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General Introduction
A fundamental question when studying brain functioning is how it groups 
information. Input from the outside world is stimulating our senses and we 
can use that information to interpret, possibly integrate it with other information, 
and ultimately decide what appropriate response should be given. These 
processes then allow us to become conscious of ourselves, and how it allows us 
to interact, through our body, with our environment and with others. But how 
is the brain processing this information efficiently? And how is information 
integrated effectively in order to allow for an appropriate response? In other 
words, how does the brain communicate?
 Although we obtained more insight into the brain by studying its anatomical 
wiring, the active brain remains elusive. In recent decades, technical improvements 
allowed us to measure signals from inside the brain. Invasive techniques are 
utilized in patients, for instance to determine the focus of their epileptic seizures, 
although group samples sizes are small. Animal experiments, mostly performed 
on cats and monkeys because of a similar brain structure, therefore taught us 
much about both individual as well as cell population behaviour. Nevertheless, 
these techniques are restricted in their brain coverage and as a result, there is 
limited knowledge how spatially extent groups of cells interact. Current 
advances in non-invasive brain imaging techniques enable us to acquire 
ongoing brain activity with whole-brain coverage, and study brain functioning 
with high temporal as well as high spatial resolution.
 To introduce the work published in this thesis, I will go over some 
fundamentals in neuroscience. I will briefly explain how brain cells or neurons 
carry signals and how signals are transferred to downstream neurons. I will 
illustrate how connected neuronal populations typically emerge in rhythmic 
synchronization, and will portray why this poses an interesting mechanisms 
for communication. Lastly, I will clarify how we measured rhythmic synchro-
nization from outside the brain and how we can best capture this activity in 
subsequent analyses. 
Architecture of the brain
The human brain, or cerebral cortex, entails a condensed yet efficient network 
of brain cells. It is estimated to hold 1011 brain cells. As a result, its cortical 
surface (e.g. neocortex) is highly folded, to allow for an optimal amount of cells 
per volume. The outer layer of the brain makes up for 60 percent of neocortex 
(Swadlow, 2000). This is the grey matter which contains mostly cell bodies. The 
residual is white matter, and allows cells to communicate input from long- 
distance areas with high speed.
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 Although long-distance connections are apparent throughout the brain, 
most areas of the adult human brain form functional areas (Fig. 1). In this 
thesis we investigate mostly visual, but also motor signals. Visual signals are 
transported from the eyes through the lateral geniculate nucleus (LGN) to the 
back of the brain in the occipital areas. The calcarine sulcus (e.g. calcarine 
fissure) forms an anatomical landmark for visual cortex. Surrounding this 
sulcus lays V1, where basic information of the visual input from both eyes is 
processed first. Higher areas (V2, V3 etc.) integrate information from lower 
areas and become more specialized, for instance V5 is sensitive to motion 
irrespective of the shape or size of the stimulus. Although there is a hierarchical 
transfer of information from V1 through to V5, it is shown that V1 also receives 
information from ‘higher’ areas in order to update the current percept (Dakin, 
2009). This is suggestive of an elaborate and complex network within the visual 
cortex and adds to the idea that the brain is much more connected with itself 
rather than with the outside world (Douglas and Martin, 2004).
 Another specialized area is the motor cortex, where signals travel down 
the spine towards the muscles to execute movements. These areas are cross-
lateralized, meaning that the left motor cortex controls the right side of the 
body and vice versa. Motor cortex is marked by the central sulcus and each 
body part covers a particular part along this sulcus. 
Figure 1   Midslice of the human brain. The front is facing to the right side, the 
back is facing left. The Calcarine fissure (left) marks the central visual 
cortex, whereas the central sulcus (top) marks motor cortex.
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How architecture gives rise to brain functioning
Neuronal interaction shapes activity rhythmically
The brain is investigated on various scales. Although we study the whole brain 
we are interested in the underlying mechanism how groups of cells interact. 
For this it is necessary to zoom in to the cellular level to see how brain signals 
are produced. 
 The principal cell in the brain is the pyramidal neuron that typically 
consists of a ‘tree’ of dendrites which receive information, followed by the cell 
body, and ending in a long axon that passes information on. Both the dendrites 
and axons have synapses, locations where cell-to-cell interaction takes place. 
Neurons can give rise to action potentials (Fig. 2). These short-lasting events 
produce a rapid rise and fall of the electrical membrane potential of a cell 
across the axon towards the synapse. Prior to reaching the synapse it is called 
a pre-synaptic potential. At the synapse the action potential can cause the 
release of neurotransmitters. These are molecules that can travel outside of the 
cell to open ion-channels in the downstream neuron. The open channels allow 
for an inward flow of positively charged ions which brings about fluctuations 
in the membrane potential of the post-synaptic neuron. A post-synaptic 
potential (PSP) or spike is born when the membrane potential is crossing a 
certain spiking threshold, brought about when enough pre-synaptic neurons 
exert their downstream influence simultaneously in order for the potentials to 
add up.
Although we know now how single neurons behave, it is hypothesized that 
flexible groups of neurons rather than single neurons code information. There 
are two main factors that play an eminent role here. First, the difference in cell 
Figure 2  How a synaptic potential is born.
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types brings about important diversity. And second, their ways of intercon-
nection heavily influence the overall outcome of the network. Pyramidal cells 
produce excitatory post-synaptic potentials (EPSPs) to downstream neurons, 
and enhance further generation of potentials. However, up to 20 percent of 
brain cells consist of other types of neurons. These do not facilitate, but inhibit 
further generation of potentials. This diverse group of neurons are generalized 
as inhibitory interneurons, and can send inhibitory post-synaptic potentials 
(IPSPs) to neighbouring pyramidal cells (Whittington and Traub, 2003). It is the 
rhythmic interplay between excitatory and inhibitory neurons that gives rise 
to network behaviour important for information coding (Buzsáki, 2006).
Synchronization of rhythmic fluctuations 
Within a neuronal population, the interplay between incoming EPSPs and 
IPSPs to a network can cause rhythmic fluctuations in the overall membrane 
potential. To this extend, an additional incoming EPSP can have different 
effects, depending on the state of the neuronal population (Fig. 3). 
If the membrane potential is fluctuating towards its maximum, an additional 
EPSP could just bring the potential over the spiking threshold and initiate 
bursts of activity within the neuronal population. However, if the membrane 
Figure 3   Incoming EPSPs and IPSPs can lead to a spike (at 4ms) but not perse. It 
all depends on the exact timing of the incoming potentials.
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potential is fluctuating towards a minimum level then adding one EPSP would 
not have a big effect. Likewise, a group of neurons can exert a larger influence 
on downstream neurons if they all fire in such a way, that the incoming EPSPs 
will add up efficiently. 
 Therefore, if two distant neuronal populations try to communicate information, 
they will be most effective when their local output is i) bursting or rhythmic 
and ii) if the neuronal populations synchronize their activity so that rhythmic 
activity comes in when the membrane potentials are close to threshold. This 
rhythmic (oscillatory) synchronization is not only seen in interacting neuronal 
populations, but in many phenomena (see BOX 1).The classical illustration of 
rhythmic synchronization came from invasive recordings of neurons in the 
visual cortex of cats (Gray et al., 1989). Two spatially distinct cells each coded a 
part of the visual field. A stimulus was then moved over the two receptive 
fields and the corresponding neuronal response was recorded. This stimulus 
consisted of a horizontal bar made up out of two parts (left and right), which 
could either move in similar or opposite directions over the receptive fields. 
Although the similar or opposite movement directions did not influence the 
Box 1  What is oscillatory synchronization?
To understand what oscillatory synchronization entails we first need to distinguish 
its elementary components, namely oscillations and synchronization. Everywhere 
around us you can find oscillating objects. Formula 1 cars race around the track 
round after round, and the pendulum of clocks never seems to stop moving from 
left to right and back. Biology also knows oscillatory phenomena; contractions of the 
heart, and our locomotory cycle. One elementary feature of oscillations is that they 
produce rhythm. Seldom do objects produce rhythm in isolation but often there is an 
interaction with its environment. This is where we see the effect of synchronization. 
The term synchronous comes from the Greek words chronos meaning time and syn 
meaning common, together they mean ‘occuring in the same time’. Many oscillatory 
objects occur at the same time as well, for instance the heart of a galloping horse will 
beat once per locomotory cycle. Christiaan Huygens was the first to describe this 
phenomenon in pendulum clocks in 1665. His illness forced him to stay in bed, and 
this gave him time to observe the clocks in his house. He found that the clocks would 
synchronize their pendulum movement over a period of time, but only if the clocks 
shared the same wooden beam from which they hung. It is exactly the adjustment 
of rhythms due to an interaction that captures the essence of synchronization 
(Pikovsky et al., 2001). 
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number of spikes per second (spike rate), it did affect the correlation between 
the spikes in time. If the neurons perceived the bars as being one (perceptual 
grouping) the neurons would synchronize their firing in time. Interestingly, 
the frequency of this rhythmic synchronization was around 40 Hz and falls 
under the gamma frequency (30-100 Hz). Gamma frequency synchronization 
has classically been found in tasks involving perceptual grouping. This entails 
that separated objects can be perceived as one when they are grouped by a 
common feature like proximity, coincidence in time, or common fate. Gamma 
frequency synchronization was therefore proposed as a mechanism through 
which this grouping could take place, and this theory gained a lot of fame (see 
BOX 2). Since then, gamma frequency synchronization has been found in 
many species (rats, cats, monkeys) with high signal to noise. In Chapter 2 we 
make use of previous experience of invasive recordings in monkey and apply 
that to investigate gamma frequency synchronization in the visual cortex in 
humans. 
 Gamma frequency synchronization is hypothesized to be a hallmark of 
efficient communication. One way of how this efficiency can be expressed is 
the speed with which the brain can respond. The notion of using response or 
reaction times was first introduced by Franciscus Cornelis Donders (1818-1889), 
a famous Dutch ophthalmologist and is now widely applied throughout 
psychology and cognitive neuroscience. We will apply this technique in Chapter 3 
to investigate the functional role of gamma frequency synchronization.
BOX 2  Why the temporal correlation hypothesis got so famous.
From an historical perspective the idea of oscillatory synchronization gained a lot 
of fame due to a number of reasons. First of all, it offered a new way of looking at 
spiking activity from cells. The classical measure, the number of spikes per second 
(spike rate), did not use the dimension of time and it is difficult to believe that this 
could catch the complexity of the brain. New insights emphasized the timing of 
spiking activity, particularly in relation to other cells. Second, new experimental data 
inspired theories that coded information by populations instead of single neurons, 
and ‘cell assemblies’ were defined as cells who group flexibly by synchronizing their 
firing in time. Last but not least, experimenters made rather bold claims about how 
to interpret their preliminary data (Gray and Singer, 1987, Soc Neurosci abstract) or 
were highly speculative (Crick and Koch, 1990). This caught widespread attention 
from both experimentalists as well as theoreticians, and allowed for a lot of criticism 
which only fired the debate. Although still debated, the temporal correlation 
hypothesis remains alive and well (Gray, 1999).
17
1
Ways to study human brain functioning
Synchronization in the human brain
Synchronization can be measured from outside the brain under certain 
circumstances. To this extend we use MEG. This stands for magnetoencepha-
lography, which is a non-invasive technique that measures the magnetic field 
generated by electrical currents when the groups of neurons are active. It is the 
main technique applied throughout this thesis. Although MEG is relatively 
novel, its history is worth noting (see BOX 3). 
 For a magnetic field large enough to be measured from outside the head, 
the various electrical currents produced in the brain should not cancel each 
other out, but allow for an additive effect. With MEG we measure mainly from 
pyramidal neurons, as they have long axons that lie in parallel within the 
cortex (Hämäläinen et al., 1993). As PSPs travel over the axons producing an 
inward current in the cell, simultaneously, a more spread out outward current 
is produced outside the cell. Under optimal circumstances i) enough pyramidal 
neurons receive PSPs at the same time, and ii) their orientation is so that inward 
currents are not cancelled out by the outward currents. As signals travel through 
BOX 3  History of MEG.
The history of MEG seems still in the making, 
yet some important names have already 
dominated this field. Scientist Brian David 
Josephson who, already as a graduate student 
in 1962, predicted that current could flow 
through two weakly coupled superconductors 
if they were separated by a very thin insulation. 
In 1973 he shared the Nobel Prize in Physics for 
this idea. The duo Cohen and Zimmerman put 
this idea into practice. James Zimmerman had 
built a prototype superconductive quantum 
interference device (SQUIDs) when he met 
David Cohen, through their co-founder Edgar 
Edelsack at the Massachusetts Institute of Technology. Cohen had built a shielded 
room. His eager attempts resulted in a single-sensor heartbeat measurement at 
New Years evening of 1969 (Cohen et al., 1970). Soon after, the first ongoing alpha 
oscillations from the human brain were measured (Cohen, 1972). It should be noted 
that although the Americans were first, the Finnish developed their own system and 
dominated the field of MEG methods. The work by Hämäläinen et al. (1993) remains 
up-to-date and is cited an impressive 454 times.
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the sensors with the speed of light, the temporal resolution depends on the 
sampling frequency of the hardware, which is usually in the millisecond 
range. The spatial resolution with which two sources of brain activity can be 
separated depends on many factors, but is typically less than a centimetre.
 Magnetic fields produced by the brain are in the order of 10-15 Tesla which is 
much smaller than common noise produced by the earth’s magnetic field, or of 
magnetic objects (e.g. cars) driving by some meters away. The system therefore 
needs to be shielded from noise using a contemporary faraday cage, whilst at 
the same time measure brain activity with high sensitivity. These sensors 
perform only under temperatures of a few degrees Kelvin. This is realised in 
an insulated dewar filled with liquid helium.
MEG signal analysis
Synchronized activity in the brain can be described by a combination of sine 
waves (sine and a cosine wave). Under the assumption that synchronized 
activity is repetitive within a certain time-window, it will have a preferred 
frequency. For that frequency we fit a sine and cosine wave to some stretch of 
data. Together, the sine and cosine wave describe both amplitude and phase of 
the signal at the respective frequency. Throughout this thesis we use mainly 
power (the amplitude of the sine-wave) to identify the energy in a particular 
frequency band. Yet when we speak of coherence, we investigate the correlations 
of the signal over time, which compares the differences in power and phase 
within a particular time-window.
 Although synchronized activity can rhythmically fluctuate over time, the 
signal does not always fit perfectly with a sine wave. Underlying cells 
generating the electrical currents which produce the magnetic field, could add 
up in a way that does not describe a perfect oscillation. In that case, the signal 
will be best described by a range of frequencies and this can cause problems in 
subsequent coherence analysis. This effect is further discussed in Chapter 4. 
Thesis outline
This thesis investigates rhythmic synchronization and focuses on the gamma 
frequency band and its functional properties with respect to neuronal 
communication. Using prior knowledge from visual processing obtained from 
invasive animal recordings, we apply this to whole-brain measurements of 
rhythmic activity using non-invasive techniques with high temporal resolution. 
The first aim was to acquire gamma frequency synchronization with high signal -
to-noise. In Chapter 2 we identify individual properties of this effect and 
19
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address the measures that optimized our findings. Of particular interest is a 
localization of this effect in the brain, and compare them with fMRI findings 
(see BOX 4). Now that we obtained gamma frequency synchronization, we 
investigate its functional relevance. Ultimately, enhanced gamma frequency 
synchronization should lead to more efficient processing and therefore faster 
processing in the task at hand, which we report on in Chapter 3. Chapter 4 
explores cross-frequency interactions as an important tool for gamma frequency 
synchronization to communicate with other frequencies. Here, the non- 
oscillatory nature of certain rhythmic synchronization has limited the extent 
to which we can reliably report on cross-correlation measures. In the final 
Chapter 5, the results are summarized and I will integrate our findings into a 
current view on neuronal communication through rhythmic synchronization. 
Interesting ideas have sprung from this research, yet some remaining issues 
still need to be addressed. 
BOX 4  fMRI.
fMRI or functional Magnetic Resonance Imaging 
is another non-invasive neuro imaging technique 
and is used in Chapter 2. fMRI relies on the 
metabolic demand of active brain areas, and is 
therefore an indirect measure of brain activity. It 
uses a magnetic field between ranging between 1 
and 7 Tesla, for humans, to measure changes in 
paramagnetic properties of blood contained in 
hemoglobine, the oxygen-transporter of the 
blood. When brain areas become active, oxygen 
is consumed and local blood flow increases to 
enhance the amount of oxygenated hemoglobine, 
which washes out the de-oxygenated hemoglobine. 
The blood-oxygen-level-dependent or BOLD response of the brain responds with a 
delay with respect to brain activity, and the delayed of 4-6 seconds is taken into 
account with subsequent models. Since the whole brain is scanned slice by slice, it 
takes roughly 2 seconds to generate one full brain scan. Its temporal resolution is 
therefore lower than MEG, but its spatial resolution is much higher than MEG, and a 
typical scan has a voxel size between 1 and 3 mm3. Although the technique underlying 
MEG is younger, MRI and its functional counterpart have been widely adopted by 
clinicians and are more common in the field of neuro-imaging. To what extend this 
indirect measure predicts neuronal behaviour, and what neuronal behaviour exactly, 
remains a topic of debate (Logothetis, 2008). 
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Abstract 
Neuronal gamma-band (30–100 Hz) synchronization subserves fundamental 
functions in neuronal processing. However, different experimental approaches 
differ widely in their success in finding gamma-band activity. We aimed at 
linking animal and human studies of gamma-band activity and at preparing 
optimized methods for an in-depth investigation of the mechanisms and 
functions of gamma-band activity and gamma-band coherence in humans. In 
the first step described here, we maximized the signal-to-noise ratio with 
which we can observe visually induced gamma-band activity in human mag-
netoencephalographic recordings. We used a stimulus and task design that 
evoked strong gamma-band activity in animals and combined it with 
multi-taper methods for spectral analysis and adaptive spatial filtering for 
source analysis. With this approach, we found human visual gamma-band 
activity very reliably across subjects and across multiple recording sessions of 
a given subject. While increases in gamma-band activity are typically 
accompanied by decreases in alpha- and beta-band activity, the gamma-band 
enhancement was often the spectral component with the highest signal-to-
noise ratio. Furthermore, some subjects demonstrated two clearly separate 
visually induced gamma bands, one around 40 Hz and another between 70 
and 80 Hz. Gamma-band activity was sustained for the entire stimulation 
period, which was up to 3 s. The sources of gamma-band activity were in the 
calcarine sulcus in all subjects. The results localize human visual gamma-band 
activity in frequency, time and space and the described methods allow its 
further investigation with great sensitivity.
25
2
Introduction 
Increasing evidence suggests that neuronal gamma-band (30–100 Hz) syn-
chronization is a fundamental process involved in several important brain 
functions, including visual feature binding (Eckhorn et al., 1988; Gray et al., 
1989; Tallon-Baudry et al., 1996; Mima et al., 2001), perceptual and attentional 
stimulus selection (Steinmetz et al., 2000; Fries et al., 2001, 2002), visuomotor 
control (Bressler et al., 1993; Roelfsema et al., 1997; Rodriguez et al., 1999), 
working memory (Tallon-Baudry et al., 1998; Lutzenberger et al., 2002; Pesaran 
et al., 2002) and associative learning (Miltner et al., 1999). Most of the early 
evidence for a functional role of neuronal gamma-band synchronization came 
from recordings in the visual cortex of anesthetized, paralyzed cats (Eckhorn 
et al., 1988; Gray and Singer, 1989; Gray et al., 1989, 1992; Engel et al., 1991). This 
was followed by recordings in visual cortex of awake, trained monkeys (Kreiter 
and Singer, 1996; Gail et al., 2000; Fries et al., 2001). Those invasive microelectrode 
recordings of spikes and local field potentials typically demonstrated 
gamma-band activity with very high signal-to-noise ratio. Conversely, electro-
encephalographic (EEG) and magnetoencephalographic (MEG) recordings in 
humans often show only marginally small fluctuations in the gamma band. It 
was only within the last decade that the interest in the study of gamma-band 
activity with EEG and MEG in humans increased strongly. In the meantime, 
numerous studies have demonstrated the existence of gamma-band activity in 
the human brain and its modulation by, for example, perceptual organization 
(Tallon-Baudry et al., 1996, 1997a; Keil et al., 1999), attention (Gruber et al., 
1999), working memory (Tallon-Baudry et al., 1998; Lutzenberger et al., 2002; 
Kaiser et al., 2003) and associative memory (Miltner et al., 1999; Gruber et al., 
2001). Despite this growing interest, gamma-band activity has remained 
elusive. Some groups reported difficulties in finding any gamma-band activity 
that is not phase-locked to stimulus onset. Furthermore, it appeared 
particularly difficult to demonstrate gamma-band activity with MEG. Some 
studies failed to find induced gamma-band activity in the MEG (Tallon-Baudry 
et al., 1997b). Other MEG studies succeeded in demonstrating significant 
experimental effects in narrow frequency ranges within the gamma band, but 
effect sizes were small (Lutzenberger et al., 2002; Kaiser et al., 2003). Only very 
recently did one MEG study describe strong, sustained gamma-band activity 
induced by a visual illusion and located it to early visual cortex (Adjamian et 
al., 2004).
 We set out to adopt a stimulus and task design from monkey experiments 
that has proven to induce strong visual cortical gamma-band activity and to 
optimize data analysis procedures to demonstrate visually induced gamma- 
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band activity both at the sensor and at the source level. The methods described 
here constitute a window onto human visual gamma-band activity that can be 
used for further analysis of its functional role in human cognition.
Materials and methods
Subjects
Seven right-handed subjects (four male, three female; mean age 23, range 
17–26), without any known history of neurological disorders participated in 
the study. All had normal or corrected-to normal visual acuity. Before the 
experiment, informed consent was obtained from each subject according to 
the Declaration of Helsinki. One subject was 17 years of age when participating 
in the study and therefore parental consent was obtained.
Experimental paradigm and stimuli 
The experimental paradigm and the stimuli are illustrated in Fig. 1. Each trial 
started with the presentation of a fixation point (Gaussian of diameter 0.5º). 
After 500 ms, the fixation point contrast was reduced by 40%, which served as 
a warning. After another 1500 ms, the fixation point was replaced by a foveal, 
circular sine wave grating (diameter: 5°; spatial frequency: 2 cycles/deg; 
contrast: 100%). The sine wave grating contracted toward the fixation point 
(velocity: 1.6 deg/s) and this contraction accelerated (velocity step to 2.2 deg/s) 
at an unpredictable moment between 50 and 3000 ms after stimulus onset. The 
subjects’ task was to press a button with their right index finger within 500 ms 
of this acceleration. 10% of the trials were catch trials in which no acceleration 
occurred. The stimulus was turned off after a response was given, or in catch 
trials 3000 ms after stimulus onset. Stimulus offset was followed by a resting 
period of 1000 ms in which subjects were given visual feedback about the 
Figure 1  The experimental paradigm. 
Baseline Visual stimulation
0.5 s 1.5 s 0.05 - 3.0 s 0.5 s
OK
0.5 s
Response FeedbackPre-Baseline
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correctness of their response and were asked to blink. Stimuli were presented 
using an LCD projector located outside the magnetically shielded room of the 
MEG (see below) and back-projected onto a translucent screen via two 
front-silvered mirrors. The vertical refresh rate of the LCD projector was 60 
Hz. Control measurements with a sensitive photodiode showed no 60-Hz 
component in the luminance time course of the stimuli. Each subject completed 
six blocks of 75 trials. At the end of each block, visual feedback was given 
about the percentage correct responses and the upcoming block number. A 
typical recording session lasted about 50 min. All stimuli were presented 
using the Presentation software package (Neurobehavioral Systems, Inc.).
 Three out of seven subjects (1 male, 2 female) also participated in a functional 
magnetic resonance imaging (fMRI) experiment using identical stimuli, but 
extending the baseline period to 10,000 ms. fMRI trials were grouped in three 
blocks of 50 trials.
Data acquisition
MEG signals were recorded using a 151-sensor whole head system (CTF 
systems Inc., Port Coquitlam, Canada). The simultaneously recorded electro-
oculogram (EOG) was used for offline artifact rejection. The data were low-pass 
filtered at 300 Hz and digitized at 1200 Hz. Prior to and after the MEG 
recording, the subject’s head position relative to the gradiometer array was 
determined using coils positioned at the subject’s nasion, and at the left and 
right ear canal. 
 Structural and functional magnetic resonance images were obtained using 
a 1.5-T (all structural MRIs and the fMRIs of subjects A and B) and a 3-T (fMRIs 
of subject C) whole body MRI scanner (Siemens, Erlangen, Germany). A 
volume head coil was used for RF transmission and signal reception. Functional 
images were acquired using a gradient-echo EPI sequence (TR 2000 ms, TE 40 
ms, band width 1860 Hz, flip angle 80º) with 25 slices (224 mm FOV, 64 × 64 
matrix, 3.5 mm thickness, 0.35 mm gap) covering all cortical structures. This 
gives a standard blood oxygenation level-dependent (BOLD) response. A 3D 
MPRAGE sequence with 1 mm isotropic resolution was used for the structural 
scan.
MEG-data analysis
All MEG data analysis was done in the Fieldtrip open source Matlab toolbox 
(http://www.ru.nl/fcdonders/fieldtrip/) that was developed at the F.C. 
Donders Centre for Cognitive Neuroimaging. Three main analyses were done: 
an analysis of the overall effect of visual stimulation on the power-spectra at 
the sensor level, an analysis of the time course of power at the sensor level and 
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an analysis of the sources underlying the different spectral components. All 
three analyses started with the same preprocessing steps: Data epochs of 
interest were defined as such from the continuously recorded MEG. Data 
epochs that were contaminated by eye movements, muscle activity or jump 
artifacts in the SQUIDs were discarded using semi-automatic artifact rejection 
routines. The power line fluctuations were removed by estimating and 
subtracting the 50-, 100- and 150-Hz components in the MEG data, using a 
discrete Fourier transform (DFT) on 10-s data segments surrounding the data 
epochs of interest. The data epochs of interest were then cut out of these 
cleaned 10-s segments and the linear trend was removed from each epoch.
Spectral analysis at the sensor level
For the analysis of the overall effect of visual processing on oscillatory neuronal 
synchronization, we compared the power spectra of the MEG data epochs in 
the stimulus condition with those in the baseline condition. The stimulus 
condition contained all data until the moment of the speed change but excluded 
the first 500 ms after stimulus onset to discard response onset transients. 
Epochs in the baseline condition extended from 1000 ms before stimulus onset 
until stimulus onset. Data epochs from both conditions were considered 
separately in further analyses. Each epoch was tapered using discrete prolate 
spheroidal sequences (Slepian functions) (Mitra and Pesaran, 1999). This 
multi-taper method was used to improve the consecutive spectral estimation. 
Because the resulting tapered data epochs had a variable duration across 
trials, they were first zero-padded to a length of 4 s and then Fourier 
transformed. Average spectral power was then computed as the average across 
trials and tapers. The tapering used in this analysis yielded a spectral 
concentration of T1 Hz around each center frequency. For a first assessment of 
the effect of visual processing, we analyzed spectral power of 28 parietooc-
cipital MEG sensors (LP11, LP12, LP21, LP22, LP31, LP32, LO11, LO12, LO21, 
LO22, LO31, LO32, RP11, RP12, RP21, RP22, RP31, RP32, RO11, RO12, RO21, 
RO22, RO31, RO32, ZP01, ZP02, ZO01, ZO02). The power estimates were 
averaged across sensors, and we obtained a variance estimate for the spectral 
power by applying a jackknife procedure (Efron and Tibshirani, 1993). 
Subsequently, a frequency-wise t value was determined (Press et al., 1992) 
between the period of sustained visual activation and the baseline period.
Time course analysis at the sensor level
For the analysis of the time courses of the power, time frequency representa-
tions (TFRs) were computed using a short-time discrete Fourier transform on 
400-ms data epochs sliding in 50-ms steps. For this analysis, we used the same 
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parietooccipital sensors that were used for the first analysis step, and data 
from 1400 ms before stimulus onset until 2300 ms after stimulus onset. All 
frequencies between 5 and 120 Hz in steps of 2.5 Hz were considered. A spectral 
smoothing of ±5 Hz around each center frequency was obtained using multi-
tapering. The TFRs were expressed as a percent change with respect to the 
baseline (1000 ms period before stimulus onset).
Spectral component analysis at the source level
For the analysis of the neuronal sources of the different spectral components, 
we used an adaptive spatial filtering technique (Gross et al., 2001). Each 
subject’s brain volume was divided into a regular 5-mm grid and for each grid 
location, a spatial filter was constructed. This filter has the property that it 
optimally passes activity from the location of interest while activity from all 
other brain regions is optimally suppressed. It is calculated by taking into 
account the forward model at the location of interest (the leadfield matrix) and 
the cross-spectral density between all MEG signal pairs at the frequency of 
interest. To compute the leadfield matrix, we used a multisphere model in 
which, for each sensor, a sphere was fitted to the head surface underlying that 
sensor. The head shape was derived from each individual subject’s structural 
MRI and aligned to the MEG data.
 We inspected the percent change spectra and determined clearly separated 
peaks or troughs by eye for each individual subject. The cross-spectral density 
between all MEG sensor pairs at the frequencies of interest was computed for 
all trials, separately for all epochs in the baseline and visual stimulation 
condition. To minimize the variance in the estimate of the cross-spectral 
densities, multi-tapering was adjusted per subject and frequency band to 
include an optimized spectral concentration around each center frequency.
Consecutively, spatial filters were constructed for each grid location and 
separately for the baseline and the visual stimulation condition and the data of 
each condition was projected through the respective filters. This resulted in an 
estimate of the source power for the visual stimulation and baseline period, 
based on the cross-spectral density averaged over all stimulation and baseline 
epochs, respectively. To quantify the effect of visual stimulation on the 
oscillatory activity, we computed a voxel-wise t value. The variance in the 
power at each voxel was estimated using a jackknife procedure. For each 
condition, the source distribution was recomputed N times, leaving out one 
trial each time for the construction of, and the projection through the spatial 
filters.
 A statistical interpretation of the resulting volumetric t values is not 
straightforward because of the large number of voxels to be tested and because 
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the estimated source power is not necessarily normally distributed. Therefore, 
to identify source locations that were significantly modulated by visual 
stimulation, we adopted a non-parametric randomization approach (Nichols 
and Holmes, 2001). This procedure does not rely on an underlying distribution, 
and it allows for a solution to the multiple comparisons problem. The null 
hypothesis states that there is no difference between the cross-spectral density 
for the two conditions, and hence also no difference in the estimated source 
parameters. Therefore, a random rearrangement of the data over the two 
conditions, followed by a source reconstruction of the data in both conditions, 
results in the difference in the estimated source parameter at each voxel that is 
equally likely under the null hypothesis. Instead of taking the difference at 
each voxel separately as the test statistic, we selected the voxel with the largest 
difference over the whole volume. An estimate of the null distribution of this 
maximum difference statistic is obtained by repeating this for a large number 
of randomizations. At each grid location, the observed difference is then tested 
against the distribution of our test statistic, yielding the probability of 
observing that difference under the null hypothesis. Since our test statistic 
consists of the maximum difference over the whole volume, we are controlling 
for the false alarm rate. 
 We performed the following steps 500 times: The multi-tapered cross- 
spectral densities were computed for all epochs in the stimulus (S) and baseline 
(B) condition and were randomly reassigned to an S* and a B* condition, such 
that the number of trials in conditions S* and S was equal as well as in 
conditions B* and B. Two sets of spatial filters were constructed using the 
averaged cross-spectral density of the respective randomly reassigned 
conditions S* and B*. The randomly reassigned data were then projected 
through these filters, and the resulting source reconstruction of condition B* 
was subtracted from the source reconstruction of condition S*. 
 A feature of the spatial filtering method is that noise in the data tends to 
project to deeper source locations. Hence, the spatial distribution of the 
projected noise is not homogenous. The distribution of the difference was 
normalized by computing the Z-transform of the difference in the estimated 
source power across all randomizations for each voxel separately. The reference 
distribution was then obtained by taking from each randomized difference 
volume, the maximal Z-transformed value. This procedure directly corrects 
for the multiple comparisons done on all grid locations. The Z-transformed 
difference value at each grid location in the observed data was tested against 
this reference distribution, and the probability of observing that value under 
the null hypothesis was computed. 
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fMRI data analysis
The fMRI data were processed using the BrainVoyager software package 
(BrainVoyager 2000, Brain Innovation, Maastricht, The Netherlands). The first 
three images (6 s) of each functional data set were discarded to allow time for 
the longitudinal magnetization of the water protons to reach equilibrium. The 
data were preprocessed using motion correction, a correction for the different 
slice timings, linear trend removal to remove baseline drifts and a high pass 
filter of 0.006 Hz to remove very slow fluctuations in the BOLD signal time 
course. For two subjects, the functional data were aligned to the anatomical 
scan that was made during the fMRI session. For the third subject, the 
anatomical and functional scans were acquired in different sessions and 
manual adjustment was necessary to align the two scans. Those alignments 
use standard functionality of the BrainVoyager software.
 For each data set, activated voxels were identified by linearly correlating 
the BOLD signal amplitude with a visual stimulus regressor, formed from a 
convolution of the visual stimulus time course (set to 1 over the visual 
stimulation period up to the button press) with a hemodynamic response 
function (Boynton et al., 1996). The statistical maps were thresholded to the 
same correlation coefficient of 0.35 for each subject.
Results
Localizing human visual gamma-band activity in time and 
frequency
Fig. 2 illustrates the overall effect of visual stimulation on the spectral power 
of sensors overlying visual cortex in one session of subject D. The main effect 
of visual stimulation was a strong increase of power in the gamma band. This 
can best be seen when power is displayed logarithmically (Fig. 2B). Fig. 2D 
shows the t values for the effect of visual stimulation on power as a function of 
frequency, illustrating that, in this subject, the visually induced gamma-band 
activity was the spectral component with the highest signal-to-noise ratio. 
 We assessed the effect of visual stimulation on MEG power over visual 
cortex in all seven subjects. Each subject was tested in two recording sessions 
separated by at least 4 days and by at most 4 months. We found that six out of 
the seven subjects showed strong gamma-band activity. Figs. 3A–G, 
representing results from subjects A through G, show the effect of visual 
stimulation as the percent change in MEG power over visual cortex for both 
recording sessions.
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Figure 3   Time frequency representations of the changes in power in response to 
visual stimulation. Average of 28 axial gradiometers over visual cortex. 
Changes are determined relative to the 1-s pre-stimulus baseline. The 
spectral analysis used here smoothed the power spectrum with a ±5 Hz 
rectangular window around each center frequency. Rows A through G 
correspond to subjects A through G. The two columns correspond to 
the two recordings sessions done per subject.
Figure 2   Visually induced gamma-band activity in one example subject (subject D). 
(A) Average power spectrum of 28 axial gradiometers overlying visual 
cortex as a function of frequency, displayed with a linear power-axis. 
The spectral analysis smoothed the power spectrum with a ±1 Hz 
rectangular window around each center frequency. (B) The same as 
panel A but with a logarithmic power axis. (C) The effect of visual stimulation 
expressed as percent change relative to the baseline. (D) The t values 
for the difference between power during the baseline and during visual 
stimulation as a function of frequency.
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The right panel for subject E is slightly shorter than the others because the 
respective recording session did not contain a sufficient number of long trials.
The spectrotemporal pattern of visually induced power changes was quite 
different for the different subjects but highly replicable across the two 
recording sessions for all seven subjects. Only the absolute values of the 
percent changes differed between recordings, and this is most likely explained 
by differences in head position relative to the sensor helmet that lead to 
different noise levels for the used sensors over visual cortex. The percent 
change spectra in Fig. 3 show several interesting features:
(1)  Subject B displayed two clearly discernable peaks in the gamma-frequen-
cy range. The lower-frequency peak was around 40 Hz and the higher-
frequency peak around 80 Hz. Also subject A showed two separate peaks 
in the gamma frequency band, one around 40 and the other around 70 Hz, 
although this is less appreciable in the color coded time frequency repre-
sentations.
(2)  Subjects C and F showed an increase in gamma-band activity over time.
(3)  Subjects A and B showed a transient gamma-band peak around 350 ms 
after stimulus onset.
(4)  We consistently observed that the frequency of the gamma band peak was 
somewhat higher at the beginning of the gamma-band response and then 
settled within about 0.5 s to the frequency that was then sustained. This is 
similar to other studies in cat, monkey and human (Tallon-Baudry and 
Bertrand, 1999; Fries et al., 2001, 2002; Rols et al., 2001; Logothetis et al., 
2001). 
Figure 4   MEG source analysis and fMRI BOLD contrast for subject A. (A) The t values 
for the difference in estimated source power at 72 ±8 Hz between 
baseline and visual stimulation. The threshold of the color axis was 
raised to 60% of the maximal absolute t value in order to resolve the 
fine spatial structure around the peaks. This holds also for the other 
panels showing t values. (B) Same as panel A, but displaying P values 
obtained with the randomization procedure including a correction for 
multiple comparisons. (C) The t values from panel A, but masked with 
the P values from panel B. (D) The same as panel C, but for the second 
recording session in this subject and for 70 ±10 Hz. Panels E, F and G 
show the same analysis as panel C, but for different frequency bands as 
indicated on those panels. (H) The correlation of the fMRI BOLD response 
with the visual stimulus regressor. The structural MRIs used for the 
coregistration with the MEG data and for the coregistration with the 
fMRI data are from the same subject, but from two different MRI sessions.
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Localizing human visual gamma-band activity in space
Finally, we estimated the locations of the sources of the gamma band activity. 
Fig 4 shows the results for subject A. Figs. 4A–G show the effect of visual 
stimulation on the estimated source power at different frequencies and using 
different statistics. Figs. 4A–C show the results for estimated source power at 
72 ±8 Hz, that is, the high gamma band. Fig. 4A shows the t values obtained 
after estimating the standard error of the mean for both conditions using a 
jackknife procedure. Fig. 4B shows the P values obtained with a randomization 
procedure and after correction for the multiple comparisons made across the 
scanned brain volume. The smallest P values that we observed correspond to 
the maximal significance that can be obtained with the number of 
randomizations that we used (P = 1/500, i.e., -log(P) = 2.6990). Fig. 4C shows the 
t values masked with the P values. Fig. 4D shows the same analysis for the 
second recording session in this subject who was separated from the first session 
by about 1 month. Source locations were very similar for the two sessions.
 The absolute t values were smaller for the second recording, but this is 
probably due to a smaller number of trials obtained. Fig. 4E shows the t values 
masked with the P values for the estimated source power at 42 ±3 Hz, that is, 
the lower gamma-band. Fig. 4F shows the same for 25 ±5 Hz, that is, the 
beta-band, and Fig. 4G shows the same for 10 ±5 Hz, that is, the alpha-band. 
The power increases in the high and low gamma band showed two peaks 
confined to the posterior ends of the calcarine sulci of the two hemispheres. 
This is consistent with sources in the foveal confluence of the early visual 
areas V1, V2 and V3 (Dougherty et al., 2003). The localizations of power 
decreases in the alpha- and beta-frequency bands were not as clearly related to 
the foveal representation.
To get an independent estimate of the brain tissue activated in our paradigm 
and in this specific subject, we repeated the same experiment (with longer 
inter-trial intervals) but using functional MRI to image the BOLD signal. The 
result of this is shown in Fig. 4H. The BOLD signal increases associated with 
the visual stimulus are closely co-localized with the estimated sources of 
gamma-band activity. The estimated sources of alpha- and beta-band suppressions 
were less focal and upon qualitative inspection had only a coarse spatial 
relation with regions of BOLD signal increases.
 The same source analysis was performed for all clear spectral components 
of the visually induced response of all subjects. The Supplementary material 
shows all source estimates with significant effects of visual stimulation. 
Gamma-band activity always localized to a region consistent with the foveal 
representation.
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Discussion
We found human visual gamma-band activity to be a very strong spectral 
component. While the spectrotemporal pattern of visually induced power 
changes differed substantially between subjects, it was remarkably constant 
for a given subject across the two recordings sessions, even if those were 
separated by as much as 4 months. Inter-subject variability could in principle 
originate from many different levels. Individual neurons in mammalian cortex 
exhibit intrinsic oscillatory gamma-band activity upon depolarization (Llina s´ 
et al., 1991). Thus, inter-individual variations in basic biophysical parameters 
like the exact time constants of involved conductances might explain part of 
the observed differences in the spectral response. Furthermore, the oscillatory 
characteristics of networks of neurons depend on the network structure and 
particularly on delays in neuronal interactions (Ermentrout and Kopell, 1998; 
Kopell et al., 2000). Thus, interindividual differences could emerge through 
differences in the functional architecture of early visual areas as described, for 
example, in the cat visual system (Kaschube et al., 2002). Finally, gamma-band 
activity is modulated by cognitive factors like attention (Gruber et al., 1999; 
Fries et al., 2001; Taylor et al., 2005). While the respective studies have so far 
described changes in the strength of gamma-band activity, it would also be 
conceivable that cognitive factors change the spectral response pattern. Inter-
individual differences might then stem from different amounts of attentional 
focussing or even different strategies. Given the fairly simple change detection 
task used in this study and the remarkable constancy of the spectral pattern 
for a given subject across time, we do not favor this latter possibility.
 In some subjects, visually induced gamma-band activity was subdivided 
into two clearly separate bands. The lower one was around 40 Hz and thus 
corresponded well with the gamma band described in several previous EEG 
studies (Tallon-Baudry et al., 1996). The higher one was between 70 and 80 Hz 
and thus close to the gamma band described in several MEG studies (Lutzenberger 
et al., 2002; Kaiser et al., 2003, 2004). A recent study using intracranial EEG 
showed stimulus induced power enhancements also in two separate gamma-
frequency bands roughly corresponding to the ones seen here (Tallon-Baudry et 
al., 2005). We hypothesize that the maximized signal-to-noise ratio in our study 
allowed us to see both gamma bands simultaneously when they were present. 
Irrespective of whether subjects showed one or two gamma bands, a given 
gamma band was always of limited band width, that is, had a clear lower and 
upper bound. The underlying neuronal activity was therefore a somewhat 
regular oscillation. This is in good agreement with many intra-cortical recordings 
of gamma-band activity in cats and monkeys (Maldonado et al., 2000; Friedman- 
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Hill et al., 2000; Fries et al., 2001, 2002; Rols et al., 2001; Logothetis et al., 2001; 
Taylor et al., 2005) but differs from several reports of very broad-band gamma-
frequency responses (Tallon-Baudry et al., 2005; Lachaux et al., 2005; Tanji et al., 
2005). The studies finding broad-band gamma-frequency responses typically 
recorded in high-level visual areas and used intracranially recorded EEG from 
patients with focal epilepsy. Thus, the differences might be due to the different 
areas recorded or might be related to the medical condition or its treatment.
 While the absolute spectral power of the gamma-band activity was very 
small, it was nevertheless very reliably induced by visual stimulation, resulting 
in high t values, that is, a high signal-to-noise ratio. Visually induced gamma- 
band activity was sustained in time as long as visual stimulation and visual 
processing went on. Adaptive spatial filtering localized the peak of visually 
induced enhancements of gamma-band activity in all subjects to a cortical 
region that is consistent with the foveal representation. We cannot infer from 
this that there was no stimulus induced gamma-band activity in higher visual 
areas. Future studies, using stimuli that are known to activate higher visual 
areas, will have to explore this in further detail. In some subjects, we found 
two spatial peaks of gamma power enhancement in the two hemispheres that 
might correspond to the two fovea representations. The estimated sources of 
alpha- and beta-band suppressions were less focal which is in good agreement 
with other studies (Crone et al., 1998a, b).
 Why did this study find strong and reliable visually induced gamma-band 
activity while many groups find no or substantially less reliable visually 
induced gamma-band activity with non-invasive methods? This is probably 
due to a combination of factors.
(1)  Paradigms used for investigating stimulus induced changes in spectral 
power are often still inspired by paradigms used for investigating event 
related potentials. For the study of event-related potentials, investigators 
have aimed at obtaining many repetitions of the external event that is 
used to trigger the averaging of the brain potentials. Thus, trials are short 
and dominated by the event-related components. This probably reduces 
the sensitivity for the study of induced gamma-band activity. It has been 
shown that stimulus induced gamma-band activity in the visual cortex of 
the cat is inhibited by stimulus transients and the corresponding response 
transients (Kruse and Eckhorn, 1996). In order to optimize the conditions 
for investigating stimulus induced gamma-band activity, we used visual 
stimulation that lasted for up to 3 s and did not contain stimulus transients.
(2)  Many previous studies have investigated the stimulus dependence of 
visual gamma-band activity in animals and humans (Gray et al., 1989; 
Tallon-Baudry et al., 1996; Gail et al., 2000). The general finding is that 
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gamma-band activity is found most strongly and reliably for coherent 
stimuli and in particular for coherently moving stimuli. This might be 
related to stronger neuronal activation with moving stimuli and we 
therefore used a concentric sine wave grating that contracted smoothly 
towards the fixation point.
(3)  Our stimulus was presented in the fovea. In the human, the fovea is 
represented by a large part of visual cortex. Furthermore, the foveal 
representation is closer to the surface than the representation of the visual 
periphery. Both, the large number of neurons involved and their superficial 
location have probably contributed to the strength of the observed 
gamma-band activity.
(4)  We optimized the stimulus to activate a large number of neurons in the 
foveal representation, that is, the stimulus was large, had a high contrast, 
had an optimal spatial frequency and was slowly moving (see Materials 
and methods for the detailed stimulus specification).
(5)  It has been shown that visual attention enhances stimulus induced 
gamma-band activity in monkey and human visual cortex (Gruber et al., 
1999; Fries et al., 2001). We therefore had subjects report a stimulus change 
that could occur at an unpredictable moment in time after stimulus onset 
(Fries et al., 2001). This made them monitor the stimulus attentively for the 
entire duration of the stimulus presentation.
(6)  The gamma band is often about 20 Hz wide, that is, much wider than, for 
example, the typical alpha band or the typical beta band. It is therefore 
important to perform an appropriate spectral concentration. We achieved 
this by using multi-taper spectral analysis techniques (Mitra and Pesaran, 
1999; Jarvis and Mitra, 2001; Pesaran et al., 2002). For the gamma-band 
activity, we typically used multiple tapers that lead to a boxcar smoothing 
of the spectrum with a box width of 20 Hz. The power estimate at 50 Hz is 
thus the average power between 40 and 60 Hz. The effect of this spectral 
concentration is particularly pronounced when the analysis window is 
long, which would normally result in a high spectral resolution. Concentrating 
over a relatively broad spectral band will in this case be equivalent to 
averaging over many spectral bins and thereby lead to a substantial 
reduction in variance. For the source analysis, we have concentrated 
spectral energy maximally by adjusting the multi-tapers to each individual 
band of each recording session. This was one factor contributing to the 
high t values on the source level (e.g., Fig. 4A).
(7)  We used adaptive spatial filtering to estimate the sources of oscillatory 
signals. Those spatial filters combine signals from multiple sensors and 
thereby also enhance the signal-to-noise ratio.
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(8)  It has been argued that low amplitude signals can best be detected with a 
measurement device with high amplitude resolution (Lutzenberger et al., 
2002; Kaiser et al., 2003, 2004). MEG systems differ in that respect. We used 
the same system as Lutzenberger et al. (2002) and Kaiser et al. (2003, 2004).
While all those points have likely contributed to increasing the sensitivity, no 
single one appears to be a conditio sine qua non. Gamma-band activity has been 
described for short stimulus durations (Rols et al., 2001; Tallon-Baudry et al., 
2001), stationary stimuli (Rols et al., 2001) and in the absence of focused 
attention (Maldonado et al., 2000; Friedman-Hill et al., 2000). Also, optimized 
spectral concentration was not an absolute pre-requisite as the analysis in Fig. 
2 shows clear gamma-band activity with very limited spectral concentration 
(T1 Hz rectangular windows around each center frequency).
 We conclude that with optimal stimulation, behavioral paradigm, measurement 
equipment and data analysis, human visual gamma-band activity can be studied 
with a very high signal-to-noise ratio and that it can be accurately localized in 
frequency, time and space. This will provide an important window onto human 
visual gamma-band activity that will allow us to investigate its functional role 
in future studies.
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Supplementary data
MEG source analysis for all seven subjects. Each page of the supplementary 
material displays the source analysis of one subject. For each subject, we show 
only the source analyses at those frequency bands that yielded a significant 
effect of visual stimulation after multiple comparison correction. Each row 
displays the source analysis for one frequency. The left panel shows the cross 
sections through the spatial peak for the entire volume analysed. The right 
panel shows the same data, but at a 200% zoom around the spatial peak. The 
general format of each panel is the same as for Fig. 4C of the main paper: 
Superimposed onto the structural MRI are the t-values for the difference in 
estimated source power between baseline and visual stimulation, masked 
with the p-values obtained with the randomization procedure including a 
correction for multiple comparisons. At the center of each panel is given the 
frequency band at which this analysis was done. The color bar gives the 
t-values found. The threshold of the color axis was raised to 60% of the maximal 
absolute t-value in order to resolve the fine spatial structure around the peaks. 
In subjects B and C, in which an fMRI experiment had been done, the respective 
page of the supplementary material also contains the fMRI results in the same 
format as Fig. 4H of the main paper, showing the fMRI of subject A.
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Subject A
 Complete brain Zoom (200%)
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Subject B
 Complete brain Zoom (200%)
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Subject C
 Complete brain Zoom (200%)
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Subject D
 Complete brain Zoom (200%)
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Subject E
 Complete brain Zoom (200%)
Subject F
 Complete brain Zoom (200%)
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Subject G
 Complete brain Zoom (200%)
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Abstract
Groups of activated neurons typically synchronize in the gamma-frequency 
band (30–100 Hz), and gamma-band synchronization has been implicated in 
numerous cognitive functions. Those functions are ultimately expressed as 
behavior and therefore, functional gamma-band synchronization should be 
directly related to behavior. We recorded the magnetoencephalogram in 
human subjects and used a visual stimulus to induce occipital gamma-band 
activity. We found that the strength of this gamma-band activity at a given 
moment predicted the speed with which the subject was able to report a 
change in the stimulus. This predictive effect was restricted in time, frequency 
and space: It started only around 200 ms before the behaviorally relevant 
stimulus change, was present only between 50 and 80 Hz, and was significant 
only in bilateral middle occipital gyrus, while the peak of overall visually 
induced gamma-band activity was found in the calcarine sulcus. These results 
suggest that visually induced gamma-band activity is functionally relevant 
for the efficient transmission of stimulus change information to brain regions 
issuing the corresponding motor response.
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Introduction
When groups of cortical neurons are activated, they typically engage in neuronal 
gamma-band synchronization (Gray et al., 1989; Bragin et al., 1995; Fries et al., 
2001; Pesaran et al., 2002; Kaiser et al., 2004; Lachaux et al., 2005; Wyart and 
Tallon-Baudry, 2008). Gamma-band activity is modulated during several cognitive 
tasks and correspondingly, it has been hypothesized that gamma-band activity is 
a mechanism subserving the respective cognitive functions. Yet, few studies 
have demonstrated direct consequences of gamma-band synchronization for 
neuronal processing (Womelsdorf et al., 2007) or behavior (Gonzalez Andino et 
al., 2005; Schoffelen et al., 2005; Womelsdorf et al., 2006; Hanslmayr et al., 2007). 
A recent study tested whether the precision of stimulus induced gamma-band 
synchronization in awake monkey V4 predicted the speed with which a change 
in the stimulus could be reported behaviorally (Womelsdorf et al., 2006). Trials 
with a rapid behavioral response showed stronger gamma-band synchronization 
before the behaviorally relevant stimulus change. This effect was specific to the 
gamma-frequency band and not accompanied by changes in neuronal firing 
rate. It suggests that the gamma-band synchronization, induced locally in V4 
through a visual stimulus, is functionally relevant for transmitting stimulus 
information to downstream brain areas. However, from these results, it is not 
clear whether similar effects are present in other brain areas and whether similar 
effects can be seen in the human brain.
 Human rhythmic brain activity, as measured with electroencephalogra-
phy (EEG), has been studied with regard to its ability to predict behavioral 
reaction times (RTs). Gonzalez Andino et al. (Gonzalez Andino et al., 2005) 
found that reaction times to stimulus onsets could be predicted by gamma-band 
activity before stimulus onset. This RT predictive gamma-band activity was 
localized to a frontoparietal network and therefore might be related to 
top-down attentional control. RT predictive gamma-band activity was not 
found in visual cortex, which is in contrast to the findings from monkey 
microelectrode recordings. This discrepancy might be due to the fact that 
microelectrode recordings in the monkeys were restricted to visual cortex, but 
assessed this activity with very high signal-to-noise ratio. Alternatively, the 
discrepancy might be because Gonzalez Andino et al. used pre-stimulus 
activity to predict RTs to stimulus onset, whereas Womelsdorf et al. used stim-
ulus-induced activity to predict RTs to a stimulus change. The presence of a 
stimulus induces gamma-band activity in visual areas and this might make an 
RT predictive effect in those areas visible.
 We presented subjects with a visual stimulus and recorded visually 
induced gamma-band activity with MEG (Hoogenboom et al., 2006), while 
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subjects reported stimulus changes. We then investigated whether time- 
frequency components of this activity predicted behavioral reaction times and 
estimated the cortical locations of those RT predictive components.
Materials and Methods 
Subjects
Twelve healthy volunteers (mean age 23.8, five female) participated in this 
study. All subjects were right-handed, had normal or corrected-to-normal 
visual acuity, and none had a history of neurological or psychiatric disorders. 
The experiment was approved by the local ethics committee, and written 
informed consent was obtained from every subject.
Experimental paradigm and stimuli
Data for seven of the subjects were taken from an earlier study (Hoogenboom 
et al., 2006). Data from five additional subjects used essentially the same 
paradigm, except that stimuli had been further optimized for the induction of 
gamma-band activity. Each trial started with the presentation of a fixation 
point (Gaussian of diameter 0.5°). After 500 ms, the fixation point contrast was 
reduced by 40%, which served as a warning. After another 1500 ms, the fixation 
point was replaced by a foveal, circular sine wave grating (diameter: 5°; spatial 
frequency: 2 cycles/° in the first seven subjects and 4 cycles/° in the next five 
subjects; contrast: 100%). The sine wave grating contracted toward the fixation 
point (velocity: 1.6 °/s in the first seven subjects and 0.5 °/s in the next five 
subjects) and this contraction accelerated (velocity step to 2.2 deg/s) at an 
unpredictable moment between 50 and 3000 ms after stimulus onset. The 
subjects’ task was to press a button with their right index finger within 800 ms 
of this acceleration. Ten percent of the trials were catch trials in which no 
acceleration occurred. In order for the trial to be included for further analysis, 
the subject had to detect the speed change by means of a right hand button-press 
within 200-800 milliseconds after stimulus acceleration. Subjects were 
instructed to respond both quickly and accurately. After stimulus offset, 
subjects received visual feedback on their response for 1000 milliseconds and 
were encouraged to blink during this period. At the end of each block, visual 
feedback was given about block number, percentage correct responses, and 
mean reaction time. A recording session included 6 blocks of 75 trials, and 
typically lasted for 50 minutes. Stimuli were presented using the ‘Presentation’ 
software package (Neurobehavioral Systems, Inc.) in combination with an 
LCD projector with a vertical refresh rate of 60 Hz. Control measurements with 
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a sensitive photodiode showed no 60-Hz component in the luminance time 
course of the stimuli.
 In order to test whether there was any entrainment to the stimulus, we 
calculated (per subject, sensor and time point) averages (across trials) locked to 
the refresh of the projector. These refresh-locked time-domain averages 
estimate the signal components entrained by the projector. We performed 
subsequent analyses with and without subtracting these estimated entrained 
components and found no appreciable differences.
Data acquisition
MEG was recorded using a 151-sensor axial gradiometer system (CTF systems 
Inc., Port Coquitlam, Canada). The electrooculogram (EOG) was recorded for 
offline artifact rejection. Data were low-pass filtered at 300 Hz and digitized at 
1200 Hz. The subject’s head position relative to the sensor array was determined 
before and after the MEG recording. For source reconstruction, we obtained 
structural magnetic resonance images from each subject using a 1.5 Tesla 
whole-body MRI scanner (Siemens, Erlangen, Germany) and co-registered 
them with the MEG data.
Data analysis: General
All data were analyzed using the FieldTrip open source Matlab toolbox (http://
www.ru.nl/fcdonders/fieldtrip) and Matlab 7.1 (MathWorks, Natick, MA). From 
the continuous MEG data, we defined epochs of interest. Epochs contaminated 
with artifacts were discarded using semi-automatic routines and power line 
noise was removed as described previously (Hoogenboom et al., 2006).
 Since the subjects’ head position with respect to the MEG system varied 
across subjects, averaging on the sensor level over subjects can cause smearing 
or cancellation of activity in non-overlapping brain areas. To compensate for 
these different head positions, the channel-level MEG data were interpolated to 
a common template gradiometer array, constructed from the average gradiometer 
position of all twelve datasets, using a minimum-norm projection method. 
Subsequently, the horizontal and vertical components of the planar gradient 
were estimated from the axial field distribution, using a nearest neighbor 
method (Bastiaansen and Knösche, 2000). Rhythmic neuronal activity was 
estimated by determining the power of the MEG signals. Power spectra were 
calculated separately for the horizontal and vertical planar gradients and 
combined to obtain the power at that sensor location regardless of the 
orientation of the gradient.
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Our analysis primarily contrasted visually induced neuronal activity resulting 
in rapid behavioral responses against activity resulting in slow behavioral 
responses (behavioral contrast). For comparison, we also provide the contrast 
between visual stimulation against a baseline without stimulation (stimulation 
contrast). Both contrasts used analysis approaches and parameters as similar 
as possible.
Data analysis: Behavioral contrast in time and frequency 
We first calculated the behavioral contrast separately for many time-frequency 
windows around the behaviorally relevant stimulus speed change. To increase 
sensitivity, we averaged power over a broad selection of MEG channels 
overlying visual cortex, namely the 22 occipital channels of the 151-channel 
CTF system marked with ‘O’.
 We selected trials that contained a stimulus change and a correct response, i.e. 
a response between 0.2 and 0.8 s after stimulus change. From those trials, we 
selected the epochs starting 0.4 s before stimulus change and lasting until the 
behavioral response (button press). Time-frequency representations (TFRs) of 
power were calculated using windows of 200 ms moved in steps of 10 milliseconds. 
For frequencies between 5 and 30 Hz, we tapered with a Hanning window. For 
frequencies between 30 and 120 Hz, we used multitaper spectral estimation with 
a spectral concentration of ±12.5 Hz (5 tapers) (Mitra and Pesaran, 1999).
 We sorted the trials according to reaction times and contrasted the fastest 
25% against the slowest 25%. Per subject, time and frequency point, we 
performed an independent samples t test between the log-transformed power 
values of the two reaction time conditions, across epochs. The contrast between 
fast and slow trials was assessed directly, without subtracting or relating to a 
baseline. Across subjects, the t-values were pooled (sum of individual t-values 
divided by the square root of the number of subjects). Statistical inference was 
based on a non-parametric randomization test. This test thresholded the 
time-frequency t-maps at a value of 1.96 (corresponding to a two-sided t-test 
with an alpha level of 0.05), resulting in time-frequency clusters. The t-values 
were summed per cluster and used as the test statistic (Nichols and Holmes, 
2001; Maris and Oostenveld, 2007). A randomization distribution of this test 
statistic was determined by randomly exchanging, per subject, the fast and 
slow reaction time conditions. This was done for all possible permutations 
given the number of subjects, and for each randomization only the maximal 
test statistic was retained. An observed cluster was deemed significant if it fell 
outside the central 95% of this randomization distribution, corresponding to a 
two-sided random effect test with 5% false positives, corrected for the multiple 
comparisons across times and frequencies.
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 Please note that significant effects found with this testing procedure 
cannot be due to the slight variability in visual stimulation across subjects. 
The reason for this is as follows: We first selected the 25% fastest and 25% 
slowest trials in each subject individually and calculated t values between 
those trials within each subject. In a given subject, the difference between fast 
and slow trials cannot be due to variability in stimulation across subjects. 
Only after contrasting fast and slow trials in each subject, did we combine the 
different subjects in a non-parametric group level statistic that corresponds to 
a random effect analysis. This analysis tests whether the subject-wise t-values 
between fast and slow trials were consistent across subjects. The variability in 
visual stimulation across subjects might have led to variability in the effect 
size across subjects. This might have reduced the sensitivity of our study, but 
cannot have produced an effect.
Data analysis: Behavioral contrast in space
Based on the time-frequency analysis, we defined a time-frequency window 
and then tested where in the brain there was a difference in power for that 
time-frequency window. To this end, we used an adaptive spatial filtering 
technique in the frequency domain (Gross et al., 2001). A given spatial filter is 
constructed to pass activity from one source location, while suppressing all 
other activity. It takes into account the forward model at the location of interest 
(the leadfield matrix) and the cross-spectral density (CSD) between all MEG 
signal pairs at the frequency of interest. The CSD matrix was determined for 
the time-frequency window from 0.3 s before the stimulus change to 0.2 s after 
the change and from 50 to 80 Hz. Multitaper techniques provided spectral 
concentration of ±15 Hz (15 tapers). The leadfield matrix was determined for a 
realistically shaped single-shell volume conduction model (Nolte, 2003), 
derived from the individual subject’s structural MRI.
 Spatial filters were constructed to estimate source activity for a grid of 
locations. This grid was constructed as a regular 5-mm grid in the Montreal 
Neurological Institute (MNI) template brain. Each subject’s structural MRI 
was linearly warped onto this template, the inverse of this warp was applied 
to the template grid and the spatial filters were constructed for the inversely 
warped grid locations in the individual head coordinates using the individual 
subject’s volume conduction model. Source parameters estimated in this way 
per subject were combined across subjects per grid position and displayed on 
the MNI template brain. 
 The filters were determined based on the CSD matrix averaged over all 
trials of a given subject. CSD matrices of single trials were then projected 
through those filters, providing single trial estimates of source power. Statistical 
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testing proceeded identically to the time-frequency case, except that the two 
dimensions time and frequency were replaced by the three spatial dimensions.
Data analysis: Behavioral contrast for the evoked responses 
We repeated the analysis of the behavioral contrast on the sensor level for the 
evoked magnetic fields. For a direct comparison to the spectral power analyses, 
we used the same trial selection (contrast fast versus slow), the same occipital 
channels with the same planar gradiometer transformation, and the same 
two-step statistical testing procedure (t-test within subjects with subsequent 
non-parametric permutation test across subjects with multiple comparison 
correction). In two separate analyses, we aligned the trials either to the 
stimulus onset or to the stimulus change, i.e. we tested whether reaction times 
could be predicted either by stimulus onset evoked fields or by stimulus 
change evoked fields. As is typically done in evoked field analyses, in order to 
reduce high-frequency variance, we filtered in a band from 0.5 to 35 Hz. 
Furthermore, we subtracted a baseline using a 200 ms time window prior to 
stimulus onset, and we removed linear trends from the data.
Data analysis: Stimulation contrast
For comparison, the same analyses were repeated for the stimulation contrast, 
contrasting visual stimulation with the baseline. The only differences were: 1.) 
The time-frequency power was estimated from stimulus onset (t0) until 1 s 
past onset and was compared to a baseline window from 1 s before stimulus 
onset until stimulus onset (t0). Due to the 0.2 s window length to estimate 
spectral power, we allowed for an additional 0.1 s window at either side of each 
epoch. 2.) The within-subject t-tests were dependent-samples t-tests (rather 
than independent-samples t-tests), because each stimulation period had a 
corresponding baseline period. 3.) The source analysis contrasted two time- 
frequency windows: A stimulation window from 0.5 to 1 s after stimulus onset 
with a baseline window from 0.5 to 0 s before onset.
Data analysis: Trial-by-trial correlation
In addition to the contrast between the fastest and slowest trials, we were also 
interested in the trial-by-trial correlation between gamma-band power and 
reaction time. We estimated gamma-band power at the source level for each 
trial separately as described above. We then averaged gamma-band power 
over the two clusters of voxels that had shown significantly different gamma- 
band power between fast and slow response trials on the group level. This 
source estimate of gamma-band power was obtained for each trial of each 
subject separately. Subsequently, we calculated the Pearson correlation coefficient 
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between source gamma-band power (log transformed) and RT across trials, 
separately per subject. Finally, we tested the distribution of correlation coefficients 
across subjects against the null hypothesis of zero mean, using a two-sided t-test.
Results
The effect of visual stimulation on rhythmic activity in human 
occipital cortex
Visually induced human gamma-band activity has been described previously 
and has been localized in time, frequency (Kaiser et al., 2004; Lachaux et al., 
2005; Wyart and Tallon-Baudry, 2008) and space (Hoogenboom et al., 2006; 
Edden et al., 2009; Muthukumaraswamy et al., 2009; Wyart and Tallon-Baudry, 
2009). We characterize the visually induced gamma-band activity here for this 
group of subjects and the methods used, to allow direct comparison with the 
analysis of reaction time (RT) related gamma-band effects, described below.
Time-frequency analysis
Visual stimulation induced a decrease in 10–30 Hz alpha- and beta-band 
activity and an increase in 40–120 Hz gamma-band activity in occipital MEG 
sensors (Fig. 1A). The gamma-band response was clearly band-limited, with a 
spectral width of the main response of about 30 Hz in the group average and 
typically less than that in individual subjects [data not shown, but see 
(Hoogenboom et al., 2006)]. The gamma-band increase slightly preceded the 
alpha/beta-band decrease, but both were sustained for the duration of 
stimulation. The gamma-band response exhibited a characteristic drop in 
frequency with time after stimulus onset (Pesaran et al., 2002; Hoogenboom et 
al., 2006; Edden et al., 2009, Muthukumaraswamy et al., 2009), and settled to a 
sustained peak frequency around 65 Hz.
Source analysis
The visually induced gamma-band activity originated primarily from primary 
and secondary visual cortex (Brodmann areas 17 and 18) (Fig. 1B).
The relation between visually induced gamma-band activity and 
behavioral response times
To assess the relation between rhythmic brain activity and reaction times, 
trials were sorted according to their reaction times and separated into quartiles. 
The 25% fastest trials (RT mean: 315 ms, sd: 41.5 ms) and the 25% slowest trials 
(RT mean 525 ms, sd 92.7 ms) were contrasted.
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Time-frequency analysis
To investigate the time-frequency pattern of RT-predictive rhythmic activity, 
we aligned this analysis to the stimulus change that provided the go-cue, and 
limited it to data obtained before the behavioral response. Faster behavioral 
responses were preceded by enhanced gamma-band activity (Fig. 2A). 
Significantly increased gamma-band activity was present already 200 ms 
before the stimulus change, when the ±100 ms analysis window did not yet 
encompass the stimulus change itself. The increased gamma-band activity 
continued through the stimulus change as long as we could analyze the data 
before behavioral response times would have entered into the analysis 
Figure 1   The effect of visual processing. (A) Time-frequency representations of the 
pooled t-values from the comparison to pre-stimulus baseline. (B) Source 
estimate for the time-frequency window as marked in A. Gray shading 
reveals significant effects.
A
B
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windows. The RT-predictive gamma-band activity occurred in a stable 
frequency range around 65 Hz. Only between 50 and 100 ms after the stimulus 
change was the additional, higher frequency activity RT predictive. At and 
shortly after the stimulus change, alpha- and low beta-band activity was 
reduced in trials with fast responses. The respective analysis windows 
encompassed the stimulus change and the neuronal response to it.
Source analysis
The enhanced gamma-band activity preceding faster behavioral responses 
originated from the middle occipital and intermediate visual areas of both 
hemispheres (Black circles in Fig. 2B). While these two regions were the only 
Figure 2   The predictive effect for behavioral response times. Same format as 
Fig. 1, but showing the comparison between trials with fast versus slow 
behavioral responses.
A
B
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ones reaching statistical significance after multiple comparison correction, the 
pattern of (non-significant) RT predictive source gamma power shows an 
interesting spatial pattern: A tendency for enhanced gamma-band activity 
occurred in the left motor cortex, contralateral to the response hand, along 
bilateral intraparietal sulcus, and in bilateral occipito-temporal cortex. By 
contrast, a tendency for reduced gamma-band activity occurred bilaterally 
around the temporo-parietal junction and in left lateral prefrontal cortex. It 
should be noted though, that these tendencies were not sufficiently consistent 
across subjects to warrant firm conclusions.
Evoked response analysis
We also analyzed the magnetic field responses over occipital cortex, which were 
evoked by either stimulus onset or stimulus change (see Methods for details). 
Neither onset evoked fields nor change evoked fields predicted behavioral 
response times.
Trial-by-trial analysis
In order to test whether trial-by-trial variability in gamma band power 
predicted part of the trial-by-trial variability in behavioral response times, we 
performed a direct correlation analysis. Estimated power from voxels within 
the significant cluster was averaged and log-transformed. This gamma-band 
activity was estimated over the same time-frequency window as used for 
source-level analysis (500 ms long and 30 Hz wide, see black box in Fig. 2A). 
Behavioral reaction times correlated with the strength of gamma-band power 
(mean r=-0.07, p<0.05, two-tailed one-sample t-test in this and the subsequent 
tests). However, part of this correlation might be only apparent and might in 
fact be due to a common dependence of both gamma-band power and RT on 
the latency (post stimulus onset) of the behaviorally relevant stimulus change. 
With increasing latency, reaction times might decrease and gamma-band 
power increase. The latency of stimulus change was correlated with RT (mean 
r=-0.16, p<0.01), but showed only a tendency to correlate with gamma-band 
power (mean r=0.07, p=0.0502). To eliminate the common linear dependence of 
RT and gamma-band power on latency, we determined the partial correlation 
coefficient between gamma-band power and RT, after partializing for the 
latency of stimulus change. We found that gamma-band power correlated 
with RT also after this partialization, suggesting that their correlation is not 
solely due to a common relation to the latency (mean r=-0.06, p<0.05).
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Discussion
We used a visual stimulus to produce spectral perturbations of human visual 
cortical activity. We assessed brain activity with MEG and tested which 
spectral components predicted the speed with which an unpredictable 
stimulus change was reported behaviorally. We found that the strength of 
gamma-band (50-80 Hz) activity predicted short behavioral response times. 
We estimated the neuronal sources of the RT predicting gamma-band 
component and found them in focal areas of bilateral early visual cortex and 
middle occipital gyrus. By contrast, the comparison between stimulation and 
baseline revealed a broad spatial distribution with a peak of gamma-band 
activity in the calcarine sulcus.
 One potential concern is that the observed effect is due to nonspecific slow 
fluctuations between arousal and drowsiness. Enhanced arousal might well 
lead to shortened RTs and to enhanced gamma-band activity, thereby 
explaining the observed negative relation between them. However, there are 
several reasons why this explanation is unlikely. In our time-frequency 
analysis, the RT predictive effect in the gamma-band increased in strength 
and significance within few hundred milliseconds before the stimulus change 
to peak around 80 ms after the stimulus change event, at a time when 
information about the stimulus change is arriving in early visual cortices. This 
temporal pattern at least rules out slow fluctuations in arousal as the underlying 
cause. In addition, the source analysis revealed a high spatial specificity that 
appears inconsistent with an effect of general arousal. Furthermore, the 
temporal, spectral and spatial specificity of the observed effect is consistent 
with a previous report of RT predictive gamma-band activity in area V4 of 
awake monkeys (Womelsdorf et al., 2006). In V4, neurons are activated only by 
stimuli in a restricted region of the contralateral visual field. Therefore, this 
study performed a control analysis in which one stimulus activated the 
recorded neurons, but a second stimulus was behaviorally relevant, i.e. 
triggered behavioral responses. When behavioral responses to this second 
stimulus were particularly fast, gamma-band activity induced by the other 
stimulus was particularly weak. This provided direct evidence that the 
observed effect was spatially highly specific and not due to global fluctuations 
between arousal and drowsiness.
 Previous efforts to predict behavioral response times have revealed neuro-
physiological correlates that are complimentary to the results described here. 
Amano et al. (Amano et al., 2006) demonstrated that temporally integrated 
MEG responses along the dorsal or ventral visual pathway predicted reaction 
times to stimuli defined by motion coherence or chromatic contrast, respectively. 
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Palmer et al. (Palmer et al., 2007) showed that neuronal firing rates in primary 
visual cortex could also predict reaction times. Likely reasons for the 
differences between those findings as well as to our finding of RT-predictive 
gamma-band activity in bilateral middle occipital gyrus are the use of different 
stimuli, tasks and very different measures of neuronal activity or synchroni-
zation.
 At least one prior study used the same (indirect) measure of neuronal syn-
chronization as we did, namely the source-projected spectral power (Gonzalez 
Andino et al., 2005). Nevertheless, the results of this study differ from our 
present results. While this earlier study also found short RTs to be predicted 
by enhanced gamma-band activity, the estimated sources were restricted to a 
fronto-parietal network and thereby most likely reflecting the activity of an 
attentional top-down control. The difference in results is most likely due to a 
difference in design. While Gonzalez Andino predicted RTs to stimulus onsets 
by pre-stimulus gamma, we predicted RTs to stimulus changes by gamma-band 
activity induced by an ongoing stimulus. Our approach enabled us to reveal 
RT predictive gamma-band activity in human visual cortex and its spatial 
focus in middle occipital gyrus.
 Regarding the mechanisms behind the RT predictive modulations in 
gamma-band activity, we differentiate between several aspects: The mechanisms 
that produce gamma-band activity, those that produce spontaneous modulations 
in its strength and those that link it to behavioral efficiency. The mechanisms 
behind gamma-band synchronization itself have been well studied (Whittington 
et al., 1995; Tiesinga et al., 2001; Csicsvari et al., 2003; Hasenstaub et al., 2005; 
Bartos et al., 2007). In short, activated interneuron networks can produce 
gamma-band activity and impose it on local networks. Gap junctions can 
support their synchronization properties. Modulations of the strength of this 
gamma-band synchronization can be induced by modulations in the level of 
network excitation, or in the level of several neuromodulators, in particular 
acetylcholine (Rodriguez et al., 2004). Which of those modulatory mechanisms 
is behind the RT predictive gamma-band modulation in our data is not clear. 
The link between the enhanced gamma-band activity and shortened RTs is 
most likely due to the fact that gamma-band synchronization supports neuronal 
communication (Engel et al., 2001; Salinas and Sejnowski, 2001; Fries, 2005; 
Womelsdorf et al., 2007; Börgers and Kopell, 2008). Gamma-band synchronization 
of a local neuronal group renders inputs to target neurons synchronous and 
thereby particularly effective. Furthermore, gamma-band synchronization of 
local inhibitory interneurons leaves periods of disinhibition in which neurons 
are able to interact. Finally, strong local gamma-band synchronization might 
entrain distant target neuron groups into the same rhythm and thereby assure 
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optimal communication by temporally aligning their periods of disinhibition.
 In conclusion, we have found that the strength of gamma-band activity in 
early to intermediate visual cortex predicted a small but significant fraction of 
the variability in the efficiency with which visual information was translated 
into a behavioral action. We characterized this RT predictive gamma-band 
activity in time, frequency and space and found it highly specific along each of 
those dimensions. These results lend further support to the notion that 
gamma-band activity plays a functional role for neuronal communication.
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Asymmetric oscillations cause spurious coherence in frequency comodulation 
measures in human MEG.
Nienke Hoogenboom
ASYMMETRIC OSCILLATIONS  
CAUSE SPURIOUS COHERENCE 
IN FREQUENCY COMODULATION 
MEASURES IN HUMAN MEG 
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Abstract
Activated neuronal networks typically engage in rhythmic behavior that can 
be measured from the brain as oscillations using MEG. Although different 
frequencies have been related to functionally relevant processes, less is known 
about how these frequencies interact. Both invasive and non-invasive 
measurements in humans have found low frequency phase to be coupled with 
high frequency power or amplitude envelope. These findings were mostly in 
the absence of visible power in the gamma frequency range. We set out to 
investigate phase-to-power coupling with MEG using an experimental 
paradigm known to induce gamma band synchronization in the visual cortex 
with a high signal-to-noise ratio. The reference for the coupling included data 
from 10 mid-occipital channels and contained the gamma band power 
envelope using a frequency smoothing of ±20Hz around the individually 
optimized gamma band peak. We observed clear coherence between the 
amplitude envelope of this gamma effect (the reference) and oscillations in the 
alpha frequency. However, this pattern of cross-frequency coupling was also 
present in the absence of visual stimulation, i.e. low gamma-band power. Our 
analyses did now allow us to conclude that the observed effect truly reflects 
phase-to-power coupling between two distinct oscillatory phenomena. 
Subsequent simulations suggest the findings to be a consequence of the 
intrinsic characteristics of the low-frequency oscillations, leading to a phase 
dependent broadband modulation of high-frequency power. Asymmetric 
alpha oscillations could have dominated our coherence results and we place 
some caveats when investigating cross-frequency interactions using non- 
invasive measurements
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Introduction
Activated neuronal networks typically engage in rhythmic behavior. Following 
the works of Richard Caton in 1875 that used surface recordings from animals 
and discovered these fluctuations related to brain activation, it was Hans 
Berger who first described oscillatory activity recorded from the human brain 
using EEG (Berger, 1929). As the amplitude of the oscillation was enhanced 
upon the performance of cognitive tasks (mental calculation) it was suggested 
that these oscillations may be relevant for certain brain functions.
 Since then many frequency bands have been identified in various species, 
ranging from ultraslow (0.0004-0.001Hz) to ultrafast (200-600Hz). Typical 
frequency bands in the human brain range from the slower delta (1-4Hz) band 
to the faster gamma (30-100Hz) band, and great progress has been made 
towards understanding the importance of neural oscillations for human brain 
functioning. Using paradigms known to affect specific frequency bands, many 
researchers have investigated its functional relevance with respect to specific 
sensory or cognitive processes. For example, oscillations in the gamma-band 
seem to be specifically modulated in visual tasks that involve perception 
(Lachaux et al., 2005), attention (Fries et al., 2001) and consciousness (Wyart & 
Tallon-Baudry, 2008). Different frequencies therefore seem to reflect different 
‘modes’ of activation in the cortex.
 Oscillations as measured with MEG underlie synchronized rhythmic 
fluctuations in excitability of a population of neurons (Hämäläinen, 1993). By 
creating temporally selective windows of optimal input gain, they pose a 
mechanism for neuronal communication (Fries, 2007). Interaction between 
populations may be subserved by oscillatory synchronization, both between 
spatially separate regions as well as between different cortical layers within one 
region. Most studies investigating interactions between neuronal populations 
do so through means of within-frequency coupling, which can be expressed 
either by correlating the oscillatory amplitudes (e.g. power envelope correlations) 
or by additionally also include its phase information (e.g. coherence).  
 Invasive recordings from both a range of animals have shown convincing 
cortico-cortical coherence, both within one area (Fontanini et al., 2005; 
Roelfsema et al., 1997) as well as between different regions (Bovelli et al., 2004). 
In addition, by showing that coherence between these areas was task-
modulated, a functional coupling could be observed. In humans, both invasive 
(Tallon-Baudry et al., 2001) as well as non-invasive modulations of coherence 
have been observed upon task performance (Gross et al., 2002; Schoffelen et al., 
2005). In the latter case coherence is referred to as cortico-spinal or -muscular, 
since interactions were estimated between brain signals and the electromyogram. 
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 Many different rhythms actually coexist in the active brain, and seem to 
show meaningful relationships both in time and space. In time, power at 
different frequencies has often been reported to correlate or inversely correlate 
with each other. In space, power at different frequencies co-localized to similar 
brain areas (von Stein et al., 2000; Mima et al., 2001) or different layers within 
the same patch of cortex (Bragin et al., 1995). Given this co-occurrence of 
different rhythms, its interaction may prove to be of functional relevance.
 Investigating cross-frequency interactions between oscillatory components 
can be operationalized in different ways (Colgin and Jensen, 2007). If the 
amplitude of one signal modulates the amplitude of the other signal we speak 
of power-to-power coupling. Cross-frequency power coupling between 
gamma and delta amplitude envelopes in human subdural measurements was 
modulated during a visual matching task, in which explicitly no other forms 
of coupling were found (Bruns and Eckhorn, 2004). Coupling can also occur 
between the phases of two signals (phase-to-phase coupling). Cross-frequency 
phase coupling in humans has been assessed non-invasively for a range of 
frequencies, and during different cognitive tasks (Schack et al., 2002; Palva et 
al., 2005). With phase-to-power coupling, the amplitude of the first signal 
would be modulated as a function of phase of the second signal. Animal 
studies in the rats were the first to show cross-frequency coupling. Both in 
anaesthetized and behaving rats, oscillations recorded from the hippocampus 
showed that the amplitude of gamma oscillations (40-100 Hz) was enhanced at 
particular phases of the theta oscillations (5-10 Hz) (Soltesz and Deschenes, 
1993; Bragin et al., 1995).
 So far only invasive animal studies report phase-to-power coupling between 
theta phase and gamma band amplitude obtained from visual cortex. It remains 
the question whether a similar coupling can be observed from non-invasively 
obtained data. We set out to investigate this possibility using existing MEG 
data with known engagement of the visual system through modulations of 
band-limited gamma-band activity (Hoogenboom et al., 2006; 2010) upon 
visual stimulation. We operationalized cross-frequency interactions as a coupling 
between the existing high-frequency amplitude, with any low (below 30 Hz) 
frequency (either phase or amplitude).
 The observed coupling in our main findings was most apparent in subjects 
with high signal-to-noise ratios in low frequency-bands, and was not modulated 
by the strength of the ongoing gamma oscillations. Our simulations suggest 
that low frequency oscillations, if not perfectly symmetric, may lead to 
non-zero cross-frequency coupling. Cardiographic activity did not seem to 
play an important role in these data, as removing any correlations due to the 
heart did not alter the coupling. Rather, the observed coupling seems to reflect 
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the nature of the low-frequency signal, rather than a feature of coupling in the 
presence of high gamma-band oscillations.
Materials and Methods
Subjects 
Twelve healthy right-handed subjects (mean age 23.8, range 17-29, 5 female) 
took part in the experiment. All subjects had normal or corrected-to-normal 
visual acuity. A written informed consent was obtained from every subject 
according to the Declaration of Helsinki. Parental consent was obtained for 
one subject who was 17 years of age when participating in the study. 
Experimental paradigm
Each trial started with the dimming of the fixation point. After 1500 ms the 
fixation point was replaced by a foveal, circular sine wave grating. The inward 
movement of the grating accelerated at an unpredictable moment in time, 
ranging from 50 to 3000 ms after stimulus onset in 90% of the trials. The other 
10% of the trials were catch trials, in which no acceleration occurred. Subjects 
were instructed to detect and report the velocity change by means of a right 
hand button-press. Subjects were instructed to respond as fast and accurate as 
possible, and were encouraged to blink after stimulus offset. Trials with a 
correct response within 200-800 ms after stimulus acceleration and catch trials 
considered correct and were included for subsequent offline analyses. Following 
each stimulus offset, feedback about the response was provided to the subject. 
At the end of each block, visual feedback was given about the block number, 
the percentage correct responses, and the mean reaction time. A recording 
session included 6 self-paced blocks of 75 trials, and typically lasted for 50 
minutes. The stimuli were presented using the ‘Presentation’ software package 
(Neurobehavioral Systems, Inc.) using an LCD projector with a vertical refresh 
rate of 60 Hz.
Stimuli
The fixation point consisting of a Gaussian-tapered dot (100% contrast, diameter: 
0.5 degree) that was presented on a black background. Upon onset of the baseline 
period, the contrast was reduced to 60%. The stimulus consisted of an inward- 
moving circular sine wave grating that covered 5 degree of the visual field. 
 Data was acquired from the first 7 subjects using the stimulus parameters 
from an earlier study. We extended the data set with MEG recordings from 5 
subjects using an identical paradigm, but improved stimulus parameters with 
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respect to the amplitude of the induced gamma-band activity. In the first 7 
subjects a sine wave grating was used with a spatial frequency of 2 cycles per 
degree (acceleration from 1.6 to 2.2 degree per second, 100% contrast), for the 
subsequent 5 subjects we used a spatial frequency of 4 cycles per degree 
(acceleration from 0.5 to 0.7 degree per second, 100% contrast).
Data acquisition
Data were recorded using a 151-sensor axial gradiometer magneto-encepha-
lography (MEG) system (CTF systems Inc., Port Coquitlam, Canada). The elec-
tro-oculogram (EOG) and electro-cardiogram (ECG) were recorded for offline 
artifact rejection. Data were low-pass filtered at 300 Hz and digitized at 1200 
Hz. The individual head position relative to the sensor array was determined 
before and after the MEG recording, using the magnetic fields produced by 
coils positioned at the subject’s nasion, and at the bilateral ear canals. 
Data analysis 
Preprocessing parameters
All data were analyzed using the FieldTrip open source Matlab toolbox (http://
www.ru.nl/neuroimaging/fieldtrip) and MATLAB 7.5 (MathWorks, Natick, 
MA). The continuous MEG data was segmented into epochs of interest. Epochs 
contaminated with eye blink-, jump-, and muscle artifacts were discarded 
using semi-automatic routines. Power line fluctuations were removed by 
estimating and subtracting the 50Hz component and its first and second 
harmonic using a Discrete Fourier Transform on a 10-second data segment 
surrounding the data segment of interest. Subsequently, the epochs of interest 
were cut out of the cleaned 10-second data segments and the linear trend was 
removed from each channel.
Gamma band envelope extraction 
Data segments were divided into baseline and stimulus epochs. The baseline 
window was defined as the 1500ms period prior to stimulus onset. The 
stimulus window was determined by taking the data segments from 450 ms 
after stimulus onset (to exclude transient stimulus onset processes) until the 
stimulus offset (up to 3000 ms after stimulus onset). 
 We constructed a reference channel that was optimally sensitive in 
frequency and space with respect to the task. In space, we averaged the spectral 
estimates across a pre-defined subset of channels overlying the midline and 
covering middle occipital brain areas (‘MLP21’, ’MRP21’, MLO11’, ’MLO31’, 
’MRO11’, ’MRO31’, ’MZP01’, ’MZP02’, ’MZO01’, ’MZO02’). In the frequency 
domain we applied the Fast Fourier transformation (FFT) algorithm for each 
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channel and trial. A Hanning taper of 50 ms wide was slid across the data in 
0.83 millisecond time steps (corresponding to 1 sample at 1200 Hz). The time- 
window choice resulted in a centre frequency of 60 or 80 Hz (individually 
adjusted to get close to the gamma peak frequency (see Hoogenboom et al., 
2010) with a spectral resolution of 20 Hz surrounding the centre frequency. 
The small step-size was chosen in order to mimic the sampling frequency with 
which the raw data was recorded (e.g. 1200 Hz). The power across all channels 
of interest was averaged and its square root was taken to obtain the signal’s 
amplitude. The resulting channel represents the gamma amplitude envelope 
(GAE) and was added as a separate channel to the original time-domain data 
representation. 
 To obtain a measure of cross-frequency coupling, the following two 
analyses procedures include the GAE. Following the outcome of the first and 
second approaches, a third approach using simulations was implemented for 
this study. 
Quantification of cross-frequency coupling
To estimate the degree of coupling, we computed the coherence between the 
GAE reference and all MEG channels, at frequencies between 4 and 30 Hz in 
steps in 2 Hz. To this end, all epochs were cut into snippets of 500 ms and 
multiplied with a Hanning taper prior to Fourier transformation. Coherence is 
the frequency domain equivalent of the cross correlation function. In the time 
domain, given two signals, the cross-correlation function quantifies the ability 
of one signal to predict the other signal, as a function of different time lags 
between the two signals. The value at the peak of the cross correlation function 
quantifies the quality of the mutual prediction, and the lag of the peak is a 
measure of the time delay. In the frequency domain, the magnitude of the 
coherence quantifies the quality of the mutual prediction at a given frequency, 
and the time delay between the oscillatory components is quantified by the 
phase difference. If two signals are perfectly coherent, they have a fixed 
relative phase-relationship at an identical amplitude profile. This means that at 
all times, when one signals changes, the second will change in the same way.
Cohxy(λ) = | Rxy(λ) |2 = | fxy(λ) |2 / (fxx(λ) fyy(λ)) (1)
In a formula, after Fourier transforming time-signals x and y, coherence is 
estimated by taking the magnitude squared of the cross-correlation between 
the two signals, which is normalized by the multiplied auto-correlations of the 
two signals. This value can range between 0 (not coherent) and 1 (perfectly 
coherent).
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1) Suppression of cardiac activity using ICA
To minimize the artificial coherence due to the correlated noise introduced by 
the heartbeat, we used independent component analysis (ICA). In general, ICA 
tries to separate of a set of signals from a set of mixed signals, without a 
minimum of additional information about the source signals or the mixing 
process. In doing so, it relies on the assumption that the signals are not 
correlated in time, and therefore statistically independent of each other. The 
Infomax algorithm used here uses a learning algorithm and finds the 
independent signals by maximising output entropy of a neural network (Bell 
and Sejnowski, 1995).
 Following the unmixing of the data using ICA, the components corresponding 
to the electrocardiogram had to be detected. Semi-automatic routines detected 
the peak of the QRS-complex in the ECG channel. Epochs aligned to the QRS 
complex were taken from the raw MEG data and were downsampled to 300Hz 
prior to improve calculation time of the ICA algorithm.
 To identify the components that were best correlated with the heartbeat 
artifact, we performed a coherence analysis between each component and the 
ECG signal, and we visually inspected the spatial topography of the components 
showing a high coherence. Components with high coherence to the ECG signal 
and with a concurrent characteristic topography were identified. We selected 
up to 3 components for rejection. Component rejection was performed on the 
non-resampled (i.e. 1200Hz) epochs aligned to stimulus onset, after which the 
data was back projected to the channel level using the inverse of the unmixing 
matrix. Since the rejection of components rather sets its component-weights to 
zero, artificial coupling could now be introduced when cross-correlating two 
signals where similar components have been taken out. Since the frequency-
components of cardiac activity have most power in the lower frequency bands, 
cross-frequency coupling was calculated between the original (non-ICA 
cleaned) gamma-band amplitude envelope data and the ICA cleaned data in 
lower frequencies. 
2) Quantification of partial coherence
High values of coherence do not necessarily reflect true interactions between 
sources underlying the measured signals. Spurious coherence can be caused 
by the channels picking up common sources of activity (Schoffelen and Gross, 
2009). This is a particular concern in non-invasive electrophysiological data. 
Specifically, the heart is a strong source of spurious coherence on the sensor 
level, because the magnetocardiogram is picked up to a variable extent by all 
MEG sensors. 
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One way to account for spurious coherence is to perform a partial coherence 
analysis that is calculated using the formula below (Rosenberg et al., 1989). The 
limits for partial coherence are also between 0, indicating that the coherence 
between signal x and y is entirely accounted for by their individual 
dependencies on r, and 1, indicating that x perfectly predicts y, and neither can 
be perfectly predicted from r.
Cohxy| r(λ) = | Rxy(λ) – Rxr(λ)Rry(λ) |2 / (1 - | Rxr(λ) |2 )(1 - | Rry(λ) |2 ) (2)
Data simulation
Ten seconds of simulated data was created by mixing an asymmetric oscillatory 
signal of 10Hz with white noise with 10% amplitude. The asymmetry in the 
oscillatory signal was created by scaling the oscillation between zero and one, 
then taking the power of n+1 (here n=3), and mean subtraction. The signal is 
now asymmetric in the sense that the peaks remain untouched while the 
negative deflection remains constant, in order for the average across time to be 
zero (see Figure 5A). 
 From the simulated data, separate alpha and gamma signals were estimated 
by applying a band-pass filter between 8-12 Hz and 40-80 Hz, followed by 
taking the absolute value of the Hilbert transform, and preprocessing these 
signals using the same parameters used in the MEG analysis. The coherence 
between the two channels was estimated using a Fourier decomposition of 500 
ms data segments as previously described.
Results
Gamma band envelope extraction
Figure 1 schematically displays the spectral and spatial content that was used 
to create the reference channel. The individual subjects’ gamma peak frequencies 
are displayed in the second column of the table. The third column displays the 
frequency at which gamma activity was estimated, given the frequency 
limitation of 20 Hz step (see Methods). In addition, the ten mid-occipital MEG 
sensors that were selected are displayed, and a 20 Hz band surrounding the 
individually optimized gamma frequency was included to create the gamma 
amplitude envelope in the reference channel.
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Quantification of cross-frequency coupling
Figure 2 displays the coherence, averaged across 12 subjects, between the GAE 
reference channel and the 10 mid-occipital MEG sensors. The left panel shows 
coherence for all frequencies between 5 and 25 Hz. There is a clearly visible 
peak in roughly four of the ten electrodes between 10 and 12 Hz, with coherence 
values rising from 0.05 to 0.1 and slowly decreasing towards 20 Hz. Indicated 
in grey is the frequency range from which the coherence is averaged to show 
its spatial topography on the right. Plotted are the axial gradiometers. The 10 
mid-occipital channels included in the reference channel are marked with a 
black dot. The topography exhibits a clear bipolar peak at occipital sensors 
which is somewhat left lateralized. This peak extends along the rim of the 
sensor array to overlay temporal sensors. The pattern seems indicative of an 
underlying left lateralized occipital source. The right bipolar peak overlies 
with the some of the sensors included in the reference channel. This could 
potentially allow for sensor-to sensor coherence, however it is not likely, as 
this does not explain the lateralized pattern. We therefore disregard this 
notion. One remaining concern is a contamination of the coherence estimate 
Figure 1   Schematically displays the information included in the reference channel. 
(A) For each subject A till L (n=12), the optimized gamma frequency 
peaks and its band limited frequency step is listed. Information from a 
frequency band of 20Hz surrounding the frequency step was included 
in the reference channel. (B) Display of the ten symmetrical mid-occipital 
MEG sensors over which the amplitude of the signal determined in A 
was included in the reference channel.
A B
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by cardiac activity. This could be apparent in all subjects, or one subject that 
would dominate the group average. 
Cardiac activity
The MEG data can be contaminated with cardiac activity. The magnitude of 
the cardiac signal is a few orders higher than that of brain oscillations, and 
contaminates all sensors to a certain extent. This contamination does not only 
pertain to the original MEG channels, but also to the GAE channel that is 
derived from the occipital MEG channels. Consequently, the contribution of 
the heart to the MEG could then cause spurious coherence between the 
mid-occipital MEG sensors and the gamma amplitude envelope. 
Figure 2   Display of group coherence (n=12) between the gamma amplitude 
envelope from the reference channel, and all MEG sensors. The left 
panel displays coherence estimates between 5 and 25 Hz for the subset 
of 10 mid-occipital MEG sensors included in the reference channel. Grey 
shading reveals the frequency range displayed on the right. Right panel 
displays the topographical distribution of coherence between reference 
channel and all 151 MEG sensors. Channels included in the reference 
channel are displayed using black dots.
Coherence (n=12)
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Influence of cardiac activity on cross-frequency coupling
To investigate spurious coherence in this study, we plotted the coherence 
between the gamma amplitude envelope and the average of ten mid-occipital 
MEG channels. Figure 3 displays these data for individual subjects and found 
a clear coherence increase for subject A, and to a lesser extent also in subject K. 
All other subjects failed to show a clear coherence pattern around 10 Hz.
Subject A shows high coherence at 10 Hz with a maximum coherence at 12 Hz 
before going down again at 15 Hz. This figure clearly shows that the coherence 
estimate in subject A dominates the group average. This broad peak in 
coherence follows a clear peak in the power spectrum (not shown here) which 
in this case might have led to increase coherence values. Due to a high signal-
to-noise ratio at 10 Hz, the estimate of the phase could improve and therefore 
bias coherence. As cardiac activity also fits a similar frequency range, the 
coherence increase could be potentially due to cardiac activity. To this extend, 
Figure 3   Coherence between 5 and 25 Hz plotted for subject A through L 
independently. Lines illustrate coherence between ten mid-occipital MEG 
sensors and the reference channel. These data suggest that cardiac activity 
might have influenced the coherence estimate, particularly in subject A.
Single subject coherence
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we took different approaches to clean our data from any contamination with 
cardiac activity. Figure 4 therefore illustrates the estimated coherence between 
the reference channel and all MEG sensors using various types of cleaning.
Suppression of cardiac activity using ICA
For each subject individually, 2 to 3 ICA components that best correlated with 
the cardiac activity were removed. Components were only removed in the 
MEG sensor data and not in the GAE, as that would introduce again a source 
of common noise, a factor that could only increase spurious coherence. As a 
frequency representation of the ECG signal peaks at 1 Hz and ranges up to 
40Hz this might certainly influence our data in the alpha frequency range, 
therefore we correlated the ICA cleaned low frequency data with the non-ICA 
cleaned GAE. 
 Figure 4A illustrates coherence values between 5 and 25 Hz for the subset 
of 10 mid-occipital MEG sensors included in the GAE reference channel. Grey 
shading reveals the frequency range displayed using the spatial topography of 
the coherence. This approach clearly alters the coherence estimates displayed 
from the mid-occipital channels. The absolute values increase in all displayed 
sensors between 5 and 25 Hz, yet the frequency specific effect has disappeared 
and the sensor values appear noisy. This approach seems to increase coherence 
estimates in a frequency unspecific manner. We therefore took another 
approach to clean the data by means of calculating the partialized coherence.
Partialized coherence
Figure 4B illustrates the partialized coherence between the GAE and the MEG 
sensor data. This approach estimates the partial contribution of a third signal 
to the coherence between two other signals and is subsequently subtracted 
out. This is a particular effective measure in our case where coherence could 
be biased due to common noise from cardiac activity. As can be observed in 
Figure 4B, the absolute values have changed after performing the partialization 
with respect to the previously calculated coherence. Partial coherence still 
show similar effects; the spectral signatures illustrate a clear peak of a subset 
of sensors towards 10-12 Hz which decreases again reaching 20 Hz, and also the 
topographic distribution remains identical. This suggests that the coherence 
due to the third factor, the cardiac activity as measured with the ECG, did not 
alter the mutual information between reference channel and MEG sensors. 
Task modulation of coherence
Previous results do not show a clear influence of the heart on the found 
coherence between MEG sensors and the reference channel. In addition, the 
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Figure 4   Display of group coherence (n=12) between the gamma amplitude 
envelope from the reference channel, and all MEG sensors. As the MEG 
sensors are expected to be contaminated with cardiac activity, various 
types of cleaning are applied. (A) Coherence when cardiac activity it 
suppressed using ICA. (B) Coherence when cardiac activity is partialized 
Coherence (n=12) using ICA
Partialized coherence (n=12)
A
B
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variability between various coherence measures within subjects as well as 
across subjects is high. To judge the value of the results so far, we cannot fully 
exclude that coherence is due to cardiac activity and decided to take a different 
approach. Here we pose that if the found coherence is the result of an 
interaction between the mid-occipital MEG channels and the gamma 
amplitude envelope, changing the content of this reference channel should 
alter the coherence estimate. In other words, our coherence estimates should 
be task specific. Since the GAE so far contained data with stimulus induced 
gamma band activity, we now calculate coherence using a reference channel 
that contains data from a baseline period where the gamma band amplitude is 
known to be much lower. We hypothesize that this should decrease the 
coherence estimates in a possibly frequency specific manner. 
 Figure 5 illustrates the coherence estimates of subjects A, G and L, and the 
group coherence estimates. Panel A shows the averaged coherence estimates 
across the ten mid-occipital channels as a function of frequency, and panel B 
shows the topographical display taken from the frequency-band depicted in 
grey. Displayed in blue is the coherence estimate between MEG sensor data 
and GAE taken from a period with low gamma-band activity, and in red the 
coherence estimate between MEG sensor data and a GAE taken from a period 
with high gamma-band activity. Again, subject A shows the typical coherence 
peak between 10 and 12 Hz and its characteristic topography that is dominating 
the group average. Coherence calculated in two ways where task-modulation 
should be apparent shows a coherence peak that is not modulated in frequency 
or in spatial location. 
out. Left panels display coherence values between 5 and 25 Hz for the 
subset of 10 mid-occipital MEG sensors included in the reference 
channel. Grey shading reveals the frequency range displayed on the 
right. Right panels display the topographical distribution of coherence 
between reference channel and all 151 MEG sensors. Channels included 
in the reference channel are displayed using black dots.
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Figure 5   Individual coherence of subjects A, G and L, and the group coherence 
estimates (n=12) between 2 different reference channels and all 151 
MEG sensors. (A) Coherence values between 5 and 25 Hz for the subset 
of 10 mid-occipital MEG sensors included in the reference channel. Grey 
shading reveals the frequency range displayed in B. Red lines illustrate 
coherence estimates with respect to the previously used reference channel, 
including data epochs where gamma-band activity was high. Blue lines 
illustrate coherence with a reference channel that included data from 
epochs during the baseline period where gamma-band activity was 
low. (B) Topographical distribution of the coherence estimates between 
the reference channel and all MEG sensors for the grey-shaded area 
depicted in A.
Gamma-band activity does not modulate coherenceA
B
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Two pieces of evidence suggest the observed effect does not reflect phase-to- 
power coupling between two distinct oscillatory phenomena i) coherence 
values are heavily dominated by one single subject who also observed very 
high power in the alpha frequency range, and ii) the coherence peak do not 
seem to be modulated by the heart, nor by the task where there is clear gamma 
amplitude attenuation. It therefore seems likely that the observed effect reflects 
an inherent property of the alpha oscillations itself. To investigate this further 
we continued using simulations.
Asymmetric alpha can cause spurious coherence
We investigate further if alpha oscillations, under particular circumstances, 
could create spurious coherence. To this extent we performed a simulation 
including one asymmetric oscillatory source in the alpha frequency range (e.g. 
10 Hz) and noise. Figure 6A depicts the simulated signal in black, as well as its 
alpha and gamma estimates in dark and light gray respectively. Coherence was 
estimated between the alpha estimate (dark gray) and the gamma amplitude 
envelope (light gray) and is shown in panel B. 
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Figure 6   Simulations show how asymmetric alpha can cause spurious coherence. 
(A) 300ms display of two signals from which coherence is estimated. In 
black, the simulated data (100s) consisting of asymmetric alpha and 
noise. In dark and light gray its alpha- and gamma-band estimates 
respectively. (B) Coherence estimate between the dark and light gray 
signals in A as a function of frequency. A clear spurious coherence peak 
could always be found but could change in magnitude, amount, and 
frequency depending on the simulation settings.
Asymmetric alpha simulations result in spurious coherence
A B
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The simulations reveal a high sensitivity of the coherence estimate for the 
parameters used to generate the simulated signal. Both the amount of noise as 
well as the level of asymmetry in the simulated data influenced the cross-fre-
quency modulation values dramatically, as the peak of coherence could be 
modulated to a range of harmonics of 10 Hz depending on the simulation 
settings. Nevertheless, these simulations clearly suggest that a signal that is 
not perfectly symmetric can cause cross-frequency modulation values above 
zero. 
Discussion
We investigated phase-to-power coupling between the gamma amplitude 
envelope (GAE) and oscillations at lower frequencies. We used MEG data 
obtained from twelve subjects where they performed a speed-detection task, 
since we observed strong gamma frequency synchronization with high signal 
to noise (Hoogenboom et al., 2006). We took the visually induced gamma-band 
activity as a starting point to investigate coupling. Both the topography as well 
as the spectral content of the coherence estimates between the GAE and the 
low frequency oscillations in the MEG suggests an interaction between 
gamma-band activity and alpha-band activity covering sensors over left 
occipital areas. 
Spurious coupling
Cardiac activity
One important concern is the presence of strong cardiac artifacts that lead to 
increased cross-frequency coupling, which is spurious. This was assessed by 
removing cardiac activity from the data in two different ways. First, cardiac 
activity was suppressed using independent component analysis (ICA) and 
subsequently the partial coherence was estimated.
 The removal of two to three independent components in one of the two 
to-be-correlated data sets seems to remove any frequency specific coherence 
effect in the data by increasing overall coherence. Removing independent 
components did not lead to the increase in common noise and therefore 
coherence, because components were only excluded from the MEG data, not 
from the reference channel prior to the connectivity analysis. These data 
suggest that the exclusion of independent components change the signal-to-
noise ratio of the remaining signal to such an extent that coherence is increased 
in a non-specific manner. Coherence estimates are known to be sensitive to 
amplitude changes of both the signal and the noise (Schoffelen and Gross, 
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2009) both in sensor and source space, and could produce the observed effects. 
In addition, the ICA algorithm assumes that the underlying sources should be 
spatially stable and temporally independent. Since we cannot exclude that the 
assumptions are violated in our MEG data when it comes to cardiac activity, 
we continued cleaning potential cardiac activity using another measure.
 Estimating the partial coherence between the reference signal and the 
MEG data in the presence of cardiac activity did alter the estimate, but only 
slightly. Care was taken that the algorithm worked properly, and that the 
amplitude differences of the ECG and MEG signals did not cause the effects. 
The alternative interpretation of this analysis suggests that cardiac activity is 
not a major influence in the observed coherence estimates and therefore we 
changed our approach from removing an artifact, to finding task-dependent 
changes in the presence of an artifact. 
Coupling without interaction
Another important concern is that the observed cross-frequency coupling 
does not really reflect an interaction per se, but rather reflects the natural 
behavior of a low-frequency oscillation which is not perfectly sinusoidal. In 
this case, the cross-frequency coupling could reflect a property of the 
low-frequency oscillations in the signals, which leads to a phase dependent 
broadband modulation of high-frequency power. Our simulation data 
containing an asymmetric alpha oscillator did show that the signal of a single 
oscillator, if analyzed identically, could create non-zero coupling values. This 
seems to be the most likely interpretation of the results found.
 Estimation of frequency domain properties of neural signals in a noisy 
environment can be affected by various kinds of artifacts and lead to spurious 
coherence-measures. Periodical signals that do not entail a perfect sinusoidal 
structure can create coherence with itself at various harmonics of 10Hz. 
Asymmetry in a signal can essentially be created by an addition of various 
harmonics of 10Hz (Nikulin et al., 2007). It could fully explain our found 
effects. Our data concur with findings from Kramer et al, (2008). Simulated 
data from this study show that short and brief spikes in the data fit a sinusoid 
in the gamma-frequency range quite well. This would create artificial 
coherence between the amplitude modulation of the high frequency artifact 
and the low frequency phase. Coherence shows to be a broad-spectrum 
phenomenon in the amplitude envelope signal in Kramer et al, (2008) just like 
the broad-band gamma in Tallon-Baudry et al. (1996) and these signals both 
could allow for spurious coupling and high frequency synchronization. 
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Asymmetric alpha
Existence of asymmetric alpha oscillations can be explained by the non-additive 
effect of rhythmically moving inward and outward currents (Nikulin et al., 
2007; Mazaheri and Jensen, 2008). Since magnetic fields are sensitive to the 
direction of neuronal currents (Hämäläinen et al., 1993) it could pick up an 
imbalance between these two effects.
 It is believed that alpha oscillations emerge as a result of interactions between 
the thalamus and the cortex and that the oscillatory signal in both EEG as well 
as MEG reflects a rhythmic succession of EPSPs in the cortex (Hughes et al., 
2004; Lopes da Silva et al., 1980; Steriade and Llinas, 1988). The inward currents 
produced by these rhythmic EPSPs have shown to be produced using 
glutamatergic synapses (Salt et al., 1995; Krukowski and Miller, 2001). Since 
these glutamatergic synapses are located on the dendrites close to the soma of 
the pyramidal cells (Creutzfeldt, 1995; Douglas et al., 2004) such asymmetric 
placement of the synapses should produce inward EPSP currents flowing 
toward and along the apical dendrites. 
 In contrast, repolarization currents are likely to flow in all directions since 
potassium channels (the main producers of repolarization currents) are 
uniformly distributed across the soma and apical dendrite (Bekkers, 2000; 
Benhassine and Berger, 2005). It is likely that the asymmetric pathway between 
inward and outward currents, and their produced electrical or magnetic fields 
as measured with EEG and MEG respectively do not completely counterbalance 
each other and can produce asymmetric oscillations.
Cross-frequency interactions in invasive recordings
Animal studies in the rats were the first to show cross-frequency coupling. 
Both in anaesthetized and behaving rats, oscillations recorded from the 
hippocampus showed that the amplitude of gamma oscillations (40-100 Hz) 
was enhanced at particular phases of the theta oscillations (5-10 Hz) (Soltesz 
and Deschenes, 1993; Bragin et al., 1995). Moreover, the gamma from different 
neuronal populations was coupled to different parts of the theta phase and 
occurred mostly on different theta cycles (Colgin et al., 2009). Other species 
show similar relationships between gamma amplitude and theta phase, 
namely multi-unit activity (MUA) recordings over primary auditory cortex of 
awake monkeys (Lakatos, 2005). 
 Human intracranial recordings display phase to power coupling as well. 
Deep brain electrodes in the nucleus accumbens show gamma (40-80 Hz) 
amplitude increases that are coupled to the troughs in the alpha oscillation. 
Furthermore, this coupling was modulated by reward (Cohen et al. 2008). 
Intracranial recordings from middle-temporal cortex confirmed a coupling 
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between the phase of theta and the gamma amplitude envelope that was 
modulated in working memory tasks (Mormann et al., 2005; Canolty et al., 
2006). Yet, most studies that observed coupling between the low frequency 
phase and gamma amplitude envelope, showed power in the low-frequency of 
the raw signal, but do not show clear power in the gamma frequency band 
(Canolty et al., 2006; Osipova et al., 2008). The coupling between theta phase 
and gamma activity that was found by Canolty et al., (2006) was even negatively 
correlated with the absolute power of the gamma frequency synchronization 
and only positively correlated to the power in the theta band. 
 Although these results are from invasive recordings from humans, the 
intracranial electrodes record the extracellular signal of a population of 
neurons, in a similar fashion as done with MEG. In addition, cross-frequency 
interactions between frequency bands where no power is observed might be 
suggestive of spurious coherence. In these cases, care should be taken that the 
electrode locations do not overlap, and that the observed interaction are 
modulated upon task- or frequency changes. 
Cross-frequency interactions using non-invasive measurements
In the light of the current results some caveats should be placed at the 
application of coupling measures to non-invasive measurements obtained 
from EEG and MEG (Schoffelen and Gross, 2009). It is important to investigate 
the signals on a single-trial level, since artifacts locked to an oscillatory 
phenomenon should become clear before applying filters to the data (Kramer 
et al., 2008). In addition, localizing the oscillatory sources from which you 
would like to calculate coherence could reveal separated sources, thereby 
excluding the possibility that one looks at one basic signal coming from one 
source (Fries et al., 2008). To conclude, the phase and amplitude of the frequency 
domain signal should be separated to investigate if the signal employs 
physiological behavior in terms of phase-jitter compared to complete 
phase-locking which could give an indication of the submission of this 
phenomenon to another ongoing process.
Conclusion
Our analyses did now allow us to conclude that the observed effect truly 
reflects phase-to-power coupling between two distinct oscillatory phenomena. 
Subsequent simulations suggest the findings to be a consequence of the 
intrinsic characteristics of the low-frequency oscillations, leading to a phase 
dependent broadband modulation of high-frequency power.
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SUMMARY
GENERAL DISCUSSION
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Fundamental to neuroscience is the question how the brain processes 
information effectively in order to allow for an appropriate response. Often we 
need to integrate different sorts of information into one coherent percept. It 
seems natural to us, but we also know that the brain processes various types 
of information in different parts of the brain. How does the brain integrate this 
information? In other words, how does the brain communicate? 
 The following summary and discussion dare you to read this thesis from 
beginning to end. The summary will briefly recapitulate the purpose of the 
study as well as its main results and conclusions for each chapter. In the 
subsequent discussion I will integrate these findings into a coherent percept 
and defend the hypothesis that gamma frequency oscillations play an 
important functional role, and propose how gamma band activity can be 
integrated into a wider network of ongoing brain processes.
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Summary
Chapter 1 introduces the ideas on which this thesis is based. From cell neuro-
physiology and modelling studies we have learned that the properties of 
interacting cells are such that they synchronize their activity into rhythmic 
bursts. This allows a group of neurons to exert more influence onto downstream 
neurons, i.e. they have more chances of being ‘heard’. The idea that these groups 
of neurons do not have to be neighbours but can form functional groups by 
synchronizing their output gave rise to the temporal correlation hypothesis. 
 From a distance and under the right circumstances, the summed activity 
of neuronal populations can be picked up as rhythmic fluctuations or oscillations. 
These rhythmic fluctuations typically engage in the gamma frequency band 
(30-100 Hz) and have been investigated extensively through invasive animal 
recordings. Yet it remained questionable whether these oscillations could be 
picked up using non-invasive recordings in humans. 
 We set out to investigate human gamma-band activity using prior knowledge 
from cat and monkey recordings. We focussed on visual cortex as this is a well 
studied brain area, but had whole-brain coverage using MEG, which measures 
the magnetic field coming from the electrical field, and is generally picked up 
with less distortion as the signal travels through the brain. We investigate the 
functional role of visually induced gamma frequency  synchronization and 
hypothesized that brain synchronization in the gamma frequency range 
allows for more efficient brain communication.
 
In Chapter 2 we set out to induce gamma frequency oscillations with high 
signal-to-noise ratios in humans similar to that found in cats and monkeys. 
We foveally presented an inward-moving circular sine-wave grating to 8 
participants as they were instructed to press a button whenever a speed-change 
occurred. This change could occur at an unpredictable moment in time 
between 50 and 3000 milliseconds and made it necessary for the participant to 
remain focussed throughout the whole trial. For each participant we observed 
an alpha- and beta-decrease from the moment of stimulus onset to stimulus 
offset (with respect to a baseline taken prior to stimulus onset). Interestingly, 
activity in the gamma-frequency range showed a transient broader-banded 
responses followed by a stationary increase that lasted throughout the 
stimulus period. Although a simple FFT collapsing over time would already 
uncover activity in the gamma-frequency range, the spectral concentration of 
the multitaper method further improves sensitivity to power in the gamma-
frequency band. Subsequent localization of the gamma-band activity using 
multitapers and frequency-domain beamformer methods localized the peak 
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activity to the calcarine sulcus of both hemispheres and these points were 
much more focal than localization of the alpha- and beta-range activity. 
Furthermore we measured the hemodynamic response in 3 out of 8 participants, 
by repeating the experiment while recording the fMRI-BOLD response. The 
peak voxel of fMRI-BOLD corresponded better with the localization of gam-
ma-frequency range than that of the lower frequencies, although a direct 
comparison of these two techniques was not possible. This was the first time 
that gamma-band activity could be observed with such high signal-to-noise in 
single subjects non-invasively, and was well-defined in the dimension of time, 
frequency-range, and spatial topography.
In Chapter 3 we measured additional participants and further optimized the 
visual stimulus to induce an even higher signal-to-noise ratio for the 
gamma-band activity, which was obtained by increasing the spatial frequency 
and decreasing the velocity of the circular gratings. If gamma-band activity is 
important for neuronal communication, then increased gamma-band activity 
should affect the final outcome of the task at hand. Therefore we related the 
amplitude of the gamma-band activity surrounding the stimulus change to 
behaviour. For each subject, we sorted trials according to reaction time and 
contrasted the 25% fast response trials to the 25% slow response trials. When 
trials were aligned to the moment of stimulus change rather than the moment 
of stimulus onset, a major increase in gamma-band activity was observed in 
the fast with respect to slow response trials. The effect was selective for the 
gamma-frequency range only, and no effect in alpha- or beta-frequency ranges 
was observed. Importantly, the significant increase started prior to stimulus 
change, which means that the amount of gamma-band activity is predictive 
for subsequent response times. Over the group of 12 subjects, predictive 
gamma-band activity was more band-limited than the stimulus-induced 
gamma-band activity and also localized to a more focal area of early visual 
cortex. On a trial-by-trial basis there was a positive correlation between 
gamma-band activity and subsequent behaviour. Although trial length could 
both affect gamma-band activity as well as behaviour, correcting the 
correlation for trial length did not alter the results. It is the first time that 
visually induced gamma-band activity in humans is predictive of subsequent 
behaviour. We therefore conclude that gamma-band activity at the moment of 
stimulus change in visual areas improves efficient visuo-motor communication. 
In Chapter 4 we further investigated the relation of visually induced gamma- 
band activity with alpha- and beta-range decreases. Most studies relating 
gamma-band activity to lower frequencies did so in the absence of clear power 
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in the gamma-frequency range, whereas our paradigm induced gamma-band 
activity with high signal-to-noise. Hence we correlated the amplitude of the 
gamma-band activity (e.g. the gamma amplitude envelope) to a range of lower 
frequencies (between 5 and 25 Hz). This was done on a trial-by-trial basis for 
each participant. Activity at 10 Hz overlying left occipital sensors was found to 
be co-modulated with the gamma amplitude envelope on the group level. To 
verify that the observed coherence was not induced erroneously due to cardiac 
artefacts we performed several tests; data-cleaning using ICA, calculating 
partial coherence (with the ECG signal partialized out) and directly calculating 
coherence to the ECG channel. The effect was robust in the sense that the various 
cleaning methods did not alter the main peak at 10 Hz. However, spurious 
coherence could not be excluded since the effect was dominated by a participant 
who also had high alpha power, and the sensors where the coherence was 
observed slightly overlap with the sensors included in the gamma amplitude 
envelope estimate. Subsequent simulations using an asymmetric oscillation at 
10 Hz indeed showed that this non-sinusoidal oscillation by itself could allow for 
spurious coherence to higher frequencies. It could therefore not be disentangled 
whether the phenomenon we observed was due to a true cross-frequency 
modulation between gamma amplitude envelope and a 10 Hz signal or whether 
the 10 Hz signal of non-perfect sinusoidal nature was coherent to itself. Since we 
failed to show a task-dependent modulation of the coherence estimate, by using 
different data for the gamma amplitude envelope (baseline versus visual stimulus 
epochs), the latter interpretation seems more plausible. 
General Discussion
To discuss the importance of visually induced gamma-band activity for neuronal 
communication, we first need to integrate the various chapters into a coherent 
percept and entail them into current understandings of the functional role of 
gamma-band activity. Thereafter I will discuss gamma-band activity in relation 
to other frequencies in the brain and how coupled activity could further support 
neuronal communication. To conclude I will propose some exciting perspectives 
towards an integrated and network-wide view of oscillatory brain dynamics.
Factors enhancing gamma-band activity
Gamma-band activity seems to be induced by a number of factors, which 
together allow for recordings with such high signal-to-noise. Although the 
underlying factors are hard to disentangle, I will propose a few variables that 
I think have contributed most. 
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 First of all the observed gamma-band activity is visually induced and 
therefore to a certain extent dependent upon stimulus parameters. We adopted 
a stimulus known to produce strong gamma-frequency synchronization in 
monkeys. We adjusted a moving sine-wave grating to create a circular 
sine-wave, in order to stimulate the whole fovea. In addition, the inward 
movement of the sine-wave created a natural fixation point for the eyes. To 
optimize the power output, we set up a pilot experiment where we tested a 
range of spatial frequencies and velocities (n=2). We found no differences in 
gamma-band peak frequency but did find a parametric variation in the 
gamma-band power. A high spatial frequency in combination with a low 
velocity generates highest signal-to-noise ratios, which suggests that the 
underlying neuronal populations in these visual areas are most sensitive to 
these parameters. We used the optimised stimulus from Chapter 3 onwards. 
Another stimulus property is contrast, and a more elaborate investigation how 
stimulus parameters influence the different aspects of gamma band activity 
(peak, power, and bandwidth) are necessary. Current work from our group is 
using invasive recordings to look at the neuronal population level of these 
stimulus parameters (Roberts et al., 2010).
 Secondly, individual differences certainly shape the gamma-band activity 
that was recorded. Although the localization patterns of the induced gamma- 
band activity were similar across participants, its spectral signature was quite 
distinctive between participants. The activity with a frequency-width of 20 Hz 
would peak at 40 Hz for some subjects, up to 80 Hz for others. Again other 
subjects showed a double peak pattern. Whether these observations points 
towards the existence of gamma sub-bands within visually induced human 
gamma-band activity is unknown, but multiple gamma-rhythms have been 
reported on the basis of physiological or functional differences (for review, see 
Buzsáki and Wang, 2012). Although differences in spectral signatures argue that 
reliability across subjects is low, repeated measurements of the seven subjects 
presented in Chapter 2 indicate that the reliability across measurements is 
substantial and clearly visible. Also, differences largely arise due to differences 
in signal-to-noise ratio which can occur when subjects sit in the MEG system 
differently. The observed differences across subjects in combination with the 
reliability over repeated measurements specify that the individual brain shapes 
the gamma-band activity to great extent. The underlying processes to allow for 
such diversity are to be investigated, but an important role for genetic make-up 
seems to be present (Van Pelt et al., 2012). This study elegantly illustrates that, 
with identical stimulus materials and paradigm as used in this thesis, the peak 
of gamma-frequency synchronization is for over 90 percent genetically determined. 
Furthermore, the correlation between the gamma peaks in monozygotic twins 
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was 0.88 and is much higher than the 0.32 correlation of dizygotic twins. 
Individual differences in the GABAergic mechanism could be an intermediate 
step in linking genetic variations to the observed differences in gamma-peaks 
(Muthukumaraswamy et al., 2009).
 As a third factor cognition should be mentioned, as cognitive factors could 
play a role in signal-to-noise of the GBA as well as individual differences in 
GBA. The paradigm involved a close monitoring of the stimulus up to three 
seconds, because in only 90 percent of all cases a speed increment of the 
moving grating would occur. The task itself was not difficult to perform, but 
the lack of knowledge of the moment of speed change made it necessary to 
keep focused at all times. A continuous allocation of attention is therefore 
necessary, and is known to enhance the amplitude of visually induced gamma 
frequency synchronization (Fries et al., 2001; Womelsdorf et al., 2006). Other 
cognitive factors like prediction and different strategies might also have 
played a role, and stimulus-expectancy is known to induce gamma-band 
activity (Wyart and Tallon-Baudry, 2007). Analysed brain data of false-response 
trials showed that during these trials gamma-band activity was enhanced. 
Our high percentage correct-response trials did not allow for similar analyses, 
but increased gamma-band activity in our paradigm could have led to 
participants responding prior to stimulus-change. 
 From this it can be concluded that gamma oscillations, through increasing 
local sensitivity, leads to a more efficient processing of a stimulus or stimulus 
parameters in brain areas underlying that stimulus processing. Factors capable 
of modulating the amount of gamma-band activity seem to encompass both 
bottom-up as well as top-down processes. The integration of Chapter 2 to 
Chapter 3 shows us that even though gamma-band activity is an individually-
determined phenomenon, it can also be well characterised on the group level, 
where it can further be related to behavioural response.
Co-localization of gamma band activity with fMRI-BOLD
We set out to co-localize our gamma-band activity with other neuroimaging 
measures and therefore tested three subjects on the same paradigm while 
performing functional Magnetic Resonance Imaging (fMRI) as presented in 
Chapter 2. We found the peak of the Blood-Oxygen Level Dependent (BOLD) 
signal to better co-localize with the peak of the gamma-band activity increase 
then that of the alpha- and beta-band decrease. Although MEG and fMRI-BOLD 
activity could not be directly compared, our data suggest that there is a 
relationship between gamma-band activity and this metabolic measure.
 The direct relationship between gamma-band activity and fMRI-BOLD 
was further investigated using identical task and stimuli in simultaneously 
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recorded electro-encephalography (EEG) and fMRI-BOLD. First, EEG signals 
were extensively cleaned from artifacts produced by the magnetic field and 
field-changes produced by the MRI. Subsequently, trial-by-trial fluctuations in 
EEG oscillatory power were modelled using various regressors for each 
frequency, and applied to fMRI-BOLD signals extracted from a region of 
interest determined by the visually induced activation. Trial-by-trial 
correlations between EEG power and BOLD response resemble the MEG 
findings both in time, frequency and space thereby confirming the positive 
relation between BOLD and gamma band activity (Scheeringa et al., 2009). 
These data are in good correspondence with other studies in humans both 
from the visual and auditory domain (Mulert et al., 2010; Zumer et al., 2010) as 
well as with invasive animal studies where local field potentials (LFPs) in the 
gamma-frequency range fitted best with metabolic demand (Goense and 
Logothetis, 2008; Niessing et al., 2005; Viswanathan and Freeman, 2007).
How gamma-band activity plays a functional role 
To test a functional role of gamma-band activity, we had to show an influence 
of this activity onto the processes included in the task at hand. We therefore 
correlated the trial-by-trial oscillatory brain activity to its subsequent reaction 
time. Specifically for the gamma-frequency band we found a significant 
increase in activity which predicted subsequent behaviour (see Chapter 3). An 
identical role for gamma oscillatory synchronization was found in monkey 
LFP recordings taken from area V4 (Womelsdorf et al., 2006) rather than the 
early visual areas we found in our experiment. This observation could be due 
to differences in location of the visual presentation (fovea vs. extra striate), as 
well as the paradigm (speed-detection vs. attentional task). 
 One benefit of MEG over such invasive recordings is the full cortical 
coverage that is obtained. Having found predictive gamma-band activity, we 
asked ourselves where in the brain this effect occurred. In addition to bilateral 
early visual areas, a trend was observed over motor cortex where the 
gamma-band activity was increased contralateral to the hand of the button-
response. With a stimulus and paradigm optimized for finding visual 
gamma-band activity throughout the complete period of stimulus presentation, 
a more short-lived and perhaps spatially dynamic motor response did not 
show significant group-level effects. Nonetheless, these results fit with 
gamma-band activity reflecting local processing, both over visual as well as 
over motor areas. Most importantly, enhanced gamma-band activity prior to 
the moment of stimulus change speeds up local information processing, and 
seems to allow for efficient visuo-motor integration. A remaining question 
whether gamma-band activities in both cortices are related could be further 
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investigated, by correlating visual and motor power fluctuations or by showing 
a consistent phase-delay, on a trial-by-trial basis. 
 Finding a link between gamma-band activity between visual and motor 
areas would opt for a functional role of gamma-frequency synchronization 
through means of long-range synchronization. Long-range phase-synchroni-
zation was argued not to be existent in the gamma-frequency range, since 
conduction delays between neurons would limit the spread throughout the 
cortex. In 2006, Buzsáki describes the existence of long-range inhibitory 
interneurons which, if these interneurons play a role in generation gamma-band 
synchronization, would allow for a direct connection between distant pools of 
neurons. Later animal intracranial work by Gregoriou and colleagues (2009a; 
2012) has shown compelling long-range coupling in the gamma-band between 
distant areas, namely prefrontal and visual cortex, in visuospatial attentional 
paradigms. The phase-lag between the coupling cortices is exactly half a 
gamma-cycle and fits time-lags due to conduction delays. Although common 
input from a third source could not be excluded, a direct functional coupling 
would be the most parsimonious explanation (Gregoriou et al., 2009b). 
 If there is a functional role for gamma-frequency synchronization in 
neuronal communication, then it should also provide opportunities to open 
and close neuronal communication in a flexible manner. In other words, how 
does the dynamic interplay between two neuronal pools work? First of all, a 
neuronal pool is defined through synchronized output firing, which means 
their local field potentials (LFPs) oscillate in the gamma-frequency in a way to 
strengthen their impact. Secondly, this rhythmic excitability allows for 
temporal windows of communication in which neuronal pools are sensitive 
for input or produce output (Fries et al., 2005). For sending and receiving 
neuronal pools to effectively communicate with one another, their 
communication windows should be open at the same time. In other words, 
these neuronal pools should be synchronized in the gamma-band and should 
have a consistent phase-delay which means that the neuronal pools are 
coherent to each other. This communication through coherence (CTC) 
hypothesis describes the mechanism behind a flexible way neuronal 
communication markedly. How neuronal pools can flexibly engage and 
disengage in neuronal communication is less well understood. Here the 
question would be how the interaction between a sending and receiving group 
of neurons would change the gamma-phase in these neurons. This is where 
neuronal spikes and their relation to the exact phase of the gamma-cycle hold 
vital information (Fries et al., 2007).
 Both in modelling studies as well as invasive primate studies, phase-shifting 
has been proposed as a mechanism that could induce efficient neuronal 
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communication (Tiesinga et al., 2010; Vinck et al., 2010). Through alignment of 
oscillatory phase or phase-shifting, neuronal pools can exert influence on each 
other and therefore dynamically adjust their sensitivity and selectivity to 
different neuronal populations. Phase-shifting has been shown to occur over a 
wide range of frequencies, but is selective to the gamma frequency when 
visual stimuli are attended or not (Maris et al., 2010). What is interesting from 
simultaneously recorded spikes and LFPs, is that the more strongly neurons 
are activated, the earlier they spike with respect to the gamma-cycle. Earlier 
spiking in the gamma-cycle could produce a winner-takes-all activation in the 
neuronal population which allows for phase-shifting to occur (Vinck et al., 
2010). Examples of phase shifting have mostly been found in animal 
non-cortical structures and in the theta-frequency range (Mehta et al., 2002; 
Harris et al., 2002). Future studies should investigate whether the same holds 
for human gamma-band activity and whether this applies to both cortical and 
non-cortical structures.
Neuronal communication through cross-frequency coupling
Interest in the co-modulation of various frequency-bands is growing, but also 
brings about methodological challenges. In some published cases as well as in 
our dataset presented in Chapter 4, cross-frequency modulation between 
alpha- and gamma-band activity was observed, yet could fully be explained 
by a non-symmetric alpha-oscillation which was coherent to itself. In general 
it can be stated that any signal, when transferred to the frequency-domain, 
that is not of a sinusoidal nature could cause spurious coherence to itself. 
Anyone who finds interesting cross-frequency modulation between overlapping 
sensors, should therefore take care that the effect they are looking at is of 
interest. In other words, one should look at a task-modulation of the observed 
effect or test the consistency in phase delays in order to convince themselves 
and others that cross-frequency coupling is involved in the task. The increasing 
number of publications demonstrating cross-frequency coupling with various 
techniques does suggest that coupling is not just an epiphenomenon, but 
rather a functionally relevant feature of different neuronal pools communicating 
with one another (Canolty and Knight, 2010).
 Cross-frequency coupling has most convincingly been shown in deep 
brain structures that need to be recorded from with invasive techniques rather 
than with MEG. Implanted rats recording from hippocampus, a structure 
involved in memory tasks in humans, showed that the phase of the slowest 
frequency (i.e. theta frequency band) is often coupled to the power of the high 
frequency (i.e. gamma frequency band). Different gamma frequency ranges 
can be coupled to different phases of the theta cycle at particular moments in 
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time (Colgin et al., 2009; Fries et al., 2009). Not only is this coupling apparent in 
rest (Canolty et al., 2006) but the coupling strength can be modulated by task. 
For instance, in memory tasks each item to be kept in memory seems to be 
encoded at another part of the low frequency phase-cycle (Siegel et al., 2009). 
With increasing number of items, the lower frequency of theta-gamma 
coupling was shown to decrease from the higher end of the theta-range, to the 
lower end of the theta range (Axmacher et al., 2010). Phase-amplitude coupling 
has also been observed in cortical areas (Voytek et al., 2010), albeit in intracranial 
recordings. An alpha-gamma coupling network was found in visual cortex 
during a visual task and was related to visual computation, whereas that same 
gamma was coupled to theta over frontal and temporal areas during an 
auditory task. 
 These results indicate that cross-frequency coupling is a dynamic phenomenon 
with modality and task-specific parameters, probably optimized for neuronal 
communication of information into local neuronal pools (Schroeder and 
Lakatos, 2009). The ideal features of high and low oscillations seem to be 
combined in cross-frequency coupling; the low frequency oscillation allows 
for distant neuronal pools and large-scale networks to be influenced, yet the 
high frequency oscillation still allows for fast local processing.
Outlook
The future of gamma oscillations looks bright. Now that heated discussions 
have concluded that gamma-oscillations are not mere artifacts (Yuval-Green-
berg et al., 2008; Michel and Murray, 2009) and that more labs can find 
gamma-band activity (Fries et al., 2008), increases investigations into this 
direction. Now that many labs have shown a correlation between gamma 
oscillations and behavioural or cognitive manipulations, increasing evidence 
for a causal role of gamma oscillations in neuronal communication is very 
important. Interesting manipulations of brain oscillations in this respect are 
the use of medicine to modulate the amount of neurotransmitter (Bauer et al., 
2012) and could link towards the investigation of oscillatory activity in health 
and disease. Another type of modulation is currently used to investigate the 
causal role of alpha and beta oscillations, namely transcranial magnetic 
stimulation (TMS) (Thut and Miniussi, 2009; van Elswijk et al., 2010). Repetitive 
TMS of various frequencies has shown to specifically enhance task performance 
over a particular functionally-relevant area, and in a particular frequency 
(Romei et al., 2010). 
 From a methodological point of view, more tools become available to 
search for all kinds of correlations in the multi-dimensional space. This will 
allow us to look more into networks of activity. For instance, once sources of 
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activation are imaged, the link between possible networks can be tested using 
Dynamic Causal Modelling applied to frequency domain data, an analyses 
stream that arose from MRI (Penny et al., 2009) but is applicable to MEG data 
as well (Fuentemilla et al., 2010). Another elegant example is made by Hipp 
and co-workers (2011) where they have managed to investigate coherence in 
source-space, calculated between all voxels and a range of time points and 
frequencies for each subject. These analyses do need a lot of calculation power, 
but also use the whole-range coverage that non-invasive techniques can 
provide. The advantage of going to the source-space is the increased signal-to-
noise estimate when being away from sources outside of the brain (Schoffelen 
and Gross, 2009). Optimizing such analyses is most advantageous to what 
non-invasive techniques have to offer.  
 Research into oscillatory dynamics seems to slowly move from a more 
static into a more dynamic (and therefore more realistic) science, where it is not 
the aim to investigate stationary conditions but also to investigate transitions 
both in the resting brain as well as transition from rest to all kinds of input, 
sensory as well as cognitive. This increases the need for more dynamic ways of 
performing frequency analyses, i.e. estimating frequency and phase reliably 
even if the number of oscillations is low. One could benefit from simultaneously 
measurements with neuroimaging techniques that measure different levels of 
neuronal activity, in order to translate one measure into the other. In particular 
I am talking about invasive recordings where similar electrodes can record 
both spikes as well as LFPs. Hence also the increasing interest in phase-shifting 
and cross-frequency coupling. More dynamic research asks for more dynamic 
ways of stimulating the brain as well. In the visual domain more realistic 
scenes could be used, to begin with the use of natural stimuli and thereby 
integrating the knowledge we have about the Gestalt principles into a new 
dimension. The investigation into the dynamics of neuroscience could bring 
us a step further from a (controlled) lab-situation and a step closer to realistic 
situations form which the brain has evolved.
Conclusion
Gamma frequency oscillations are functionally important in effective 
communication between neuronal populations, because both cognition as 
well as behaviour can be improved. Gamma oscillations need to be there at the 
time and place where the stimulus comes in, in order for the stimulus to be 
processed optimally, and therefore we suggest the underlying neuronal 
populations to transfer information more effectively when synchronized in 
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the gamma frequency range. Although not exactly similar for each subject 
which is an interesting point by itself, it can be well characterised due to its 
high signal-to-noise ratio. 
 The work in this thesis contributed to finding an optimal stimulus, task 
and methods to allow for the successful performance of individual analyses as 
well as group studies. Interpretation of the results lead us a step closer towards 
understanding the functional role of human gamma-band activity. In the 
future, investigations into phase-modulation of gamma oscillations, as well as 
interactions of gamma oscillations on a larger spatial scale will become 
increasingly important. One could investigate networks of different frequencies 
interacting with each other. Also here, gamma oscillations will be shown to 
hold valuable information and will provide new spatiotemporal windows for 
communication.
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Samenvatting
Belangrijk voor de neurowetenschappen is de vraag op welke manier het brein 
informatie verwerkt zodat het op een zo efficient mogelijke manier het gewilde 
effect oplevert. Veelal moeten we daarbij verschillende soorten informatie met 
elkaar integreren tot een coherente waarneming. Dat klinkt makkelijk, maar 
van onderzoek weten we ook dat verschillende soorten visuele informatie op 
verschillende plekken in de hersenen geanalyseerd worden. Hoe komt deze 
informatie samen en hoe wordt die geintegreerd? Met andere woorden, hoe 
communiceert het brein deze informatie?
Hoofdstuk 1 introduceert het idee waarop dit proefschrift is gebaseerd. Vanuit 
de cellulaire neurofysiologie en studies die modellen bouwen van mogelijke 
netwerken, hebben we veel geleerd over hersencellen en hun reactie op 
inkomende prikkels. Zo weten we dat hersencellen die interactie met elkaar 
aangaan, ervoor zorgen dat hun activiteit synchroon gaat lopen. Dit betekent dat 
ze tegelijkertijd gaan vuren. Daarnaast wordt hun vuren ook ritmisch als een 
constant herhalend patroon. Dit is te vergelijken met een langdurig applaus in 
een theater waarbij steeds meer mensen in de maat klappen. Typischerwijs 
klappen de neuronen in een maat tussen 30 en 100 herhalingen per seconde, en 
heet de gamma-band. Door het synchroniseren van hun activiteit kunnen 
groepen cellen meer invloed uitoefenen op cellen die stroomafwaarts deze 
signalen ontvangen. Omdat signalen die tegelijkertijd aankomen elkaar 
versterken is er meer kans dat deze prikkel wordt gehoord. Het idee dat deze 
cellen niet perse naast elkaar hoeven te liggen maar toch kunnen groeperen 
door hun activiteit te synchroniseren vormt de basis van de hypothese van de 
tijdsafhankelijke correlatie of “temporal correlation hypothesis”.
 Het voorgaande speelt zich af op cellulair niveau, terwijl ik van buitenaf het 
brein heb onderzocht. Wanneer groepen hersencellen worden bekeken van een 
afstand, mits onder de juiste omstandigheden, kan de gesommeerde activiteit 
van deze neuronen van buiten het brein worden opgepikt als ritmische 
fluctuaties of hersengolven. Typerend voor ritmische activiteit is de fluctuatie in 
een speciale herhaling of frequentie, de zogenaamde frequentie band aangeduid 
in Hertz. Onze interesse lag vooral in de gamma-frequentie band en die ligt 
tussen de 30 en 100 Hertz. Deze activiteit is van buiten het brein te meten met 
zeer gevoelige apparatuur in een afgeschermde ruimte. Wij meten daarom met 
een magneto-encephalografie (MEG) systeem gebaseerd op het oppikken van 
hele kleine magnetische velden. Deze velden worden door middel van 
supergeleiding omgezet in electrische hersengolven. Het voordeel van MEG 
boven het beter bekende electro-encephalografie (EEG) is dat magnetische 
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velden minder gevoelig voor vervorming zijn dan electrische signalen. Dit 
gebeurt met name wanneer deze signalen door de hersenen naar buiten 
bewegen. Zonder vervorming is het in theorie beter mogelijk te herleiden waar 
het signaal vandaan kwam, de zogenaamde bron analyse. De gemeten 
gamma-band activiteit was al vaker gevonden en onderzocht bij dieren, maar 
dan van heel dichtbij de cellen gemeten met elektrodes in het brein. Het was tot 
dusver niet duidelijk of deze activiteit bij mensen meetbaar was van buiten het 
brein. 
 Ons doel was menselijke gamma-band activiteit vinden en onderzoeken 
met behulp van voorkennis opgedaan bij katten en apen. We richten ons daarbij 
op het gebied van het brein waar visuele waarnemingen binnenkomen, de 
visuele hersenschors achterin het brein, aangezien dit hersengebied goed in 
kaart is gebracht in de loop der jaren. We onderzoeken de functionele rol van 
gamma-band activiteit en stellen dat neuronale synchronisatie in de gamma 
frequentie band een betere interne communicatie teweeg brengt.  
In hoofdstuk 2 hebben we geprobeerd gamma-band activiteit op te wekken met 
een hoge signaal-ruis verhouding zoals voorheen gelukt is bij dierexperimenteel 
onderzoek. Daarvoor hebben we een bewegende stimulus gepresenteerd die op 
het netvlies ter hoogte van de gele vlek viel. De bewegende stimulus bestond uit 
zwart-witte cirkels die naar binnen bewogen en een erg sterk gevoel van 
beweging gaven. 
 Proefpersonen werden geïnstrueerd om zo snel en accuraat mogelijk op een 
knop te drukken zodra de snelheid van de bewegende stimulus veranderde. 
Deze verandering was onvoorspelbaar en kon optreden ergens tussen 50 en 
3000 milliseconden nadat de stimulus begon. Hierdoor was het noodzakelijk 
gedurende de hele periode na het presenteren van de stimulus aandachtig te 
blijven kijken. Deze stimulus werd ongeveer 500 keer herhaald en leverde 
daarmee 500 trials op. Daarmee duurde deze taak ongeveer 1 uur inclusief 
pauzes. Ondertussen werd bij deze proefpersonen hun hersenactiviteit opgenomen 
met behulp van een MEG systeem met 151 sensoren. Deze informatie werd 
opgeslagen en naderhand vertaald van het tijddomein naar het frequentiedomein. 
Dit gebeurde met behulp van wiskundige transformaties zoals die van meneer 
Fourier. Speciaal aan onze analyses is daarbij het gebruik van zogenaamde 
multitapers. Multitaper methoden zijn goed inzetbaar voor gamma-band activiteit, 
omdat ze spectrale concentratie toepassen, waardoor gamma-band activiteit nog 
beter zichtbaar wordt. 
 Bij elke deelnemer zagen we op sensoren die de visuele hersenschors 
bedekken een afname van lage frequenties zoals de alpha-band (8-12 Hz) en 
beta-band (15-25 Hz). Deze afname trad op tijdens de periode waarin de stimulus 
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werd gepresenteerd ten opzichte van de referentie periode die vooraf ging aan 
de stimulus. Maar interessanter nog dan afnames zijn toenames. Direct na 
stimulus presentatie vertoonde het gamma frequentiebereik (30-100 Hz) een 
korte breedbandige reactie, die werd gevolgd door een langdurige verhoging in 
activiteit. Deze verhoging hield aan gedurende de hele presentatie van de 
stimulus. Alhoewel een Fourier transformatie over de gehele stimulus periode 
al een piek liet zien in de gamma-frequentie band, hebben we de multitaper 
methode toegepast tijdens deze transformatie. Hierdoor werd de gamma-band 
activiteit concentreert en dat maakte de signaal-ruis verhouding nog beter. Zo 
kon de localisatie van gamma-band activiteit in tijd en frequentie nauwkeurig 
vastgelegd worden. Ook ruimtelijk hebben we de gamma-band activiteit 
geprobeerd te lokaliseren. Bron analyses die gebruik maakten van straal-vor-
mende methoden lieten zien dat de maximale gamma-band activiteit uit de 
sulcus calcarinus kwam. Dit is het hart van de visuele hersenschors, waar de 
eerste visuele waarnemingen onze hersenschors binnenkomen en heet ook wel 
V1. In vergelijking met de localisatie van alpha- en beta-band activiteit, was de 
maximale gamma-band activiteit veel meer geconcentreerd op één punt. 
 Ook hebben we de hersenactiviteit in de visuele hersenschors gemeten met 
een ander systeem ter vergelijking. In 3 van de 8 proefpersonen hebben we daarom 
de hemodynamische respons gemeten met behulp van kernspintomografie of 
functionele MRI. MRI staat voor “magnetic resonance imaging”. De respons die we 
gemeten hebben heet de BOLD respons (“Blood Oxygen Level Dependent 
respons”). Deze respons geeft op ieder gemeten moment een bloed-zuurstof 
afhankelijke waarde. Deze waarde is opgebouwd uit drie factoren die complex met 
elkaar in verbinding staan; het percentage zuurstofarm bloed, de bloed-stroom-
snelheid, en het bloedvolume. Hersencellen gebruiken voor hun activiteit zuurstof 
uit het bloed. Zuurstofrijk bloed moet opnieuw worden aangevoerd waardoor de 
bloedstroomsnelheid en het bloedvolume veranderen. Hierdoor kan de BOLD 
respons rondom hersencellen een maat zijn voor hun activiteit. In vergelijking tot 
MEG is de BOLD respons onnauwkeuriger in tijd, want er wordt grofweg iedere 
seconde gemeten en er kunnen veel veranderingen in die tijd plaatsvinden. Maar 
de localisatie van hersenactiviteit met fMRI is wel nauwkeuriger omdat dit tot op 
de millimeter nauwkeurig kan worden berekent. Concluderend kan je zeggen dat 
het scheidend vermogen van MEG beter is in het tijddomein, maar fMRI heeft een 
beter scheidend vermogen in de ruimtelijke topografie. Op bron niveau is het dus 
interessant MEG uitkomsten te vergelijken met die van fMRI.   
 De locatie van de maximale BOLD activiteit kwam goed overeen met de 
plek waar ook de gamma-band activiteit was gelokaliseerd. De locatie kwam 
zelfs beter overeen met de locatie van de gamma-band dan de locatie van de 
alpha- of beta-band activiteit. Alhoewel een directe vergelijking tussen deze 
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twee meet-technieken niet mogelijk was, was dit effect duidelijk zichtbaar. Dit 
was de eerste keer dat gamma-band activiteit kon worden waargenomen met 
een dergelijke hoge signaal-ruis verhouding. Ook hebben we gamma-band 
activiteit in zeven van de acht proefpersonen duidelijk gekarakteriseerd. Niet 
alleen in het tijddomein, maar ook in het domein van frequentie en ruimtelijke 
topografie.
In hoofdstuk 3 hebben we 5 extra proefpersonen gemeten en toegevoegd aan de 
bestaande proefpersonen voor een analyse van de hele groep. Hierbij werd de 
stimulus verder geoptimaliseerd. In een proefmeting bij twee proefpersonen 
werd duidelijk dat de gamma-band activiteit nog verder kon worden verhoogd 
door de snelheid van de stimulus te verlagen en het aantal cirkels per vierkante 
centimeter te verhogen. Hierdoor werd de signaal-ruis verhouding voor de 
gamma-band activiteit nog hoger. 
 We stellen dat gamma-band activiteit belangrijk is voor efficiente communicatie 
in het brein. Dit zou betekenen dat een verhoging van gamma-band activiteit 
invloed moeten hebben op een uitkomst van de desbetreffende taak. Deze 
hypothese hebben we onderzocht door een verband te leggen tussen gamma- 
band activiteit en gedrag. Gamma-band activiteit is in feite een signaal met een 
bepaalde sterkte, we hebben deze sterkte of de amplitude van dit signaal bepaald. 
Gedrag hadden we gemeten door het drukken op de knop en de gemeten 
reactietijden in milliseconden. Van iedere proefpersoon hadden we grofweg 500 
trials gemeten en deze werden gesorteerd aan de hand van hun reactietijd. De 
25% van de trials met de snelste reacties werd vergeleken met de 25% van de 
trials met de traagste reactie. Voor iedere proefpersoon apart werd de gamma- 
band amplitude van de snellere respons trials vergeleken met de gamma-band 
amplitude van de langzame respons trials. Dit werd gedaan door middel van 
een t-waarde berekening. Deze waarde is makkelijker over proefpersonen de 
vergelijken voor de groepsanalyse. Over proefpersonen werd niet-parametri-
sche randomisatiestatistiek toegepast waarbij werd gekeken of de t-waardes 
significant van nul verschillen. Deze statistiek maakt gebruik van de informatie 
van de t-waardes. Onder de aanname dat er geen verschil is tussen de werkelijke 
t-waardes en nul worden deze waardes geschud en herverdeeld in twee groepen, 
waarna het verschil in t-waardes wordt berekent. Deze berekening wordt heel 
vaak herhaald en zo ontstaat een distributie van t-waarde verschillen. Het echte 
verschil in t-waardes wordt vergeleken met de distributie. Wanneer de echte 
waarde buiten het 95 procent betrouwbaarheidsinterval valt van de distributie 
is er een significant effect.
 Op het moment dat de bewegende stimulus van snelheid veranderde werd 
een toename van gamma-band activiteit waargenomen. Deze toename was 
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hoger in snelle respons trials dan in langzame respons trials. Dit effect was niet 
algemeen, maar kon specifiek worden toegeschreven aan het bereik van de 
gamma frequentie. Belangrijk is dat deze significante verhoging in gamma-band 
activiteit in de snelle respons trials al optrad enige tijd voordat de snelheidsver-
andering van de stimulus plaats vond. Dit betekend dat de hoeveelheid 
gamma-band activiteit voorspellend is voor een trage of snelle reactietijd. In de 
groep van twaalf proefpersonen was het frequentiebereik van de voorspellende 
gamma-band activiteit smaller dan de stimulus geinduceerde gamma-band 
activiteit. Ook de topografie van voorspellende gamma was meer gelokaliseerd 
binnen de visuele hersenschors. Daarna werden niet alleen de 25% snelle en 
trage respons trials geanalyseerd, maar werden alle trials gebruikt voor een 
correlatie. Voor iedere trial werd de gamma-band activiteit op de plaats van 
maximale activiteit gemeten en gecorreleerd aan de reactietijd van diezelfde 
trial. Hier bleek eveneens een significante correlatie te bestaan op groepsniveau. 
Omdat de kans dat een snelheidsverandering optreed hoger wordt naarmate er 
meer tijd verstreken is, werd deze correlatie gecorrigeerd voor de lengte van 
iedere trial. Ook na deze correctie bleef het verband tussen gamma-band 
activiteit en reactietijd significant. 
 Dit was de eerste keer dat visueel opgewekte gamma-band activiteit in het 
menselijk brein voorspellend is voor het daaropvolgende gedrag. We hebben 
daarom geconcludeerd dat gamma-band activiteit in de visuele hersenschors op 
het moment van stimulus verandering en kort daarvoor, verbetering geeft van 
integratie tussen visuele- en motore informatie. Gamma-band activiteit maakt 
communicatie tussen visuele en motore gebieden efficienter.
In hoofdstuk 4 onderzochten we of er een relatie was tussen visueel opgewekte 
gamma-band activiteit en lagere frequenties. Telkens als gamma-band activiteit 
toenam, was er ook altijd een afname in alpha- en beta-band activiteit zichtbaar. 
Misschien was er een relatie tussen deze activiteit? De meeste studies die 
gamma-band activiteit correleren met lagere frequenties deden dit in afwezigheid 
van een duidelijke amplitude in de gamma-band. Ons paradigma stelde ons in 
staat gamma-band activiteit met een hoge signaal-ruis verhouding te genereren. 
Daarom was het mogelijk de amplitude van de gamma-band activiteit te 
correleren met een reeks lagere frequenties tussen 5 en 25 Hz .
 Voor iedere proefpersoon en voor iedere trial werd de amplitude van de 
gamma-band activiteit gemeten tijdens de periode dat de stimulus werd 
gepresenteerd. De gamma-band activiteit fluctueert snel, maar de amplitude 
fluctueert langzamer en kan daarom worden vergeleken met laag-frequente 
signalen zoals alpha- en beta-band activiteit. De gamma-band werd gecorreleerd 
door middel van de enveloppe van de gamma-band activiteit te nemen. Deze 
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gamma-amplitude enveloppe werd gecorreleerd met zowel de amplitude als de 
fase van het signaal van lagere frequenties. Er werd naar de coherentie tussen de 
gamma-amplitude enveloppe en lagere frequenties gekeken. De coherentie 
tussen twee signalen kan hoger worden door een hogere amplitude van de beide 
signalen, maar vooral door een gelijke fluctuatie (fase) op hetzelfde moment. 
Coherentie is een interessante maat van samenhang tussen signalen, mits men 
voorzichtig is met de interpretatie van deze maat. Vele factoren kunnen deze 
maat namelijk voordelig of nadelig beinvloeden.
 Op groepsniveau leek de activiteit rond 10 Hertz coherent aan de activiteit 
van de gamma amplitude enveloppe. Deze coherente activiteit was gelokaliseerd 
over de linker visuele hersenschors. Belangrijk is het te controleren of de 
waargenomen samenhang niet werd veroorzaakt door hart signalen. Hiertoe 
hebben we verscheidene testen uitgevoerd; data schoonmaken met behulp van 
independent component analyse (ICA), het berekenen van de partiele correlatie 
en daarbij het hart-signaal uit te sluiten, en het direct berekenen van de correlatie 
met het hart-signaal. Ons effect bleek robuust in de zin dat de verschillende 
reinigingsmethoden de signaal-ruis verhouding weliswaar veranderden, maar 
het gevonden effect op 10 Hertz niet wegnamen. Een valse correlatie kon echter 
niet worden uitgesloten omdat een van de proefpersonen het beeld domineerde. 
Naast hoge gamma-band activiteit had deze proefpersoon ook een hoge 
alpha-band activiteit over visuele sensoren. Hierdoor was er een overlap in de 
sensoren gebruikt voor de gamma-amplitude enveloppe en de lagere frequenties 
en dit kan valse correlaties in de hand werken. De simulaties die daarna zijn 
gemaakt met een signaal van 10 Hertz lieten ook zien dat een valse correlatie 
niet kon worden uitgesloten. Vooral wanneer hersengolven niet geheel 
symmetrisch zijn zorgt een transformatie naar het frequentiedomein ervoor dat 
er activiteiten is in veel verschillende frequenties. Niet alleen in de hoofd-fre-
quentie van 10 Hertz, maar ook op de harmonische frequenties van 20, 30, 40 
Hertz en hoger. Hierdoor kan een signaal van 10 Hertz, mits niet volledig 
symmetrisch, coherent worden met zichzelf in een harmonische frequentie in 
het gamma frequentie-bereik. Dit kan ook gebeuren zonder dat er überhaupt 
gamma-band activiteit aanwezig is. In deze studie konden we dus niet 
concluderen dat de coherentie echt was, aangezien een 10 Hertz signaal van niet 
perfect sinusvormige aard ook coherent kon zijn met zichzelf. We waren er niet 
in geslaagd de coherentie te beinvloeden door een stimulus-periode met een 
rust-periode te vergelijken. Hierdoor lijkt de interpretatie van deze resultaten, 
een asymmetrisch signaal dat coherent is met zichzelf, ons het meest plausibel.
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Conclusie
Gamma-band activiteit is van functioneel belang voor effectieve communicatie 
tussen neuronale populaties van cellen. Gamma-band activiteit kan gedrag als 
ook cognitie (zoals in de discussie naar voren kwam) verbeteren. Wanneer 
gamma frequentie fluctuaties op die plek en dat moment in het brein optreden 
waar ook de prikkel binnenkomt, dan zal de prikkel efficienter worden verwerkt. 
Efficient wil zeggen dat de informatie tussen hersengebieden goed wordt 
geintegreerd. Hoewel de frequentie van de gamma-band activiteit voor iedere 
persoon uniek is, is de gamma-band activiteit goed te karakteriseren door 
middel van zijn hoge signaal-ruis verhouding.
 Het werk in dit proefschrift heeft bijgedragen aan het vinden van een 
optimale stimulus, taak en analysemethode. Deze zorgden ervoor dat zowel 
individuele analyses als ook groepsanalyses van de gamma-band activiteit met 
succes konden worden uitgevoerd. Interpretatie van deze resultaten brengen 
ons een stap dichter bij het begrijpen van de functionele rol van gamma-band 
activiteit in de homo sapiens. In de toekomst zal onderzoek naar fase-modulatie 
van gamma oscillaties, plus interacties van gamma-band oscillaties op een 
grotere ruimtelijke schaal, steeds belangrijker worden. Men zal netwerken van 
verschillende frequenties kunnen onderzoeken en hun interactie met elkaar. 
Ook hier verwacht ik een belangrijke rol voor gamma-band fluctuaties. Deze 
zullen wederom nieuwe inzichten in neuronale communicatie geven.
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