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Abstract
Under certain statistical assumptions of noise (e.g., zero-mean noise), recent self-
supervised approaches for denoising have been introduced to learn network param-
eters without ground-truth clean images, and these methods can restore an image by
exploiting information available from the given input (i.e., internal statistics) at test
time. However, self-supervised methods are not yet properly combined with con-
ventional supervised denoising methods which train the denoising networks with a
large number of external training images. Thus, we propose a new and effective
denoising approach that can greatly outperform the state-of-the-art supervised/self-
supervised denoising methods by adapting (fine-tuning) their network parameters
to the given specific input through self-supervision without changing the original
network architectures. We demonstrate that the proposed method can be easily em-
ployed with state-of-the-art denoising networks without additional parameters, and
achieve state-of-the-art performance on numerous denoising benchmark datasets
including real noisy images.
1 Introduction
When a scene is captured by an imaging device, a desired clean image X is corrupted by noise n. We
usually assume that the noise n is an Additive White Gaussian Noise (AWGN), and the observed
noisy image Y can be expressed as Y = X+n. In particular, noise n increases in environments with
high ISO, short exposure times, and low-light conditions. Image denoising is a task that restores the
clean image X by removing noise n from the noisy input Y, and is a highly ill-posed problem. Thus,
substantial literature concerning denoising problem has been introduced [16, 27, 9, 24, 10, 13, 25, 7].
Recent deep learning technologies have been used to restore a clean image by exploiting large
external datasets. These methods train networks for denoising in a supervised manner by using
pairs of noisy and ground-truth clean images, and have shown satisfactory results. However, no
matter how much it is possible to acquire a lot of clean natural images, supervised methods are
limited in performance when the noise distribution of the test image is considerably different from
the distribution of noise in the training dataset, i.e., when domain misalignment occurs. To overcome
these issues, researchers have proposed self-supervised training methods recently, such as noise-to-
noise [21], noise-to-void [19], and noise-to-self [6], which allow the denoising networks to handle
the noise of input image at the test stage without using the ground-truth clean image. These methods
are based on statistical assumptions, such as zero-mean noise (i.e., E(n) = 0). However, due to
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the lack of generalization power obtainable from a large external database, the performance of the
self-supervised approaches is unsatisfactory compared to the supervised denoising methods when the
noise distribution of the test image is similar to the noise distribution in the training dataset. However,
self-supervised approaches have limitations in removing noise whose distribution is known (e.g.,
Gaussian noise).
Therefore, in this study, we aim to remove not only Gaussian noise but also real noise by combining
supervised and self-supervised approaches, and improve the performance of existing networks
through a method that updates the network parameters using the information available from the
given noisy input image at test-time. First, we start with a fully pre-trained network in a supervised
manner to extensively explore the large external database. Then, the network is fine-tuned using the
proposed algorithm which can overcome the limitations of conventional supervised (e.g.,[3], [31])
and self-supervised methods (e.g.,[19], [6]) during the test period. Based on a key observation and
theoretical basis, we can effectively improve the denoising performance by exploiting self-similarity
in the noisy input image. Self-similarity is a property that a large number of patches are recurring
within a single image, and that property has been studied in numerous denoising and super-resolution
tasks to enhance the image quality [9, 14, 15, 28, 18].
We experimentally show that the adaptation using the self-similarity during the inference stage
can consistently increase denoising performance of supervised and self-supervised approaches.
Moreover, proposed algorithm does not rely on a certain architecture of networks only if they are fully
convolutional. Overall, our method can not only improve the performance of supervised methods by
a large margin through adoption of the slightly modified version of self-supervised approaches, but
also overcome the limitations of self-supervised approaches which have difficulties in dealing with
noise under known distribution.
In this study, we present a new, yet efficient fine-tuning method which allows to train the denois-
ing networks by combining supervision and self-supervision. The contributions of this paper are
summarized as follows:
• We demonstrate conventional denoising networks can be further fine-tuned using internal
statistics (i.e., recurring patches) available from the given a test-time input image.
• We present a new learning algorithm, which can utilize the self-similar patches in the input
image very effectively.
• Our proposed algorithm can be easily embedded on top of many conventional denoising
networks without modifying the original network architectures.
2 Related Work
In this section, we review numerous denoising methods with and without the use of ground-truth
clean images for training.
Image denoising is an actively studied area in image processing, and various denoising methods
have been introduced, such as self-similarity-based methods [7, 9, 14], sparse-representation-based
methods [24, 11], and external database exploiting methods [5, 4, 23, 30]. With the recent de-
velopment of deep learning technologies, the denoising technique has been also improved, and
remarkable progress has been achieved in this field. Specifically, after Xie et al. [29] adopted
deep neural networks for denoising and inpainting tasks, numerous follow-up studies have been
proposed [31, 32, 33, 35, 20, 22, 34, 17, 3].
Based on deep convolutional neural network (CNN), Zhang et al. [31] proposed a deep network
to learn a residual image with a skip connection between the input and output of the network, and
accelerated training speed and enhanced denoising performance. Zhang et al. [32] also proposed
IRCNN and this network can be combined with conventional model-based optimization methods
to solve various image restoration problems such as denoising, super-resolution, and deblurring.
Furthermore, Zhang et al. [33] proposed a fast and efficient denoising network FFDNet. Zhang et
al. [35] introduced a very deep residual dense network (RDN) which is composed of multiple residual
dense blocks. RDN achieves superior performance by exploiting all the hierarchical local and global
features through densely connected convolutional layers and dense feature fusion. To capture long-
range dependencies among pixels, Zhang et al. [34] proposed a residual non-local attention network
(RNAN), which consists of a trunk and (non-) local mask branches. In [22], the non-local block was
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used with a recurrent mechanism to increase the receptive field of the denoising network. Recently,
CBDNet [17] and RIDNet [3] were introduced to handle noise in real photographs where the noise
distribution is unknown (blind denoising). CBDNet is a two-step approach that combines noise
estimation and non-blind denoising tasks, whereas RIDNet is a single-stage method that employs
feature attention.
After deep CNN was adopted to increase denoising performance, various research directions, such as
residual learning for constructing deeper networks, non-local or hierarchical features for enlarging
the receptive fields, and noise level estimation for real photographs, have been considered. However,
such works remain limited to the cases in which networks are supervised by true clean images
(noise-to-truth). Recently, several self-supervision-based studies have been conducted to leverage
only noisy images for training without true clean images, which is crucial to handle noise with
unknown distribution. Lehtinen et al. [21] demonstrated that a denoising network can be trained
without clean images. The network was trained with pairs of noisy patches (noise-to-noise) based
on statistical reasoning that the expectation of randomly corrupted signal is close to the clean target
data. Furthermore, to deal with noise with unknown distribution in the given input image, Krull et
al. [19] proposed a self-supervised noise-to-void method. Similarly, Baston and Royer [6] introduced
a noise-to-self method to train the network without knowing the ground-truth data at test time.
However, these self-supervision-based methods cannot outperform supervised methods where the
noise distribution of the input is learned during training, and thus we aim to benefit from both
supervise and self-supervised approaches in this work and develop an algorithm that can handle real
noisy images using the both external and internal information.
3 Patch-recurrence for Denoising
Recent supervision-based approaches [6, 19] can exploit redundant information in the given input
image and train the network parameters using the internal statistics of the image. However, it
is difficult to utilize information from large external dataset using these self-supervised methods.
Moreover, training mechanisms of them are tricky and usually take much time since only small
number of pixel values are chosen and used for computing gradients at each training iteration.
Specifically, only around 0.3% and 6.25% of the pixel values are used for [19] and [6] respectively in
their publicly available source codes, thus test-time training with self-supervision [6, 19] is inefficient
and time-consuming.
While conventional supervised denoising networks can explore external information from large
datasets, but they cannot exploit internal information such as patch-recurrence within a given test
input image, and thus, the performance is limited. To alleviate this problem, recent denoising networks
employ non-local operations to exploit self-similarity [20, 22]. Nevertheless, they are still limited
and restrict search range of the non-local module due to network size and inference speed. That is,
current supervised methods have difficulties in dealing with internal statistics of the input image (e.g.,
patch-recurrence).
3.1 Performance improvement via patch-recurrence
Building a supervision-based denoising network which can exploit patch-recurrence, is difficult and
expensive, but we show that the denoising results by fully trained supervised models can be further
improved. Similarly, we also demonstrate that we can elevate the quality of denoising results via
conventional self-supervision-based approaches with the aid of patch-recurrence. To see whether
recurring patches can be really used to improve the image quality, we present a toy example.
First, we generate an image Xk composed of repeating patches where k denotes the number of
patches. Next, we add a zero-mean Gaussian random noise to Xk, and synthesize a noisy image.
Then, by feeding the synthesized noisy image through a conventional supervised/self-supervised
denoiser, we can obtain a denoised image X˜k. Finally, within the denoised image X˜k, we can extract
k denoised patches (i.e., x˜1, ..., x˜k), and can compute an averaged version of them.
In Table 1, PSNR and SSIM values by averaging conventional supervised and self-supervised
denoising results are provided, and the denoising quality increases consistently as the number of
recurring patches (i.e., large k) increases within the denoised image. That is, the denoised recurring
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patches by conventional methods are likely to include small and zero-mean random noise, so we can
easily remove the remaining noise by simply taking average of them.
Therefore, in this work, we aim to develop an optimization algorithm which can estimate the averaged
patch x when there are k recurring patches within a given input image, and the formulation is given
by,
argminx
K∑
k=1
‖x− x˜k‖2. (1)
In our supplementary material, we provide more experimental results on large datasets to verify
that recurring patches can be used to improved denoising results by conventional supervised and
self-supervised methods.
k 1 4 9 16 25
DnCNN [31] 26.91/0.8468 29.11/0.8956 29.57/0.9041 29.76/0.9071 29.86/0.9091
RDN [35] 27.00/0.8492 29.05/0.8947 29.61/0.9060 29.78/0.9088 29.92/0.9120
RIDNet [3] 27.11/0.8553 29.31/0.9029 29.83/0.9133 30.05/0.9173 30.09/0.9183
N2S [6] 25.17/0.8135 26.96/0.8575 27.25/0.8717 27.43/0.8790 27.41/0.8818
Table 1: PSNR/SSIM values by increasing the number of recurring patches (i.e., k) DnCNN [31],
RDN [35], and RIDNet [3] are fully trained supervised methods. N2S [6] is a self-supervised one.
4 Restore from Restored Image
In this section, we present a novel, yet effective denoiser that improves denoising performance by
deriving the benefits of a large external dataset, and self-similarity from an input image given at test
time. Such benefits are achieved by integrating both supervised and self-supervised methods. In
general, as it is difficult to modify network architectures of conventional denoisers to exploit internal
statistics and recurring patches, we introduce a simple fine-tuning algorithm using both internal and
external information.
The key idea of the proposed method is using a denoised image as target for fine-tuning rather than
using a noisy image as target as in [6, 19], and the proposed loss function to fine-tune the pre-trained
network is given by,
Loss(θ) =
N∑
i=1
K∑
k=1
‖fθ(T(x˜k) + ni,k)− T(x˜k)‖2, (2)
where a function f is a conventional denoising network. θ is the parameters of the network, and θ0
denotes the pre-trained parameters. Denoised version of a recurring patch from the initial parameters
θ0 is x˜k. In particular, N denotes the number of iterations for fine-tuning, and we augment the
training dataset for fine-tuning using a function T (e.g., flip and flop). We assume that the distribution
of a random noise ni,k is identical to that of random noise n in the noisy input patch yk, and thus we
use ni,k and n interchangeably in this work. The goal of the proposed loss function in (2) is updating
the network parameters θ to output the averaged version of recurring patches as in (1), when the noisy
patch yk is given as input.
To train the parameters θ in the proposed loss function, we need several assumptions. First assumption
is thatN is very large (i.e., N →∞), which is valid, and the noise in the initially denoised patch x˜k is
small and zero-mean. Moreover, we assume that x˜k + n and y are samples from the same distribution.
Under these assumptions, we can learn optimal parameters θ∗ by optimizing the proposed loss
function in (2), and the noise variance of the predicted patch (i.e., averaged version) from θ∗ becomes
to
σ2θ0
K when the noise variance of the initially denoised patch x˜k is σ
2
θ0
. Thus, We can further improve
the denoising quality when there is a large number of recurring patches available.
Note that, the proposed method is dubbed “restore-from-restored” since our denoising model learns
parameters with initially restored patches.
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4.1 Restore-from-restored with FCN
When there are multiple recurring patches, we can obtain an averaged version of them by minimizing
the proposed loss function in (2) at the test time. Unfortunately, to minimize (2), we need to search
recurring patches within a single image which is a challenging task.
However, if we use a fully convolutional network (FCN) as the baseline denoiser, we don’t need to
explicitly search recurring patches within the given image due to the translation equivariant nature of
the FCN [8]. Translation equivariant property is that, passing the translated input image into a CNN
is the same as feeding the original input image into the CNN and then translating. Therefore, we can
modify the proposed loss function in (2) based on the translation-equivariance, and our final loss is
given as:
Loss(θ) =
N∑
i=1
(fθ(T(X˜) + n)− T(X˜))2. (3)
Note that, in our final objective function, we can fine-tune the network using the full-resolution image
X˜ without searching recurring patches, which is a big advantage over the naive patch-based loss
in (2). Moreover, our training algorithm does not need to modify the architecture of the baseline
network that makes it easy to use publicly available pre-trained networks as baseline, which can
greatly reduce our time and effort for pre-training. Furthermore, we can also use L1 or L0 losses
depending on the noise property of the input as introduced in [21, 12, 19, 6]. Overall sketch of the
proposed restore-from-restored algorithm is given in Algorithm 1.
Spatially varying denoising performance As shown in Table 1, denoising performance is relying
on the number of recurring patches within the given image. Therefore, when we denoise an input
noisy image Y using the proposed algorithm in Algorithm 1, we can expect non-uniform and spatially
varying denoising quality. That is, patches with high-recurrence rate can be restored better than
those with low-recurrence rate by fine-tuned parameter θ∗. Therefore, rich patch-recurrence and
self-similarity in the given image can lead our fine-tuning process to success.
Algorithm 1: Restore-from-restored denoising algorithm
Input: noisy input image Y
Output: fine-tuned parameter θ∗, denoised image fθ∗(Y)
Require: pre-trained parameters θ0, number of training N , learning rate α
1 i← 0
while i < N do
2 Loss(θ) = (fθ(T(X˜)+n)− T(X˜)2) // Compute the loss. Noise n is sampled with
the same mechanism used to learn the baseline parameters θ0
3 θ ← θ − α∇θLoss(θ) // Update the network parameters
4 i← i+1
end
5 θ∗ ← θ
Return: θ∗, fθ∗(Y)
4.2 Restore-from-restored vs. noise-to-void/noise-to-self
Our training sets for fine-tuning are pairs of initially denoised image X˜ (= fθ0(Y)) and its newly
corrupted versions with random noise n. Therefore, we can train the network without using the
ground-truth image (i.e., self-supervised method), but using the pseudo clean target X˜ unlike noise-
to-void [19] and noise-to-self [6] which use the noisy input image Y as target.
Minimizing the proposed loss function in (3) with the pseudo target has several benefits as compared
to optimizing the loss function in noise-to-void and noise-to-self.
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First, noise-to-void and noise-to-self approaches need to employ a masking scheme to randomly
select pixel locations for computing gradients to avoid learning an identity mapping, and thus only a
small number of pixel values can be used for training at every iteration, which makes it inefficient.
However, our proposed loss function does not need to consider the masking scheme and can use
every pixel value in the loss for computing gradients. Therefore, the proposed loss function can train
the parameters more efficiently and quickly than noise-to-void and noise-to-self approaches.
Next, our loss function is depending on the initially denoised image X˜ which is a result by fully
pre-trained network. Moreover, we update the parameters from θ0. Therefore, we can easily explore
the information from the large external datasets as well as internal statistics such as patch-recurrence.
Lastly, our fine-tuning algorithm is applicable to any state-of-the-art denoising networks only if they
are fully convolutional and the remaining noise is zero-mean, and the fined-tuned denoisers can
further remove the noise compared to the state-of-the-art baseline denoisers.
In Table 2, we summarize differences between our restore-from-restored algorithm and noise-to-
void/noise-to-self algorithms when denoising K recurring patches.
Approach Denoising result Noise variance Training efficiency
Noise-to-void [19]
Noise-to-self [6]
1
K
∑K
k=1 yk
σ2
K Low
Ours 1K
∑K
k=1 x˜k
σ20
K High
Table 2: Comparison with self-supervised methods [19, 6] in denoising K recurring patches. As
σθ0 << σ in general, noise level of the denoised patch by ours is much lower than the results by
noise-to-void [19] and noise-to-self [6]. Moreover, our proposed method also has advantage in the
easiness and efficiency of training.
5 Experiments
5.1 Implementation details
In our experiments, we evaluate the proposed training algorithm with different state-of-the-art
denoising networks such as DnCNN [31], RDN [35], RIDNet [3], CBDNet [17], and N2S [6] as
baseline models on both the Gaussian and real noise datasets.
For Gaussian noise removal, we first pre-train DnCNN, RDN, and RIDNet with Gaussian random
noise (σ is randomly chosen from [0, 50]) on DIV2K training set. During the pre-training phase, we
minimize the L2 loss between the ground-truth clean images and the network outputs with Adam
(learning rate = 1e-5), and conventional data augmentation techniques are applied (e.g., flip, flop, and
rotation). Note that, RDN shows the best performance on public benchmark site [1] in removing
Gaussian noise, and RIDNet shows competitive results. We use the light version of RDN (D = 10, C
= 4, G = 16; refer to [35] for details) due to the limited capacity of our graphics unit (RTX2080).
For real noise removal, we use RIDNet [3], CBDNet [17], and N2S [6] as our baseline networks.
We use the fully pre-trained parameters provided officially for RIDNet, and employ the pre-trained
parameters provided by a third party for CBDNet 1. Note that RIDNet is currently state-of-the-art
method in removing real noise. To fine-tune RIDNet and CBDNet, we use the noise model introduced
in CBDNet [17] to generate the synthetic noisy images, and optimize the parameters using ADAM
(learning rate = 1e-5). We evaluate our fine-tuning performance for real noise removal on public real
noise benchmark datasets, SIDD+ [2] and Nam [26].
5.2 Quantitative and qualitative denoising results
5.2.1 Quantitative comparisons
Gaussian denoising with known noise level In Table 3, we provide quantitative denoising results
by removing Gaussian noise with known noise level. DnCNN, RDN, and RIDNet are fine-tuned with
1Pytorch version. https://github.com/IDKiro/CBDNet-pytorch
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Dataset Urban100 DIV2K BSD68
Method Fine-tuning
Noise level
σ =15 σ =25 σ =40 σ =15 σ =25 σ =40 σ =15 σ =25 σ =40
DnCNN [31]
Fully pre-trained 33.88 31.40 29.07 34.60 31.99 29.66 33.89 31.21 28.92
N = 10 33.99 31.54 29.23 34.65 32.04 29.73 33.95 31.27 28.98
N = 20 34.04 31.60 29.30 34.67 32.07 29.75 33.97 31.29 29.01
N = 40 34.09 31.65 29.36 34.70 32.09 29.77 33.98 31.31 29.02
RDN [35]
Fully pre-trained 34.06 31.64 29.36 34.75 32.15 29.84 33.96 31.29 29.02
N = 10 34.13 31.73 29.48 34.78 32.19 29.89 34.00 31.34 29.07
N = 20 34.17 31.78 29.54 34.80 32.21 29.91 34.02 31.35 29.10
N = 40 34.22 31.85 29.62 34.83 32.24 29.94 34.04 31.38 29.12
RIDNet [3]
Fully pre-trained 34.30 31.94 29.71 34.88 32.29 29.99 34.03 31.37 29.11
N = 10 34.41 32.06 29.87 34.95 32.36 30.07 34.10 31.44 29.18
N = 20 34.44 32.11 29.92 34.97 32.38 30.10 34.11 31.46 29.21
N = 40 34.48 32.16 29.98 34.99 32.40 30.12 34.12 31.47 29.22
Table 3: Fine-tuning results of state-of-the-art methods (DnCNN [31], RDN [35], and RIDNet [3]).
Performance is evaluated in terms of PSNR values, and notably, the proposed method can further
elevate the performance of the state-of-the-art denoising methods. SSIM values are provided in the
supplementary material due to lack of space.
Method Urban100 DIV2K BSD68
DnCNN [31] 29.07→ 29.29 29.66→ 29.74 28.92→ 29.00
RDN [35] 29.36→ 29.56 29.84→ 29.91 29.02→ 29.10
RIDNet [3] 29.71→ 29.92 29.99→ 30.09 29.11→ 29.20
Table 4: Changes of PSNR values before and after fine-tuning DnCNN [31], RDN [35], and RID-
Net [3] on different datasets. Although input images are corrupted by Gaussian random noise with
σ = 40, noise level is not given to Algorithm 1 during the fine-tuning phase. Overall, the perfor-
mance gaps are slightly reduced compared to the results in Table 3, but still show consistently better
denoising results.
Method Dataset SIDD+ [2] Nam [26]
RIDNet [3]
Fully pre-trained 36.43 / 0.9138 39.08 / 0.9585
N = 10 36.51 / 0.9166 39.16 / 0.9590
N = 20 36.56 / 0.9190 39.22 / 0.9594
N = 40 36.61 / 0.9229 39.28 / 0.9599
CBDNet [17]
Fully pre-trained 34.46 / 0.8580 36.51 / 0.9491
N = 10 34.55 / 0.8625 36.65 / 0.9499
N = 20 34.62 / 0.8664 36.77 / 0.9507
N = 40 34.75 / 0.8738 36.99 / 0.9522
Table 5: Fine-tuning results of RIDNet [3] and CBDNet [17] on the real noise datasets (SIDD+ [2]
and Nam [26]). PSNR/SSIM values are measured. We can achieve better results with a larger N .
Method N2S [6] N2S [6] + ours
# updates 500 iterations per image N = 200 N = 600 N = 1000
PSNR 29.40 29.87 31.01 31.29
SSIM 0.638 0.728 0.768 0.791
Table 6: Fine-tuning results on real noise dataset (SSID+). N2S [6] algorithm is used to train the
baseline network (DnCNN [31]) and generate initially denoised results. The trained networks are
updated by our method and can generate much better results in terms of PSNR and SSIM values.
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the proposed method in Algorithm 1. The results are measured on Urban100, BSD68 and DIV2K
validation datasets. In particular, by increasing the number of iterations (N=10, 20, 40), parameters
of our denoisers can be well adapted to the specific inputs and produce consistently better results on
various Gaussian noise levels (σ = 15, 25, 40). Note that the performance gaps between the fully
pre-trained baseline and fine-tuned networks become particularly large when the noise level is high
(more than 0.2dB on the Urban100 dataset with 20 iterations when σ = 40).
Gaussian denoising without knowing the noise level In Table 4, we provide by fine-tuning results
by removing Gaussian denoising without knowing the noise level during the fine-tuning stage.
Therefore, we use randomly generated noise level (between 0 and 50) to synthesize the Gaussian
noise n during the fine-tuning phase (N = 40). Compared to the results in Table 3, the performance
gain is slightly lower in this setting, but the fine-tuned networks still outperform the pre-trained
baseline networks consistently.
Real noise denoising In table 5, we show fine-tuning results of RIDNet [3] and CBDNet [17] on
public datasets including real noise(SIDD+ [2] and Nam [26]). Similar to Gaussian noise removal,
our method further increases the denoising quality as N goes up even with real noise. Moreover, in
Table 6, we compare with the state-of-the-art self-supervision-based approach (noise-to-self, N2S [6]).
We first denoise the real noisy images using the DnCNN [31] trained with N2S algorithm (with
publicly available official code), and then we fine-tune the DnCNN with our method. Note that, we
need relatively a large number of iterations (several hundred times) to improve the results from N2S
since N2S algorithm does not utilize large external datasets for training, and the improved results
verify that our fine-tuning algorithm can be also embedded on top of a self-supervised approach as
well as supervised methods.
5.2.2 Visual results
Please see our supplementary material. We provide extensive visual results on numerous settings
including Gaussian and real noise removing results.
In Figure 1, we show denoising results visually. The input images are corrupted with high-level
Gaussian noise (σ = 40) and real noise. RIDNet [3] is fine-tuned for 40 iterations (N = 40) to remove
the both synthetic and real noise. Our fine-tuned denoiser can produce visually much better results
and restore tiny details compared to the fully pre-trained state-of-the-art baseline (i.e., RIDNet). In
particular, regions where repetitive patterns (e.g., window frames) are restored especially well which
verifies our spatially varying denoising quality.
6 Conclusion
In this work, we show that the performance of the conventional denoising methods can be improved
by using the self-similar patches in the given input. Thus, we introduce a new and simple denoising
approach that allows the update of the network parameters from the fully pre-trained version at
test time, and enhance the denoising quality significantly by combining internal statistics and large
external information. Moreover, proposed algorithm can be generally applicable to many denoising
networks if they are FCN without changing their original network architectures, and intensive and
extensive experimental results demonstrate the superiority of the proposed method.
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(a) PSNR/SSIM
(c)24.47/0.8482
(b)16.55/0.5274
(d)25.71/0.8997Noisy Input (𝜎 = 40)
(a) PSNR/SSIM
(c)24.32/0.6762
(b)16.69/0.3718
(d)26.39/0.8052Noisy Input (𝜎 = 40) (b) 27.14/0.6054
(c) 29.96/0.8682 (d) 30.36/0.8842
(a) PSNR/SSIM
Figure 1: Denoising results by RIDNet [3]. We fine-tune for 40 iterations (N = 40) to remove
Gaussian noise (left) and real noise (right), and PSNR/SSIM values are compared. (a), (b), (c) and (d)
denote the noisy-free, noisy, pre-trained and fine-tuned images respectively.
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Broader Impact
This study proposes a paradigm shift by exploiting a pre-trained network for self-supervised learning
for low-level vision tasks, especially in image denoising. It can be also regarded as an unsupervised
domain adaptation without source data. The target domain has only a single image while source
domain information is from a pre-trained network (note that no source domain images are used in
the test time). It can be widely applied to applications that are difficult to build a large number of
clean image databases, such as medical imaging and hyper-spectral imaging, as well as to perform
fine-tuning using patch recurrence at the test stage. In other words, based on our "restore from
restored" concept, various research institutes, and enterprises can be free of concern about acquisition
of big data.
Furthermore, the proposed method can contribute to providing more opportunities for people to join
the visual AI community. Nowadays, pre-trained weights are commonly shared by lots of global
leader groups. It is easily accessible and applicable. With these pre-trained models, anyone can take
advantage of our method without expensive hardware or big data, and more people can participate in
a low-level vision research field.
In conclusion, we believe that the "restore-from-restored" scheme proposes a new mechanism in
image denoising for increasing the saturated performance, and even suggests a potential solution for
unsupervised domain adaptation when true clean images are hardly obtainable.
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