This paper establishes results on the existence and uniqueness of solutions to McKean-Vlasov equations, also called mean-field stochastic differential equations, in an infinite-dimensional Hilbert space setting with irregular drift. Here, McKean-Vlasov equations with additive noise are considered where the driving noise is cylindrical (fractional) Brownian motion. The existence and uniqueness of weak solutions are established for drift coefficients that are merely measurable, bounded, and continuous in the law variable. In particular, the drift coefficient is allowed to be singular in the spatial variable. Further, we discuss existence of a pathwisely unique strong solution as well as Malliavin differentiability.
Introduction
Throughout the paper let T > 0 be a finite time horizon and let (Ω, F , F, P) be a complete filtered probability space. McKean-Vlasov (for short MKV) equations, also called mean-field stochastic differential equations, are an extension of stochastic differential equations, where the coefficients in addition to time and space are depending on the law of the solution. More precisely, a finite-dimensional McKean-Vlasov equation is commonly defined as
where b : [0, T ] × R d × P 1 (R d ) → R d and σ : [0, T ] × R d × P 1 (R d ) → R d×n are measurable functions, P 1 (R d ) is the set of probability measures over R d with finite first moment, (P Xt ) t∈[0,T ] denotes the law of (X t ) t∈[0,T ] under the probability measure P, and B = (B t ) t∈[0,t] is n-dimensional Brownian motion. The field of MKV equations is a research area that currently gains broad attention. Developing historically from the works of Vlasov [31] , Kac [17] , and McKean [22] on the modeling of particle systems in mathematical physics, an increased interest in MKV equations emerged following the work of Lasry and Lions [19] who applied the mean-field approach to topics in Economics and Finance. Later Carmona and Delarue transfered this approach on mean-field games to a probabilistic environment, cf. the manuscript [11] and the cited sources therein.
In this paper we extend the finite-dimensional MKV equation (1) to infinite dimensions and further consider cylindrical fractional Brownian motion as additive driving noise, i.e. we look at MKV equations of the form
on a separable Hilbert space H. Here, B = (B t ) t∈[0,T ] is (weighted) cylindrical fractional Brownian motion defined as
is an orthonormal basis of H, and {B H k } k≥1 a sequence of independent one-dimensional fractional Brownian motions with Hurst parameters H := {H k } k≥1 ⊂ (0, 1). Note that Hurst parameters in the entire range (0, 1) are admitted, and we introduce the following partition: I − := {k : H k ∈ (0, 1/2)}, I 0 := {k : H k = 1/2}, and I + := {k : H k ∈ (1/2, 1)}. The main objective of this paper is to study existence and uniqueness of a solution to the infinite-dimensional MKV equation (2) for irregular drift coefficients b.
In the literature existence and uniqueness of solutions of the finite-dimensional MKV equation (1) is examined in several papers with respect to various assumptions on the coefficients b and σ, c.f. [4] , [3] , [5] , [8] , [9] , [10] , [12] , [13] , [16] , [20] , [21] , and [24] . In particular, in [20] Li and Min show the existence of a weak solution of a path dependent finite-dimensional MKV equation by the means of Girsanov's theorem and Schauder's fixed point theorem, where they assume that b is merely measurable and bounded as well as continuous in the law variable. Further, uniqueness in law is proven under the additional assumption that b admits a modulus of continuity. Mishura and Veretennikov show in [24] inter alia the existence of a pathwise unique strong solution to a finite-dimensional MKV equation (1) , where they assume the drift coefficient b to be merely measurable, of at most linear growth, and continuous in the law variable in the topology of weak convergence. For their proof they use an approximational approach based on techniques applied by Krylov in the theory of stochastic differential equations, cf. [18] . In [3] , we consider MKV equation (1) with additive noise, i.e. σ ≡ 1, and singular drift coefficients b. More precisely, for b being bounded and continuous in the law variable with respect to the Kantorovich-Rubinstein metric, it is shown that there exists a Malliavin differentiable strong solution of MKV equation (1) . For one-dimensional solutions of (1) we even allow for certain linear growth behavior of the drift in [5] .
Using similar approaches as in [3] and [5] , in this paper existence of a weak solution to the infinite-dimensional MKV equation (2) is established under the assumption that the drift coefficient b is in the space L ∞ (H), i.e. there exists a sequence C ∈ ℓ 1 such that b k ∞ ≤ C k for every b k := b, e k H , k ≥ 1, and for k ∈ I + the projection of the drift b k is Hölder continuous, i.e.
for suitable constants C k , γ k , α k , β k > 0, and K denotes the Kantorovich-Rubinstein metric, cf. (4) . For k ∈ I − ∪ I 0 it is assumed that the projection b k is merely continuous with respect to the law variable. More precisely, in order to show existence of a weak solution we first apply Girsanov's theorem to show the existence of a weak solution to the stochastic differential equation, for short SDE,
is an arbitrary measure process continuous with respect to time. Afterwards Schauder's fixed point theorem [28] is applied to the function ϕ(µ) = P X µ t to show the existence of a fixed point and in particular, to conclude existence of a weak solution to MKV equation (2) .
Assuming additionally that the drift coefficient b is Lipschitz continuous in the law variable, it is shown that the solution of the infinite-dimensional MKV equation (2) is unique in law. In order to show uniqueness in law, we apply similar to [3] and [5] Girsanov's theorem and a Grönwall type argument.
Existence of a strong solution to MKV equation (2) is then a consequence of results on ordinary SDEs. Indeed, we can associate the following SDE to MKV equation (2):
where b P X (t, y) := b (t, y, P Xt ) and X is a weak solution of MKV equation (2) . In order to show that (2) has a strong solution, it suffices to show that there exists a weak solution that is measurable with respect to the filtration generated by the driving noise B. Since X is as a weak solution to MKV equation (2) also a weak solution of SDE (3), it is sufficient to show that every weak solution Y of SDE (3) is a strong solution. Furthermore, if MKV equation (2) has a weakly unique solution, the associated SDE (3) is uniquely determined and consequently, pathwise uniqueness of the solution Y of SDE (3) implies pathwise uniqueness of the solution X of MKV equation (2) . Thus, applying existence results on SDEs as for example stated in [2] , [23] , [26] , and [29] , yields existence of a (pathwisely unique) strong solution of MKV equation (2) . Analogously, Malliavin differentiability of the solution to MKV equation (2) is deduced from results on SDEs, cf. [3] and [5] . The paper is structured as follows. In Section 2 we give a brief introduction to measure spaces, fractional calculus, and fractional Brownian motion. After introducing the driving noise B and a version of Girsanov's theorem, we present in Section 3 the main results of this paper on existence and uniqueness of a weak solution to the infinite-dimensional MKV equation (2) . Concluding, existence of a unique strong solution to MKV equation (2) and Malliavin differentiability are discussed in Section 4.
Notation: Subsequently, we give some of the most frequently used notations. Throughout the paper, let H be a separable Hilbert space with scalar product ·, · H and orthonormal basis {e k } k≥1 ⊂ H. Denote by · H the induced norm on H defined by x H := x, x 1 2 H , x ∈ H. For every x ∈ H and k ≥ 1 we denote by x (k) := x, e k H the projection onto the subspace spanned by e k . We denote by b k : [0, T ] × H × P 1 (H) → R, the projection of b onto the subspace spanned by e k , k ≥ 1. Furthermore, we assume for technical reasons that without loss of generality T ≥ 1.
Let (X , · X ), (Y, · Y ) be two normed spaces.
• We denote by Lip C (X ; Y), C > 0 the space of C-Lipschitz continuous functions f : X → Y, i.e. for all
• For a function f :
• The Gamma function Γ is defined by
Framework
2.1. Measure Spaces. For a general introduction to (probability) measures on metric spaces we refer the reader e.g. to [1] . Let (S, d) be a complete separable metric space, in particular, (S, d) is a Radon space. We define the space M(S) as the space of finite signed Radon measures on (S, B(S)), where B(S) is the Borel-σ-algebra on S. Moreover, let
be the set of finite signed Radon measures over (S, B(S)) with finite p-th moment. M 1 (S) equipped with the Kantorovich norm · K , also called dual bounded Lipschitz norm, defined by
defines a separable Banach space. Analogously, define the according Kantorovich-Rubinstein metric K by
Let P p (S) ⊂ M p (S) be the set of probability measures over (S, B(S)) such that the p-th moment exists, i.e. 
Fractional Calculus.
We give some basic definitions and properties on fractional calculus. For a general theory on this subject we refer the reader to [27] .
The left-sided derivative of g defined in (5) can further be written as
Similar to the fundamental theorem of calculus the following formulas hold
Fractional Brownian motion.
In this section we recall the definition of a fractional Brownian motion and how it can be constructed from a standard Brownian motion using fractional calculus. For a more detailed introduction to this subject we refer the reader to [6] and [25, Chapter 5]
is a one-dimensional fractional Brownian motion with Hurst parameter H ∈ (0, 1), if it is a continuous and centered Gaussian process with covariance function
It is well-known that B H has stationary increments and (H − ε)-Hölder continuous trajectories for all ε > 0. Furthermore, B H is not a semimartingale and its increments are not independent for all H ∈ (0, 1) but H = 1 2 . For H = 1 2 the process B H is a standard Brownian motion.
In the following we divide fractional Brownian motions into three classes by their Hurst parameters. The first class, H ∈ (0, 1 2 ), is referred to as the singular case, the second class, H ∈ ( 1 2 , 1), is referred to as the regular case, and the third class, H = 1 2 , is the class of Brownian motions. Subsequently, we define for each class the kernels K H as well as the related operators K H and K −1 H which allow us to construct a fractional Brownian motion with Hurst parameter H ∈ (0, 1) from a standard Brownian motion. For more details see [14] and [26] . Let W = (W t ) t∈[0,T ] be a standard Brownian motion on the complete filtered probability space (Ω, F , F, P).
Singular Case:
Let H ∈ (0, 1 2 ) and define the kernel
is a fractional Brownian motion with Hurst parameter H. Furthermore, the kernel K H yields an operator K H :
where f ∈ I
). If f is absolutely continuous, we can write
Regular Case: Let H ∈ ( 1 2 , 1) and define the kernel
where
Brownian case: Let H = 1 2 . Obviously, in the case H = 1 2 the kernel is given by K H (t, s) ≡ 1. Thus the operator K H is defined as
, and thus its inverse operator K −1 H is given by
where 
The natural filtration of W augmented by the P-null sets is denoted by
Moreover, we consider a sequence of Hurst parameters H = {H k } k≥1 and the associated partition {I − , I 0 , I + } of N defined by (6) and (8), respectively. Note that by construction the fractional Brownian motions {B H k } k≥1 are independent. We then define the cylindrical fractional Brownian motion B H with associated sequence of
Observe that the natural filtration of B H augmented by the P-null sets and F W coincide. Furthermore, for a given sequence λ :
and thereby construct the weighted cylindrical fractional Brownian motion B by
Due to the following lemma, the process B is continuous in time and is in L 2 (Ω; H). 
Proof. Note first that for every k ∈ I − and time points s, t ∈ [0, T ], the fractional
In the case of a standard Brownian motion, i.e. H = 1 2 , the exact value of the expected maxima is known and is equal to 2T π . Using Sudakov-Fernique's inequality (see [ 
Let us now consider the weighted cylindrical fractional Brownian motion B defined in (11) . Using the previous bounds we have that
Consequently, the stochastic process B is almost surely finite and the sequence of projections { n k=1 B, e k H e k } n≥1 is a Cauchy sequence in L 1 (Ω; C([0, T ]; H))
converging almost surely to the process B. Thus, t → B t is continuous on [0, T ]. Furthermore, using Parseval's identity we get 
where K −1 H k is defined as in (7), (9) , and (10), respectively, then the shifted process
is a cylindrical fractional Brownian motion with associated sequence of Hurst parameters H = {H k } k≥1 under the new probability measure P defined by d P dP := E T , where
It is shown in [26] that in the case k ∈ I − ∪ I 0 it is sufficient to assume T 0 |u (k) s | 2 ds < ∞ such that for u (k) condition (i) in Theorem 2.4 is fulfilled. In the case k ∈ I + condition (i) in Theorem 2.4 is fulfilled if the process u (k) is assumed to have Hölder continuous trajectories of order H k − 1 2 + ε for some ε > 0. If we assume further that
is a sequence of constants, then assumption (ii) is also fulfilled and thus Girsanov's theorem is applicable. We summarize these observations in the following corollary. 
Existence and Uniqueness of Weak Solutions
In this section we proof under sufficient conditions on the drift function b the existence and uniqueness of weak solutions to the MKV equation (2), where the weighted cylindrical fractional Brownian motion is characterized by a given sequence of Hurst parameters H and the weighting operator Q. We show first existence of a weak solution using Theorem 2.4 and Schauder's fixed point theorem. Afterwards weak uniqueness of the solution is proven. Let us first recall the definition of a weak solution and uniqueness in law, and then state the main result of this section. is a weighted cylindrical fractional Brownian motion with respect to (F, P), (iii) X satisfies P-a.s. MKV equation (2), where P Xt ∈ P 1 (H) denotes for all t ∈ [0, T ] the law of X t with respect to P.
Remark 3.2. We merely say that X is a weak solution of MKV equation (2), if there is no ambiguity about the filtered stochastic basis (Ω, F , F, P, B). (2) is called unique in law, if for any other weak solution (Ω 2 , F 2 , F 2 , P 2 , B 2 , X 2 ) of (2) it holds that P 1 X 1 = P 2 X 2 , whenever P 1
Definition 3.3 A weak solution (Ω
where ρ > 0 and 0 < κ < 1 are constants. Furthermore, assume that in the case
where γ k > H k − 1 2 , 2 ≥ κα k > 2H k − 1, and κβ k > H k − 1 2 , and in the case k ∈ I − ∪ I 0 that for every µ ∈ C([0, T ]; P 1 (H)) and every ε > 0 there exists δ > 0 such that for all k ≥ 1 and ν ∈ C([0, T ];
Then, MKV equation (2) has a weak solution.
The proof of Theorem 3.4 is divided into two main steps. First we show using Theorem 2.4 that for every µ ∈ C κ ([0, T ]; P 1 (H)), for some suitable κ > 0, the (distribution dependent) SDE
has a weak solution. Second, we apply Schauder's fixed point theorem, see [28] , to find a solution of MKV equation (2) . Let us start with the application of Girsanov's theorem in the following lemma.
Lemma 3.5 Let
Furthermore, assume that for every k ∈ I + the function b k fulfills assumption (13) . Then for every µ ∈ C κ ([0, T ]; P 1 (H)), SDE (15) has a weak solution which is unique in law.
Proof. Let (Ω, F , F, P) be a complete filtered probability space with a sequence of independent Brownian motions {W (k) } k≥1 defined thereon. Following the constructions in Section 2.4, we define the cylindrical fractional Brownian motion B H with associated sequence of Hurst parameters H = {H k } k≥1 generated by W . Further, we define the process X µ
, fulfills the assumptions of Corollary 2.5, we get due to Theorem 2.4 that the process
is a cylindrical fractional Brownian motion with respect to the probability measure P µ defined by dP µ dP := E µ T , where
Consequently, the sextuple (Ω, F , F, P µ , √ QB H,µ , X µ ) is a weak solution of SDE (15) . Thus it is left to show that u fulfills the assumptions of Corollary 2.5.
Let k ∈ I − ∪ I 0 . Then,
where we have used that b k is bounded by λ k C k . Consider now the case k ∈ I + , then we get for t, s
where we have assumed without loss of generality that γ k = κβ k . Due to Kolmogorov's continuity theorem and the assumptions γ k > H k − 1 2 and 2 ≥ κα k > 2H k − 1, we get that u (k) is (H k − 1 2 + ε)-Hölder continuous in t ∈ [0, T ] for some ε > 0 and hence, assumption (i) of Theorem 2.4 is fulfilled for all k ≥ 1 due to Corollary 2.5. Next, we show that assumption (ii * ) holds, i.e. for all k ≥ 1
and thus we define D k := T C 2 k for k ∈ I 0 . In the case k ∈ I − it is shown in [2] that
and thus we define D k := T 2 C 2 k for k ∈ I − . Last, we consider the case k ∈ I + and get that
Due to (17) there exists ε > 0 such that for all
Thus, (18) can be further bounded by
Here, we have used that sup α∈(0, 1
Integrating the squared of the inverse kernel over the time interval [0, T ] yields
and thus we define D k :=
which is finite by assumption. Thus the stochastic exponential E µ T is well-defined and gives the probability measure P µ . If E µ T is invertible, the solution of SDE (15) is unique in law. Indeed, let X and Y be two solutions of SDE(15) with respect to the measures P and Q, respectively. Then, we have for every bounded functional f : H → R that
and thus X and Y have the same law. Here,
is a sequence of independent Brownian motions with respect to the measure P µ which generate the fractional Brownian motions {B H k ,µ } k≥1 .
In order to show that η T is well-defined it suffices by Corollary 2.5 to prove that the assumptions (i) and (ii * ) are fulfilled. Due to the proof of the existence of a weak solution of SDE (15) , in particular the derivation in (17) , it suffices to show that for every
Using Hölder's inequality and the fact that X µ solves the SDE (15) we get for every k ∈ I + that
Consequently, E µ T is invertible and thus the solution is unique in law. As a direct consequence of the proof of Lemma 3.5 we get under the assumption that there are no Hurst parameters of the regular case, i.e. I + = ∅, existence and uniqueness (in law) of a solution for an even broader class of drift coefficients b and measures µ. Next, we come to the second step of the proof of Theorem 3.4, namely the application of Schauder's fixed point theorem, see [28] . , s ∈ [0, T ], we can insert µ * in SDE (15) and consequently get a weak solution of MKV equation (2) . In order to apply Schauder's fixed point theorem we have to verify that (E, · K * ) is convex,
, which can be bounded equivalently to A. Hence, ψ is continuous. ψ maps E onto itself. It suffices to show that for every µ ∈ E
Let µ ∈ E be arbitrary and without loss of generality s < t. Then we get
, µ ∈ C κ ([0, T ]; P 1 (H)) ⊂ P 1 (H). By the last step, we already know that for s, t ∈ [0, T ] and µ ∈ C κ ([0, T ]; P 1 (H)),
where ∆ is the closure of ∆ with respect to the Kantorovich-Rubinstein metric. If we can show that ∆ is relatively compact, then G will be compact.
Indeed, note first that G is a closed set of equicontinuous functions. Moreover, for every s ∈ [0, T ] the set
is relatively compact due to the compactness of ∆. Hence, we can apply Arzelá-Ascoli's theorem which shows the compactness of G with respect to the metric induced by · K * .
In order to show relatively compactness of ∆, note first that relatively compactness of ∆ is equivalent to tightness of ∆. Tightness of ∆ then again is implied by uniformly integrability of the set 
Finally, we can apply Schauder's fixed point theorem, which yields a fixed point µ * = ψ(µ * ) = P µ * X µ * . Define P := P µ * , X := X µ * and B H := B H,µ * . Then, (Ω, F , F, P, B H , X) is a weak solution of MKV equation (2) .
For the case I + = ∅ we get an immediate extension of Theorem 3.4. 1 , and assume that b is continuous in the sense of (14) . Then, MKV equation (2) has a weak solution.
Corollary 3.7 Assume
Proof. The proof is analog to the proof of Theorem 3.4, where we define the sets
Concluding this section we show that under slightly more regularity in the law variable of the drift b we get a solution which is unique in law. 
Then, MKV equation (2) has a weak solution which is unique in law.
b (s, X s , P Xs ) ds , and
Consequently, 
Consequently,
Assume t 0 K(P Xs , P Ys ) 2q ds ≥ 1. Then,
In the case 0 ≤ t 0 K(P Xs , P Ys ) 2q ds < 1, we get
Next we show that t → K P Xt , P Yt is continuous. Since t → X t and t → Y t are almost surely continuous, we immediately get that t → P Xt and t → P Yt are weakly continuous. Furthermore, it can be shown as in the proof of Theorem 3.4 that {P Xt : t ∈ [0, T ]} and P Yt : t ∈ [0, T ] are relatively compact with respect to the Kantorovich-Rubinstein metric and consequently, that t → K P Xt , P Yt is continuous. Hence, using Grönwall's inequality in the first case and a non-linear Grönwall type inequality by Stachurska [15, Theorem 25] in the second, yields K P Xu , P Yt = 0 for all t ∈ [0, T ] and thus the proof is complete.
Strong Solutions and Pathwise Uniqueness
In this section we examine under which assumptions MKV equation (2) has a pathwisely unique strong solution. Therefore, we first recall the definitions of a strong solution and pathwise uniqueness. (2) is a weak solution (Ω, F , F B , P, B, X) where F B is the filtration generated by the weighted cylindrical fractional Brownian motion B and augmented with the P-null sets.
Definition 4.1 A strong solution of MKV equation

Definition 4.2
We say a weak solution (Ω, F , F, P, B, X) of MKV equation (2) is pathwisely unique, if for any other weak solution (Ω, F , F, P, B, Y ) on the same stochastic basis with the same initial condition X 0 = Y 0 ,
Remark 4.3. In the following we speak of a unique solution, if the solution is unique in law and pathwisely unique.
Provided that a weak solution of MKV equation (2) exists, the task of proving the existence of a strong solution becomes a problem in the field of SDEs. More precisely, the difference between a weak and a strong solution lies in the measurability with respect to the filtration of the driving noise. Since the dependence on the law is mere deterministic, it does not effect adaptedness of the solution. Therefore, the SDE
can be considered, where b P X (s, y) = b (s, y, P Xs ) and (X s ) s∈[0,T ] is a weak solution of MKV equation (2) . For more details on this transition we refer the reader to [5] . Subsequently we give a general result regarding strong solutions of MKV equation (2) . Proof. Due to Theorem 3.4 there exists a weak solution X of MKV equation (2) . Moreover, X can be seen as a weak solution of the associated SDE (21) . Since SDE (21) has a unique strong solution Y , i.e. in particular Y is a weak solution which is unique in law, we have that X and Y have the same law. Thus, equations (2) and (21) coincide and Y is a strong solution of MKV equation (2) .
Under the additional assumptions sup k∈I + H k < 1 and condition (20) , we know by Theorem 3.8 that the weak solution X of MKV equation (2) is unique in law. Consequently, there exists a unique associated SDE (21) , which has by assumption the unique strong solution Y . In particular, Y is also a strong solution of MKV equation (2) due to the first part. Since the associated SDE is uniquely determined, the pathwise uniqueness of a solution to SDE (21) transfers to the solution of MKV equation (2) . Thus, Y is the unique strong solution of MKV equation (2) .
In the following we link Theorem 4.4 to results in the literature on the existence of strong solutions of SDEs. We start with a corollary in the infinite-dimensional case applying the result of [2] . Subsequently, we consider the finite-dimensional case applying the result of [26] . Consider now the one-dimensional real-valued MKV equation
where b : [0, T ] × R × P 1 (R) → R and B H t one-dimensional fractional Brownian motion with Hurst parameter H. Then, MKV equation (22) has a strong solution. If in addition condition (20) is fulfilled, the solution is unique.
