This paper presents a particle filter approach to solving radio source localization using only received signal strength indicator (RSSI) measurements. It uses a model that exploits the behavior of wireless signals in free space and obtains position estimates from the signal strength. These noisy position estimates are then used in a particle filter which estimates the posterior distribution of the radio source location. Simulation results demonstrate how the method works with one or more targets and show that the error quickly stabilizes to below 200 meters after 100 readings. Experiments conducted on two sets of flight data show that the error stabilizes to below 350 meters in a duration of a few minutes.
I. Introduction
In the last few years the number of mobile radio-frequency (RF) devices has grown and become pervasive. These devices, which play a crucial role in many applications, contain a large amount information and consequently there is a need to localize them. For example, avalanche beacons, radio emitters and mobile devices need to be localized for search-and-rescue, target tracking and location-aware applications respectively.
The problem of RF localization is not new and several hardware based approaches such as time-differenceof-arrival 1, 2 (TDOA), time-of-arrival 3, 4 (TOA), and angle-of-arrival 3, 4 (AOA) have long been used to find the position of the radio source. More recently, multi-agent cooperative localization [5] [6] [7] [8] approaches have been developed for aerospace and robotics applications. While all of these approaches provide good localization performance they either require special or multiple sensors onboard a single robot or employ multiple robots thereby increasing the cost of the system. An alternative to these approaches would be to directly utilize RF received signal strength indicator (RSSI) measurements in the estimation process. Such a solution would only require commercial-off-the-shelf (COTS) RF receivers. Developing a single robot COTS solution will not only lower the cost of each system but also reduce its space and battery life requirements. All of these are significant factors that contribute to the feasibility of the operations. It is for these reasons that there is an interest in studying radio source localization using RSSI measurements of wireless signals.
Approaches that use RSSI measurements can be broadly divided into two categories: fingerprinting and RSSI-based position estimation. Fingerprinting 9-11 profiles the signal behavior throughout the environment using large number of signal samples during training phase. This approach is used in wireless networking to help mobile devices infer their own position by comparing their current signal fingerprint to the training samples. In contrast, techniques that use RSSI-based position estimation first learn the signal propagation model of the environment using signal samples 12, 13 and then use the model to infer the position of the transmitter using the RSSI measurement. Thus, techniques in both these categories require training samples to perform calibration prior to the localization phase. However, in robotics applications where the target is unknown there may be no opportunity to perform calibration. In such circumstances, it is important to design a RF localization approach that does not require any a priori information about the operating environment.
A low-cost, calibration-free COTS solution to localization is significant beyond the purpose of target localization. Using such techniques any robot with a wireless receiver onboard will be able to exploit signals of opportunity for navigation and simultaneous localization and mapping (SLAM).
The constraints imposed by the unknown nature of the operating environment directly impact the difficulty of the already challenging task of transforming RSSI measurements into position estimates. Because RSSI (in dBm) is a nonlinear function of the position of the transmitting target and the receiver onboard the robot, no single measurement can be used to localize the target. This also means that there is a geometric dependence on the dynamics of the sensor i.e. the robot. In this sense, the problem is very similar to the complex range-only localization problem 14 because every RSSI measurement provides an annular distribution of the target position about the sensor. If in addition to this the radio model parameters for the environment are unknown, position estimation becomes harder.
In this paper, we use a particle filter to deal with the uncertainty introduced by noisy RSSI measurements and the consequent dynamic observability of the position. Particle filters have previously been used for robot localization and SLAM.
15 However, they have either been used with both range and bearing measurements 15, 16 or with only range 17 or only bearing 18 measurements collected using special hardware. In contrast, we do not assumes access to direct range and/or bearing measurements, but instead demonstrate how the particle filter can be used to solve a harder problem with only RSSI measurements.
Solving RF localization in an unexplored environment using only RSSI measurements presents two main challenges
• The problem of estimating position from the RSSI is challenging in the absence of calibration data because the RSSI measurement depends on the unknown state of the target as well as unknown radio model parameters.
• RSSI measurements provide a non-Gaussian distribution of the target location, and hence the position is dynamically observable.
Our particle filter approach overcomes the absence of specialized hardware and a priori information of the RF environment, and addresses these two challenges with a probabilistic solution.
Our interest in RF localization is motivated by the need to detect and localize targets using an unmanned aerial system (UAS). 19, 20 Due to their ubiquitous and pervasive nature, 802.11 WiFi devices represent a large class of potential targets. Hence, in this paper we focus on the localization of 802.11 WiFi mobile devices, which can be seen as a significant instance of the RF localization problem. In addition, WiFi devices are capable of providing a unique identity of the transmitter via the data packets in the transmission, thereby eliminating the data association problem. For these reasons we have chosen this type of RF transmission to study the problem. However, it is important to note that a WiFi localization solution requiring only RSSI measurements will easily scale to the general RF localization case.
II. System Model

A. Sensing Model
The objective of the estimation problem is to find the 2D position of a ground target. Let the state or location of the target being estimated, at the discrete timestep k, be given by
In WiFi localization the unmanned aircraft (UA) uses the received signal strength indicator (RSSI) from the receiver onboard to localize the target. Thus, the sensing model assumes that the sensor location is given by the position of the aircraft
where p s = [x s y s ] and φ s is its heading angle. The motion model of the aircraft is given bẏ
T is the control input. The sensor measurement z k at timestep k is a function of the positions of both the UA and the target. The measurement function is given as follows
where η is measurement noise. 802.11 radio sources provide their own unique identification in the transmissions. Thus, WiFi-localization does not involve solving the data association problem and the receiver onboard the UA is aware of which radio source x tar any given RSSI measurement belongs to. RSSI measurements are a relative measure of the RF power and their conversion to the absolute scale of received power P is straightforward. Hence we model the measurements using the empirical radio model 21 as follows,
where the r 0 and k 0 are the reference distance and power, r = p tar,k −p s,k is the distance or range between the transmitter and receiver, α is the path loss exponent and η is the noise term. P 0 and α are the radio model parameters and depend on the operating environment. While the power term depends on the RF source, the path loss exponent α is influenced by the extent of multipath propagation.
B. Estimation Problem
If the radio model parameters, α and P 0 are known, Equation (2) can be used to estimate the position of the target using RSSI measurement P k taken by the UA at position p s,k . However, while localizing an unknown radio source in a previously unseen environment, both the radio model parameters are unknown as well. This makes the position dynamically observable and complicates the task of localizing the target from the RSSI.
For indoor localization the robotics and networking communities often estimate these two parameters empirically. 9, 12, 22 This is done by collecting a large number of RSSI measurements at known positions, and using this data to solve a least squares problem.
Applying this approach in the case of unmanned aircraft(UA) based WiFi localization has two problems. Firstly, the expanse covered by UAs is much larger than the environments in robotics and networking problems. This would make the calibration task not only tedious but also expensive. Secondly, several applications of WiFi localization may not have access to the operating environment a priori in order to allow for calibration. In such cases we need an estimation technique that works even in unexplored environments when the power term and α are both unknown. Applying this approach in the case of unmanned aircraft(UA) based WiFi localization has two problems. Firstly, the expanse covered by UAs is much larger than the environments in robotics and networking problems. This would make the calibration task not only tedious but also expensive. Secondly, several applications of WiFi localization may not have access to the operating environment a priori in order to allow for calibration. In such cases we need an estimation technique that works even in unexplored environments when the power term and α are both unknown.
While the nature of UAS applications prevents the use of convenient modeling techniques like calibration, it allows us to take advantage of the fact that UAs operate in outdoor and largely open environments. Because of this we can make the free space assumption i.e. we assume α ≈ 2, thereby eliminating one of the two unknowns in the model which depend on the environment. Additionally, we assume similarity between the radio sources and use a fixed value for P 0 .
In general, when the noise term η in Equation (2) is small, using fixed values for both the parameters can severely compromise the performance of the radio model. However, when operating in free space radio transmissions suffer from several fading and interference effects which introduce a large amount of noise in the measurements. We model this noise using a Gaussian noise term η ∼ N (0, σ 2 n ) with a large standard deviation. Because of its large magnitude this term also accounts of the error in the model parameters.
III. Particle filter based Localization
Given the empirical radio model and the position of the aircraft p s,k , we can only obtain the range of the target x t from the UA but not its 2D position (Equation 2). In this aspect, WiFi based target localization is similar to the range-only localization problem, which is solved by trilaterating three or more range estimates. 21 However, the large amount of noise in the RSSI measurement due to free space radio transmission introduces large uncertainties in the range estimates. If the noise in the range estimate is given by ρ ∼ N (0, σ 2 r ), then the transmitter can be located at a distance of anywhere between R − σ r and R + σ r . As a result, each range measurement now corresponds to a ring shaped region around the UA. Instead the process needs to be modified to take the uncertainty in the range estimate into consideration.
When localizing a point (in two or three dimensions) in presence of uncertainty, several filtering techniques like the Kalman filter, Extended Kalman filter and Unscented Kalman filter can be employed. While these methods have the advantage of providing a compact representation of the position estimate and its uncertainty, they fail to represent non-Gaussian and multi modal distributions.
15
In the case of range-only localization, there is an annular or ring shaped distribution for the target location. Since this distribution is non-Gaussian in nature, the above mentioned filtering techniques are not capable of representing the location estimates and their uncertainty.
14 Instead we use a particle filter to handle the uncertainty and estimate the posterior distribution of the target's location.
A. Sampling Importance Resampling
The 2D position of each radio source being localized is estimated by a separate particle filter using sampling importance resampling. 15 Each of the particles in this particle filter represent a hypothesis of the state i.e. the radio source's 2D location. Thus the state of the i th particle at timestep k is given by
When a signal is received from a radio source for the first time, a new particle filter is initialized for that particular transmitter and the particles are uniformly distributed in a circular region around the UA i.e. the receiver location given by x s,k .
If the initial RSSI measurement is extremely noisy and underestimates the range, the particle cloud could fail to cover the true location of the radio source. Going further in time, the particle filter may not be able to rectify this problem and may miss the target. In order to prevent such estimation failures, the radius of this initial region, called the listening radius, is fixed and not computed using the first RSSI measurement. The pessimistic and signal independent initialization of the particle filter increases the probability that the particle cloud covers the true location of the target.
In the case of stationary targets, the particles' states do not change
The measurement equation is given by Equation (2)
is the Gaussian noise term. This measurement equation is used to predict the observation at timestep k given the state of each particle i, aŝ
In order for the particles to approximate the target distribution i.e. p(x
k |z 1 , z 2 , . . . , z k ), they have to be resampled using importance weights given by,
These particles are then resampled in order to obtain the set of particles to be propagated to be next timestep. Particles with higher weights i.e. particles that represent higher probability hypotheses have a higher chance of being resampled. Thus, resampling concentrates the particles in regions of higher probability.
B. Particle Degeneracy
Since the targets are stationary, the particle state does not change with time. In such cases, resampling can result in depletion of the particles due to the concentration of many particles at few high probability states. At the same time, the number of particles have a direct impact on the sampling density and the localization resolution. If particles stay stationary through the estimation process, the initial sampling density introduces a bias into the estimation.
In order to prevent both of these scenarios, we introduce some noise into the particle states during resampling,
where q ∼ N (0, σ 2 r ) and δ < 1 (6) which is represented by the second term in Equation (6) . This results in more diverse sampling of the region. However, while this noise is desirable in the initial stages when the particle cloud is large and low density, such noise can be detrimental when the cloud is converging towards a solution. To prevent such an eventuality the amount of noise is reduced by means of discounting. In Equation (6), δ < 1 is the discounting factor. Due to discounting the noise added to the particle state is reduced with each timestep. In fact, after a fair number of observations (about 35) have been made, the algorithm switches to a low variance sampling algorithm for resampling. 15 In this technique, the particles are not resampled independently. Instead, the particles are drawn in a way that is dependent on the others. The benefit of this method is that it retains all of the particles if there is no significant difference in their weights. This prevents random rejection of particles that can occur in independent resampling. In other words, by using low variance sampling the algorithm becomes more cautious about discarding particles with each timestep.
IV. Experiments
As mentioned in Section IIB, since the UA is operating in outdoor environments in free space, the large amount of noise reduces the variability in the measurements. Hence we used Bayesian linear estimation to estimate the parameters θ = [P 0 α]
T of the linear model x = Hθ + η where x are RSSI measurements collected during a NexSTAR UAS 23 flight. Based on the rationale explained in Section IIB, the prior for θ was chosen to be a Gaussian with the following mean and covariance,
Also we set, σ n = 20dBm
By estimating the mean of the Gaussian posterior, using
the Bayesian Linear Model calculated the values of P 0 = −29.9 and α = 2.2, respectively, Similarly, after studying the noise in the samples the listening radius was fixed to the large value of 800m. Finally, based on the observed degeneracy of the particles in the initial design phase of the algorithm we set σ r = 100m. The following subsections explain the testing and performance of the algorithm on synthetic data and flight data. We calculate the target position estimate using a weighted mean of the particle distribution and compute the estimation error as the Euclidean distance between the target's true and estimated positions.
A. Simulations
For the simulation experiments the UA positions for 100 timesteps were randomly generated. The ranges for the positions at each of these timesteps were computed and then converted to RSSI measurements using radio model parameter values of α = 2.5 and P 0 = −30dBm, and a noise term with a standard deviation of 10dBm.
Figures 1 shows the particle filter localization of a single target upto timestep 100. Figure 1(a) shows the initialization of the particle filter in a circle around the UA. The radius of this circle is equal to the listening radius. In the remaining subfigures we see how the particle filter develops at timesteps k =10, 30, 50, and 75. The true target position is given by the black triangle and the position of the UA is marked using a black circle. Finally, Figure 1(f) shows the target position as estimated by the particle filter at the end of 100 timesteps. Figure 2 shows the plot of the single target localization error versus time, from timestep 1 to 100. Due to the dynamic observability of the position, as well as the discounting, the error fluctuates quite a bit in the initial period. However as the number of timesteps and observations increase, the variability in the estimated position reduces due to the decreased dependence on the UA positions as well as the switch to low variance sampling. This stabilization of the error after several measurements have been taken can be seen in the plot. The final error in the position estimate is 163.8m. Figure 3 illustrates how WiFi localization for two separate targets can be handled by the algorithm simultaneously. In this example, WiFi signals from both the targets were first detected at the same timestep. Consequently, two particle filters were initialized together. The green triangles and the red squares in Figure  3 (a) represent the particles of these two particle filters, whereas the true positions of their corresponding targets is given by the black triangle and square respectively. The position of the UA is once again shown using a black circle.
We can see in Figure 3 (b) that with consequent measurements from each of the radio sources, both particle clouds begin to move towards the true positions of the targets. This convergence of both particle filters continues as k increases till the particle clouds become concentrated in small regions. Figure 3(d) shows the estimated positions of both targets at the end of timestep 100. Figure 4 shows the estimation error of both the targets throughout the 100 timesteps. Observing the error behavior over time for both targets, we see that while it fluctuates in the early iterations, it stabilities after about 50-60 iterations. These fluctuations correspond to the breaking up of the particle cloud into smaller groups. However, once the particles in both particle filters begin to converge to a final location, the errors show a stabilizing trend. The final errors are 149.2m and 73.8m for targets 1 and 2 respectively. Thus, Figures 4(a) and (b) demonstrate how the estimation errors for both targets simultaneously and independently reduce over time. Finally, Figure 5 shows the WiFi localization for four independent targets using four separate particle filters. The final estimated positions of each of the four targets at k=100 are also marked in Figure 5 . Figure  6 shows the behavior of their estimation errors over time in a single graph. In this plot, we can clearly see that around k = 40 i.e. soon after the algorithm switches to low variance sampling, the estimation error for two of the targets has stabilized. However, this is not the trend followed by the errors of the remaining two targets. While target 4's error fluctuations begin to reduce around k = 50, target 1's error stabilizes only after k = 70. This behavior is a strong indication of the impact the UA's trajectory has on the estimation accuracy. In this example we see that the chosen UA positions produce a geometry that favors two of the targets and their error reduces quickly as new measurements are taken. However, the same trajectory does not provide sufficient information that could help in estimating the positions of targets 1 and 4 more efficiently in lesser time.
In all these cases we can see that the error settles well below 200m in just 100 timesteps.
B. Flight Data
The same algorithm was run on RSSI measurements taken from different emitters during NexSTAR UAS 23 flights. In both these flights the UA measured RSSI from a transmitter placed on the ground. 19 The signal strength readings and the UA positions from these flights were then used as input to the particle filter. The locations estimated by the particle filter were then compared with the ground truth to compute the error in meters. The first flight data set comprises of RSSI measurements taken during a flight conducted on May 12 2009. Figure 7 shows the true ground position of the emitter as well as the trajectory of the UA in this flight. We can see that the UA followed a more or less circular orbital path around the target position. We find this magnitude of the estimation error a little puzzling because a circular trajectory is very informative for estimating position from the RSSI measurement. We believe that this error may be the result of noisy RSSI measurements.
The second set of flight data from Sept 24 2009 was collected using a different trajectory as shown in Figure 9 . Once again, the estimated and true positions of the emitter are shown by red and black triangles. Figure 10 shows how estimation error (in meters) changes over time and finally settles at 217m. Figure 10 demonstrates the successful performance of the particle filter on real flight data.
V. Conclusion and Future Work
In this work we have presented a particle filter solution for localizing a radio source using only the RSSI measured by a WiFi receiver onboard a UA. We use an empirical radio model for the signal propagation and take advantage of the low variability of the signal in free space to obtain position estimates from the RSSI measurements. The annular distribution obtained from these noisy range estimates is then transformed into a posterior distribution for the target location using a particle filter. The particle filter provides a good probabilistic framework for dealing with the nonlinearity, geometric dependencies and uncertainty in the problem. The experiments show that using the path loss exponent for free space along with a large standard deviation for noise, we can achieve localization error as low as 200m.
The results also provided strong evidence that the estimation error is impacted by the UA motion. In the experiments presented in this paper, both simulation as well as real flights, the motion planning for the UA was not based on or in any way linked to the estimation process. Because of the dynamic observability of the position estimate, the next logical step for obtaining higher estimation accuracy would be to incorporate planning into this framework. Including planning will provide more fine-grained control as well as reduce the time for localization.
Finally, the accuracy of the localization can be improved by including some technique which estimates the unknown radio model parameters. These parameters as well as the noise are dependent on the operating environment, as can exhibit both spatial and temporal variations. Thus, it is necessary to be able to estimate these and adapt to changing operating conditions. The challenge of this task lies in designing an estimation technique that does not require a priori calibration and can work in unexplored environments as well.
