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Tato bakalářská práce se zabývá ovládáním aplikace pro 3D modelování pomocí senzoru
Microsoft Kinect. Hlavním cílem je prozkoumat možnosti a vhodnost tohoto senzoru pro
rozpoznávání gest a jejich následné využití při ovládání aplikace. Práce se soustředí na tři
hlavní úkoly. Jedná se o ovládání menu, ovládání rotace a ovládání ořezávání.
Abstract
This bachelor thesis deals with application control using sensor Microsoft Kinect. The main
goal is to explore the possibility and the suitability of the sensor for gesture recognition
and their using in control application. The work focuses on three main tasks. Namely, menu
control, rotation control and trimming control.
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Tato práce se zabývá ovládáním aplikace prostřednictvím senzoru Microsoft Kinect. Cílem
je tedy prozkoumat možnosti senzoru pro rozpoznávání gest a jejich využití při ovládání
aplikace. Součástí zadání je tuto aplikaci navrhnout a případně i vytvořit. Gesta jsou alter-
nativou ke klasickým ovládacím prvkům. Jejich výhodou je, že fungují v reálném 3D světě,
což je činí více vhodným pro jistou sortu úkonů.
Jako ovládaná aplikace byl zvolen program sloužící k modelování ve 3D prostoru. V
rámci práce jsem se soustředil především na dvě modelovací operace. Jedná se o rotaci a
ořezávání. Třetí oblastí, na kterou jsem se zaměřil bylo samotné vybrání operace v rámci
celého programu(ovládání menu).
Kapitola 2.1 pojednává o 3D uživatelských rozhraních. Práce pokračuje částí 3, jež se vě-
nuje senzoru Kinect. Jsou zde popsány jednotlivé části, jak funguje a jakým způsobem je s ním
možné pracovat. V dalších kapitolách se již věnuji implementované části. V kapitole 4 je
popsán prvotní návrh s jakým jsem k problému přistupoval. Následující kapitoly jsou pak
věnovány vždy jedné z oblastí řešení. Obvykle v nich nejprve popíšu původní návrh dané
problematiky, v každé je otestování implementace s vyhodnocením výsledků, po němž ná-
sledují případné změny. Již během práce na kapitolách 5, 7, 8 a 9, jsem došel k závěru,
že kterékoliv z nich by bylo možné věnovat samostatnou práci, nelze tedy v jediné popsat
všechny myšlenky, nápady a závěry, ke kterým jsem v průběhu psaní dospěl. Přesto jsem
se v každé kapitole snažil zdůraznit to nejdůležitější a případným budoucím studentům





Dnešní uživatel PC má k dispozici již zavedenou sadu ovládacích prvků (jedná se například
o myš a klávesnici) a výstupních zařízení (monitor). Tyto komponenty jsou však pro některé
případy nevhodné. Například pro manipulaci s objekty ve 3D prostoru - úkol, pro který
je myš pracující ve 2D prostoru nedostačující. Většina těchto netradičních případů se týká
prostředí, která pracují v reálném nebo virtuálním 3D prostoru. Proto rozhraní, která jsou
pro ně vyvíjena, nazýváme 3D uživatelská rozhraní[3]. Vzhledek k tomu, že cílem této práce
je prozkoumat možnosti ovládání aplikace pomocí gest, bylo nutné se tomuto typu rozhraní
věnovat a prostudovat jeho vlastnosti a problémy, které přináší.
Klasický WIMP se pořád používá, ale další netradiční zařízení, komponenty a principy
pro rozhraní se stále více rozšiřují. Mezi ně patří i prostorová vstupní zařízení (anglicky
spatial input devices), 3D ukazovače a další hardware umožňující zpracování gest. (Sem
patří i senzor Kinect - viz kapitola 3)
Přednosti práce ve 3D prostoru je, že poskytuje uživateli pocit, že ”je tam”. Dojde
k nahrazení fyzického prostředí virtuálním, což má využití speciálně pro některé aplikace
orientované na simulaci, tréning nebo hraní.
S rozvojem technologií pracujících ve 3D prostoru přicházejí také nové problémy. Pro člo-
věka může být obtížné rozumět 3D prostoru a provádět v něm úkony. Přestože sami žijeme
v 3D realitě, fyzický svět obsahuje mnohem více podmětů a překážek (gravitace), které
nemohou být reprezentovány počítačovou simulací zcela přesně. Tomuto problému je při
návrhu třeba věnovat patřičnou pozornost.
2.1 Design 3D uživatelského rozhraní
Problematika designu uživatelských rozhraní obecně je značně rozsáhlá. Úvod této kapitoly
je věnován obecným pravidlům návrhu 3D UI. V následující části se pak věnuji oblastem,
kterými jsem se v rámci této práce rozhodl zabývat. Jedná se především o clutching me-
chanismus, který byl vzhledem k povaze ovládané aplikace jeden z nejdůležitějších prvků
rozhraní. Dále zde probírám některé z dalších principů uvedených v knize [3](jedná se o two-
handed interaction a výhody relativního prostoru). Poznatky získané při studiu těchto pro-
blematik jsem využil v praktické části.
Efektivita a použitelnost 3D UI závisí na detailech interakčních technik. Jde o vhodnou
volbu parametrů a o shodu mezi interakčními technikami a vstupním zařízením[3]. Na vyšší
úrovni existuje mnoho obecných vývojových strategií.
Konzistence syntaxe a sémantiky rozhraní, předcházení chybám, dobrá zpětná vazba
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a estetický dojem jsou při práci ve 3D stejně důležité jako v kterémkoliv jiném rozhraní.
Přechod k třetí dimenzi však přináší další výzvy, především jde o důležitost pohodlnosti
provádění. Je také třeba počítat se specifickými skupinami uživatelů, jako jsou děti a zdra-
votně postižení.
Veškerá UI musí být navrhována v souladu se základními charakteristikami lidské fy-
ziologie a psychlogie. Zpětná vazba u 3D UI musí být efektní a měla by uživateli pomoci
porozumět statusu systému a výsledku operace. Je potřeba zajistit shodu mezi uživatelem
a systémem, přičemž je třeba dávat pozor například na zpoždění odezvy.
V článku A Survey of Design Issues in Spatial Input (viz [5]) se autoři zabývají pro-
blémem absolutního prostoru versus prostoru relativního. V případě absolutního prostoru
je souřadnicový systém fixován vzhledem k vstupnímu zařízení, zatímco v relativním se může
měnit například v závislosti na pozici uživatele. Hincley uvádí, že v mnoha případech mohou
mít uživatelé problémy s pohybem v napevno fixovavaném prostoru a na základě dalších
výzkumů doporučuje relativní přístup. V něm je od uživatele vyžadováno mnohem méně
koncentrace pro manipulování objektů relativních k sobě samým, než kdyby jeden objekt
byl pevně zakotven v prostoru.
Jedním z principů při návrhu 3D UI je ovládání oběma rukama (anglicky Two-handed
interaction). Použití obou rukou umožňuje uživatelům přenést jejich každodenní zkušenosti
a schopnosti manipulovat do interakce s 3D počítačovým prostředím. Podle průzkumu za-
měřenému na toto téma je při užívání obou rukou uživatele méně pravděpodobné, že ztratí
orientaci, než kdyby používal jednu ruku[7].
Při návrhu 3D UI je také třeba definovat cílovou uživatelskou skupinu. Při určování se ob-
vykle berou v úvahu následující charakteristiky: věk, předchozí zkušenosti s užíváním 3D
UI a obecně s prací ve 3D, fyzické vlastnosti a motorické schopnosti.
2.1.1 Clutching mechanismus
Jednou z nejkritičtějších problematik při implementaci 3D UI je návrh clutching mecha-
nismu (česky se dá přeložít jako svírací mechanismus). Pokud je navržen špatně, může to vést
k velkým ergonomickým potížím a k problémům s použitelností celé aplikace. Tento princip
je v řadě implementací nutností, ne však vždy.
Clutching mechanismus je softwarový mód možňující možnost, aby vstupní zařízení
obdrželo data o pohybu, ale aby zároveň nedošlo k pohybu v rámci aplikace[5].
Například na universitě v Severní Karolíně sestavili vstupní zařízení skládající se z 3D
trackeu uvnitř míčku, na jehož povrchu se nachází clutch tlačítko. Když uživatel stiskne
tlačítko, virtuální objekt kopíruje pohyby míčku. Poud je tlačítko uvolněno, pohyb míčku
nemá žádný efekt[5]. Hincley v článku dále uvádí, že existují i jiné metody kromě clutch





Tato kapitola pojednává o senzoru Kinect. V následujících pasážích jsou stručně shrnuty
technické parametry tohoto zařízení, dále jeho využití při psaní aplikací a způsob, jakým
se s ním pracuje. Většina technických detailů uvedených v této kapitole je převzata z [2].
Senzor Kinect je vstupní periferní zařízení pro snímání pohybu vytvořené firmou Micro-
soft původně pro herní konzoli Xbox 360 a následně i pro osobní počítače s operačním sys-
témem Windows. Toto zařízení umožňuje uživateli prostřednictvím gest a hlasu ovládání
aplikace bez nutnosti dotyku jakéhokoliv ovladače. Kinect zahrnuje několik pokročilých
hardwarových součástí pro snímání okolí. Především jde o hloubkový senzor, RGB kameru
a všesměrový mikrofon.[4][8]
Obrázek 3.1: Senzor Kinect. Převzato z [2].
3.1 Součásti a specifikace
Veškeré senzory jsou posazeny na nastavitelném podstavci umožňujícím snímání dat (RGB
obrazu a hloubkových dat) ve větším vertikálním úhlu. Tento podstavec je nastavitelný
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Kinect Specifikace
Zorný úhel 43◦ vertikálně, 57◦ horizontálně
Rozsah podstavce vertikálně ±27◦
Počet snímků za vteřinu 30 FPS◦
Zvukový formát 16-kHz, 24-bit mono PCM
Charakteristika vstupního zvuku
Pole čtyř mikrofonů s 24-bitovým AD převodní-
kem, zpracování včetně akustické ozvěny a po-
tlačení šumu
Charakteristika akcelerometru
2G/4G/8G akcelerometr nastaven na rozsah 2G,
s přesností 1◦ pro horní hranici
Tabulka 3.1: Specifikace komponent senzoru Kinect. Převzato z [2].
softwarově, což lze využít při psaní aplikace. Časté měnění úhlu však není vzhledem k mož-
nému poškození doporučeno (maximálně 2 změny za minutu [1]). Aktuální orientaci senzoru
nám dovoluje zjistit zabudovaný trojosý akcelerometr, schopný snímat gravitační zrychlení
až do 2G. Uvnitř plastového obalu se nachází RGB kamera, která umožňuje zachycování
barevných snímků, jež se ukládají jako tříkanálová data v rozlišení 1280x960 pixelů. Pro zís-
kání hloubkových dat se zde využívá infračervený emitor a infračervený hloubkový senzor.
Emitor vyzařuje infračervené světelné paprsky a senzor je po odražení snímá. Podle času
mezi vysláním a zachycením paprsků se následně určí hloubka jednotlivých pixelů. Vzhle-
dem k využití infračervených paprsků bude mít zařízení problém při rozpoznání skleněných
objektů a nebude správně fungovat na přímém slunci. Základní rozsah pro hloubkovou ka-
meru je 0,8m až 4m, lze ji však přepnout do blízkého režimu, kde je rozsah 0,5m až 3m.(viz
tabulka 3.2) Dále je na obrázku 3.1 možné vidět, že Kinect obsahuje čtyři mikrofony, které
zajišťují snímání zvuku. Protože jsou zde mikrofony čtyři, je možné přibližně určit pozici
zdroje snímaného zvuku a směr zvukové vlny.
Rozlišení RGB a mód společně s rozlišením hloubkové kamery lze nastavit v konfigura-
čním souboru.[2]
Rozmístění jednotlivých částí senzoru lze vidět na obrázku 3.1.
3.2 Programování ve Windows
21. února 2011 firma Microsoft oznámila, že vypustí nekomerční SDK (softwarový vývo-
jový nástroj) určený pro psaní aplikací využívajících Kinect ve Windows. K samotnému
vypuštění došlo 16. června.[6] Kinect pro Windows SDK umožňuje používat jazyky C++,
C# nebo Visual Basic pro vytváření aplikací, které využívají rozpoznávání gest a verbál-
ního projevu pomocí počítače nebo vestavěného zařízení. Tento vývojový nástroj obsahuje
dodatečné nástroje, ukázkové aplikace s úplným zdrojovým kódem pro vývojové prostředí
Kinect Studio a další nástroje s cílem zjednodušit a urychlit vývoj aplikací.[1].
3.3 Skeletal Tracking
Skeletal Tracking (do češtiny se dá přeložit jako mapování kostry) umožňuje vývojářům
rozpoznávání lidí a zpracování jejich pohybu. Za použití infračervené kamery dokáže Kinect
v snímaném poli rozeznat až šest uživatelů. Z toho dva mohou být zpracováni detailně.
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Aplikace může lokalizovat body zpracovaných uživatelů v prostoru a sledovat jejich pohyb
během času. Množinu bodů, které je Kinect schopen rozpoznat, vidíme na obrázku 3.2.
Jedná se o části lidského těla jako hlava, krk, ramena, etc. Každý bod je reprezentován
svými 3D souřadnicemi[8].
Skeletal Tracking je uzpůsobeno pro rozpoznávání stojících nebo sedících uživatelů
otočených směrem k senzoru. Aby byl rozpoznán, musí se uživatel nacházet před Kinec-
tem v přiměřené vzdálenosti (doporučená je 1,2m až 3,5m v klasickém módu a 0,8m až
2,5m v blízkém módu) a musí být vidět jeho hlava a horní část těla.[2]
Obrázek 3.2: Množina bodů rozpoznatelná pomocí Skeletal tracking. Převzato z [2].
3.4 Souřadnicové systémy
Kinect streamuje barvu, hloubku a skeletal data. Následující sekce stručně pojednává o sou-
řadnicových systémech pro každý datový typ. Všechny údaje jsou převzaty z [2].
Veškeré rámce, které jsou zachyceny RGB senzorem obsahují barevný záznam všeho
viditelného v zorném poli senzoru. Rámec se skládá z pixelů, jejichž počet závisí na veli-
kosti rámce definovaném v konfiguračním souboru. Každý pixel obsahuje červenou, zele-
nou a modrou hodnotu daného pixelu na určitých (x, y) souřadnicích v barevném snímku.
Hloubkové rámce se skládájí ze snímků ve stupních šedi. Každý rámec se zkládá z pi-
xelů, jejichž počet je opět definován v konfiguračním souboru. Hloubkový pixel obsahuje
údaj o vzdálenosti od Kinectu k nejbližšímu objektu na konkrétních souřadnicích (x, y) v mi-
limetrech. Po otevření hloubkového streamu jsou k dispozici tři hodnoty, které oznamují,
že hloubka nebyla na daném místě spolehlivě změřena. ”Příliš blízko”hodnota znamená, že
objekt byl detekován, ale je příliš blízko senzoru, aby mohl poskytnout spolehlivé údaje.
”Příliš daleko”hodnota oznamuje, že objekt je k přesnému měření příliš daleko, a ”ne-
známý”hodnota znamená, že na dané lokaci nebyl detekován žádný objekt. Hloubkový sen-
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. . . Standartní režim Blízký režim
”Neznámý” 0 - 0.4, 8+ 0 - 0.4, 8+
”Příliš blízko” 0.4 - 0.8 -
Optimální vzdálenost 0.8 - 4 0.4 - 3
”Příliš daleko” 4 - 8 3 - 8
Tabulka 3.2: Vzdálenosti od senzoru(m). Převzato z [2].
zor má dva režimy. Standartní režim (default range) a blízký režim (near range). Standartní
režim je k dispozici u Kinectu pro Windows i pro Xbox 360. Blízký režim je dostupný jen
pro verzi běžící na Windows. Tabulka 3.2 ilustruje hloubkové režimy v metrech.
Každý rámec zachycený hloubkovým senzorem je dále zpracován Kinectem na skele-
ton data. Skeleton data obsahují 3D informaci o pozici pro lidskou kostru. Pozice kaž-
dého bodu kostry je uložena prostřednictvím (x, y, z) souřadnic. Počátek systému souřad-




Tato část technické zprávy je věnována prvotnímu návrhu, se kterým jsem práci zahajoval.
Popisuji zde hrubou strukturu celého programu. Návrhu konkrétních částí(jako jsou menu,
rotace a ořezávání) se věnuji v příšlušných kapitolách.
Pro senzor Kinect bylo firmou Microsoft uvolněno sdk, ve kterém lze mimo jiné psát v ja-
zyce C# (viz kapitola 3.2), jež byl zvolen i pro psaní praktické části této bakalářské práce.
C# je objektově orientovaný jazyk fungující na platformě .NET, proto jsem jako vývojové
prostředí zvolil (Visual Studio 2012) (opět od firmy Microsoft). Již při návrhu bylo jasné,
že se výsledný produkt této práce bude skládat ze tří částí:
1. Modul pro rozpoznávání gest
2. Samotná aplikace pro modelování ve 3D
3. Uživatelské rozhraní
Vstupem modulu pro rozpoznávání gest jsou data ze senzoru Kinect. Samotný modul
zajišťuje rozpoznání jednotlivých gest. Při návrhu i implementaci byl kladen důraz na to,
aby bylo možné jednoduše nadefinovat a implementovat vlastní gesta. Ke každému gestu
by pak měla být přiřaditelná funkcionalita, jež se má provést po rozpoznání. Tu by mělo
být možné měnit při běhu programu (v jiných částech aplikace může mít stejné gesto více
využití). Dále bylo třeba zajistit možnost rozpoznávat více gest zároveň.
Při plánování jsem se rozhodl napsat si ovládanou aplikaci sám. Tím jsem dosáhl mož-
nosti přizpůsobit ji vlastním potřebám a soustředit se na operace, jejichž ovládání jsem chtěl
prozkoumat. Během návrhu těchto operací jsem procházel existující modelovací programy,
vyhledával nejčastější funkce a zamýšlel se nad jejich případnou implementací. Pro základní
množinu modelovacích operací jsem určil rotaci a změnu měřítka. Následně jsem přidal zko-
sení a z pokročilejších možností ořezávání. S příhlédnutím k faktu, že se pohybujeme v 3D
prostoru, jsem zvažoval i samotné vymodelování objektů (vytvoření objektů z ničeho jen
pomocí dat z Kinectu). Jak již bylo zmíněno výše, cílem této bakalářské práce je vymyslet
ovládání aplikace a ne samotnou aplikaci, proto jsem již dopředu počítal s tím, že některé
operace nemusí být dotaženy k dokonalosti, spíše naznačeny.
Nejdůležitější částí je bezesporu část třetí, tedy uživatelské rozhraní. V první řade bylo
potřeba navrhnout kasické UI (jednoduché, přehledné, s příslušným rozložením menu), ale
především bylo nutné vymyslet vhodný systém gest pro ovládání. Vhodné ovládání bylo
třeba narvhnout jak pro pobyb v menu, tak pro jednotlivé transformace.
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Kapitola 5
Modul pro rozpoznávání gest
Když se rozhodnete napsat aplikaci pro senzor Kinect, obvykle chcete mít možnost ovládat
tuto aplikaci pomocí gest. Proto je nutné zajistit systém pro jejich rozpoznání. Pro účely
této práce byl vytvořen projekt Gestures v jazyce C#. Ten je přenositelný v rámci platformy
.NET, tudíž se v budoucnosti dá potenciálně využít v dalších projektech.
5.1 Návrh
Aby bylo gesto rozpoznáno a zachyceno, musí být nejprve nějakým způsobem popsáno tak,
aby se popis dal převést do strojového jazyka. Pro tento účel se libovolné gesto dá rozdělit
na segmenty, které na sebe navazují. Každý segment je pak definován pomocí pozic částí
těla v prostoru. Na obrázku 5.1 múžeme vidět dvě části jednoduchého gesta mávnutí rukou.
Obrázek 5.1: Ukázka z gesta mávnutí rukou.
Základní myšlenka tedy zní: Nadefinujeme jednotlivé segmenty gesta. Při běhu aplikace
pak vždy, když dostaneme data ze senzoru Kinect, prověříme, zda poloha těla odpovídá
specifikaci kontrolovaného segmentu. Pokud ano, pak budeme při dodání dalších dat z Ki-
nectu kontrolovat navazující segment a pokud ne, je nutné začít od začátku (od prvního
segmentu). Jakmile uspějeme s kontrolou posledního segmentu gesta, je možné prohlásit,
že dané gesto bylo rozpoznáno.
Tento postup však v žádném případě není dostačující. Dejme tomu že by byl úspěšně roz-
poznán první segment gesta. Při dodání dalších údajů z Kinectu by se zkontroloval již druhý
segment. Vzhledem k tomu, že předpokládaná rychlost dodáni skeletal framu je 30FPS[2],
nemá uživatel dostatek času, aby odpovídajícím způsobem změnil polohu těla. Je tedy
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třeba dát mu k dispozici větší interval. Na druhou stranu tento interval nesmí být příliš
dlouhý (předpokládá se, že gesta budou prováděna plynule a pokud jsou jednotlivé segmenty
nadefinovány dobře, neměl by to být problém).
Uvažujme další problém: Dejme tomu, že bychom specifikovali interval na jeden segment
gesta na 3 sekundy, pak v případě ilustrovaném na obrázku 5.1 by bylo možné splnit první
část, následně spustit ruku podél těla (nebo ji nějak jinak vychýlit) a do tří vteřin opět změ-
nit polohu tak, aby odpovídala druhé části. Gesto by bylo rozpoznáno, přestože by ho uži-
vatel rozhodně nezamýšlel provést. Tento problém se objevuje především při rozpoznávání
více gest najednou. Kromě specifikace, která určuje zda byl segment gesta úspěšně zkont-
rolován, je tedy třeba i nadefinovat, kdy dojde k tomu, že je třeba gesto zresetovat (začít
kontrolovat od prvního segmentu).
Konečný postup je tedy následující. Senzor Kinect pošle aplikaci informace o poloze
kostry uživatele. Aplikace tato data přepošle všem gestům, která jsou v daném okamžiku
rozpoznávána. Každé gesto zkontroluje, zda poloha kostry odpovídá požadavkům segmentu.
Pokud ano tak se zresetuje počítání času pro jeden segment a při příštím dodání dat od sen-
zoru se bude kontrolovat navazující segment(pokud byl zkoumaný segment poslední, tak
bylo gesto rozpoznáno, spustí se přiřazená metoda a všechna rozpoznávaná gesta se zrese-
tují). Před touto kontrolou se ještě prověří, zda nedošlo k selhání gesta. Tato kontrola se pro-
vádí opět sérií podmínek pracujících s polohou kostry. Pokud není ani tato specifikace spl-
něna, je provádění gesta ve fázi mezi dvěma segmenty a je potřeba ještě prověřit, zda nebyl
přesažen časový interval pro jeden segment.
Aby nebylo nutné používat systém pro počítání reálného času, bylo místo něj pou-
žito počítání datových framů dodaných ze senzoru Kinect. Po testování byl limit nasta-
ven na 80 framů pro jeden segment. Pokud počítadlo přesáhne tuto hodnotu, tak se příslušné
gesto zresetuje.
5.1.1 Popis gest
V navazujícím textu jsem potřeboval v několika případech podrobněji popsat určitá gesta.
Slovní popis se nejevil jako dostačující, bylo tedy nutné vymyslet vhodnou syntaxi. Po in-
spiraci přímo z kódu jsem se rozhodl použít následující způsob. Každé gesto je popsáno
textem, k němuž je připojena tabulka obsahující tři sloupce. V prvním je číslo segmentu
určující pořadí, v jakém se bude segment kontrolovat. Pokud se v této buňce výraz n=i(kde
n a i jsou celá čísla) a zbylé buňky pro segment jsou prázdné, pak n určuje pořadí segmentu
a i odkazuje na pořadí jiného segmentu, který má stejné vlastnosti. V druhém sloupci se
nachází seznam podmínek, po jejichž splnění je zaručeno úspěšné provedení segmentu gesta,
a třetí obsahuje seznam podmínek způsobujících selhání gesta. Tyto podmínky jsou v tomto
tvaru:
op1 binOp op2
kde binOp je binární operátor(> nebo <) a operandy op1 a op2 (veskutečnosti jsou
to float čísla) vyjadřují většinou následující
joint.Axe
, s tím že joint udává typ jointu (viz obrázek 3.2) a Axe určuje osu na které nás pozice
jointu zajímá. V rámci výrazu může být ještě k operandu přičtena nebo odečtena konstantní
hodnota. V takovém případě se jako jednotky používají metry.
Orientace os je stejná jako u senzoru Kinect, můžeme ji vidět na obrázku 5.2.
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Obrázek 5.2: Orientace os u senzoru Kinect. Převzato z [2].
Následuje příklad gesta mávnutí rukou(viz obrázek 5.1).
Číslo
segmentu
Podmínky pro úspěch Podmínky pro selhání
1 HandRight.X > ElbowRight.X HandRight.Y < ElbowRight.Y




Níže jsou podrobněji popsána čtyři z testovaných gest, která byla již před testováním plá-
nována pro ovládání menu (viz kapitola 7). Takto detailní popis byl zvolen, protože jsem
později gesta upravoval (viz kapitola 6) a chtěl jsem přesně ukázat jaké změny jsem provedl.
Syntaxe použitá při popisu je vysvětlena výše v této kapitole.
waveLeft
V podstatě jde o mávnutí pravou rukou, která se v průběhu gesta přesune z pozice
napravo od pravého ramene do pozice nalevo od levého ramene. Po celou dobu se dlaň musí
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Toto gesto se dělá pravou rukou a je podobné předchozím gestům, provádí se však ve ver-
tikální ose. Začíná pod jointem HipCenter a končí nad hlavou. Po celou dobu provádění
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K tomuto gestu jsou potřeba obě ruce, které se po celou dobu musí nacházet nad pánví
ale pod osou ramen. Na začátku jsou obě ruce vystrčené do prostoru (levá nalevo od levého
ramene, pravá napravo od pravého), následně se přesunou směrem k sobě (obdobně jako
při tlesknutí) a poté zase zpátky za ramena.
Číslo
segmentu
Podmínky pro úspěch Podmínky pro selhání













Při návrhu výše popsaných gest jsem byl nucen soustředit se na dva základní problémy.
Gesta by měla být dostatečně jednoduchá. Nebylo by vhodné, aby se muselo každému
uživateli detailně vysvětlovat, jak má přesně gesto provést a kdy a kde se jednotlivé části
těla musí nacházet. Gesto by mělo být intuitivní a mělo by jít popsat v rámci jedné či dvou
vět (například: ”Mávněte pravou rukou doleva.”). Na druhou stranu je potřeba dát pozor
na to, aby se gesto rozpoznalo, jen pokud ho uživatel zamýšlel provést. Druhý problém
spočívá v tom, že se dopředu počítalo s potřebou rozpoznávat více gest najednou. Bylo
tedy třeba zajistit, aby nedošlo k tomu, že uživatel při pokusu o provedení jednoho gesta
nechtěně provedl gesto jiné. Je tedy nutné, aby gesta byla dostatečně odlišitelná.
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Gesto zvolená funkcionalita
leftWave posun v menu doleva
rightWave posun v menu doprava
rightHandRaise odvybrání položky menu
pullHands výběr položky menu
Tabulka 5.1: Význam gest.
5.2 Testování modulu
Po dokončení prací na modulu bylo třeba ověřit, zda funguje správně. Vzhledem k pro-
blémům uvedeným v kapitole 2.1 bylo záhodno provést kontrolu na více potenciálních uži-
vatelích. V podstatě jediný způsob, jak lze modul pro rozpoznávání gest otestovat, je napsat
několik gest a následně ověřit, zda vybraní testéři dokáží tato gesta bez problémů provést.
Rozhodl jsem se tuto příležitost využít a zároveň s modulem navrhnout a implementovat
množinu gest, která by se dala použít na ovládání aplikace. Kromě verifikace modulu bylo
tedy možné v průběhu testování ověřit i správnost návrhu gest a jejich vhodnost pro budoucí
funkcionalitu. Pro tyto účely jsem implementoval celkem sedm gest, z nichž jsou čtyři níže
popsána (jedná se o ty, které jsem později využil ve výsledném programu). Zbylá tři gesta
jsou leftHandRaise(obdobné s rightHandRaise - viz výše)), leftHandWave a rightHandWave
(jedná se o jednoduchá gesta mávnutí rukou, částečně jsou popsána v kapitole 5).
Hlavním cíle testování byly tedy dva:
1. Zjistit zda modul funguje a je použitelný
2. Prověřit, zda se čtyři navržená gesta hodí k ovládání menu a zda jsou navržena správně
5.2.1 Průběh testování
Dohromady bylo testováno osm potenciálních uživatelů ve věkovém rozmezí 20 až 73 let.
Pět z nich ve věku 25 let a méně. Průměrný věk byl 36 let. Tři z těchto osmi byli studenti
IT a další čtyři prohlásili, že pravidelně využívají počítačové technologie. Pět testérů bylo
mužského pohlaví.
Samotné testování se skládalo ze dvou částí. V první se testoval modul a proveditelnost
jednotlivých gest. Během druhé části pak, zda čtyři výše popsaná gesta nekolidují a zda
se hodí pro ovládání menu.
V první fázi se testovalo po gestech, kdy každé osobě bylo na začátku podrobně vy-
světleno, jak se má gesto provést (vysloveně jsem jim řekl, kde se mají jednotlivé části těla
nacházet). Následně měli testéři vždy jednu minutu , aby si gesto vyzkoušeli a přišli na to,
jak ho úspěšně provést. Pokud prohlásili, že jsou připraveni, byl spuštěn samotný test, kdy
jsem počítal, kolik potřebují pokusů pro to, aby desetkrát dané gesto provedli. Po posled-
ním provedení jsem se ještě zeptal, zda se jim gesto provádělo dobře a zda k němu nemají
nějaké připomínky.
V druhé části měli uživatelé možnost ovládat jednoduché menu pomocí čtyř gest (vý-
znam gest viz výše) a přitom byli dotazováni, zda si myslí, že se jedná o intuitivní ovládání
a zda se daná gesta k jejich funkcionalitě hodí.
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5.2.2 Výsledky testu
Gesto Průměrný počet pokusů Úspěšnost[%] Maximální počet pokusů
leftWave 10.5 95.2 11
rightWave 10.9 92 12
rightHandRaise 10.75 93 13
leftHandRaise 11.25 89 13
pullHands 11.63 86 14
rightHandWave 10.125 98.8 11
leftHandWave 10.125 98.8 11
5.2.3 Vyhodnocení výsledků
Vzhledem k tomu, že ještě před testováním byl stanoven cíl na to, aby k deseti provedením
gesta potřeboval uživatel maximálně dvanáct pokusů, mohl jsem po skončení první části
prohlásit, že jsem s funkčností modulu vpodstatě spokojen.
Co se týče samotných gest, tak šest z osmi testérů nemělo k žádnému z nich připo-
mínky a prohlásili, že se provádí přirozeně a nemusí se na ně příliš soustředit. Zbylí dva
(studenti IT) měli výhrady ke gestům leftWave a rightWave. Oba uvedli, že jim dělá pro-
blém dotažení gesta do konce (kdy se ruka musí dostat až za rameno). Tento problém
se projevil i během druhého testu, kdy si někteří uživatelé již nepamatovali přesný popis
gesta a ne vždy (a poměrně často) se jim nedařilo provést. Další problém nastal u gesta
rightHandRaise, zvoleného pro odvybrání položky menu. Dva testéři měli nezvyklý počet
neúspěšných pokusů, přestože to na první pohled vypadalo, že gesto provádějí správně.
Příčina tohoto byla později identifikována a odstraněna (viz kapitola 6). Přestože většina
osob prohlásila, že se jim gesta prováděla dobře, bylo jasné, že bez podrobného vysvětlení,
jak je mají provádět, by měli vážné problémy (to se projevilo během druhého testu). Tento
problém bylo třeba odstranit. Alespoň částečnému řešení se věnuji v kapitole 6.
5.3 Způsob využití modulu
Projekt realizující výše popsané principy nese název Gestures. Tento modul obsahuje třídu
GestControler, ve které je implementována arbitráž gest. Dále jsou zde třídy realizující
jednotlivá gesta použitá ve výsledné aplikaci. Pokud by v budoucnu někdo chtěl tento modul
použít, je třeba nadefinovat si požadovaná gesta podle vzoru gest již vytvořených. V hlavní
části příslušného programu pak vytvořit instanci třídy GestControler, zavolat konstruktory
gest, které vyžadují jako parametr ukazatel na metodu spuštěnou v případě rozpoznání
gesta, a zaregistrovat je ve vytvořeném GestControleru. Vždy při obdržení dat od Kinectu





V kapitole 5.1.2 je popsán první návrh gest, která měla sloužit k ovládání budoucího menu.
Ve vyhodnocení jsem pak uvedl, že některá z nich jsou příliš složitá na provedení (určil
jsem na základě zpětné vazby od testérů a na vlastních postřezích při pozorování testů).
Dalším cílem práce tedy bylo daná gesta upravit tak, aby se prováděla co možná nejsnad-
něji a snížit počet neúspěšných pokusů. V následujícím textu vždy pro každé gesto stručně
popíšu změny, které jsem na něm provedl, ty budou přesně vidět v tabulkách reprezentují-
cích upravená gesta (syntaxe viz kapitola 5.1.1). Pro porovnání s předchozími verzemi jsou
k dispozici tabulky popisující gesta před optimalizací v kapitole 5.1.2. Po provedení změn
bylo třeba ověřit, zda byly úspěšné, tomu se věnuji v druhé části této kapitoly.
6.1 Popis změn v gestech
waveLeft
Nejvýznamnější změna spočívala v tom, že pravou ruku již není nutné dotáhnout až
za levé rameno, ale stačí ji dostat nalevo od hlavy. Zbylé úpravy byly pouze minimální.
Číslo
segmentu
Podmínky pro úspěch Podmínky pro selhání
















Obdobné jako u waveLeft.
rightHandRaise
Po testování popsaném v kapitole 5.2 bylo zjištěno, že většina neúspěšných pokusů byla
zapříčiněna požadavkem, aby pravá ruka byla po celou dobu napravo od pravého ramene.
Nové gesto toto pravidlo odstraňuje.
Číslo
segmentu
Podmínky pro úspěch Podmínky pro selhání








3 HandRight.Y > Head.Y HandRight.Z > ElbowRight.Z
HandLeft.Y > HipCenter.Y
pullHands
Došlo k zrušení třetího segmentu. Po úpravě stačilo ruce přítáhnout k sobě. Gesto poté
vpodstatě odpovídalo tlesknutí.
6.2 Testování změn
Po provedení optimalizačních změn bylo třeba prověřit, zda měly nějaký dopad, což lze
nejlépe ověřit prostřednictvím testování.
6.3 Průběh testování
V době testování bylo menu ve výsledné aplikaci již hotové, takže jsem ho mohl využít.
Sestavil jsem dvě úlohy:
1. Třikrát prolistovat první částí menu tam a zpět(skládá se z 12 gest waveRight a
12 waveLeft).
2. Vybrat všechny položky v menu Rotace (7 waveRight, 11 pullHands, 11 rightHan-
dRaise).
Testovací skupinu o deseti členech jsem vzhledem k podobnosti původních a optimalizo-
vaných gest rozdělil na dvě části po pěti, z nichž jedna prováděla úlohy na původních gestech
a druhá na optimalizovaných. Každý testér provedl obě úlohy dvakrát. Při vysvětlování, jak
jednotlivá gesta provést jsem tentokrát nezacházel do podrobností, pouze jsem naznačil jak
gesto provést a následně jsem testéra nechal, ať na optimální způsob provedení přijde sám.
Tři osoby ze skupiny pro původní gesta měly po ukončení testu možnost vykoušet si gesta




původní gesta nová gesta původní gesta nová gesta
Průměr 17.916 14.516 38.27 26.848
Rozdíl 3.4 11.422
Směrodatná odchylka 1.6 2.09 2.3 4.06
t-test 2.07 ∗ 10−7 3.08 ∗ 10−4
6.5 Vyhodnocení výsledků
Při pohledu na naměřené hodnoty je jasné, že co se rychlosti týče, došlo k razantnímu
zlepšení. V druhém testu byl rozdíl v průměru přes 11 vteřin, dá se předpokládat, že k
výraznému zrychlení došlo především v případě gesta pullHands.
Tři z testérů měli možnost si vyzkoušet obě verze gestových sad, následně byli dotázáni,
která z nich se jim zdá vhodnější. Všichni se shodli na tom, že nová gesta jsou lepší, největší
rozdíl jim přišel v gestu pullHands, které je podle nich v nové verzi přirozenější a dařilo
se jim ho provést častěji. Co se týče nové waveLeft a waveRight, tak se opět shodli na tom,
že nová verze je kratší a snadněji ji prováděli. Ani jeden nezaznamenal výraznější rozdíl
v případě gesta rightHandRaise.





V jakékoliv aplikaci pro manipulaci a modelování ve 3D musí existovat mechanismus pro
výběr operace, kterou chcete právě provádět (na základě předpokladu, že existuje více než
jedna operce). Tato část práce se zabývá některými z možných variant pro výběr mezi ope-
racemi. V další části kapitoly jsou pak některé metody otestovány a porovnány s klasickým
ovládáním na osobním počítači.
První možností pro vyběr operace, kterou jsem zvažoval nese název Jedno gesto - jedna
operace. Znamenalo by to, že každé operaci by bylo přiřazeno unikátní gesto, po jehož pro-
vedení by se spustila požadovaná funkce. V praxi by tedy muselo být zároveň rozpoznáváno
tolik gest, kolik umožňuje daná aplikace operací. Program vyvinutý pro účely této práce
obsahuje pouze čtyři základní možnosti výběru, ale u komplikovanějších aplikací by tato
podmínka mohla být problémová. Uživatel by si navíc musel všechna gesta pamatovat, bylo
by tedy žádoucí, aby do jisté míry odpovídala požadovaným operacím (pro rotaci zarotování
rukou), což může být v některých případech nesnadné. Tato varianta byla tedy po krátkém
zvážení zavrhnuta jako nevhodná pro obecnou modelovací aplikaci a ani jsem ji nezkoušel
implementovat.
Druhý princip se inspiroval ovládáním pomocí klávesnice. Na čtyři gesta jsou namapo-
vány čtyři funkce pro pohyb v menu (doprava, doleva, vybrat, odvybrat). Této variantě
se více věnuji v předešlých kapitolách. Pro jednoduchost a fakt, že s tímto přístupem neměl
žádný z testovaných uživatelů větší problém, jsem ho zvolil pro implementaci ve výsledném
programu.
Poslední varianta, kterou zde uvedu, je částečně inspirována dotykovým displejem. Fun-
guje tak, že horizontální prostor před uživatelem se rozdělí na tolik částí, kolik má menu,
z kterého se právě vybírá, položek. Položka, která je připravena k výběru (je nad ní kurzor)
par určuje pozice pravé ruky. Pokud chci provést samotný výběr, zatlačím rukou směrem
k senzoru. Odvybrání by se mohlo provádět zdvednutím ruky nad hlavu (toto jsem však
neimplementoval).
Po prvních pokusech provedených mnou jsem pak pro účely testování na pětičlenném
menu nastavil parametry následovně. Jako dvě hraniční hodnoty jsou brány pozice 10 cm na-
levo od levého ramene a 35 cm napravo od pravého ramene (z pohledu uživatele). První
položka menu pak odpovídá prostoru nalevo od první pozice a poslední pátá položka pro-
storu napravo od druhé jmenované pozice. Oblast mezi pozicemi je rovnoměrně rozdělena
na tři zbývající části. Pro větší názornost je k dispozici obrázek 7.1. Pro výběr položky je
třeba pravou ruku umístit minimálně 40 cm od hrudi směrem k senzoru.
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Obrázek 7.1: Rozložení menu v prípadě point.
Při věnování více času této problematice by se jistě dala najít vhodnější varianta,
nicméně zde možnosti této implementace pouze naznačuji. Nutno ještě podotknout, že pa-
rametry byly voleny speciálně pro menu s pěti položkami, v případě jiného počtu by je bylo
záhodno přizpůsobit.
7.1 Testování
Po dokončení implementace následovalo testování. Rozhodl jsem se porovnat ovládání gesty
s ovládáním klávesnicí a výběr myší s druhou variantou (dále ji nazývám point). Níže jsou
k dispozici výsledky testů.
7.1.1 Průběh testování
Pro účely testování byla použita speciální aplikace obsahující menu o dvou vrstvách, z nichž
každá měla pět položek (položky první části jsou označeny 1 - 5, druhé A - E). Při testu
pak byli uživatelé vyzváni, aby co nejrychleji vybrali prostřednictvím právě testované me-
tody požadovanou variantu (například 2D). Jako kritérium se použil čas s tím, že časovač
se spouštěl hlasovým příkazem a zastavoval se hned po vybrání druhé položky. Testovaly
se dvě výše popsané varianty a pro porovnání se použily hodnoty naměřené při výběru pro-
střednictvím myši a klávesnice(celkem tedy testéři prováděli čtyři typy výběru). Testovací
skupina se skládala ze sedmi lidí ve věku 20 - 67 let. Dva z nich byli studenti IT, ze zby-
lých pěti čtyři uvedli, že používají počítač při každodenní práci. Před zahájením testu měli
všichni možnost si variantu vyzkoušet. Výběr pomocí myši a klávesnice prováděl každý tes-
tér jen jednou, zbylé dva testy pak třikrát. V případě varianty výběru pomocí pravé ruky
byl během testu zaznamenáván počet neúspěšných pokusů a položky menu, které dělaly
dané osobě největší problém. Na začátku měření času u všech variant byly ruce spuštěné
podél těla a v případě ovládání myší byl kurzor uprostřed obrazovky. Po ukončení testování
byli všichni dotázáni, která ze dvou zkoumaných variant se jim více libila.
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7.1.2 Výsledky
Následující tabulky odpovídají jednotlivým úkolům (1A, 2D. 4B, 5E). Uváděný čas je
v sekundách.
1A klávesnice gesta myš point
Průměr 2.2 2.28 3.11 3.95
Směrodatná odchylka 0.44 0.75 0.63 0.91
t-test 0.68 0.01
2D klávesnice gesta myš point
Průměr 3.66 5.14 3.48 3.98
Směrodatná odchylka 0.7 1.13 0.68 0.63
t-test 0 0.17
4B klávesnice gesta myš point
Průměr 3.73 5.07 3.73 4.44
Směrodatná odchylka 0.85 0.95 0.81 0.63
t-test 0.02 0
5E klávesnice gesta myš point
Průměr 4.92 10.63 2.95 3.72
Směrodatná odchylka 0.52 2.46 0.48 1.11
t-test 0 0.15
7.1.3 Vyhodnocení
Při zpracování výsledků byla čísla zaokrouhlována pouze na dvě desetinná čísla, pokud
je tedy výsledek 0, znamená to, že byl menší než 0,01 a tedy šlo statisticky o vysoký
rozdíl v naměřených hodnotách. V případě, kdy je výsledná hodnota vyšší ne 0.05 naopak
znamená, že mezi časy nebyl zjištěn statisticky významný rozdíl.
Při porovnávání gest a klávesnice lze vidět, že rozdíl v rychlosti stoupá s počtem pro-
váděných gest. Zatímco v případě 1A (kdy je potřeba pouze provést dva výběry) je rozdíl
nepodstatný, u 5E je průměrný čas více než dvojnásobný. Úkoly 2D a 4B vyžadují pro spl-
nění stejný počet gest nebo stisknutí kláves, časy by tedy měly být podobné, s přihlédnutím
k průměrům to lze potvrdit. U obou výsledků je však vidět, že tam rozdíl oproti klávesnici
je.
Co se týče varianty point, tak nejlepších výsledků bylo dosaženo u úkolů 2D a 5E, kdy
se testérům požadovaný pohyb evidentně prováděl přirozeně(vyjímkou byl testér číslo 3,
který měl velké problémy s 5E). U zbylých dvou úkolů se projevilo horší ovládání na levé
straně těla a časy dosažené myší byly zřetelně rychlejší.
Již při testování bylo možné u obou variant pozorovat zrychlující tendence. Čím déle
testér variantu zkoušel, tím byly výsledky rychlejší. Pro podrobnější výzkum by bylo třeba
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zajistit od každého uživatele podstatně více vzorků (zatímco ovládání myší i klávesnicí měla
většina zvládnuté, dvě nové varianty se učili všichni od začátku), na to však v rámci této
práce nebyl dostatek času ani ochotných testérů.
Během testování varianty point (ukazování pravou rukou) došlo celkem dvacetsedmkrát
k tomu, že testér omylem vybral špatnou položku menu. Což znamená, že úspěšnost byla
pouhých 75.7%. Je pravděpodobné, že s vyšším počtem položek menu by toto číslo ještě
kleslo. Pět testérů uvedlo variantu point jako lepší. Nicméně zde je třeba přihlédnout k faktu,
že na testéry byl vyvýjen tlak, aby úkol provedli co nejrychleji, kdyby měli dostatek času,
nejspíš by byli úspěšnější. Většinou měli uživatelé problémy s položkami nalevo (1A, 4B),
v jednom případě byl problém v 5E (celkem pět neplatných pokusů). Dva testéři si stěžovali
na to, že stanovených 40 cm pro vybrání položky je málo. Dále bylo navrženo ovládání
oběma rukama (usnadnilo by výběr levých položek menu).
7.2 Ovládání hlasem
Při návrhu aplikace jsem byl nucen přijít s řešením pro clutching mechanismus (viz kapi-
tola 2.1.1). Přestože to Hincley nedoporučuje[5], rozhodl jsem se pro tento problém využít
ovládání prostřednictvím verbálních příkazů.
Kinect dává vývojářům možnost využití rozpoznávání řeči (viz kapitola 3). V podstatě
jediné, co se při programování musí udělat, je nadefinovat gramatiku (jaká slova se budou
rozpoznávat) a akce po rozpoznání.
Během vybírání položky menu dochází k pohybu rukou a po něm nelze přesně definovat,
kde se budou ruce nacházet. Dále je potřeba nějakým způsobem právě prováděnou trans-
formaci ukončit. Ukončení pouze prostřednictvím gesta není dostačující, vzhledem k tomu,
že by poloha rukou měla vliv na právě probíhající transformaci ještě během provádění
gesta. Tyto dva problémy tedy vytváří potřebu zvolit dva příkazy (pro zahájení a ukončení
transformace). Rozhodl jsem se využít příležitosti a přidat ještě jeden pro zjednodušení při
výběru transformace.
Již během vývoje, ale především při testování, bylo odhaleno, že ovládání pomocí řeči
není pro výše zmíněné potřeby ideální. Běžný uživatel očekává, že se na vyslovený příkaz
zareaguje již při zahájení vyslovování. V praxi ovšem dochází ke značnému zpoždění. S tím
bylo třeba při programování počítat. Osobně jsem se to snažil vyřešit tak, že jsem k prin-
cipu clutching mechanismu přidal speciální pozici rukou (viz kapitola 8), která zaručuje,
že se vybraná transformace nebude provádět. Od uživatele se pak očekává, že při vyslovení
příkazu pro zahájení bude mít ruce právě v této pozici.
7.2.1 Seznam příkazů
Begin
Slouží k zahájení operace. Původně se jednalo o příkaz ”Go”, ale během testování bylo
odhaleno, že mají uživatelé s tímto slovem problém. Jako další variantu jsem zkoušel příkaz
”Start”, ale nejlepších výsledků bylo dosaženo s ”Begin”.
Exit
Provádí se jím ukončení operace.
Stop
Přerušení. Po vyslovení tohoto příkazu nemá jakýkoliv pohyb rukou vliv na těleso dokud
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není znovu vysloven příkaz ”Begin”. Při vykonávání tohoto příkazu se zároveň těleso uloží.
Back
Dojde k nahrání posledního uloženého tělesa.
Switch
Význam tohoto příkazu závisí na právě prováděné operaci. V případě rotace se prohodí
znaménko u rotačního úhlu (bude se rotovat na druhou stranu), při změně měřítka se tímto




Rotace je transformace, které jsem v rámci této práce věnoval nejvíce času. Při implementaci
zkosení a změny měřítka jsem vycházel z principů použitých během práce na této kapitole.
V každé rotaci v 3D je vždy třeba určit dva parametry. Jedná se o osu rotace a úhel
rotace, zde jsem si přidal znaménko úhlu jako další parametr, to se přepíná prostřednictvím
hlasu (viz kapitola 7.2). Dále bylo třeba zajistit klidový stav, což je taková pozice těla,
ve které nedochází k rotaci tělesa. Na začátku implementace jsem přišel se dvěma základními
variantami pro rotování tělesa, jež jsem pracovně nazval staticky a dynamicky.
8.1 Ovládání staticky
V této variantě si uživatel ještě v menu vybírá, podle které osy chce rotovat. Základní tři
možností jsou osy x , y a z. Pokud si vybere jednu z nich, pak se úhel rotace určuje pomocí
tabulky 8.1, s tím že rate´odpovídá vzdálenosti levé ruky od pravé na ose x (viz obrázek
5.2).
rate[m] rotační úhel rozpětí úhlu
<0;0.35> 0 0
(0.35;0.5> 0.5 0.5
(0.5;0.75> rate * 2.5 (1.25;1,875>
(0.75;inf) rate * 15 (11.25;inf)
Tabulka 8.1: Vzorce pro výpočet rotačního uhlu u statického způsobu.
Existuje ještě čtvrtá možnost, u které se osa otáčení určuje pomocí pozice rukou. Ruce
jsou brány jako body, z nichž se odvodí přímka sloužící v tomto případě jako osa rotace.
Výpočet velikosti úhlu rotace je opět vidět v tabulce 8.1, tentokrát však je rate vzdálenost
rukou od sebe v prostoru.
8.2 Ovládání dynamicky
U předchozího způsobu došlo k rotaci vždy když senzor dodal aplikaci data. V případě
dynamického přístupu se rotace bude provádět jen v případě provedení určitého gesta (pro
více informací o rozpoznávání gest viz kapitola 5). Každé ze základních os bude přiřazeno
jedno gesto. U tohoto způsobu je nutné vymyslet vhodný způsob určení velikosti úhlu. Zde
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jsem zvolil takový postup, že gesta pro provedení rotace se budou dělat pravou rukou a úhel
se bude určovat prostřednictvím pozice levé ruky, a to tak, že se vezme její vzdálenost
od hrudi v ose x a pomocí tabulky 8.2 se převede na rotační úhel. Vzhledem k tomu,
že je možné rotovat kolem tří základních os, bylo jasné že budu potřebovat právě tři gesta,
která by měla být vzásadě podobná. Rozhodl jsem se, že půjde vpodstatě o pohyb pravé
ruky vždy jedním ze tří směrů, s tím, že jakmile překročí určitou vzdálenost v poměru
k nějaké části těla, tak se gesto rozpozná. Jako část těla, k níž se bude pohyb vztahovat
jsem určil opět levou ruku. To se později ukázalo jako ne úplně vhodné, protože pomocí
této ruky se též určuje úhel a její pozice se v závislosti na tom mění(uživatel není přesně
schopen umýstit levou ruku tak, aby se mu gesta prováděla pohodlně a je vždy závislý
na tom, o jaký úhel chce zrovna rotovat).
rate[m] rotační úhel rozpětí úhlu
<0;0.15> 3 3
(0.15;0.4> rate * 75 (11,25;30>
(0.4;inf) rate * 150 (60;inf)
Tabulka 8.2: Vzorce pro výpočet rotačního úhlu u dynamického způsobu.
8.2.1 Rotační gesta
První tři gesta byla jednoduchá. Jediné, co se muselo určit, bylo, jaký směr pohybu bude
odpovídat jaké rotaci. Následně jsem napsal jednotlivá gesta a začal je sám zkoušet. Pro
rotaci kolem osy x gesto spočívalo ve zvednutí pravé ruky nad levou ruku a zase zpět
(pravou rukou se tedy prováděl pohyb v ose y). Kolem osy z se rotovalo pohybem v ose x
a pro rotaci v ose y bylo třeba vystrčit pravou ruku před levou (v ose z ).
Již při prvních pokusech se objevil hlavní problém, se kterým jsem se v dynamické vari-
antě potýkal. Byl částečně způsoben nepřesností Kinectu, ale především špatným návrhem
gest. Velice často se stávalo, že byla provedena rotace kolem jiné osy, než o kterou jsem
se snažil. K tomu docházelo především u malých úhlů, kdy levá ruka byla prakticky u hrudi
a snadno docházelo k tomu, že senzor poslal aplikaci taková data, ve kterých byla pravá
ruka blíž k senzoru, rozpoznalo se gesto pro rotaci kolem osy y a ta se provedla, přes-
tože o to uživatel neusiloval. Základní řešení spočívalo v tom, že byly zvýšeny vzdálenosti
o které musela pravá ruka v dané ose přesáhnout pozici levé ruky. Jednalo se o 25 cm v ose
y pro rotaci kolem osy x a 20 cm v ose i(z) pro rotaci kolem osy y. Dodatečně byl pak pro
uživatele definován klidový stav, který se od nich očekával na začátku rotace (po vyslovení
příkazu ”Begin”), ten můžeme vidět na obrázku 8.1.
Pro účely testování pak byla použita následující gesta(pro syntaxi viz kapitola 5.1.1),




Podmínky pro úspěch Podmínky pro selhání
1 HandRight.Y < HandLeft.Y HandLeft.Y < HipCenter.Y
2 HandRight.Y > HandLeft.Y + 0.25 HandLeft.Y < HipCenter.Y
27




Podmínky pro úspěch Podmínky pro selhání
1 HandRight.Z > HandLeft.Z HandLeft.Y < HipCenter.Y




Podmínky pro úspěch Podmínky pro selhání
1 HandRight.X < HandLeft.X HandLeft.Y < HipCenter.Y
2 HandRight.X > HandLeft.X HandLeft.Y < HipCenter.Y
8.3 Testování
Po implementaci výše popsaných variant bylo třeba ověřit, zda jsou použitelné. K tomuto
účelu bylo provedeno testování. Jako kritéria pro porovnání jsem použil čas (rychlost) a od-
chylku (jak moc se výsledek liší od požadovaného vzoru). Dále bylo třeba zajistit kontrolní
vzorek, za který jsem určil rotování pomocí myši (pohyb zleva doprava pro rotaci v ose y
a shora dolů v ose x ). Při určování parametrů, čili kolem jaké osy a o kolik stupňu se při
pohybu myši bude rotovat, jsem se inspiroval u existujících 3D modelovacích aplikací.
8.3.1 Průběh testování
Testérů bylo celkem 24 (věk 17 až 54 let), s tím, že deset z nich provádělo všechny tři
testy. Pro konečné vyhodnocení bylo v každé skupině vybráno osm vzorků. Byly definovány
tři testy. Jednalo se o rotaci o 360 kolem os x, y a z. Testér vždy prováděl všechny tři
varianty ovládání plus ovládání myší a následně byl dotázán na svoje dojmy. Před každým
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testem byl vždy podrobně vysvětlen princip ovládání a testér si ho mohl po libovolnou dobu
vyzkoušet. Samotný test se pak spouštěl příkazem ”Go”(některým lidem dělala správné
vyslovení tohoto slova značné problémy, což způsobovalo zpoždění ve vzorcích), jakmile
testér dorotoval a byl spokojen s pozicí tělesa, ukončil test příkazem ”Stop”.
8.3.2 Výsledky testování
První tři tabulky udávají vysledky testování rychlosti, časy jsou ve vteřinách. Další tři
počítají přesnost(odchylku), s tím, že t-test se vždy počítal vzhledem ke kontrolnímu vzorku.
Buňka vlevo nahoře udává úkol(rotace o 360 stupňů kolem dané osy).
Rychlost
osa X Staticky-one Staticky-gen dynamicky kontrola
Průměr 18,2 18,9 13,83 13,37
Směrodatná odchylka 8,67 4,07 1,87 1,71
osa Y Staticky-one Staticky-gen dynamicky kontrola
Průměr 17,88 22,77 16,7 14,61
Směrodatná odchylka 2,87 6,52 2,92 3,02
osa Z Staticky-one Staticky-gen dynamicky
Průměr 17,31 37,62 14,47
Směrodatná odchylka 3,16 7,29 1,45
Přesnost
osa X Staticky-one Staticky-gen dynamicky kontrola
Průměr 0,04 0,13 0,06 0,12
Směrodatná odchylka 0,01 0,05 0,04 0,05
T-test 0,01 0,64 0,06
osa Y Staticky-one Staticky-gen dynamicky kontrola
Průměr 0,06 0,19 0,06 0,11
Směrodatná odchylka 0,03 0,07 0,03 0,04
T-test 0,04 0,03 0,01
osa Z Staticky-one Staticky-gen dynamicky
Průměr 0,06 0,93 0,08
Směrodatná odchylka 0,02 0,38 0,05
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8.3.3 Vyhodnocení
Při prozkoumání časových výsledků můžeme zjistit, že nejpodobnější kontrolním hodnotám
a tudíž i nejlepsích časů se odosahovalo v dynamickém přístupu. Staticky-one byl v průměru
pomalejší o 2.8 sekund a rozdíl je i ve směrodatné odchylce (někteří testující využívali
pouze nižší rychlosti pro rotaci a tudíž jim to trvalo déle). Oba tyto případy jsou v rámci
os víceméně stabilní. To neplatí v případě staticky-gen, kde nejlepší výsledků jak v rychlosti,
tak v přesnosti bylo dosahováno při rotaci kolem osy x (odpovídá v podstatě staticky-one),
o něco horší byla rotace kolem y, ale zdaleka největší problémy měli testéři s rotací kolem z.
Pokud měli kolem této osy rotovat, tak bylo nutné v podstatě schovat jednu ruku za druhou
(museli rukama vytvořit osu z vzhledem k senzoru) a tím pádem měl Kinect problém druhou
ruku detekovat a určit její pozici, což vede k značným nepřesnostem. Pokud by někdo chtěl
výsledky zlepšit, musel by se k senzoru natočit bokem, to však žádného z testérů nenapadlo.
Co se týče přesnosti, tak nejvyšší byla dosažena v případě variant staticky-one a dy-
namicky, kdy k odchylce docházelo pouze tehdy, kdy testér nedorotoval nebo přerotoval
(v jedné z os byla odchylka vždy 0). Ovšem i v případě metody staticky-gen je přesnost
srovnatelná s kontrolním vzorkem (viz výsledky t-testu), to opět neplatí v případě rotace
kolem osy z.
Nejvíce připomínek měli potenciální uživatelé k dynamickému přístupu. Přestože k ne-
chtěné rotaci nedocházelo tak často jako předtím (viz výše), tak některým lidem se to stá-
valo při pokusu o rotaci o malé úhly (ve výsledcích nejsou tyto případy zahrnuty). Většinou
se to u testovaných osob stalo nanejvýš jednou, pouze jeden s tím měl větší potíže. Při pří-
padném dalším postupu by bylo vhodné přezkoumat alternativní verze parametrů. Dále
si dva testéři stěžovali na neintuitivnost gest pro rotaci, kdy museli příliš přemýšlet nad
tím, jaké gesto provést pro rotaci kolem požadované osy. Po analýze komentářů jsem gesta
ještě upravil (viz níže), nicméně novou verzi jsem již nestihl otestovat.
8.4 Nová gesta
Po odezvě od testérů po testování popsaném v kapitole 8.3 jsem provedl na gestech pro
rotaci následující změny. U všech byl odstraněn třetí segment, což znamená, že ruku již
není třeba vracet do původní polohy(tato úprava byla inspirována gestem pullHands - viz
kapitola 6). Pak jsem ještě změnil funkcionalitu tak, aby směr pohybu pravé ruky vždy
odpovídal rotační ose. Obě tyto změny by se měly ještě otestovat, nicméně jsem se k tomu




Kromě klasických transformací se v běžném modelovacím programu obvykle vyskytují další
operace pro úpravu objektů. Pro účely mé práce jsem z těchto operací vybral ořezávání,
u kterého jsem v této kapitole prozkoumával možnosti ovládání prostřednictvím senzoru
Kinect. Ořezávání ve 3D v podstatě znamená rozdělení objektu na dvě části, z nichž jedna
se odstraní. Vznikne při tom jedna nová strana a několik vrcholů. Samotná implementace
této funkce není v práci dotažena úplně k dokonalosti a existují některé speciální případy,
kdy nebude fungovat správně, nicméně účelem bylo prozkoumat ovládání, takže by to neměl
být problém.
V kapitole 2.1 jsou probírány výhody ovládání prostřednictvím obou rukou (Two-handed
interaction), rozhodl jsem se principů zde zmíněných využít při implementaci ořezávání.
Základní princip zněl, že levou rukou se bude ovládat pozice tělesa a pomocí pravé se bude
definovat, kde budu provádět řez. Pro zjednodušení jsem ze začátku počítal s řezáním pouze
v ose x, kdy celý řez má stejnou hodnotu na této ose. Pokud by se někdo rozhodl přidat
další rozměry, přineslo by to řadu problémů, kterým jsem se v rámci této bakalářské práce
již nemohl věnovat.
9.1 Implementace
Modelovaný objekt se ovládá pohybem levé ruky pomocí středu souřadnicového systému
v reálném světě. Ten vypočítáme prostřednictvím rovnic
center.X = HipCenter.X
center.Y = HipCenter.Y + (ShoulderCenter.Y −HipCenter.Y )/2
center.Z = HipCenter.Z − (ShoulderCenter.Y −HipCenter.Y )
, pak se namapuje na střed modelovací scény. Význam jednotlivých částí rovnic je stejný
jako v kapitole 5.1.1.
V první verzi se vzal souřadnicový střed a pozice levé ruky, těleso se pak posunulo
o rozdíl mezi těmito hodnotami. Po prvním pokusu byla z rovnice odstraněna hodnota z,
souřadnice objektu se poté měnily pouze v osách x a y(klasický posun ve 2D).
V této verzi byly při testování zjištěny dva větší problémy. Levá ruka určuje střed tělesa,
pro uživatele je tedy značně problematické odseknout cokoliv nalevo od středu. Druhým
problém spočíval v tom, že reálný prostor neodpovídal přesně prostoru v modelovací scéně,
a tak uživatel nedokázal přesně určit, kde se provede řez.
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Obrázek 9.1: Ukázka ořezávání z výsledné aplikace.
9.1.1 Cutting gesture
Jedná se o gesto sloužící k provedení samotného odseknutí. Pro více informací o rozpozná-
vání gest a syntaxi zápisu viz kapitoly 5 a 5.1.1.
Číslo
segmentu
Podmínky pro úspěch Podmínky pro selhání
1 HandRight.Y > Head.Y HandRight.Z > ElbowRight.Z
HandRight.X < ShoulderLeft.X
2 HandRight.Y < ShoulderRight.Y HandRight.Z > ElbowRight.Z
HandRight.X < ShoulderLeft.X
3 HandLeft.Y < HipCenter.Y HandRight.Z > ElbowRight.Z
HandRight.X < ShoulderLeft.X
Hodnota pro provedení řezu v ose x se získá z pozice pravé ruky na konci provádě-
ného gesta, což sice není ideální, ale použitý systém pro rozpoznávání gest lepší způsob
neumožňuje a musel by být značně upraven.
9.2 Optimalizace
Výše byly zmíněny dva hlavní problémy, které se při implementaci ořezávání objevily. Řešení
bylo v obou případech poměrně jednoduché. V nové verzi této operace jsem pohyb tělesa
upravil tak, že pozice levé ruky odpovídá pozici bodu modelovaného tělesa nejvíce vlevo.
Na obrázku 9.1 je pak vidět červený trojúhelník, který pomáhá při řešení druhého problému.
Spodní vrchol určuje pozici pravé ruky převedenou do soustavy scény, tedy souřadnici, kde
se bude provádět řez.
9.3 Testování
Po provedení výše zmíněných změn jsem se rozhodl výsledek otestovat na uživatelích a podle
výsledků určit další postup.
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9.3.1 Průběh testování
Testovací skupina se skládala z pěti lidí ve věkovém intervalu 16 až 47 let. Všech pět testérů
mělo již zkušenosti s prací s počítači, ale pouze jeden v minulosti pracoval s 3D modelovacím
programem. Před testem bylo vytvořeno speciální těleso rozdělené na dvě části (viz obrázek
9.1) a uživatel měl pak za úkol ho uprostřed rozseknout. U výsledku byla pak po ukončení
testů spočítána odchylka od požadovaného stavu. Každý z testérů zkoušel obě výše popsané
varianty třikrát. V tomto testu neměli uživatelé dopředu možnost si nic vyzkoušet nanečisto,
pouze jim byl princip provádění předveden.
9.3.2 Výsledek
. . . První verze Druhá verze
Průměr 0.38 0.13
Směrodatná odchylka 0.24 0.05
t-test 0.00078
9.3.3 Vyhodnocení
Výsledná hodnota párového t-testu je 0.00078. Podle konvenčních kritérií se tento rozdíl
považuje za statisticky velmi významný. Provedená úprava tedy vedla ke změně (při po-
hled na průměry lze prohlásit, že k lepšímu). Poměrně velký rozdíl je možné pozorovat
na směrodatných odchylkách, u nichž je vidět, že v druhé variantě již nedocházelo tolik
k tomu, že se testér netrefil tak moc jako v některých případech v prvním způsobu.
To, že je nový způsob lepší, potvrdili slovně i testéři, všichni také prohlásili, že přesnost
dosažitelná v druhém případě se jim zdá dostačující. Pokud by bylo třeba ještě ji zvýšit,
narazili bychom na problém s nepřesností dat poskytovaných Kinectem a musel by být





Cílem práce bylo navrhnout a implementovat vhodnou aplikaci, u které byly následně
prozkoumány možnosti ovládání prostřednictvím senzoru Microsoft Kinect. Po konzul-
taci byla zvolena aplikace pro modelování ve 3D. V práci jsem se pak zaměřil na obecné
ovládání(ovládání menu v kapitole 7) a na možnosti při ovládání jednotlivývh modelova-
cích operací. Ve všech případech jsem se snažil o prozkoumání základních možností ovlá-
dání a jejich vyhodnocení prostřednictvím testování. Při případném důklanějším výzkumu
by bylo vhodné ještě prozkoumat více sad parametrů definovaných v jednotlivých varian-
tách(vyzkoušet více rozložení menu, další postupy při určování úhlu u rotace, . . .). Nutno
podotknout, že cílem nebylo vytvořit fungující aplikaci, kterou by bylo možné hned vyu-
žít v praxi při modelování, ale pouze prozkoumat možnosti senzoru Kinect v této oblasti
a naznačit jaké jsou způsoby jeho využití.
V kapitole 4 jsem zmiňoval, že prvotní plán počítal ještě s implementací transformací
změna měřítka a zkosení. Obě dvě jsem implementoval a jsou zahrnuty ve výsledném pro-
gramu, nicméně vzhledem k nedostatku prostoru jsem změnu měřítka testoval jen částečně
a zkosení vůbec. Principy pro jejich ovládání jsou podobné jako v případě rotace(zkosení
nefunguje podle obecné plochy), ale bylo by pravděpodobně vhodné ještě prozkoumat vhod-
nost těchto principů(především u zkosení) a nastavit lépe parametry.
Po ukončení programování jsem ještě výsledek podrobil celkovému testu, kdy jsem pět
osob požádal o provedení úkolu skládajícího se ze tří hlavních částí práce(pohyb v menu,
rotace, ořezávání). Vzhledem k omezenému prostoru v této technické zprávě jsem již ne-
mohl věnovat tomuto celkovému testu samostatnou kapitolu, proto ho zmiňuji pouze zde.
Všichni testéři byli vpodstatě s výsledným produktem spokojeni. Přestože někteří z nich
měli pochybnosti o ovládání menu, všichni se shodli na tom, že ovládání pomocí gest má při
modelovacích operacích slušný potenciál.
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– 3DmodelKinect (výsledný produkt)
– gestRocognitiopn (modul pro rozpoznávání gest)
– menu testing (program použitý při testování menu)
• Demonstrační video






původní gesta nová gesta původní gesta nová gesta
1 17.94 14.11 40.26 31.82
2 19.49 12.63 39.98 23.65
3 16.39 16.1 35.52 22.56
4 19.53 17.21 39.56 30.27
5 16.23 12.53 36.03 25.94
Průměr 17.916 14.516 38.27 26.848
Rozdíl 3.4 11.422
Směrodatná odchylka 1.6 2.09 2.3 4.06
t-test 2.07 ∗ 10−7 3.08 ∗ 10−4
B.2 Ovládání menu
1A klávesnice gesta myš point
1 1.97 1.85 3.46 4.5
2 1.86 1.74 3.14 3.93
3 2.36 2.53 2.97 3.48
4 2.41 1.94 3.2 4.63
5 1.67 2.3 2.51 2.31
6 3.02 3.86 4.22 5.08
7 2.14 1.76 2.29 3.74
Průměr 2.2 2.28 3.11 3.95
Směrodatná odchylka 0.44 0.75 0.63 0.91
t-test 0.68 0.01
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2D klávesnice gesta myš point
1 4.92 5.75 3.23 5.22
2 3.18 4.1 2.91 3.62
3 3.62 5.94 3.36 3.21
4 3.45 4.22 3.84 3.94
5 2.93 4.68 3.11 3.8
6 4.26 7.05 4.87 4.26
7 3.27 4.23 3.05 3.81
Průměr 3.66 5.14 3.48 3.98
Směrodatná odchylka 0.7 1.13 0.68 0.63
t-test 0 0.17
4B klávesnice gesta myš point
1 5.05 4.85 4.27 4.84
2 3.42 6.12 3.45 3.98
3 3.02 4.73 3.15 4.21
4 4.21 4.36 3.23 3.72
5 3.06 4.17 3.38 4.49
6 4.47 6.68 5.36 5.63
7 2.86 4.59 3.24 4.2
Průměr 3.73 5.07 3.73 4.44
Směrodatná odchylka 0.85 0.95 0.81 0.63
t-test 0.02 0
5E klávesnice gesta myš point
1 5.14 11.32 3.85 3.48
2 4.83 9.75 2.96 2.8
3 4.28 8.23 2.83 5.62
4 4.93 9.91 3.22 3.14
5 5.04 10.05 2.31 3.1
6 5.82 15.8 2.78 4.96
7 4.37 9.34 2.72 2.94
Průměr 4.92 10.63 2.95 3.72





osa X Staticky-one Staticky-gen dynamicky kontrola
1 14.42 15.99 12.36 13.06
2 10.79 15.95 14.82 14.44
3 26.25 16.78 13.39 15.3
4 36.14 27.84 13.29 13.42
5 14.67 17.44 12.31 14.89
6 12.61 19.18 14.33 13.17
7 13.02 16.52 17.84 9.76
8 17.73 21.47 12.31 12.91
Průměr 18.2 18.9 13.83 13.37
Směrodatná odchylka 8.67 4.07 1.87 1.71
osa Y Staticky-one Staticky-gen dynamicky kontrola
1 17.36 28.26 13.48 17.18
2 21.22 15.72 15.38 17.71
3 22.62 15.93 15.17 11.7
4 16.85 34.3 20.1 19.17
5 16.32 22.39 21.3 13.68
6 14.85 17.87 15.16 12.16
7 19.04 21.47 18.74 14.05
8 14.75 26.2 14.26 11.25
Průměr 17.88 22.77 16.7 14.61
Směrodatná odchylka 2.87 6.52 2.92 3.02
osa Z Staticky-one Staticky-gen dynamicky
1 11.93 41.55 15.99
2 14.59 30.09 12.7
3 19.33 42.38 11.17
4 22.41 34.64 12.68
5 14.25 52.11 12.89
6 18.82 29.72 16.34
7 13.61 41.11 13.65
8 18.46 36.27 15.09
Průměr 17.31 37.62 14.47
Směrodatná odchylka 3.16 7.29 1.45
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Přesnost
osa X Staticky-one Staticky-gen dynamicky kontrola
1 0.03 0.2 0.02 0.14
2 0.04 0.08 0.03 0.12
3 0.02 0.14 0.01 0.12
4 0.05 0.08 0.1 0.23
5 0.04 0.1 0.05 0.07
6 0.05 0.17 0.12 0.08
7 0.05 0.19 0.05 0.1
8 0.07 0.07 0.11 0.07
Průměr 0.04 0.13 0.06 0.12
Směrodatná odchylka 0.01 0.05 0.04 0.05
T-test 0.01 0.64 0.06
osa Y Staticky-one Staticky-gen dynamicky kontrola
1 0.08 0.34 0.03 0.05
2 0.07 0.12 0.07 0.11
3 0.01 0.26 0.03 0.12
4 0.11 0.16 0.1 0.1
5 0.03 0.15 0.05 0.11
6 0.05 0.22 0.11 0.2
7 0.06 0.14 0.06 0.07
8 0.03 0.16 0.07 0.11
Průměr 0.06 0.19 0.06 0.11
Směrodatná odchylka 0.03 0.07 0.03 0.04
T-test 0.04 0.03 0.01
osa Z Staticky-one Staticky-gen dynamicky
1 0.08 1.38 0.12
2 0.05 0.49 0.18
3 0.06 0.59 0.01
4 0.09 0.97 0.04
5 0.04 1.48 0.08
6 0.06 0.59 0.04
7 0.07 0.76 0.09
8 0.03 1.14 0.06
Průměr 0.06 0.93 0.08
Směrodatná odchylka 0.02 0.38 0.05
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B.4 Ořezávání

















Směrodatná odchylka 0.24 0.05
t-test 0.00078
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