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Resumo
De maneira geral, as simulações computacionais são frequentemente usadas com a finalidade de
gerar soluções aproximadas para obter insights das soluções de EDPs de imagens, bem como
sua compreensão em diversas aplicações, como imagens médicas, problemas de imagem em
geofísica e classificação de imagens, só para citar algumas aplicações importantes. As EDPs
de quarta ordem têm mostrado relevância no processamento e análise de imagem, no entanto,
normalmente, soluções analíticas para equações diferenciais não lineares de quarta ordem são
raras, o que torna importante o desenvolvimento de ferramentas numéricas. O objetivo deste
trabalho é um estudo analítico-computacional para a solução de uma equação não linear de
adveção-difusão de quarta ordem no contexto de processamento de imagens. Especificamente,
motivado pelo trabalho de Bertozzi e Greer (2004), o modelo diferencial aqui estudado é uma
equação de Tumblin-Turk com advecção em uma dimensão espacial. Propomos um método
de elementos finitos mistos baseado em uma formulação de quatro campos para aproximar
numericamente a equação de quarta ordem no espaço e utilizamos uma discretização implícita
no tempo. Para a aproximação do fluxo advectivo, empregamos uma técnica de volumes finitos.
Assim, formalmente, o esquema numérico proposto é localmente conservativo por construção.
Apresentamos também estudos semi-analíticos cujo objetivo é entender algumas propriedades
das soluções do tipo ondas viajantes. Além disso, é apresentada uma discretização por diferenças
finitas da equação de quarta ordem, tomando como base o trabalho de Bertozzi e Greer (2004).
Esses estudos também foram utilizados para construir uma solução de referência para os testes
numéricos realizados na formulação de quatro campos, lembrando que é uma novidade o uso da
formulação de quatro campos no processamento de imagem. Para as duas abordagens numéricas
apresentadas, foram realizados estudos de refinamento de malha para se obterem evidências
da convergência numérica dos esquemas. Os resultados obtidos a partir do esquema de quatro
campos proposto (elementos finitos mistos) concordam com a solução de referência (diferenças
finitas).
Palavras-chave:Modelos de EDPs em imagem, Equação não linear de advecção-difusão de
quarta ordem, Método dos elementos finitos mistos, Formulação em quatro campos, Método dos
volumes finitos.
Abstract
In general, the computational simulations are often used to generate approximate solutions
to get insights in imaging PDEs as well their comprehension in several applications as such
medical imaging, geophysical imaging problems and image classification, just to name a few.
The forth order PDE has showed importance in image processing, however, tipycally, analytical
solutions for fourth order non-linear differential equations are rare, for this reason it is important
the development of numerical tools. The objective of this work is an analytical-computional
study for fourth-order advection-diffusion equation solution in the context of imaging processing.
Specifically motivated by the work of Bertozzi and Greer (2004), the differential model here
studed is a Tumblin-Turk equation with advection in one spatial dimension. We propose a
four-field mixed finite element method approximate numerically the fourth order equation in
space and we used an implicit discretization in time. For the advective flux approximation, we
used a finite volume method. Thus, the overall numerical discretization is locally conservative by
construction. We present semi-analytical studies with the objective of better understanding some
properties about the traveling wave solutions. Furthermore, it is presented a finite difference
discretization for fourth order equation, based on article Bertozzi and Greer (2004). This studies
are also used to construct a reference solution for the numerical tests done in the four-field
formulation remembering this is a new thing the use of this formulation in image processing. For
the two numerical discretization presents performed mesh refinament studies get evidence of
numerical convergency. The results obtained by four-field scheme (mixed finite element) agree
with the reference solution (finite differences).
Keywords: PDE image models, Fourth-order advection-diffusion equations, Mixed finite element
method, Four-field formulation, Finite Volume method.
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1 Introdução
Atualmente, o uso de equações diferenciais parciais (EDPs) se tornou uma ferramenta
consolidada e importante em diversos problemas de modelagem de imagens Bertozzi e Greer
(2004), Greer e Bertozzi (2004b), Lysaker e Tai (2006). A ideia principal consiste em representar
a imagem como uma função u P R2. Nesta função que representa a imagem é adicionado ruido
e esta combinação, é o dado inicial submetido ao tratamento de imagem por meio da EDP
dependente do tempo em conjunto com condições iniciais e de contorno que irão caracterizar
a imagem e assim a solução da EDP seria a função que representa a imagem tratada Perona e
Malik (1990), Catté et al. (1992).
Em Greer e Bertozzi (2004b), os autores estudaram soluções de onda viajante,
visando melhorar a compreensão matemática de efeitos não lineares em modelos de quarta
ordem de advecção-difusão, tendo como motivação para este estudo a aplicação bem sucedida
destes modelos de tratamento de imagens, como mostrado em Tumblin e Turk (1999), You e
Kaveh (2000).
Sabe-se muito pouco matematicamente sobre efeitos de difusão de quarta ordem (e.g.
Greer e Bertozzi (2004b), Guidotti e Longo (2011)), apesar das demonstrações de sua eficácia
no tratamento de imagens Theljani, Belhachmi e Moakher (2019), Dong e Ma (2019), Greer e
Bertozzi (2004b), Guidotti e Longo (2011), You e Kaveh (2000).
Com o trabalho pioneiro da teoria espaço-escala de Witkin (1983) são realizados
vários trabalhos posteriores entre eles o trabalho Perona e Malik (1990) usando a difusão
anisotrópica, muitas razões podem ser citadas para o desejo de aproveitar o efeito da difusão não
linear no processamento de imagens, Guidotti e Longo (2011). Embora os diversos resultados
existentes apontem para a falta de boa-colocação e compreensão matemática, sem esclarecer
coisas como característica e existência da solução de modelos matemáticos com difusão não
linear Guidotti e Longo (2011), outros resultados numéricos indicam que é numericamente
viável o seu emprego para tratamento de imagens (ver, e.g., Tumblin e Turk (1999), You e Kaveh
(2000), Greer e Bertozzi (2004b), Guidotti e Longo (2011), Theljani, Belhachmi e Moakher
(2019), Dong e Ma (2019) e referências aí citadas). E é justamente essa discrepância e falta
de compreensão matemática entre as propriedades analíticas e as implementações numéricas
sobre difusão não linear no processamento de imagens que vem estimulando uma quantidade
significativa de pesquisa nos últimos trinta anos.
A presente dissertação de mestrado considera os resultados de regularidade do artigo
Greer e Bertozzi (2004b), quanto à existência (e inexistência) de soluções de ondas viajantes
para modelos de advecção-difusão não linear de quarta ordem. Considerando também o fato de
terem ocorrido progressos nas pesquisas que fazem o uso combinado de metodologias analíticas
Capítulo 1. Introdução 14
e numéricas sobre modelos de imagens Siddig et al. (2018), Theljani, Belhachmi e Moakher
(2019), Dafermos (2016), Guidotti e Longo (2011), Zhu e Chan (2012), Greer e Bertozzi (2004a).
Considerando que é uma novidade o emprego desta formulação de quatro campos
para modelos em imagem, desenvolvemos uma nova discretização conservativa para a EDP
de advecção-difusão de quarta ordem não linear. Estamos propondo um método de elementos
finitos mistos de quatro campos combinado com uma técnica de volumes finitos para resolver
numericamente uma equação de advecção-difusão de quarta ordem.
1.1 Motivação
As equações diferenciais parciais (EDPs) de segunda ordem tem sido estudadas
como uma ferramenta útil para tratamentos de imagens, fornecendo um potencial algoritmo
para imagens segmentadas, remoção de ruido , detecção de bordas e aprimoramento de imagem.
Contudo o defeito do modelo tradicional é a tendência de causar efeito escada (staircase effect) e
criar novas características na imagem processada, por isso várias técnicas para modelar a difusão
de segunda ordem não linear têm sido empregadas para o tratamento de imagem desde o trabalho
de Perona e Malik (1990)(PM), que introduziu o modelo de difusão não linear com anisotropia.
O modelo definido por Perona e Malik (1990) pode ser escrito como
Bu
Bt ´ ∇.
`
gp|∇u|2q∇u˘ “ 0, (1.1)
onde gps2q é uma função escolhida tal que gps2q Ñ 0 quando s Ñ 8 e gps2q Ñ 1 quando s Ñ 0.
Duas possíveis funções que descrevem g são apresentadas em Perona e Malik (1990):
gp∇uq “ exp `p´||∇u||{kq2˘ ou gp∇uq “ 1
1`
ˆ ||∇u||
k
˙2 , (1.2)
onde o parâmetro k é uma constante definida por meio da imagem. A função g não apenas
preservará, mas também realçará as bordas da imagem se for escolhida corretamente, sendo esta
a função de difusividade e o valor absoluto do gradiente através da imagem definido por |∇u|,
será o detector de contorno. Nos trabalhos de Catté et al. (1992), Guo et al. (2012), os autores
propuseram uma versão adaptativa da equação de Perona e Malik (1990). Em Catté et al. (1992),
os autores selecionaram a função g como uma convolução do Núcleo Gaussiano (representado
por *), onde devemos escolher um tempo de parada t da ordem de σ com σ ą 0, e com Gσ da
forma,
Gσ “ 1?
2piσ
e
¨˚
˝´ |x|2
4σ
‹˛‚
, x P Ω,
Assim o modelo proposto por Catté et al. (1992) é baseado na equação
Bu
Bt ´ ∇.
`
gp|Gσ ˚ ∇u|2q∇u
˘ “ 0.
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Assim ∇u é o gradiente de imagem e a convolução do Núcleo Gaussiano é definido por,
Gσ ˚ f pxq “
ż 8
´8
Gσ f pxq dx.
Em Guo et al. (2012), os autores propuseram duas versões adaptativas do Modelo
(1.1), nestas adaptações a constante K que pela definição de Perona e Malik (1990) era uma
constante definida por meio da imagem a ser tratada, agora no método Guo et al. (2012) este
valor limite K tem um efeito ressaltado na região próxima dos contornos (borda). O primeiro
modelo proposto por Guo et al. (2012) é a equação α-PM, a qual tem a seguinte forma
Bu
Bt “ ∇.
ˆ ∇u
1` p|∇u|{Kqα
˙
, (1.3)
onde 0 ď α ď 2 é uma constante fixada, definida de maneira a tornar a constante K mais
expressiva nos contornos.
A constante α dá as seguintes características para a Equação (1.3), por exemplo
quando α « 0 a Equação (1.3) se torna similar a equação do calor BuBt “ ∆u e se α « 2 então a
Equação (1.3) se aproxima da Equação (1.1) Perona e Malik (1990)
Bu
Bt “ ∇.
ˆ ∇u
1` p|∇u|{kq2
˙
.
O segundo modelo proposto por Guo et al. (2012) é αpxq-PM
Bu
Bt “ ∇.
ˆ ∇u
1` p|∇u|{Kqαpxq
˙
,
com αpxq sendo escolhido como
αp|Gσ ˚ u0|q “ 2´ 21` k|∇Gσ ˚ u0|2 , ou αp|∇Gσ ˚ u|q “ 2´
2
1` k|∇Gσ ˚ u|2 ,
onde u0 “ upx, 0q para x P Ω.
Outra maneira de adaptar a Equação (1.1) Perona e Malik (1990) foi modificando a
norma da Variação Total (VT). Em I.Rudin, Osher e Fatemi (1992) é feita uma regularização do
funcional
VT “
ż
Ω
|∇u| dx “
ż
Ω
b
u2x ` u2y dx.
Nesta regularização os autores de I.Rudin, Osher e Fatemi (1992) impõem as restrições usando
os multiplicadores de Lagrange.
Várias modificações têm sido sugeridas para superar as desvantagens do modelo VT
proposto por Perona e Malik (1990). Em Strong e F. (1996), por exemplo, os autores apresentaram
uma VT adaptativa baseada no modelo VT da forma
Ipuq “
ż
Ω
αpxq|∇u| dx,
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onde o fator αpxq é desenvolvido para controlar a força da difusão. Outro modelo foi introduzido
por Blomgren, Chan e Mulet (1997), onde os autores sugeriram um funcional de tratamento da
forma
Ipuq “
ż
Ω
|∇u|pp|∇u|q dx, (1.4)
onde ppsq é uma função monotonicamente decrescente, tal que ppsq Ñ 1, quando s Ñ 8, e
ppsq Ñ 2 quando s Ñ 0. Para outros modelos modificados, nós recomendamos o leitor para
Chen, Levine e Rao (2006) e Chen e Wundeli (2002).
A diferença entre esses modelos de segunda ordem reside na taxa de decaimento de
difusão, nos quais os coeficientes são definidos como funções da magnitude do gradiente. Estes
modelos de tratamento de EDPs de segunda ordem podem causar um efeito escada (em inglês
staircase effect) em Chan, Esedoglu e Frederick (2010) este efeito pode ser caracterizado como
serrilhado na imagem. Os métodos de segunda ordem adaptativos tentam superar esse efeito
escada, preservando as características importantes da imagem.
Outro problema do uso da difusão de segunda ordem para tratamento de imagem é
apresentado em You e Kaveh (2000) onde os autores mostram que apesar das técnicas de segunda
ordem terem se demonstrado hábeis para alcançar uma boa remoção de ruídos e preservação das
bordas, elas tendem a causar no processo de imagem o efeito blocky. Este efeito é visualmente
desagradável para quem vê a imagem tratada e provavelmente fará com que um sistema de visão
computacional reconheça falsamente como arestas os limites de diferentes blocos que na verdade
pertencem a uma área suave desta imagem.
Para evitar os problemas gerados pelos modelos de segunda ordem tal como os
fenômenos de escada (staircase phenomenon), You e Kaveh (2000) substituíram a composição
de operadores de primeira ordem por uma composição de operadores de segunda ordem.
ut “ ´∆ pgp∆uq∆uq , (1.5)
onde ∆ denota o operador Laplaciano, gpsq “ k2{pk2 ` s2q, e k é um parâmetro dependente da
imagem. Desde então, EDPs de quarta ordem têm sido amplamente usadas em tratamento de
imagem Lysaker, Lundervold e Tai (2003), Zhu e Chan (2012).
Trabalhos usando modelos de quarta ordem Bertozzi e Greer (2004), Greer e Bertozzi
(2004b), Chan, Esedoglu e Frederick (2010), como a equação de You e Kaveh (1.5), na solução
de problemas de tratamento de imagem com a adição de ruídos, têm mostrado a superioridade
das equações de quarta ordem sobre as EDPs de segunda ordem em termos de reconstrução de
regiões suaves e melhor preservação das bordas da imagem, como foi mostrado em Siddig et al.
(2018).
Outra importante classe de modelos de quarta ordem são os apresentados por Tumblin
e Turk, conhecidos como low-curvature image simplifiere (LCI) Tumblin e Turk (1999), cujo
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modelo tem a forma
ut ` ∇.pgp∆uq∇∆uq “ 0, (1.6)
onde g é uma função da derivada segunda da função de intensidade de imagem u.
Uma classe de equações que abrangem (1.6) foram estudadas em Greer e Bertozzi
(2004a), onde os autores provaram a existência global de soluções em H1 quando o argumento
da função g está na forma da derivada de intensidade de u. Um outro estudo da EDP não linear
(1.6), é proposto em Bertozzi e Greer (2004).
Podemos também citar que nos textos Bertozzi e Greer (2004), Siddig et al. (2018)
os autores usam o método de diferenças finitas para discretizar a equação de quarta ordem usada
no processamento de imagem.
Com o objetivo de melhorar a compreensão da modelagem matemática sobre os
modelos de quarta ordem para os problemas em imagens, foram propostas em Greer e Bertozzi
(2004b) modificações das equações Tumblin-Turk (1.6) e You-Kaveh (1.5). Os autores Greer e
Bertozzi (2004b) modificaram as duas equações para ter duas equações de advecção-difusão não
lineares, em que cada uma combina uma convecção de Burgers com uma difusão não linear de
quarta ordem:
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxqxx, (1.7a)
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxxqx, (1.7b)
com
gpsq “ 1
1` s2 .
A combinação do termo de primeira ordem de Burgers e da difusão de quarta ordem
na equação de advecção-difusão (1.7a) e (1.7b) gera a possibilidade de soluções do tipo onda
viajante, aproximando dos shocks da equação não viscosa de Burgers. Os autores de Greer e
Bertozzi (2004b) provam que tal solução de onda viajante para a equação (1.7a) não existe para
saltos suficientemente grandes nos dados iniciais, onde estes saltos são diretamente associados
às condições de contorno, enquanto que a solução de onda viajante para a equação (1.7b)
existe para todos os valores de saltos nos dados iniciais, sugerindo que o comportamento das
soluções são diferentes para as equações de processamento de imagem não linear de quarta
ordem apresentadas por Tumblin e Turk (1999) e You e Kaveh (2000).
1.2 Objetivos específicos discutidos nesta dissertação
O objetivo desta dissertação de mestrado é desenvolver uma proposta de nova
aproximação numérica e sua implementação computacional para a equação de advecção-difusão
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de quarta ordem não linear (1.7b) proposta por Greer e Bertozzi (2004b), em uma dimensão
espacial com dado inicial suave.
Os objetivos específicos deste trabalho são:
• Desenvolver uma solução de referência usando o método de diferenças finitas (LEVEQUE,
2007);
• Estudar e aplicar algumas metodologias usadas frequentemente para a solução numérica
de EDPs, como por exemplo, elementos finitos mistos Johnson (1987) e volumes finitos
Leveque (2004);
• Estudar a equação de advecção-difusão de quarta ordem (1.7b) aplicada ao tratamento de
imagem, analisando a sua característica de solução na forma de onda viajante Griffiths e
Schiesser (2011), Greer e Bertozzi (2004b), Evans (1997);
• Usar a metodologia da formulação de quatro campos desenvolvendo uma nova discretiza-
ção conservativa para a equação Tumblin-Turk com advecção (1.7b);
• Desenvolver uma proposta de implementação em linguagem de programação C com novos
métodos computacionais para adquirir uma solução aproximada da equação Tumblin-Turk
com advecção-difusão de quarta ordem (1.7b).
1.3 Visão geral e resultados obtidos
Neste trabalho, nós estudamos a equação Tumblin-Turk (1.7b) de advecção-difusão
de quarta ordem não linear para o problema de tratamento de imagens contaminadas com ruídos,
com o objetivo de desenvolver uma solução numérica conservativa. A motivação para propor
esta solução seria criar um modelo conservativo por construção, contando com o fato de que a
nosso conhecimento até este momento não foi proposta uma discretização conservativa para este
modelo.
Para realizar a discretização do modelo (1.7b) nós aplicamos o método de elementos
finitos mistos junto com um fluxo discretizado pelo método de volumes finitos, usando a
formulação de quatro campos na discretização. Sabemos que recentemente os métodos de
elementos finitos mistos, como uma aproximação numérica, juntamente com a formulação de
quatro campos, têm recebido crescente atenção, como é citado em Ahmed, Radu e Nordbotten
(2018). Além disso, na parte numérica nós utilizamos um método que combina a técnica de
volumes finitos e elementos finitos mistos para construir uma discretização conservativa, sendo
que esta discretização já foi aplicada de maneira eficaz para modelos de equações pseudo-
parabólicas de mecânica dos fluidos e fenômenos de transporte em meios porosos Abreu e Vieira
(2017), Vieira (2015), Vieira (2018).
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Para completar o desenvolvimento desta discretização conservativa nós fizemos o
estudo semi-analítico da solução de onda viajante para a Equação (1.7b) analisando a EDO
associada à EDP por meio do plano de Poincaré e desenvolvemos uma solução de referência da
Equação (1.7b) pelo método de diferenças finitas como feito por Greer e Bertozzi (2004b), que
foi usada para fazer os estudos de convergência da discretização de elementos finitos mistos com
formulação de quatro campos.
Para escrever este trabalho nós construímos um desenvolvimento que visa ajudar o
leitor a entender cada passo, começando pelo estudo semi-analítico da onda viajante da Equação
(1.7b) provando a boa colocação do modelo pelo método do plano de Poincaré, e desenvolvendo
a solução de referência pelo método de diferenças finitas combinado com o método de Newton
como usado em Greer e Bertozzi (2004b), sendo esta usada para análise numérica do modelo
Tumblin-Turk discretizado pela formulação de quatro campos.
1.4 Organização do trabalho
No Capitulo 2 nós vamos seguir a abordagem de Greer e Bertozzi (2004b) para
estudar a solução semi-analítica da equação Tumblin-Turk com advecção-difusão de quarta
ordem não linear (1.7b), visando entender a estrutura de solução do modelo para posterior
comparação com os experimentos numéricos.
No Capítulo 3 nós discretizamos o modelo Tumblin-Turk (1.7b) pelo método de
diferenças finitas junto com o método de Newton para sistemas como sugerido em Greer e
Bertozzi (2004b). Esta solução é muito importante para o desenvolvimento da formulação de
quatro campos Yi e Bean (2016), pois será usada como a solução de referência nas análises
numéricas desta nova formulação.
No Capítulo 4 é discutido sobre a proposta deste trabalho de fazer uma abordagem
computacional usando a formulação de quatro campos, juntamente com o método de elementos
finitos misto. Na Subseção 4.2.2 é feita a discretização do fluxo numérico por meio de um método
de volumes finitos, na Subseção 4.2.3 o método de Euler recuado (implícito) é apresentado como
opção para discretizar o tempo. Na Seção 4.3 nós apresentamos a nova proposta de aproximação
numérica combinando os métodos de volumes finitos e elementos finitos, agregados de uma
formulação de quatro campos e são realizados testes com a equação de advecção-difusão de
quarta ordem não linear (1.7b) proposta por Greer e Bertozzi (2004b).
No Capítulo 5 apresentamos algumas considerações finais e perspectivas para traba-
lhos futuros.
No Apêndice A é mostrada uma equivalência da formulação de quatro campos de-
senvolvida no Capítulo 4 e a solução de referência pelo método de diferenças finitas apresentada
no Capítulo 3 quando temos uma versão linearizada da equação Tumblin-Turk.
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No Apêndice B, são realizadas análises de estabilidade (análise de Von Neumann)
para o caso de uma linearização da equação Tumblin-Turk (1.7b) usando o método de diferenças
finitas, e também são apresentadas perspetivas de regiões de estabilidade para a formulação de 4
campos.
No Apêndice C é apresentada a modelagem computacional de EDPs de quarta ordem
lineares usando o método apresentado no Capítulo 4 para discretizar as equações.
No Apêndice D são apresentadas duas tentativas de aceleração de convergência para
a discretização apresentada no Capítulo 4 usando o método de Newton para a solução do sistema
algébrico não linear.
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2 Estudo semi-analítico da solução de
onda viajante para o modelo Tumblin-
Turk
Na Seção 2.1 é discutido o estudo sobre ondas viajantes com respeito a o modelo de
advecção-difusão não linear de quarta ordem (1.7b) onde é introduzida a convecção de Burgers
na difusão de quarta ordem para instigar o comportamento de shock ou salto, típico em bordas
de imagens.
O foco é na classe especial de ondas viajantes da forma upx´ ctq. Esta onda viajante
reduz a EDP de quarta ordem a uma EDO de terceira ordem, para a qual nós aplicamos a análise
do plano de Poincaré.
A análise do Plano de Poincaré é apresentada na Seção 2.2 onde são mostrados os
testes numéricos necessários para achar a órbita heteroclinica para a EDO de terceira ordem.
2.1 Solução de onda viajante para o modelo Tumblin-Turk
É adquirida a EDO de terceira ordem da onda viajante por meio da EDP de advecção-
difusão de quarta ordem não linear 1.7b.
O foco está em uma classe especial de soluções auto-similares, chamadas ondas
viajantes, as quais viajam ao longo do sistema de coordenadas x´ ct sem mudar sua forma, ou
seja, a sua solução é descrita por upx, tq “ upx´ ctq.
Ondas viajantes são soluções auto-similares da forma:
upx, tq “ φpx´ ctq, (2.1)
onde c P R e é a velocidade da onda. Substituindo (2.1) na EDP (1.7b), nós reduzimos o problema
de advecção-difusão de quarta ordem em modelagem de imagens para um sistema de EDOs na
variável ξ “ x´ ct (ver, e.g. Griffiths e Schiesser (2011), Yanovsky (2005), Evans (1997), Greer
e Bertozzi (2004b)).
EDOs são normalmente mais fáceis de serem estudadas, por existir um melhor
entendimento dos métodos analíticos e numéricos para examinar seu comportamento qualitativo.
Neste texto é considerada as soluções de onda viajante que conectam dois estados
constantes uL e uR, ou seja, satisfazem
lim
ξÑ´8 φpξq “ uL e limξÑ`8 φpξq “ uR.
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Tais soluções correspondem às trajetórias conectando lim
ξÑ´8 φpξq “ uL até limξÑ`8 φpξq “
uR, no espaço de fase da EDO da onda viajante, elas podem ser representadas por aproximações
de shocks, similares com os da equação viscosa de Burgers.
Os valores uL e uR determinam a velocidade de onda, denotada por c. Tal velocidade
corresponde à velocidade de uma descontinuidade conectando os estados uL e uR no plano px, uq
para t variando ao longo do tempo.
Os estados uL e uR são equilíbrios para o sistema dinâmico da onda viajante, ou seja:
lim
ξÝÑ˘8 φ
1pξq “ lim
ξÝÑ˘8 φ
2pξq “ ¨ ¨ ¨ “ 0. (2.2)
Vamos supor que o modelo (TT) definido pela equação a seguir
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxxqqx onde gpsq “ 11` s2 , (2.3)
possui um perfil de onda viajante.
Para encontrar a onda viajante, substituímos (2.1) em (2.3) e aplicamos as derivadas
e a regra da cadeia, a saber:
pφxq “ φ1, onde φ1 “ dφdξ
pφtq “ ´cφ1, pois pφtq “ dφdξ
Bξ
Bt ,
c é um número real. Usando a notação φ1 :“ d
dξ
φ e substituindo (2.1) em (1.7b), nós temos a
EDO
´cφ1 ` 1
2
pφ2q1 “ ´pgpφ2qφ3q1. (2.5)
Integrando a Equação (2.5) de ´8 até ξ, fica
ż ξ
´8
´cφ1pxq ` 1
2
pφ2q1pxq dx “ ´
ż ξ
´8
pgpφ2pxqqφ3pxqq1 dx,
(2.6)
sendo
´c
ˆ
φpξq ´ lim
τÝÑ´8 φpτq
˙
` 1
2
φ2pξq ´ 1
2
lim
τÝÑ´8 φ
2pτq “ (2.7)
´gpφ2pξqqφ3pξq ` lim
τÝÑ´8 gpφ
2pτqqφ3pτq.
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Usando (2.2) nos limites, obtemos:
´cpφpξq ´ uLq ` 12φ
2pξq ´ 1
2
u2L “ ´gpφ2pξqqφ3pξq. (2.8)
Agora para obtermos a velocidade c, também conhecida como condição de Rankine-
Hugoniot, fazemos ξ Ñ 8 e temos (supondo que (2.2) é válido)
´ cpuR ´ uLq ` 12pu
2
R ´ u2Lq “ 0
c “ 1
2
u2R ´ u2L
uR ´ uL
c “ 1
2
puR ´ uLqpuR ` uLq
uR ´ uL
c “ 1
2
puR ` uLq puR , uLq. (2.9)
Substituindo a velocidade c dada por (2.9) em (2.8), obtemos:
´ cpφpξq ´ uLq ` 12φ
2pξq ´ 1
2
u2L “ ´gpφ2pξqqφ3pξq
´ cφpξq ` 1
2
puR ` uLquL ` 12φ
2pξq ´ 1
2
u2L “ ´gpφ2pξqqφ3pξq
´ cφpξq ` 1
2
uRuL ` 12u
2
L ` 12φ
2pξq ´ 1
2
u2L “ ´gpφ2pξqqφ3pξq
1
2
φ2 ´ cφ` 1
2
uRuL “ ´gpφ2pξqqφ3pξq. (2.10)
Como gpsq “ 1
1` s2 então gpφ
2q “ 1
1` pφ2q2 e também temos que gpφ
2qφ3 “
φ3
1` pφ2q2 , que por sua vez representa a derivada de arctangente, pois:
parctanp f pxqqq1 “ f
1pxq
1` f pxq2 .
Colocando f “ φ2, temos que :
1
2
φ2 ´ cφ` 1
2
uRuL “ ´parctanpφ2qq1. (2.11)
Definindo rpφq “ 1
2
φ2 ´ cφ` 1
2
uRuL, podemos reescrever a equação (2.11) como:
rpφq “ ´parctanpφ2qqq1. (2.12)
Esta EDO tem dois pontos de equilíbrio, um quando lim
ξÑ´8 φpξq “ uL e outro quando
lim
ξÑ8 φpξq “ uR e uma dada trajetória ligando os dois pontos na qual a EDO é a solução de uma
onda viajante da respectiva EDP se e somente se aquela trajetória é uma órbita heteroclinica
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conectando os dois equilíbrios, esta equação ainda tem uma condição de entropia exigindo
uR ą uL para que tal órbita exista.
A equação (2.12) é de terceira ordem e podemos transformá-la em um sistema de 3
equações ordinárias de primeira ordem. Para isto definimos v “ φ1 e tanpwq “ v1.
Note que w “ arctanpv1q equivalente a w “ arctanpφ2q então (2.12) fica:
rpφq “ ´w1.
Dessa forma a equação (2.12) pode ser escrita como o sistema de EDOs
φ1 “ v, (2.13a)
v1 “ tgpwq, (2.13b)
w1 “ ´rpφq, (2.13c)
onde o dado inicial será especificado convenientemente mais adiante, com efeito, primeiro
vamos resolver o sistema de EDOs (2.13)
Aqui é definido uL “ ´uR, onde uL ą 0 e uR ă 0, note que a velocidade de onda c é
igual a zero, portanto a onda viajante é estacionária. Caso a velocidade de onda(c) não fosse nula
sendo respeitada a condição de entropia uR ą uL a onda viajante não seria estacionária.
Considerando a análise em Greer e Bertozzi (2004b), vamos obter a órbita heteroclí-
nica pela resolução de vários PVIs perturbados definidos pelo sistema (2.13) e com os dados
iniciais perturbados definidos por Lα,β,k “ pγ ˘ α,˘β,˘kq, onde γ “ uL e α, β e k são números
aleatórios com valores entre 10´5 e 10´7, considerando ξ Ñ `8.
A outra parte dos testes para encontrar a órbita heteroclínica, será feita resolvendo
o PVI perturbado definido pelo sistema de EDOs (2.13) com os dados iniciais perturbados,
representados por Rα,β,k “ p´γ ˘ α,˘β,˘kq considerando γ “ uL, e α, β e k como constantes
reais com valores entre 10´5 e 10´7, no intervalo de integração ξ Ñ ´8.
2.2 Plano de Poincaré
Os experimentos numéricos mostram como um a um os correspondentes que produ-
zem as órbitas heteroclinicas da EDO garantem soluções estáveis para a EDP. Quando não existe
trajetória conectando os estados estáveis na EDO, uma descontinuidade (salto) é formado na
EDP.
O objetivo com este próximo estudo computacional é encontrar as trajetórias conec-
tando as órbitas estáveis entre o sistema (2.13) quando ξ Ñ 8 e quando ξ Ñ ´8.
Para isto é utilizado um corte chamado de Plano de Poincaré.
É preciso determinar uma órbita heteroclínica(trajetória) que liga o sistema (2.13)
quando ξ Ñ ´8 e quando ξ Ñ 8 com os seus correspondentes dados iniciais perturbados, isso
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significa que a órbita deve ligar os equilíbrios estável e instável do sistema, determinando se
existe tal trajetória ligando os estados lim
ξÑ´8 φpξq “ γ e limξÑ`8 φpξq “ ´γ com (γ “ uL), e com
isso concluir que a solução desta equação se dá por meio de uma onda viajante. A existência
da onda viajante para o modelo de advecção-difusão de quarta ordem (2.3) foi estabelecida em
Greer e Bertozzi (2004b). Uma discussão mais profunda desta conclusão pode ser encontrada
nos seguintes textos Griffiths e Schiesser (2011), Yanovsky (2005), Greer e Bertozzi (2004b).
Para calcular a órbita heteroclínica são gerados vários PVIs com os dados iniciais
perturbados do Sistema (2.13) e γ “ 2, no intervalo Ω “ r´22, 22s, como pode ser visto na
figura a seguir:
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Figura 1 – Construção das órbitas Heteroclínicas dos PVIs perturbados (2.13).
A Figura 1, mostra a solução do sistema (2.13) para dados iniciais perturbados
apresentando três testes para o sistema de EDOs (2.13) com ξ Ñ 8 e três testes para o sistema
de EDOs (2.13) com ξ Ñ ´8. Para cada teste realizado foi usado o valor de γ “ 2, no intervalo
Ω “ r´22, 22s com os dados iniciais perturbados, listados abaixo:
• L7 foi usado o dado inicial Lα,β,k “ rγ´ 8.142848ˆ 10´6; 2.435250ˆ 10´6;´9.292636ˆ
10´6s;
• L12 foi usado o dado inicial Lα,β,k “ rγ´7.749105ˆ10´6; 8.173032ˆ10´6;´8.686947ˆ
10´6s;
• L15 foi usado o dado inicial Lα,β,k “ rγ` 1.818470ˆ 10´6; 2.638029ˆ 10´6; 1.455390ˆ
10´6s;
• R2 foi usado o dado inicial Rα,β,k “ r´γ´4.356987ˆ10´6;´3.111023ˆ10´6;´9.233796ˆ
10´6s;
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• R6 foi usado o dado inicial Rα,β,k “ r´γ´2.622117ˆ10´6;´6.028431ˆ10´6;´7.112158ˆ
10´6s;
• R12 foi usado o dado inicial Rα,β,k “ r´γ´6.797280ˆ10´6; 1.365531ˆ10´6;´7.212275ˆ
10´6s.
Como pode ser visto no artigo Greer e Bertozzi (2004b), podemos afirmar que nós
estamos visualizando o espaço de fase de u “ 0, e qualquer intersecção do espaço instável com
o espaço estável que é visível no plano de fase u “ 0, deverá ocorrer na linha de w “ 0.
Temos que na Figura 2 é mostrada a solução de onda viajante da equação Tumblin-
Turk de advecção-difusão de quarta ordem (2.3) para vários valores de γ “ uL revelando as
órbitas heteroclinicas ligando os espaços instável e estável.
Os dados usados na Figura 2 são especificados primeiro para γ “ 2, onde resolvemos
o sistema (2.13) com dados inicias iguais a
• Lα,β,k “ rγ ` 1.418863ˆ 10´06,´4.217613ˆ 10´06, 9.157355ˆ 10´06s,
• Rα,β,k “ r´γ ´ 2.784982ˆ 10´06,´5.468815ˆ 10´06,´9.575068ˆ 10´06s.
Após para γ “ 3, onde resolvemos o sistema (2.13) com dados inicias iguais a
• Lα,β,k “ rγ ` 1.112028ˆ 10´06, 7.802521ˆ 10´06, 3.897388ˆ 10´06s,
• Rα,β,k “ r´γ ´ 1.418863ˆ 10´06, 4.217613ˆ 10´06,´9.157355ˆ 10´06s.
Por último para γ “ 5, onde resolvemos o sistema (2.13) com dados inicias iguais a
• Lα,β,k “ rγ ` 3.592282ˆ 10´06, 7.363401ˆ 10´06, 3.947075ˆ 10´06s,
• Rα,β,k “ r´γ ´ 6.159067ˆ 10´07, 7.801755ˆ 10´06,´3.375839ˆ 10´06s.
Na Figura 2 é definida a onda viajante com γ “ 2, 3 e 5, produzida por encontrar a
intersecção do espaço estável com o espaço instável no espaço de fase da EDO de terceira ordem
da onda viajante, conforme os resultados do artigo Greer e Bertozzi (2004b).
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Figura 2 – Órbita Heteroclínica para o modelo Tumblin-Turk, com γ “ 2, 3 e 5.
A alta ordem da difusão da Equação (2.3) torna mais difícil termos resultados
analíticos, entretanto pelo estudo da EDO no plano de Poincaré proposto em Greer e Bertozzi
(2004b) foi provado por meio de estudos topológicos que a EDO tem soluções suaves conectando
os espaços estável e instável no plano de Poincaré para todo uL ą 0 com uR “ ´uL, garantindo
soluções estáveis para a EDP.
No decorrer do estudo semi-analítico foi possível perceber a concordância entre a
análise do plano de Poincaré proposta no artigo Greer e Bertozzi (2004b) e a Figura 2, o que
mostra que para as soluções da Equação (2.3) Tumblin-Turk de advecção-difusão de quarta ordem
não linear existem trajetórias conectando os dois estados estável e instável para uL “ γ “ 2, 3 e 5
e portanto existe solução suave para a EDP (2.3) associada a esta EDO.
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3 Solução numérica por diferenças finitas
do modelo de imagem
Neste capítulo são utilizadas as ideias propostas por Greer e Bertozzi (2004b) em
relação à discretização pelo método de diferenças finitas, sendo a Seção 3.1 a discretização
descrita de maneira detalhada. E na Seção 3.2 são apresentados os experimentos numéricos e o
estudo de refinamento de malha da solução de diferenças finitas.
Lembrando que esta solução é usada como referência quando realizada a discretiza-
ção pelo método de volumes finitos e elementos finitos mistos com formulação quatro campos
para a Equação (1.7b).
3.1 Discretização do modelo Tumblin-Turk
Nesta seção é apresentada uma aproximação formada pelo método de diferenças
finitas e o método de Newton para a equação Tumblin-Turk de advecção-difusão não linear de
quarta ordem (1.7b). Seguindo as sugestões propostas no artigo Greer e Bertozzi (2004b), foi
utilizado diferenças finitas centradas no espaço, método Euler implícito na evolução temporal,
diferenças finitas centradas para o fluxo de Burgers e foi usado o método de Newton para
aproximar as soluções do sistema algébrico não linear proveniente da discretização. Obtendo
uma boa aproximação para assim realizar estudos comparativos entre o novo método de quatro
campos desenvolvido neste trabalho e o método de diferenças finitas.
A equação Tumblin-Turk com advecção que será discretizada nesta seção pode ser
descrita por
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxxqx, onde gpsq “ 11` s2 . (3.1)
Nós usaremos a substituição w “ arctanp´uxxq proposta no artigo Greer e Bertozzi
(2004b), e assim reescrever a equação Tumblin-Turk como um sistema não linear com duas
equações:
ut ` p f puqqx “ wxx, onde f puq “
1
2
u2, (3.2a)
tgpwq “ ´uxx, (3.2b)
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em conjunto com as condições de contorno e iniciais
wpa, tq “ wL, wpb, tq “ wR, t ą 0, (3.3a)
upa, tq “ uL, upb, tq “ uR, t ą 0, (3.3b)
upx, 0q “ υpxq, x P Ω “ pa, bq, (3.3c)
wpx, 0q “ ηpxq. (3.3d)
Partição do domínio
Para começar a discretização por diferenças finitas nós primeiro precisamos definir
uma partição uniforme do domínio unidimensional Ω “ pa, bq.
Para isso, nós consideramos um inteiro positivo m usado como pilar para definir a
partição espacial
a “ x0 ă x1 ă ¨ ¨ ¨ ă xm ă xm`1 “ b.
Onde ∆x representa a distância, x j`1 ´ x j para j “ 0, 1, 2, ...,m, o valor é dado por ∆x “ b´ am` 1
no caso de uma partição uniforme.
Discretização temporal
Para fazer a discretização temporal da equação Tumblin-Turk (3.1), nós optamos
por usar uma discretização implícita por meio do método de Euler recuado como é indicado no
artigo Greer e Bertozzi (2004b).
Para isso nós consideramos n como o passo de tempo anterior e n ` 1 como o
próximo passo de tempo que desejamos calcular a discretização, definindo assim ∆t como o
tamanho do passo de tempo. Assim temos que T é o tempo final em que desejamos calcular a
função e N é número total de passos no tempo N “ T{∆t.
Aplicando a discretização na equação (3.2a)
un`1j ´ unj
∆t
` f pu
n`1
j`1q ´ f pun`1j´1q
2∆x
“ w
n`1
j´1 ´ 2wn`1j ` wn`1j`1
∆x2
. (3.4)
Para determinar o tamanho ∆t é conveniente definir uma relação entre ∆x e ∆t. A
escolha desta relação foi analisada de maneira numérica e após vários testes, adotamos o seguinte
critério suficiente para garantir a estabilidade
∆t ă σCFL∆x, (3.5)
onde σCFL é uma constante com valor de 0.1.
Capítulo 3. Solução numérica por diferenças finitas do modelo de imagem 30
Método de Newton para sistemas
Quando realizada a discretização pelo método de diferenças finitas para um sistema
não linear é adquirido um sistema de m equações para m incógnitas entretanto isto é agora um
sistema algébrico não linear proveniente da discretização das equações
FpU,Wq “ 0, (3.6a)
GpU,Wq “ 0, (3.6b)
onde F : Rm Ñ Rm e G : Rm Ñ Rm. Este sistema não pode ser resolvido tão facilmente como
um sistema linear tridiagonal, é preciso usar algum método iterativo, tal como o método de
Newton para resolver o Sistema (3.6).
Se Uk e Wk são as aproximações para U e W respectivamente no passo k, então o
método de Newton é adquirido via a expansão de séries de Taylor
FpUk`1,Wk`1q “ FpUk,Wkq ` F 1pUk,Wkqp∆Uk,∆Wkq ` . . . , (3.7a)
GpUk`1,Wk`1q “ GpUk,Wkq `G1pUk,Wkqp∆Uk,∆Wkq ` . . . . (3.7b)
Proveniente da Equação (3.6) é tomado FpUk`1,Wk`1q “ 0 e GpUk`1,Wk`1q “ 0,
considerando que F 1 e G1 representam as matrizes Jacobianas de F e de G respectivamente e
negligenciando os termos de alta ordem, resulta o seguinte sistema linear nas variáveis ∆U e
∆W
0 “ FpUk,Wkq ` F 1pUk,Wkqp∆Uk,∆Wkq, (3.8a)
0 “ GpUk,Wkq `G1pUk,Wkqp∆Uk,∆Wkq, (3.8b)
onde ∆Uk e ∆Wk são encontrados através da solução do sistema linear
BU FpUk,Wkq∆Uk ` BW FpUk,Wkq∆Wk “ ´FpUk,Wkq, (3.9a)
BUGpUk,Wkq∆Uk ` BWGpUk,Wkq∆Wk “ ´GpUk,Wkq. (3.9b)
Como BU F, BW F, BUG e BWG representam partes da matriz Jacobiana das matrizes
F e G em relação aos vetores U e W os seus elementos são representados por
pBU Fqi j “ BFiBu j , pBW Fqi j “
BFi
Bw j , pBUGqi j “
BGi
Bu j , pBWGqi j “
BGi
Bw j , (3.10)
Dessa forma a atualização para o método de Newton é determinada pela seguinte
equação
Uk`1 “ Uk ` ∆Uk, (3.11a)
Wk`1 “ Wk ` ∆Wk, (3.11b)
conseguimos definir o método de Newton que será aplicado na próxima seção.
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Esquema de diferenças finitas com método de Newton
Discretizando o sistema (3.2):
un`1j ´ unj
∆t
` f pu
n`1
j`1q ´ f pun`1j´1q
2∆x
“ w
n`1
j´1 ´ 2wn`1j ` wn`1j`1
∆x2
, (3.12a)
tgpwn`1j q “ ´
˜
un`1j´1 ´ 2un`1j ` un`1j`1
∆x2
¸
. (3.12b)
Temos um sistema algébrico não linear sobre as incógnitas un`1j e w
n`1
j , com j “
1, 2, . . . ,m. E podemos reescrever este sistema da seguinte forma
F j “
un`1j ´ unj
dt
` f pu
n`1
j`1q ´ f pun`1j´1q
2dx
´ w
n`1
j´1 ´ 2wn`1j ` wn`1j`1
dx2
“ 0, (3.13a)
G j “ tgpwn`1j q `
un`1j´1 ´ 2un`1j ` un`1j`1
dx2
“ 0. (3.13b)
Onde F j e G j são funções provenientes do sistema de equações, e a partir delas
escrevemos os vetores F e G. Assim, podemos escrever o sistema na forma matricial, que pode
ser denotado por
FpUn`1,Wn`1q “ 0, (3.14a)
GpUn`1,Wn`1q “ 0, (3.14b)
com as variáveis Un`1 e Wn`1 descritas por
Un`1 “
»————–
un`11
un`12
...
un`1m
fiffiffiffiffifl , Wn`1 “
»————–
wn`11
wn`12
...
wn`1m
fiffiffiffiffifl . (3.15)
Para o caso do sistema (3.14) teríamos o passo iterativo k ` 1 definido pelo método
de Newton, dado por,
BU FpUk,Wkq∆Uk ` BW FpUk,Wkq∆Wk “ ´FpUk,Wkq, (3.16a)
BUGpUk,Wkq∆Uk ` BWGpUk,Wkq∆Wk “ ´GpUk,Wkq. (3.16b)
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Podemos calcular a matriz BU F e BW F como:
BF j
Bun`1i
“ 0 se i , t j` 1, j, j´ 1u, BF jBwn`1i
“ 0 se i , t j` 1, j, j´ 1u, (3.17a)
BF j
Bun`1i´1
“ ´ f
1pun`1j´1q
2∆x
,
BF j
Bun`1i
“ 1
∆t
,
BF j
Bun`1i`1
“ f
1pun`1j`1q
2∆x
, (3.17b)
BF j
Bwn`1i´1
“ ´1
∆x2
,
BF j
Bwn`1i
“ 2
∆x2
,
BF j
Bwn`1i`1
“ ´1
∆x2
. (3.17c)
E as matrizes Jacobianas de BUG e BWG podem ser descritas por
BG j
Bun`1i
“ 0 se i , t j` 1, j, j´ 1u, BG jBwn`1i
“ 0 se i , j, (3.18a)
BG j
Bun`1j´1
“ 1
∆x2
,
BG j
Bun`1j
“ ´2
∆x2
,
BG j
Bun`1j`1
“ 1
∆x2
, (3.18b)
BG j
Bwn`1j
“ sec2pwn`1j q. (3.18c)
Dessa forma agora é possível descrever uma linha j qualquer das equações (3.16a) e
(3.16b), onde uma linha j qualquer de (3.16a) é representada por,
∆un`1,kj
∆t
` f
1pun`1,kj`1 q∆un`1,kj`1 ´ f 1pun`1,kj´1 q∆un`1,kj´1
2∆x
´
˜
∆wn`1,kj´1 ´ 2∆wn`1,kj ` ∆wn`1,kj`1
∆x2
¸
“
“ ´
˜
un`1,kj ´ wnj
∆t
¸
´
˜
f pun`1,kj`1 q ´ f pun`1,kj´1 q
2∆x
¸
`
` w
n`1,k
j´1 ´ 2wn`1,kj ` wn`1,kj`1
∆x2
, (3.19a)
e uma linha j qualquer da Equação (3.16b), será descrita por:
∆un`1,kj´1 ´ 2∆un`1,kj ` ∆un`1,kj`1
∆x2
` sec2pwn`1,kj q∆wn`1,kj “
´ tgpwn`1,kj q ´
˜
un`1,kj´1 ´ 2un`1,kj ` un`1,kj`1
∆x2
¸
. (3.20a)
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Logo as equações na página anterior definem um sistema linear, onde as matrizes e
os termos independentes devem ser atualizados a cada nível iterativo.
«
Ak Bk
Ck Dk
ff«
∆Uk
∆Wk
ff
“
«
bk1
bk2
ff
, (3.21)
onde Ak “ BU FpUk,Wkq, Bk “ BW FpUk,Wkq, Ck “ BUGpUk,Wkq, Dk “ BWGpUk,Wkq, bk1 “
´FppUk,Wkqq e bk2 “ ´GpUk,Wkq.
Especificando as matrizes Ak, Bk,Ck,Dk e os vetores bk1 e b
k
2, para um passo iterativo
k qualquer
Ak “
»———————————————————————–
1
∆t
un`1,k2
2∆x
´un`1,k1
2∆x
1
dt
un`1,k3
2∆x
. . .
. . .
. . .
´un`1,km´2
2∆x
1
∆t
un`1,km
2∆x
´un`1,km´1
2∆x
1
∆t
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
, Bk “
»————————————————————–
2
∆x2
´1
∆x2
´1
∆x2
2
∆x2
´1
∆x2
. . .
. . .
. . .
´1
∆x2
2
∆x2
´1
∆x2
´1
∆x2
2
∆x2
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
,
Ck “
»————————————————————–
´2
∆x2
1
∆x2
1
∆x2
´2
∆x2
1
∆x2
. . .
. . .
. . .
1
∆x2
´2
∆x2
1
∆x2
1
∆x2
´2
∆x2
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
, (3.22)
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e também
Dk “
»———————–
sec2pwn`1,k1 q
sec2pwn`1,k2 q
. . .
sec2pwn`1,km´1 q
sec2pwn`1,km q
fiffiffiffiffiffiffiffifl , (3.23)
e por fim descrevemos as matrizes
bk1 “
»——————————————————————–
´
˜
un`1,k1 ´ un1
∆t
¸
´
˜
pun`1,k2 q2
4∆x
´ u
2
L
4∆x
¸
´
˜
´ wL
∆x2
` 2w
n`1,k
1
∆x2
´ w
n`1,k
2
∆x2
¸
´
˜
un`1,k2 ´ un2
∆t
¸
´
˜
pun`1,k3 q2
4∆x
´ u
n`1,k
1
4∆x
¸
´
˜
´wn`1,k1
∆x2
` 2w
n`1,k
2
∆x2
´ w
n`1,k
3
∆x2
¸
...
´
˜
un`1,km ´ unm
dt
¸
´
˜pun`1,km´1 q2
4∆x
´ u
2
R
4∆x
¸
´
˜
´w
n`1,k
m´1
∆x2
` 2w
n`1,k
m
∆x2
´ wR
∆x2
¸
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
.
bk2 “
»———————————————————–
´
˜
uL
∆x2
´ 2u
n`1,k
1
∆x2
` u
n`1,k
2
∆x2
¸
´ tgpwn`1,k1 q
´
˜
un`1,k1
∆x2
´ 2u
n`1,k
2
∆x2
` u
n`1,k
3
∆x2
¸
´ tgpwn`1,k2 q
...
´
˜
un`1,km´1
∆x2
´ 2u
n`1,k
m
∆x2
` uR
∆x2
¸
´ tgpwn`1,km q
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
,
Observe que para cada passo de tempo n` 1 é necessário resolver o sistema linear
(3.21) por um procedimento iterativo, isto é resolver k-vezes o sistema (3.21) de tal forma que
um critério de parada seja alcançado na k-ésima solução do sistema linear (3.21), definimos o
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critério de parada usando uma constante ε ą 0, tal que
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
«
∆U
∆W
ffˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ8 ă ε “ 10´8. (3.24)
3.2 Estudos numéricos do modelo de imagem
Nesta seção são apresentados os testes numéricos realizados para discretizar a
equação Tumblin-Turk de advecção-difusão de quarta ordem não linear apresentada em Greer e
Bertozzi (2004b) representada pela Equação (3.1).
São feitos testes de refinamento de malha e do gráfico log-log que não foram feitos
em Greer e Bertozzi (2004b), onde é mostrada apenas a solução, com as condições de contorno
definidas por uL “ 7, uR “ ´7, wL “ 0.0 e wR “ 0.0, contando também com um dado inicial
suave com perfil de onda viajante definido por upx, 0q “ p´uLqx
6
, sendo x pertencente ao
intervalo unidimensional Ω, onde este intervalo é definido por Ω “ p´3, 3q.
Na implementação computacional desenvolvida no software MATLAB R© o Sis-
tema(3.21) foi resolvido através da rotina linsolve, que resolve o sistema linear usando a fatora-
ção LU com pivotamento parcial caso a matriz seja quadrada, e a fatoração QR com pivotamento
das colunas caso contrário.
Na Figura 3 são mostrados os resultados obtidos para os tempos finais T=0.2, 0.4,
0.5, 0.7, 2.0 com uma quantidade de 2048 pontos no domínio computacional Ω “ p´3, 3q.
Na Figura 4 nós mostramos o resultado da aproximação nos tempos finais 2.0, 5.0,
10.0, 15.0, 20.0 usando 2048 pontos na malha computacional Ω “ p´3, 3q.
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Figura 3 – Soluções numéricas por diferenças finitas com 2048 pontos para os tempos finais
T “ 0.2, 0.4, 0.5, 0.7 e 2.0
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Figura 4 – Programa de diferenças finitas com 2048 pontos, para T=2.0, 5.0, 10.0, 15.0 e 20.0,
mostrando as curvas sobrepostas.
Nas Figuras 3 e 4 nós pretendemos realizar o estudo do comportamento assintótico da
equação Tumblin-Turk, isto é, esta equação permite soluções por ondas viajantes que aproximam
shocks, porém são suaves concordando com os resultados obtidos por (GREER; BERTOZZI,
2004b) e revelando a característica da solução de onda viajante estudada no Capítulo 2.
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Na Figura 5, um estudo de refinamento de malha é usado para obter evidências de
convergência numérica, no tempo final T “ 2.0, usando as quantidades de 128, 256, 512,1024 e
2048 pontos na malha computacional. A Figura 6 é um refinamento de malha para o tempo final
T “ 5.0 também mostrando a evidência de convergência numérica do método e revelando que
visualmente a diferença da solução com 1024 pontos na malha e a malha de referência com 2048
pontos é muito pequena, não sendo possível fazer uma distinção visual entre elas.
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Figura 5 – Estudos de refinamento de malha para a equação Tumblin-Turk, para T=2.0.
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Figura 6 – Estudo de refinamento de malha da equação Tumblin-Turk, para o tempo final T=5.0.
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Na Tabela 1 são mostrados os erros numéricos correspondentes à Figura 5 utilizando
vária malhas como 32, 64, 128 até 1024 e usaremos como malha de referência a solução com
2048 pontos, com a formulação de diferenças finitas com o método de Newton para o tempo final
T=2.0, a tabela esta organizada tal que na primeira coluna é apresentada a quantidade de pontos
na malha, na segunda coluna o tamanho de ∆x e as três últimas colunas são respectivamente o
erro numérico entre a solução de referência e a solução analisada nas normas 1, 2 e8.
Na Figura 7 é possível ver os resultados apresentados na Tabela 1 para o tempo final
T=2.0 por meio do erro numérico (escala log-log). Podemos perceber por meio da Figura 7 que
o erro numérico diminui conforme refinamos a malha mostrando um sinal de convergência do
método.
Pontos ∆x ||Uh ´ Ure f ||1 ||Uh ´ Ure f ||2 ||Uh ´ Ure f ||8
32 1.8182 ˆ10´1 3.0594ˆ 100 2.1975ˆ 100 3.5755ˆ 100
64 9.2307ˆ10´2 1.4736ˆ 100 1.1004ˆ 100 4.1131ˆ 100
128 4.6511 ˆ10´2 9.9683ˆ 10´1 6.3088ˆ 10´1 2.1158ˆ 100
256 2.3346 ˆ10´2 4.6983ˆ 10´1 3.0390ˆ 10´1 9.5033ˆ 10´1
512 1.1695 ˆ10´2 1.4130ˆ 10´1 1.2087ˆ 10´1 3.7346ˆ 10´1
1024 5.8536 ˆ10´3 2.5028ˆ 10´2 4.7099ˆ 10´2 1.1308ˆ 10´1
Tabela 1 – Erros relacionados às aproximações numéricas para o caso T=2.0.
Na Tabela 2 é feito o mesmo estudo de erro que foi realizado para o tempo final
T “ 2.0 com o tempo final T “ 5.0, utilizando as mesmas malhas computacionais da Tabela 1.
Na Figura 8 vamos mostrar os erros numéricos na escala log-log apresentados na
Tabela 2 no tempo final T “ 5.0 nas normas 1,2 e8, como anteriormente nós usaremos a malha
de referência com 2048 pontos e o estudo será realizado para 32, 64, 128, 256, 512 e 1024
pontos.
Pontos ∆x ||Uh ´ Ure f ||1 ||Uh ´ Ure f ||2 ||Uh ´ Ure f ||8
32 1.8182 ˆ10´1 3.5133ˆ 100 2.4325ˆ 100 3.5958ˆ 100
64 9.2307ˆ10´2 1.4710ˆ 100 1.099637ˆ 100 4.1137ˆ 100
128 4.6511 ˆ10´2 9.8579ˆ 10´1 6.2641ˆ 10´1 2.1241ˆ 100
256 2.3346 ˆ10´2 4.7162ˆ 10´1 3.0265ˆ 10´1 9.5979ˆ 10´1
512 1.1695 ˆ10´2 1.4211ˆ 10´1 1.2057ˆ 10´1 3.7712ˆ 10´1
1024 5.8536 ˆ10´3 2.4938ˆ 10´2 4.7098ˆ 10´2 1.1315ˆ 10´1
Tabela 2 – Erros relacionados às aproximações numéricas para o caso T= 5.0.
Como desejado, os erros numéricos nas Tabelas 1 e 2 e nas Figuras 5 e 6 vão
diminuindo conforme é aumentada a quantidade de pontos na malha, revelando a característica
de convergência para este método.
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Figura 7 – Erro numérico (escala log-log) da Tabela 1 para o método de diferenças finitas, no
tempo final T=2.0.
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Figura 8 – Erro numérico (escala log-log) da Tabela 2 para o método de diferenças finitas, no
tempo final T=5.0.
Na Tabela 3, nós mostramos o tempo computacional do programa com o tempo final
T “ 5.0. Sendo esta tabela dividida em três colunas, na primeira coluna será especificada a
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quantidade de pontos no domínio computacional, na segunda coluna o tempo de execução em
segundos e na terceira coluna o tempo de execução em horas.
Pontos Tempo execução (segundos) Tempo execução (horas)
32 0.32 —–
64 0.89 —–
128 5.08 —–
256 45.13 —–
512 927.02 0.25
1024 5041.28 1.40
2048 84045.80 23.34
Tabela 3 – Tempos computacionais da Figura 6 relacionados às aproximações numéricas no
tempo final T= 5.0.
Na Tabela 4 será apresentado o tempo computacional em segundos e horas que foram
necessários para conseguir os resultados mostrados na Figura 4, lembrando que foram calculados
para tempos diferentes usando sempre a quantidade de 2048 pontos no domínio computacional.
Tempo final Tempo execução (horas)
T “ 5.0 23.34
T “ 10.0 41.82
T “ 15.0 60.48
T “ 20.0 68.30
Tabela 4 – Tempos computacionais usando 2048 pontos para vários tempos finais.
Percebendo que o tempo de convergência do método de diferenças finitas com
Newton apresentado nas Tabelas 3 e 4 aumenta quase de maneira proporcional ao aumento do
tempo final de T “ 2.0, T “ 5.0, T “ 10.0,T “ 15.0 ou T “ 20.0.
Neste capítulo foi realizado um estudo numérico qualitativo da solução, revelando a
sua eficiência para discretizar a equação Tumblin-Turk (3.1) e a sua concordância com a solução
proposta no artigo Greer e Bertozzi (2004b).
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4 Um novo método de quatro campos
para o modelo de imagem Tumblin-Turk
Neste capítulo é proposta uma nova formulação numérica conservativa por constru-
ção para o modelo Tumbin-Turk de advecção-difusão de quarta ordem, proposto por Greer e
Bertozzi (2004b).
A equação trabalhada neste capítulo é uma adaptação do modelo original,
ut ` pgpuxxquxxxqx “ 0,
com gpsq “ 1
1` s2 proposto por Tumblin e Turk (1999), adaptada pela adição do termo de
advecção no artigo de Greer e Bertozzi (2004b).
A discretização desta equação de advecção-difusão de quarta ordem será feita com-
binando conceitos de elementos finitos mistos, junto com uma formulação de quatro campos
(para o termo de quarta ordem), e um esquema de volumes finitos (para o termo de advecção). A
discretização do termo de evolução no tempo será realizada por meio de uma estratégia implícita,
gerando um sistema discreto não linear completamente acoplado.
4.1 Modelagem matemática de quatro campos para o modelo
Tumblin-Turk
O modelo Tumblin-Turk (TT) proposto por Greer e Bertozzi (2004b) consiste de uma
equação de advecção-difusão que combina o fluxo hiperbólico de primeira ordem de Burgers
com uma difusão não linear de quarta ordem:
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxxqx, (4.1)
com x P Ω “ pa, bq, t ą 0,
gpsq “ 1
1` s2 , (4.2)
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considerando as condições de contornos e iniciais como
upx, 0q “ υpxq, x P Ω, (4.3a)
upa, tq “ uL, upb, tq “ uR, t ą 0, (4.3b)
uxxpa, tq “ UL, uxxpb, tq “ UR, t ą 0. (4.3c)
Para fazer a discretização por elementos finitos mistos primeiro realizamos a subs-
tituição w “ arctanp´uxxq, fazemos esta mudança de variável para garantir que w continue
limitado. Isso é verdade por conta da função arctanpxq ser uma função limitada em todo o seu
domínio Greer e Bertozzi (2004b).
w “ arctanp´uxxq, (4.4a)
wx “ 11` puxxq2 p´uxxxq, (4.4b)
wxx “ ´pgpuxxquxxxqx. (4.4c)
Usando (4.4c), é possível reescrever a equação (4.1) como o sistema não linear
ut ` f puqx “ wxx, (4.5a)
´ uxx “ tgpwq, (4.5b)
onde f puq “ 1
2
u2. É identificado dois fluxos gradientes, um para a Equação (4.5a) definido
por θ, associada à variável w por meio de θ “ wx e o outro para a Equação (4.5b), definindo a
variável β associada à variável u por intermédio de β “ ux. Assim as formas mistas para os pares
pθ,wq e pβ, uq, são dadas respectivamente por:
#
θ ´ wx “ 0,
θx “ f puqx ` ut,
(4.6)
#
β´ ux “ 0,
βx ` tgpwq “ 0,
(4.7)
em conjunto com as condições de contorno e iniciais
wpa, tq “ arctanp´uxxpa, tqq “ arctanp´ULq “ wL t ą 0, (4.8a)
wpb, tq “ arctanp´uxxpb, tqq “ arctanp´URq “ wR t ą 0, (4.8b)
upa, tq “ uL upb, tq “ uR t ą 0, (4.8c)
upx, 0q “ υpxq, (4.8d)
wpx, 0q “ ηpxq. (4.8e)
Do ponto de vista formal, os problemas (4.6), (4.7) e (4.8) são equivalentes ao
problema (4.3) e (4.5).
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4.2 Formulação de elementos finitos mistos
O objetivo nesta seção é formular um procedimento iterativo para aproximar (4.6) e
(4.7) em conjunto com as condições iniciais e de contorno (4.8) baseado em uma estratégia de
decomposição de domínio. (ver, e.g. Abreu e Vieira (2017), Jr. et al. (1993), Vieira (2015), Kim,
Park e Park (2000))
4.2.1 Formulação mista global de quatro campos
Para discretizar as equações (4.6), (4.7) e (4.8), é usada uma abordagem de elemen-
tos finitos mistos-híbridos de quatro campos associada com uma decomposição de domínio.
Apresentando a discretização por elementos finitos de forma global, com o objetivo de obter
um sistema algébrico decorrente do método, analisando as dificuldades e características para a
aproximação. Depois de bem concebido para o caso global é realizada uma decomposição de
domínio associada a discretização por elementos finitos mistos híbridos visando localização dos
cálculos, onde é tratado o termo híbrido citado adicionando os multiplicadores de Lagrange.
Considere o seguinte Problema de Valor de Contorno e Inicial (PVCI) em uma
dimensão, com condições de contorno tipo Dirichlet:
ut ` f puqx “ wxx, x P Ω “ pa, bq, (4.9a)
´ uxx “ tgpwq, x P Ω “ pa, bq, (4.9b)
upa, tq “ uL, upb, tq “ uR t ą 0, (4.9c)
wpa, tq “ wL, wpb, tq “ wR t ą 0, (4.9d)
upx, 0q “ υpxq, x P Ω, (4.9e)
wpx, 0q “ ηpxq, x P Ω. (4.9f)
Vamos considerar formalmente os espaços de funções:
P “ H1pΩq Q “ L2pΩq R “ H1pΩq S “ L2pΩq.
Onde H1 “ tv :
ż
Ω
rvpxq2 ` v1pxq2sdx ă 8u e L2 “ tvpxq :
ż
Ω
rvpxq2s1{2 ă 8u.
O problema (4.9a) e (4.9b) é equivalente à seguinte formulação mista (global):#
θ ´ wx “ 0,
θx “ f puqx ` ut,
(4.10)
#
β´ ux “ 0,
βx ` tgpwq “ 0,
(4.11)
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com as condições de contorno e iniciais
upa, tq “ uL, upb, tq “ uR t ą 0, (4.12a)
wpa, tq “ wL, wpb, tq “ wR t ą 0, (4.12b)
upx, 0q “ υpxq, x P Ω, (4.12c)
wpx, 0q “ ηpxq, x P Ω. (4.12d)
Agora tomando a primeira equação de (4.10) e multiplicando por uma função teste
ϕ P P, integrando em Ω, aplicando integração por partes no segundo membro e escrevendo na
forma de produto interno, encontramos:
ż
Ω
θϕdx´
ż
Ω
wxϕdx “ 0, (4.13a)ż
Ω
θϕdx`
ż
Ω
wϕxdx “ wpbqϕpbq ´ wpaqϕpaq, (4.13b)
pθ, ϕq ` pw, ϕxq “ wRϕpbq ´ wLϕpaq. (4.13c)
De forma análoga, realizamos o mesmo procedimento na segunda equação de (4.10)
multiplicamos por uma função ψ P Q e integramos em Ω:ż
Ω
θxψdx “
ż
Ω
Fpuqxψdx`
ż
x
utψdx, (4.14a)
pθx, ψq “ pFpuqx, ψq ` put, ψq.
Realizando este mesmo processo com o sistema (4.11), multiplicamos a primeira
equação de (4.11) por uma função teste qualquer Φ P R, integrando em Ω e aplicando integração
por partes no segundo termo. Multiplicamos também a segunda equação de (4.11) por uma
função teste qualquer ξ P S, e integramos em Ω, obtendo:
pβ,Φq ` pu,Φxq “ uRΦpbq ´ uLΦpaq,
pβx, ξq ` ptgpwq, ξq “ 0.
Desta maneira as formulações fracas dos sistemas (4.10) e (4.11) serão dadas res-
pectivamente por encontrar θ P P, w P Q, β P R e u P S tais que
pθ, ϕq ` pw, ϕxq “ wRϕpbq ´ wLϕpaq,
pθx, ψq “ pFpuqx, ψq ` put, ψq,
(4.15)
e
pβ,Φq ` pu,Φxq “ uRΦpbq ´ uLΦpaq,
pβx, ξq ` ptgpwq, ξq “ 0.
(4.16)
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Para qualquer ϕ P P, ψ P Q, Φ P R e ξ P S.
Podemos encontrar também a equação (4.15) e (4.16) sendo chamadas como forma
variacional mista Johnson (1987). Sabendo que se os pares pθ,wq e pβ, uq satisfazem a forma
variacional então também são soluções para (4.10) e (4.11).
Decomposição de domínio
Construindo o método de elementos finitos mistos para solucionar as formas variaci-
onais globais (4.15) e (4.16), considerando a decomposição espacial do domínio Ω “ pa, bq.
Considere um dado número inteiro positivo m, tal que
a “ x0 ă x1 ă ... ă xm ă xm`1 “ b,
com cada subintervalo Ωi “ pxi, xi`1q, de comprimento ∆xi “ xi`1 ´ xi, i “ 0, 1, ...,m, e
∆x “ maxt∆xi, 0 ď i ď mu.
O primeiro passo para desenvolver o método iterativo é realizar a decomposição
espacial em Ω “ pa, bq, que por simplicidade vamos considerar uma partição uniforme com
os elementos Ω j do tamanho ∆x “ b´ am` 1, tal que a partição de Ω se expressa como tΩ j, j “
0, ...,mu, sendo:
Ω¯ “ Ymj“0Ω j; Ω j XΩi “ H, j , i.
Trataremos a fronteira dos subdomínios como:
Γ “ BΩ, Γ j “ ΓX BΩ j, Γ ji “ Γi j “ BΩ j X BΩi.
Como este trabalho estuda o caso unidimensional, consideramos a partição
tx0, x1, ..., xm, xm`1u, onde x0 “ a, xm`1 “ b e x j`1 ´ x j “ ∆x, e podemos reescrever os dados
acima como:
Ω j “ px j, x j`1q, Γ “ ta, bu,
Γ j, j`1 “ Γ j`1, j “ tx j`1u, Γ0 “ tx0u, Γm “ txm`1u.
Vamos tomar os espaços locais desejados P j,Q j,R j e S j aplicados sobre cada
elemento Ω j como segue:
P j “ H1pΩ jq, Q j “ L2pΩ jq, R j “ H1pΩ jq, S j “ L2pΩ jq.
A forma variacional local de (4.15) e (4.16) é descrita por, respectivamente:
Encontrar θ j P P j, w j P Q j sobre o elemento Ω j t j “ 0, ...,mu, tais que:
pθ j, ϕqΩ j ` pw j, ϕxqΩ j “ w jpx j`1qϕpx j`1q ´ w jpx jqϕpx jq,
ppθ jqx, ψqΩ j “ pFpu jqx, ψqΩ j ` ppu jqt, ψqΩ j .
(4.18)
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E encontrar β j P R j, u j P S j sobre o elemento Ω j t j “ 0, ...mu, tais que:
pβ j,ΦqΩ j ` pu j,ΦxqΩ j “ u jpx j`1qΦpx j`1q ´ u jpx jqΦpx jq,
ppβ jqx, ξqΩ j ` ptgpw jq, ξqΩ j “ 0,
(4.19)
para todo ϕ P P j, ψ P Q j,Φ P R j e ξ P S j.
Para que as soluções pw j, θ jq e pu j, β jq das formulações fracas locais sejam soluções
de suas devidas formulações fortes (4.10),(4.11) para x P Ω j é necessário impor as seguintes
condições de consistência na fronteira de cada subdomínio
w j “ wi, x P Γ ji, (4.20a)
θ j “ θi, x P Γ ji, (4.20b)
u j “ ui, x P Γ ji, (4.21a)
β j “ βi, x P Γ ji. (4.21b)
Como estamos tratando do problema em uma dimensão espacial, i P t j ´ 1, j ` 1u, para
j “ 1, ...,m.
Multiplicadores de Lagrange
Para realizar formulação de elementos finitos mistos (local) para as equações (4.5a)
e (4.5b) é preciso determinar a sua formulação variacional como em (4.15) e (4.16), que é
estabelecido sobre o espaço de dimensão infinita P,Q,R e S, e depois devemos definir os
espaços de elementos finitos de dimensão infinita definido pela decomposição de domínio tal
que P j Ă P,Q j Ă Q,R j Ă R e S j Ă S considerando sobre cada elemento Ω j os espaços
de dimensão infinita P j “ PpΩ jq,Q j “ QpΩ jq,R j “ RpΩ jq e S j “ SpΩ jq e estabelecendo a
formulação nesses espaços como nas equações (4.18) e (4.19) com as condições de contorno
(4.20) e (4.21)
Em muitas famílias de elementos finitos mistos, as funções ψ P Q j e ξ P S j podem
ser funções descontínuas em cada Γi j. E quando isto acontece ao tentarmos impor as condições
de continuidade (4.20) e (4.21), poderíamos provocar um erro de conservação de fluxo, e não
seria possível satisfazer as condições de continuidade. Com efeito (4.20) e (4.21) não seriam
satisfeitas a menos que a solução para o equivalente discreto de (4.5) seja constante o que em
princípio seria uma situação sem interesse (ver Jr. et al. (1993) para mais detalhes).
Com o objetivo de resolver o problema de conservação de fluxo nós vamos introduzir
os multiplicadores de Lagrange li j e Li j nas arestas como parâmetros de relaxação. Os multipli-
cadores de Lagrange desempenham o importante papel matemático de impor (naturalmente) a
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continuidade nas fronteiras e por conta disto os multiplicadores de Lagrange são definidos em
cada fronteira Γi j, Jr. et al. (1993), Abreu e Vieira (2017).
Como neste texto estamos tratando do caso unidimensional, então os multiplicadores
de Lagrange são constantes reais, definidas sobre os nós x ji pΓ jiq, como pode ser visto na Figura
9.
a . . .
x j
L j, j´1
l j, j´1
Ω j
x j`1
L j, j`1
l j, j`1
. . . b
Figura 9 – Multiplicadores de Lagrange associados ao elemento Ω j
Com efeito, podemos reescrever o método de elementos finitos mistos (híbridos)
(4.18) por encontrar θ j P P j, w j P Q j, l ji P R sobre o elemento Ω j t j “ 0, ...mu, i={j-1,j+1}, tal
que:
pθ, ϕqΩ j ` pw, ϕxqΩ j “ l j, j`1ϕpx j`1q ´ l j, j´1ϕpx jq, (4.22a)
pθx, ψqΩ j “ pFpuqx, ψqΩ j ` put, ψqΩ j , (4.22b)
juntamente com as condições de compatibilidade:
l ji “ li j, x P Γ ji, (4.23a)
θ j “ θi, x P Γ ji. (4.23b)
Inserindo os multiplicadores de Lagrange (Li j) nas arestas Γ ji, o segundo problema (4.19) se
reduz em encontrar β j P R j, u j P S j, Li j P R sobre os elementos Ω j para j=0,...,m e i={j-1,j+1},
tais que:
pβ,ΦqΩ j ` pu,ΦxqΩ j “ L j, j`1Φpx j`1q ´ L j, j´1Φpx jq, (4.24a)
pβx, ξqΩ j ` ptgpwq, ξqΩ j “ 0, (4.24b)
com as condições de compatibilidade,
L ji “ Li j, x P Γ ji,
β j “ βi, x P Γ ji.
(4.25)
As condições de contorno (4.12) para o problema discreto associado ao modelo no
contínuo (4.6) e (4.7) são impostas fortemente nos multiplicadores de Lagrange nas fronteiras
do domínio:
l0 “ wL e lm`1 “ wR,
L0 “ uL e Lm`1 “ uR.
(4.26)
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Para formular uma versão iterativa, vamos escrever as condições de Robin Abreu e Vieira (2017),
Jr. et al. (1993) para (4.22) e (4.24), equivalentes às condições de compatibilidade (4.23) e (4.25)
para cada elemento (interno) Ω j:
´ χ j, j´1θ j ` l j, j´1 “ ´χ j, j´1θ j´1 ` l j´1, j x P Γi, j´1 “ x j, (4.27a)
χ j, j´1θ j ` l j, j`1 “ χ j, j`1θ j`1 ` l j`1, j x P Γi, j`1 “ x j`1, (4.27b)
onde χ j, j´1 e χ j, j`1 são constantes positivas, cujo valor será determinado via análise dimensional,
mostrado na Seção 4.2.4. Deste modo:
l j, j´1 “ χ j, j´1rθ jpx jq ´ θ j´1px jqs ` l j´1, j, (4.28a)
l j, j`1 “ χ j, j`1rθ j`1px j`1q ´ θ jpx j`1qs ` l j`1, j. (4.28b)
Assim podemos escrever (4.22) como:
pθ j, ϕqΩ j ` pw j, ϕxqΩ j ` χ j, j`1pθ jpx j`1qqϕpx j`1q ` χ j, j´1pθ jpx jqqϕpx jq “
` rχ j, j`1pθ j`1px j`1qq ` l j`1, jsϕpx j`1q ` rχ j, j´1pθ j´1px jqq ´ l j´1, jsϕpx jq, (4.29a)
pθx, ψqΩ j “ pFpuqx, ψqΩ j ` put, ψqΩ j . (4.29b)
Escrevendo as condições de Robin para o par (4.24) pβ j, u jq obtemos
´ η j, j´1β j ` L j, j´1 “ ´η j, j´1β j´1 ` L j´1, j x P Γ j, j´1 “ x j, (4.30a)
η j, j`1β j ` L j, j`1 “ η j, j`1β j`1 ` L j`1, j x P Γ j, j`1 “ x j`1, (4.30b)
onde η j, j´1 e η j, j`1 são constantes positivas, definidas por meio de análise dimensional (ver
Seção 4.2.4). Deste modo reescrevendo a equação (4.30), temos:
L j, j´1 “ η j, j´1pβ jpx jq ´ β j´1px jqq ` L j´1, j, (4.31a)
L j, j`1 “ η j, j`1pβ j`1px j`1q ´ β jpx j`1qq ` L j`1, j. (4.31b)
Assim podemos escrever (4.24) como:
pβ j,ΦqΩ j ` pu j,ΦxqΩ j ` η j, j`1pβ jpx j`1qqΦpx j`1q ` η j, j´1pθ jpx jqqΦpx jq “
` rη j, j`1pβ j`1px j`1qq ` L j`1, jsΦpx j`1q ` rη j, j´1pβ j´1px jqq ´ L j´1, jsΦpx jq, (4.32a)
ppβ jqx, ξqΩ j ` ptgpwq, ξqΩ j “ 0. (4.32b)
Considere agora os espaços locais de elementos finitos de dimensão finita sobre cada subintervalo
Ω j, j “ t0, 1, . . . ,mu, tais que Phj P P, Qhj P Q, Rhj P R, Shj P S
Phj “ tϕ : ϕ é contínua em Ω, e linear em cada subintervalo Ω ju,
Qhj “ tψ : ψ é constante em Ω ju,
Rhj “ tΦ : Φ é contínua em Ω, e linear em cada subintervalo Ω ju,
Shj “ tξ : ξ é constante em Ω ju.
(4.33a)
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Seja a base tφp jq1 , φp jq2 u de Phj , a base tλp jqu de Qhj , a base tµp jq1 , µp jq2 u de Rhj , e a base tτp jqu de Shj ,
onde:
φ
p jq
1 pxq “
x j`1 ´ x
∆x
, φ
p jq
2 pxq “
x´ x j
∆x
e λp jqpxq “ 1 x j ď x ď x j`1, (4.34)
e
µ
p jq
1 pxq “
x j`1 ´ x
∆x
, µ
p jq
2 pxq “
x´ x j
∆x
e τp jqpxq “ 1 x j ď x ď x j`1. (4.35)
Observamos que:
φ
p jq
1 px jq “ 1, φp jq1 px j`1q “ 0,
φ
p jq
2 px jq “ 0, φp jq1 px j`1q “ 1,
µ
p jq
1 px jq “ 1, µp jq1 px j`1q “ 0,
µ
p jq
1 px jq “ 0, µp jq1 px j`1q “ 1.
Desta maneira escrevemos θ jpxq, u jpxq, β jpxq e w jpxq como combinação linear das funções da
base de seus respectivos espaços com coeficientes a determinar:
θ jpxq “ θp jq1 φp jq1 ` θp jq2 φp jq2 u jpxq “ u j, (4.37a)
β jpxq “ βp jq1 µp jq1 ` βp jq2 µp jq2 w jpxq “ w j. (4.37b)
Com o propósito de simplificar a notação, tomamos:
θ jpx jq “ θp jq1 e θ jpx j`1q “ θp jq2 , (4.38a)
β jpx jq “ βp jq1 e β jpx j`1q “ βp jq2 . (4.38b)
Por simplicidade vamos omitir o sobrescrito j (índice do elemento), denotando:
θ1 “ θp jq1 , θ2 “ θp jq2 ,
l1 “ l j, j´1, l2 “ l j, j`1,
χ1 “ χ j, j´1, χ2 “ χ j, j`1,
θL “ θp j´1q2 “ θ j´1px jq, θR “ θp j`1q1 “ θp j`1qpx j`1q,
lL “ l j´1, j, lR “ l j`1, j,
(4.39)
β1 “ βp jq1 , β2 “ βp jq2 ,
L1 “ L j, j´1, L2 “ L j, j`1,
η1 “ η j, j´1, η2 “ η j, j`1,
βL “ βp j´1q2 “ β j´1px jq, βR “ βp j`1q1 “ βp j`1qpx j`1q,
LL “ L j´1, j, LR “ L j`1, j.
(4.40)
Tomando as funções testes ϕ, ψ como funções de base de seus respectivos espaços, reescrevemos
(4.29):
pθ j, φ1qΩ j ` pw j, pφ1qxqΩ j ` χ1pθ1q “ χ1pθLq ´ lL, (4.41a)
pθ j, φ2qΩ j ` pw j, pφ2qxqΩ j ` χ2pθ2q “ χ2pθRq ` lR, (4.41b)
ppθ jqx, λqΩ j “ pFpuqx, λqΩ j ` put, λqΩ j . (4.41c)
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E de maneira análoga, tomando as funções testes Φ, ξ como as funções de base de seus
respectivos espaços, reescrevemos (4.32):
pβ j, µ1qΩ j ` pu j, pµ1qxqΩ j ` η1pβ1q “ η1pβLq ´ LL, (4.42a)
pβ j, µ2qΩ j ` pu j, pµ2qxqΩ j ` η2pβ2q “ η2pβRq ` LR, (4.42b)
ppβ jqx, τqΩ j ` ptgpwq, τqΩ j “ 0. (4.42c)
Aplicando a quadratura de trapézios na Equação (4.41a) para aproximar as integrais
do produto interno
pθ j, φ1qΩ j ` pw j, pφ1qxqΩ j ` χ1pθ1q “ χ1pθLq ´ lL, (4.43a)ż
Ω j
pθ jφ1qdx`
ż
Ω j
w jpφ1qxdx` χ1θ1 “ χ1θL ´ lL, (4.43b)
pθ jpx j`1qφ1px j`1q ` θ jpx jqφ1px jqq ∆x2 ` w jp´1q ` χ1θ1 “ χ1θL ´ lL, (4.43c)
θ jpx jq∆x2 ´ w j ` χ1θ1 “ χ1θL ´ lL, (4.43d)„
∆x
2
` χ1

θ1 ´ w j “ χ1θL ´ lL (4.43e)
Analogamente seria aplicar a quadratura de trapézios nas equações (4.41b), (4.42a),
(4.42c).
Agora aplicando a quadratura de trapézios na Equação (4.42c),
ppθ jqx, λqΩ j “ pFpuqx, λqΩ j ` put, λqΩ j . (4.44a)ż
Ω j
pθ jqxλdx “
ż
Ω j
Fpuqxλdx`
ż
Ω j
utλdx (4.44b)ż
Ω j
pθ jqxdx “
ż
Ω j
Fpuqxdx`
ż
Ω j
utdx (4.44c)
θ jpx j`1q ´ θ jpx jq “ F j` 12 ´ F j´ 12 ` ut∆x. (4.44d)
Sendo que para a equação (4.42c) as contas são análogas.
Então sabemos que aplicando a quadratura do trapézio para aproximar as integrações
definidas pelo produto interno
ż
Ω j
vpxqupxqdx “ pv, uqΩ j , e aplicando a discretização da derivada
no tempo pelo método de Euler implícito como pode ser visto na Seção 4.2.3, podemos escrever
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o sistema discreto (4.41), como
„
∆x
2
` χ1

θ1 ´ w j “ χ1θL ´ lL, (4.45a)„
∆x
2
` χ2

θ2 ` w j “ χ2θR ` lR, (4.45b)
θ2 ´ θ1 “ F j` 12 ´ F j´ 12 `
un`1j ´ unj
∆t
∆x, (4.45c)
com multiplicadores de Lagrange,
l1 “ χ1pθ1 ´ θLq ` lL,
l2 “ χ2pθR ´ θ2q ` lR.
(4.46)
Onde para cada elemento Ω j os temos w j, θ1, l1, l2 podem ser localizados na Figura 10.
a . . .
x j
χ1
l1
θL “ θ j´1px jq
θ1 “ θ jpx jq
Ω j
w j
θ2 “ θ jpx j`1q
θR “ θ j`1px j`1q
x j`1
χ2
l2
. . . b
Figura 10 – Posições dos termos em relação a Ω j.
Usando a quadratura de trapézios novamente para aproximar as integrais do par
pβ, uq, representado pela equação (4.42), obtemos:
„
∆x
2
` η1

β1 ´ u j “ η1βL ´ LL, (4.47a)„
∆x
2
` η2

β2 ` u j “ η2βR ` LR, (4.47b)
β2 ´ β1 ` tgpw jq∆x “ 0, (4.47c)
com multiplicadores de Lagrange
L1 “ η1pβ1 ´ βLq ` LL,
L2 “ η2pβR ´ β2q ` LR.
(4.48)
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Onde os termos β1, β2, βL, βR, u j, L1, L2 podem ser localizados para o elemento Ω j da malha como
mostrado na Figura 11.
a . . .
x j
η1
L1
θL “ β j´1px jq
β1 “ β jpx jq
Ω j
u j
β2 “ β jpx j`1q
βR “ β j`1px j`1q
x j`1
η2
L2
. . . b
Figura 11 – Localização das incógnitas do par pβ, uq para o elemento Ω j
Nas equações (4.45) e (4.47), os termos antes da igualdade representam os termos
relacionados ao elemento j, e os termos do lado direito da igualdade representam os termos que
estão relacionados aos elementos adjacentes.
Note que as equações (4.45),(4.46), (4.47) e (4.48), definem a evolução do método
para os elementos internos do domínio, isso é Ω j, j “ 1, ...,m ´ 1. Vamos agora definir o
procedimento numérico quando formos calcular os elementos da fronteira Ω0 e Ωm.
Elemento Ω0
Para o elemento Ω0 nós temos que a sua forma variacional com multiplicadores de
Lagrange é:
pθ, ϕqΩ0 ` pw, ϕxqΩ0 “ wpx1qϕpx1q ´ wpx0qϕpx0q, (4.49a)
pθx, ψqΩ0 “ pFpuqx, ψqΩ0 ` put, ψqΩ0 , (4.49b)
l1 “ lp0q1 “ l0 “ uL, (4.50a)
l2 “ χ2pθR ´ θ2q ` lR. (4.50b)
E o sistema pβ, uq tem sua forma variacional com multiplicadores de Lagrange dada por:
pβ,ΦqΩ0 ` pu,ΦxqΩ0 “ upx1qΦpx1q ´ upx0qΦpx0q, (4.51a)
pβx, ξqΩ0 ` ptgpwq, ξqΩ0 “ 0, (4.51b)
L1 “ Lp0q1 “ L0 “ wL, (4.52a)
L2 “ η2pβR ´ β2q ` LR. (4.52b)
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Assim procedendo como anteriormente para adquirir a forma discreta, aplicando a quadratura de
trapézios, encontramos que:„
∆x
2
` χ1

θ1 ´ w0 “ ´lL “ ´wL, (4.53a)„
∆x
2
` χ2

θ2 ` w0 “ χ2θR ` lR, (4.53b)
θ2 ´ θ1 “ F0` 12 ´ F0´ 12 `
un`10 ´ un0
∆t
∆x, (4.53c)
com multiplicadores de Lagrange,
l1 “ wL, (4.54a)
l2 “ χ2pθR ´ θ2q ` lR. (4.54b)
E o par pβ0, u0q, será dado por: „
∆x
2
` η1

β1 ´ u0 “ ´uL, (4.55a)„
∆x
2
` η2

β2 ` u0 “ η2βR ` LR, (4.55b)
β2 ´ β1 ` tgpw0q∆x “ 0, (4.55c)
com multiplicadores de Lagrange,
L1 “ uL,
L2 “ η2pβR ´ β2q ` LR.
(4.56)
Elemento Ωm
Fazendo a mesma análise para o elemento Ωm, a sua forma de elementos finitos
mistos é:
pθ, ϕqΩm ` pw, ϕxqΩm “ wpxm`1qϕpxm`1q ´ wpxmqϕpxmq, (4.57a)
pθx, ψqΩm “ pFpuqx, ψqΩm ` put, ψqΩm , (4.57b)
com multiplicador de Lagrange, dado por:
l1 “ χ1pθ1 ´ θLq ` lL, (4.58a)
l2 “ lpmq2 “ lm`1 “ wR. (4.58b)
E a formulação variacional para o par pβm, umq é dada por:
pβ,ΦqΩm ` pu,ΦxqΩm “ upxm`1qΦpxm`1q ´ upxmqΦpxmq, (4.59a)
pβx, ξqΩm ` ptgpwq, ξqΩm “ 0, (4.59b)
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onde é válida a relação para o multiplicador de Lagrange,
L1 “ η1pβ1 ´ βLq ` LL, (4.60a)
L2 “ Lpmq2 “ Lm`1 “ uR, (4.60b)
Analogamente conseguimos definir o sistema para o elemento Ωm:„
∆x
2
` χ1

θ1 ´ wm “ χ1θL ´ wL, (4.61a)„
∆x
2
` χ2

θ2 ` wm “ lR, (4.61b)
θ2 ´ θ1 “ Fm` 12 ´ Fm´ 12 `
un`1m ´ unm
∆t
∆x, (4.61c)
com multiplicadores de Lagrange,
l1 “ χ1pθ1 ´ θLq ` lL,
l2 “ wR.
(4.62)
E para o par pβm, umq vale, „
∆x
2
` η1

β1 ´ um “ η1βL ´ LL, (4.63a)„
∆x
2
` η2

β1 ` um “ uR, (4.63b)
β2 ´ β1 ` tgpwmq∆x “ 0, (4.63c)
com multiplicadores de Lagrange
L1 “ η1pβ1 ´ βLq ` LL,
L2 “ uR.
(4.64)
4.2.2 Fluxo numérico no termo de advecção
É necessário definir o fluxo hiperbólico nas arestas F j` 12 de cada elemento da
Equação (4.45c). O fluxo será definido usando um método de volumes finitos para leis de
conservação hiperbólica.
Em geral, cumpre mencionar que a escolha do fluxo numérico do termo hiperbólico
de primeira ordem deve ser feita considerando a natureza matemática do modelo matemático
posto no contínuo, isto é, se o modelo apresenta uma característica dissipativa/difusiva, dispersiva,
ou mesmo esses efeitos combinados.
Isso torna a escolha do fluxo numérico ainda mais desafiadora. Em vista de nossa
compreensão atual sobre o modelo (4.1), e considerando os resultados em Abreu e Vieira (2017),
vamos utilizar o fluxo numérico de Lax, definido por:
F j` 12 “
1
2
`
f
`
unj
˘` f `unj`1˘˘´ ∆t2∆x `unj`1 ´ unj˘ . (4.65)
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Sabe-se que, geralmente, o método de Lax-Friedrichs pode introduzir difusão numé-
rica nas soluções aproximadas e, consequentemente, necessita de uma malha mais refinada para
se obter resultados melhores (LEVEQUE, 2004)
4.2.3 Discretização no tempo
Agora estudando a evolução no tempo. Para tal, seja N P N e T o tempo final, com
∆t “ T{N e tn “ n∆t. Usaremos a formulação de Euler recuado (implícito) para a discretização
no tempo da equação (4.45c), encontrando,
θn`12 ´ θn`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1
j ´ unj
∆t
∆x, (4.66)
onde n representa o passo de tempo anterior e n+1 o instante de tempo atual em que será
determinada a variável un`1j , para cada ponto do domínio computacional. Podemos escrever a
equação (4.66), como:
un`1j “ unj `
´
θn`12 ´ θn`11 ´ Fnj` 12 ` F
n
j´ 12
¯ ∆t
∆x
. (4.67)
Perceba que para fazer a evolução no tempo é optado por usar um método implícito
para calcular u. Por conta disto temos que θ1 e θ2 estão avaliados no tempo n` 1 o que gera uma
equação implícita para ser resolvida (ver Abreu e Vieira (2017) para mais detalhes).
4.2.4 Condições de interface de Robin
Os coeficientes χ ji e η ji das condições de Robin são determinados via análise dimen-
sional. Esperamos que ao longo das iterações as condições (4.23) e (4.25) sejam satisfeitas. Mas
também sabemos que esta condição só será exatamente satisfeita quando o número de iterações
tender a infinito ou seja, quando ocorrer a convergência Abreu e Vieira (2017), Jr. et al. (1993).
Por conta disto podemos pensar:
β j , βi x P Γ j,i, para i “ t j˘ 1u,
θ j , θi x P Γ j,i, para i “ t j˘ 1u.
Das equações (4.46) e (4.48) podemos perceber a necessidade de uma compatibili-
dade entre as dimensões das grandezas l ji e θ j na interface de cada elemento e das grandezas L ji
e β j também na interface de cada elemento Ω j.
Podemos então estudar as constantes da condição de Robin considerando sua dimen-
são física. Devemos exigir que χ ji mantenha a compatibilidade entre l ji e θ j e que η ji mantenha a
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compatibilidade entre L ji e β j,
∆x
rl ji ´ li js
∆x
“ ˘χ jipθ j ´ θiq, (4.69a)
r∆xs r∇ws “ rχs rBxws , (4.69b)
rχs “ r∆xs , (4.69c)
∆x
rL ji ´ Li js
∆x
“ ˘η jipβ j ´ βiq, (4.70a)
r∆xs r∇us “ rηs rBxus , (4.70b)
rηs “ r∆xs . (4.70c)
Assim a análise dimensional sugere a seguinte forma para os coeficientes χ ji e η ji
χ ji “ ar∆xs η ji “ br∆xs, (4.71)
onde a e b são parâmetros positivos de relaxação.
A análise dimensional apenas revela que χ ji e η ji tem dimensão de ∆x mas não
exclui a possibilidade de definir uma família de possibilidades para χ ji e η ji, ou seja, a análise
dimensional não implica na unicidade da forma dos parâmetros χ ji e η ji (se considerando aqui
toda análise numérica rigorosa conhecida para esse método introduzido por Jr. et al. (1993)),
então com certeza podemos definir χ ji e η ji de maneiras diferentes sempre que ao final a
dimensão da fórmula resultante seja compatível com a dimensão ∆x, mesmo que ∆x não apareça
explicitamente.
4.2.5 Equações locais e estratégia de iteração
Nesta subseção é mostrado como foi determinado o processo iterativo para as
Equações (4.45)-(4.48) explicitando os termos da evolução temporal e das iterações, onde n é o
passo de tempo anterior e n ` 1 é o passo de tempo atual e vamos definir que a variável k é o
processo iterativo anterior e k ` 1 é a próxima iteração a ser definida.
Podemos escrever o sistema discretopθ j,w jq como
„
∆x
2
` χ1

θn`1,k`11 ´ wn`1,k`1j “ χ1θn`1,kL ´ ln`1,kL , (4.72a)„
∆x
2
` χ2

θn`1,k`12 ` wn`1,k`1j “ χ2θn`1,kR ` ln`1,kR , (4.72b)
θn`1,k`12 ´ θn`1,k`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1,k`1
j ´ unj
∆t
∆x, (4.72c)
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com multiplicadores de Lagrange,
ln`1,k`11 “ χ1pθn`1,k`11 ´ θn`1,kL q ` ln`1,kL ,
ln`1,k`12 “ χ2pθn`1,kR ´ θn`1,k`12 q ` ln`1,kR .
(4.73)
E para o par pβ j, u jq obtemos:
„
∆x
2
` η1

βn`1,k`11 ´ un`1,k`1j “ η1βn`1,kL ´ Ln`1,kL , (4.74a)„
∆x
2
` η2

βn`1,k`12 ` un`1,k`1j “ η2βn`1,kR ` Ln`1,kR , (4.74b)
βn`1,k`12 ´βn`1,k`11 ` tgpwn`1,k`1j q∆x “ 0, (4.74c)
com multiplicadores de Lagrange
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(4.75)
Nas equações (4.72)-(4.75), como anteriormente citado temos que os termos antes
da igualdade representam os termos relacionados ao elemento j, e os termos do lado direito da
igualdade representam os termos que estão relacionados aos elementos adjacentes.
Fronteira esquerda
Também mostrando a ordem de iteração na fronteira esquerda, ou seja o primeiro
elemento do domínio (Ω0), sendo que neste caso as condições de contorno serão impostas
fortemente nos multiplicadores de Lagrange.„
∆x
2
` χ1

θn`1,k`11 ´ wn`1,k`10 “ ´wL, (4.76a)„
∆x
2
` χ2

θn`1,k`12 ` wn`1,k`10 “ χ2θn`1,kR ` ln`1,kR , (4.76b)
θn`1,k`12 ´ θn`1,k`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1,k`1
0 ´ un0
∆t
∆x, (4.76c)
com multiplicadores de Lagrange,
ln`1,k`11 “ ln`1,kL “ wL,
ln`1,k`12 “ χ2pθn`1,kR ´ θn`1,k`12 q ` ln`1,kR .
(4.77)
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E obtemos para o par pβ0, u0q:
„
∆x
2
` η1

βn`1,k`11 ´ un`1,k`10 “ ´uL, (4.78a)„
∆x
2
` η2

βn`1,k`12 ` un`1,k`10 “ η2βn`1,kR ` Ln`1,kR , (4.78b)
βn`1,k`12 ´βn`1,k`11 ` tgpwn`1,k`10 q∆x “ 0, (4.78c)
com multiplicadores de Lagrange
Ln`1,k`11 “ Ln`1,kL “ uL,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(4.79)
Fronteira direita
Devemos também especificar o formato do processo iterativo na fronteira direita, ou
seja o último elemento do domínio computacional(Ωm).
Onde serão impostas também fortemente as condições de contorno.„
∆x
2
` χ1

θn`1,k`11 ´ wn`1,k`1j “ χ1θn`1,kL ´ ln`1,kL , (4.80a)„
∆x
2
` χ2

θn`1,k`12 ` wn`1,k`1j “ wR, (4.80b)
θn`1,k`12 ´ θn`1,k`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1,k`1
j ´ unj
∆t
∆x, (4.80c)
com multiplicadores de Lagrange,
ln`1,k`11 “ χ1pθn`1,k`11 ´ θn`1,kL q ` ln`1,kL ,
ln`1,k`12 “ ln`1,kR “ wR.
(4.81)
E para o par pβm, umq: „
∆x
2
` η1

βn`1,k`11 ´ un`1,k`1j “ η1βn`1,kL ´ Ln`1,kL , (4.82a)„
∆x
2
` η2

βn`1,k`12 ` un`1,k`1j “ uR, (4.82b)
βn`1,k`12 ´βn`1,k`11 ` tgpwn`1,k`1j q∆x “ 0, (4.82c)
com multiplicadores de Lagrange
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ Ln`1,kR “ uR.
(4.83)
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4.3 Modelagem computacional da equação Tumblin-Turk com
advecção-difusão
Nesta seção é apresentada a proposta de modelagem computacional para a equação
Tumblin-Turk de advecção-difusão de quarta ordem não linear (4.1) baseado no método de
elementos finitos mistos com formulação de quatro campos, combinado com um esquema
de volumes finitos, gerando o conjunto de equações completamente acoplado apresentado
no Capítulo 4. Realizaremos experimentos numéricos usando as equações (4.61)- (4.63) no
programa, com o objetivo de por intermédio dos experimentos numéricos realizados tornar viável
o método proposto nas Seções 4.1 e 4.2.
Nós usamos a solução adquirida pelo método de diferenças com o método de Newton
apresentadas no Capítulo 3 como nossa solução de referência de modo a fazer uma análise
qualitativa da solução pela formulação de quatro campos. A equação modelada é a mesma que
pode ser encontrada no artigo Greer e Bertozzi (2004b).
Nas subseções a seguir nós iremos especificar os detalhes da solução do sistema linear
a nível elemento para avançarmos na formulação de quatro campos, detalhando precisamente
como é feita a atualização das variáveis. Deixando claro cada item a seguir:
1. Qual a sequência em que são atualizadas todas as variáveis (u, w, β, θ, l, L)?
2. Descriminar nas equações o que é passo de tempo e o que é nível iterativo.
3. Escrever as equações finais para todas as variáveis (a forma que está implementada).
4.3.1 Equações discretas do método iterativo
Nesta subseção são escritas as equações finais para todas as variáveis na forma em
que foram implementadas, no programa de quatro campos para a equação Tumblin-Turk.
Para definir a linearização das equações discretizadas (4.72)-(4.75) é optado por
atrasar a variável wn`1,kj na iteração anterior, outras tentativas de linearização foram feitas no
Apêndice D onde foram realizadas linearizações pelo método de Newton.
Para resolver este sistema de equações primeiro são calculados os valores de un`1,k`1j
e wn`1,k`1j , pelas equações
un`1,k`1j “
´
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
¯ ∆t
∆x
` unj ´ wn`1,kj pC2 `C1q
∆t
∆x
, (4.84)
onde C1,C2, Lθ,Rθ podem ser descritos por,
C1 “ 2
∆x` 2χ1 , C2 “
2
∆x` 2χ2 , Lθ “ χ1θ
n`1,k
L ´ ln`1,kL e Rθ “ χ2θn`1,kR ` ln`1,kR . (4.85)
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Agora atualizando wn`1,k`1j ,
wn`1,k`1j “ arctan
ˆ´
´D2Rβ ` D1Lβ ` un`1,k`1j pD2 ` D1q
¯ 1
∆x
˙
, (4.86)
sendo
D1 “ 2
∆x` 2η1 , D2 “
2
∆x` 2η2 , Lβ “ η1β
n`1,k
L ´ Ln`1,kL e Rβ “ η2βn`1,kR ` Ln`1,kR . (4.87)
Atualizando agora os fluxos gradientes, calculando primeiro os valores para θn`1,k`11 e θ
n`1,k`1
2 a
partir de wn`1,k`1j
θ1
n`1,k`1 “ χ1θ
n`1,k
L ´ ln`1,kL ` wn`1,k`1j
∆x{2` χ1 “ C1pLθ ` w
n`1,k`1
j q, (4.88a)
θ2
n`1,k`1 “ χ2θ
n`1,k
R ` ln`1,kR ´ wn`1,k`1j
∆x{2` χ2 “ C2pRθ ´ w
n`1,k`1
j q. (4.88b)
Agora calculando βn`1,k`11 e β
n`1,k`1
2 a partir de u
n`1,k`1
j
β1
n`1,k`1 “ η1β
n`1,k
L ´ Ln`1,kL ` un`1,k`1j
∆x{2` η1 “ D1pLβ ` u
n`1,k`1
j q, (4.89a)
β2
n`1,k`1 “ η2β
n`1,k
R ` Ln`1,kR ´ un`1,k`1j
∆x{2` η2 “ D2pRβ ´ u
n`1,k`1
j q, (4.89b)
E por fim atualizar os multiplicadores de Lagrange por meio das variáveis de fluxo atualizadas
θ1
n`1,k`1, θ2n`1,k`1, β1n`1,k`1, β2n`1,k`1
ln`1,k`11 “ χ1pθn`1,k`11 ´ θn`1,kL q ` ln`1,kL ,
ln`1,k`12 “ χ2pθn`1,kR ´ θn`1,k`12 q ` ln`1,kR .
(4.90)
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(4.91)
Assim é possível descrever a forma de atualização de todas as variáveis para a
discretização de quatro campos da equação Tumblin-Turk.
4.3.2 Sequência de atualização das variáveis (procedimento iterativo)
No processo iterativo a nível elemento nós teremos dez variáveis para serem atuali-
zadas, sendo u,w, β1, β2, θ1, θ2, l1, l2, L1 e L2. Nós usaremos k para identificar o nível iterativo
anterior e k ` 1 será o próximo nível iterativo onde pretendemos atualizar as variáveis, n
representa o passo de tempo anterior e nós vamos atualizar as variáveis no tempo n` 1.
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Com o critério de parada definido por:cřm
j“0
ˇˇˇ
Un`1,kj ´ Un`1,k`1j
ˇˇˇ2
m` 2 ă ε “ 10
´10 (4.92)
A cada iteração nós devemos seguir os seguintes passos:
1. Atualizar as variáveis fazendo un`1,k “ un`1,k`1, wn`1,k “ wn`1,k`1, βn`1,k1 “ βn`1,k`11 ,
βn`1,k2 “ βn`1,k`12 , θn`1,k1 “ θn`1,k`11 , θn`1,k2 “ θn`1,k`12 , ln`1,k1 “ ln`1,k`11 , ln`1,k2 “ ln`1,k`12 ,
Ln`1,k1 “ Ln`1,k`11 e Ln`1,k2 “ Ln`1,k`12 .
2. Atualizar os valores de un`1,k`1 e wn`1,k`1 pela Equação (4.84) e (4.86)e para fazer isso
usar os outros termos na iteração anterior (βn`1,k1 , β
n`1,k
2 ,θ
n`1,k
1 , θ
n`1,k
2 , l
n`1,k
1 , l
n`1,k
2 , L
n`1,k
1 ,
Ln`1,k2 ).
3. Atualizar os valores dos fluxos βn`1,k`11 e β
n`1,k`1
2 pelas Equações (4.89) usando para fazer
isso o termo já atualizado un`1,k`1.
4. Atualizar os valores dos fluxos θn`1,k`11 e θ
n`1,k`1
2 pelas Equações (4.88) por meio da
variável atualizada wn`1,k`1.
5. Atualizar os multiplicadores de Lagrange Ln`1,k`11 e L
n`1,k`1
2 pelas variáveis β
n`1,k`1
1 ,
βn`1,k`12 e os multiplicadores de Lagrange aplicados nos elementos adjacentes com as
Equações (4.91).
6. Atualizar os multiplicadores de Lagrange ln`1,k`11 e l
n`1,k`1
2 com a Equação (4.90) usando
θn`1,k`11 , θ
n`1,k`1
2 e também l
n`1,k
1 e l
n`1,k
2 aplicados nos elementos adjacentes.
7. Fazer o teste de convergência (4.92) entre un`1,k`1 e un`1,k. Se o teste for verdadeiro, faça
un`1 “ un`1,k`1, caso contrário volte para o passo 1.
4.4 Estudo numérico de verificação do método proposto
Nesta seção são apresentados os refinamentos de malha realizados para a formulação
de elementos finitos e volumes finitos de quatro campos da equação de advecção-difusão não
linear de quarta ordem, chamada de equação Tumblin-Turk (4.1).
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxxqx onde gpuxxq “ 11` puxxq2 . (4.93)
Na aproximação o domínio computacional e a janela de observação são iguais a
Ω “ p´3, 3q “ pxL, xRq, o dado inicial será a função seno descrita por:
u0px, 0q “ p´uLqsen
ˆ
xpi
2xR
˙
e x P Ω. (4.94)
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Com as condições de contornos definidas como,
up´3, tq “ uL, up3, tq “ uR, (4.95a)
uxxp´3, tq “ wL, uxxp3, tq “ wR. (4.95b)
Sendo que nos refinamentos de malha mostrados a seguir é usado:
uL “ 7, uR “ ´7, wL “ 0.0, wR “ 0.0. (4.96a)
Todos os refinamentos apresentados estarão no tempo final T “ 2.0, e a relação
entre ∆t e ∆x é determinada por vários fatores entre eles a relação usada na solução de referência
apresentada no Capítulo3, a análise de Von Neumann da versão linearizada da equação Tumblin-
Turk apresentada no Apêndice B, que pode ser justificado por meio da equivalência entre a
solução da equação Tumblin-Turk linear de quatro campos e a solução dessa equação pelo
método de diferenças finitas, apresentado no Apêndice A.
E unindo todas essas análises foi possível determinar a relação entre ∆x e ∆t por
∆t “ 0.1∆x, (4.97)
que se mostra uma relação não muito restritiva, porém eficiente.
Na Figura 12 será mostrado o desempenho do programa para malhas com 32, 64,
128 e 256 elementos no domínio computacional no tempo final T “ 2.0, com a figura à
esquerda acima com 32 elementos, à direita acima com 64 elementos, à baixo esquerda temos
um refinamento de 128 elementos e à baixo direita com 256 elementos. É possível notar que
aparecem oscilações espúrias na solução quando temos uma quantidade de 256 elementos no
domínio computacional, porém isso ocorre pois em todas as iterações o programa de elementos
finitos e volumes finitos com formulação de quatro campos alcançou o número máximo de
iterações que é de 107.
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Figura 12 – Refinamento de malha para a formulação de quatro campos.
Na Tabela 5 é mostrado o tempo computacional para a formulação de quatro campos
para 32, 64, 128 e 256 elementos no domínio computacional, é perceptível o aumento no tempo
computacional para a discretização com 256 elementos, pois em todos os passos de tempo o
programa não converge sendo alcançado o número máximo de iterações, de 107, como critério
de parada do programa.
Pontos Tempo(s)
32 15.74
64 69.34
128 855.29 « 14 minutos
256 220819.11 « 61 horas
Tabela 5 – Tempo computacional para a formulação de quatro campos.
Comparação com a solução de referência
Usando o código da formulação de quatro campos com as condições iniciais como
especificadas anteriormente, realizamos um refinamento de malha com 32, 64, 128 e 256 pontos
no domínio computacional, e a relação entre passo de tempo e passo no espaço é dada por
∆t “ 0.1∆x. (4.98)
Capítulo 4. Um novo método de quatro campos para o modelo de imagem Tumblin-Turk 64
Repare que quando feito o refinamento para 256 pontos no domínio computacional
aparecem oscilações na solução, pois foi alcançado em cada passo de tempo o número de
iterações limite de 1ˆ 107.
Na Figura 13 a curva em cor preta é a solução fornecida pelo método de diferenças
finitas com Newton do Capítulo 3 usando 2048 pontos no domínio computacional, sendo esta
usada como solução de referência (REF) para as análises-numéricas da formulação de quatro
campos.
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Figura 13 – Refinamento formulação de quatro campos comparando com a solução de referência.
A próxima tabela apresentada vai calcular os erros numéricos associados a Figura 13
usando as normas 1, 2 e8 para calcular o valor de ||U4cmp´Udi f ||, onde a solução de diferenças
finitas com 2048 pontos é usada como referência e variamos a quantidade de pontos para as
soluções pela formulação de quatro campos .
χ η Pontos ∆x ||U4cmp ´ Udi f ||1 ||U4cmp ´ Udi f ||2 ||U4cmp ´ Udi f ||8
104 104 32 1.8182 ˆ10´1 3.533261ˆ 100 3.275677ˆ 100 5.726913ˆ 100
104 104 64 9.2307ˆ10´2 2.053962ˆ 100 2.196177ˆ 100 5.582054ˆ 100
104 104 128 4.6511 ˆ10´2 1.061405ˆ 100 1.315785ˆ 100 4.129393ˆ 100
104 104 256 2.3346 ˆ10´2 7.516597ˆ 10´1 8.668526ˆ 10´1 2.992148ˆ 100
Tabela 6 – Erros numéricos do código de quatro campos e a solução de referência com a formu-
lação de diferenças finitas no tempo final T=2.0.
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Na Figura 14 são ilustrados os erros numéricos apresentados na Tabela 6 por meio
de um gráfico log log dos erros no tempo final T “ 2.0 nas normas 1,2 e8. Como anteriormente
é usado como malha de referência a solução de diferenças finitas com 2048 pontos e o estudo
será realizado para 32, 64, 128 e 256 pontos.
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Figura 14 – Gráfico log log para a formulação de quatro campos, no tempo final T=2.0.
Como esperado, tanto as Figuras 13 e 14 quanto a Tabela 6 revelam que os erros
numéricos nas normas 1, 2 e8 diminuem conforme são realizados refinamentos de malha,
mostrando que a solução por quatro campos se aproxima da solução de referência de diferenças
finitas. Outros testes para a formulação de quatro campos foram mostrados no Apêndice C onde
essa formulação é usada para discretizar EDP’s lineares em comparação com a solução analítica.
Neste capítulo foi feito o estudo da discretização por elementos finitos com formula-
ção de quatro campos ressaltando a característica de convergência numérica do método quando
realizados testes numéricos de comparação com a solução de referência de diferenças finitas.
4.5 Aplicação do novo método em sinais
Nesta seção são apresentados dois testes com sinais obtidos a partir de cortes trans-
versais de imagens digitais. Onde são definidas as imagens originais e com ruido, da imagem
com ruido são escolhidos os sinais que são usados como dado inicial no novo método de quatro
campos para o modelo de imagem Tumblin-Turk.
Depois são mostrados gráficos comparativos com o dado inicial tratado, o dado da
imagem original e o dado com ruido, para quatro passos de tempo distinto.
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Sinal 1
Nesta parte do texto é mostrado o teste que foi realizado para a primeira imagem, na
Figura 4.5 é possível ver duas imagens a esquerda temos a imagem ruidosa e a direita a imagem
original
Figura 15 – A esquerda a imagem com ruído, à direita a imagem original.
As imagens são discretizadas com 128 pontos e é usada a linha 64 como sinal da
imagem. Na Figura 16 é mostrada a comparação entre o sinal da imagem original e o da imagem
ruidosa.
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Figura 16 – Comparação sinal ruidoso e original.
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Para fazer o tratamento do ruido da imagem pala EDP de quarta ordem. É usada a
seguinte condição
∆x “ 1.0 ∆t “ 0.1∆x (4.99)
A cada passo de tempo ∆t é considerado um passo.
Nas Figuras 17, 18, 19 e 20 são mostrados os resultados após o uso da EDP de quarta
ordem, para os passos de tempo 1,2,5 e 10.
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Figura 17 – Imagem tratada com um passo(∆t).
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Figura 18 – Imagem tratada com dois passos(2∆t).
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Figura 19 – Imagem tratada com cinco passos(5∆t).
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Figura 20 – Imagem tratada com dez passos(10∆t).
Também foi calculado o tempo computacional para cada teste.
Quantidade de passos Tempo (s)
1 6.4 ˆ10´5
2 1.60
5 4.34
10 9.27
Tabela 7 – Tempo computacional para a formulação de quatro campos.
Sinal 2
Nesta parte é apresentado o tratamento de imagem para a segunda imagem, pelo
método da EDP de quarta ordem. Na Figura 21 é mostrado primeiro a imagem original do lado
esquerdo e no lado direito é mostrada a imagem contaminada com ruido
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Figura 21 – A esquerda a imagem original, à direita a imagem com ruido.
É feita uma discretização da imagem com 128 pontos, e nesta discretização é esco-
lhida a linha 64 como sinal da imagem. Na Figura 22 é mostrada a comparação entre o sinal
original e o sinal com ruído
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Figura 22 – Comparação sinal ruidoso e original.
Definido o sinal com ruído, é aplicado o tratamento de imagem pela EDP de quarta
ordem no sinal ruidoso. Nas Figuras 23, 24, 25 e 26 são mostrados os sinais tratados, para vários
passo de tempo, lembrando que cada passo no tempo é calculado como:
∆x “ 1.0 ∆t “ 0.1∆x (4.100)
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Figura 23 – Imagem tratada com um passo(∆t).
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Figura 24 – Imagem tratada com dois passos(2∆t).
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Figura 25 – Imagem tratada com cinco passos(5∆t).
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Figura 26 – Imagem tratada com dez passos(10∆t).
Na Tabela 8 é mostrado o tempo computacional para 1,2,5 e 10 passos no tempo.
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Quantidade de passos Tempo (s)
1 6.4ˆ10´5
2 1.53
5 4.66
10 5.82
Tabela 8 – Tempo computacional para a formulação de quatro campos.
Com esses estudos numéricos, são mostradas aplicações do novo método de quatro
campos de Tumblin-Turk em processamento de sinais. Pode-se constatar que o método numérico
aqui desenvolvido foi capaz de atenuar ruídos mesmo em situações severas e isso sem perder
o perfil geral do dado original, algo que sugere a viabilidade também neste tipo de aplicação.
Ademais, sabe-se que imagens e sinais digitais compartilham de várias características em
comum, corroborando assim o potencial do método também no caso de imagens reais. Por fim,
os resultados aqui obtidos indicam para a possibilidade de estudos futuros mais detalhados.
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5 Conclusão e perspectivas
Nesta dissertação, o foco foi construir um método numérico conservativo por cons-
trução para aproximar a solução de uma equação de advecção-difusão de quarta ordem não linear
do tipo Tumblin-Turk.
Fazendo também a descrição detalhada da aproximação da solução pelo método de
diferenças finitas usada como solução de referência para experimentos numéricos. Realizando
experimentos por meio do Plano de Poincaré da solução na forma de onda viajante.
Esta classe de equações diferenciais apresenta a característica de ter a solução de
onda viajante garantindo a sua regularidade.
A proposta de aproximação numérica desenvolvida usando os métodos de volumes
finitos, elementos finitos mistos com formulação de quatro campos é localmente conservativa por
construção, esta propriedade da aproximação dá para o tratamento de imagem a característica
de não sumir elementos da imagem, ou aparecer novos elementos, portanto a conservação é um
diferencial da nossa nova formulação em relação as discretizações apresentadas até o momento
que usam método de diferenças finitas.
Sabendo que o tratamento de imagens usando difusão anisotrópica é conservativo,
ao discretizar esta EDP por um método não conservativo esta conservação pode ser perdida
parcialmente. Os métodos de discretização usados até o momento para discretizar a EDP eram
não conservativos causando uma perca de conservação, assim é melhor usar na solução da
difusão com anisotropia uma discretização por um método conservativo, como é proposto neste
trabalho.
5.1 Considerações finais
Primeiro foram feitos estudos numéricos da solução do modelo Tumblin-Turk com
advecção realizando o estudo da solução na forma de onda viajante estacionária pelo método do
plano de Poincaré, estabelecendo a regularidade deste modelo.
O modelo Tumblin-Turk proposto é composto por uma difusão de quarta ordem
não linear e um termo hiperbólico de Burgers. A discretização do modelo Tumblin-Turk de
advecção-difusão de quarta ordem não linear foi feita pelo método de diferenças finitas, e com
isso adquirimos um sistema algébrico não linear proveniente da discretização. Este sistema
algébrico de duas equações é linearizado pelo método de Newton para sistemas, e assim obtemos
a solução do sistema. Cumpriu-se para esta formulação uma série de experimentos numéricos
de refinamento de malha revelando a característica de convergência desta solução. Com esta
característica de convergência mostrada para a solução do método de diferenças finitas, tem-se
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uma solução de referência com a qual são feitos os testes numéricos na formulação de quatro
campos.
Para aplicar a formulação de elementos finitos mistos com quatro campos e volumes
finitos primeiro é adicionado uma nova variável w relacionada com a derivada segunda de u
para tornar a equação original em um sistema de duas equações. Neste ponto, é adquirida uma
formulação mais conveniente para aplicar uma aproximação numérica e discretizar o sistema
na dimensão espacial via o método de elementos finitos mistos(híbridos) juntamente com uma
formulação de quatro campos.
O método de elementos finitos mistos escolhido para discretizar o sistema na dimen-
são espacial nos permite usar a técnica de volumes finitos para discretizar o fluxo numérico,
sendo esta mais adequada para o termo hiperbólico da equação.
A discretização pelo método de elementos finitos com formulação de quatro campos
em combinação com o método de volumes finitos produz um sistemas de dez equações algébricas
não lineares acopladas e então é resolvido o sistema não linear discreto por um procedimento
iterativo.
Foram realizados experimentos numéricos da nova discretização desenvolvida, ob-
tendo evidências de convergência numérica, por meio da norma dos erros numéricos da discreti-
zação de quatro campos da equação Tumblin-Turk, usando a solução por diferenças finitas como
solução de referência.
5.2 Perspectivas para trabalhos futuros
Neste ponto serão apresentados alguns assuntos interessantes para construir trabalhos
futuros, citando aspectos numéricos que foram desenvolvidos neste trabalho, considerando os
três pontos abaixo:
• Melhorar a solução computacional da formulação de quatro campos para o problema de
tratamento de imagem, encontrar os problemas computacionais e de formulação existentes
no programa e assim acelerar o processo de iteração.
• Realizar mais testes sobre formas diferentes de descrever as constantes χ e η das condições
de Robin Jr. et al. (1993) descritas na Seção 4.2.4, de maneira a equilibrar a relação entre a
difusão e a advecção do problema.
• Fazer a extensão do esquema desenvolvido no caso unidimensional para o caso bidimensi-
onal como feito em Abreu e Vieira (2017), mantendo a característica da discretização ser
conservativa, e reproduzir os resultados apresentados em Siddig et al. (2018).
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APÊNDICE A – Uma equivalência entre
os métodos de quatro campos e diferenças
finitas centradas
Neste apêndice é provada a equivalência entre a formulação de quatro campos para
discretizar a equação Tumblin-Turk (linear) (A.1) apresentada neste trabalho e a discretização
por diferenças finitas centradas.
O modelo Tumblin-Turk (linear) consiste de uma equação de advecção-difusão de
quarta ordem combinando o fluxo hiperbólico de Burgers com a difusão linear de quarta ordem
ut `
ˆ
1
2
u2
˙
x
“ ´uxxxx, (A.1)
com x P Ω “ pa, bq, t ą 0 e condições de contorno e iniciais definidas por
wpa, tq “ arctanp´uxxpa, tqq “ arctanp´ULq “ wL t ą 0, (A.2a)
wpb, tq “ arctanp´uxxpb, tqq “ arctanp´URq “ wR t ą 0, (A.2b)
upa, tq “ uL upb, tq “ uR t ą 0, (A.2c)
upx, 0q “ υpxq, (A.2d)
wpx, 0q “ ηpxq. (A.2e)
Para fazer a discretização por quatro campos como feito no Capítulo 4 nós vamos
precisar realizar a seguinte substituição
w “ uxx. (A.3)
E por meio dessa substituição é possível escrever a equação (A.1) como o sistema de duas
equações lineares formado por
ut ` Fpuqx “ wxx (A.4a)
´ uxx “ w com, Fpuq “ 12u
2. (A.4b)
Com a definição do Sistema A.4 nós podemos aplicar o método da discretização de
quatro campos apresentado no Capítulo 4 no Sistema (A.4). Para isso teremos que definir dois
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fluxos gradientes um para cada equação de (A.4), depois disso vamos escrever a formulação de
elementos finitos mistos para o sistema, discretizar o termo de advecção pelo método de Lax-
Fridrichs de volumes finitos e vamos realizar a discretização do termo de evolução no tempo
pelo método de Euler recuado(implícito)
Assim as equações discretizadas que são obtidas pela formulação de quatro campos
são determinadas por:
Escrever o sistema discreto pθ,wq
„
∆x
2
` χ1

θn`11 ´ wn`1j “ χ1θn`1L ´ ln`1L , (A.5a)„
∆x
2
` χ2

θn`12 ` wn`1j “ χ2θn`1R ` ln`1R , (A.5b)
θn`2 ´ θn`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1
j ´ unj
∆t
∆x, (A.5c)
com multiplicadores de Lagrange,
ln`11 “ χ1pθn`11 ´ θn`1L q ` ln`1L ,
ln`12 “ χ2pθn`1R ´ θn`12 q ` ln`1R .
(A.6)
E para o par pβ, uq:
„
∆x
2
` η1

βn`11 ´ un`1j “ η1βn`1L ´ Ln`1L , (A.7a)„
∆x
2
` η2

βn`12 ` un`1j “ η2βn`1R ` Ln`1R , (A.7b)
βn`12 ´βn`11 ` wn`1j ∆x “ 0, (A.7c)
com multiplicadores de Lagrange
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(A.8)
APÊNDICE A. Uma equivalência entre os métodos de quatro campos e diferenças finitas centradas 81
Trabalhando na equação A.5a e considerando ln`11 “ ln`1L ` pθn`11 ´ θn`1L qχ1
„
∆x
2
` χ1

θn`11 ´ wn`1j “ χ1θn`1L ´ ln`1L , (A.9a)
∆x
2
θn`11 ` ln`1L ` pθn`11 ´ θn`1l qχ1 “ 0, (A.9b)
∆x
2
θn`11 ´ wn`1j ` ln`11 “ 0 (A.9c)
ln`11 “ ´
∆x
2
θn`11 ` wn`1j , (A.9d)
Sendo escrito para o elemento Ω j`1 da forma
ln`12 “ ´
∆x
2
θn`12 ´ wn`1j`1 (A.10)
Ajustando a equação A.5b e sabendo que ln`12 “ ln`1R ` pθn`1R ´ θn`12 qχ2„
∆x
2
` χ2

θn`12 ` wn`1j “ χ2θn`1R ` ln`1R , (A.11a)
∆x
2
θn`12 ` wn`1j ´ ln`1R ` pθn`12 ´ θn`1R qχ2 “ 0 (A.11b)
∆x
2
θn`12 ` wn`1j ´ ln`12 “ 0 (A.11c)
´ ln`12 “ ´
∆x
2
θn`12 ´ wn`1j (A.11d)
E podemos escrever (A.11d) para o elemento Ω j´1 da forma
´ln`11 “ ´
∆x
2
θn`11 ´ wn`1j´1 (A.12)
Agora substituindo A.12 na equação A.9c
∆x
2
θn`11 ´ wn`1j ` ln`11 “ 0 (A.13a)
∆x
2
θn`11 ´ wn`1j `
∆x
2
θn`11 ` wn`1j´1 “ 0 (A.13b)
θn`11 “
wn`1j ´ wn`1j´1
∆x
(A.13c)
Agora substituindo A.10 na equação A.11c
∆x
2
θn`12 ` wn`1j ´ ln`12 “ 0 (A.14a)
∆x
2
θn`12 ` wn`1j `
∆x
2
θn`12 ´ wn`1j`1 “ 0 (A.14b)
θn`12 “
wn`1j`1 ´ wn`1j
∆x
(A.14c)
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Realizando o mesmo processo para as equações de A.7a-A.8 conseguimos reescrever
a forma discreta de βn`11 e β
n`1
2 como
βn`11 “
un`1j ´ un`1j´1
∆x
βn`12 “
un`1j`1 ´ un`1j
∆x
(A.15)
Substituindo θn`11 e θ
n`1
2 na equação A.5c
θn`1,k`12 ´ θn`1,k`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1,k`1
j ´ unj
∆t
∆x, (A.16a)
wn`1j`1 ´ wn`1j
∆x
´ w
n`1
j ´ wn`1j´1
∆x
“ Fn
j` 12
´ Fn
j´ 12
` u
n`1,k`1
j ´ unj
∆t
∆x, (A.16b)
wn`1j´1 ´ 2wn`1j ` wn`1j`1
∆x2
“
Fn
j` 12
´ Fn
j´ 12
∆x
` u
n`1,k`1
j ´ unj
∆t
(A.16c)
Agora para determinarmos o valor wn`1j em relação a variável u
n`1
j vamos substituir
βn`11 e β
n`1
2 representados pela equação A.15 na equação A.7c
βn`12 ´ βn`11 ` wn`1j ∆x “ 0, (A.17a)
un`1j`1 ´ un`1j
∆x
´ u
n`1
j ´ un`1j´1
∆x
` wn`1j ∆x “ 0 (A.17b)
wn`1j “
´un`1j´1 ` 2un`1j ´ un`1j`1
∆x2
(A.17c)
Como esta última equação é equivalente para calcular os termos adjacentes, podemos
escrever wn`1,k`1j´1 e w
n`1,k`1
j`1 em relação a esta equação
wn`1,k`1j´1 “
´un`1,k`1j´2 ` 2un`1,k`1j´1 ´ un`1,k`1j
∆x2
wn`1,k`1j`1 “
´un`1,k`1j ` 2un`1,k`1j`1 ´ un`1,k`1j`2
∆x2
Agora substituindo wn`1,k`1j´1 ,w
n`1,k`1
j e w
n`1,k`1
j`1 na equação A.16c
wn`1j´1 ´ 2wn`1j ` wn`1j`1
∆x2
“
Fn
j` 12
´ Fn
j´ 12
∆x
` u
n`1
j ´ unj
∆t
(A.18a)
´un`1j´2 ` 4un`1j´1 ´ 6un`1j ` 4un`1j`1 ´ un`1j`2
∆x4
“
Fn
j` 12
´ Fn
j´ 12
∆x
` u
n`1
j ´ unj
∆t
(A.18b)
A Equação (A.18b) é a discretização por diferenças finitas da equação Tumblin-Turk
(linear) (A.1), o que prova a equivalência entre a formulação de quatro campos e o método
de diferenças finitas para a equação (A.1). Este fato é importante, pois no Capítulo 3 é feita
a aproximação por diferenças finitas e Newton para a equação Tumblin-Turk como sugerido
em Greer e Bertozzi (2004b) e esta solução é usada como solução de referência para a análise
numérica da solução da equação Tumblin-Turk (4.1).
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APÊNDICE B – Análise numérica para
um modelo linear Tumblin-Turk
Neste apêndice é realizada a análise de Von Neumann para a versão linearizada da
equação de advecção-difusão de quarta ordem não linear, para poder ter uma perspectiva da
região de estabilidade para a discretização apresentada.
Para iniciar a discretização da equação Tumblin-Turk com advecção-difusão de
quarta ordem (4.1) é feito um estudo da estabilidade da equação (4.1) linearizada, dada por:
ut ` aux “ ´buxxxx, (B.1)
onde a e b são constantes. É aplicada a teoria da Análise de Fourier Strikwerda (2004), LeVeque
(2007) com a discretização pelo método de diferenças finitas e Euler recuado (implícito) para
definir a região de estabilidade da equação, já que no Apêndice A é mostrada a equivalência para
a equação Tumblin-Turk (linear) discretizada pelo método de diferenças finitas e pela formulação
de quatro campos.
Lembrando que com esta análise é esperado apenas ter uma estimativa de como deve
ser o comportamento da evolução no tempo para garantir a estabilidade da discretização por
elementos finitos com formulação de quatro campos e volumes finitos apresentada no Capítulo 4
para a equação (4.1).
Descrição teórica da análise via Fourier
Teorema 1. Teorema de equivalência de Lax: Um método linear consistente da forma Un`1 “
Bp∆tqUn`bnp∆tq (onde Bp∆tq P Rmˆm na grade ∆x “ 1
m` 1 , b
np∆tq P Rn, em geral dependentes
de ∆t e ∆x) é convergente se e somente se para cada tempo T existe uma constante CT ą 0 tal
que, ||Bp∆tqn|| ď CT para todo ∆t ą 0 e inteiros n, para os quais ∆tn ď T.
Vamos usar a transformada de Fourier em ambos na reta real e sobre a malha de
inteiros Z ( ou melhor definindo por ∆xZ “ t j∆x : j P Zu.
Sejam as funções upxq e uˆpxq definidas em L2pRq, que consiste das funções tais que:
|| f pxq||2 “ || f pxq||L2 “
„ż 8
´8
| f pxq|2dx
 1
2
ă 8 (B.2)
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Neste contexto, para uma função upxq definida na reta real, sua transformada de
Fourier uˆpξq é definida por:
uˆpξq “ 1?
2pi
dż 8
´8
upxq exp´iξxdx (B.3)
e a fórmula inversa de Fourier é dada por:
upxq “ 1?
2pi
ż 8
´8
uˆpξq exp iξxdx. (B.4)
Onde i “ ?´1. Dando uma forma de recuperar a função upxq a partir de uˆpξq.
Observando de maneira discreta , se U j é uma função de malha definida para todos
os inteiros j (definida nos pontos x j, j “ 0,˘1,˘2,˘3, ...) que é uma função no sentido `2, tal
que:
||U||2 “ ||U||`2 “
« 8ÿ
j“´8
|U j|2
ff 1
2
ă 8. (B.5)
Seja U j finito e a sua transformada de Fourier é dada por, Uˆpξq “ 1?
2pi
8ÿ
j“´8
U j exp´i jξ.
Para ξ P r´pi, pis, e Uˆp´piq “ Uˆppiq. Analogamente, a sua fórmula inversa da transformada dis-
creta de Fourier é dada por,
U j “ 1?
2pi
ż pi
´pi
Uˆpξq exp pi jξqdξ
.
Se o espaçamento entre os pontos da malha for uniforme chamado ∆x, podemos
então definir, ou associar uma função de malha U j nos pontos x j “ j∆x (substituindo j “ j∆x
então U j “ U j∆x).
Realizando a mudança de variável definimos a transformada como:
Uˆpξq “ ∆x?
2pi
8ÿ
j“´8
U j exp p´i j∆xξq (B.6)
para ξ P r´pi
∆x
,
pi
∆x
s, sendo sua transformada inversa dada por:
U j “ 1?
2pi
ż pi{∆x
´pi{∆x
Uˆpξq exp pi j∆xξqdξ (B.7)
Teorema 2. Identidade de Parseval nos garante que a função e a sua transformada de Fourier
tem a norma L2 de mesmo valor, isso significa que
„ż 8
´8
|upxq|2
 1
2
“
„ż 8
´8
|uˆpξq|2
 1
2
ou também
||upxq||2 “ ||uˆpξq||2.
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A identidade de Parseval também é válida para a transformada discreta, onde
||U||2 “
«
∆x
8ÿ
j“´8
|U j|2
ff 1
2
, (B.8)
e
||Uˆpξq||2 “
«ż pi{∆x
´pi{∆x
|Uˆpξq|2
ff 1
2
. (B.9)
Sendo ||U||2 “ ||Uˆ||2.
Aplicação da análise de Fourier
Por simplicidade é suposto que estamos aplicando a análise de Von Neumann em um
problema de Cauchy, o qual será uma EDP em todo o espaço sem limites, isto é a EDP pertence
a um domínio unidimensional ´8 ă x ă 8.
Sendo u “ upx, tq:
ut ` aux “ ´buxxxx ´8 ă x ă 8, 0 ă t,
upx, 0q “ ηpxq, ´8 ă x ă 8. (B.10)
Usando Lax-Friedrichs para o termo de advecção, e o termo de difusão será dado
pela discretização em diferenças finitas de cinco pontos, dada por:
uxxxxpx jq « 1
∆x4
pU j´2 ´ 4U j´i ` 6U j ´ 4U j`1 ` U j`2q. (B.11)
Então:
ut ` aux “ ´buxxxx,
pUn`1j ´ Un`1j q{∆t “ ´
a
2∆x
pUnj`1 ´ Unj´1q ´
b
∆x4
pUn`1j´2 ´ 4Un`1j´1`
` 6Un`1j ´ 4Un`1j`1 ` Un`1j`2 q,
Un`1j “ Unj `
1
2
pUnj´1 ´ 2Unj ` Unj`1q ´
a∆t
2∆x
pUnj`1 ´ Unj´1q ´
b
∆x4
pUn`1j´2`
´ 4Un`1j´1 ` 6Un`1j ´ 4Un`1j`1 ` Un`1j`2 q (B.12)
Agora escrevendo a discretização na forma de transformada de Fourier:
8ÿ
j“´8
Un`1j `
b
∆t4
pUn`1j´2 ´ 4Un`1j´1 ` 6Un`1j ´ 4Un`1j`1 ` Un`1j`2 q expp´i∆xξ jq “
`
8ÿ
j“´8
Unj ` 12pU
n
j´1 ´ 2Unj ` Unj`1q ´
a∆t
2∆t
pUnj`1 ´ Unj´1q`
´ b
∆t4
pUn`1j´2 ´ 4Un`1j´1 ` 6Un`1j ´ 4Un`1j`1 ` Un`1j`2 q expp´i∆xξ jq (B.13)
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obtendo:
Uˆn`1pξq` b
∆t4
rexpp´i2∆xξq ´ 4 expp´i∆xξq ` 6´ 4 exppi∆xξq ` exppi2∆xξqsUˆn`1pξq “
`Uˆnpξq1
2
rexpp´∆xξq ´ 2` exppi∆xξqsUˆnpξq ´ a∆t
2∆x
rexppi∆xξq ´ expp´i∆xξqs, (B.14)
para continuar é isolado Uˆn`1pξq
r1` 2b
∆x4
pcosp2∆xξq ´ 4 cosp∆xξq ` 3qsUˆn`1pξq “ rcosp∆xξq ´ a∆t
∆x
isenp∆xξqsUˆnpξq
Uˆn`1pξq “
«
cosp∆xξq ´ a∆t
∆x isenp∆xξq
1` 2b
∆x4 pcosp2∆xξq ´ 4 cosp∆xξq ` 3q
ff
Uˆnpξq. (B.15a)
E com isso é determinado o fator de amplificação:«
cosp∆xξq ´ a∆t
∆x isenp∆xξq
1` 2b
∆x4 pcosp2∆xξq ´ 4 cosp∆xξq ` 3q
ff
, (B.16)
pela relação de Parseval é possível aplicar a estabilidade forte de Lax nesta desigualdade e a
norma do fator deve ser menor ou igual a 1, com isso é adquirida a seguinte desigualdade:
ˇˇˇˇ
ˇ cosp∆xξq ´ a∆t∆x isenp∆xξq1` 2b
∆x4 pcosp2∆xξq ´ 4 cosp∆xξq ` 3q
ˇˇˇˇ
ˇ ď 1 (B.17)
Sabendo que é possível limitar o termo pcosp2∆xξq ´ 4 cosp∆xξq ` 3q, pois este
termo no intervalo tem o valor limite de 0 ď pcosp2∆xξq ´ 4 cosp∆xξq ` 3q ď 8 para todo
ξ∆x P r´pi{∆x, pi{∆xs, e como é trabalhado no módulo, reescreve a desigualdade da seguinte
maneira:
ˇˇˇˇ
ˇcosp∆xξq ´ a∆t∆x isenp∆xξq1` 16b
∆x4
ˇˇˇˇ
ˇ ď 1ˇˇˇˇ
cosp∆xξq ´ a∆t
∆x
isenp∆xξq
ˇˇˇˇ
ď
ˇˇˇˇ
1` 16b
∆x4
ˇˇˇˇ
cos2p∆xξq ` a
2∆t2
∆x2
sen2p∆xξq ď 1` 32b
∆x4
` 16
2b2
∆x8
a2∆t2
∆x2
sen2p∆xξq ď 1´ cos2p∆xξq ` 32b
∆x4
` 16
2b2
∆x8
a2∆t2
∆x2
sen2p∆xξq ´ sen2p∆xξq ď 32b
∆x4
` 16
2b2
∆x8ˆ
a2∆t2
∆x2
´ 1
˙
sen2p∆xξq ď 32b
∆x4
` 16
2b2
∆x8
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Se ´1 ă a∆t
∆x
ă 1, e é usado o caso menor para que o valor
ˆ
a2∆t2
∆x2
´ 1
˙
não seja
nulo, tem-se que
ˇˇˇˇ
a∆t
∆x
ˇˇˇˇ
ă 1.
sen2p∆xξq ě
ˆ
32b
∆x4
` 16
2b2
∆x8
˙
1ˆ
a2∆t2
∆x2
´ 1
˙
sen2p∆xξq ě
¨˚
˚˝˚ 32∆x4 ` 256bˆ
a2∆t2
∆x2
´ 1
˙
∆x4
‹˛‹‹‚b
1 ě
¨˚
˚˝˚ 32∆x4 ` 256bˆ
a2∆t2
∆x2
´ 1
˙
∆x4
‹˛‹‹‚b (B.18)
Agora por outro lado, se tomar
ˇˇˇˇ
a∆t
∆x
ˇˇˇˇ
ą 1, por sua vez
ˆ
a2∆t2
∆x2
´ 1
˙
ą 0 e é
definido o outro lado da desigualdade:
sen2p∆xξq ď
ˆ
32b
∆x4
` 16
2b2
∆x8
˙
1ˆ
a2∆t2
∆x2
´ 1
˙
sen2p∆xξq ď
¨˚
˚˝˚ 32∆x4 ` 256bˆ
a2∆t2
∆x2
´ 1
˙
∆x4
‹˛‹‹‚b
0 ď
¨˚
˚˝˚ 32∆x4 ` 256bˆ
a2∆t2
∆x2
´ 1
˙
∆x4
‹˛‹‹‚b (B.19)
E a partir das equações (B.18) e (B.19), é determinado que :
0 ď
¨˚
˚˝˚ 32∆x4 ` 256bˆ
a2∆t2
∆x2
´ 1
˙
∆x4
‹˛‹‹‚b ď1
ˇˇˇˇ
ˇˇˇˇ
ˇ
¨˚
˚˝˚ 32∆x4 ` 256bˆ
a2∆t2
∆x2
´ 1
˙
∆x4
‹˛‹‹‚b
ˇˇˇˇ
ˇˇˇˇ
ˇ ď1 (B.20)
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Então enquanto essa desigualdade for satisfeita e
ˇˇˇˇ
a∆t
∆x
ˇˇˇˇ
, 1, o método por diferenças
finitas para a equação linear será estável pelo Teorema de equivalência Lax.
É definido então uma relação de estabilidade para a equação Tumblin-Turk (linear)
(B.1) pelo método de diferenças finitas e é possível a partir desta relação ter uma expectativa da
região de estabilidade para os método apresentados nos Capítulos 3 e 4.
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APÊNDICE C – Estudo numérico de
verificação e validação
Neste apêndice é discutida a viabilidade do método apresentado no Capítulo 4, para
isso são escolhidos dois exemplos lineares que têm solução analítica, para definir a solução
aproximada destes problemas baseada no método apresentado no Capítulo 4.
Serão apresentados alguns experimentos numéricos para as equações lineares usando
uma adaptação do método formulado para a equação Tumblin-Turk(4.1) com advecção-difusão
de quarta ordem não linear que pode ser visto no Capítulo 4.
O objetivo deste estudo inicial é fornecer um procedimento útil para a validação do
método proposto.
Serão apresentadas duas equações, sendo a primeira um caso linear homogêneo de
quarta ordem, para o qual o programa se mostra muito eficaz e o segundo exemplo é um modelo
de EDP linear de quarta ordem que tem solução analítica bem definida e é possível realizar uma
comparação entre a aproximação numérica e a solução exata.
EDO linear homogênea sem advecção
Nesta seção são apresentados experimentos numéricos para o modelo de quarta
ordem homogênea sem o termo de advecção, dado por:
up4q “ 0, ´1 ă x ă 1, (C.1)
juntamente com as condições de contorno
up´1q “ 1 u2p´1q “ 0, (C.2a)
up1q “ ´1 u2p1q “ 0. (C.2b)
A solução analítica do problema (C.1) pode ser obtida por meio de integração direta e imposição
de (C.2), de forma a obtermos:
upxq “ ´x. (C.3)
Tal equação pode ser vista como um problema estacionário associado a uma equação de difusão
de quarta ordem.
Na Figura 27 podemos observar os dados obtidos ao resolvermos a equação (C.1) por
meio do método desenvolvido no Capítulo 4, mostrando na figura um refinamento de malha. Com
o domínio computacional Ω “ p´1, 1q com as condições iniciais e de contorno especificadas em
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(C.2). A figura acima à esquerda tem um refinamento de 8 pontos no domínio computacional. A
figura acima à direita tem um refinamento de malha de 16 pontos, já na figura abaixo à esquerda
temos um refinamento de 32 pontos na malha. E por último a figura abaixo à direita tem 64
pontos de refinamento de malha no domínio computacional.
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Figura 27 – Estudo de refinamento de malha da EDO linear.
A discretização para a equação (C.1) é baseada no método desenvolvido no Capítulo
4, sendo os gráficos que compõem a Figura 27 produzidos para comparar o método numérico e a
solução exata, que é conhecida para este problema. É possível observar o bom comportamento
do método numérico desenvolvido no Capítulo 4, sendo capaz de caracterizar bem a solução
analítica.
EDP linear de quarta ordem
Considere agora uma equação de quarta ordem com evolução no tempo, conhecida
como equação de difusão de quarta ordem linear
ut “ uxxxx, 0 ă x ă pi, t ą 0. (C.4)
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Vamos considerar as seguintes condições de contorno homogêneas:
up0, tq “ 0, uxxp0, tq “ 0, t ą 0, (C.5a)
uppi, tq “ 0, uxxppi, tq “ 0, t ą 0. (C.5b)
A condição inicial adotada para este exemplo é uma soma finita de Fourier dada por:
upx, 0q “ ηpxq “ senpxq ` 1
3
senp3xq ` 1
5
senp5xq, 0 ă x ă pi. (C.6)
Resolvendo o problema por meio de separação de variáveis, obtemos a seguinte
solução exata:
upx, tq “ e´tsenpxq ` 1
3
e´3
4tsenp3xq ` 1
5
e´5
4tsenp5xq. (C.7)
A simulação do problema será feita para o tempo final T “ 0.2.
No estudo de refinamento de malha que será mostrado a seguir, juntamente com a
solução exata, foi considerada para a análise do programa uma relação entre a evolução no tempo
e no espaço (condição CFL),
∆t “ 0.0001p∆xq2. (C.8)
Na Figura 28 será apresentado um refinamento de malha da EDP linear, discretizada
pelo método de quatro campos apresentado no Capítulo 4 em comparação com a solução analítica
desta equação, no intervalo Ω “ p0, piq, com os dados iniciais que foram descritos no enunciado,
na imagem acima à esquerda temos um refinamento de 8 elementos na malha sendo comparado
com a solução analítica. Na figura acima à direita, temos um refinamento de malha de 16
elementos, em comparação com a solução analítica. Na imagem abaixo à esquerda é apresentado
um refinamento de 32 elementos na malha. E por último na figura abaixo à direita é apresentado
um refinamento de 64 elementos na malha.
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Figura 28 – Estudo de refinamento de malha da EDP linear pela formulação de quatro campos.
Ao realizarmos um estudo de refinamento de malha é revelado na Figura 28 uma
indicação de convergência do método, com uma boa concordância entre a solução exata e a
aproximada para um número relativamente pequeno de elementos na malha computacional.
93
APÊNDICE D – Variações do método
misto de elementos finitos de quatro
campos
Neste apêndice são mostradas algumas tentativas de melhorias da discretização da
equação Tumblin-Turk pelo método de quatro campos apresentado na Seção 4.3. O objetivo com
estes testes foi acelerar a convergência do programa e com isso acelerar o tempo de execução,
porém estes experimentos não se mostraram eficientes para aproximar a solução de referência
apresentada no Capítulo 3, mesmo tendo a convergência mais rápida, portanto é concluído que a
linearização para a formulação de quatro campos pelo método de Newton não é eficiente.
Na Seção D.1 é realizada a discretização por quatro campos linearizando a variável
w pelo método de Newton. Já na Seção D.2 é realizado a discretização pela formulação de quatro
campos e feito a linearização da variável u pelo método de Newton.
D.1 Formulação de quatro campos via Newton aplicado na
variável w
Nesta seção é mostrada a discretização da equação Tumblin-Turk de advecção-
difusão de quarta ordem não linear, usando o método de Newton para acelerar a convergência.
É possível descrever a equação TT como:
ut `
ˆ
1
2
u2
˙
x
“ ´pgpuxxquxxxqx onde gpuxxq “ 11` puxxq2 , (D.1)
que pode ser reescrita como o sistema não linear de duas equações
ut `
ˆ
1
2
u2
˙
x
“ wxx, (D.2a)
´ uxx “ tgpwq. (D.2b)
Pela discretização a partir da formulação de quatro campos apresentada no Capítulo
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4 conseguimos adquirir 10 equações de 10 variáveis definidas por:
„
∆x
2
` χ1

θn`1,k`11 ´ wn`1,k`1j “ χ1θn`1,kL ´ ln`1,kL , (D.3a)„
∆x
2
` χ2

θn`1,k`12 ` wn`1,k`1j “ χ2θn`1,kR ` ln`1,kR , (D.3b)
θn`1,k`12 ´ θn`1,k`11 “ Fnj` 12 ´ F
n
j´ 12
` u
n`1,k`1
j ´ unj
∆t
∆x, (D.3c)
com multiplicadores de Lagrange,
ln`1,k`11 “ χ1pθn`1,k`11 ´ θn`1,kL q ` ln`1,kL ,
ln`1,k`12 “ χ2pθn`1,kR ´ θn`1,k`12 q ` ln`1,kR .
(D.4)
Para o par pβ, uq:
„
∆x
2
` η1

βn`1,k`11 ´ un`1,k`1j “ η1βn`1,kL ´ Ln`1,kL , (D.5a)„
∆x
2
` η2

βn`1,k`12 ` un`1,k`1j “ η2βn`1,kR ` Ln`1,kR , (D.5b)
βn`1,k`12 ´βn`1,k`11 ` tgpwn`1,k`1j q∆x “ 0, (D.5c)
com multiplicadores de Lagrange
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(D.6)
Equações finais programadas
Agora são reescritas as equações D.3c e D.5c que serão implementadas no programa
desenvolvido nesta seção.
E assim substituindo os fluxos gradientes nas equações D.3c e D.5c, reescrevendo
D.3c
C2pRθ ´ wn`1,k`1j q ´C1pLθ ` wn`1,k`1j q “ Fnj` 12 ´ F j´ 12
un`1,k`1j u
n
j
∆t
∆x (D.7a)
C2Rθ ´C1Lθ ´ pC2 `C1qwn`1,k`1j “ Fnj` 12 ´ F
n
j´ 12
` un`1,k`1j
∆x
∆t
´ unj ∆x∆t (D.7b)
C2Rθ ´C1Lθ ´ pC2 `C1qwn`1,k`1j ´ Fnj` 12 ` F
n
j´ 12
` unj ∆x∆t “ u
n`1,k`1
j
∆x
∆t
(D.7c)
APÊNDICE D. Variações do método misto de elementos finitos de quatro campos 95
Reescrevendo a equação D.5c
D2pRβ ` un`1,k`1j q ´ D1pLβ ´ un`1,k`1j q ` tgpwn`1,k`1j q∆x “ 0 (D.8a)
D2Rβ ´ D1Lβ ` un`1,k`1j pD2 ` D1q ` tgpwn`1,k`1j q∆x “ 0. (D.8b)
Definidas as equações programadas primeiro é atualizado wn`1,k`1j pelo método de
Newton, isolando un`1,k`1j na Equação (D.7c) e substituindo na Equação (D.8b)
´ tgpwn`1,k`1j q∆x´ wn`1,k`1j pC2 `C1qpD2 ` D1q∆t{∆x`
`
”´
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
¯
∆t{∆x` unj
ı
pD2 ` D1q
´ D2Rβ ` D1Lβ “ 0 (D.9a)
Fpwn`1,k`1j q “ 0 (D.9b)
wn`1,k`1j “ wn`1,kj ´
Fpwn`1,kj q
F 1pwn`1,kj q
. (D.10)
Sendo
D1 “ 2
∆x` 2η1 , D2 “
2
∆x` 2η2 , Lβ “ η1β
n`1,k
L ´ Ln`1,kL e Rβ “ η2βn`1,kR ` Ln`1,kR . (D.11)
e
C1 “ 2
∆x` 2χ1 , C2 “
2
∆x` 2χ2 , Lθ “ χ1θ
n`1,k
L ´ ln`1,kL e Rθ “ χ2θn`1,kR ` ln`1,kR . (D.12)
Para atualizar un`1,k`1j
un`1,k`1j “
”
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
ı ∆t
∆x
` unj ´ wn`1,k`1j pC2 `C1q
∆t
∆x
, (D.13a)
Em seguida são atualizados os fluxos β e θ
θ1
n`1,k`1 “ χ1θ
n`1,k
L ´ ln`1,kL ` wn`1,k`1j
∆x{2` χ1 “ C1pLθ ` w
n`1,k`1
j q, (D.14)
θ2
n`1,k`1 “ χ2θ
n`1,k
R ` ln`1,kR ´ wn`1,k`1j
∆x{2` χ2 “ C2pRθ ´ w
n`1,k`1
j q, (D.15)
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Agora para βn`1,k`11 e β
n`1,k`1
2
β1
n`1,k`1 “ η1β
n`1,k
L ´ Ln`1,kL ` un`1,k`1j
∆x{2` η1 “ D1pLβ ` u
n`1,k`1
j q, (D.16)
β2
n`1,k`1 “ η2β
n`1,k
R ` Ln`1,kR ´ un`1,k`1j
∆x{2` η2 “ D2pRβ ´ u
n`1,k`1
j q, (D.17)
Agora tendo os fluxos gradientes atualizados é possível atualizar os multiplicadores
de Lagrange:
ln`1,k`11 “ χ1pθn`1,k`11 ´ θn`1,kL q ` ln`1,kL ,
ln`1,k`12 “ χ2pθn`1,kR ´ θn`1,k`12 q ` ln`1,kR .
(D.18)
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(D.19)
Atualização dos elementos
Nesta subseção é mostrado o processo de atualização das variáveis e estabelecido o
critério de parada, definido por: ˇˇˇ
wn`1,kj ´ wn`1,k`1j
ˇˇˇ
ă ε (D.20)
A cada iteração devem ser seguidos os seguintes passos para cada elemento Ω j
j “ 1, 2, ...,m:
1. É atualizada primeiro a variável wn`1,k`1j pelo método de Newton:
wn`1,k`1j “ wn`1,kj ´
Fpwn`1,kj q
F 1pwn`1,kj q
. (D.21)
2. Atualizar a variável un`1,k`1j pela equação
un`1,k`1j “
”
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
ı ∆t
∆x
` unj ´ wn`1,k`1j pC2 `C1q
∆t
∆x
, (D.22a)
3. Depois atualizar os fluxos gradientes βn`1,k`11 , β
n`1,k`1
2 , θ
n`1,k`1
1 e θ
n`1,k`1
2 , pelas equações
(D.14), (D.15), (D.16) e (D.17) .
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4. Atualizar os multiplicadores de Lagrange Ln`1,k`11 , L
n`1,k`1
2 , l
n`1,k`1
1 e l
n`1,k`1
2 , usando as
equações (D.18) e (D.19).
5. E por último é feito o teste de convergência (D.20) sobre wn`1,k`1j e w
n`1,k
j caso o teste de
convergência seja verdadeiro faça un`1 “ un`1,k`1 e wn`1 “ wn`1,k`1. Caso o critério de
convergência ainda não seja válido, volte ao passo 1.
Testes numéricos
Na Figura 29 e Figura 30 é possível ver o desempenho do programa quando é
feito um refinamento de malha com 32,64,128,256, 512, 1024 e 2048 elementos no domínio
computacional, mostrando a característica de convergência da solução pelo método, porém ao
compararmos na Figura 32 com a solução de referência desenvolvida no Capítulo 3 podemos
perceber que converge para outra solução.
Na Figura 29 é possível ver um refinamento de malha para a formulação de quatro
campos linearizando w pelo método de Newton, à esquerda acima com 32 elemento, à direita
acima com 64 elementos, abaixo à esquerda temos um refinamento de 128 elementos e à baixo
direita com uma quantidade de 256 elementos.
Na Figura 30 é mostrado o refinamento de malha para o programa com mais elemen-
tos sendo com 512, 1024 e 2048.
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Figura 29 – Refinamento de malha para a formulação de quatro campos com Newton para w
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Figura 30 – Refinamentos de malha para a formulação de quatro campos com mais elementos.
Na Figura 31 será mostrada a comparação de todos os refinamentos de malha já
feitos por meio da formulação de quatro campos usando o método de Newton na variável w no
mesmo gráfico, no tempo final T=2.0.
Na Figura 32 é mostrada a solução no tempo final T=2.0 usando 2048 pontos no
domínio computacional mostrando a comparação da solução pelo método de diferenças finitas
do Capítulo 3 e pela formulação de quatro campos usando Newton na variável w.
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Figura 31 – Refinamento de malha para a formulação de quatro campos usando o método de
Newton.
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Figura 32 – Solução de referência (diferenças finitas) e a formulação de quatro campos.
Na Tabela 9 são mostrados os tempos computacionais para a formulação de quatro
campos usando o método de Newton na variável w, com o tempo de execução sendo contado em
segundos(s). Esta tabela é dividida de forma que na primeira coluna é mostrada a quantidade de
elementos no domínio computacional, na segunda coluna o passo no espaço e na última coluna é
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mostrado o tempo de execução para a formulação de quatro campos usando o método de Newton
na variável w.
Pontos dx Tempo(s) com Newton
32 1.8182 ˆ10´1 0.005996
64 9.2307ˆ10´2 0.022920
128 4.6511 ˆ10´2 0.097662
256 2.3346 ˆ10´2 0.374142
512 1.1695 ˆ10´2 1.398338
1024 5.8536 ˆ10´3 5.474617
2048 2.9282 ˆ10´3 23.054497
Tabela 9 – Tempo de programa para o código de quatro campos no tempo final T=2.0.
D.2 Formulação de quatro campos via Newton aplicado na
variável u
Nesta seção será mostrada a formulação de quatro campos com o método de Newton
atualizando primeiro pelo método de Newton a variável un`1j para todos os termos do meio da
malha.
A intenção com esta modificação foi acelerar a convergência do programa apre-
sentado na Seção 4.3 usando o método de Newton para linearizar a variável un`1,k`1j e assim
conseguir resolver o sistema linear discreto da discretização da equação Tumblin-Turk pela
formulação de quatro campos.
Nos testes a seguir as condições de contorno serão uL “ 7, uR “ ´7, wL “ 0, wR “ 0
no intervalo Ω “ p´3, 3q “ pxl, xrq o dado inicial será
up0, xq “ puLqsen
´ xpi
6
¯
. (D.23)
Com χ “ 103dx e η “ 103dx
Pela discretização de quatro campos apresentada no Capítulo 4, temos o seguinte
sistema não-linear discreto de 10 equações e 10 incógnitas, na Subseção 4.2.5
un`1,k`1j “
´
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
¯ ∆t
∆x
` unj ´ wn`1,k`1j pC2 `C1q
∆t
∆x
, (D.24)
onde C1,C2, Lθ,Rθ podem ser descritos por,
C1 “ 2
∆x` 2χ1 , C2 “
2
∆x` 2χ2 , Lθ “ χ1θ
n`1,k
L ´ ln`1,kL e Rθ “ χ2θn`1,kR ` ln`1,kR . (D.25)
Agora atualizando wn`1,k`1j ,
wn`1,k`1j “ arctan
ˆ´
´D2Rβ ` D1Lβ ` un`1,k`1j pD2 ` D1q
¯ 1
∆x
˙
, (D.26)
APÊNDICE D. Variações do método misto de elementos finitos de quatro campos 101
sendo
D1 “ 2
∆x` 2η1 , D2 “
2
∆x` 2η2 , Lβ “ η1β
n`1,k
L ´ Ln`1,kL e Rβ “ η2βn`1,kR ` Ln`1,kR . (D.27)
Atualizando agora os fluxos gradientes, calculando primeiro os valores de θn`1,k`11 e θ
n`1,k`1
2 a
partir de wn`1,k`1j
θ1
n`1,k`1 “ χ1θ
n`1,k
L ´ ln`1,kL ` wn`1,k`1j
∆x{2` χ1 “ C1pLθ ` w
n`1,k`1
j q, (D.28a)
θ2
n`1,k`1 “ χ2θ
n`1,k
R ` ln`1,kR ´ wn`1,k`1j
∆x{2` χ2 “ C2pRθ ´ w
n`1,k`1
j q. (D.28b)
Agora calculando βn`1,k`11 e β
n`1,k`1
2 a partir de u
n`1,k`1
j
β1
n`1,k`1 “ η1β
n`1,k
L ´ Ln`1,kL ` un`1,k`1j
∆x{2` η1 “ D1pLβ ` u
n`1,k`1
j q, (D.29a)
β2
n`1,k`1 “ η2β
n`1,k
R ` Ln`1,kR ´ un`1,k`1j
∆x{2` η2 “ D2pRβ ´ u
n`1,k`1
j q, (D.29b)
E por fim são atualizados os multiplicadores de Lagrange por meio das variáveis de fluxo
atualizadas θ1n`1,k`1, θ2n`1,k`1, β1n`1,k`1, β2n`1,k`1
ln`1,k`11 “ χ1pθn`1,k`11 ´ θn`1,kL q ` ln`1,kL ,
ln`1,k`12 “ χ2pθn`1,kR ´ θn`1,k`12 q ` ln`1,kR .
(D.30)
Ln`1,k`11 “ η1pβn`1,k`11 ´ βn`1,kL q ` Ln`1,kL ,
Ln`1,k`12 “ η2pβn`1,kR ´ βn`1,k`12 q ` Ln`1,kR .
(D.31)
Primeiro é isolado wn`1,k`1j na Equação (D.26) e substituído na Equação (D.24)
un`1,k`1j “
´
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
¯ ∆t
∆x
` unj ´ wn`1,k`1j pC2 `C1q
∆t
∆x
, (D.32a)
un`1,k`1j “
´
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
¯ ∆t
∆x
` unj`
´ arctan
ˆ´
´D2Rβ ` D1Lβ ` un`1,k`1j pD2 ` D1q
¯ 1
∆x
˙
pC2 `C1q ∆t
∆x
, (D.32b)
un`1,k`1j ´
´
C2Rθ ´C1Lθ ´ Fnj` 12 ` F
n
j´ 12
¯ ∆t
∆x
´ unj`
` arctan
ˆ´
´D2Rβ ` D1Lβ ` un`1,k`1j pD2 ` D1q
¯ 1
∆x
˙
pC2 `C1q ∆t
∆x
“ 0, (D.32c)
Fpun`1,k`1j q “ 0. (D.32d)
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Os elementos vão ser atualizados considerando:
Fpun`1,kj q “ un`1,kj ` p´C2Ro`C1Lo` F2 j ´ F1 jq
dt
dx
´ unj ` arctanppun`1,kj pD2` D1q`
´ D2Rb` D1Lbq{dxqpC2`C1q dt
dx
;
F 1pun`1,kj q “ 1` pppC2`C1qpD2` D1qq{p1` ppun`1,kj pD2` D1q ´ D2 ˚ Rb
` D1Lbq{dxq2qq dt
dx
;
(D.33a)
Agora ao ser aplicado o método de Newton sobre Fpun`1,kj q é atualizada a variável un`1,k`1j
un`1,k`1j “ un`1,kj ´ Fpun`1,kj q{F 1pun`1,kj q (D.34)
Atualização dos elementos
Nesta subseção é mostrado o processo de atualização das variáveis e estabelecido o
critério de parada, definido por: ˇˇˇ
un`1,kj ´ un`1,k`1j
ˇˇˇ
ă ε (D.35)
A cada iteração são seguidos os seguintes passos para cada elemento Ω j j “
1, 2, ...,m:
1. Atualizar primeiro a variável un`1,k`1j pelo método de Newton:
un`1,k`1j “ un`1,kj ´
Fpun`1,kj q
F 1pun`1,kj q
. (D.36)
2. Atualizar a variável wn`1,k`1j pela equação
wn`1,k`1j “ arctan
ˆ´
´D2Rβ ` D1Lβ ` un`1,k`1j pD2 ` D1q
¯ 1
∆x
˙
, (D.37)
3. Atualizar os fluxos gradientes βn`1,k`11 , β
n`1,k`1
2 , θ
n`1,k`1
1 e θ
n`1,k`1
2 , pelas equações (D.28)
e (D.29).
4. Atualizar os multiplicadores de Lagrange Ln`1,k`11 , L
n`1,k`1
2 , l
n`1,k`1
1 e l
n`1,k`1
2 , usando as
equações (D.30) e (D.31).
5. E por último fazer o teste de convergência (D.35) sobre un`1,k`1j e u
n`1,k
j caso o teste de
convergência seja verdadeiro faça un`1 “ un`1,k`1 e wn`1 “ wn`1,k`1. Caso o critério de
convergência ainda não seja válido volte ao passo 1.
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Testes numéricos
Os gráficos mostrados a seguir mostram o desempenho da formulação de quatro
campos com linearização pelo método de Newton na variável u. Note que foram feitos testes
com até 256 elementos na malha, pois ao tentarmos refinar mais a malha o programa diverge
mostrando que o método de Newton não é eficiente para linearizar a equação Tumblin-Turk.
A Figura 33 tem um refinamento de malha para a formulação de quatro campos
usando Newton na variável u no tempo final T “ 2.0 acima à esquerda com 64 elementos, acima
à direita com 128 elementos e abaixo com 256 elementos.
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Figura 33 – Refinamento de malha para a formulação de quatro campos.
Na Figura 34 é possível ver todos os refinamentos da formulação de quatro campos
com Newton na variável u em comparação com a solução de referência desenvolvida no Capítulo
3 pelo método de diferenças finitas com 2048 pontos no domínio computacional, os resultados
são apresentados no tempo final T “ 2.0.
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Figura 34 – Formulação de quatro campos em comparação com a solução de referência.
Podemos notar que mesmo que o programa do método de Newton na variável u esteja
próximo da solução de referência não temos garantias que este método seja bom para linearizar as
equações da formulação de quatro campos discreta da Subseção 4.2.5. Outro problema também
seria a divergência deste programa para malhas mais refinadas do que 256 elementos.
