On an open manifold, the spaces of metrics or connections of bounded geometry, respectively, split into an uncountable number of components. We show that for a pair of metrics or connections, belonging to the same component, relative ζ-functions, determinants, torsion for pairs of generalized Dirac operators are well defined.
Introduction
Many of the most important invariants which are defined for closed manifolds don't make sense for open manifolds. Integrals defining e. g. characteristic numbers in general diverge. The spectrum of elliptic self-adjoint operators is not purely discrete etc.. One successful approach is to restrict to bounded geometry, to fix one metric in this class and to consider relative invariants. Concerning self-adjoint differential operators associated to geometry, bounded geometry always implies that their spectrum contains a half line, i. e. it is very far from being discrete. Hence ζ-functions don't make sense. But if we fix a component comp(g 0 ) in the completed space M p,r (I, B k ) of metrics g satisfying the conditions (I) r inj (M, g) = inf x∈M r inj (x) > 0 ,
then we can consider for instance the pair △ q (g), △ q (g 0 ), g ∈ comp(g 0 ), △ q the Laplace operator acting on q-forms. Then, for k ≥ r > n + 2, p = 1, we show that are of trace class and their trace norms are uniformly bounded on compact t-intervalls. Assuming additionally inf σ e (D 2 ) > 0, we define relative ζ-functions, determinants and torsion in the case of the Laplace operator.
The paper is organized as follows. In section 2 we present the necessary facts concerning Clifford bundles, generalized Dirac operators and Sobolev spaces. Section 3 is devoted to spaces of metrics and connections. Section 4 contains some general heat kernel estimates which are needed in section 5. We present in section 5 the first essential step of our approach, proving that for fixed g and variation of the Clifford connection ∇ to ∇ ′ the operators e −tD 2 − e −tD ′2 , De −tD 2 − D ′ e −tD ′2 are of trace class and their trace norm is uniformly bounded on compact t-intervalls [a 0 , a 1 ], a 0 > 0. Section 6 is devoted to the generalization of 5, admitting variation of the bundle metric and the Clifford structure too. We apply our results in sections 7 and 8, establishing certain relative index theorems and defining ζ-functions, determinants and torsion. In a forthcoming paper we drop the assumption inf σ e (D 2 ) > 0, define relative η-functions and present further applications.
Clifford bundles, generalized Dirac operators and Sobolev spaces
We recall for completeness very shortly the basic properties of generalized Dirac operators on open manifolds. Let (M n , g) be a Riemannian manifold, m ∈ M, Cl(T m M, g m ) the corresponding Clifford algebra at m. Cl(T m M, g m ) shall be complexified or not, depending on the other bundles and structure under consideration. A hermitian vector bundle E → M is called a bundle of Clifford modules if each fibre E m is a Clifford module over Cl(T m M, g m ) with skew symmetric Clifford multiplication. We assume E to be endowed with a compatible connection ∇ E , i.e. ∇ E is metric and
X, Y ∈ Γ(T M), Φ ∈ Γ(E). Then we call the pair (E, ∇ E ) a Clifford bundle. The composition
shall be called the generalized Dirac operator D. We have D = D(g, E, ∇). If X 1 , . . . X n is an orthonormal basis in T m M then
D is of first order elliptic, formally self-adjoint and
where △ E = (∇ E ) * ∇ E and R ∈ Γ(End(E)) is the bundle endomorphism RΦ = 1 2 n i,j=1
Next we recall some associated functional spaces and their properties if we assume bounded geometry. These facts are contained in [5] , [7] , [2] . Let E → M be a Clifford bundle, ∇ = ∇ E , D the generalized Dirac operator. Then we define for Φ ∈ Γ(E), p ≥ 1, r ∈ Z, r ≥ 0, In a great part of our consideration we restrict to p = 2. In this case we write W 2,r ≡ W r , H 2,r ≡ H r etc.. If r < 0 then we set
is a dense subset of W p,1 (E) and H p,1 (E). This follows from proposition 1.4 in [2] . If we use this density and the fact
and a continous embedding
For r > 1 this cannot be established, and we need further assumptions. Consider as in the introduction the following conditions
It is a well known fact that for any open manifold and given k, 0 ≤ k ≤ ∞, there exists a metric g satisfying (I) and (B k (M, g)). Moreover, (I) implies completeness of g.
. . , n be coordinate vectors fields which are orthonormal in m ∈ M. Then with
Now we apply the Leibniz rule and use the fact that in an atlas of normal charts the Christoffel symbols have bounded euclidean derivatives up to order k − 1. This yields
Remark. For p = 2 this proof is contained in [2] . 2 Theorem 2.3. Assume (M n , g) with (I) and (B k ) and (E, ∇) with (B k ) and p = 2. Then for
as equivalent Hilbert spaces.
Proof. According to 2.2., W r (E) ⊆ H r (E) continuously. Hence we have to show H r (E) ⊆ W r (E) continuously. The latter follows from the local elliptic inequality, a uniformly locally finite cover by normal charts of fixed radius, trivializations and the existence of elliptic constants. The proof is performed in [2] . 2
Remark. 2.3 holds for 1 < p < ∞ (cf. [13] ). 2
As it is clear from the definition, the spaces W p,k (E) can be defined for any Riemannian vector bundle (E, h E , ∇ E ). We assume this more general case and define additionally
and in the case of a Clifford bundle
is a Banach space and coincides with the completion of the space of all ̺ ∈ Γ(E) with b,s |̺| < ∞ with respect to b,s | |.
continuously.
We refer to [7] for the proof. 2
Proof. We apply 2.3, (2.2) and obtain
Quite similar as in the proof of 2.2.,
continuously. 2
A key role for anything in the sequel plays the module structure theorem for Sobolev spaces.
If r > 0 assume
Then the tensor product of sections defines a continuous bilinear map
We refer to [7] for the proof. Define for u ∈ C 0 (M), c > 0
Then there exists a positive constant C = C(n, k, R), depending only on n, k, R such that for any c ∈]0, R[ and any
Proof. For u ∈ C ∞ c (M) the proof is performed in [10] , p. 31-33. But what is only needed in the proof is |u|dx, |∇u|dx < ∞ (even only |∇u|dx < ∞).
The key is the lemma of Buser,
where
Proof. Set u(x) = |η(x)|. Then u c (x) = |η| c (x) and, according to Kato's inequality, |∇u|dx = |∇|η||dx ≤ |∇η|dx < ∞.
Hence we obtain from 2.
Remark. For (2.2) is the assumption (B 0 (E)) superfluous. Nevertheless, we have in our applications even (B k (E)). 2
Finally we recall for clarity and distinctness a fact which will be very important later. Let
Then the spaces W p,r (E| Bc(x) ) = {̺ ̺ distributional section of E| Bc(x) s. t. |̺| p,r < ∞} are well defined, x ∈ M arbitrary. Radial parallel translation of an orthonormal basis defines an isomorphism
, k ≥ r + 1 and [7] that there exists constants c 1 , C 1 s. t.
(2.10)
, 0 < c < r inj imply that B c (x) satisfies all required smoothness conditions and we obtain from the Sobolev embedding theorem, (2.10), (2.11)
13)
C independent of x.
Uniform spaces of metrics and connections
Denote by M(I, B k ) the set of all metrics g satisfying the conditions (I) and (B k ).
Proposition 3.1. Assume p, k, r as above. Then B = {V δ } δ>0 is a basis for a metrizable uniform structure U p,r (M(I, B k )). We refer to [6] for a proof. The key to the proof is the module structure theorem.
2
does not contain semi definite elements. This has been proved by Salomonsen in [12] .
comp(g) is a Banach manifold, for p = 2 a Hilbert manifold and M p,r (I, B k ) has a representation as topological sum
J an uncountable set.
The proof is performed in [6] . Let (E, h) → (M n , g) be a Clifford bundle without a fixed connection, (M n , g) with (I) and (B k ).
Set C E (B k ) = ∇ is Clifford connection, metric with respect to h and satisfies
+ 2, δ > 0 and set
Proposition 3.3. Assume p, k, r as above. Then B = {V δ } δ>0 is a basis for a metrizable structure U p,r (C E (B k )).
We refer to [4] for a proof. 2
As well known, a metric connection ∇ in E induces a connection ∇ in G E . Denote
and C p,r E (B k ) has a representation as topological sum
The proof is performed in [4] . 2
, and the right hand side makes sense. 3. All connections in the complete space are at least of class C 2 . Hence curvature is well defined.
For the sequel, we must sharpen our considerations concerning Sobolev spaces. Let (E, h, ∇) → (M n , g) be a Riemannian vector bundle. The connection ∇ enters into the definition of the Sobolev spaces W p,r . Hence we should write W p,r (E, ∇). Now there arises the natural question, how do the spaces W p,r (E, ∇) on ∇? We present here one answer. Other considerations are performed in [4] , [3] .
as equivalent Banach spaces.
For the proof we refer to [4] , [3] . The proof includes some combinatorial considerations and essentially uses the module structure theorem. This is the reason why we assumed k ≥ r > n p +1. But this assumption can be weakened. We only need the validity of the module structure theorem.
Remark. The assumption η smooth in superfluous. As we mentioned already several times, we can define
) a Clifford bundle with the conditions above for
Corollary 3.8. Assume the hypothesises of 3.7. and write
In particular,
Proof. (3.11) follows from the result of Chernoff that
and (3.10). (3.10) follows from (3.9) and 2.3. 2
Finally we make some remarks concerning the essential spectrum of D and D 2 . More precisely, we prove that it is an invariant of comp(∇). We have several distinct proofs for this and present here a particularly simple one.
We consider Weyl sequences and restrict to orthonormal ones. Denote by σ e (D) the essential spectrum of D. λ ∈ σ e (D) if and only if there exists a Weyl sequence for λ, i. e. an orthonormal
This is Lemma 4.29 of [2] . One simply chooses an exhaustion
starts with an arbitrary Weyl sequence (Ψ ν ) ν , produces by the Rellich lemma and a diagonal choice a subsequence χ ν such that (χ ν ) ν converges on any K i in the L 2 -sense and defines
where the operator η op acts as
General heat kernel estimates
We collect some standard facts concerning the heat kernel of e −tD 2 . The best references for this are [1] , [2] .
We can extend this action to H −r (E) by means of duality. 
Proof. This follows from 4.2., duality and the semi group property of {e
. The main result of this section is the fact that for t > 0, W (t, m, p) is a smooth integral kernel in L 2 with good decay properties if we assume bounded geometry.
Denote by C(m) the best local Sobolev constant of the map Ψ → Ψ(m), r > 
a. First one shows W is continuous, which follows from δ(m), · continuous in m and e −tD 2 δ(p) continuous in t and p. Then one applies elliptic regularity.
. We refer to [2] for the proof. 
Proof. From the assumptions
We refer to [2] for the simple proof.
2 Corollary 4.9. trW (t, m, m) has for t → 0 + the same asymptotic expansion as trW + (t, m, m). 2
Trace class property under variation of the Clifford connection
We come now to the first main result of this paper.
is for t > 0 trace class operator and its trace norm is uniformly bounded on compact t-intervalls
e. ∇ ′ ∈ comp(∇) and additionally ∇ ′ smooth and satisfying (B k ) can be weakened to
The main reason for this is that we can write
Then one can reestablish the whole Sobolev theory etc. extensively using the module structure theorem. We refer to the forthcoming paper [8] .
The proof of theorem 5.1 will occupy the remaining part of this section. We always assume the assumptions of 5.1. According to (3.11) ,
Proof. (5.1) means at heat kernel level
where (, ) q means the fibrewise scalar product at q and dq = dvol q (g). Hence for (5.1) we have to prove (5.2). (5.2) is an immediate consequence of Duhamel's principle. Only for completeness, we present the proof of (5.2), which is the last of the following 7 facts and implications.
If we write
where η = η op in the sense of section 3,
We want to show that each integral (I 1 ) − (I 4 ) is a product of Hilbert-Schmidt operators and to estimate its Hilbert-Schmidt norm. Consider the integrands of (I 3 ) resp. (I 4 ). 
and 
Here f shall be a scalar function which acts by multiplication. The main point is the right choice of f . e We have to make a choice such that (5.10), (5.11) are square integrable over M × M and that their L 2 -norm is uniformly bounded. We decompose the L 2 -norm of (5.10) as
We obtain from 4.4 for s ∈] t 2 , t[
and from 4.5
Hence the estimate of
For (5.11) we have to estimate
We recall a simple fact in Hilbert spaces. Let X be a Hilbert space, x ∈ X, x = 0. Then
This follows from | x, y | ≤ |x| · |y| and equality for y = x |x| . We apply this to E → M, X = L 2 (M, E, dp),
According to 4.5, for t > 0
Hence we can restrict in (5.17) to
In the sequel we estimate (5.19). For doing this, we recall some simple facts concerning the wave equation 
We fix a uniformly locally finite cover U = {U ν } ν = {B d (x ν )} ν by normal charts of radius d < r inj (M, g) and associated decomposition of unity {ϕ ν } ν satisfying 
Then we obtain from (5.23), (5.28), (2.1) 
(5.31)
There exist constants A and B, independent of m s. t. The function is (for η ≡ 0) everywhere = 0 and 1-summable. We proved
and infer f (m) = 0 everywhere, f ∈ L 2 and
As shown above, the integrals (5.12), (5.13) can be estimated by constants C 13 (a 0 , a 1 ), C 14 (a 0 , a 1 ). Finally we use for A of trace class, B bounded.
and obtain
,t] 40) i. e. the operator (5.6) is of trace class and for t ∈ [a 0 , a 1 ], a 0 > 0 , its trace norm is uniformly bounded.
We proceed with the expression (5.5). The only distinction here is the appearence of (η op ) 
2 The terms
] can be estimated as
, t] . Finally the integrand of (I 1 ) can be written
2 ) + (5.48)
2 ). For our applications in section 7 we need still the trace class property of
f as in (5.36), and we are done,
The estimate of
amounts to that of 
But, considering (5.37), we see that |(5.53)| 1 generates a factor (t − s) 1 2 and we obtain (t − s)
for integration which doesn't cause any trouble. Quite similar we handle
We decompose
and proceed as in (5.51) -(5.55). Hence we proved 
Trace class property for additional variation of the metric
As we know from the definition,
But at the first glance, this does not make sense. Change of g changes the Clifford algebra Cl m , we have now Cl(T m , g . A Clifford bundle associated to g ′ must consist fibrewise of such modules, we arrive at a new bundle E ′ . E ′ can have a new fibre metric h ′ . Nevertheless, locally E and E ′ are isomorphic. Motivated by the consideration that the metric parameters g → g ′ , h → h ′ move smoothly, we assume that E → E ′ moves smoothly, E ∼ = E ′ as smooth vector bundle. Hence we indentify E and E ′ , keeping in mind that the fibres E m have different module structures over different algebras. Such a module structure is given by a section · of Γ(Hom(T M × E, E)). Endowing T M with g, ∇ g , E with h, ∇, Hom(T M × E, E) becomes a Riemannian vector bundle. Hence
then the condition
makes sense. We make in this section the following
and
Here we understand ∇ − ∇ ′ as a 1-form with values in End E. (6.3) means
The main result of this section shall be formulated as follows.
is of trace class and the trace norm is uniformly bounded on compact t-intervalls [a 0 , a 1 ], a 0 > 0.
Remarks. 1.
We shall see below that e −tD 2 and e −tD ′2 act between the same spaces.
The proof of 6.1. occupies the remaining point of this section. We always assume the hypothesises of 6.1.
as equivalent Hilbert spaces. In particular,
Proof of (6.2). This is well known for h = h ′ , ∇ ′ ∈ comp(∇). But concerning ∇, ∇ ′ and h, h ′ the only two facts needed in the proof are just (6.3) (which is reformulated as (6.5)), (6.4) and the equivalence of pointwise norms. The latter follows from (6.1), (6.2). Into higher derivatives
6.2. has a parallel version for the endomorphism bundle End E.
We obtain
is well defined. Our next task is to obtain an explicit expression for e −tD 2 − e −tD ′2 . For this we must modify Duhamel's principle slightly. The steps 1. -5. in the proof of 5.2. remain unchanged. We perform them for (·,
We see immediately that (6.12) expresses the operator equation
We want to show that both terms on the right hand side of (6.13) are trace class operators with uniformly bounded trace norm on compact t-intervalls [a 0 , a 1 ], a 0 > 0, and we start with
We simply write η ν instead η op ν and obtain (6.14) + (6.15) = Altogether we have to estimate 16 integrands which split into even more.
We start with ν = 3. (6.20) is an immediate consequence of (6.3),(6.4) and we are from an analytical point of view exactly in the situation of section 5. (I 3,1 ) − (I 3,4 ) can be estimated quite parallel to (I 1 ) − (I 4 ) in section 5 and we are done. There remains the estimate of (I ν,j ), ν = 3, j = 1, . . . , 4. Start with ν = 1, j = 3 write is Hilbert-Schmidt. Recall r > n + 2, n ≥ 2, which implies
, 2 ≥ i. If we write in the sequel pointwise or Sobolev norms we should always write
,r etc. But we omit the reference to g ′ , h, ∇ ′ , D, m ′ in the denotion for the sake of brevity. Moreover, as we already know, g, h, ∇, D generate equivalent norms. and obtain finally 3 ) is done. (I 1,1 ), (I 1,2 ), (I 1,4 ) can be handled parallel to (I 1 ), (I 2 ), (I 4 ) of section 5. If at the "continuous" end appear additional second derivatives, we proceed as with (5.54) using the version of (5.37), i. e. (6.24). Now it is completely clear that (I ν,j ), ν = 2, 4, j = 1, . . . , 4, are done if we have an estimate for η 2 , η 4 as above, coming from our assumptions.
Similarly for higher derivatives and we proceed as for η 1 . There remains η 4 .
we proceed as for the other η ν .
Finally we have to show that the operator
is a product of Hilbert-Schmidt operators. The first step is to rewrite (6.26). For doing this, we apply the following facts 1. lim
The principle of Tonelli and the Fubini theorem for absolutely integrable integrands. Then we can rewrite (6.26) as
We decompose (6.27) as
Remark. We are also able to prove 6.7 directly without reference to 6.1. For this we write △ ′ = △ + η, calculate and estimate η (which is very easy), apply Duhamel's principle and proceed as before.
We need in section 7 the theorem analoguos to 5.3 for the case of additional variation of the metrics.
Theorem 6.8. Suppose the hypothesises of 6.1, replacing r > n + 2 by r > n + 3. Then
is of trace class and the trace norm ist uniformly bounded on compact t-intervalls
Proof. The proof is a simple combination of the proofs of 5.3 and 6.1. 2
Relative index theory
We now assume that E is endowed with an involution τ : E → E, s. t.
where we unterstand τ as 
According to (0.7) of [11] , there exists a constant c > 0 s.
Performing lim t→∞ in (7.7) and using 7.2, we obtain (7.6). 2
Assume now the hypotheses of 5.1. Then we have asymptotic expansions
We show in the next section that
According to (7.10) , ind top (D, D ′ ) is well defined. 
Proof. This follows immediately from 7.2, 7.3, (7.8), (7.9) and the fact that the L 2 -trace of a trace class integral operator is given by the integral of the kernel on the diagonal (after forming pointwise traces). 2 If we admit variation of g too as in section 6, then the heat kernel of e −tD ′2 in L 2 ((M, E), g, h) is given by α(m) The proof runs through literally as that of 7.
2
Deeper results on the relative index using scattering theory will be established in a forthcoming paper. 
where C i 1 ,...,i k stands for a contraction with respect to g, i.e. it is built up by linear combination of products of the g ij . +l , we obtain a sum of terms of the kind 
We want to apply the module structure theorem. ∇ − ∇ ′ ∈ Ω 1,1,r (G Cl E , ∇) = Ω 1,1,r (G Cl E , ∇ ′ ) implies R E − R ′E ∈ Ω 2,1,r−1 . We can apply the module structure theorem (and conclude that all norm products of derivatives of order ≤ 2l − 2 are absolutely integrable) if 2l − 2 ≤ r − 1, 2l − 2 ≤ n + 1, l ≤ In a forthcoming paper we drop considerably the assumption inf σ e (·) > 0 and discuss further applications.
