Does the selection effect of trade work solely through competition from imports, or does the export market further contribute to firm selection? This paper provides a re-interpretation of the different mechanisms in terms of selection on profitability -rather than productivity -and derives novel predictions regarding the export market and the role of product differentiation. Empirical results for a sample of Danish manufacturing industries confirm the import-"push" hypothesis as well as the export-"pull" hypothesis, but also reveal differences across industries. The selection effect of trade is mainly driven by the "import-push" if product differentiation is high, whereas it is driven by the "export-pull" if goods are homogeneous.
The present paper is related to a rich empirical literature on the selection effect of trade, which focuses predominantly on imports; see inter alia Bernard et al. (2006) , Coucke & Sleuwaegen (2008) , Greenaway et al. (2008) and Gu et al. (2003) . The implicit assumption here is either that only import competition has an effect on firm failure, or that bilateral trade costs are symmetric. Apparently, such an identification strategy does not take into account (i ) potential asymmetries in the implications of import and export openness, and (ii ) industry-level trade imbalances. Regarding the exporting side of the economy, empirical studies have focused on the exporting status of the firm, showing that exporting firms are more likely to survive Harris & Li, 2010; Baldwin & Yan, 2011) . But the export-"pull" effect is related to the industry's -rather than the firm's -export activities.
Evidence on the differential impact of export vs. import openness is scarce and studies that look at one particular type of impediment to trade, namely tariffs, report diverging results; see Head & Ries (1999) and Baggs (2005) . Closest in spirit to our study, Colantone & Sleuwaegen (2010) consider the differential impact of import and export exposure on firm entry and exit. Based on a sample of twelve manufacturing industries across eight European countries, they find that only import competition matters for firm failure. 1 Our results advance on their findings, since our empirical approach facilitates the identification of the distinct impact of export exposure.
We contribute to the empirical literature by (i ) considering the role of product differentiation; (ii ) proposing a novel measure of export openness which allows us to identify its independent contribution; and (iii ) establishing a causal link between trade exposure and firm exit by using instrumental variable techniques. Moreover, we focus on a small open economy where trade activities are expected to be more important in shaping firm survival.
The next section discusses our novel predictions regarding the impact of trade on firm exit when selection is on profitability. Section 3 presents the data and outlines the econometric approach.
Estimation results are reported in section 4. The last section concludes.
Predictions on trade-induced firm failure
This section presents novel predictions regarding the impact of trade exposure on firm exit. For conciseness, we frame our analysis in terms of the partial-equilibrium setting in Chaney (2008) , who extends the Melitz (2003) model to a multi-country set-up with asymmetric countries and trade costs.
Conceptual framework
In Melitz (2003) productivity differences perfectly predict profitability differences across firms and firm exit is driven by movements in the threshold productivity for survival and a per-period probability of exit that is constant across firms. Foster et al. (2008) , however, point out that selection on profitability and productivity are not synonymous due to the presence of other idiosyncratic factors besides productivity, notably firm-specific demand shocks. And even demand shocks that are common across firms can break the symmetry between selection on profitability and productivity.
Exporting opportunities can be seen as such a positive demand shock, enhancing the chances of survival. Focusing on firm profitability is thus more general: in particular, a given firm's probability of failure can either increase or fall, dependent on the direction of change in profits. Under selection on productivity, in contrast, a firm's probability of exit potentially increases -but never falls -due to trade liberalization.
We therefore depart from the literature by assuming that firm exit depends on profitability. 2 Profits of firm k, π(k), are determined by the productivity of the firm, ϕ k , and a set of factors external to the firm, such as trade costs. In the open economy, profits can be decomposed into domestic profits π ii and exporting profits =i π i . Denoting the per-period exit probability of firm k by δ k ,
Aggregate firm failure is then given by δM , where δ ≡ E[δ] is the average industry-wide exit probability and M is the number of firms. Our specification for δ k does not place any restrictions on functional form. In particular, we do not impose δ = δ( π), i.e. the expected probability of firm failure need not be equal to the probability of exit of the firm with average profits. As a result, when a given shock affects the profitability of some firms positively and of other firms negatively, the change in δ and hence aggregate firm failure will in general be ambiguous. This flexibility allows us to make very general predictions on trade-induced firm failure.
Notably, according to equation (1) a firm may exit even though it makes positive profits. If there is a one-time start-up cost for market entry which is recoverable, then being active has an opportunity cost; see Hopenhayn (1992) ; Ericson & Pakes (1995) . In large economies, relatively few firms are engaged in exporting activities, leaving limited room for the export market to affect 2 Pflüger & Russek (2011) and Felbermayr & Spiegel (2012) introduce firm heterogeneity in the probability of exit into the Melitz (2003) framework. In Pflüger & Russek (2011) , firms are heterogeneous in productivity and exit probabilities are inversely related to firm productivity. To the contrary, in Felbermayr & Spiegel (2012) firms differ only in their per period exit probability. In both papers, firm-specific exit probabilities are therefore entirely determined by exogenous factors. In Schröder & Sørensen (2012) , exogenous technological progress generates endogenous exit decisions of firms. To the contrary, we highlight how a firm's probability of exit evolves over time as profits change.
firm survival. The small open economy case, to the contrary provides a highly suitable setting for investigating export-market related effects on firm exit. In particular, while aggregate Danish exports are dominated by a few large exporters, this concentration is much lower than in countries with a large domestic market such as the US; see Eriksson et al. (2009) .
Exporting from country i to country j is subject to two types of trade costs: variable trade costs τ ij and a per-period fixed cost of exporting f ij . Preferences are given by the CES utility function. The demand for a variety produced by firm k sold in country j is given by
, where P j and Y j are the price index and income in country j respectively, σ is the elasticity of substitution between varieties and w i is the unit cost of labor in the home country.
Assuming τ ii = 1 and f ii = 0, we have 3
where µ ≡
. Only a firm with productivity ϕ k ≥φ exports, whereφ satisfies:
Denoting Ω as the mass of varieties supplied by country , the domestic price index is given by
2.2 Import-"push", export-"pull" and exporting opportunities With CES preferences, firms charge a constant mark-up over marginal costs and import penetration therefore does not have any pro-competitive effects in the sense of reducing market power for incumbents. Still, import competition -driven by the cost variables for foreign firms τ ji , f ji and w jaffects profits of domestic firms indirectly, via the domestic price index: as foreign costs fall, foreign competitors are able to lower their prices and additionally more firms enter the domestic market. This tends to decrease the domestic price index, and thereby toughens competition. Profit opportunities for all domestic firms fall, negatively affecting their survival probability.
Prediction 1. Competition from imports raises the average industry-wide probability of exit, δ.
With CES demand, import competition leads to a proportional loss in market shares for all firms, and therefore yields an extenuated import-"push". This differs from the Melitz & Ottaviano (2008) set-up with a linear demand system and endogenous mark-ups, where import competition has a larger impact on high-price (low-productivity) firms compared to low-price (high-productivity) firms. Despite these differences, qualitative results on δ are identical in both frameworks. Export openness is driven by falling trade costs for domestic firms (τ ij and f ij ) and rising foreign demand, Y j . In particular, Y j can be seen as a demand shifter. For a small open economy, the impact of domestic firms on the foreign price index is negligible. 4
In a first step we make the simplifying assumption that labor supply is perfectly elastic and domestic wages w i are exogenously fixed. 5 Given an increase in export openness, exporters can increase their profits on export markets. Moreover, the productivity threshold for exporting decreases and thus more firms enter the export market. For these old and new exporters, the probability of exit falls. Being able to enter an additional market is similar to an outward shift in the firm's demand curve. Finally, firms that remain non-exporters are unaffected.
Prediction 2a. If labor supply is perfectly elastic, the average industry-wide probability of exit, δ, falls in response to an increase in export openness.
If firms compete for a limited pool of workers, job expansion at exporters puts upward pressure on industry-level wages. Assume that exporting profits still depend positively on export openness. Domestic profits of all firms are now negatively affected by increasing export openness. Non-exporting firms suffer a profit loss. Similarly, for small exporters the loss in domestic profits exceeds the gain in exporting profits, and thus their profits fall as well. Only sufficiently large exporters, for which the share of exporting profits in aggregate profits is high, gain from increasing export openness. The change in the industry-wide probability of exit is therefore ambiguous: δ k increases for some firms but decreases for others.
Prediction 2b. Assume that export openness bids up an industry's wage rate. The average industrywide probability of exit increases in response to an increase in export openness if and only if the export-"pull" dominates the effect of increased profit opportunities.
The role of product differentiation
Product differentiation, captured by σ, modifies the impact of import openness through at least three channels. First, if product differentiation is high, consumers care for variety and a given firm's demand is less responsive to the prices of other firms. This tends to attenuate the impact of import competition. Second, however, new imported varieties have a substantial impact on the domestic price index only if σ is small; see Broda & Weinstein (2006) . 6 And third, if products are highly differentiated price competition is lower in the sense that market shares are less responsive to own price. As a result, productivity differences between firms are not mirrored in large differences in profits. Hence, product differentiation also affects market structure and the size distribution of firms. 7 Below, we provide some empirical evidence that highly differentiated industries are on average characterized by lower degrees of concentration and a larger share of small firms. The share of firms that are vulnerable to import competition therefore tends to be higher. The second and third channel amplify the impact of import competition.
Prediction 3. Competition from imports always increases the average industry-wide probability of exit. The effect may however be higher or lower in differentiated industries.
In order to highlight the independent contributions of profit opportunities and the export-"pull", we again first consider the case of perfectly elastic labor supply. As noted in Chaney (2008) , a higher elasticity of substitution dampens the responsiveness of the extensive margin of trade -exports by new exporters -with respect to changes in trade costs. Since competition is fierce, profit opportunities are low and market entry is not very attractive. Moreover, a higher elasticity of substitution magnifies the responsiveness of the intensive margin -exports by existing exporters -to changes in export openness. The intuition is that, if goods are substitutable, small changes in the price lead to big shifts in demand, and thus sales and profits.
Assume that changes in profits matter more for small firms. 8 Under this assumption, export market entry is more crucial for firm survival because it increases profits of the relatively small firms. A high degree of differentiation then amplifies the reduction in the average probability of exit due to an increase in export openness.
Prediction 4a. Let labor supply be perfectly elastic. Then, the reduction in the average industry-wide probability of exit due to export openness is the higher, the higher the degree of product differentiation.
6 Moreover, if σ is small changes in foreign cost variables have a higher impact on the number of imported varieties; see the discussion below.
7 The elasticity of substitution reflects the toughness of competition in the sense that competition increases the profits of a more efficient firm, relative to a less efficient firm; see Boone (2008) . Sutton (2007) reviews the literature on the determinants of market structure and highlights the paradoxical result that an increase in competition may actually induce an increase in concentration. Product differentiation may reduce industry concentration also because market entry is easier; see Guth (1971) .
Finally, we also factor in the export-"pull". Combining prediction 2b with the intuition behind prediction 4a, we conclude with the following prediction.
Prediction 4b. Assume that export openness bids up an industry's wage rate. Then, any potential increase in the average industry-wide probability of exit due to the "export-pull" is mitigated by the beneficial impact of exporting opportunities if product differentiation is high.
Empirical approach

Measuring trade openness
Instead of observing the driving forces of the import-"push" and export-"pull" directly, we exploit the fact that measures of trade openness are indicators of underlying trade costs. In particular, as in
Chaney (2008) we assume that the distribution of productivities is Pareto with parameter γ and take a short-run perspective in that the mass of potential entrants is exogenously fixed and proportional to a country's effective size w i L i , where L i is country size. 9 We also define a measure of the overall restrictiveness of trade as
Denote aggregate supply from country to i by X i . Import penetration is given by the market share of foreign firms on the domestic market,
Imp depends positively on the weighted average trade cost of exporting to the domestic market for foreign firms relative to the costs of supplying the domestic market for domestic firms, where weights are given by the mass of potential entrants in country , w L . It therefore gives a comprehensive measure of import competition.
Regarding the export market, we first define the export intensity as the share of exports in overall sales
where Θ ≡ P γ Y γ/(σ−1) . Due to our small-economy assumption (κ i does not affect the foreign price level P ), a fall in domestic composite trade costs relative to the cost of supplying the domestic market is reflected in an increase in the export intensity. Exp (1) is a very crude measure of the underlying economic forces of exporting opportunities or the export-"pull", since it reflects exporting relative to domestic profit opportunities. In small open economies, the export intensity as given in (6) may 9 Our formulations differ slightly from Chaney (2008), since we do not impose global equilibrium.
still be informative for testing our hypotheses on the role of export openness. On the contrary, if the domestic market is large, (6) has little informational value.
Analogous to (5), the domestic market share on world markets,
theory-consistent measure of export exposure. In particular, foreign demand is in the denominator, reflecting export potential. Due to lack of data on foreign aggregate demand or production for all = i, our second measure of export openness is given by exports from i to j relative to production in j, where the export market may include several countries:
This measure is convenient in that it requires production data only for a subset of destination countries. If countries in market j trade only with each other, equation (7) reduces to i's market share in j,
Exp (2) is increasing in the cost of exporting to market j for domestic firms, relative to the costs of supplying j for firms in j. It therefore reflects the relative competitiveness of firms from i in market j. Moreover, its denominator is, via the goods market equilibrium, also linked to foreign demand and therefore to export opportunities.
Data
In the empirical analysis we use Danish industry-level data from the Business Demography and the 
Firm exit
In the Business Demography statistics, exits are defined as enterprises which had real activity in the previous year but which did not survive until the present year. Enterprises which cease to exist because of a merger or a change in their registration number are not included in the exit figures. 10
The data thus reflect firm failure in the sense of a previously active firm becoming inactive. The upper left-hand graph in figure 1 summarizes the variation in exit rates -the number of firm exits between t and t − 1 relative to the number of firms in t − 1-across industries and time. Each bar gives the range of the exit rate observed during the sample period for a specific industry. To the left and the right of the bars, we report the year with the lowest (highest) exit rate in the respective industry.
Average exit rates vary considerably across industries, between 4.9% in Manufacturing of Beverages and 14.2% in Publishing activities, excl. newspapers. Similarly, most industries exhibit substantial variation over time and exit rates have fallen for some industries but increased for others.
Trade data
We combine the data on firm demographics with product-level data on imports from Eurostat's COMEXT database. A correspondence table links each product in the 8-digit CN code to a specific industry. We also employ industry-level data from the VAT statistics, which contain information on domestic sales and exports for each industry.
Imports, =i X i , are computed as the sum over all products in an industry and all trading partners. Given information on domestic sales of Danish firms, we can then construct Imp ≡
Next, based on the VAT statistics we compute a measure of the industry-level export intensity as in equation (6), where =i X i are Danish exports to all trading partners in a given industry and overall sales of domestic firms X i are in the denominator. 11 Furthermore, we measure domestic penetration of the foreign market as in equation (7), where j is equal to the EU 24 (i.e. the EU 25
excluding Denmark). Data on European production for each of the 24 countries is available from
Eurostat's Structural Business Statistics database and is coded according to Nace Rev. 1.1, which can be linked to the Danish industry code. The numerator of Exp (2) is given by Danish exports to the EU 24, 12 whereas the denominator is the sum of Danish exports and aggregate EU 24 production.
Intra-European trade constitutes a large share of overall external trade for most European countries, including Denmark. In consequence, Exp (2) is a good measure of export potential and the relative competitiveness of Danish firms on export markets.
As documented in figure 1, trade openness differs significantly across industries, but also across openness measures. For example, on average 94% (86%) of domestic consumption of Leather and Footwear (Wearing Apparel ) is imported, whereas only 51% (40%) of domestic production is exported.
On the other hand, 65% of domestic production of Meat and Meat Products is exported, whereas the import intensity with 29% is significantly lower. Thus, looking at both aspects of trade is important.
Furthermore, comparing our two measures of export openness in the bottom part of the figure we note that, on average, industries with low values of Exp (1) also have low values of Exp (2) and vice versa.
The two variables have a correlation coefficient of 0.7. There are, however, some notable exceptions.
For example, the export intensity in Mfr. of leather and footwear is very high, whereas the Danish market share in the EU 24 for this industry is low compared to other industries.
While the cross-sectional variation in trade openness is substantial, the variation across time for a given industry is considerably lower. Nevertheless, some industries have undergone significant changes in trade openness on either the export and/or the import side. In contrast to e.g. tariffs, trade exposure reflects not only trade costs but more generally also the relative competitiveness of domestic firms on different markets. Figure 1 suggests that the international competitiveness of Danish firms has improved over the sample period in some industries, but deteriorated in others.
Product differentiation
Ideally, a verification of predictions 3 and 4a/4b would be based on estimates of σ's retrieved from industry-level demand equations. However, our data do not allow us to estimate such demand systems and we opt instead for measurable proxies for an industry's level of product differentiation.
Our preferred measure is based on the well-known classification of Rauch (1999) , which distinguishes between three types of goods: goods "traded on organized exchange", "reference-priced" and "differentiated" goods. Evidence in Broda & Weinstein (2006) supports the claim that products traded on organized exchange are more substitutable. Linking each product code to a specific industry, the share of differentiated goods in each industry constitutes our first measure of product differentiation.
Product differentiation is emphasized as one of the main factors giving rise to intra-industry trade; see e.g. Grubel & Lloyd (1975) , Krugman (1979) . Our second measure of product differentiation is therefore based on the Grubel-Lloyd index of intra-industry trade. 13 When constructed based on industry-level trade data, the index captures both product differentiation and foreign sourcing of intermediates (Colantone & Sleuwaegen, 2010) . To abstract from the latter, we compute the index for each product n. Subsequently, we obtain an industry-level measure as the weighted average of the indexes at the product level, 14
where ω n is the within-industry trade share of product n and the term in brackets in (8) is the product-specific Grubel-Lloyd. High values of GL imply that two-way trade is important, which is in turn an indication of a high degree of product differentiation. GL is time-variant and therefore takes into account changes in the product composition of trade. This is an advantage but also a drawback, since the product classification itself changes over time, causing artificial changes in the measured degree of product differentiation.
In our robustness analysis, we experiment with three additional proxies for the degree of product differentiation. In particular, due to the product-specific weights in (8), GL could be biased by the composition of trade towards certain products. We therefore also employ the unweighted average product-specific Grubel-Lloyd index, which does not suffer from such composition effects. Moreover, we follow Syverson (2004) and proxy product substitutability with a generalized Herfindahl-type product diversification index. This index takes into account both the number of industry products, as well the unequal shares of these different products in an industry's output. 15 Finally, in a recent paper, Del Gatto et al. (2008) provide sector-specific estimates of the elasticity of substitution. Their industry classification is different from ours, but we can broadly link these estimates to our industries. 16
The first four measures of differentiation can attain values in the closed unit interval, with a higher value signaling a higher degree of differentiation. The estimates of σ from Del Gatto et al. (2008) are, to the contrary, negatively related to product differentiation.
Further industry-level controls
Empirical studies on firm exit highlight two sets of determinants of firm failure -barriers and (dis)incentives to exit; see Siegfried & Evans (1994) for a review of this literature. In our empirical model, we include the share of fixed assets in turnover and employment growth as control variables.
The former variable is a measure of industry sunk costs whereas the latter variable is an indicator of industry growth and therefore a disincentive to exit.
If the determinants of entry and exit processes are symmetric, controlling for entry in the exit equation may provoke misleading conclusions on the role of trade in shaping firm survival. 17 On the other hand, barriers to entry are barriers to exit, and including entry in the exit equation eliminates or reduces the significance of all measures of exit barriers; see Shapiro & Khemani (1987) . Hence, controlling for entry can conveniently solve the omitted variable bias due to unobservable barriers to exit. 18 Furthermore, displacement entry is an important empirical phenomenon. We therefore 15 The index is given by 1 − N n=1 s 2 n , where sn is the share of product n in overall industry imports and exports. 16 While these estimates are the closest equivalents to σ in our theoretical exposition, often several industries could only be assigned a common σ. The identifying variation on which cross-industry differences in the effect of trade exposure can be estimated is therefore limited and we only use these data in our robustness analysis.
17 If entry depends on trade exposure, entry is a "bad control" variable because it was not fixed at the time trade exposure was determined; see Angrist & Pischke (2009) .
18 employ the minimum of industry-level entry and exit rates as a measure of sunk costs. They note that, if all industries were in steady state, the industry entry rate would be a good proxy for sunk costs. In reality, some industries are expanding and others are contracting, which is captured by our measure of industry growth. estimate the empirical model both with and without entry as control.
Econometric approach
Our predictions relate industry-specific average probabilities of exit, δ, to the industry's trade exposure. In practice, however, we opt for a more flexible econometric specification and formulate a Poisson model for the count of exiting firms in industry h in year t. 19 That is, we take δM rather than δ as dependent variable, but control for the number of firms M in all specifications. 20
Firms base their decision on staying in the market or exiting between t and t − 1 on information available at t − 1. For a test of predictions 1, 2a and 2b, the conditional mean is specified as
where Exp h,t−1 is one of our two alternative measures of export openness. Time fixed effects δ t account for aggregate macroeconomic fluctuations and C h,t−1 is a vector of industry-specific control variables, including the number of firms at time t − 1.
The discussion in section 2 does not offer any insights on the time frame of adjustments needed for trade-related effects on firm exit to take effect. In particular, in the presence of sunk costs and due to hysteresis, short-run effects of trade on firm exit could well be negligible; see Roberts & Tybout (1991) for a discussion. Pirotte (1999) shows that the within (fixed effects) estimator reflects short-run adjustments, whereas estimation of a static relation based on the between or pooled estimator reflects long-run effects. Our econometric specification follows this latter approach. To control for unobserved barriers to exit, our specification includes sector fixed effects δ H , corresponding to the 53-grouping of the Danish Industry Coding. At this level, the 31 manufacturing industries are aggregated into 12
sectors; see table A.1 in the appendix.
For an empirical test of predictions 3 and 4a versus 4b, the model is reformulated as
where σ h is the elasticity of substitution in industry h, which is inversely related to product differ-
19
The Poisson Pseudo Maximum Likelihood estimator is preferred to log-linearization of the model and estimation by Ordinary Least Squares because (i) the dependent variable may take on the value zero and because (ii) in the presence of heteroskedasticity information on E[ln exit|·] does not allow to gather any information on E[exit|·] (Santos Silva & Tenreyro, 2006) . Robustness analysis employing the negative binomial model confirmed all of our results. With few clusters, the underlying asymptotic theory for obtaining cluster-robust standard errors does not apply. We therefore report the robust estimate of the standard error. Results are, however, robust to clustering at the industry level. 20 Results show that the elasticity of the count of firm exits with respect to the number of firms is significantly different from one. Hence, taking the exit rate as dependent variable would be inappropriate for the data at hand. entiation. Due to the non-linearity of the Poisson model, β 13 is the interaction parameter, not to be confused with the interaction effect (Mullahy, 1999 
which gives the percentage change in the number of firm exits due to a unit change in trade openness.
Import and export exposure include domestic sales in the denominator and/or exports in the numerator, which may lead to spurious correlation with firm failure. We therefore employ a set of three instruments to show that results can be interpreted as reflecting causal relations.
First, we instrument trade exposure by the average "bulkiness" of the goods traded in an industry, where bulkiness is given by the ratio of values to tonnage of shipments. Goods with a higher valueto-weight ratio are more economical to ship and exhibit lower barriers to trade. Since bulkiness is closely related to prices, it does not fulfill the exogeneity assumption when calculated based on the Danish trade data. Instead, we employ import data for Germany, available from the COMEXT terms between import penetration (export openness) and product differentiation are also potentially endogenous. In these specifications, interactions between our three instruments and the proxy for σ h serve as additional instruments.
In the instrumental variable approach, we consider two different estimators. The linear 2SLS
estimator for the number of firm exits (in logs) allows for considerable testing on the relevance and validity of the instruments (Mullahy, 1997 ). The preferred estimator is then a structural Poisson-IV (Wooldridge, 2001 ), which controls for the possible endogeneity of the regressors by including the residuals from the first stage in the second stage regression.
Empirical Results
Trade exposure and firm exit: benchmark results
To assess our first three predictions on the role of import and export openness for aggregate firm failure, table 1 reports results from the benchmark specification in equation (9). Industries where import penetration is high are usually very open also regarding exports, which exacerbates parameter identification if both variables are included jointly. 22 We therefore first include each of the trade exposure variables one at a time; see columns (1) to (3). In columns (4) to (7), the effect of Imp and
Across all specifications, we find strong support for prediction 1: Imp has a positive and statistically significant effect on the number of firms that exit an industry. Importantly, columns (4) to (7) show that this finding is robust to controlling for export openness. Our findings thereby lend credibility to previous studies that only consider an industry's import intensity, but neglect the role of the export market -and therefore might have suffered from an omitted variables bias.
We consequently go beyond import competition and investigate predictions 2a and 2b on the role of export openness in shaping firms' survival prospects. Table 1 shows that both our measures of export openness are always estimated with positive coefficients, though statistical significance differs across specifications. When we only consider the exporting side in column (2), Exp (1) , has a positive and significant impact on firm exit. However, and in line with results in Colantone & Sleuwaegen (2010) , the coefficient on Exp (1) turns insignificant once Imp is controlled for in column (4). This loss in both statistical significance and magnitude may however simply be due to multicollinearity. Accordingly, we next turn to our novel measure of export openness, which sidesteps the multicollinearity issue and thereby helps to disentangle the effects of import and export openness. Domestic penetration of the European market, Exp (2) , has a positive and significant impact on aggregate firm failure once we control for the industry's import intensity in column (5) and (7).
The export market therefore further contributes to the selection effect of trade, in line with the export-"pull", which seems to outweigh the beneficial effect (if any) of exporting opportunities. While we are not in a position to directly test for the assumed underlying positive link between exports and industry-wide wages, our findings accord well with the evidence: empirically, exporters pay higher wages and have higher employment growth; see . Furthermore, exporters increase their wages in response to a decline in trade barriers (Amiti & Davis, 2011; Krishna et al., 2011) .
22
The correlation coefficient between Imp and Exp (1) (Exp (2) ) is 0.75 (0.13). Regressions based on Exp (2) suggest that import penetration is quantitatively more important in explaining trade-induced firm failure: increasing Imp by one standard deviation leads to an increase in firm exit of 16 to 20 percent, whereas a comparable increase in Exp (2) implies a 4 to 8 percent increase in firm exit. Notably, however, quantitative implications drawn from parameter estimates of Exp (1) -though often not significant -are suggestive of almost symmetric effects of export and import openness; see columns (1) vs. (2) and (6).
In the last two columns of table 1, we include firm entry in order to control for displacement entry as well as unobserved barriers to exit. Magnitudes are slightly reduced compared to previous estimates, but qualitative predictions persist. Log entry has a positive effect on firm failure, in line with the displacement entry interpretation. The estimated elasticity of exit with respect to industry size is close to one and all other control variables enter with the expected signs, though their effect is often estimated imprecisely. Finally, firm exit is significantly higher in differentiated industries.
We also address the issue of potential endogeneity of the trade exposure variables using our set of three instruments; see table 2. Instrument relevance can be judged by looking at the F test for joint significance of the three instruments in the first stage regressions. The F test is, with one exception, always above the critical value of 10. The Hansen J test from the 2SLS regressions furthermore supports the validity of the instruments; see columns (1) to (4). Exogeneity of import and export exposures is rejected in the 2SLS estimations, but cannot be rejected in some of the structural Poisson-IV specifications. Importantly, all qualitative results from our benchmark model are confirmed in the 9.13 in column 1 and 11.63 in column 3; for Exp (2) : 15.37 in column 2 and 17.39 in column 4. b Gives the p-value of the Hansen J test with null hypothesis that the instruments are valid.
c Columns 1 to 4 report p-values for the Durbin Wu Hausmann test with null hypothesis that the endogenous regressors can actually be treated as exogenous. Columns 5 to 8 report the coefficient estimate for the first stage residual of Imp (Exp(1)/Exp(2)). Insignificant coefficients on the residuals imply that the endogenous regressor can be treated as exogenous.
IV framework. However, quantitative predictions -in particular for the export market -increase subtantially. 23
The role of product differentiation
Traditionally, it has been argued that product differentiation shields firms from international competition, by making consumers less price responsive; see e.g. Greenaway et al. (2008) . However, our analysis preceding prediction 3 suggests at least two countervailing forces: only with low-elasticities of substitution do imported varieties have a substantial impact on the domestic price index. Moreover, product differentiation may also influence the market structure of an industry.
In support of this last consideration, figure 2 provides evidence on the link between product differentiation and market structure. The first two graphs highlight a significant negative relationship between product differentiation and industry concentration, as measured either by the 4-firm concentration ratio or the Herfindahl-Hirschmann index. 24 Furthermore, figure 2(c) shows that highly While the relationship between product differentiation and market structure is only loose, differences in product differentiation can explain between 14 and 23% of inter-industry differences in market structure.
Given these observations, table 3 reports results from the empirical specification in equation (10) for our two baseline proxies of product differentiation based on Rauch (1999) and the Grubel-Lloyd index; see columns (1) to (4) and columns (5) to (8), respectively. As before, we report parameter estimates from specifications (i ) for either Exp (1) or Exp (2) , and (ii ) with and without firm entry as additional control variable. Import openness has a positive impact on firm failure, which is increasing in the degree of product differentiation. This finding is also by large robust across specifications, though cross-industry differences in the impact of imports turn insignificant in columns (6) and (8). To get some sense of the quantitative implications, figures 3(a) and 4(a) visualize how the impact of Imp varies with our proxies for σ h ; see equation (11). 25 From the confidence intervals, the effect of import competition is insignificant if product differentiation is low, but becomes positive and statistically significant at higher levels. These results are strikingly at odds with the traditional view that differentiation shields firms from international competition. However, the higher impact of import openness in differentiated industries can plausibly be related to cross-sectional differences in industry structure, as revealed in figure 2. If an industry is dominated by a few large firms, import competition may induce losses of market shares without causing any firm failure. To the contrary, small firms -which are predominant particularly in highly differentiated industries -may be more vulnerable to import competition.
This aggregation problem needs to be borne in mind when interpreting the figures. Data on the share of small firms is from Eurostat's Structural Business Statistics for the industries as listed in table A.1, except for Publishing of newspapers and Publishing activities, excluding newspapers. Firms are classified as small if they have less than 20 employees. Interestingly, product differentiation reduces the pro-competitive effects of trade when we consider the export market: the interaction between both of our export openness measures and the degree of product differentiation enters negatively in all specifications. Figures 3(b) , 3(c), 4(b) and 4(c) plot the impact of export openness as a function of product differentiation. Export exposure increases exit in industries where products are highly substitutable, whereas it (weakly) decreases firm failure if the degree of product differentiation is sufficiently high. This negative effect at the right-hand side of the graphs is, however, only significantly different from zero in figure 4(c). The "pull" of the export market is substantial in industries characterized by a low degree of product differentiation, where an increased demand for factor inputs at exporting firms crowds out purely domestic firms (and potentially also small exporters). This effect is considerably reduced in industries where products are highly differentiated. In these industries, increases in export exposure are mainly driven by the extensive margin, i.e. firms starting to export. Because these new exporters are relatively small, increased profit opportunities from exporting have a high impact on their individual probability of exit, and therefore also decrease aggregate firm failure.
In table 4, we report results from our instrumental variable approach for both 2SLS as well as Poisson-IV regressions. 26 IV results again confirm previous estimates in qualitative terms: competition from imports has a higher impact in differentiated industries, whereas the opposite holds for export openness. This latter effect is very imprecisely estimated, but the Poisson-IV indeed largely rejects endogeneity of the potentially endogenous regressors.
Taken together, results confirm that trade exposure always increases firm failure, but the channel through which this increase is manifested differs across industries: it is mainly driven by the import-"push" if products are differentiated, whereas it is driven by the export-"pull" if product differentiation is low.
Robustness analysis
The empirical analysis is motivated by the monopolistic competition framework. However, the high concentration ratios for some industries seen in figure 2 suggest that a model with a large number of monopolistically competitive firms that take market aggregates as given may not be suitable for all industries. In order to confront this caveat, we run two sets of robustness checks that aim to restrict the sample to industries that are more likely to accord well with the theoretical framework: first, we restrict the sample to those 26 industries with on average more than 100 firms in a given year.
Second, we drop all highly concentrated industries with a Herfindahl-Hirschmann Index above 0.4. 27
These regressions substantiate all of our conclusions from the benchmark model in table 1. Moreover, predictions regarding the variation in the impact of trade across industries are even amplified.
We also acknowledge the fact that our measures of product differentiation are only proxies for cross-industries differences in the elasticity of substitution. We therefore re-estimate the empirical model using the three alternative indicators of product substitutability described above. The results are summarized in figures 5 to 7, which are based on specifications mirroring those in columns (7) and (8) of table 3. For both the unweighted Grubel-Lloyd index as well as for our product diversification index, the pattern of trade-induced effects on firm failure across industries is confirmed. And despite limited cross-industry variation in the σ's retrieved from Del Gatto et al. (2008) , even these last estimates corroborate the conclusion that import competition is more detrimental in highly differentiated industries (i.e. low σ industries); see figure 7(a). In fact, the only inconsistency with previous results is found in figure 7 (c), which may simply reflect the circumstance that sample variation in σ is low and effects are therefore very imprecisely estimated.
26 First stage F statistics are low in specifications with the Grubel Lloyd index, and we therefore do not present these results. Potentially, interactions between the three instruments and the proxy for σ h offer three additional instruments. However, we excluded the interaction with "bulkiness", since this resulted in a better fit in the first stage regressions.
27 Results are also robust to directly controlling for industry concentration. 
Conclusion
This paper provides an analysis of the different channels through which trade openness affects firms' prospects for survival. Import competition always squeezes out domestic firms, but export openness has ambiguous effects which depend on the relative strength of increased profit opportunities due to export expansion and factor market repercussions. Furthermore, industries with a high degree of product differentiation react differently to import and export openness than do industries comprising mainly homogeneous products. As a result, trade exposure always increases firm failure, but this effect is mainly driven by the import-"push" in industries where product differentiation is high, whereas it is driven by the export-"pull" in industries where product differentiation is limited.
Though both aspects of trade openness affect firm failure, the implied labor market repercussions are quite different. In the case of import competition, the displacement of workers due to firm exit is not counterbalanced by an equal increase in labor demand at other firms. For export openness, on the contrary, firm selection is indeed a consequence of such increases in the demand for a limited pool of workers. As a result, adjustment costs are lower in the latter case and disentangling both effects has important implications for the public debate. Linking the wage dynamics at exporting firms described in Amiti & Davis (2011) to the industry dynamics highlighted in this paper therefore constitutes a promising avenue for future research.
