Abstract. We prove that for any monoid scheme M over a field with proper multiplication maps M × M → M , we have a natural PD-structure on the ideal CH>0(M ) ⊂ CH * (M ) with regard to the Pontryagin ring structure. Further we investigate to what extent it is possible to define a Fourier transform on the motive with integral coefficients of the Jacobian of a curve. For a hyperelliptic curve of genus g with sufficiently many k-rational Weierstrass points, we construct such an integral Fourier transform with all the usual properties up to 2 N -torsion, where N = 1 + ⌊log 2 (3g)⌋. As a consequence we obtain, over k =k, a PD-structure (for the intersection product) on 2 N · a, where a ⊂ CH(J) is the augmentation ideal. We show that a factor 2 in the properties of an integral Fourier transform cannot be eliminated even for elliptic curves over an algebraically closed field.
Introduction
Let M be a commutative monoid with identity in the category of quasi-projective schemes over a field k. Assume that the multiplication map µ : M × M → M is proper. On CH * (M ) we can then define a Pontryagin product, making it into a commutative graded ring.
The first main result of the paper is that there is a canonical PD-structure on the ideal CH >0 (M ); see Theorem 1.6 and Cor. 1.7. The basic geometric idea is that for Z ⊂ M a closed subvariety of positive dimension, the dth divided power of the class [Z] We also have a version of the theorem for graded monoids, and we prove that the PD-structure is functorial.
For an example of a situation where these divided powers naturally appear, consider a smooth proper curve C with Jacobian J. Examples of monoids to which our result applies are J (ungraded case) and C [•] := n 0 C [n] with C [n] the nth symmetric power of C (graded case). In [14] we have obtained a natural isomorphism β : CH * (C [•] ) ∼ − → CH * (J) t u , where CH * (C [•] ) and CH * (J) are both equipped with the Pontryagin product, and where R u denotes the PD-polynomial algebra in the variable u over a commutative ring R. Also we prove that the β is a PD-isomorphism with regard to the PD-structures on source and target as defined in the present paper.
A related problem that was raised by B. Kahn (see [8] ) is whether it is possible, for an abelian variety X over a field k, to define a PD-structure on CH >0 (X) with respect to the usual intersection product. As shown in [8] the answer is in general negative. To our knowledge there are, however, no counterexamples with k algebraically closed. Since
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Divided powers on Chow homology
Let X be a quasi-projective scheme over a field k. For d 1 we define the dth symmetric power Sym d (X) of X (over k) as the quotient of X d by the natural action of the symmetric group S d . (For the existence of the quotient as a scheme, see [6] , III, § 2 or [15] .) For a morphism a : X → Y between quasi-projective k-schemes we have an induced morphism Sym
. If a is a closed embedding then so is Sym d (a). (Indeed, it suffices to check this for affine schemes. Then the assertion follows from the remark that a surjection of k-vector spaces V → W induces a surjection on symmetric tensors.) We recall some elementary, and probably well-known, facts.
Lemma 1.1. Let X be a quasi-projective scheme over k. Proof. (i) Let X be a quasi-projective scheme over k. Let q : X → Y be the quotient of X by a finite group G. To see that q is finite one reduces to the situation that X = Spec(A) and Y = Spec(B) with B = A G . Then A is integral over B; see [6] , III, § 2, 6.1. But also A is a B-algebra of finite type, as it is even of finite type over k. This implies that A is finitely generated as a B-module. To see that the quotient is again quasi-projective, take an ample bundle L on X. Then ⊗ g∈G g * L is of the form q * M for some bundle M on Y . Because q is finite, the fact that q * M is ample implies that M is ample.
(ii) The fact that X d is equidimensional of dimension dn is standard, and the corresponding fact for Sym 
the argument is similar and we omit the details.
Remark 1.2.
A general fact that we shall frequently use is the following. Suppose X and Y are irreducible noetherian schemes that are both regular and with dim(X) = dim(Y ). Then any quasi-finite morphism X → Y is flat. See for instance [12] , Thm. 23.1.
As an example of an application, suppose C is a curve over k. Then the symmetric powers Sym m (C), for which we shall later use the notation C [m] , are regular. Combining the fact just mentioned with the Lemma, we find that the addition map
Let X be a quasi-projective scheme over k. If Z ⊂ X is a closed subscheme that is equidimensional of dimension m > 0 then Sym d (Z) can be viewed as a closed subscheme of Sym d (X), and we define
to be its fundamental class (as in [10] , Section 1.5). For d = 0 we have Sym 0 (X) = Spec(k) and we define γ 0 (Z) := Sym 0 (X) = Spec(k) .
We want to extend the maps
Modulo torsion this is straightforward, using the formula
that follows from (ii) of Lemma 1.1. Note that the right-hand side of (1.2.1) is just the dth Pontryagin power of the cycle [Z], where we define the Pontryagin product
by setting x * y :
To take torsion classes into account we have to proceed with more care. Let ζ = r j=1 n j [Z j ] be a cycle on X, where the n j are integers and the Z j are mutually distinct closed subvarieties of positive dimensions (possibly unequal).
Writing Z m (X) for the space of cycles of dimension m and setting Z >0 (X) := ⊕ m>0 Z m (X), this defines maps
(ii) Let ζ 1 , . . . , ζ t be cycles in Z >0 (X), and let
(iv) Let V ⊂ X be a closed subscheme, equidimensional of positive dimension. Then (ii) Let Z 1 , . . . , Z r be the subvarieties of X that occur as component in some ζ i . Write
where δ runs over all matrices (δ ij ) of size t × r with δ ij 0 and δ ij = d, and where we write n δ for ij n δ ij ij . Given δ, write e j (δ) := t i=1 δ ij . Fix nonnegative integers e 1 , . . . , e r with e 1 +· · ·+e r = d and sum over all matrices δ such that e j (δ) = e j for all j. Using (i) we find that this sum equals
Summing over all (e 1 , . . . , e r ) we get the LHS of (1.3.1).
(iii) This follows immediately from the definitions, using that the push-forward via the map Sym
(iv) By (iii) it is enough to check this in the case V = X. But in this case we have to check the equality in CH dm Sym
of dimension dm, this group has no torsion, so the equality follows from (1.2.1) and (ii) of Lemma 1.1.
Proof. Let V ⊂ X × P 1 k be a closed subvariety of dimension > 1, such that the projection f : V → P 1 is dominant. Then f is surjective and flat of relative dimension > 0. If y ∈ P 1 (k) is a k-rational point of P 1 , write V y for the (scheme-theoretic) fibre of f over y, viewed as a closed subscheme of X. Note that V y is non-empty with dim(V y ) = dim(f ) > 0. We claim that in this situation we have
To prove this, consider the relative symmetric power Sym d (V /P 1 ) (see [5] , 5.5). We can view it as a closed subscheme in Sym 
where φ : Sym
is flat over P 1 (see [5] , 5.5.2.4), the latter class is rationally equivalent to zero by [10] , Theorems 1.7 and 1.4. By Lemma 1.
is a linear subspace of Z >0 (X), and for ζ, ζ ′ ∈ Z >0 (X) we have γ d (ζ) = γ d (ζ ′ ) for all d if and only if ζ − ζ ′ ∈ H. As just shown, for all subvarieties V ⊂ X × P 1 of dimension > 1, dominant over P 1 , and all d 0 we have
It is known that the subspace of Z >0 (X) of classes that are rationally equivalent to zero is spanned by classes of this form. (See [10] , Prop. 1.6.) Hence this subspace is contained in H and we are done.
Thus, for every quasi-projective k-scheme X we have well-defined maps
Let us check the compatibility of these maps with push-forwards.
Proposition 1.5. Let f : X → Y be a proper morphism of quasi-projective k-schemes. Then for all x ∈ CH >0 (X) and all d 0 one has
Proof. By (iii) and (iv) of Lemma 1.3 it suffices to show that
where we may further assume that X is irreducible and that Y = f (X) is the scheme-theoretic image of f . If dim(Y ) < dim(X) then both sides of (1.5.1) are zero. Hence, we only have to consider the case when X and Y are irreducible of the same dimension m > 0. In this case (1.5.1) readily follows from (1.
Let k be a field, and let (M n ) n 0 be a commutative graded monoid in the category of quasi-projective k-schemes. This means that each M n is a quasi-projective k-scheme, and that we have product maps µ m,n : M m × M n → M m+n satisfying commutativity and associativity. We further assume that there is a point e ∈ M 0 (k) which is a unit for these products and that all product maps µ m,n are proper. Then we can define the Pontryagin product on
by the standard formula: x * y = (µ m,n ) * x × y for x ∈ CH * (M m ) and y ∈ CH * (M n ). Using the operations γ d we can define a PD-structure on the ideal CH >0 (M • ). Before we state and prove the main result, note that the iterated multiplication morphism µ n,n,...,n :
Theorem 1.6. For a commutative graded monoid (M n ) with identity and with proper product morphisms, the maps γ
is a homomorphism of two such monoids such that all morphisms f n are proper then the push-forward map
Proof. Given x = n 0 x n with x n ∈ CH >0 (M n ), zero for almost all n, define
and it easily follows from Lemma 1.3 that we have
for all x, y ∈ CH >0 (M • ) and all d 0. It remains to be shown that for all x ∈ CH >0 (M • ) and all integers d, e 0 we have the following relations:
Moreover, because (1.6.1) holds, it suffices to verify this for classes x = [Z] with Z ⊂ M n a closed subvariety, dim(Z) > 0. In this case (1.6.2) follows from Lemma 1.3(i) and (1.6.3) follows from the second assertion of Lemma 1.1(iii).
The second assertion of the theorem follows from Proposition 1.5.
For example, if X is a quasi-projective k-scheme then the above construction gives a PD-structure on the ideal CH >0 Sym
The case where M n = ∅ for all n > 0 gives the following ungraded version of the theorem.
Corollary 1.7. Let M be a commutative monoid with identity in the category of quasiprojective k-schemes, such that the product morphism µ :
For example, if A is an abelian variety over k then this construction gives a PD-structure on CH >0 (A) ⊂ CH * (A). Corollary 1.8. Assume that the field k is algebraically closed. Then for an abelian variety A over k there is a canonical PD-structure (with respect to the Pontryagin product) on the augmentation ideal in CH * (A), i.e., the ideal generated by CH >0 (A) together with the 0-cycles of degree 0.
Proof. Let I ⊂ CH 0 (A) denote the ideal of 0-cycles of degree 0 on A. As clearly I ∩CH >0 (A) = (0), it is enough to prove that I has a unique PD-structure. But this follows from the wellknown fact that I * 2 is a Q-vector space; see [1] , § 4, where we use Milne's refinement in [13] of the results of Rojtman in [17] .
2. Intersection theory on hyperelliptic Jacobians 2.1. Let C be a hyperelliptic curve of genus g 1 over a field k, and let p 0 ∈ C be a Weierstrass point defined over k. Let J := Pic 0 C/k be the Jacobian, and consider the embedding ι : C → J given on points by x → O C (x − p 0 ) .
We denote the hyperelliptic involution by x →x. If D is a divisor on C then byD we denote the image of D under the hyperelliptic involution. The double covering ν : C → P 1 induces for each n 0 a morphism ν * :
If A is a divisor of degree i 0 on C, let s(A) :
Clearly, s(A), and hence also w(A), only depend on the class of A in CH(C). In particular,
. This means that with rational coefficients the classes [W g−i ] can be recovered from θ. However, one may still hope to get more information about these classes working with integer coefficients. For example, Collino proves in [4] a more precise formula in CH(J), namely that [
We are going to show that, up to some 2-torsion classes, the intersections of the loci [W i ] in CH(J) are what we expect them to be; see Theorem 2.3.
Lemma 2.2. Suppose Q and Q ′ are divisors on C of the same degree that are both supported on k-rational Weierstrass points. Then Theorem 2.3. In the above situation assume also that there exist g distinct Weierstrass points on C defined over k. If m 0 and n 0 are integers with m + n g then we have the relation
in CH(J). We also have
in CH(J)/∼ alg , the group of cycles modulo algebraic equivalence.
Proof. By assumption there exist g mutually distinct Weierstrass points on C defined over k; call them q 1 , . . . , q g−m−n , r 1 , . . . , r n , r 
The points of Y are the pairs (D,
. To these data we associate a morphism
given on points by
Note that the right hand term is indeed a point of
. Note further that 
In a similar way, we obtain decompositions R = S 2 + T 2 and R ′ = S ′ 2 + T ′ 2 and an expression
. Now we use that if E is an effective divisor of degree g that does not contain the g 1 2 on C then h 0 (E) = 1. Applying this with (Take S to be the sum of the points r i that are in J and S ′ the sum of the points r ′ j that are not in J.) It follows that 
Cubical relation.
We keep the notation of 2.1. Consider the following 1-cycle on C 3 :
where i (x,x,p 0 ) : C → C 3 is the map given by x → (x, x, p 0 ), and likewise for the other maps. This cycle was studied by Gross and Schoen in [11] , where they proved that 6∆ e = 0; see [11] , Cor. 4.9.
Proposition 2.5. We have 2 · ∆ e = 0 in CH 1 (C 3 ).
Proof. Let ∆ − ⊂ C 2 be the graph of the hyperelliptic involution, and let π : C → P 1 be the double covering. On P 1 × P 1 we have the relation [∆] ∼ {pt} × P 1 + P 1 × {pt} . Pulling back via π × π we get
. Now write Z(x, x,x) ∈ CH 1 (C 3 ) for the class of the image of the morphism C → C 3 given on points by x → (x, x,x). In a similar way we define classes such as Z(x, x, p 0 ) or Z(p 0 , x,x). Now consider the following morphisms C 2 → C 3 , and take the push-forwards of (2.5.1):
resulting relation:
Taking the sum of the first two relations minus the third, we get
Again using (2.5.1), now on the last two coordinates, gives
Remark 2.6. In general the factor 2 in Proposition 2.5 is needed, i.e., we cannot expect the class ∆ e to be trivial in CH 1 (C 3 ). To see this we use an argument that was inspired by [3] , Section 4. We work over a field k of characteristic = 2 in which −1 is a square. Consider a hyperelliptic curve C given by an affine equation y 2 = x · P (x 2 ). We have an automorphism α of order 4 given by (x, y) → −x, √ −1y that has two fixed points, O = (0, 0) and ∞. Consider the morphism f : C 2 → C 3 given by (a, b) → a, α(a), b , and look at the map CH 1 (C 3 ) → CH 0 (C) given by ξ → pr 2, * f * (ξ). The image under this map of the class ∆ e equals [O] − [∞], which has order 2. Note that the assumption that k contains a square root of −1 is in fact superfluous, for if ∆ e is nonzero over an extension of k then clearly also ∆ e = 0 in CH(C 3 ).
Integral aspects of Fourier duality
Let X be an abelian variety over a field. It has been asked (see [8] ) whether there is a PD-structure on CH * (X) for the usual intersection product. As shown by Esnault in loc. cit.
Remark 4.1, in general the answer is no.
Comparison with our results naturally leads to the question whether or not one can define an integral version of the Fourier transform. As the following example shows, in general the answer is again negative.
Example.
We give an example of a Jacobian J over a field k such that the Fourier transform F : CH(J) Q → CH(J) Q (identifying J t with J via the canonical principal polarization λ : J ∼ − → J t ) does not map CH(J)/torsion into itself. For this, let k and (C, p 0 ) be respectively the function field and the generic point of the moduli stack M g,1 (which generically is a scheme). It is known that the Jacobian J has no k-rational torsion. (This follows from the fact that the mapping class group Γ 1 g surjects to Sp 2g (Z). See [7] , Thm. 2.1 for a purely algebraic argument.) Hence also Pic(J) has no torsion. On the other hand, the component of −F [ι(C)] in codimension 1 is the class θ ∈ CH 1 (J) Q of a symmetric theta divisor. By our choice of C this class does not lie in Pic(J), and since Pic(J) has no torsion this implies that F [ι(C)] does not lie in CH(J)/torsion ⊂ CH(J) Q .
3.2.
It is not known to us if the obstruction to the existence of an integral Fourier transform is of an arithmetic nature. It is possible that over an algebraically closed field F does preserve CH(J)/torsion. (See however Thm. 3.11 below.) Our goal in this section is to prove that for hyperelliptic Jacobians, one has an integral Fourier duality "up to a factor 2 N ," with N = 1 + ⌊log 2 (3g)⌋. See Thm. 3.9 below for the precise statement. One may note that [1] , Prop. 3 ′ already gives a kind of integral Fourier transform "up to a finite factor M ," but in that result there is no further information about the factor M that is needed.
Our result allows us to define a PD-structure (for the intersection product) on 2 N · a ⊂ CH(J), where a := Ker CH(J) → CH 0 (J) = Z is the augmentation ideal. See Cor. 3.10. and f * for t Γ f .
For an (ungraded) correspondence c ∈ CH(X × Y ) we have an induced homomorphism of Chow groups
given by a → pr Y, * pr *
Let X be an abelian variety, and let a ∈ CH(X). Then ∆ * (a) and (pr 2 − pr 1 ) * a are classes in CH(X 2 ) and so define endomorphisms of h(X). The induced endomorphisms of CH(X) are the maps b → a · b and b → a * b, respectively. If there is no risk of confusion, we simply write (a · −) for ∆ * (a) and (a * −) for (pr 2 − pr 1 ) * a , viewed as endomorphisms of h(X).
The usual Fourier transform for cycles on abelian varieties is induced by a morphism in the category M Q (k) of ungraded motives with rational coefficients. For a smooth projective X we denote by h(X) Q the corresponding motive with rational coefficients. If X is an abelian variety then F X : CH(X) Q → CH(X t ) Q is the homomorphism ch(P X ) * , where P X is the Poincaré bundle on X × X t . Definition 3.4. Let X be an abelian variety, and let φ : X ∼ − → X t be an isomorphism from X to its dual. (We do not require φ to be a polarization.) Let d be a positive integer. We say that a morphism F : h(X) → h(X) in M(k) is a motivic integral Fourier transform of (X, φ) up to factor d if the following properties hold.
(i) The induced morphism h(X) Q → h(X) Q is the composition of the usual Fourier transform with the isomorphism φ * :
here m : X × X → X is the addition on X.
If (ii) holds then (iii) is equivalent with the condition
Together with (iii) this is a motivic version of the fact that F interchanges the intersection product and the Pontryagin product (up to factor d). for the * -exponential of a. Here of course the elements a [n] are the divided powers of a as defined in Section 1.
(ii) Let X and Y be abelian varieties. For a class ǫ ∈ CH(X × Y ), define a morphism
• j 1, * , where j 1 : X → X × Y and j 2 : Y → X × Y are the morphisms given by j 1 (x) = (x, 0) and j 2 (y) = (0, y).
Lemma 3.6. Let X and Y be abelian varieties.
(ii) The map
is an isomorphism. If Z is a third abelian variety then for ǫ ′ ∈ CH(Y × Z) we have
where ǫ ′′ ∈ CH(X × Z) is given by ǫ ′′ = j * 13 j 12, * (ǫ) * j 23, * (ǫ ′ ) . Here j 12 : X × Y → X × Y × Z is given by (x, y) → (x, y, 0) and j 13 and j 23 are defined similarly.
On Chow groups (i) gives
for a ∈ CH(X) and b ∈ CH(Y ). This relation is Fourier-dual to the usual projection formula.
Proof. (i) We have a Cartesian diagram
This gives the relation
The LHS defines f * • f * (a) * − ; the RHS defines (a * −) • f * .
(ii) As explained above, (ǫ * −) is given by the class (pr 2 − pr 1 ) * ǫ on (X × Y ) 2 . Using this we easily compute that
The first assertion of (ii) readily follows from this. The second assertion in (ii) is easily checked using (i).
3.7.
Let X be a g-dimensional abelian variety.
To prepare for what follows, we explain how to express the Fourier transform F X : h(X) Q → h(X t ) Q using * -products. We use the motivic version of the relations given in § 2 of [1] . In addition to these, we have, for a homomomorphism f : X → Y with dual f t : Y t → X t , the relations
(In [1] these are given only for isogenies.) The first identity in (3.7.1) is easily proven using the relation (f × id) * P Y ∼ = (id × f t ) * P X on X × Y t ; the second relation follows from the first by Fourier duality. Let j 1 : → X × X t and j 2 : X t → X × X t be the maps given by x → (x, 0) and ξ → (0, ξ). We have
Now assume X has a principal polarization λ : X ∼ − → X t . We identify X and X t via λ. Let ℓ := c 1 (P X ) ∈ CH 1 (X 2 ), and let θ := 1 2 · (id × λ) * ℓ be the symmetric ample class in CH 1 (X) Q that corresponds to λ. We have ℓ = m * (θ) − pr * 1 (θ) − pr * 2 (θ). If Y is an abelian variety and y is a class on Y such that
. Applying this to Y = X 2 and y = ℓ this gives
where j 1 , j 2 : J → J 2 are given by j 1 (x) = (x, 0) and j 2 (x) = (0, x). So if we let
then the conclusion is that
Before we state and prove the main result of this section, we prove a lemma that we need.
Lemma 3.8. Let A be a ring, and let I ⊂ A be an ideal equipped with a PD-structure. Assume a ∈ I is an element with 2a = 0. Then for every n > 0 we have
Hence, if X is an abelian variety and a ∈ CH >0 (X) is a 2-torsion class then
Proof. First note that 2 n · a [n] = 0. To see that a is killed by 2 1+⌊log 2 (n)⌋ we use induction on n. The case n = 1 is clear. Suppose then that n > 1 and that the statement holds for all smaller n. If n is not a power of 2 then we can write n = 2 r m where m > 1 is odd. It is well known that in this case n 2 r is odd (see e.g. [9] ). Indeed, this follows from the congruences
Now setting i = 2 r and using the identity
we derive the assertion from the induction assumption. Similarly, if n is a power of 2 we use the fact that n n/2 = 2m, where m is odd.
We now again consider the situation as in 2.1. In Pic
Further, let c := ι(C) ∈ CH 1 (J), and define
Theorem 3.9. Let C be a hyperelliptic curve of genus g over a field k, and let J be its Jacobian. With notation and assumptions as in 2.1 and as above, define a morphism of ungraded integral motives
Let N := 1 + ⌊log 2 (3g)⌋. Then F is a motivic integral Fourier transform up to factor 2 N .
Proof. First, we prove condition (i) in Def. 3.4. Pushing forward (2.5.1) to J via the morphism C 2 → J given by (x, y) → ι(x) + ι(y), we find that [2] * (c) = 4c in CH 1 (J). This means that the image of c in CH 1 (J) Q lies in the subspace on which [n] * acts multiplication by n 2 for all n ∈ Z. It follows that F J (c) lies in CH 1 (J) Q . On the other hand, the component of F J (c) in codimension 1 equals −θ. So the conclusion is that θ = −F J (c); hence c = (−1) g−1 F J (θ). From this we find that the image of γ in CH 1 (J 2 ) Q equals the element τ of (3.7.2), and (i) now follows from (3.7.3) .
By definition, F = (−1) g · G E(γ) . Thus, to prove (ii), by Lemma 3.6, we have to show that
as one easily checks that G [∆ J ] is the operator [−1] * . Let δ : J 2 → J 3 be the morphism given by (x, y) → (x, y, x). We claim that we have the cubical relation 3) imply that
which is the key to all further relations we want to prove. As we have a cartesian square
we obtain
The last step in the proof of (ii) is to show that 2
. Expanding E(γ) and using (3.6.2) we obtain
Next consider the isomorphism Φ : J 2 → J 2 given by (x, y) → (x, x − y). We have
Because [−1] * (c) = c we get, using Lemma 2.3,
With this,
The coefficient of c [2g−M ] in this expression is
But only for 2g−M g we have a nonzero class c [2g−M ] ; so we obtain the relation 2·j
, and the proof of (ii) is complete.
Finally, let us check the condition (iii) of Def. 3.4, or rather the equivalent condition (3.4.1). We have
where we make repeated use of (3.6.2). On the other hand, using the Cartesian diagram
Thus, the condition (3.4.1) is equivalent to the identity
which is obtained from (3.9.4) after permutation of the coordinates.
Corollary 3.10. Consider the situation of 2.1, and define F : CH(J) → CH(J) and the number N as in Theorem 3.9. Then the induced operators
are bijective and satisfy
If a ⊂ CH(J) is the augmentation ideal, i.e., the kernel of the projection
, then we have natural PD-structures {δ n } on the ideals
(for the usual intersection product), characterised by the property that F δ n (a) = (−1) ng · F(a) [n] for all a ∈ 2 N · a (resp. all a ∈ a ⊗ Z[1/2]). Proof. Let λ : E ∼ − → E t be the polarization given by the origin of E, and write φ = λ • α −1 for some α ∈ Aut(E). Suppose F is a motivic integral Fourier transform of (E, φ) up to a factor d. By (ii) of Lemma 3.6 we can write F = −G ǫ for some class ǫ on E 2 .
As we have seen in the proof of Thm. 3.9, the Fourier transform h(E) Q → h(E) Q associated with λ is given by −G E(γ) , where for an elliptic curve we have
It follows that the Fourier transform associated with φ is given by −G (id×α) * E(γ) . Hence condition (i) in Def. 3.4 implies that ǫ differs from (id × α) * E(γ) = E (id × α) * (γ) by a torsion class in CH(E 2 ). Note that there is no torsion in CH 2 (E 2 ) and that every torsion class in CH 1 (E 2 ) is of the form pr * 1 (t 1 ) + pr * 2 (t 2 ) for some torsion 0-cycles t 1 and t 2 on E. By Prop. 11 of [1] we can therefore write ǫ = E (id × α) * (γ) + (e 1 , e 2 ) − (0, 0) + pr * for some torsion points e 1 , e 2 , e ′ 1 and e ′ 2 on E. The definition of γ gives (id×α) * γ = E ×0 + 0×E −Γ α , and then E (id×α) * (γ) = (0, 0) + (id × α) * γ − [E × E]. Hence we obtain ǫ = (e 1 , e 2 ) + e
As we have seen in the proof of Thm. 3.9, conditions (ii) and (iii) in Def. If in (3.11.2) we take components in dimension 0 and push forward via pr 3 : E 3 → E we obtain the relation d · e 2 = 0. Next, pulling back the dimension 2 component of (3. Combining this with the previous relations we derive that e 1 , e 2 , e ′ 1 and e ′ 2 are all d-torsion points. Therefore, the validity of (3.11.1) and (3.11.2) does not change if we replace them by zero, i.e., if we replace ǫ by E (id×α) * (γ) . But then the component of (3.11.2) in dimension 1 gives d · (id E 2 × α) * ∆ e = 0, or simply d · ∆ e = 0.
Conversely, if d · ∆ e = 0 then we claim that (3.9.4) holds with 2 N replaced by d, i.e., Once we have relation (3.11.3), we can copy the proof of Thm. 3.9, everywhere replacing 2 N by d. The conclusion is that the F of (3.9.1), now with C = J = E, is an integral motivic Fourier transform of (E, φ) up to a factor d, for any φ : E ∼ − → E t . For the last assertion of the theorem, recall from Prop. 2.5 that 2 · ∆ e = 0, whereas by Remark 2.6 in general ∆ e = 0.
