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0.1. - Or:i.gi.ne de l'étude
Cette étude a initialement trouvé sa motivation dans un projet mené au
centre d' Informati.que et Au·tomatique de l' ENSMP, concernant en particulier la
gestion optimale d'un habitat solaire [8] Un certain nombre d'heuristiques avait
été développées à cette occasion et, avant de poursuive, une étude théorique
B ' avérai t nécessaire pour savoir si ces heuristiques pouvaient être étendues A
des configurations plus générales. En particulier, la démarche utilisée faisait
clairement appel à des notions de temps lent et de temps rapide 1 l'évolution du
stock de chaleur était "lente", celle de la température de la maison était
"rapide", celle de la météo était "rapide" et aussi "très rapide". Pour des
raisons de stabilité énergétique, l' approximation faite sur le comportement de
l'habitat relevait des perturbations singulières. Par contre on pouvait diffici-
lement parler de stabilité pour les phénomènes météo, puisqu'ils presentent:
souvent (passages nuageux) des caractères "oscillatoires rapides" 1 et pourtant
une séparation nette entre "temps rapide" et "temps lent" était clairement
effectuée, puisque certains niveaux de la programmation dynamique considéraient
les variables d'état lentes (température du stock d'eau chaude) comme constantes
sur un pas de temps, tout en se préoccupant des fluctuations rapides de
l'environnement météorologique. En particulier, à ce niveau, la programmation
d}<"Tlamique consistait à minimiser un eoüe énergétique de type intégral, mais
statique, et de type hamiltonien. Ces phénomèmes oscillatoires "rapides" et ce
coOt intégral nous ont fait penser aux méthodes d' averaging utilisées en
équations différentielle (moyennisation dans [6]) et en contrOle optimal
stochastique [5], ainsi qu'aux techniquee ô'homogénéisation en équations
dérivées partielles [3]
Une première étape à consisté à regarder ce qui se passe dans un cas
simple, cas linéaire quadratique, phénomène périodique (chap II). Un certai.ns
nombre de phénomènes intén!9sants sont apparus, en particulier la nécessité
li' uti liser un contrôle rapi.de, ainsi que le doublement d' ordre d'approximation.
On constatait également que le premier ordre du contrOle optimal provenait d'un
nouveau problème linéaire quadratique, mais en temps lent, que nous avons baptisé
"problème moyenné". Ceci était confirmé formellement dans le cas non linéaire par
l'étude du développement il. priori de la fonction valeur (chap l, S 1.2).
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Dès lors, trois questions se posaient 1
· généraliser autant que possible la notion de problème moyenné
· confirmer le développement à priori de la fonction valeur
· regarder dans quelle mesure la résolution du problème moyenné permet de
résoudre la problème d' origine.
C'est a ces questions aue nous espérons avoir répondu dans cette étude.
0.2 - Objet de l'étude
Nous avons considéré oü un problème de contrOle optimal déterministe,
dont la dynamique dépend de phénomènes "rapides", modélisés sous la forme d'un
temps rapide t/E, E petit. Le lecteur notera que ceci définit en fait une classe
de problèmes, chacun d'entre eux correspondant a une valeur d' E. En particulier,
nous ne nous sommes pas posés la question d'extrapoler un signal "rapide" en une
classe de signaux rapides par E interposé 1 la dépendance en temps rapide est
considérée ici comme connue.
D' autre part, le phénomène rapide n'est pas contrôlé, contrairement à ce
qui se passe en perturbations singulières. En ceci nous sonanes fidèles à l'idée
initiale considérant le phénomène rapide comme provenant des fluctuations
météorologiques (phénomène non contrôlé s'il en est). Enfin le temps rapide
n'intervient pas dans le coat Il minimiser, ce qui était le cas dans le sujet
initial ( coat de chauffage il. prix constant). L'étude peut sans doute se




La plus grande partie de l'étude porte sur le cas particulier où le temps
rapide intervient de manière périodique dans la dynamique, en particulier dans
les trois premiers chapitres.
Dans le premier chapitre, on identifie la fonction valeur limite (<! -) 0)
qu'on interprète comme la fonction valeur d'un problème de contrOle optimal: le
problème moyenné.
Le second chapitre traite du cas linéaire quadratique, périodique.
Le troisième chapitre présente un résultat de doublement d'ordre
d'approximation, le contrOle utilisé étant le controle optimal du problème
moyenné (cas périodique).
Le quatrième chapitre présente un résultat de convergence des fonctions
ne faisant pas intervenir fondamentalement la périodicité, mais une
hypothèse de moyenne sur l' Halmiltonien minimal.
Le cinquième chapitre généralise la notion de problème moyenné au cas non
périodique et permet d'interpréter la limite obtenue dans le chapitre précédent.






l - PROBLEIŒ J«:)YE!DJE OP.NS LE CAS PERIODIQUE
~.1 - Introduction
Nous allons, dans ce chapitre, nous intéresser à des problèmes de contrOle
optimal "rapidement oscillants", c'est-à-dire des problèmes P E pouvant se
modéliser par 1
f 1 IRn x IR.P x [O,Tl x!R+ -) IRn
(x,u,t,S) -) f(x,u,t,S)
00 f est continue, Lipschitz en t et périodique en e de période III indépendante de
x,u ou t: f(x,u,t,eH.J) - f(x,u,t,S) pour tout x,u,t,e et
L 1 Rn x RP x [o,Tl -) IR
(x,u,t) -) L(x,u,t)
00 L est continue1
Le problème PE consiste à minimiser.
T
J(u) - JoL(X(t),U(t),t)dt, sachant que:
{




et que u E Ll([O,Tl,RP), u(t) E ua d ppt, 00 Uad est une partie fermée non vide de
14·
On peut qualifier ces problèmes de rapidement oscillants, puisque dans
leur dynamique le temps intervient partiellement de manière périodique, avec une
période Eloi, petite
Nous savons [11 que de telles trajectoires peuvent être approximées, si u
Il 'est p..'l.S trop "rapide" par des trajectoires régies par:
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dy 1 JWdt - w of(y(t),U(t),t,S)de
y(o) - x(o) - X
o
Néanmoins, en contrOle optimal, il convient d'être plus prudent quant à
de telles approximations, car nous n'avons aucun renseignement sur la "vitesse
d'évolution" du contrOle u , en particulier d'un contrOle optimal u E •
Afin de préciser un peu les choses, nous allons regarder ce que pourrait
être la limite de la fonction valeur d'un tel problème lorsque E tend vers 0 en
procédant à un développement formel de celle~i.
Pour ce faire, et afin de mieux exploiter le caractère périodique du
problème, nous considérerons de plus que la phase initiale 8( 0)( ici-o) peut être
quelconque, introduisant ainsi une dimension d'état supplémentaire.
1.2 - Développement fo~l de la fonction valeur et problème JII01"!!nné
COnsidérons le problème de contrOle optimal suivant:
{
~ = f(x,u,t,e) , u(t) E uad
~=; , E>O
T
Minimiser Jo L(x(t ),u(t ),t )dt,
, n(o) - X
o
où f est périodique en e de période CAl, indépendemment de x,u,t.
Pour 8(0) = So ' on a : ~ - f(x(t),U(t),t,e
o
+ ~ )
sait que, pour E petit, une telle trajectoire peut en général être
approchée par une trajectoire y partant de même condition initiale Xc et régie
*-;(f(y(t)'U(t),t,e)de,
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et on peut donc approcher le coat par:
T
Jo L(y(i: ),u( t ),t )di:.
De telles trajectoires et de tels coOts sont indépendants de la condition
SO' Il semble donc que pour", petit on puisse approcher le problème d'origine par
un problème où l'état rapide S aurait disparu.
Si VE(x,t,S) est la fonction valeur du problème d'origine, on peut donc
espérer l'approcher par une fonction de la forme V(x,t).
Supposons donc que VE puisse se développer en '" de la manière
suivante:
Remarquons que VE est périodique en S de période w et que donc, si le
développement ci-dessus est valable pour tout E dans un voisinage de 0, les Vk
doivent être périodiques également.
NouS allons étudier Vo à partir de l'équation d'Hamilton-,JacobL yE
av
E
(3) + ~:~ad ( 8X (x,t,S)f(x,u,t,S) + L(x,u,t)} - 0
Développons (1.2.2) à l'aide de (1.2.1), en supposant que le développement passe
à la dérivation. Au premier ordre on a:
av 8V av
at~ (x,t) ail- (x,t,S) + ~~~ad ( a;;; (x,t)f(x,u,t,S) + L(x,u,t)} - 0
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Compte tenu de la périodicité de VI' on obtient, après intégration en S
sur une période 1
(No IJCAI. avo8t (x,t) + w 0 [:~~ad { ax (x,t)f(x,u,t,S) + L(x,u,t»ldS - 0,
Or l'hamiltonien ici moyenné peut en fait se réécrire (à condition, par
exemple, que la minimisation n'envoie par u à l'infini quand S varie) comme le
minimum dans wad , de,
av





+ ~ JoL(X'V(S),t)dS> - 0
Il reste à trouver une condition limite à Vo'
Or, si on a V"(x,T,S) - 0 pour tout x, S et tout" au voisinage de 0, on doit avoir
VO(x,T) - 0 pour tout x.
De (4) et de la condition limite précédente, on peut donner une
interprétation d·e Vo en tenne de contrOle.
En effet, on peut donner à Vo le sens suivant:
Vo est solution de l'équation d'Hamilton Jacobi du problème de contrOle
optimal suivant P,
A l'instant t, le controle v prend sa valeur Vt dans l'ensemble ..,ad des
applications de (0, lAI) à val.eur presque partout dans o&d, intégrables. v t peut
s'interpréter comme un feedback sur S.
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La dynamique est donnée alors par 1
~ - ! JWf ( Y( t ) , Vt ( S ) , t ' 8 )dedt w 0
et le coot à minimiser est 1
V E L'( [O,TLL'( [O,wJJt'»
v, E wa d ppt
On voit que P se déduit de Pl!! (ou Pl!!) en moyennant dynamique et coae en e, Il
condition de considérer des contrOles en feedback sur l'état rapide s.
pourquoi on donnera a P l'appellation de problèllle ~nné.
Bien que les calculs précédents soient purement formels, ils permettent
de mettre en évidence comme candidat a une "limite" du problème Pl!! un nouveau
problème de contrOle, dit moyenné. En particulier, ce problème moyenné se définit
aisément à partir des données du problème P E , c'est autour de ce problème que sera
construite l'étude qui va suivre (chapitres II et III).
1.:3 - Remarque 1
Le problème moyenné présenté ici peut ne pas para1tre classique,
puisqu'il fait appel à des contrOles prenant ses valeurs dans un espace de
dimension infinie. En fait le lecteur se convaincra aisément qu'il est tout à
fait classique, en ce sens qu'il peut être traité par les outils habituels du
contrOle optimal, principe du minimun, programmation dynamique ... Ce point est
d'ailleurs repris rapidement dans le chapitre V (problème moyenné, cas non
périodique) .
Une autre question peut être posée 1 si on résoud le problème moyenné et
l'on utilise un contrOle optimal de celui-çi pour conmander le système
d'origine (e = t/E), on sera à priori en feedback sur l'état rapide. Est-çe bien
nécessaire pour espérer être optimal (ou presque)? La réponse est oui, comme le
prouve l'exemple suivant, assez simple bien que relativement général.
considérer une suite 08 contr(,)les ilE dans H.1{[O,TJ,R) (la continuih! ici ne sera
de sous optimalité) et "lents", c'est ~ dire "érj.fiant:
et monte qu'une telle suite de contrôles ne peut être quasi optimale
pour e petit, c'est--a.-dirl~ .rn J"'cu"') .. Inf J"'(u) + Je, 'le , k > 0
En effet cons.idé:cons le problème:
~ - - xe + u e sin ~ , X"'(O) _ X
o




[ ( X"'( t » 2 + r(u"'(t»2]dt ,avec r> 0
Pour u eoit: quasi optimal, on doit: avoir filii Je(u) .. Je(o) (qui est en fait
indépendant de e) et donc 1u el L2 " M pour tout e ,
En particulier la trajectoire engendrée par u'" restera bornée en norme sup,
pouz teut e et tou\: u" qUi'ud-optimal.
2t,
Il x" Il est borné. D'autre part:
E .1./2.
IIlJ Il L Z
é J./2.
Ilu Il 1 ,d'où,
H
t s <!
1 Je e \1 (8) sin ds 11
pas quasi--opt:Jmal
.. 16
La fonction valeur de problème moyenne vaut,
La trajectoire moyennée correspondante est définie par,
Prenons (par exemple 1) la commande u( t, ~) = - 12 Po ( t )y( t) sin ; ;
nous avons â~ - - x - 12 Po ( t )y( t) s.in2 ! dont nous savons que z,
~ - - Z - 6 Po(t)y(t), z(o) - X
o
est telle quel
IX(t) - Z(t)1 < k e
JT 2et donc 0 x (t )dt
cad 1 1x( t) - y( t ) 1 < k E
JT 2est asymptote à 0 Y (t )dt .
JT 2 t T WD'autre part or u (t'Ë)dt est asymptote à Jor ~ J
ou
2(t,e)de
fT 2 2o 3 Po(t)y (t)dt et donc
JT :2 :2o (x + ru )dt est asymptote à
-4T
donc 1 J"(U) - x 2 .!.:!:-- 1 < k e
o 3+e-4T




qlla.ai-optill'lal, d'oà la nécessite de
verrons plus tard que
(u(t,t/<!') - 12 PoCc)V(t) sin t/,.;) ~st, lui, un contrôle quasi-opti.ul<ü
(,:hnpit:r,e II, cas linéaiL'e quadratique).
On voit bien que, dans cet exemple, les contrOles "lents" sont sans eff",t
( asympotiquement) sur la dynamique, que des contrOles "rapides" modifient
suffisamment celle-ci pour obtenir un coOt qui s' aV'ère, pour le contrOle choisi,
ici meilleur. On notera en particulier que la IIIOy'enne du contrOle optimal du
problème moyenné n'est pas quasi-oplimale et que, de manière générale, on ne
peut, dans cet exemple (bien anodin) exhiber de contrOle lent quasi-optimal,






II - CAS LINE.1URE QUADRATIQUE
2.1. - Introduction
e
Nous allons étudier, sur deux exemples, le comportement du problème P
pour f: petit. La. forme particulière et bien connue des problèmes traités nous
permettra de conduire jusqu'au bout un certain nombre de calculs dont l'eXécution
dans le cas non-linéaire serait d'une difficulté prohibitive.
De cette étude on peut retenir deux éléments essentiels:
non seulement il n'existe pas de développement limité à proprement parler
fonction valeur (ce à quoi on s'attendait) mais un développement
asymptotique doit, à partir d'un certain ordre, tenir compte à la fois de la phase
initiale (~ t/E) et de la phase finale (~ T/E). On mettra ce fait en parallèle
avec les développements de trajectoires présentés en annexe, où l'on voit bien, a
partir du second ordre, intervenir un terme de phase (x2(t,t/E», que l'on peut,
dans une certaine mesure, associer a un phénomène de couche limite; le terme de
phase finale étant probablement associé a un phénomène analogue sur l'état
adjoint.
on observe, coume en perturbations régulières, un doublement d'ordre
d'approximation, en particulier si on utilise le contrOle optimal (boucle
ouverte) du problème moyenné (la notion de problème moyenné est ici essentielle)
Ceci n'est pas incompatible avec ce que l'on observe en perturbations singu-
lières: en effet, nous avons vu (cf Remarque (1. 3 » qu'on ne peut en général pas
définir de contrOle lent qui soit quasi optimal (en général 1, puisque ce n'est
pas le cas dans le premier exemple traité ici); si donc on veut faire une analogie
avec les résultats obtenus en perturbations singulières, il faut considérer
globalement: contrOle lent + feedback composite; or ce contrOle engendre, lui, un
doublement de l'ordre d'approximation.
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2.2 - Etude d'un exemple
Nous allons considérer dans un premier temps le problème:
{
~ =- ax + cu + d(e) x E IR
de 1dt =- Ë e e R, t E [O,T]
fT 2 2o (x +ru )dt ,
où a et c sont deux réels, r et E deux réels> 0 et d une fonction continue de R
dans R, périodique de période w, non constante.
Ceci consitue un exemple simple de problème "rapidement oscillant".
L'étude se fera en deux temps, nous commencerons par Chercher un
développement asymptotique de la fonction valeur pour E petit, puis nous
tenterons d'utiliser ce développement afin d'élaborer des contrOles quasi
optimaux.
f périodique de R dans R, continue, nous désignerons par f la
moyenne de f et par n( f) la primitive de f-f de moyenne nulle.
2.2.2 - Développement à priori de la fonction valeur
La fonction valeur du problème VE est de la forme,
VE(x,t,El} = P(t)x2 + 2 QE(t,El)X + RE(t,El)
où QE et RE sont périodiques en e de période w.
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Une première idée consiste à chercher un développement de Qe et Re sous




En général, ce développement n'est pas compatible avec les conditions aux
limites: Qe(T,a) ~ 0 et Re(T,a) - o.
En effet, supposons la convergence des séries et des séries dérivées
uniforme et "développons" l'équation d'Hamilton---:Jacobi en puissances d'e
savons que P est indépendant du terme additif d et donc d'€. P vérifie:
dP c 2 2( 1) dt + 2aP + 1 - r- P
Nous avons d'autre part
peT) - 0
( 2 ) ~~ + !: ~~ + a Q€ - ~: P Q€ + P d( a) - 0, Q€(T,a) - 0
(4) ~ + ~ + a Q - ~P Q + Pd(a) - 0, Q(T) - 0
dR BRl c 2 2( 5 ) dt + Bë- + 2 Qd( a) - r Q R(t) ~ 0
Après moyenne en a sur une période, nous avons:
( 6 ) ~ + a Q - ~ P Q + d P - 0 Q( T) - 0
(7) ~ + 2 Q d - ~: Q2 - 0 R(T) - 0
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Les èemc équations précédentes ayant une solution unique,
r)éduisons R et Q. Remarquons que Px2 + 2Qr + R est la fonction valeur du problème
moyenné,
{
~l = ay + C! JWu (9)d9 + d
dt W 0 t
JT 2 l JW 2Ml. nmu.aer 0 (y + r(;;; oUt(9)d9)]dt
En effet nous savons que P est solution maximale de (1).
De (4). (5), (6) et (7), nous déduisons 1
ilQl _




8Ë3 + zQ(d(9) - d) - 0
Al' ordre su i vant et après moyenne, nous obtenons:
dr
1
_ __ c 2
dt + 2 ql d -- 2 P n( d)d - 2 r Q ql
= fl( d) (a P + 1) + ~ = 0
par-e i.cut.Ler , pour t
- 25-
nous avons , pouz tout e:
BQ
fl{cl )(0) -~ ae? (T,e) = G
Or Q2(T,9) 0 donc fl{â) = 0 d=d;
La forme choisie de développement ne convient donc pas.
maintendr,t prouver que VE se développe sous la forme suivante:
Plus précisément, nous avons le théorème suivant:
-26-
2.2.3 - Théorème 2.1 (développement de la fonction valeur)
où I:Q, ~ 1 ~ convergent normalement, uniformément en E au




' ~ , a/- (séries dérivées) convergent normalement
uniformément en E au voisinage de 0 et où on al
Dl = nr e i, Dk +l - n(Dk ) , t3 est l'unique solution sur [O,Tl de
j~ + 2t3(~ P - a) - 1
lt3(T) - 0
et ak' bk' ~, Bk' Yk, Vk sont de classe Cl, d'arguments réels, à
valeurs dans R+ r et Bk ' Yk 'Vk sont périodiques de période IJ) en e
et en '1". [IJ.k , Bk' Yk, v k représentent une décomposition canonique
une fonction périodique de deux variables l .
De plus, les deux premièrs termes de ces développements




a} Identificat.::l.or. des ~. ëIft
(2) et (3) fCt:mI111t un système "triangulaire", nous pouvons étudier Q'Ô
indépendemment de R" Reportant l:Q dans (2) nous obtenons aux ordres 1
o 1 ~ - P (d-,-l) + aQ - ~ PQ + Pd - 0, Q(T) = 0 (vérifiée)
l 1 - ~ D + b 0 - aP D -~: p20dt l 2 1 1 r 1
ceci pour tout e, e.
avec ~(T) + bk(T) - 0 , k" 2.
=-(aP+l)
2 dbk
= - (a - ~ P) bk - d"t-
ce qu i. noue d~finit la suite des'\; , DI< de manière unique
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111:11:11 00 < (2w)k lidll oo' on peut majorer la série des normes
associée à f-Q par une f'Jérie géométrique et conclure à la convergence uniforme
un voisin,-'ge de 0,
Il reste à étudier la convergence àe séries dériviées,
série obtenue par ~ ne pose pas de problème J la série obtenue
~f vaut - ~ ~~~ + ;-~ PQe - Pd(S) par construction et. on
conclut donc à la convergence uniforme au voisinage de o.
La série L
Q
véfifie donc (2) J cette équation admettant une
solution unique, on conclut à l'égalité de QE et de la série LQ •
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B) Etude de ZE
a) Pr'élimnaires
Dt> (10) nous déduisons,
1 E E 2ez 1 ez E C E
et donc (14) Br- + Ë 813-'"Q d(e) (1 - 13 r- Pl, Z (T,e) ... 0
où l' on s' est débarassé de (Q E ) 2 .
2 T




( S )d S
T




( S )d S
b) Identification de r z
Dével.oppement du s~cond membre :
Qd(e)a(t)
o.rdre 1, - P D
1(e)d(e)CX
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(,,2+~~ )p--ld( e)o:( t) [a2 ( t )D2p( '*~ )+b2( t )D2p( e)]
- (a:i:+i:)Pd(e)()(t)p D
2P+l(e)
Nous avons simplement utilisé l'expression de 1:
Q
• Nous en
déduisons 'le r'léveloppemel'lt de (14)
[~- -~dt~ = Q da ,Zo(T) = 0,
----------
L'identification précédente conduit donc à R comme terme du
premier ordre de R'; et on retrouve le problème moyenné .
.i) Ordre l
~? -Q(d--d)cx
;~! + ;i + ~~ + P D1(El)d(6)0l{t) = 0 et donc, en moyenne en t
ii) Ordr~ 2 (initiali.sation de la récurrence)
Déso".-ma.il', la var.iable .,. intervient, et comme variable indépendante si on cherche
p:coblèlOle pour T quelconque. Naturellement, nous aurions pu
effectuer la même démarch02 lors de l'identification de !:Q: nous avons profité du
fait qu'une forme A priori était disponible
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donc interprétées comme des conditions le
li le seront par rapport à e;
poursuivre, nous allons effectuer certaines dérivations qui
----_.•._-----------_._---
*~ = - 2ül(aP + 1) + 1 = l - 2b2()(
~t = 20: - l + 2at3
(1)
~~ = ~ (3Q - oc(aQ + Pd)
=~CQ) = Ra + a(3Q - d ~ (1 - oc)
(2)
Les encadrés précisent les espaces stables par dérivation. Nous dési-
gnerons pax Ml et Hz les mat;rices de dêrivai:ions associés aux cadres 1 et 2
:Revenons fi z",
AprèlJ moyenne en 7" nous avons donc,
y;;> est de moyenne nulle
suit, en tenant compte de
Hi)






2 c Z p--z
JlZP-2 - (a + r) !'\,p-Z B(t) + -r(l!)
Remarquons que YZp-1 est de moyenne nulle en e, et que aYlp-I/88 nous
détermine Y2p-1 de manière unique; de même pour 6 2p - I o
La condition finale: 1!2p-2(T) + 6 2p _2( T , e ) + YZp_2(T,e,e) + v2p_z(T,e) -
cte(l!) + 6zp-2(T,e) + Y2p-Z(T,e,e) + G(e) - 0 d'oa, en moyenne:
Nous connaissons donc 6 Zp-2 ' Jlzp-z ' YZP-2 ,vZp-z et YZP-l'
8 2P-2 (sous réserve de dérivabilité, dérivabilité que nous prou-
verons par la suite)
Iv) Nous pouvons lllaintenant passer à l'ordre 2p-l
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(par moyennes successives)
J.L2P-l - ete, v2P-l - G(r)
6
2p
- _" ca2 + ~)P-l a P l'.2p-
1
Ce ) _ rr(~2P-l)
1L:zp-1 - - Y2P_l(T,.,.)
précédente nous perIDet donc d'l<1entifier la suite des !J.k' 5:k,
,,,,xpliciter celle-·ci un peu plus en vue, notamment,
de la série CZ'
,\(t)
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r~ p 1 2 c Z P'-l-i
(15) L 2P +l "'.r: (a +r) r'2i+l(S) AZi(t) DZ(P-i) (T)
(p> 1)
et (16) y ... _ ~\a2+rf..)P-l.-i2p i-l r D2 i ( e ) A2 i_l(t) D2(P-i) (T)
(p;l1 2)
En effet, nous avons Yz - 0 et donc
Si (16) est vraie pour p (en l'occurrence, p-Z au départ) alors,
p-l 2 p-1-i
i~l (aZ+> D2 i+l(e) AZi(t) °2(P_i){T)
ce qui vérif.ie (15). Alors 1
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reconsidérer les moyennes de Yk(T,e,e).
Nous pouvons maant.enane expliciter un peu plus ~, Bk' Yk, vk .
~: -zp
p-l 2 p-1-1 }
B(t) + r: (a2~) A 1_1(T)
1=1 r 2
-·37-
Il nous reste d' une pa:!'t a.prouver la dérivabilité des Bk en t. d' autre part a.
étudioer la convergence de la série.
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6k --) 0k+l étant affine, nous allons étudier la solution
les valeurs initiales (52) définies implitement par des équation
différentielles à second membre COO (en t), on voit bien que Bk sera de
cm, et la qUEs'l:;ion dl") la dérivation Ile se pose pas. Néanmoins une étude des
15,< aidera pour la qlle.~tion de la convergence.
Le fait q'.J'on construise 5k à partir de solutions d'équations différen-
n011S permettre d'expliciter un peu plus la récurrence.
i) Etude lorsque d-O (donc Q-O)
Montrons que 8k est de la forme:
Supposons ceci vrai pour k=2p (vérifié pour p-l)
+ c 3 (20l-1+2a.J3J + ç4 [1-20l-2aOlP]2p 2p
+ iJ [~C2 + 2a ç3 J + 0lP(- ~ ç2 _ 2a ç4 J
r zp 2p r 2p 2p
r€Gui3e Plus précisément on
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et les relations de récurrence assurant que
r; "I< 8k te , El) converge donc uniformément pour
wH
c
Soit 2k suite définie précédemment: (d=o)
- 40 -
Donc pour Je ~ 2 6k = (_l)k-Z Jt-2(;~~~~) + ~k
l'on préfère. en posant gk = (_l)lt rf(!!~~)
at
Il convient donc d'étudier la suite des 9k
Nous allons montr.er que gk est de la forme:
~ = C!k(8) + d~(8)(X ... <\(8)/3 + ~(e)aP + ~(e)13Q
En effet on a le tableau de dérivations suivant:
l§~ ~=>-;]~)tcte . Cl~ tt)
---------------------_:_-----
Explici.tons les récurrences pour étudier la convergence
... <Ç[2d-l+2a/3l
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~+1 - n( d~ - t\ + M ~ ~)
<+1 - n( - 2~ + 2<\ - M~2 ~)
Si Md est la norme aup de la. matrice impl.1ctement écrite ci-dessus
donc on a convergence pour
Il conclusion 1 i~
la. série r:
E hl Md < 1
tel que pour 05(050
ôk ( t:, e) converge unifonnément
(la question de la àérivabilité étant implicitement: réglée)
--',z-
Yk nécessité d'étudier de plus près la suite des Alto
lA encore, on mont.r-a que "'0 appartient a. un espace vectoriel de dimension finie
stable par ëMrivation En effet, on al
2 2
donc si Me - sup (~- + a, ~- + 1)
l>.OUll pouvons maintenant estimer Iykl En effet, on a
On procède de mt·me pour Y2p+.l
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donc U"l existe ~o>o tel que pou~ l!O(l!Oo la série des E~ converge uniformément,
De La converqence des series en 6k' }'k. on déduit celle des séries en "'k-
vil.'
----_.
et le d<l!veloppeJr.ent. asymptotique converge, unifoDllélllent, pour 0;<0;0'
e) COnclusion sur l:z
Il nous reste à justifier les dérivations sous le signe r, a/se et 8/8-r ne
posent pas de problème et 8/8-r se déduit des équations définissant la récurrence.
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dl!'iJ"~lopp'!ô'!leelll: précédent pour définir des feedba.clœ quasi-
utiliser" des feedbacks déduits du développement de QE en 1:0'
montrer qu' ils provoquent un doublement d'ordre d' approximation. Dans le cas
non linéaire. nous mettrons en évidence, sous certaines hyptohèses (vérifiées
dans le cas qui nous occupe), le même phénomène, mais sur l'utilisation du
contrOle opc tmaL en boucle ouverte du problème moyenné. Ces deux résultats sont
liés. En effll3t, de par la nature du problème (linéaire quadratique) nous
connaissons la fonr.e des feedbacks optimaux. w(x,t,a} - u(t,a}x+v(t,a). Si on se
restreint à ces feedbacks, le contrOle optimal des systèmes pE et P par les
feedback w se ramène intrinsèquement au contrOle optimal en boucle ouverte des
systèmes (P€}f et (P)fl




<i»f ~~ = (a+cü)x + d + cv , J(u,v) - J
o
( X2 + r(U2+2UVx+V2 »
Du fait de la linéarité on a (P}f ~ (pEf), et donc extraire un feedback de
p pour l'utiliser dans pe revient à extraire un contrôle en boucle ouverte de (P)f
pour l'utiliser dans (pE)f' sachant que l'avant-dernier est le problème moyenné
lé'ermor.s ici cette parenthèse et revenons à notre sujet, en commençant par
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2.2.4.2 - LteaDe
Soit la commande en boucle fennéel
avec X ëe classe Cl en t,a
et XéS), s E [t,Tl,
[~ - ax + CUE(X,t,T) + ë(T) , X(t) - x~ -; , T(t) - a
et WE(x,t,a) - IT[ X2( S ) + ru 2( X( S ) , s , T( S » l d s
t
WE(x,t,a) est de la forme 1
autrement dit ul! engendre une fonction valeur W<5 qui coinciCle
avec VE sur les termes de degré 2 et 1 en x.
WE vérifie 1
-46-
~t ~9"aire"""nt p l!! _ P
(I· ...ucee pA rtl
{~ .. ! ~~ ... q "' ( 1Io - ~ P ) .. P(d(9) - ~ X ) .. :: Px - 0at '" M r r rq"' (T,9 ) - 0
(1 '00 ,
.. ,
~- .. ; ~ .. q ll!( 1Io - ;- P ) .. Pd( 9 ) - 0 , q "( T . 9 ) _ 0
et don c q" - Q"
No t o n s que pl! v 1!r i fi e . 10 1:" 1
C C>lmte on a (l 'aut r e part i
on e n dédui t, qu'en posant tip - p O' _ R" , IIp vé r i f i e ,
~.. tion qu i ressemble be.lKXKlp " ( 3 )
En po'U"ticul i e r, ai noull poeone r
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2.2.4.3 - Théorèma (2.2) doubleBllent d'ordre d'approximation
r Soit )(k(t,e,.,;) - r~, où I:~ désigne la sommedes (k+l) premiers termes définissant: la série I:Q ; et soit
'";' ex::::n~:-:, ~ > ::~:e'~::<~,"e",. "orso 0
~~~ 1 W:(X,t,6) - V"'(x,t,e)1 < K E2(k+1}
bl!(O,Tl
~R
On observe donc un doublement de l' ordre d' approximation.
Démonstration
Il nous suffit, d'après le lemme précédent, de montrer que
IBpl < K E 2 ( k +l ) c'est-à-dire, de manière équivalente,
Izi < K E 2( k +l ) puisque:
IQE - x:1 2 .. K' E2(k+1}
- 2(QE - X~)(E~k+1(t)Dk(El) \j+1.h:~! Di(8 + !;!:) +
dbi
+ dt Di(8} + bi+l °i(8}}
E k c 2 00 i T-t:
2(Q" - xkHbk+l(t)Dk(El)oe - (a - r Pl i";+1'" (aiDi(8 + -;-) +
+ b i °i(El»}
- ",K ~ ./ JT I3( S )b l\: (S)Dk(~::!)Di(~)b.(s)dS
i.=k+J. t +1 • <! E a
et donc, à K E 2( k +1 ) pres,
z(t,8) - -
'-'kn sont de moyenne nulle et le terme entre accolades peut
K '" , d'oil l'estima·t1.on proposée.
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optilNtal en boucle ouverte du problème moyenné
2:.2.5.1 - Introduction
Nous allons démontrer ici par une autre méthode le résultat énoncé dans
le cas non linéaire dont nous avions parlé plus haut, Il savoir que le contrOle
optimal (en boucle ouverte) du problème moyenné est optimal Il KE2 près dans le
problème d'origine.
Cette commande est donnée par,
u(t) - - ~ (P(t)y(t) + Q(t»,
*= ay - ~ (Py + Q) + d , y( 0) - X( 0)
Remarquons que dans ce cas (bien particulier) la C01III1ande optimale ne
dépend pas de l'état rapide: la minimisation de l'Hamiltonien exclut d.
Nous allons donc prouver le théorème suivant,
2.2.5.2 - Théorème (2.3) doublement t'I"ordre t'I"approxilllatlon (boucle ouverte)
Soit u( t) la commande optimale du problème moyenné, pour la condition initiale
X. Alors u engendre dans le problème (pE) un cone optimal Il KE2 près.
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xit.B) - n(-.x - ~ (P(t):r( t ) + Q( t)) + ~( . ~ ( 13) - X2 ( B )
- Ol( B )
e t X.l ~êf1n1. parI
~~ _ {! fCd ~ (ax - ~ (Py + Q) + ~(B))d9) 1[
~t Cd 0 (Jx r .1
, ! f Cd~ ( u - ~ (Py + Q) + ~(B D 1: ( t . B )dB
Cd 0 8x r 2
c -t' at-a~ir" 1
Noul'I l'III.VOnl! q ue IIi x" e ee .la t r aje c t o i r e ~ée par
u( t ) - - i ( P( t)y(t) + Q(t». ca~ â~ - ax - ~ (Py + Q)'" d(~)
a lors il e xis t e 100 tel ql.!e l
Notation. , .. IJi q ni f1 e r a l a k.l p c e e ,
fT z z'" ory ( t ) + 2ay'( t)X1(t) + ru (t)J~t (car x2 e.t de ~nne nu l le )
-51 -





q &Xl dt - t q &Xl dt - X1(0)q(0)
- - D1(0)q(0)
D'autre part.
J• a0(/ ... ;- (Py ... Q) )dt:
probl'" .".enM. p,1i.que u - - i (Pye t) • q) en ..t la oc-ande
optt- l e. On a donc.
qui con-tltue la eoen. de. deu:K p~er8 terwe. du cM_lop-
~nt de la fonction ...leur en t - 0, 9(0) - 0 et ..aut donc 1.
coOt opt t-l a k.2 pne.
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Nous allons considérer maintenant le problème
~ ... A(t,e)X + 5(t,e)U X E Rn , U E ri? r t E [O,Tl
T
Jo [X'(s)Q(s)X(s) + U'(S)R(s)U(s)lds
où A, 5, Q, R sont des matrices bornées, continues en leurs arguments, 1\ et 5
périodiques en a de période w, Q > 0 et R > J3Id, J3 > 0, Q et R symétriques.
Pour simplifier, nous poserons G'" A - BR-I B' Po' où Po est la "fonction
valeur" (modulo X' X) du problème moyenné et nous supposerons A, BR-l B' et Q
analytiques en t [ou dérivables en t jusqu'à l'ordre nécessaire, de dérivées
continues bornéesl
2.3.2 - Développt.>ment de la fonction valeur
Nous avons donc VE(X,t,e) ... X'pE(t,e)X, où nous cherchons à mettre pE
p (t) + E P (t,a) + ~ Ek Pk(t:,e,'T)1 T-t




En po8ant ~-l - 1:1 Pi BR- 1 8' P
en reportant: 1. è1.~loppe'lllent espéré (Ian. ( 1 )1
[ ~ +~ + ...·po + Po A + Q - Pa BR-I B ' Po - 0 po eT) - 0(2) ~~ +~ + "" P l + Pl'" - PaBR-IB 'PI - P1BR-1B'Po- 0 PI(T,a) - 0~ + "::+1 + G'Pk + PkG - '\.-1 Pk(T,e'8) - 0
cec i po ur tout t. a,T [pour tout T alqnlfiant: pour tout Tl.
En uti lisant: le..... t echnique. que dans l ' e t UC! e p~ente.
pouvons e JCh1ber un ".,", lo~_nt asymptotique de p li: , N4&lU1lQlns. l a complexité de
l a rlteurrence -.lBe en oeUVE'1II r end difficile l' ''tuèle de la conve~nc8 de la
Bérie. Noull no ue contente ro n. CIe IIIOntrer que celle-ci èléfinit une Buite d"
dé ve l oppe_ nt. u }'lllPto t iquell da P" , c'eBt-A-din qu'on . ,
Apn. -.oyenn. en e du déve l oppement au prender ordre <'le l ' équati o n
(I ·H....u.lton-J.cobi. l'lOU" a" on ••
dP ---
(3l ;:;:~ + i'p
o
+ pi- + Q - PoII R- I B 'P
o
- 0 p oeT) - O.
qui est: l ' équ a t i on (l 'HlllI\i lton Jacobi (lu prob l ème lllOyenné l
00 U( t) ellt une fonct ion ptrlodlque de R dell RP . Sl noua admetton. 1.
légitbllt" du d"veloppllllllent ( ee que noua t'.llKln. lcl ). c -••t-.....ct1n 00 nou a
.uppollon. Il P"-Po Il <ke, no ue pouvone . 1a'-nt IlOnt r.r que X'PoX ••t l a f o nction
valeur d u probl..... n::>yann'. En effet, conald'rona v un contrOle o pt: 1JNI.l pour l e
p robl ..... ~nn. avec inllt an t initlal t et conditlon i nl t l a l e X (v • • t u ne
appllcatlon de [ t , Tl dana El ) noua pouvone e uppo. e r qu e v(t) ••t une fonctlon
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continue, puisque nous savons dans le
q'tï.ma.1 existe Posons u';( t) = [If( t ) J( t/t= )
u E dans le problème pliE( e( 0 )o=eo ), w 1;"
"'~(x,t,e) la fonction valeur du problème p E ,
i.:erm~ âü son àéveloppement Une étuda trajectorielle nous
hypothèse le développement, nous avons:
~1-=(X,t,e) .. Vo(x,t) + k'E et donc, pour tout E dans un certain voisinage
de 0,
W(x,t) ~ Vo(x,t) + (k + k') E d'oÙ,
W(x,t) .. \fo(x,t) ; COIm1e VO satisfait à l'équation d'Hamilton-Jacobi du
problème moyenné, nous en déduisons que W = Vo'
Cette démonstration, nous réserve d'existence et de régularité d'un
cont~·Ole optimal pour P, peut bien sür se généraliser au cas non-linéaire.
De (:2) et (3) nous déduisons:
DI' _._-8il-- + (:">--A)'Po + Po(A-A) - Po(BR-lB'-BR--1B' )P
o
dP.
dt:!: + r;:'P 1 _. P1Â
tl'E! (2) nous obtenons:
1- PoAIl(G) + AIl(G) Po = 0
p,(T) = 0
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cu" Pl ( T ,e ) _ Pl(T), pu18 <le cette ~tlon noua d~ulaof\ll 82 et Y2'
"prenant l e . not;.Uona ". l'e.-.ph p~nt.
On ....rifi. par h .... r.Uon~nt que prlk:<6d_nt qu'on ne pe ut en ~nol! ral puo
avoir. Yk - Yk - 0 (pre nd.re " - -. ine I d , Q - Id ] ,
S i on po ••
l a r M!urrenctl " l'ordre k . '.xprUne~ .uit.
Y
k
.t 8k aont oonnU8 et.
ee '\:-1' ~-l • "lt-l ' ~-l ao nt connu ••
c.tt. r.cur u nc e n. noua .ervira d'a1ll.ur. p&JI pour tra1t.r 1•• deux
~.tion. qu.1 noua occupe nt.
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ql"e Zl! est bornée Pour cela, rèécJCivont l'équation
satisf2ite pax p~, compte tenu de (Z) qui définit les Pi 1
Z E(T,S) !! 0
On posera.
qui est borné (par construction des Ri 1)
SE = A-. (borné ),
+ s""p
k+1 (borné)




;t + (5· ' - . kH P
k+lBR-
1Il
,)ye + y"(S·_l+l BR-IB 'Pk+l )
CS) _ c.k +1Y" IlR- l " , y . + ce _ 0
Y. (T ,9) - 0
NOt:on- que y " ••t ~lut lon de (5) .1 .t _ul.-nt .1 p••• t ~lutlon de
l '~atlon " 'rs-11to n-Jaoob1 "If P" , .n partlt:Ul1er y" ••t ~lut1on a1.Jt~1. œ
( 5 ) . X' Y"X ••t donc la t'onct1on val.ur C1u proble- 11~al" qua:Sratlquec l
~I En t r &1t an t Y. par 1•• ~rtul:tioat1on. ~l1.n.,
on "O l t que X'YeX • • t aa~tot•• •
a oree:: ~ - co. , :II:( t ) - X , âi - ~ , c -••t--.-d ln .
ou . nco n . au p n -.1er o ",r • •
t1P:z .tan t CI• ."..nne nu ll. , on "Olt donc que X'TeX ••t "'ordre
k t! . t donc 1 z· - Pk+l l "k. pour .. p"t1t , ce qu1 ••t CClh.rent
a VIf<: la .u1t e C1u d.".lowe-nt ,
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t.l'appro:d.m:al:ion (boucle tennée)
du développement précédent des contrôles en boucle
['21.-rnè(' engenar".n!: âans p"" LIll doublement d'ordre d' approximation
Soit X"'r{t,8) une matrice lU<J1 symétrique, bornée lorsque t décrit [O,Tl,
€l decri-t R ",t E décrit JO,l[, périodique en e de période œ, continue en t, 8. A
wE r et à 1'entrer k nous associons la matrice,
et à wE , k nous associons le contrOle en boucle fermée,
Nous allons prouver le résultat suivant,
r-=~~------------- E
L ' e nge nd r e dans le problème P un cout optimal àK E 2 {lC+l ) près-------- . ---l
9implifie~, les éct"itures, nous omettrons de préciser, lorsque ce
Bera aans é<;.-uivoque, les indices E, et k (li: ordre d'approx:L:nation)
général, le système commandé par uE,k est décrit par,
"z<'!·k Vér i fi."
{6 } *+;'~ + z ( A - ~J.(-l ll· W)" (A' - WBR- 1B')Z
.. Q .. Nfl R- 1n ' W _ 0 • z(T, A) - 0
N z'l! , 1t 1 (O!,k _ 2~H ",1.F , 'oua poB<'!rons - ",2(k+i') z 1-:>
Four prouver la véracité de la ptoposlton. i l 8llffit de
mr>ntrer q u<'! Z Ol,k
+ ~ ~ ..1+j PiBR- 1'3 'P j _ ...3 (k+l )( ZBP'- l rl 'Wr ... " rBR-1 " , Z ),~
I nt O!! Z"!l<ll'on~ no us a Iii partie de l ' éq ua t i o n p r-éc éd e n t e 0()
ni. Z roi ~ r n' l nt:e rvienn...n t . f:l l e peut s ' é c r i re,
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compte tenu de (2). ceci est donc de la forme:
- ",21t+1 + ~2( Je+1) '1':, 1 Tl~.l est une fonction oolCnée
é, b , e sur [0,1] x [O,Tl x R (continue)
Intéressons nous mai..ntenant ê. la partie de l'équation
précéOent où W
r
i.ntervient mai!!! pas z. Elle peut s'écrire'
et est donc de la forme E2( k + 1 ) T=.2 où T=.2 est une fonction
bornée de "'. t. e sur [0.1] x [O.T] x R. et continue.
Divisant (7) par E 2 ( k +1 ) nous obtenons donc:
-1 11: i k+1 -1 -1
+ (A - BR B' i~ E Pi )'Z - e (ZBR B'W
r
+ "rBR B'Z)
+ T= - O. Z( T. e) - °
Comme dans l'étude précédent;~, or; peut interpréter Z-PZ ( k +1 ) comme l'intégrale
d'lin coOt le long de trajec':oires "rapidement ossi.llantes" et conclure au fait
que Z eBt borné
2.3.5 -- t:o•.lblo::;ment d'ordre ""approxilnatrion (boucle ouverte)
Considérons le proJ:lème moy'mné,
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r
( .. rx-o x t O'RIJ ] Gt
C., prl'>blt_ Il.::-t "'1'1 contr~le apt illlal , v, oà vI t) eee unf' fo nction
pé r 1ooiqc;e 911r Il . tbll.IJ a l t c ns mont r.- r que " engomd", diUl8 pt! "'1'1 coat opt:~l a JI:
",'" p dl. , pa r d~iJ tec-hn17Oles voi8ine '" de celles ut i lisées da ns I l!! ca!'! 1'101'1·-
j Ln éa ï.e e .
[
d, - --::,-
1 dt -l\(t)y - BR B(t)PoCt}y
y( o ) _ X!.rd" ,. ' -1 ,Pç,90n9 dOlic Xy , dt - ....{ t. ; ) x - B( t . ; ) R ( t ) B(t. ;)Po(t l YCt)x{o) - X
[ )(2(t . 9 ) - n( ", - BR-1s,poHe)Y(t)
l Xl ' ~f -A Xl + AX; . )(1 (0) + x/ a, a) - 0
l'I"U8 " lIIvo ns qu' i l existe J( :> 0 t e l q>W '
e 0:1t , en nota nt '" la phras., "éq.o.l a J( .. 2 p r è s "
~~ - - t;N - A'cz • q( T ~ - 0




étant de moyenne nulle nous avons donc 1
ee (après intégration par parties)
T T
JoY'QY dt - 26 x 2 ( o , O)q ( o ) + 2E Joq· AiÇ dt
D'autre part, nous savons que:
T T ---




FE T", Eet=-. J (u ) - JoL(X (t),u (t),t)dt
lx.p (O)X-eX'P (O)Il(BR-lB' )(O,O)P (O)X-2EX (O,O).Q(O)+2EJTq'AX
2
dtl~o 0 0 2 0
b) Cœ1pa;~aj.BOn ac-rec le coUt optimal
01) 51 est rr.oyoenne nulle en e , avec.
63
NC'u.. avons do nc,
T
215 Joq· ~ d t: fOl: <! X 'p1(o)X
l e lonq d. la trajectoire ,
c 'ellt-<\-dlr1!P le long de y, fOt: donc ,
T
oa'P1( o)X -" ty·( tHPoM(G) + M ( G ) ' Po!y ( t) dt
T
- 2 1!!t q' (t) M1(G )y(t) d t
T ------




q ·(t\~~ dt . tIoIlll evona donc.
ott: ./ ~8t donc epl;~l .!l JI;: ,, 2 p r ee .

œAPITf'Z III:
( OS PERIODIQOI! )
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) . 1 - Introduction
NouS avont! pu . den. l e c aB 1Ino!-a i r e qu ...trat ique ~riodique ( cf ch.p i t re
précédent) , obI!Ier~r un doubll!1llent d 'o",r-e d' .Wroxt-t i on , c ' e s t - a -d i r e que 1..
con t r Ol e opti.lllai en bouc l .. ou verte du "robl~ ~nnC!: ""gendrai t d an. 1 " P 'l"Q-
1>1._ d'o'l"ig i n" (l''') u n coOt optiJnal à I II ,,2 p rè8
Or c 'est C P g en re de résulta t qui justifie d ans la prat i que , l 'approXÙQ-
tian, d u prob11!1ne pertur bé J>ar le p roblè1Jle li..ite (ici l e prob l n.e p" par l e
p roblème lIlOye nn d ) l ors du cal cul d ' u n con t rO le optI-l ( ou q ua s i -optiJn.al ) . C ' est
poul'qUoi i l nous a panl i nt"relll'Jant de l e qéndrali. ...r '"'Il '=''"'s no n linéaire .
Le l ecte u r [ MIl lie r de la tho!'orle d e s pe rturbatio ns en contrtH ... opti......l
ne s e r a pas lurpr i l'J plU' 1• • hypoth~e...s f a I t e s 0\1 l e e techniqu e B de démon.etration
u t i l i s é e s l . 11." "on t: .. n et' f e t inspirée" d " ce qu'on peut t rouve r en pertur-
bat t o ns réQ\llle",s et e i ngu Uèn!8 [2 J , En parti cul i e r o n r e ll'lll.rqu.. r a que 1. no t i on
d e p roblème t an g8r1t le géndra lise ee ëe b i e n a u Cal' d e } ' avera ging , e l l e f o u r -
n irait d'ailleur ll p robl abl e ment r ee te~8 d'ordr...upérie ur .
3 . 2 - "l'hlkIr-... ( 3 , 1 ) Minoration d u COOl: de (Pe ) " l 'ordre 2
.3,2 . 1 - Bypothè_1I
( If }) 1 SOit c , Rn x " x [ O,TJ x R _ > Rn
( x , u , t , a ) - - - - ) f ( x , lI ,t , a)
t, • Rn x " x ( 0 , '1') - - - > .
---- - ) L(x,u , t )
el: e e JO,I{ ,
otl f,L BOnt continues , de classe C2 e n x et u , de ddriv"1I . .. oond.. ..
LipeCh l t z e n u e t x , te.. d<l!r i 9 ée. p ro"lÙèr-e9 .t lIecond e e de f en li: a t u 80n t:
oor néell'1 l a . dé t i~s secondes d e L IfOnt bornées ,
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problème P <'! est défini par
J~ f(X"),U("",~), x(o) - '0 ' U , L'(O,T,"),
L"'ni>;,is.r J,(U) - (L(X(S),U("),S).s
Le problème Po est défini par
Pour (x,p,v,t,e) E Rn x Rn X ~ X [O,Tl X R,
on pose H(p,x,v,t,e) - p.f(x,v,t,e) + L(x,v,t)
Bypot:hèses
(H 2) Le problème Po admet une COIlUIIande optimale Uo '
définissant une trajectoire y et un état adjoint q
(lJ3 ) Il existe 13> ° tel que, pour tout X E Rn, v E f!?,
t. E [O,Tl, e E R,
-12~l (q(t),x,v,t,e) > 0
aVal<
,gent de classe C en t, de dérivée lipschitz en t.
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cœeeeoJécrlt en ~1\e;lM. on notera 9(cr • • ) ou q{ l1) 1. JfO:lYenne en 9 de 9 { 11. 9 )
si 9 eoi. ~rlodlque en 8, et. n(9(a • . » 1. primitive 111'\ 9 de ~nne nu l le de
q(cr.9)-g(0').
On posera X2(t.e)-fl(f(y(t). uo {t • . ) .t• . ))8 )
Pou r u Clan8 L2( ( O.T l .R9l on noter. li: l a trajectoire llSs ociée .
On notera alors p( .... IA. t.9) 1. point. (y( t ) H. Jl( I!X2( t . e )+x(t ) ). Q( t ) .
(" " "")~' ':'V
"ft " H;; ~
(~~ ~~)/lx ax 3Vil2 p ,,2 p~ ~:2
On no t era "( t. e) - ( y(t). U
Q(t.9)
.t )
(p( .....l .t .~) l
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pré<.::édemmenl:, il existe eo>0 et lOo tels que, pour tout
C-~~-_·- .~'1' TJoL(X( t), u( t), t )dt ~ IoL(Y( t),Uo(t,;),t )dtT 8H----:~---------------- . 2+ e J a-x(Y( t ),q\ t ),11 0( b , • ),t,. )X 2 ( t,. )dt-eq(o).x2(0,o)-keo
Ilote l "" signifie 1 a :La EZ près
aH'Soit Pz(t,e) - - n(ax(y(t),q(t),Uo(t,. ),t,. »(e)
Considérons le problème linéaire quadratique suivant:
où v est dans L2(O,T,J!') 1 Minimiser 1
problème admet un contrôle optimal VI' unique. Si YI est la trajec-
toire optllual .. associée, alors fi y! fi co et fi VIII CO restent bornés quand E varie
l'état ,:lldjcint 1 qi est également borné quand E varie.
Les hypothèses ("3) et (H 4) assurent l'existence et l'unicité; les hypo-
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aont bornée . Ra11i1onnons en feedb&c k. SOi t V( x , t }-X' P ( t )X+2Q'( t )X+R( t ) 14 f o nc-
tion val<!,llCJ e n utilisant le contrôle U-O, o n v lêr ifi e qu e P . 0 et Il. 90n t bornés
quand O! varie
q I - 2{ Py1 + 0) e s t é gale men t: ccenë .
RelQ. rq<M 1 En 1 ' &h8e~ d e p récis i on . et pour 1. brièveté 03..
l 'éllOncé ,
fT iH----------+ O! 0 ii ( q ( t) , y ( t ) ,uo ( t ,. ), t • . )X2 ( t,. )dt
-72 -
T T ~ ~
Jo L(x( t), u(t ),t )dt - JOI'(Y+€K2~x,uo+u,t )dt
et. ~ (q'rr(~t {f«(T(t,.),.»(!) dt est d'ordre 2 d'après l'hypothèse (HS)
.0 e ~
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~ - - ~( y( t), uo(t , " l , t , " )q - ii( y( t) ,uo( t , " ) ,t l
d"oU 10! rl!o9ultat après i ntéqration pa r partlO!s .
OZ ",J)",IlHt) - v( t ) + Uq)-l ~:.l t ( r( t )h X2(t,;) )8v P(). .II .t. ;:'
e e BOit z.2 _ ] \ d ). ]ld /l " OZ P..•1l) 1l 2
O! 0 0 e L 2
Al ors 11 ~xi9te It > 0 tel que.
-74·-
8to t
- e n (ijt (fCa(+:,. »)(E )
- f( r+y+€x2+"'Y1,"+UO+""'l,t,~) - f(y+EX2+"'Y1, "e+ON1,t,~)
Donc Ir(t)1 < El (IT (~ (f(a(s,.),. »)(~)dSI
li~1I Jtlr(S)dS + Il!!II Jtdslz (",Il) -
"x CIl 0 8u CIO 0 e
( cf. lemme 1 el: hypothèse ("5)
Donc il existe Cl > 0 , 13> 0 , y > 0
te la que 1r( t ) 1 <
T
+ 13 Jo IZe' h'/l)ldt + YE
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O'autre p«.rt 011 a l
qu ' OIl peut lfta j o rw r par u n t e nooe d e l a fCl~'
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soit rl défini par:
~ t tdt - f(rl+Y+Ex2+EYl,v+uo+EV1,t,;) - f(Y+EX2+EY1,uo+EV1,t,;)
Alors il eXÎste k > 0 tel que Il r-rlll 00 < kE 2
Preuve du 1_ 41
Or le dernier terme est d' ordre 2 d'après l'hypothèse (8S)
COrollaire du 1_ 4
fT ea t aa----- -o (aK: (q'U'Ë) - ax (q,u(t,.). )]x dt
où l'on commence a voir apparaltre le problème du lemme 1.
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+ ii (q 'IJ,~(q, IJ,~) - ii ( q ,IJ(t ,.) ,.) , pu' un calcul an a l oqu e la
celui qu1 f ournit l a d é rivée Ce X2(t,~). I l ne r este plue qu' &
lnté<;lrer p&r partifls . On ft doncl
fT "8 t iii-----o (ii (q,a,;) - ii (q,a(t,.), .)J xdt
fT' {'H e'" - II! o R( it (ii ( q , a ( t , . ) , . » )( ; ) r1 ( t )d t
fT t af t t il f t t+ II! /2(t ,;) ii (o'(t,;L ;)rl + iü (a( t .; l . ; )V
+ (ri+2( <<Yi+..x i ),,. ' u <ov i ) t(",p)( : l) }
("') Y1 dépend d '" 1 une é tude d1rect du CM! l Lne . Lre qulld r a t 1qu ..
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r:
Il existe k > 0 tel que:
1 I T a aB t 1oU (at: (8ïë (q,cr(t,.),.»)(;)rJ.(t)dt
lIT 8 ea t- 0 fi (at: (8ïë (q, cr(t, . ), . »)(; ) rI(T)
fT Jt a aB s drI 1- o[ on {at: (8ïë (q,a(s,. »)(;)dS] dt (t)dt
qu'on peut majorer (cf. hypothèse (B S) et annexe) par :
I~I < k'( Irll + Iv!)
< k'(2+lrl I2 + IVI 2 )
et fina.lement. E fIfI(!!-t (~(q,l1(t,.),.»)(~)r(t)dt
o a 8X E I
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I l exi.t. Je > 0 tel que 1
ft -r- {<7 z~ (r '+2~(y +x ) ',V·+2I1!V')y't P ,. 1t dt ~ - kil! ( H z )1 1 2 1 v II!
o
Pnnrge ~\I 1_ 7
" )(' (2 + ~2 + z~ )
D'l1utre pu t 1 ( ri'V 'l'1i (J.. It{:~ ~t l "k( "rI1l:2 -+- nvn :2)
Récapit ulo ns 1
Nou a li.l l o nn pa ....r 6. l 'étud.. 0'1 ... t e ZlDeIl 0'1e 111 de rni ère ligt'l@' de
l 'énoncé 0'1\1 théorèlDe 2, a près avoir étudié la 11gn e pr~entll! .
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k) 0 tel que 1
Preuve àu X- e
Nous omettrons de mentionner p dans la suite du calcul.
- 8 1 -
Il ne reste plus qu ' " .1.ntéqre r e n t , pu is Il e t " po u r
ob t enir le résultat.
Rappelons que l e s de rivlte s aeeondes d e ft e n x e t V s ont
l1 p!1ch t z en x et v.
Donc el A ee t l a CQn.tante de Llpl!1ch t z on a l
YI' X
z
et VI étant bo rnés pour t ou t t , E, o n pe u t II'Il!I. j ore r
ce tenPe par un ....utre de la f0Xln8 1
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Mcapitu.lonsl Il existe k > 0 tel quel
(L(X(t)'U(t).t)dt > (L(Y(t),uo(l:.~).t)dt
o 0
fT aIi---------+ E 0 ai (q( t ). CT(t •. ) •. )X2 ( t •• )dt - eq( 0 ). X 2 (0.0 )
Nous pouvons achever la démonstration du théorème à l'aide du 1
Lemme 1.0 1 Il existe k > 0 tel que 1
Preuve du Lemme 1.0
Rappelona-nous du problème tangent énoncé dans le lellllle 1. On al
D'autre p.o;.rl: nous avons 1
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, ,
( no t OfUI que l'It ( O, O) ne C1 êpend pa.9 de (11,11) e t que J o lldll Jodl1- i)
dont o n peut _jot""r l a v a l t'Ur a.btIoluo. pRr u n b~rmoP d .. la fO IlfN!
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l:lécapitu1ons:
E étant plus petit que 1, il existe donc k> 0 tel qu'on ait:
JT ea+ E 0 ai (q(t),a(t,. )X2(t,. )dt - Eq(O).X2(O,O)
Le théorème est donc prouvé par EO - ~
3.2.4 - Corolla:ire (3.1) Minoration du coOt optiJaa1 de (P2) à l'ordre 2
Alors, pour E < EO
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3 . 3 - 'fb6ort.e P, 2) 1 DlI_l on--nt du coat pour \10. ex-nde opt~l. Cu
probl"- IIlO'felUMl
Soit: f . Let ve Vérifiant 1.. hyptoh._~ ( Hl) ' ( 8 2 ) ' (fis) du théOr....
(2 .1 ) . SOit Uo le collt~le d é fin i pu- Uo(t) - \Io ( t, t:/e )
Al o r D
J ( u ) '" fTL(YCt ) ,U ( t . ~ ) , t )dt - <1 q "( o )x (0,0)
e 0 0 0 " 2
1!I1qniUe , 6. k e 2 près
Ile p r e no n. l e . not a t 10 n8 du théorème (2 . 1) et pceeea x coame étant la
t r a j e c t o i r e coaaandée par UO" c' est .. d ire l
On Il. b1en sQr , U - 0
+ e f T !!! ( q{t ) , cr(t , .),.)x (t, . )d t - e q "( o )x ( 0 , 0 )
o "x 2 2
Il s "a 9'1t d onc de IllOntrer qu e la~ d e s d eux de rn 1ll!re s 119'ne o e s t d ' o rd re 2 ,
D 'apré. l' h ypot hè se ( RS) et 1. part1e (A .2 ) de l ' a nn e xe , nou a avone Ix - YI <:k<! e t
do nc IX1*OI, cec i nou ll aSSU A qu e l e detnler t e rme (en " 2lV ,,x2) "et: d ' ord re 2 "
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D'autre part, en raisonnant coume dans le lemme 5 du théorème (2.1) on al
Or ~ .. - E n (~ (f( cr( , . ), • »)(;) + ~ (cr,;)( ;+EX 2 )
Du fait que x est d'ordre l on déduit que dx/dt est d'ordre l, ce qui clOt la
démonstration.
- 87 -
SOl t f , L e t Ua v.r1fillJ'lt 1~8 h yptoh.eell (lu th60 ri!1ne (2 . 1 ) , y 1.
trll , eetoi n opta.al e (lu problèlne Il'Il:Jyenné u8OCi~ ~ Ua-
lU.o r ll 11 exi9te 1(>0, "'0>0 t . l ll que , pour- fl "flO ' e n a it l
De plus, e l u est -_11Ieur- que Uo ( C'flIRt il (ll r e
J~( u) <J",( uo }) ' 91 x t!'8 t l a t r ajt!' ctoir t!'~l!-e PBr u pour l e problè1ne P "" on Il
IIx - y ll (0 < »<'( 1 • ~ ) e
llu - ue" L2( O, T , RP )" k(l +~ ) e
~(lu OOrol..l.a1%9 1
' 0 •
SOl t e l - 2" - fi d u t h«lJ'hle (2 . 1 ) 1 Pour Il .. e l ' on a .
5 1 U eee IPel 11e u r que u
o'
alo r s , pour e .. el
(l ' ()(l 1• • • • t1Jnatlo nR annoncé.. e ,
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3.5 - COIIlpara:i.son des développements obtenus avec l.e dével.oppement à-priori de la
fonction val.eulC.
Sous l.es hypothèses de théorème (2. 1) nous avons donc:
Il serait intéressant de comparer ce développement à celui obtenu
en développant la fonction valeur V<!!(x,t,e) en Vo(X,t)+EV1(x,t,e) comme dans
le paragraphe (1.2).
Commençons par identifier Vo et Vl par un calcul formel, analogue à celui
effectué dans le paragraphe 1.2, et dans le cas linéaire quadratique. Nous avons:
«: avo~ + ~n [ax- (x,t)f(x,u,t,.) + L(x,u,t)] - 0, Vo(X,T) - 0
En supposant l' argument de min1misation unique et en le notant v( x, t,8)
av
Sl(x,t,S) - _. lIra! (x,t)f(x,v(X,t,. ),t,.) + L(x,v(X,t,. ),t)](8)
ev
- - ll("~n raf (x,t)f(x,u,t,.) + L(x,v,t)]l(S) ,
Ce qui a toujours un sens si on suppose, par exemple, une continuité
uniforme de f en 8/
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voit i n tlu::ve nir l 'hyptol1tlst: ii - 9.
Supposons aoaintenant V de classe C2 en x . pour 8iJJ.plifie r .
Alor B
ce q u i vaut, après intégration par parties,
--[~n(* (x,v(x,t " l ,t:, . >l+n(ii( x,v( Jl:. t: , ) ,t: »)f( x ,v(x,t: , . ) , t: . )
"B B'lo
- - n ( ii (iX ( >t, t: ) , x, t: , . ))f(x,v(x,t: , . ) ,t .)
8Oit: . aprilB intégrations pu parties,
6Vii (il! (x,t:) ,x, t: , . )n( f( x,v(x.t:, ),t • . ) •
•'v
cà IIX20 n 'int~rvlent: plUB, en particul i er ce n~sult:at: <'Ioit 88
gé né raliser a u C&JI o ù ii n 'admet: eee <'Iét:ivHlII q u' e n u n eene plu s faible ,
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{~ +~ f( x , v ( x , t , . ),W + ~ ( x,t . ) f(x . v(x.t , . ) ,t , ,) - 00 1('1') - 0
et Dl. peut .' i nter p r é t e r (ll ou e e ës e rv .. " d 'exi lltenc e s de ces
t r a j ecto iu•• ) conne l' i nt f<Jrale
. os1
t
i!- (1: ( . ) , 8 , _ ) f (I:( II) . V( I:( 8 ) , II , ) . s • . )ds
h l o ng d e s tra j ect o i r es ( optiJaahs)
I: ( t ) - x
{ :l; - "z••( z •• • • ) • • , .)
cette t r a j ecto i r e e xis te e n particulier pour x-lCo e t t-<Jr c'es t: y , et
V( Y( 8 ) .a . e ) - uo(8 , e h e t donc, d 'aprè s ce qu i prêCède ,
par d é fi nit ion de x
2
,
D' autJ'lt part .
Le dével~_Ilt: A p r i o r i d .. l a f o nc t i o n v...l eu r nous don.... d onc un
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( ë"'''' "'l t' ') "7.. u". ,.t .- . 'I .""t )d t - oŒQ(o)· " 2 ( O. O )
0 :" un tb40~ d ' . pp r ou-t l on nou ll a pp re nd q ua I
T





4 .1 - l u ..&Od~ion
Rappüons - oou:.ll COIilIOOnt, d'lns le ch "'pitn! l , noue e vro ne int rodui t l e
probl è me .ooye nné ee eoca ë a dP.3 probl êlllf'8 o8c i l latoi~lJ r ap i d e s . No us avion,;
cceaeeno ë par é tudier l~a tra j e c t o i r e s d u p roblème d'ori g ine e t r e marqué qu ' on
po uvait l OlU approximer, pour e petit, par (\e El ëe e t raje c toires " lIlOyenné e a M , c eci
S"' 1"un~ ~thod'! d 'avera g i ng class i que e n fquations différentielle s . Or cet t e~
mét hode ( c f . an ne xe ) pe u t s a gdnéra1 i 8tl r " des dyTlallliquel!l non pé riod i q Ut!B e n e ,
l'W.i.e: "~t:1a faisflJlt a une h ypothè8e de moyenne 8ur cette d . r ni.re v ari . b l f! .
La que.t i on se pose do nc de ç énér a l iee r l' approche p récédente a d es
problè_ .. de contrOl .. opts.-l "a temps rapide " .... 19 no n p@r iod lque , e a ce sens
quOI'! 1" dynam.iqu~ f n ' " s t: plue néceBBai~ment pl! r iodique en e .
La <J'-J e llt lon du doUble ment d ' ordre d ·.pproll: i ....t ion nous e st a pparue
d é licale ft, t raite r , e n r a i s on d e l a v reeee e de conv eœçe nce de III lIlOy"nne, qu i ne
res t i t \Hll Pit a fo rcélll&nt u n ordre e nt ier. Néarnoo ins, ce qui a été f ait d evrait
pouvo1r 8.. gé~rallaer a u cas 0.":1 f adme t un e p "(!mitive en e qui s o it bornee , &.
S UpVOS"( q ue l e problème lllOye nné ( c f ch",p--V) :ooi t fa c ile ment man ipulable
f onct i on '- va leur , analoque ft, celui présenté dans ( 5 1, de va it pouvoir Be
<) én~r.llB .. r au cas no n périod i que, e n s'appuyant un ique.ent lIu r de s hypoth è ses de
lIlOY'I!' nn e , e t qu e, si h ypot h è s e de moye nne il y devai t y a voir, il Buffira it de la
t aire eur- Il!' nln i ll'l\Jlll de l ' h~..,liltoni e n R( p , X,t ,9) , s' lI !!l'a g i t d'un p rob lèlfM! de
ooll~rc:ne ou, 03.. IIlaniènt qélléral, s u r un e f on cti on fJ(p ,x,t ,&) quelconque
<l~ f in i 8 l!1ant u ne Iquatlon è1" "U1lil t o n-Jac ob i , C'est un tel t.h~rf<mtI ft .. CY>"'.·..r <]ence
q ui e ee pL"1!f'ent"~ dazw c e ch api tre
t!lJe n 'lOI', dans l e c a s périodique , c e t héortme Il ' interpr è t e coane un
roe",ltllt de cou"er qe l>C1t de 111. f onction va l e u r y'! du p roblè _ d 'or i g ine ve r S cel le
n,l i'~obU ..le """y .. nnt' . Nc>us v .. rrons (chapltre V) , après avoir g é nérali" l a notion
cio p l<:>blè.-- lQnj'eOln4, q .,<'!! c eci est éqal_nt vra i dane l e cas no n périodiqu.
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SUlê la d<k!.onl9't:ration
Une approche tlrajectorielle, utilisant les résultats présentés en
annexe, présente le double désavantage de ne pas être très concluante et de ne
pas épuiser la question. Une approche directe par étude de l'équation d'Hamiton-
Jacobi bute sur la non unicité èe la solution: c'est pourquoi il nous a paru
intéressant de pgrturber le problème par l'adjonction d'un terme de viscosité rmY
dans l'équation d'Hamilton-Jacobi, et gagner ainsi régularité et unicité. Si nous
pouvons sérier les deux problèmes de limite en a et en E et si nous pouvons
répondre à la question pour ((>0, alors nous tiendrons la réponse pour <FO; Or la
convergence des méthodes de viscosité évanescente est essentiellement un résultat
spatial, en ce sens qu'elle ne dépend que de la régularité des donnés en espace;
en particulier le taux de convergence st indépendant d' E, qui ne représente que
la "rapidité" du temps. Si yEa représente la solution de l'équation d'Hamilton-
Jacobi du second ordre pour un terme de viscosité a et un temps rapide t/E, on a
donc convergence uniforme des yEa vers VOa, a étant simplement un paramètre.
C'est la démarche qui a été faite ici.
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on co ns idère 1
(p.X.t,9) -- H(p. X,t, 9)
bo rné unifo~nt cont i nu ~és que p est bom~, C3~ 1
I H(p .l< ,t,e ) - H( p,y,t , 9 ) 1 < C( l+ l p l)( l x -y i )
pour t OOJt JI',y, p , t,G .
~l Si Il reprél'llen t e l ' Haail t on i en
H(p,x,t9 ) - I n1~ ( p ' f ( x , u .t ,9) + L( x ,u.t) }
u'U
con t l nuel'll, Li p sch i t z .m x .. t v~r lfient lell hypoth~"e '" ~.. '" 5 (
l'IIuP
n
J 1" ( JI'· t ) IP dXCIt < + ... )
Y<I! R I x - YI " l
t E[ O, T ]
zii ' ~ . ii ~ont ~e. lUliments ee L~nif(Rn x ( O , T I )} ,
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• • 3 - Rappet.
4 . 3. 1 - Wl( X) c COp::) 8VftC i n j ecH o n C08IpllÇ t:e 81 p> n+1 , pour h t o po1Q9i e d e la
conve%'genc. u nl fonne ( Il: C(lCIpaci de RN) (.J. De plu. ,
e t p ) n +1 , 11 e n ste Cp . t Il - 1 - ~ tels Q\Je I
pou r t ou t x,y ,t , t ·
". 3 .2 - Equatlo~ paraboliques (fi J , ( 7 J
So i t, po ur T, e > 0, oc ) 0 , l'éqUat i o n .
(
sv , ..'
a III a t n( 1 ) -.t + a â V ... 8( - , x:, t , - ) - 0 sur R x ( O,T]
oc 8 x <!
Va ( x , T ) • 0
Alors pour tout p > 1 il ex:is t e une uniqu e sol ution v: de ( 1 )
d N'18 W~~~~p(Rn JI[ [ O, T] ) , e t d on c u ne un ique ao lution a pparte nant
De plus 11 exiate k
1
( r esp :11:2 ) ne dépend ant qu e de
a ,T, n, p ( r e s p T ,n,p) tel que
i!JVf': (IV"
nSu p ( l~ ("r,t )1 + l i~ ( X,t >l ) < )[2
Il: x rO ,T )
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4 .3 . 3 - bJl.lll t.1on déhtrainiste ( 9 )
Soit l' équa tio n d ' Hamilt o n-J acob i<
r z {~ + t1( ~ .x. t .~) - 0 Bur Rn lt (D,T l
Vl!(J'{,T ) _ 0
Alors .11 l!lt1ste u ne un i que l'Olution (le vi 8COll it~ (le ( 2 ) .
et vot ~ Ni· ...(Rn x (O. T ] ) , ai H ~pr1laente l ' haMi l t o ni e n d ' un
problè'm08 de oontrol .. , v e en I!l!;lt III f onctio n valeur ,
Pou r a > 0 bornO . i l e x i s t e lt ' ne dE!pII!Iooant qu e d e C, n e t
T t e l qu e pour t ou t oI!! ) ° o n ait!
II VoI!! _ vol!!U < k ' ....,.-rr-
o CO( Rn x I O. T l)
On f e r a é<ia lllmlent l 'hypothè s e d e IIlOY'!n ne suivant e su r- HI
(8
2) il 8xlst-.", ii 1 Rn x Rn le ( O, T } - ) R t e l quOIl
U r
!' up I ~ J... H( p. x .t.e)de - H( p , x , t ) 1 - ) 0
t>o t T" - ) + Cl!
po ur tout p,:x. t
~.Jel 8i B voJri f ie 1e8 h yp t ohèS8 B (al) a l o n a égal_nt , a eecr p rèB que H
est indé pe nd ant d e e, ~n pa rt i c u l i e r t out ce qui. p r écèd .. s ' a pp l i qu e a H, a.
condition d ' iqnonlr. b i .. n 1II0r. l e plU"Ulêt re e . P.:n particulie r , a i f e t L
vériUent les hypothèses du chapi tre 1 , l! eat } ' ham1.1t o ni e n d u p roblè me lIlO)"en né
et Va pour œ-o Ba f o nct i on va l e ur
Noua pou von s pa.s ae r a la dmnonlltation du th40rème suivant!
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4 .5 - Tbéon- (4.~)
50 i t H vérifiant l e!!l hypothèfles (H~) e t (HZ) ' y<! l a sol u tion ëe (~) pour
<t)o et Va l a solution d e (1) pour H . Al o rs vf!(I converqe ve r3 Va quand O! tend
~rfl O. unifo l"ll>é<l-.ent flur tout ~ct <'le Rn J( (O . Tl .
~tl:.t1.on,
Consi~éronB a f1x'e ~t • <'Iécrivan t ] o.l L &l o n la fam ill e v"c ""lit
"latl~_nt faiblement IX1InpBct. d ans .
POUl: t ou t p > 0 et ecoc. pour p _eeit !Jr an<'!. la f _l11e
O! av: 0 Z
(( Va ' 8X ) J e s t ntlatl '"l ment compae t e <'Ift.f\8 [C ( It JI: [O ,Tl) ] pour tout x
H fi aVO!n
compac t <'le R 1 e t clon e , de t ou t e lIul t e (Va n , axa ) on peut @,cr ralre
une sous s uite conv.r~l1.Ilt unlfo~nt sur t out compa c t .
De par l ' unlclt~ d e l a sc LutLen oe (1 ) no ua a u rons p E:ou vé l a conve E:qence s i va
vérifie (1) . c' e8 t - b. -d i r~ ai . poI.lr t o u t fo nc t ion tout"" CO'{Rn X l O. T l ) .Il. s uppor t
compact on al
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b~ 1 R" .. ( O.T l - ) fi
t--) "o( K.t)
ho 1 Rn ][ ( O . T ( _-> fi
t -) hO( K, t)
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1
s up I h~{ X . t ) - H ( ~( ll:.t) ' X . t,;) l " 0 (~)
lACO, T)
.v
h~~~T)P'D( X, t) - fi (-;; (ll:, t) ,ll:.t ) l "° (5)
h~~~T] I'l'D( X . t) - "( x ,t ) l " 0 (5)
O(~ lo =~ ~ ~nae-ent d ''Il
I l noua .uffit dn~ de MOnt:r e r qu e
- 0l(D.ol ) .O l(D. E) -) 0 • Soit JI ) 0 , D tel qu I! 0(5) < i
.-)0
T ~ w
1 J Odl "(x,t)[- (a;l ( x , t ) , x , t ) - H ( ~(.i< . t) . X,t, ~ ] 1 < Tl
fl: d onc ce t erme t l!'nd ver>! 0 quand II!. tend ve r a 0 , c eci pour t out x
T 8V W
Or 1 Jd t J dlC (~(J[ . t ) + a.o.Va;(X, t ) + B (~ (X, t ), x , t ) ) '1' ( Jt . t l l
o Rn
e t. don c V(I - Va; Il Y a do nc une un i qu e valeur d ' a dhé renc e ,
d ' o û conve rgence
En s uppoeant: u n peu plue de ~larité Bur H e t une h ypothèee d e JnOyenne
plue f o rle , on obtient l a c on ve r<Je nce uniforme sur Rn x (O, Tll
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4 ,6 - 'l'héor l!ss ( •. 2 ) ( conve:cve nce unifonae global e )
9" est l ocalement l i pg ch i h : en p
1 t+T 1~up 1 T S.. H(p,x,t,e >de - Hep , x, t ) - ) 0
t>on l ,.. - ) + ..,
...
v: converge un i f o nne _ nt ve re Va s u r Rn X [O, T J
R~81 a ) l 'hypothè lle (84) e 8t r a i 80nnabl e . En e f f llt , lIuppos.onll 8 ind@pend an t
de p e t t e t l a conve rg en ce d e V"'!'a vere va un i fo rme 8ur Rn x [ O,T J , On e n dl!oduit
r api(lement que ve conve rye unifo~nt _r8 V . Or l
doit conve~r unlfonnétn.", t vers vex,t H T- t )R(x )l o n e n Oêdui t l a
conve r ge nc e u niforl1e en x O• • ~nl'le••
b) la p~lIIiè .t.. h ypo t h • • 11 d e 1I'OY'@l'lne ( H2 ) eut p lus forte qu ' U l'l'y
para it , pu ioqOle, de l a r éqU 1a r l t é CIe ft on pe ut déCIuire que 1. convo:r ge nce de s
~nnes v e r s ft est u nifo rtnft s ur tout COIElpAct de Rn JI: Rn JI: rO , TJ . par le th~rè"",
c) Compt.e htnu d. 1 . r eMarque p r ilk:tkIe nt e , l ' hypoth ê s t> CIe moYttnn .. (H 4)
ci-CIe e l!lulI pe ut 8e réécrire 1
po u r tout r (>:la it if .
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( l'). )Jt~". u n.. IIlJl te de f o n<:'t lons Oe RnX[O, T l "am. R, bo r n* .. "
l nù épende_ nl: "8 k , équi - un l fo rmlllflt'ilt cont l nu<.!tI, e t Vérifi an t!
TJ'f'( t)hk ( X , t )d t -) 0 J pour tout x de Rn
o k-) iD
{
: : t~t pH. : : n.... d~. w~;:,p ind'pend~nt de k vt v'r1f1~"
it .. Bk(·,t) iX ( . ,t: ) + a.o.wk .. ~(., t ) - 0
"'k ( x , T ) .. 0
Al ors Wk oonv.~e ~r. 0 qull~ k tend ve r e l ' I n fini , unifo~nt
Dea:M1lI'tratlo n d u 1_
En raison des .>Qomes .r9U"'E'nts de f aible r e lal:1o•• compac ité dan s ", 2,l, p qu e ceux
utilisé s d an s 1. démo ns t r a tion p r océ<'le n t e, i l no ua suffit pour conclure de
n:>n t rO!'r ~ toute (lou s - suit", ~ "k , f aill I e_ nt oo nv.rqO'! ntO'! dans
W~~~ f ' Pe Rn x [O , T l)' conve t'1 "ant unifonnément , ains i que son 9 r a <1 O'! " t .
SU l:' t out: CQOIIpact d e Rn:C[O.T), .... po.u t llvoi r qu' un " l !Jll.1t e n u l le .
Co n s l dé l:":>I1!l1 oo nc tin<!' t e l le eo oa-eu t ee c Ollve r ge n t e . qu e nous nomne r ons é9al~nt
WJt po u r simplI fie r l ell notat i o ns , et noto ns M sa limitoll noua a llons IIlOnt rer qu e '"
VfIClf!'!' une équation d ll type.
*+ B ~ .. ~ - 0 • W( X. T ) • O .
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RC'T~arquang que la suite (B]J::) est relativement faiblement compacte dans Loo, quitte
à :t:em.mléroter, nous pouvons supposer que Bjt converge faiblement vers une fonction
B dans L'l!l(Rl'lx[ù,T],R").
~:oit une iom.kion test, COO à SUPPOl.-t compact dans RnX[O,TJ. Nous avons:
T
. Jo "(x,t)~(x,t)dt converge vers 0 et donc
T




. Jo ox '1'( K, t) Bk[8X - 8iJ converge vers 0 par convergence




JRdX Jodt 'l'(x,t) [Bk-B], ~ converge vers 0 par convergence
faible de ~ vers B
et li vérifie donc, pour toue 'f' de J) (R"X[O,TJ,R):
T - -J <lx Jdt '1'(x,l:) (~~ + a.o.W + 13 ~J - 0
Rn 0
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"ous POUVOI1B mai l1t e l1ant p*sse r Ill. l a démol1Btrlltion du théorèmot proprement
d it , en CQImlençant par IIlOI1trer qu '. t fixé , III converqenoe de veOl ~rtl Va est
n.!cesl!Olli rement unifo rme sur Rn .
En ef f e t , suppc>BO~ qu ' il n'en lia i t pa.s llinll i I l .. :d.s t e alors 8)0, u ne
sui t e "1t • e)r. -) 0 d e eëe re po s iti fs et un e !lu i t e "k de point Rn tel_ qu " l
k -> ...
"'k t
- R(~X-~ , t ) , X-~ , t . ~ )
Al o rs l e9 " k f o rme nt une suite bn rMf' d e ~~~ ~p( Rn :Il: [ O,T J) pour t ou t p) 1 ,
1 .. s Bk une s u i t e boenee de L"' ( Rn Jl[O, T l , Rn ) d e pe. r l ' hypothè s .. ( H:) et les w,,;
{
' Wk '"kit + Bk ( x , t ) ;;;-( x.t) + OOWk + \;(x, t ) - 0 pp x , t
"k( X, T) - 0
Enfin l~s 1"1); ont visiJ:Jl_nt l a réqu1arit'" requi8e. 11 nou e reste Il ~rifier ( 1l'5 )
pour pouvoi r appllquoo r l e 1_ précédent . I l nous su f fit: en f .. i t d e wontre c
(ap rès d i acrét:is.. tio n e t " ge l du t..",p.I'I l e nt " conne d an s 1.. d é mons t r at ion d'J
t M o r9lDe (4 . 1 ) que, pour t Qtlt 0>0, te[ O,Tl, lIteRn
t ..1~up 1 f... °[ii ( ~(x~, t) ,r_~ . t ) - ll (~(_"k , t ) ' X-"k. t . ~ ) JdT I
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tend vers 0 quand lt tend vers 1'infini
Or on peut majorer cette expression par:
t+....'!-.




qui tend vera 0 quand k tend vers l'infini, ceci par hypothèse. On notera
l 'im~rtance de la convergence uniforme, puisque x-XX: est lié a la valeur d' E,
Nous pouvons donc appliquer le lemme précédent et en déduire la convergence
uniforme de WJt vers 0 sur tout compact et, en particulier, la convergence
ponctuelle en 01 or ceci est contradictoire avec (3).
Nous avons donc convergence uniforme de vEa vers Ya à t fixé.
La convergence uniforme sur Rnx[O,TJ s'en déduit aisément, puisque les yE a sont
Lipschitz en t indépendenanent d' E.
( 4. 7) Corollaire
Soi t " vérifiant (Hl) et l'hypothèse de moyenne (H2)' yE solution de
viscosité de (2) pour .00, Y solution de viscosité de (2) pour 8=8.
Alors yE converge uniformément vers Y sur tout compact de Rnx[O,T].
Si en outre H vérifie ("3) et l'hypothèse de moyenne uniforme ("4)' alors
ye converge uniformément sur Rnx[O,T].
Peuvel La convergence de yE(JI vers yE est uniforme pour (E,X, t) décrivant
JO, I]xRnx[O,T] et celle de Ya vers Y uniforme sur Rnx[O,T].
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4 . 8 -~I CU pêrtodique
a) 51 H(p.X.t,e ) - Ln f ...,lpT f ( Jl, u . t . 9 ) + L(lI. u .t )}
oe u
alors Il es t pél: iodiqua en 9 et ft a t ou j ours un e~nne l ëe fai t
0. plu s. a i uad est cnmpo!Ict . ou 1'1 1 l a 1Il1n 1ais a t ion a p , Jl. t . f i n s , pe ut se f .-.i re
e n res trei9JUU't: ode! à un OOIIlpGct i nd é pendant d e a (par une hypot:Mse d..
c o n ve xi t e . par e~le), a lor s l
- TlJU 'J"H( p . Jl. t ) - v:~ (p ;; 0 f( x, v , ce ) , t , a ) + ; oL(Jl, V(9}. t »
00 wad a ê to! dé f ini daMI l e chapitr e l , E't ft repnsente donc l 'hBllli l t o nlen du
p cobl "- D:Jyenné .
on e n déd uit que Bi H 9'ériU. ( H.1) ' alors la fronction ..-J.eur du prob1~
( P e l o:KtVOIrqe unifo~nt sur tout~ _ re celle du prob1~~.
ft Vlifr f i e ra ( Hl) ei, pa.r e >n!1llple, f et L aon t OOI'TlH S et u nifortœmoJI>t
cont.i nue s.
h l En f ;).i t , le r ésult a t de con~rgellCe Ele gé né ralis e f a e ilenwnt a U][ eB S l'lu typE' 1
f so u s 11né a ire, f <k ( l +l xl+ ju l ) . Lipsch itz e n Jl
L BOU S quadrat i que . l oca l_nt Li psch i t z e n Jl
L(x. u , t) > )I:(-I+ I U l 2 ) ...t: u .. L 2
!:n effe t un calC'\J. l clll.l!ll"Iique pe nlet de IDOnt r e r que l es tra j e cto ires
optinales pour le p roblMloe P", rellt ent: nëee• • a l reortlen l l'lan a un d c:ea i ne barn• •
a " ",pt.. a u c 4ractère r~ralf de l a f OllCt.lon valeur , e t. l!"Rt.1maJ:Il e a. Priori . Par
e"=,,ph ai on po s e a-61<2 (J.+ Zk ) . j)-6k 2 (I+k) e t Q( r ,... ({ x . t )eR""J,;(O. T L l x I 2.. ( CVO )+-
(r2+oVtI ).ot ) . e n s'-'ppotlant: ~ O'llIJ&d. a l o r s 1_ v a l e ur de vot: et V Bur O( r ) ne
dépend que l'lee va leur. de f et L Bu r O( r) .
()l'!>R lo;rca. on peut IllOdlUe;rc f et: L e n d&hors d" Q( r ) de IIWUllèroo a. l e s rendre
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bornées et, si par e:roemple L n'est que localement Lipschitz en x, la rendre
globalement Lipschitz.
La convergence se demontre alors sur la restriction de vI! et V à Q( r),
c'est-à--di,re, f:l.nalement, sur tout compact de Rnx[O,Tl.





5.1 - I n t roducti on
NOUS conlilidèreJrOns ici
le • p" x pP x [O .T l x P, -> p"(It, u ,t,e) - ) f ( I , U,t:,9 )L • Rn x fi!' x [o. T I l R. - ) R(x , u , t, a ) - ) L(It,u,t,9)
('OUr t out r ) 0
L .. Hucdi~ x ~ x (O ,T) x R. , R)
e t: ~ l ' analoque dans fI1J)
e t: f .. st: Lipschi t:l : e ll :1:
a uxque l lea no us po u vo n s a lJêOc ier la f llllli l l e d e probU',,*,"!I1
o.ns l e C_ (K) f e . t potrio.:Hqu. e n 9 (et: L indépendant de 9, pu1lilque
c · ,n. l t l e clWn danll l eque l noue nous ëe r en e plac " 8) nou lil ~trouV'Ons 1. problèmot
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Pe dé f i n i daRI' l e chapitre 1
Hous avons vu (cf. chapitr<!' IV ) , qu ''\ cond it i on d e &at isfaire /!Ii une
hypoth.lJIe d l! nooyen ne eu r l e mi n:Ul\JJII d l!' l 'hamiltonie n, p'H-L et 8. qu eiquee
est1JMt ions Bur f e t L ( bornées , o u autres hypothèss•• c f , remarqUt!! (4 . 1 » . la
fonctio n VAleur ve du probl è1ne~nné co nverge uniformément sur t ou t c ompa c t
ve rs un e fonction V, s olution de Vi8cosit é (le l ' éqlla t i o n d ' HiiUli l t o n J a co b l dont
l ' hami l t o n i e n e st la may-nne <le l 'h&1l11ton i e n suivan t ,
~~~ad P 'f( x. u , t,B) + L(x ,u , t , 9) ,
q ue nous avion. noté H(p, x ,t ) , le:n particul i e r li l!st conca ve en p , l i pe c h i t z; en p
( l oc a l e ment ) do nc cont i nu e n p et p r é s en t e donc t ou t e 8 l es c a racté r i s t i qu e s d ' un
h ami l t on i e n d e controle opt1Jnal. Nou a s a von s (l' a i U e ur& qu e , dans le c a&
pé r i od i qu e, ii r epr llllen t e l ' h_ilt o ni e n du problèMe' moyenné ( .) dé fi n i au ch ap it rOl
La qu e s t i o n s e pose donc de g.néraliser ce " sultat a u c as non
pér i od i qul! , c 'est- '\ -di r e de dé fin i r un p robl ème qu e no us appell e rons moyenné ,
dont l a fon c t i o n val e ur eoit V, c 'es t - 8.-dire dont 8 soit I ·H ......i l tonl e n lIlin1Jnula .
Hou '!! p 'ro po eonë dans ce q u i suit une no t i on d e p rob lème moyenné
direc t eme nt ins pirée dl! l a no tion d 'équ a t i on d i f f é r en t i eUe InO)'1>n née p r ots en tée e n
anne xe , et do nt l' h ami lton i e n l1Iin iJnisé vaut B.
( "l " condi tion. poor .. _ -.p l I!', dt!' 1I11pposer qu e l a I:I.1n1-. 1" .. t l on en u • .a JI e t t fb,é 8 ,
pe ut se f a ire Bur un CQmPllct 1nd épend .... t de e , de lM.nH· re A réCupéer un
&t"o;.Kln _ surable en a .
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5 , 2 - ProblN. .cyenné
type :
Si flOUS avene A ÇOI1siÇlé r e r une IIlOYenne , il àe1nb le qu' el le soit <lu
li. ~ fTf ( x ,u, t . 8}d9 , et <le .._ sur L
T - ) 00 0
S i nou e vo u lons gé ne ralh'.r l ' . nlle.ble wa<'I des valeun d . contrOle
adJaie s il>l • • (cf, chapitre 1) r'lOOlS pou vo ns penller A ,
~ J:f (x,u(o), t , 8 )d8 a une limite qu~d T -> + ID •
po ur tout; x, t , e~ de mê lllt! pour L}
o n no t e r a f ( x,u,t} 1.. moyenne de f et L( x , u , t l ce lle de L.
On Il' a.e.urera qu e wall est no n v i <le ( · ) a n s uppos ant , par e xelllple , qu ' 1 1
con t i e nt l e s t onctiong const-.ntell Il valeur da.n e oad , s o i tl
T T
~ Jo t ( x . u , t , 8 )d8 e t ~ Jo L( x , u , t , 8 )de
conve rg e nt qua.nd T t e nd v e r . ..... pour t out ( x ,u , t ) o!RnldJ""" X[ O, T ),
La <lyn_ ique e s t alor s do nnft par ,
C· ) Hypoth._ no n né e e ll fl,,!r.. , d'a il l eurs , c a r le t~rème (5,1) e xh ibe e e e
él~nt. de wad
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Le COOt .!!. ain l nliser est.
T
J( v} - J o L<X( t ) , v ( t ) , t }d t
L ' h alrl l t o nie n de ce p robl èttoe est d e n ni paolr v dans .,ad par t
NQUS pou r rona id..ntlfier l a f o nc t i on valeur d e ce problème .!!. v ee l eh ap IV )
R(P,X, t ,) - Min h(P , x , v ,t ) cec r pour tout P ,][ , t , .
v ewar'l
La question e !!l: non tr ivia l e e n c e sena IJ'Je r len nou s a SS UTO! q u ' un arqwnent d~
mi nimisa t ion de ft (do nc de penèl M t de el 1II0 i t adm i ssible du point de VlJe de l a
eoyenne en f et L, puisQU' .!!. priori o n n ' a de D:l)"!n ne que s ur une COII'bina lson
lin~aire des de ux , e n l' occurrence l ' hllllli iton i e n H. N4!a N!lOi n8 , 81 fi adme t une
~nne pour tout p , cette hypothè s e e lt s u ffi s e _ nt f orte pour co nc lure. e s s en -
t i e l letnent , 8i fi a u~ uoyenne fi pour t o ut p , a l o rs la. 0 0 ltfV " p exi !!lt.. , alV" p a
une ~nne qu i vau t alV" p , e t ltlV"p vaut f e n c es points
C'est Bur c e t te i dée q ue s ' appuie l a d~IIlO:>n!!l trat ion du th~orème suivant qu i
i de n t i f i e fi llU min 1JnUJll d e h SUI" wad
Nou s 19norerons prov i soireme nt: la d@pendan<:e de H et fi e n x e t t , POUl" ne no us
p r lk>ccu pe r que d e p ,u et: e.
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5. 3 - 'l'tMiorae (5.1)1 Baldltonlen du probl~ ~nnê
l5oient. u ad Und partie fermée non v i d e de If
f • JI? X R+ _) Rn
(!J,e) -) f eu, €!)
L • ~ X R+ - ) R
( u , a ) -) L( u , e )
(H l. ) On sUppoAl!1"a que f et L sont d an s BUC( ll xJ4 ) pour tout~ partie B boeeée de RI'.
(H 2 ) On s uppo s e r a ê<jaiell'llltnt que la minimi s at i o n par r a pport 8l u dans u sd de
l ' fla m l t o n ! en , h (p . u ,€! )oop' f (u , e )+L( u , €!) , l onoque e d éerit ~ e t p déerit
domaine oomlt d e Rn , peut Be faire u n COfIIpact de uad Ind~pendant de p et 9 .
On no t e r a r" l ' en s .. rnble (~ventue lle_nt vide) <'les f o nc t i on s v de 14 d an s
RP, l ocal e ment int~<jrables, III valeur p~sque partout d ans cad telle8 que .
l TT J
o
f ( V( 8 ) , 9 )d9 • une lilllite { ( v ) lorsque T -) + ...
,fT -
et ;: o L( V( 9 ), 9 )d9 a une l iJUt ll!' L(v ) lorsque T -) + ...
Po UT v d an e " ad, o n note h (P , v) la quant1 t~ p ' f (v) + 1:<'1 )
(H]) ~nr1n, on Buppose que. pour tout P dans ",l', l 'haal l tonie n
lI(p,e) - :~w h(p,u ,e) • u n~nne H(P), e -.... t-8l-dire que .
~ (H{P'9)d9 - ) n(p )
o T -) + ..,
Al o lCB. lfa<'l est non vide e t , pour tout p de Rn ,
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SOit E _ tp e Rn, 3 v e wad , H( P ) - hep,v )) ,
I!: étant éventuell_nt v1d.. , pat' f1xe rrp l e a i wa<'I ea t 'V1"'e .
~ous .110na -.onter que E est fenlé et que BOn C<*pl~nta.!.. re eee de mesu r e nu lle .
et donc que E _ IRn
S i E e st v i de , E e llt reeee
Si E est non v 1de , co ns i d é rons u ne s u ite Pn de E conve r ge an t ve n l p d ans
IRn, Vn dans wad t_ l que H(Pn }-h(Pn 'Vn ) ,
Remarquons q ue lea au1t e llJ t (Vn ) et LeVn ) sont 1>orné .. a, pulaque Vn(9 ) rest .. d a na
un CXlII\pact Il: i nd oêpenclant de e e t de n ,
I l .. x:i s t e do nc un e aoua- s u .!.. te ( q ) de (Po ) , a laquell.. on eeeocf e u ne sous- s uUe
"'n de V n ' l e l l e que f (w n ) ait u ne 11Ja1t e f et L("'", ) ait u ne li_ 1t .. L, avee l
Nous a l l ons col'l8tru1re a part1r de s Wn une fo nct i on v dans wad te lle que (v )al ,
Lcv)-L "t h(P ,v)-H(p) , Posons T"o.-() e t , pour n entier )0 , c ho i s i s s o ns un r é el T"n>0
(il en a;dste ) t " l que.
e t d é finiso"'8 _int e na n t v par .
" (9) - " 1'1(9 ) 8i 9 e [T"n ' T"n+l [
Vi s ill l ftllfl'm t v est l ocalement intégrabl e ;\ vale ur presque partout d a n. ~d ,
- 1 19 -
f . t que L(V( .}) • • t œ ."enne L.
, JT -T 0 f ( v(9) .9)d9 - f -
• !T1 l e t ITl l ll~ll1t _jOÂll par (n:~ l ) ~: 1t:(u.e)l- ~
-
T
/• 1- ~ IL Jn f(w ,., ••"" - '1' !2 1" 1"n 0 n-1 n
e t dox>c ~ ( f{ v(9 ),e)d9 - ) i
o 1" - ) + 110
On proc:*Se de lrII!IIW .".c L et llonc 9 .. ",ad
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Or ii eet vis ibl mnent continu .t donc
et: donc h(P, V ) _ H( P ) , P .. E .
b) t. ~u...nl:a1nt de E e.t de __u re nulle
Vue s l e s hypothèse e f alte s, no us savons qu ' li exi . t e une a pp l l c a t ion
_sur ab le u d e R~ dan s uad b el le q ue l
h( p " l , ( p , e ) , e ) - :~~ad h(p,u , S)
avec u borne.e s ur tout B l 14• ., &:-i .... borné de Il;n,
li e a t d onc l eea l eme nt l ipschitz en p , et do nc p r esque p8.rtout dé r l vable ,
Noua allons mon t e r qu 'en p ott. i eet dériYable. f (u(p,,) . , ) adlaet une ~nne ( en
s I , e t ~ cette D:J'Y"'nne _ut BB/ap .
Po ur s imp li fi e r , poso ns F( p , e )-f(u( p ,el ,e) ,
C'.cIIm>ençonl'l par reJIl&rquer que , pour tout ~O, ~O, P e t q dans Rn , on a l
( 1 ) H( p+eq. e~ - H(p, e ) " q ' P'(p, El)
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SOit P un point ob H est d~rlvah1.. e t q un ,H "'ment
re h, tl~ment C<:JalPaCt oJ4l>1I R. SOit T n une lIui t e d lO' r l!of!l s ) 0,
, J~ Tcon~rqeant ve rs + Il> t e lle qu e :; n 0 q F(p,9 )d9 ait. une limit e
1 O! IR qu and n tend Vt'r lJ + oz . Nou s " vons alors , po ur t out O!)O,
(7 ) 0 " 1 _ ii(p+eq~-ii(p) < ii( p )- ii~p-o!q ) + ~t~o!<Jtii(p )
En fa illoUlt tend:. " ve r " 0 no us e n "lk'uieone,
c eci pour t o ut q "ann !t h et donc l
On tri déduit 'lillément qu e ,
et donc , pour p nr>fque t.ou t p do! Jl;n, u(p, .) .. oad
-1 22 -
(Ille E-04l.n d' une pa.rt et qu e , d'autre part, pour tou t p d e IR" , il e~i8t oe \In élément
u d e wad tel que h(p ,u) _ H(p).
COITUle v i s Ullement pour t ou t v de.,-d on all(p,v) OltR(p) , o n e n dédu it que ,
pour tout p de Rn , i l e)tiste uEW"d t e l que .
h ( P , U ) - H(p) - ~:ad b(p, v )
~. la eone a v i t ll d e R e " p es\.: essentie l l e. En ef f et , il suf f i t d.
COtla i dérer l' e xe1llPle suiven t ,
" (p ,O) _ sin(p,O ) p e R , 0 > 0
lno r e ft adlnet une fIlOY'I! nn e pour tout. p e t cett e fIlOY'I!n~ oeil" nulle .
ii - o et (\Onc ~ - o
' P
D' a ut re ~rt i~ - 0 eos( p, 9)
- ~ s i n ( p-r) + ~ ~ COII( pr )
si P - 0
et donc ~ n ' a pIl 9 de moyennt:! .
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5 •• - COrollaire
secs l~B h ypot h è s e B d u t hé o rèlllC ( 5 .1) (pour t ou t .: .t) , III f onct: l o" V du
corol i llire c:lu t~~ (5 .1 ) , 801utlo" de " lllC<)1I1t~ de:
~ (.:.t:) + ii (~ (x,t:) • .: , t ) - 0
Y( Jt, T ) .. 0
r-eprée e n t e l a fo nct ion valeur du problé'Jn(! JnOY'I!'nn4!.
En parti culie r. ilL H vér I fie les hypothèBe. (H l) et ( 8 2) du th~rèllle
(4 . 1) (ou cel le du S b d . l a :UlIn.arque 4 .8 , l aqu elle rellarque " 'l ut évlc:1ell"lllllnt pour
l e p rob lème ~nné) . &loD la f onct I on Taleur du probl hle ( p.) con-l1JI!





A. 1 - Thé()I:~ Fincipe..l
8011;:/'1') 0 ~t f ,( O, 'l' l x IR
eo c (t ,e) I-} f (t , 8 )
1..~t1fiant i~ I ~ 1t C(t: , 8 }de - f( t: ) I T-=~ ~
te(O,Tl
t:-t-T '
So i t A( T ) - T:~ i~~ I ~ 1
t
f (t , e )M-f ( t ) I, po ur '1') 0 ( - )
h EO, T' ]
So it , pour &>0 , 111( 8) - S lip I f ( t , e l - C(t ',e )l
tf (O, T )
t ' f{O ,T)
I t - t " " 11
....
,
et B(t , OI) - ~~_ { 2D tO m(f1)d l!l + t A(~ ll
Sup la( t , <I) 1 -} 0
t .. (O , T 1 .. - } 0
pour _ et 1;:cl..n s r O, 1'I .
~tration 1 Supposons t > .,
( ...) A e s t d écroi lls an t e , bornée p.r 2 11tl l Ion no t e r a A(0 )-11..JnA(T )
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.. 2D J:O m(T)dT + (t-S)A(~),
d' où 1'estimation proposée (m est intégrable car croissante).
Reste à montrer la convergence uniforme de B. Soit 1'»0 Pour:
alors B(t,,,) < 2m(T) 2m(T) ~ A(o) + 2m(T) ~ A(o) A(o) - 1'} ,
pour tout E > o.
Soit D tel que me!) < ...2L (rappelons que m(B) -) 0 )
D 4T 5 _> 0
Alors, pour t " 2m(T)~A(O) r E .. "0 (A est décroissante)
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..........
Al o u Su p 1 i. ( +Tf( T")dT" - f i - ) 0
t >o t T-) +œ




- ) ... œ
n - ) œ
En . f fet, eo it T
n
un ~lé1llent quelconque de l a sult e ""t k l e
quot i e n t de l a d i 9ieon euclidien..... de T p.r T
n
' e t p le l'l' e t e .
t+T T k- l
Al ou 1~ I
t
f ( T)dr - f 1 < T~ j~
... 2 ~ [ nru ... '" Ifll
t+(jh)T~-Ij nf( T)"'_' 1
n t+ j T
n
Sup 1~ jt+Tn f(T)d r - f i '" 2 ~~ r u en - l'l '
t .-o Tn t T
'1'.le 1 ' on peut IlIajo!: e !: par
ceci pou r tOlJ t Tn
So i t do nc , po ur 1'»0 , Tn t.l que
H T
sup 1~ J n 1'( T)dr - f i " i
t >o n t
T ~ " ~ [ IIfl1 ... + li ll
U T
Alora pour tout: 1;)0 on a 1~ It: f ( 1' )d r - f 1< Tl, d ' oo l e J:4sultat.
en 90it d,;:,nc qu e l' hypot hè ae d'uniforait' par r apport .3l. l 'lntecvall.
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d'intégration est très forte
iNoug uuppuserons, dans toute la suite de 1.' annelœ, toutes les fonctions
;r.ér,iodiques en a, 00 a est la variable pax rapport à laquelle on fait la .,yenne,
et de périooe 101.
Commençons par analyser le théorème principal lorsque f est périodique,
en utilisant le fait que la moyenne sur ~ (au sens précédent) est nécessairement
celle sur une période (pour s'en convaincre, prendre Tn=nw)
A.2 - 'l'héott1lle principal., f périodique
f , [O,Tl lt R+ -) Rn
(t,a) -) f(t,a)
E ) 0, s et t dans [O,Tl
continue, périodique en a de
période w.
où m est définie comme dans le premier théorème.
En particulier, si f est Lipschitz en t de constante >., alors
Soit 0 E (!.!;~), où E désigne la part:ie entière ; et
tk--k!~
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Le t ro i s I ème œI1ll(! ft~t nul, o n peut majorer l e tout pI!l.rl
,w
2 D J o III( B)d ll'" 2 "".l Uf H ... ' qui e llt i nférieur a
,W
2 ( It-sl ;; la Il( s)dll'" tibl ll f ll .., )
" 2 ( T IlI( E"' ) ... tiW II f li . 1
:En partIculier , IIi f el!lt LI~lICh it :t e n t de cons t an te Il., on poout: ..... j orer
I Oe xpre lls i o n par 2ew [TIl.+ Il f il . J
l'3Dtation l Nou s poser o n" désorma i ll , pour f app lic a t i on co nt i nue d e R diU\ lI Rn ,
~riodique de période "', n{ f ) ex- .tant 1& pr1a1t 1 _ en ade -.yoennoso nulle de f -
c.
AtJt:n.-lII9nf:: di t ,
e w e
l'l(f )(9 ) - t f (T)d'T - a t -; J ode t f ( T )d T ... i t
Si f dé pe nd d' a lJ1:nts argl. _nt s, IlQté li! g lobalerae nt 17, .. l orli! nou s poserons
l'l( f( o,,) - O(f<1) , 00. E<1 .. st: l O.ppl i c a tion part i e l l e en a "-u
point <1 , et rca::> - t (a )
r........rqoK>n. que pour 9 <Il { O ,W],
1"(f)( e)1<aIl fil (li ... Ii - al 11fil ...... [ ~ t ed9 ] Ileuœ
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En particulier, si If(cr,e>-f«l"',a>l" Àla-a'lve, alors
Imf(a,.»(e) -- Il(f«l"·,.)(S)I" llfi(f(a,,» - TI(f«l"',,»lI
m
A.3 - OOvelop>pEJment d' intéqrale au second ordre
Soit f : [O,Tl x R --) Rn ,périodique en e de période w,
(t,e) -) f(t,e)
continue, de classe C en t, de dérivée T,ipschitz en t de constante À.
Alors, ponr -';)0, pour s et t dans [O,Tl
r t1 f f(T,~>dT - f f(T)dT - En(f(t,.»(~) + .m(f(s,·»(~)1s s" 4 ~? W2.{T À + Il fil m}
+ E1 n (f(e •• »(~) = - E Jtn(~tf(T,.>)(!)dT
E s a E
Or, d' apr.ès ce qui précéde,
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SOit f 1 Rn JI: ro.er JI: R _) Rn
(J[ , t , e ) - ) f (x,t , e )
f continu., Lipsch i t z. e n JI: et t de oene eao e e A, péri od i que "m e
pe r i od e @on A dit péri od e 101 . So it JI:<! e t y d e ux applic a t i o ns ab801Ulllent
cont i n...... de rO, T l dans Rn, que l ' o n ."ppos e vérifia n t ,
( 2 ) ~ - f ( y( t) ,t)
ppt <! (O , TI , x ( o ) - X
o
ppt <! rO , T ) , .(0) - X
o
s up Ix <!(t );'{ tl ! < 2 <!101 f1 AT (T A( .... lI f ( Y)1I CIO) + Itf ( Y)I1 ...}
te ro,Tl
Ilf( y)1I - Sup I f ( Y( t ), t , 9 11
t <!ro,T l
t
IK{ t )-y{ t ) I -l t c f{JI:(8 ) ' 8 , ; l - [ (Y( . I ' .811d .81
t t
.. A I J X( S )-Y (lI l ld S .. Itr f {Y( 8 ) ,S, ;) - f ey( Bl , S ) ld 9 1
Or l e 8eeond t.~ pe ut êt re e s U ._ .. part ir d u th60rème principal.
On a 1 I f ( Y( t ) , t ' 6) - f ( yet' I , t "e>1 < A It-t'I(,,- " 1I~ 1l œ )
Pollon9 dol>C n f ( y )" '" - te (~~~l ,8<!R lf(Y( t ),t , e ) 1
t
Alors 1][( t );'( t)l " A I J X(Sl-Y( S ) ld ll + 2<!...(TA( H IIf (y )1I œ) +
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f : Rn x [O,T] x R __) Rn
(le,t,e) -) f(x,t,S)
continue, péri.odique en S de période fil, de classe C en x et t ;
*est bornée et lipschitz en x de constante l
On suppose qu' il existe XE et y définies COllDlle dans le développement
au premier ordre, et on pose X
2
( t ) ~ n(f(y(t),t,.» et on note
x2( t )( S ) = X 2 ( t , S ) . On définit x 1 ' application de [O,T] dans Rn
~ ... ~ (YCt),t)xJ. + ~(y(t),t,.) X 2( t , . )
Soit /l(V) - t~~I~,TtuP( l~i(YCt),t'S)I, I*Cy(t),t,S)I, 1f(y(t ),t,S)I}
BER
vey) ... 2IlCY)[J. + 4JL(y)eTIl(Y)], cCV) ... 41l(y)eTJL(y)
On suppose que ~iCy(t),t,S)' *CYCt),t,S), fCYCt),t,S) sont Lipschitz
en t de constante "Cy) [ce qui est déjà vrai pour f(y(t),t,S)l.
et Key) = Tl\{y) + v(y»
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dP - 8 1 t -
alors dt - l(y( t),t) '" e n(ii.{y(t), t , . ))( ;;;)f( y( t ) , t)
- t(Y(l ) ,t,;) + ~y{t),t ,;)( P(t ) - y ( t» + II! S( y( t ), t .; )
+ ii< z , t ,.) n{f(z , t , , » - *( Z,t ,O) n(f( z , t • . » (B ) .
S( y (t ) . t , B ) e llt conti nue , peri odiqu e, (le ~I'lne nulle .. t Lipschitz
en t, ElJtt-4t iol\8 sur S I
Soi t ,. ( y ) - Sup 5up( ' * (Y(t) , t' 9 ) I , Ii!( y( t l, t,Bl [ , [ f(Y(t ) , t ,B ) I )
h[O , T ]
e.R
donc IIXI.I1,. '" 214 l'(Y ) Ue1"Jl( Y ) - 1 J et ëcnc :
- 2... l'( y) [ 1. + '' l' ( y ))e'l''' ( Y ) ] _ 14 v ( y )
15( y( t ) , t,9 ) - S(y(t ' ) ,t ' ,9)1
D' apr ès l e t héor l!..... p r inci pal , o n a donc e
, ,
( 2601 IT A(y) + v(y» _ ..... Key )
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t
1J't(t) - pet)! < 1 Jo[f(X(S)'9'~) - f(Y(S)'S.~)
- ~(Y{S).s.~)(P(S)-Y(S»]d91 + .?ü?k(y)
< IIp(S) - y(S)1 2
< l{~[.,.(y).TI'(Y) - 'p(Y' + 'l'(y'1' -1.'.'C'(Y)
22 2 "*" oo
t
IX(t) - p(t)1 < E W [le (y) + k(y)Je •
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