A Bayesian Network Model of Knowledge-Based Authentication by Chen, Ye
Association for Information Systems
AIS Electronic Library (AISeL)
AMCIS 2007 Proceedings Americas Conference on Information Systems(AMCIS)
December 2007
A Bayesian Network Model of Knowledge-Based
Authentication
Ye Chen
University of Wisconsin, Madison
Follow this and additional works at: http://aisel.aisnet.org/amcis2007
This material is brought to you by the Americas Conference on Information Systems (AMCIS) at AIS Electronic Library (AISeL). It has been accepted
for inclusion in AMCIS 2007 Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact
elibrary@aisnet.org.
Recommended Citation
Chen, Ye, "A Bayesian Network Model of Knowledge-Based Authentication" (2007). AMCIS 2007 Proceedings. 423.
http://aisel.aisnet.org/amcis2007/423
Chen: A Bayesian Network Model of Knowledge-Based Authentication-Extended Abstract 
A BAYESIAN NETWORK MODEL OF  
KNOWLEDGE-BASED AUTHENTICATION 
 
Extended Abstract 
 
Ye Chen 
Dissertation Advisor: Dr. Divakaran Liginlal 
Department of Operations and Information Management, School of Business 
University of Wisconsin-Madison 
yechen@bus.wisc.edu 
 
 
Abstract 
In this paper, we adapt a statistical modeling approach to the problem of knowledge-
based authentication (KBA). The study consists of three parts, namely, model selection, 
feature selection, and empirical investigation. First, a nonparametric Bayesian network 
model of KBA is presented, which is grounded in probabilistic reasoning and information 
theory. Second, we propose an approach to feature selection in KBA that is based on the 
principle of maximum entropy with proper underlying probabilistic semantics in the 
security domain. Third, an empirical study extends the analytical modeling to the 
behavioral space of KBA involving both legitimate users and attackers. Our empirical 
investigation is comprised of a pilot study and a large-scale experiment with online 
social networking data. The pilot study validated that the proposed Bayesian model 
makes a sensible approximation to the human cognitive process. Our experiments with 
online social networking data showed that, with the cutting-edge statistical machine 
learning techniques and the abundant data available from the Internet, the guessability 
an attacker would achieve can be significantly improved. The results of the analytical 
modeling and the empirical study bear direct implications to the KBA implementation 
and establish a foundation for future research in the KBA area. 
 
Keywords: Knowledge-based authentication, Bayesian networks, probabilistic model, 
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Introduction 
 
Knowledge-based authentication (KBA) is a method of verifying a claimed identity through challenges 
(questions) and responses (answers), where answers are from the individual’s personal knowledge (factoids) 
and not memorized as is the case of passwords (Hastings et al. 2004; Regan 2004). A prominent example is 
eBay’s consumer authentication service (CAS) (Trilli et al. 2004) which challenges users with questions 
such as: “what was your previous address/street number?” or “what are the last 4 digits of your discovery 
card?” KBA has unique advantages over other authentication methods such as passwords and biometrics, 
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especially in situations where users need to verify themselves less frequently as in credit verification or tax 
filing. KBA is considered convenient for both users (claimants) and verifiers (Lawler 2004). No a priori 
relationship between the claimant and the verifier needs to be established specifically for the sake of 
authentication, since organizations usually acquire the knowledge about the user from previous transactions 
or public data sources such as Social Security Administration (SSA) and Consumer Reporting Agency 
(CRA). These factoids are also relatively effortless to remember, compared with strong passwords (Kaliski 
2005). Moreover, KBA appears to be integral to the identity verification procedures mandated by the USA 
PATRIOT Act (2001). 
 
A fundamental challenge in KBA research and practice is the lack of a mathematical formalism of the KBA 
problem; specifically how to quantify the level of assurance of a KBA system (Burr 2004). To answer this 
question one needs to consider a set of systematic metrics, i.e., guessability and memorability, for the 
individual factoids and the selected factoid vector constituting a KBA system, along with a framework to 
unify these components and their dependency relationships. 
 
Model Selection: A Bayesian Network Model of KBA 
 
We apply statistical modeling approach, specifically Bayesian networks (BNs) (Friedman et al. 1997) to 
KBA (Chen et al. 2007). From the model learning point of view, we can neither readily obtain in practice 
the malicious side of training data from the potential impostors, nor theoretically assume that the inherently 
unpredictable future attacking behaviors can be extrapolated from the past fraudulent data. This challenge 
precludes us from employing the state-of-the-art classifiers such as Support Vector Machines (SVMs) 
(Burges 1998). Instead, we adopt the generative view to model the KBA domain in order to deliver strong 
authentication systems. Formally, 
 
Definition 1: A Bayesian network model for KBA (BN-KBA) is a six-tuple DAG (directed acyclic graph): 
),,k,  x,,(KBA-BN kx
def
EEEy y= . (1) 
The vertices of the DAG  index three types of variables: k)  x,,(  V y= y  is the authenticity of a 
claimant’s identity; },,,{x 21 nxxx Κ=  is the random vector of n selected features or factoids; and 
 is the random vector of knowledge sources. The edges of the DAG 
 represent three types of dependency relationships:  denotes the dependencies of 
all factoids on the class variable;  denotes the dependency edges from knowledge sources to the 
associated factoids; and  denotes the interdependences among factoids. 
},,,{k 21 mkkk Κ=
},,{E kx EEE y= yE
kE
xE
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The BN-KBA model essentially defines a joint probability distribution, in a compact manner, over the three 
types of variables of interest: 
∏
=
π=
n
1i
ii xxppypyp ))(|()k()()kx,,( , (2) 
where  denotes the set of parent nodes of  in the BN DAG. With a learned BN-KBA model, i.e., 
the joint distribution, we can compute the posterior probability of the class variable by Bayes’ rule: 
)( ixπ ix
)e(
)1()1|e()e|1(
p
ypypyp ==== , (3) 
where  denotes entered evidence regarding correctness of responses and trustworthiness of knowledge 
sources. The authentication decision is made by comparing the posterior with a predefined threshold. 
e
 
The BN-KBA model is intuitively appealing in that it captures two key metrics of KBA as the model 
parameters, particularly the likelihoods: 
1. Memorability: )1|1  is the probability that a claimant with true identity 
recalls the factoid correctly. 
()(m
def === yxpx
2. Guessability: )1|  is the probability that an impostor correctly guesses the 
factoid.  
1()(g
def −=== yxpx
 
To estimate the model parameters in Equation (2), we apply two distinct approaches: (1) for the prior 
probabilities, such as  and , and the memorabilities , we use the traditional statistical 
learning methods including the maximum likelihood (ML) and maximum a posteriori (MAP) estimation; 
and (2) for the guessabilities , we adopt a game-theoretic analysis since the data about attacking is 
unattainable, and derive the optimal guessability of a KBA system: 
)( yp )(kp )(m x
)(g x
)x(max)x(*g
Ax
p
∈
= , (4) 
where  is the vector of the selected factoids constituting a KBA system, and A denotes the set of 
possible realizations of x . In other words, a rational attacker should always try the highest frequent 
realizations of the feature vector x . On the other hand, a secure KBA implementation should select 
factoids such that  is minimized. 
x
)x(max(*g
Ax
p
∈
)x =
 
Feature Selection: A Maximum Entropy Approach 
 
Another critical task for KBA design is to select a relevant subset of factoids to achieve the best level of 
security assurance. The challenge lies in how to measure the relevance of a factoid subset. Under an 
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information-theoretic view, a population of legitimate users defines an empirical distribution over the 
selected feature space ; while an attacking strategy can be formulated as another distribution  
that approximates the true distribution . A natural distance measure between these two distributions 
is the cross entropy, thus the feature selection problem can be formulated as the following optimization 
problem: 
)x(p )x(q
)x(p
)f|,(maxarg*f
Ff
qpH
⊆
= , (5) 
where indexes the selected subset of factoids, and  is the set of all available factoids. The closed-form 
solutions to this optimization problem lead to three feature selection criteria, at different granularity levels: 
f F
1. Domain-level feature selection is to select the optimal f  with regard to the average user identity 
id , thus to be used in all subsequent challenge-response sessions. Formally, 
)f|x(maxminarg*f
AxFf
p
∈⊆
= . (6) 
2. Identity-level feature selection is to select the optimal f  with regard to a specific id , thus to be 
adaptive to different identities under attack. Formally, 
)f|x(maxarg*f id
Ff
h
⊆
= , (7) 
where  is the vector realization of id , and  is the entropy of the realization given 
. 
idx )f|x( idh
f
3. Factoid-level feature selection is to select the optimal f  in a stepwise manner such that the 
selection of the next factoid is based on the claimant’s responses to the previous questions, and the 
remaining selected factoids as a whole will give the lowest guessability or the maximum guessing 
entropy. Formally, 
)'f,rx|'x(maxarg*'f prevprevid
'F'f
==
⊆
h , (8) 
where the superscript ‘'’ stands for the remaining factoid vector to be selected, the subscript ‘prev’ 
denotes the previous factoids having been challenged, and r denotes the claimant’s responses. 
 
An Empirical Investigation 
 
The objective of the empirical study is two-fold: both exploratory and confirmatory. The confirmatory part 
attempts to experimentally validate the hypothesis that our statistical model is a sensible approximation to 
the human cognitive process for the KBA problem. The preliminary results show that our statistical model 
captures the principal components of the goodness of a KBA design; specifically, security and convenience 
factors altogether account for 84% of all human subject votes. The exploratory part aims to gain new 
insights into the user perceptions and preferences of the criteria to determine the goodness of a KBA design, 
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and novel attacking strategies from an attacker’s perspective as well. Findings from our pilot study include, 
but not limited to, 
1. Convenience of a KBA system is valued as important as the obscurity (difficulty of guessing) 
variable; 
2. Dependency relationship among factoids is weighted high (the second highest variable in the 
security factor) by both legitimate users and attackers; and 
3. Other novel resources, particularly online social networks, may put imprudent KBA designs at risk. 
 
One intriguing finding from our pilot study is that information disclosure on the Internet has raised serious 
security and privacy concerns. In the context of KBA, the personal knowledge revealed from a variety of 
online sources can be directly or indirectly exploited by imposters to attack a KBA system. Motivated by 
this finding, we further experimentally investigate the security threats posed by online information 
disclosure, specifically from online social networks. Instead of considering the trivial task of locating the 
information that can be directly used for guessing a KBA factoid, e.g., high school mascot, we focus on 
how much hidden knowledge about individuals can be derived from the publicly available online social 
networking data. We plan to apply sophisticated machine learning techniques to learn the underlying 
statistical patterns of these online social networking user profiles. Our preliminary experimental results 
show that, with such a rich data repository and the cutting-edge machine learning techniques, the 
guessability an attacker would achieve can be substantially improved. On the other hand, this framework 
for analyzing self-disclosed data can also be used as a vulnerability analysis tool for KBA implementations. 
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