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Strongly anisotropic magneto-resistance induced by the Zeeman effect in
two-dimensional hole systems
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The Zeeman interaction of relativistic quantum mechanics conventionally has no footprint in
transport. However, the Zeeman interaction of two-dimensional holes with an in-plane magnetic
field couples the spin, the magnetic field, and the momentum, and has terms with different winding
directions. Here, using a symmetric quantum well with zero Rashba spin-orbit, we show that the
conductivity and Hall coefficient depend strongly on the magnitude and orientation of the in-plane
magnetic field. We discuss experimental observation and applications in quantum technologies.
The interaction of semiconductor electrons and holes
with magnetic fields is governed by the classical Lorentz
force as well as the relativistic quantum mechanical Zee-
man interaction. In the context of transport, the Lorentz
force is responsible for the classical magneto-resistance
leading to the ordinary Hall effect, while the Zeeman in-
teraction affects only the spin and typically has only a
weak footprint in the charge conductivity. Nevertheless,
recent years have witnessed the development of materials
and structures in which relativistic quantum mechanical
effects, such as the spin-orbit interaction, play a domi-
nant role [1–4], and in light of this it is natural to ask
how relativistic effects such as the Zeeman interaction
can manifest themselves in transport.
A natural place to search for such effects are re-
cently manufactured state-of-the-art semiconductor hole
devices [6–25]. The impressive progress registered in this
field over the better part of this decade is motivated by
the intense interest in hole systems as building blocks in
quantum computing architectures and as the next gener-
ation of topological materials [26–37]. Holes have large
out-of-plane g-factors and could exhibit strong proximity
coupling to ferromagnets leading to sizable spin-orbit and
spin-transfer torques. Strain can tune the band struc-
ture and ground state. The strong spin-orbit coupling
but weak hyperfine interaction enable low-power electri-
cal spin manipulation [38, 39] and long coherence times
[12, 40–42], while their effective spin-3/2 brings about
physics inaccessible in electron systems [43–49]. Recently
superconductivity was reported in a strongly spin-orbit
coupled hole system [50]. Importantly, strongly spin-
orbit coupled systems paired with superconductors may
enable topological superconductivity hosting Majorana
bound states and non-Abelian particle statistics relevant
for topological quantum computation [51–56].
In this work we demonstrate that the relativistic Zee-
man interaction has a significant and measurable effect
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on both the longitudinal and the Hall components of the
classical magnetoresistance. We consider as our model
system two-dimensional holes confined in a symmetric
quantum well, where the Rashba spin-orbit interaction
[57] is absent. As Fig. 1 shows, the Zeeman interaction
with an in-plane magnetic field gives rise to a sizable
anisotropy in both the longitudinal conductivity and the
Hall coefficient, implying, in particular, that the Hall co-
efficient in this case is not simply a measure of the car-
rier density and the Lorentz force is strongly affected
by the Zeeman interaction. Fundamentally this effect
occurs because, unlike spin-1/2 electrons, holes are de-
scribed by an effective spin-3/2, with projections ±3/2
(heavy-holes) and ±1/2 (light holes) onto the spin quan-
tization axis, which is the axis perpendicular to the inter-
face, denoted here by z. Since they represent the ±3/2
projection of the hole effective spin, heavy holes exhibit
a peculiar Zeeman interaction with an in-plane magnetic
field B‖, which couples the spin simultaneously to the
external magnetic field and to the momentum. It has
long been known that a term ∝ B‖k2 exists quadratic in
the wave vector k [43], while recently a new term was
identified ∝ B‖k4 [5, 58]. These two terms have differ-
ent winding directions and make large contributions to
the velocity operator and hence to the current. They
also give a strongly density-dependent in-plane g-factor
as was observed recently [59].
We consider a two-dimensional hole gas (2DHG) in a
symmetric quantum well subject to a weak out-of-plane
magnetic field Bz (of order milliTeslas) and a strong
in-plane magnetic field (Bx, By) (of order Teslas), with
Bx, By ≫ Bz . The band Hamiltonian is
H0k =
~
2k2
2m∗
+∆1B+k
2
+σ− +∆2B+k
4
−σ− + h.c., (1)
where the first term is the orbital term with m∗ an effec-
tive hole mass and the rest part, known as the Zeeman
Hamiltonian, is equivalent to 12σ ·Ωk having
Ωˆk =
∆1k
2B‖(c2θ+φ +∆k
2c4θ−φ, s2θ+φ +∆k
2s4θ−φ, 0)√
G(k)
.
(2)
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FIG. 1. The correction for the longitudinal conductivity
∆σxx, transverse conductivity ∆σxy , and Hall coefficient
∆RH for (a) GaAs and (b) InAs. We define ∆R ≡ |R−R0|/R0
where R0 is the magneto-resistance or Hall resistance at zero
magnetic field. Here kF = 1 × 10
8 m−1 and B‖ = 1 T. The
values for ∆1 and ∆2 are taken from Ref. [5].
The prefactors ∆1 and ∆2 were calculated for specific
structures in Ref. [58] and can be generically determined
from k · p theory, the details of which we defer to a
future publication. We also use ∆ ≡ ∆2/∆1, while
B± ≡ Bx ± iBy, with Bx(y) the x(y)− component of
the magnetic field, σ± ≡ σx± iσy, with σi the Pauli spin
matrices, G(k) ≡ (∆21k4 + ∆22k8 + 2∆1∆2k6c2(θ−φ))B2‖ ,
θ = tan−1(ky/kx), φ = tan
−1(By/Bx), c(s) refers
the cosine(sine) trigonometric operators, and h.c. stands
for Hermitian conjugate. We neglect the Dresselhaus
spin-orbit interaction [60] and cubic-symmetry Luttinger
terms, since these do not change the interaction with the
magnetic field. We consider cases where B‖ is sufficiently
small so that the lowest order Schrieffer-Wolff approxima-
tion for the Zeeman interaction (Eq. (1)) remains valid.
At a typical density of p = 1.6 × 1011 cm−2, Eq. (1)
applies for B‖ ≤ 3.9 T and B‖ ≤ 2.2 T for GaAs and
InAs, respectively. We ignore Landau levels since, for the
range of B‖ considered in the work, the magnetic length
is at least one order of magnitude larger than the spatial
overlap of the wave function, i.e.
√
~/(eB‖) ≫ 〈z〉. We
do not include higher-order Zeeman interactions ∝ B3‖
[43] since they are approximately 3 orders of magnitude
smaller than the B-linear term, meaning that the B3‖
term only becomes important when B‖ ∼ 30 T.
The peculiar form of the Zeeman interaction in Eq. 1
implies that the in-plane magnetic field in real space be-
comes an effective magnetic fieldΩk in momentum space.
We have plotted this effective field in Fig. 2. As expected,
the texture of the effective field and the energy dispersion
are both strongly density-dependent, with the ∆1 term
dominant at lower densities and the ∆2 term dominant
at higher densities. If either ∆1 or ∆2 is zero the energy
dispersion is isotropic, while if the two are comparable in
magnitude the dispersion is anisotropic. Correspondingly
there exists a density, independent of B, where the two
sub-bands touch. This degeneracy point, which occurs
at low densities, is not considered here, since it involves
a laborious extension of the theory.
The momentum-dependent Zeeman terms produce siz-
able modifications of the longitudinal and Hall conduc-
tivities as B‖ is increased, as well as a large anisotropy in
both as the magnetic field is rotated in the plane of the
sample. The strong anisotropy relative to the orientation
of magnetic field is shown for GaAs and InAs in Fig. 1
which is the central result of this work. This quantum
mechanical effect present for weak momentum scattering,
is temperature-independent and has a strong density de-
pendence. The angular dependence of the Hall coefficient
RH can be used to identify the presence of the two Zee-
man terms. Surprisingly, the Hall coefficient, a classical
probe characterizing the interaction with an out-of-plane
magnetic field, can be used to characterize the relativistic
interaction with an in-plane magnetic field. This natu-
rally also indicates that in an in-plane magnetic field RH
is not simply a probe of the carrier density.
The physical reasons behind this effect are as follows.
The in-plane magnetic field gives rise to a non-trivial
spin texture and to a spin splitting, which renormal-
izes the Fermi velocity of the spin-split sub-bands, as
well as inter- and intra-band scattering times. The net
effect of these processes is a sizable renormalization of
the Lorentz force acting on the holes. This is surprising
for three fundamental reasons. Firstly B‖ does not con-
tribute directly to the Lorentz force but generates an ef-
fective momentum-dependent magnetic field (depending
on the real magnetic field). Secondly, despite the pres-
ence of an effective magnetic field, the Berry curvature
is zero here since the out-of-plane Zeeman interaction is
overwhelmed by disorder. Thirdly, quantum mechani-
cal effects in charge transport, such as weak localization
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FIG. 2. Schematics for the vector field (Ωx,Ωy) with (a) ∆2 = 0, (b) ∆1 = 0, and (c) ∆1k
2 ≈ ∆2k
4 with B‖ = Bx. Panel (d)
shows the Zeeman splitting for ∆1 = 1× 10
−17 meV m2 T−1, ∆2 = −2× 10
−33 meV m4 T−1, p = 1.6× 1011 cm−2, and B‖ =
1 T.
[61] and the Altshuler-Aronov terms in the conductivity
[62, 63], are typically observed in diffusive samples only
at very low temperatures. This is true even when the
Fermi surface remains isotropic, which occurs if only one
of the two Zeeman terms is present. We stress there is
no Rashba spin-orbit coupling, while the Dresselhaus in-
teraction will not alter the dependence of the results on
the magnitude and orientation of B‖.
Fig. 3 shows the extrema of ∆RH as a function of Bx.
The correction ∆RH of the Hall coefficient is maximal
when φ = π/2, 3π/2 and minimal when φ = 0, π, 2π. For
GaAs, the quadratic-k and quartic-k Zeeman interactions
are of the same order of magnitude. Hence, ∆RH changes
sign depending on φ. In contrast, for InAs, the Zee-
man interactions are dominated by the quartic-k Zeeman
term, hence its angular dependence of ∆RH becomes less
important than GaAs.
Experimentally, the quadratic-k and quartic-k Zeeman
interactions can be distinguished in 1D holes by mea-
suring the directional dependence of the electrical con-
ductance [58] or by magnetic focusing [64]. On the
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FIG. 3. The extrema of ∆RH for (a) GaAs and (b) InAs as a
function of the in-plane magnetic field Bx; kF = 10
8 m−1.
other hand, the correction ∆RH can be measured via
the dependence of RH on φ in 2D holes. Observation
does not require ultra-low temperatures or optical se-
tups, and can be used to measure ∆2 and confirm its
existence. Our findings have consequences for quantum
computation since electron dipole spin resonance needs
both the spin-orbit interaction and a magnetic field, and
spin blockade depends sensitively on the in-plane mag-
netic field [35]. A strong ∆2 would mean that an in-plane
magnetic field could be used to tune the Berry curva-
ture and topological properties of two-dimensional holes
proximity-coupled to a ferromagnet or an antiferromag-
net [65]. Furthermore, B‖ could also be used to make
one band nearly flat, increasing the effect of hole-hole
interactions relevant for strongly correlated phases.
We briefly outline our theoretical formalism. The den-
sity operator ρˆ obeys the quantum Liouville equation
dρˆ
dt
+
i
~
[Hˆ, ρˆ] = 0. (3)
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FIG. 4. The anisotropy ζH and ζxx of the Hall resistance
and longitudinal conductivity as a function of hole density,
defined as ζH ≡
∆RH(pi/2)−RH(0)
RH (0)
and ζxx ≡
∆σxx(pi/2)−σxx(0)
σxx(0)
respectively.
4Projecting the density operator onto the states {|ks〉},
where k is the wave vector and s denotes the spin index,
the matrix elements ρˆkk′ ≡ ρˆss′kk′ = 〈ks|ρˆ|k′s′〉. Here we
assume short-ranged uncorrelated impurities such that
the average of potential over impurity configurations is
ni|Uk′k|2/V , where V is the crystal volume, ni is the im-
purity concentration, and Uk′k is the matrix element of
an impurity’s potential. The central quantity in trans-
port is the density matrix averaged over impurity config-
urations, which is also diagonal in wave vector, since the
impurity average restores translational periodicity. We
denote the impurity-averaged density matrix by fk. In
the Born approximation for the impurity potential it sat-
isfies the following quantum kinetic equation
dfk
dt
+
i
~
[H0k +HZ, fk] + Jˆ(fk) = DE,k +DL,k, (4)
whereHZ = gµBσ·B having g, a material specific param-
eter and µB, the Bohr magneton, Jˆ(fk) is the scattering
term in the Born approximation, given as
Jˆ(fk)=
〈
1
~2
∫ ∞
0
dt′[Uˆ , e−
iH0t
′
~ [Uˆ , fˆ(t)]e
iH0t
′
~ ]
〉
kk
, (5)
while DE,k = −(1/~)eE · ∂fk/∂k is the driving term due
to an applied electric field E and DL,k = (e/2~){vˆ ×
B, ∂fk/∂k} contains the effect of the Lorentz force due
to the out-of-plane magnetic field.
The steady-state solution to Eq. (4) can be found as
follows. We perform a perturbation expansion up to first
order in the electric and out-of-plane magnetic fields, and
up to second order in the in-plane magnetic field, mean-
ing that we keep terms up to orderB2‖ . Firstly, we decom-
pose fk as fk = f0k+fEk+fLk, where f0k is the equilib-
rium density matrix, fEk is a correction to first order in
the electric field when Bz = 0, and fLk is an additional
correction first order in the electric and out-of-plane mag-
netic fields. Secondly, we use the equilibrium density
matrix f0k in Eq. (4) with zero out-of-plane magnetic
field, but finite in-plane magnetic field, to obtain DE,k,
from which we obtain fEk. Thirdly, using fEk and with
only fLk on the right hand side of Eq. (4), we solve for
fLk. Finally, the current density is found as the expecta-
tion value jx,y = eTr
[
vˆx,yfk
]
, with vˆ = (1/~) ∂H0k/∂k,
which yields the conductivity tensor σ.
Following the above procedure, the longitudinal con-
ductivity σxx can be expressed as
σxx =
e2τp
2πm∗
k2F
[
1−
(
m∗2B2‖
~4
)(
20∆21 + 104k
4
F∆
2
2 + 44k
2
F∆1∆2c2φ + 2g(φ)
) ]
(6)
where kF is the Fermi wave vector and for the case B‖ = 0, kF =
√
2πp, having p is the 2DHG density, and
g(φ) = − 2
π
∫ 2pi
0
dθcθ
I + J
G(kF )
(
2−
k2FB
2
‖∆1√
G(kF )
)(
2∆21cθ +∆1∆2k
2
F (2c3θ−2φ + 4cθ−2φ) + 4∆
2
2k
4
F cθ
)
, (7)
with I ≡ ∆22k8FB2‖ , and J ≡ ∆1∆2k6FB2‖c2(θ−φ). The
complete expressions for the transverse conductivity σxy
and Hall coefficient RH are given in the Supplemental
Material. The results for ∆σxx, ∆σxy and ∆RH for GaAs
and InAs at B‖ = Bx = 1 T are shown in Fig. 1. Each
exhibits a prominent anisotropy as a function of φ. This
anisotropy arises from the difference in the winding di-
rections and winding numbers of the two Zeeman terms,
which introduce terms ∝ cos(2φ) in the conductivity.
As expected from the behaviour of the dispersion at
low and high densities (Fig. 2), when both ∆1 and ∆2
are present, σxx, σxy, and RH are strongly anisotropic
since the velocity operator depends on the angle φ. The
longitudinal conductivity σxx is enhanced in the direction
perpendicular to the electric field. When either ∆1 or ∆2
is present but not both, σxx, σxy, and RH are isotropic.
In fact, ∆RH is maximal when φ = π/2, 3π/2 and mini-
mal when φ = 0, π, 2π, where φ is the angle between the
electric and magnetic fields. At very high densities the
anisotropy decreases, as seen in Fig. 4, because the quar-
tic Zeeman term∝ ∆2 overwhelms the quadratic, and the
dispersion once again becomes approximately isotropic.
Unlike previous experiments [59], this method allows us
to confirm the existence of the quartic term. However,
measuring ∆1 and ∆2 separately is not straightforward.
To summarize, we have evaluated the magneto-
resistance and low-field Hall coefficient of 2D holes in
a symmetric quantum well in a strong in-plane mag-
netic field, but with no Rashba spin-orbit interaction.
When both ∆1 and ∆2 are present, σxx, σxy, and RH are
anisotropic since the velocity operator depends strongly
on the relative orientation of the electric and magnetic
fields. This anisotropy can be easily detected experimen-
tally. Our work has important implications for electron
dipole spin resonance and Pauli spin blockade in the con-
text of quantum computing, as well as the feasibility of
holes as a platform for topological systems.
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I. THE EFFECTIVE SPIN-ORBIT FIELD AND VELOCITY OPERATOR
The Zeeman Hamiltonian is given as
HSO = k
2B‖
[ (
∆1 cos(2θ + φ) + k
2∆2 cos(4θ − φ)
)
σx +
(
∆1 sin(2θ + φ) + k
2∆2 sin(4θ − φ)
)
σy
] ≡ 1
2
σ ·Ωk, (1)
where ∆1 is the quadratic-k prefactor, ∆2 is the quartic-k Zeeman prefactor, B‖ ≡
√
B2x +B
2
y , Bx(y) is the
x(y)−component of the magnetic field, σx,y are the Pauli spin matrices, Ωˆk · Θˆk = 0, θ = arctan(ky/kx), and
φ = arctan(By/Bx).
The unit vectors corresponding to the effective spin-orbit field are:
Ωˆk = k
2B‖(∆1c2θ+φ +∆2k
2c4θ−φ, s2θ+φ +∆1k
2s4θ−φ, 0)/
√
G(k),
≡ (Ωx,Ωy, 0)
Θˆk = k
2B‖[−∆1s2θ+φ −∆2k2s4θ−φ,∆1c2θ+φ +∆2k2c4θ−φ, 0]/
√
G(k)
≡ (Θx,Θy, 0)
= (−Ωy,Ωx, 0),
(2)
where c(s) stands for cos(sin) trigonometric operators, and
G(k) ≡ (∆21k4 +∆22k8 + 2∆1∆2k6c2(θ−φ))B2‖ . (3)
The velocity operator contains contribution from the orbital motion and spin-orbit interaction, that is
vˆx =
1
~
(∂Horbital∂kx +
∂HSO
∂kx
)
= ~kxm∗ 1 +
B‖
~
([
2∆1(kxcφ − kysφ) + 4∆2(k3xcφ − 3kxk2ycφ − k3ysφ + 3k2xkysφ)
]
σx
+
[
2∆1(kycφ + kxsφ) + 4∆2(−k3ycφ + 3k2xkycφ − k3ysφ + 3kxk2ysφ)
]
σy
)
= ~kxm∗ 1 +
2B‖k
~
[
(∆1cθ+φ + 2∆2k
2c3θ−φ)σx + (∆1sθ+φ + 2∆2k
2s3θ−φ)σy
]
.
(4)
Similarly, the y−component of the velocity operator is
vˆy =
~ky
m∗
1 +
2B‖k
~
[−(∆1sθ+φ + 2∆2k2s3θ−φ)σx + (∆1cθ+φ + 2∆2k2c3θ−φ)σy] . (5)
Note that the x−component of the spin-orbit velocity vˆSO,s ≡ ∂HSO∂kx projected onto σk‖, where σk‖ ≡ Ωxσx+Ωyσy,
reads:
vˆSO,x =
2k3B2‖
~
√
G(k)
(
∆21cθ +∆1∆2k
2(2cθ−2φ + c3θ−2φ) + 2∆
2
2k
4cθ
)
σk‖. (6)
∗Present address: School of Physical and Mathematical Sciences, Nanyang Technological University, 21 Nanyang Link, Singapore 637371.
Email: emarcellina@ntu.edu.sg
2Similarly, the y−component of the spin-orbit velocity vˆSO,y ≡ ∂HSO∂ky projected onto σk‖ reads:
vˆSO,y =
2k3B2‖
~
√
G(k)
(
∆21sθ +∆1∆2k
2(−2sθ−2φ + s3θ−2φ) + 2∆22k4sθ
)
σk‖. (7)
We will need both vˆSO,x and vˆSO,y to evaluate the spin-orbit induced corrections to the longitudinal conductivity σxx
and Hall coefficient RH , respectively.
II. SCATTERING TERMS
The scattering terms, in the first order Born approximation, are given as [? ]
Jˆ(fk) =
ni
~2
lim
η→0
∫
d2k′
(2π)2
|Ukk′ |2
∫ ∞
0
dt′e−ηt
′{
e−iHk′ t
′/~(fk − f ′k)eiHkt
′/~ +H.c.
}
=
ni
~2
lim
η→0
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)
∫ ∞
0
dt′e−ηt
′{
e−iHk′ t
′/~eiHkt
′/~ + e−iHkt
′/~eiHk′ t
′/~
}
+
ni
2~2
lim
η→0
∫
d2k′
(2π)2
|Ukk′ |2(Sk − Sk′) ·
∫ ∞
0
dt′e−ηt
′{
e−iHk′ t
′/~σeiHkt
′/~ + e−iHkt
′/~σeiHk′ t
′/~
}
,
(8)
where ni is the impurity density, Ukk′ is the impurity potential, nk and Sk are the scalar and spin components of the
density matrix, i.e. fk = nk1 + Sk.
With the following definitions:
C ≡ k
2k′2B‖√
G(k)H(k′,γ)
(∆21c2γ +∆
2
2k
2k′2c4γ +∆1∆2(k
2c2(γ−θ+φ) + k
′2c2(θ−φ+2γ))),
S ≡ k
2k′2B‖√
G(k)H(k′,γ)
(∆21s2γ +∆
2
2k
2k′2s4γ +∆1∆2(k
2s2(γ−θ+φ) + k
′2s2(θ−φ+2γ))),
(9)
and
H(k, γ) ≡ (∆21k4 +∆22k8 + 2∆1∆2k6 cos(2(θ + γ − φ)))B2‖ , (10)
where γ is the scattering angle, we evaluate the scattering terms (Eq. (8)) and obtain:
Jˆ(n) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)(1 + C)
[
2δ(ǫ0 − ǫ′0) + {
√
G(k) −
√
H(k′, γ)}2∂
2δ(ǫ0 − ǫ′0)
∂ǫ20
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)(1− C)
[
2δ(ǫ0 − ǫ′0) + {
√
G(k) +
√
H(k′, γ)}2∂
2δ(ǫ0 − ǫ′0)
∂ǫ20
]
,
(11)
Jˆ(S) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ − sk′‖)(1 + C)σk‖ + (sk‖ − sk′‖)Sσk⊥ + (sk⊥ + sk′⊥)σk‖S
+(sk⊥ + sk′⊥)(1 − C)σk⊥
][
2δ(ǫ0 − ǫ′0) + {
√
G(k) +
√
H(k′, γ)}2 ∂
2δ(ǫ0 − ǫ′0)
∂ǫ20
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ + sk′‖)(1 − C)σk‖ − (sk‖ + sk′‖)Sσk⊥ − (sk⊥ − sk′⊥)σk‖S
+(sk⊥ − sk′⊥)(1+C)σk⊥
][
2δ(ǫ0 − ǫ′0) + {
√
G(k) +
√
H(k′, γ)}2 ∂
2δ(ǫ0 − ǫ′0)
∂ǫ20
]
,
(12)
JˆS→n(S) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ − sk′‖)(1 + C) + (sk⊥ + sk′⊥)Sγ
][
2(
√
G(k) −
√
H(k′, γ))
∂
∂ǫ0
δ(ǫ0 − ǫ′0)
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ + sk′‖)(1 − C)− (sk⊥ − sk′⊥)Sγ
][
2(
√
G(k) +
√
H(k′, γ))
∂
∂ǫ0
δ(ǫ0 − ǫ′0)
]
,
(13)
3Jˆn→S(n) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)
[
σk‖(1 + C) + σk⊥S
][
2(
√
G(k)−
√
H(k′, γ))
∂
∂ǫ0
δ(ǫ0 − ǫ′0)
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)
[
σk‖(1− C)− σk⊥S
][
2(
√
G(k) +
√
H(k′, γ))
∂
∂ǫ0
δ(ǫ0 − ǫ′0)
]
.
(14)
Throughout this work, we assume short-range impurities, so that the scattering potential Ukk′ ≡ U is constant and
JˆS→n is zero, so that the momentum relaxation time τp and spin relaxation time τs are given as follows:
τp =
~
3
m∗niU
,
τs = 2
~
3
m∗niU
= 2τp.
(15)
III. SOLVING FOR THE LONGITUDINAL CONDUCTIVITY
A. D(0)
For the zeroth order driving terms we have:
dn
(0)
k
dt
+ Jˆ (0)n→n(n
(0)
k
) = D
(0)
kn , Jˆ
(0)
n→n(n
(0)
k
) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(n(0)k − n(0)k′ )4δ(ǫ0 − ǫ′0).
dS
(0)
k‖
dt
+ P‖Jˆ
(0)
S→S(S
(0)
k‖ ) = 0,
dSk⊥
dt
+
i
~
[
H0k, Sk⊥
]
= Dk⊥.
(16)
n
(0)
k
=
eE · kˆ
~
τp
[
~
2k
m∗
δ(ǫ0 − ǫF)
]
,
S
(0)
k‖ = 0.
(17)
The expressions in Eq. (17) are consistent with the expectation that in the zeroth order spin does not contribute to
conduction.
B. D(1)
For the first order term, there are two contributions to the S
(1)
k‖ , namely one from the electric field driving term,
and another from the coupled scattering term P‖Jˆn→S(n
(0)
k
). More explicitly,
dn
(1)
k
dt
+ Jˆn→n(n
(1)
k
) = −JˆS→n(S(0)k⊥) = 0,
dS
(1)
k‖
dt
+ P‖JˆS→S(S
(1)
k‖ ) + P‖JˆS→S(S
(0)
k⊥) + P‖Jˆn→S(n
(0)
k
) = D
(1)
k
.
(18)
4P‖Jˆn→S(n
(0)
k
) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(n(0)k − n(0)k′ )
[
4
√
G(k)
∂δ(ǫ0 − ǫ′0)
∂ǫ0
− 4
√
H(k′, γ)C
∂δ(ǫ0 − ǫ′0)
∂ǫ0
]
σk‖
=
πni
2~
∫
k′dk′dθ′
(2π)2
|Ukk′ |2n(0)k (cos θ − cos θ′)
{
4
√
G(k)
m∗2
~4k
[ 1
k
∂δ(k − k′)
∂k
− δ(k − k′) 1
k2
]}
σk‖
−πni
2~
∫
k′dk′dθ′
(2π)2
|Ukk′ |2n(0)k (cos θ − cos θ′)
{
4
√
H(k′, γ)C
m∗2
~4k
[1
k
∂δ(k − k′)
∂k
− δ(k − k′) 1
k2
]}
σk‖
= 0.
(19)
P‖JˆS→S(S
(1)
k‖ ) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(s(1)k‖ − s
(1)
k′‖C)4δ(ǫ0 − ǫ′0)σk‖ = D
(1)
k
− P‖Jˆn→S(n(0)k ).
≡ s(1)
k‖
σk‖
1
τs
(20)
C. D(2)
For the second order term n
(2)
k
, the effective driving term D
(2),eff
k
has three contributions: one is from the driving
term, another from the coupled scattering term JˆS→n(S
(1)
k
), and the last one is Jˆ
(2)
n→n(n
(0)
k
).
dn
(2)
k
dt
+ Jˆ (0)n→n(n
(2)
k
) = D
(2)
k
(B2‖)− JˆS→n(S(1)k‖ )− Jˆ (2)n→n(n
(0)
k
) = D
(2),eff
k
, (21)
with
JˆS→n(S
(1)
k
) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(s(1)k‖ − s
(1)
k′‖)(1 + C)2(
√
G(k)−
√
G(k′))
∂δ(ǫ0 − ǫ′0)
∂ǫ0
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(s
(1)
k‖ + s
(1)
k′‖)(1 − C)
]
2(
√
G(k) +
√
G(k′))
∂δ(ǫ0 − ǫ′0)
∂ǫ0
=
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(1 + C)s(1)k‖ (cos θ − cos θ′)2(
√
G(k)−
√
G(k′))
m∗2
~4k
[ 1
k
∂δ(k − k′)
∂k
− δ(k − k′) 1
k2
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(1 − C)s(1)k‖
[
(cos θ + cos θ′)
]
2(
√
G(k) +
√
G(k′))
m∗2
~4k
[1
k
∂δ(k − k′)
∂k
− δ(k − k′) 1
k2
]
= 0,
(22)
and
Jˆ (2)(n
(0)
k
) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(n(0)k − n(0)k′ )
[
2G(k) + 2H(k′, γ)− 4C
√
G(k)H(k′, γ)
]∂2δ(ǫ0 − ǫ′0)
∂ǫ20
=
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2n(0)k (cos θ − cos θ′)
×
{[
2G(k) + 2H(k′, γ)− 4C
√
G(k)H(k′, γ)
]m∗3
~6
[ 1
k3
∂2δ(k − k′)
∂2k
− 3
k4
∂δ(k − k′)
∂k
+
3
k5
δ(k − k′)
]}
= n
(0)
k
nim
∗3
2π~7
B2‖
[
(4∆21 + 24k
4∆22)ξ(γ) + 4k
2∆1∆2Γ(γ)c2(θ−φ) − 20k4∆22Γ(γ)
]
.
(23)
We then solve the kinetic equation for the charge part
Jˆ (2)(n
(2)
k
) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(n(2)k − n(2)k′ )
[
4δ(ǫ0 − ǫ′0)
]
= D
(2),eff
k
. (24)
5n
(2)
k
= τp
{
eE · kˆ
2~
[4
k
∂δ(ǫ0 − ǫF)
∂ǫ0
(
G(k) + ∆2B
2
‖k
6(k2∆2 +∆1c2(θ−φ))
) ]
−eE · θˆ
2~
(4
k
∂δ(ǫ0 − ǫF)
∂ǫ0
∆1∆2B
2
‖k
6s2(θ−φ)
)
− n(0)
k
nim
∗3
2π~7
[(4∆21 + 24k
4∆22)ξ(γ)
]}
.
(25)
D. Solving for the longitudinal conductivity
The current density operator is given as:
j = eTr
[
vˆ.
{
(n
(0)
k
+ n
(2)
k
)1 + s
(1)
k‖ σk‖ + s
(1)
k⊥σk⊥
}]
. (26)
The longitudinal conductivity, evaluated using Eq. (26), is thus given by
σxx =
e2τp
2πm∗
k2F
[
1−
(
m∗2B2‖
~4
)(
20∆21 + 104k
4
F∆
2
2 + 44k
2
F∆1∆2c2φ + 2g(φ)
) ]
, (27)
where
g(φ) = − 2
π
∫ 2pi
0
dθcθ
I + J
G(kF )
(
2−
k2FB
2
‖∆1√
G(kF )
)(
2∆21cθ +∆1∆2k
2
F (2c3θ + 4cθ−2φ) + 4∆
2
2k
4
F cθ
)
. (28)
.
IV. SOLVING FOR THE HALL COEFFICIENT
The Lorentz driving term is
DL =
1
2
e
~
{
vˆ ×B, ∂ρEk
∂k
}
. (29)
We switch coordinate from n(kx, ky) to n(r, θ) with
∂n
∂kx
= ∂n∂k cos θ − ∂n∂θ sin θk ; ∂n∂ky = ∂n∂k sin θ + ∂n∂θ cos θk , and obtain
DL,n =
eBz
m∗
(n
(0)
k + n
(2)
k ) sin θ +
eBz
~

vSO,y

∂s(1)k,‖
∂k
cθ −
∂s
(1)
k,‖
∂θ
sθ
k

− vSO,x

∂s(1)k,‖
∂k
sθ +
∂s
(1)
k,‖
∂θ
cθ
k



 , (30)
and
DL,S =

eBz
m∗
(− ∂s(1)k,‖
∂θ
)
+
eBz
~

vSO,y

∂n(0)k,‖
∂k
cθ −
∂n
(0)
k,‖
∂θ
sθ
k

− vSO,x

∂n(0)k,‖
∂k
sθ +
∂n
(0)
k,‖
∂θ
cθ
k





 σk‖. (31)
Using the kinetic equations
dnk
dt
+ Jˆn→n(nk) = DL,n,
dSk‖
dt
+ P‖JˆS→S(Sk‖) = DL,k‖
,
(32)
the steady-state solution to Eq. (32) reads
nL,nk = DL,nτp,
SL,S‖,k = DL,Sτs.
(33)
6A. Transverse conductivity
Using Eqs. (26), (32), and (32), we evaluate the transverse conductivity. We define the following:
G ≡ G(kF )
H ≡ H(kF )
I ≡ ∆22k8FB2‖
J ≡ ∆1∆2k6FB2‖c2(θ−φ)
K ≡ ∆1∆2k6FB2‖c2(θ+γ−φ)
vx ≡ ∆21cθ+γ +∆1∆2k2F (c3θ+γ−2φ + 2cθ+γ−2φ) + 2∆22k4F cθ+γ
vy ≡ ∆21sθ+γ −∆1∆2k2F s(3θ+γ−2φ + 2sθ+γ−2φ) + 2∆22k4F sθ+γ,
(34)
F1 ≡ (20− (36I + 32J)/G+ 10(I + J)(∆1B‖k2F )/
√
G
3 − ((I + J)/G)2(16− 4∆1B‖k2F /
√
G))s2(θ+γ−φ))s2(θ+γ)
F2 ≡ −2k6F∆1∆2/G((2∆1B2‖k2F /
√
G− 4(I + J)/G)∆1B‖k2F /
√
G)
(
∆21 +∆1∆2k
2
F c2(θ+γ−φ) + 2∆
2
2k
4
F
)
+(2∆1∆2k
2
F c2(θ+γ−φ) + 8∆
2
2k
4
F ))s2(θ+γ−φ)cθ+γsθ+γ
F3 ≡ −s2θ+γ((2∆21 + 4∆1∆2k2F c2(θ+γ−φ) + 12∆22k4F )− (2(I + J)/G)(2 −∆1k2FB‖/
√
G)
(
∆21 +∆1∆2k
2
F c2(θ+γ−φ)
+ 2∆22k
4
F
)
)
F4 ≡ 2k6F∆1∆2/Gs2(θ+γ−φ)cθ+γ((−2∆1k2FB‖/
√
G+ 4(I + J)/G(∆1k
2
FB‖/
√
G))vy +
(
4∆1∆2k
2
F sθ+γ−2φ
+ 2∆1∆2k
2
F s3θ+γ−2φ + 8∆
2
2k
4
F sθ+γ)
)
F5 ≡ −sθ+γ((2∆21sθ+γ − 8∆1∆2k2F sθ+γ−2φ + 4∆1∆2k2F s3θ+γ−2φ + 12∆22k4F sθ+γ) + 2(I + J)/G(2−∆1B‖k2F /
√
G)vy)
F6 ≡ k4F /Gv2ys2θ+γ + (4/G+ 4(I + J)/G2)k4F c2θ+γv2y − 7k4F /Gv2yc2θ+γ − 2(vy
(
2∆1∆2k
6
F (−2sθ+γ−2φ
+ s3θ+γ−2φ) + 8∆
2
2k
8
F sθ+γ/G
)
c2θ+γ)
F7 ≡ (k4F /G)vyvxcθ+γsθ+γ + (4/G+ 4(I + J)/G2)k4F cθ+γsθ+γvyvx − 7(k4F /G)vyvx)cθ+γsθ+γ
−(vy(2∆1∆2k6F (2cθ+γ−2φ + c3θ+γ−2φ) + 8∆22k8F cθ+γ) + vx(2∆1∆2k6F (−2sθ+γ−2φ + s3θ+γ−2φ)
+8∆22k
8
F sθ+γ))cθ+γsθ+γ/G),
(35)
L1 ≡ −(12∆21 + 56∆22k4F + 18∆1∆2k2F c2φ)
L2 ≡ (4/π)∆1∆2k2F
∫ 2pi
0 F1dγ
L3 ≡ (4/π)
∫ 2pi
0
(F2 + F3)dγ
L4 ≡ (8/π)
∫ 2pi
0 (F4 + F5)dγ
L5 ≡ (8/π)
∫ 2pi
0 F6dγ
L6 ≡ (8/π)
∫ 2pi
0
F7dγ
,
(36)
which finally gives
σxy = L1 + L2 + L3 + L4 + L5 + L6. (37)
B. Hall coefficient
The Hall coefficient RH at low magnetic fields is obtained by using
RH = lim
Bz→0
σxy
Bz(σ2xx + σ
2
xy)
, (38)
with σxx given in Eq. (27) and σxy in Eq. (37).
Note that in the absence of spin-orbit interaction, the Hall coefficient is RH =
1
pe with p hole density, σxx =
e2τp
2pim∗ k
2
F.
This can be verified by
j
(0)
y = eTr
(
~ky
m∗
1 .nL,n
)
=
e2Bz
4π
∫
kdk
{2~τpk
m∗2
n
(0)
k
}
=
e3Bzτ
2
p p
m∗2
Ex,
R
(0)
H = lim
Bz→0
σ
(0)
yx
Bz(σ2xx + σ
2
xy)
=
e3Bzτ
2
pp
m∗2
Bz
[
e2τp
2pim∗ k
2
F
]2 = 1pe .
(39)
7V. CUBIC TERMS
Here we consider the cubic symmetry terms in the Luttinger Hamiltonian (i.e. terms proportional to (γ3 − γ2))
(Fig. (V)). At a typical experimental density (p = 1.59× 1011 cm−2, corresponding to kF = 1× 108 m−1), the cubic
terms are negligible. When the density is larger, the cubic terms become more prominent so that the Fermi contour
are no longer isotropic.
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Figure 1: Fermi contour with the cubic terms for (a), (d) p = 1.59 × 1011 cm−2, (b), (e) p = 2.5 × 1011 cm−2, and (c), (f)
p = 3× 1011 cm−2 for GaAs and InAs, calculated using the Luttinger Hamiltonian, d = 20 nm, and B‖ = 0 T.
