Backoff protocols are probably the most widely used protocols for contention resolution in multiple access channels.
all request rates associated with either client i or server j. (Having 'a sub-unit client-server request, rate is a necessary condition for stability for single-server systems.) Our main result is that any superlinear polynomial backoff protocol is stable for any multiple-server system with a sub-unit clientserver request rate. We confirm the practical relevance of our result by demonstrating experimentally that the average waiting time of requests is very small when such a system is run with reasonably few clients and reasonably small request rates such as those that occur in actual ethernets. Our result is the first proof of stability for any backoff protocol for contention resolution with multiple servers. (The multipleserver problem does not reduce to the single-server problem, because each client can only send a single message at any step.) Our result is also the first proof that any weakly acknowledgment based protocol is stable for contention resolution with multiple servers and such high request rates. Two special cases of our result are of interest. Hastad, Leighton and Rogoff have shown that for a single-server system with a 'A version of this paper is currently available by email. Philip D. MacKenzie3
sub-unit client-server request rate any modified superlinear polynomial backoff protocol is stable. These modified backoff protocols are similar to standard backoff protocols but require more random bits to implement. The special case of our result in which there is only one server extends the result of Hastad, Leighton and Rogoff to standard (practical) backoff protocols. Finally, our result applies to dynamic routing in optical networks. Specifically, a special case of our result demonstrates that superlinear polynomial backoff protocols are stable for dynamic routing in optical networks.
Introduction
We study the problem of contention resolution with multiple clients and multiple servers.
We assume that each server handles contention as follows: when multiple clients attempt to access the server at the same time, none succeed. This is the contention-resolution mechanism that is used in an Ethernet channel. Specifically, a client. attempts to access an ethernet channel by sending a message to the channel. If no other messages are sent to the channel at the same time then the client's message is received and the client, receives an acknowledgment. Otherwise, the message is not received and the client must retransmit the message. The clients in the system use a contention-resolution protocol to decide when to retransmit. During the time that a client is trying to send one message, it may generate more messages that it needs to send. These messages are stored in a buffer. An important feature of a good contentionresolution protocol is that, even when messages are generated fairly frequently, the size of the buffers that are used remain bounded.
We use the standard model in which each client generates requests for a given server according to a Bernoulli distribution with a specified mean. Following H&&ad, Leighton and Rogoff [3] , we say that a contention-resolution protocol is stable for the specified request, rates if the expectation of the average waiting time incurred by a message before it is successfully delivered is finite and the expectation of the time that, elapses before the system returns to the initial state (in which there are no messages waiting in the buffers) is also finite. It is easy to see that if a protocol is not stable then the buffers that it requires to store waiting messages grow larger and larger over time and the amount of time that it takes to send each message increases without bound.
1.1
Related Previous Work The most popular protocol that is used for contentionresolution on an Ethernet is the Binary Exponential Baclc@ Protocol of Metcalfe and Boggs [4] . In this protocol each client maintains a counter, b, which keeps track of the number of times that the client has tried to send its message and failed. After it unsuccessfully tries to send a message, it chooses t uniformly at random fromtheset {ll..., 2*} and it retransmits after t steps. (In practice, a truncated Binary Exponential Backoff Protocol is usually used, in which t is chosen uniformly at random from { 1, . . . , 2min{10~bl}, Many works refer to this truncated version as "Binary Exponential Backoff.")
Most of the previous results on contentionresolution protocols concern systems in which the number of clients is infinite.
As [3] explains, these results have limited relevance to the finite case. It has not been shown that the Binary Exponential Backoff Protocol is stable for Ethernets with a finite number of clients. However, there are some related results. In [2], Goodman, Greenberg, Madras and March modify the protocol as follows. If a client has unsuccessfully tried to send a message then on each successive step (until the message is successfully delivered), it retransmits the message with probability 2-". (The decision as to whether to retransmit the message is independent of all previous decisions.) This Modified Binary Exponential Backoff Protocol is similar to the original protocol, but it is not implemented in practice because it requires too many random bits (a random number is required at every time-step).
[2] h s ows that the modified protocol is stable as long as the sum of the request rates, which we refer to as X, is sufficiently small. (The definition of stability that is used in [2] is actually slightly weaker than the one that we use above.) [3] shows that if A > l/2, the modified protocol is unstable.
However, it shows that any Modified Superlinear Polynomial Backoff Protocol (in which a client re-transmits with probability (b + l)-") ' lssa easlongasa>landX<l. t bl In [6], Raghavan and Upfal consider the problem of contention resolution with multiple servers, each of which handles contention in the same way as an Ethernet channel. Note that this problem does not reduce to multiple instances of the single-server problem because each client can send only one message on each time step. Raghavan and Upfal describe a contentionresolution protocol that is stable as long as the sum of the request rates associated with any client or server is bounded from above by a constant A' < 1. The expected waiting time of a message in their protocol is O(log N). This is much smaller than the expected waiting time of messages in any backoff protocol, which they show to be Q(N). However, their protocol is more complicated than a backoff protocol and X' may be small compared to 1, so their protocol may not be stable for high request rates. Furthermore, like the modified backoff protocols, their protocol requires random number generation on each time step. Thus, Raghavan and Upfal's protocol seems unlikely to replace backoff protocols in practice. In [5], Paterson and Srinivasan gave a protocol with O(1) expected waiting time. Paterson and Srinivasan's protocol has the asymptotically smallest expected waiting time of any known protocol. However, like Raghavan and Upfal's protocol, it is complicated and is only stable for sufficiently small X'. Furthermore, Paterson and Srinivasan assume that all processors share some global information about the time. Thus, Paterson and Srinivasan's protocol also seems unlikely to replace backoff protocols in practice and it seems likely that backoff protocols wiI1 continue to be used in practice for contention resolution with multiple servers.
1.2
Our Results The client-server request rate of a system is the maximum over all client-server pairs (i, j) of the sum of all request rates associated with either client i or server j. Having a sub-unit client-server request rate is a necessary condition for stability for single-server systems. Our main result is that any superlinear polynomial backoff protocol is stable for any multiple-server system with a sub-unit client-server request rate.
Our result extends the previous results in the following ways. First, our result is the first stability proof that applies to standard (un-modified) backoff protocols. This is important because the standard protocols are used in practice'.
The special case of our result in which there is just one server extends the result of [3] to standard (practical) backoff protocols.
Second, our result is the first stability proof for any backoff (or modified backoff) protocol for contention resolution with multiple servers. Thus, our result generalizes the result of [3] to the multiple-server case. We say that a contention-resolution protocol is weakly acknowledgment based if each client decides whether to transmit on a given step without knowing l Although standard protocols are used in practice, the system that arises in practice is more complicated than the one that we study because of issues such as message length, synchronization and so on. See [3] for the details.
anything about the other clients other than the number of clients in the system and the results of its own previous transmissions. Our result is the first proof that any weakly acknowledgment based protocol is stable for contention resolution with multiple servers and such high request rates.
One application of our result is the following: When iV processors are connected via a complete optical network (as in the OCPC model [l, i'] ), the resulting communication system consists of N clients and N servers. Thus, the special case of our result in which the number of clients is equal to the number of servers shows that if the sum of the request rates associated with a given processor is less than 1 then any superlinear polynomial backoff protocol can be used to route the messages.
In Section 4 of this paper we confirm the practical relevance of our result by demonstrating experimentally that the average waiting time of requests is small when a multiple-server system is run with reasonably few clients and reasonably small request rates such as those that occur in actual ethernets.
We also show experimentally that polynomial-backoff protocols are much better than exponential-backoff protocols in the multiple-server case, even with low request rates (this is in contrast to the single-server case).
The Protocol
There are many ways to generalize the ethernet backoff protocol to a multiple server protocol. We consider the following generalization, which is natural (and perhaps easiest to analyze).
We have N clients and K servers. For each client i and each server j we have a queue Qi,j which contains the messages that the client i has to send to server j. We use the notation qi,j,t to denote the length of Qi,j before step t. (qi,j,i = 0.) We define a backoff counter whose value before step t is bi,j,t (bi,j,l = 0). The protocol at step t is as follows. With probability &,j, a message arrives at Qi,j at step t. If a message arrives and qi,j,t = 0 then Qi,j decides to send on step t. If qi,j,t > 0 then Qi,j decides to send on step t only if it previously decided to retransmit on step t. If client i has exactly one queue that decides to send, it sends a message from that queue (otherwise, it does not send any messages). After step t, the variables qi,i,t+i are set to be the new queue lengths. If Qi,j decided to send on step t but it was not successful (i.e., either client i did not actually send the message, or more than one message was sent to server j (we refer to either of these events as a collision at queue Qi,i)), then it sets bi,j,t+i to bi,j,t + 1 and it chooses an integer C uniformly at random from (1 retransmit on ss,,.i lp;,t;; -$1)"J 1 and it decides to i,j successfully sent on step t then it sets bi,j,t+i to be 0. In order to simplify the analysis of the above protocol, we use the following equivalent formulation: For each queue Qi,j, we also define a step counter whose value before step t is si,j,t (si,j,i = 1). Then in the new formulation of the protocol, if qi,j,t > 0 then Qi,j decides to send on step t with probability s<;,~. (This decision is made independently of other decisions.) After step t, the step counters are updated as follows. If qi,j,t > 0 but Qi,j did not decide to send on step t then si,j,t+l is set to Si,j,t -1. If Qi,j decided to send on step t but it was not successful then it sets si,j,t+i to [(bi,j,t+i + 1)"j. If
Qi,j successfully sent on step t then it sets si,j,t+l to be 1. (To see that this formulation is equivalent, note that the probability that Qi,j retransmits on a step t' in the range t + 1,. . . , t + l(bi,j,t+l + 1)"J after a collision at step t is l/[(b. z,j,t+i + l)*J. Thus, each step in the range is equally likely to be chosen.)
The Proof of Stability
Following [3] , assume that the system starts in the initial state in which there are no messages waiting in the buffers and let Tret be the number of steps until the system returns to this state. Let Li be the number of messages in the system after step i, and let L,, = lin+,,,(l/n) Cy='=, Lie Let WaVp denote the average waiting time incurred by a message before it is successfully delivered.
Recall that a contentionresolution protocol is stable for a given set of request rates if Ex [VV&] and Ex [T&] are finite when the system is run with those request rates. By a result of Stidham [8] , the fact that Ex[W,,~] is finite follows from the fact that Ex[Lavz] is finite.
The main result of our paper is that the protocol described in Section 2 is stable as long as CY > 1 and the system has a sub-unit client-server request rate. The condition that the system have a sub-unit client-server request rate is necessary in a single-server system. For the worst case multiple-server system (a system with the same number of clients and servers), the condition may reduce the usable bandwidth by up to a factor of 2.
The starting point for our proof is the proof of [3], so we begin by briefly describing their proof. We use the notation of [3] in our proof whenever it is possible to do so.
3.1
The Stability Proof of H&tad, Leighton and Rogoff The proof of [3] analyzes the behavior of a Markov chain which models the single-server system.
The current state of the chain contains the current queue lengths and backoff counters for all of the clients. The probabilities of transitions in the chain are defined by the protocol.
The authors define a potential function which assigns a potential to each state in the chain. If the chain is in state s just before step t, the potential of state s is defined to be POT(s) = 5 ~i,t + 2 (bi,t + l)a+"2 -N.
The potential function is used to prove that Ex[T,,J and Ex[L& are finite. The proof in [3] has two parts. The bulk of the proof establishes the fact that there are constants 5, d and V such that for any state s with potential at least V, there is a tree of depth at most d of descendant states over which the decrease in the square of the potential is at least SPOT(s). The proof of this fact has three cases.
1. If state s contains a queue &i that will send and succeed with overwhelming probability, then the authors consider the complete tree of depth 1, and show that the expected decrease in the square of the potential is sufficiently large. 2. Otherwise, if state s contains a queue Qi with a big backoff counter then the tree that they consider is the complete tree of depth 1 or 2. Since the backoff counter of Qi is big, the potential decreases significantly if Qi succeeds in sending a message, They show that this happens with sufficiently high probability that the expected decrease in the square of the potential is sufficiently large. 3. In the remaining case, they show that with reasonably high probability, a long queue (which we call the control queue) takes over and dominates the server for a long time, sending many messages. Specifically, the tree that they consider consists of long paths in which the control queue dominates the server (the potential decreases significantly on these paths) and of short branches off of the long paths in which something goes wrong and the control queue loses control. The potential may increase on these short branching paths. However, it turns out that it does not increase too much, so over the tree, the expected decrease in the square of the potential is sufficiently large. The second (easier) part of their proof shows that, given the fact that each state with sufficiently large potential has a tree as described above, Ex [Lavs] and Ex [&] are finite.
The first case that we consider is the case in which every backoff counter in s is small. Suppose that Ql,r is the longest queue in s. (We call Qr,i the control queue.) In the single-server case, [3] finds a tree of depth U rooted at s such that with reasonably high probability, &1,1 sends successfully on most of the U steps. When this occurs, the potential goes down because aImost U messages are sent whereas at most XJ messages are received. (The tree is defined in such a way that the backoff counters, which start small, do not increase the potential by too much) 3. The use of step counters in our potential function is motivated by the following problem (which we describe in the single server case). Suppose that s is a state with two queues &I and Q2 that have step counters equal to 1, but huge backoff counters.
In this case, with probability 1, Qr and Q2 collide on this step, and increase their backoff counters. If the potential function of [3] were used, this would cause a massive increase in potential. This is not the case with our potential function.
Our proof is structurally similar to that of [3] in that we first show that for every state s with POT(s) 2 V there is a tree of depth at most V -1 rooted at s such that the expected decrease in the square of the potential over the tree is at least POT(s) and from this we prove that Ex[T'@t] and Ex [L,,] are finite. Our proof of the first part is broken up into cases. However, we do not use the same cases as [3] . For instance, our potential function prevents us from considering the first case of [3] in which a single queue sends and succeeds with overwhelming probability. The problem is that this single queue only reduces the potential by 1, whereas the step counters of the other queues cause a larger increase in potential. #so the potential increases (assuming K > A-r).
One possible solution to this problem involves modifying the potential function to give different "weights" to messages depending upon the distribution of queue sizes or backoff counters.
However, this solution seems to cause other difficult problems, and thus does not seem to help.
Our solution to the problem is approximately as follows.
We define a tree of descendant states of depth U such that with reasonably high probability &r,r successfully sends on most of the U steps, and the part of the potential that is attributed to client 1 and server 1 goes down. Next, we wish to prove that the part of the potential that is attributed to the queues that do not have client 1 or server 1 (we refer to these queues as free queues) does not go up too much over the tree. Since the free queues constitute a strictly smaller system, we are able to use an inductive argument to prove that their potential does not increase too much. However, the inductive argument is complicated by the fact that the free queues interact with the other queues. The details are given in Case 1 of our proof.
Cases 2 and 3 of our proof are similar to cases in the proof of [3] . In both cases, s contains a backoff counter that is sufficiently large such that, with sufficiently high probability, the queue with the large backoff counter sends and succeeds and decreases the square of the potential.
Our fourth (and final) case is motivated by a problem that can occur when s has a queue Qi,i with a big backoff counter.
In the single-server case, [3] either finds a queue Qil,il that will successfully send with overwhelming probability, or shows that with sufficiently high probability Qi,j sends successfully within 1 or 2 steps (as in our Cases 2 and 3). As discussed above, even if Qi,,j, sends successfully, the potential may not decrease.
However, Q~I ,j I might prevent Qi,j from sending successfully.
Thus, the approach of [3] d oes not suffice in the multiple-server case. We solve this problem by showing that unless it is sufficiently likely that Qi,i (or some other queue with a big backoff counter) sends successfully within some reasonable number of steps (in which case we are in Case 2 or 3), we can identify a control queue that dominates its server as in Case 1. This does not suffice, however, because there may be free queues with big backoff counters. Although we can guarantee that at any given step t the expected potential of the free queues does not increase too much (even if they have large backoffcounters), we do not know of a way to guarantee that at any given step t the expected square of the potential does not increase too much in this case. We solve this problem by identifying several control queues GOLDBERG AND MACKENZIE rather than just one, so that the free queues never have big backoff counters.
Unfortunately, we cannot ensure that all of our control queues decide to send at the beginning of our tree. In order to make sure that the potential goes down, we must make sure that with reasonably high probability these delayed control queues succeed whenever they finally do send. (Otherwise, they may never send again and the potential would go up.) To ensure this, we identify temporary control queues which dominate their servers for a while, blocking any queues that may send messages which collide with the messages of the delayed control queues. After a temporary control queue stops being a control queue it becomes a free queue. Thus, we also have delayed free queues and we have to argue about the increase in the square of the potential of the delayed free queues as well as that of the ordinary free queues. This situation is described in Case 4 of our proof.
3.3
Markov Chain Lemmas A natural concept about Markov Chains we use is that of a tree of descendent states from a given state s. Let the root node be ((s),to). Now for each node ((Vl,~2,..*, r), i) at level i, and for each transition P 4 T' in the Markov chain, let ((s, ~1, ~2, . . . , T, P'), i+l) be a child of that node. When there is no confusion, we often refer to a node simply by the last state in its list of states. Assuming there is a potential function defined on the states of the Markov chain, we define the potential of a node to be the potential of the last state in its-list.
We say a Markov Chain with non-negative potentials assigned to each state is V-good if it satisfies the following properties.
1.
2.
3.
4.
If a state s has potential POT(s) 2 V then there is a tree of depth at most V -1 rooted at s such that the expected decrease in the square of the potential over the tree is at least POT(s).
For any V' 1 V and for any state s with POT(s) 5 V', every transition from s is to a state with potential at most 2V'.
The number of states with potential less than 2V is at most 2'. From each state s with POT(s) 5 V we can define a canonical path of length at most 2V to the unique state with potential 0 such that when the chain starts at s the probability that the path is taken is at least 2-". For the next lemma we extend a Markov chain with interrupt steps, which are steps in which we externally modify the transition probabilities of the chain. (Each step could modify the chain in a different way.) The timing and modification of these interrupt steps will be defined independently of the chain itself. LEMMA 3.3. Consider a V-good Markov chain extended with a set of interrupt steps M, such that this extended Markov chain has the property that for any state s, the expected increase in potential in one step is at most z, whether or not the step is an interrupt step. If we start at state s then the expected potential at step t of this extended Markov chain is at most
POT(s) + (/MI + ~)((2V)~2~' + 2).
Proof, Omitted due to space considerations. Def:
POT,, = lim,,, i Cy=i POT;. 
3.4
The Proof Now we are ready to prove stability of the N client, I< server system a defined in the introduction. THEOREM 3.1. Suppose that we have an N client, K server system and message bound A c .l. Then there is a constant V such that the system corresponds to a V-good Markov chain. From Lemma 3.4 we get the following corollary.
COROLLARY 3.1. Suppose that we have an N client, K server system and message bound A. Then there is a constant V such that Ex(POT,,) 5 22v(2V)2 and Ex(T,t) 5 (2v(ZV)2 + V)2"'. Proof [of Theorem 3.11 We proceed by induction on K. The case K = 0 is trivial with V = 1 so assume that the theorem holds for any K' server N' client system with K' < K (more specifically, with constant VK~,N~,A). We will show that it holds for a K server N client system. That is, we must define a constant V such that the Markov chain is V-good. (Note that we only need to prove the Theorem holds for large N, since this will imply the Theorem for smaller N, using the same V.)
Given large enough V, Conditions 2 and 3 follow directly from the definition of the ethernet system. Condition 4 is shown to hold in the full version. The rest of this subsection proves that Condition 1 holds for a V which will depend on N, K, X, and V' = maxK'<K,N'<N VK~,NJ,X. That is, we seek to prove that if a state s has potential POT(s) 2 V then there is a tree of depth at most V -1 rooted at s such that the expected decrease in the square of the potential over the tree is at least POT(s). In order to help the reader follow the proof, we note that the variables that we will use in the proof will satisfy the following inequality.
We will assume in the proof that each variable is chosen to be sufficiently large with respect to the smaller variables. We will have W = R/2 and 2 = W1/(2") -2.
Fix a state s with POT(s) > V and suppose that the Markov chain is in state s right before step to. We show that Condition 1 holds by splitting the analysis into cases, depending upon which (if any) of the following properties hold.
2 3 every backoff counter bi,j,t,, is less than B, there is a backoff counter bi,j,t, 2 2 such that with probability at least
(1 -A)K58-KN4(bi,j,t, + 5)-"2-KN, queue Qi,j succeeds at least once during steps to , . . . , to + 4 and every other queue Qil,j~ decides to send on step t (for t E {to,. . . , to + 4)) only if
there is a backoff counter bi,j,t, 2 B such that with probability at least
(1 -v K(4++,-KN4(bi j to + R + 4)-0~-2aKNR, I 1 queue Qi,j succeeds at least once during steps to , . . . , to + R + 3 and every other queue Qi,,jj decidestosendonstept(fortE{to,...,to+R+3}) only if sij,jf,t 5 R2a. In our analysis we use the following random variables: We let 6 denote the change in potential over a path in the tree of descendant states and we let A denote the change in the square of the potential over a path in the tree of descendant states.
We will use the following notation.
Let Pij,t and pi*,j,2 be random variables which are uniformly distributed over the unit interval. We can now describe our protocol in terms of these variables. We will say that a message arrives at &i,j at step t if pi,j,t 5 Xi,j. If qi,j,t > 0 then Qi,j decides to send on step t if PT,j,t 5 .v;;,~. The progress of the Markov chain describing our protocol (which we call M) depends only the values of the p and p* variables. Thus, the branching at depth t in our tree depends on the values of the random variables Pi,j,t and Pzj t. In three of our cases, the states that we use for our tree are combinations of the states of Markov chains that are similar to M rather than states of M itself. (In Cases 2 and 3, all of the chains start in state s at step to and run with the p and p* values that are associated with the path in the tree. In Case 1, we argue about step to separately, and the chains then start in a fixed state s' (dependent on s) at step to + 1.) In order to define the states that we consider in our tree, we define, for every queue &i,j, a new Markov chain Mi,j.
In the chain Mi,j, queue &i,j follows the protocol, but all of the messages that it sends collide with messages sent by some external source. None of the other queues participate.
We use the notation q$j,t, bzjIt and sfjtt to denote the queue lengths and counters when Mi,j' is run. The progress of Mi,j is a function of the random variables pi,j,t and Pf,j,t. For every queue Qd,d, we define a new Markov chain Md. In the chain Md, the queues in {Qi,j 1 i = d or j = d} follow the protocol, but the other queues do not participate.
We use the notation Q tj,t' bt,j,t and "id,j,t to denote the queue lengths and counters when Md is run. Note that if all of the chains are started at step to then Q~j,to+l = d Qi,j,to+l = Qi,j,to+l * Similarly, each queue has the same initial counters for all three chains. Recall that in Case 1, we start the individual chains in a fixed state s' at step to + 1. Thus, in Case 1 q~j,t,+l = Qi,j,to+l = Qid,j,t,+l. Similarly, at step to + 1, each queue has the same counters for all three chains.
3.4.1
Case 1 Property 1 holds: When the Markov chain is started in state s right before step to with POT(s) 2 V, every backoff counter bi,j,t, is less than B.
Without loss of generality, we assume that &I,1 is the largest queue in state s. We call &I,1 the control queue and any other queue with client or server 1 a slave queue. We call the other queues free queues. Recall that our goal is to show that there is a tree of depth at most V -1 rooted at s such that the expected decrease in the square of the potential (over the tree) is at least POT(s). We will let U denote the depth of this tree. (We will choose U such that ql,l,to 2 U.) As we stated above, the branching in the tree depends upon GOLDBERG AND MACKENZIE the values of the p and p* variables, so by fixing the values of the variables pi,j,t and pt,j,t for all i and j and all t 5 to + U -1 we fix a path p of length U. We define b(p) as follows: For every slave queue Qi,j, and every step t > to + 4, if Qi,j has btj,t < R1la and it decides to send on step t in Mi,j, then t is in U~,j(p). Let U'(P) = {t I Qi,j is a slave A t E ailj(p)). Let u(p) = u'(p) U {t + 1 5 to + U -1 1 t E u'(p)}. Let Q(P) denote the kth step in cr. We say that path p is good if it satisfies the following conditions. 1.
2.
4.
5.
6.
7.
At step to, no message is received at any queue, the control queue decides to send in M, every other queue Qi,j with q$j,to > 0 and S~j,to 2 5 decides to send in M, and no other queue Qi,j decides to send in M.
At step to + 1, no message is received at the control and slave queues, the control queue decides to send in Ml, every slave queue Qi,i with qtl,t,+l > 0 and s+ , i to+l 5 4 decides to send in Mi,l, and no other slave queue Qi,j decides to send in Mi,j.
At step to + 2, no message is received at the control and slave queues, the control queue decides to send in Ml, every slave queue Ql,j with q;clj,to+z > 0 and s+ l,j,t0+2 5 3 decides to send in Ml,j, and no other slave queue Qi,j decides to send in Mi,j.
At step to + 3, no message is received at the control and slave queues, the control queue decides to send in MI, every slave queue Qi,i with qtl,to+3 > 0 and s+ i,l,t0+3 5 3 decides to send in Md,l, and no other queue Qi,j decides to send in Mi,j.
At step to + 4, no messages are received at the control and slave queues, the control queue decides to send in M 1, and every slave queue Qi,j does not decide to send in Mi,j For each slave Qr ,j , and each t E 6:,j(p), t # to mod 2. Also, for each slave Qi,i, and each t E u,!,~(P), t = to mod 2.
For every step Q(P) E U(P), P;,~,,,(,) L (k + I>-".
If t is in u(p), and Qi,j is a slave queue with b+ i,j,t > R 'ia, then Qi,j does not decide to send on step t in Mi,j.
If t is not in U(P) and Qi,j is a slave queue with btj,t > RI/" which decides to send on step t in Mi,j then, for any t' in the ranget-2a-1,... with b~,j,,t, > , t, there is no slave queue Qij,j, RI/" that decides to send on step t' in Mit,jl.
If Qi,j is a slave or control queue then for every t in the range to 5 t < to + U, pT,j,t > 2(WQ log(U))? 8. For every slave queue &i,j and any t in the range to 5 t 5 to+U, we have (btj,, + l)L1'~-s~j,tl-t-((bzj,to + l)a+' -s:~ *,l-') 5 2c VI-* where c is a constant de&ed in the full version of the paper.
9. For any t in the range te + 5 5 t < to + U, the number of messages received by the control and slave queues during steps to + 5,. . . , t is at most qt -to -4) $ Pi2 log u.
The tree that we consider will be the tree consisting of every good path of length U plus every child of every internal node of such a path. We will show that for this tree Ex[A] 5 -POTt,.
The key to showing this will be to prove that with sufficient probability a good path is taken when the chain is run. The properties in the definition of "good" deal with the Markov Chains Ma and Mi,j.
However, we will prove that in the internal nodes of our tree, the state of M is related to the states of Md and Mi,j.
Thus, we will be able to show that for this tree Ex[A] 5 -POTto.
As in [3], we will use the equality
Thus it is sufficient to show that Ex[a] 5 -1 and Ex[J2] 5 POTt,. Let E be the event that a good path is taken when the chains are run. (That is, E is the event that all the conditions in the definition of "good" hold for U steps.) First we take care of the free queues. We can show that if the free queues are run independently, they define a Markov chain which (by induction) is V'-good. Adding the control and slave queues causes this Markov chain to be extended with interrupt steps. Over any path in the tree, the number of interrupt steps is bounded, and using Lemma 3.3 we can bound the expected increase in potential due to the free queues. (Details are omitted.)
Given the bound on the expected increase in potential of the free queues, the remaining analysis of this case is similar to Case 1 of [3] and is omitted.
3.4.2
Case 2 The analysis of this case is similar to Case 2 in [3] , and is omitted.
3.4.3
Case 3 The analysis of this case is similar to Case 2 in [3] , and is omitted.
3.4.4
Case 4 None of Properties l-3 hold. In order to define the terms that we need for this case, we consider a run of the chain for steps to,. . . , to + 3 in which no messages arrive and &i,j decides to send on step t if qi,j,t > 0 and si,j,t 5 8 -t + to. Note that if qi,j,t,,+d > 0 and Si,j,to+4 = 1 then Qi,j succeeded in sending on step to + 3 (SO bi,j,t,+d = 0). If qi,i,to+4 > 0 and Si,j,to+4 > 1 then Si,j,to+4 > 4.
We use the following definitions, We say that queue Qi,j is forced on step t if qi,j,t > 0 and Si,j,t = 1. We say that it is almost forced if qi,j,t > 0 and Si,j,t 2 2. We say that queue Qi,j is short if qi,j,t0+4 < R/2. Otherwise, we say that it is long. If j # j' we say that Qi,j client-co@icis with queue Qi,j,. If i # i' we say that Qi,j server-conflicts with queue Qil,j If Qi,i client-conflicts or server-conflicts with Qi,,j, then we say that Qi,j conflicts with queue Qi,,j,. A queue Qi,j is a potentially active queue if qi,j,to+4 = 0 and Xi,j > 1/R2. A queue &i,j is a working queue if qi,j,to+4 > 0 and Si,j,t0+4 < R2a. A queue is called a potendially working queue if it is a potentially active queue or a working queue. A queue Qi,j is a blocking queue if it is potentially active or it has qi,j,t,+b > 0 and bi,j,to+4 < R2ja -2.
In the full version we show that we can split the queues into solid control queues, delayed control queues, temporary control queues, slaves, and free queues, such that certain conditions are satisfied. (The exact statements of the conditions are omitted due to space considerations. Basically, they state that solid and delayed control queues are able to to take over and maintain control of their respective clients and servers, and that only slaves of solid and delayed control queues are able to have large backoff counters.)
Then we show that if these conditions are satisfied, there is a tree of depth at most V -1 rooted at s such that the expected decrease in the square of the potential over the tree is at least POT(s). We will let W denote the depth of this tree.
In our proof, we use the following terminology. We refer to solid and delayed control queues as permanent control queues and we refer to slaves of these control queues as permanent slaves. All other slaves are called temporary slaves. We refer to temporary slaves and temporary control queue as delayed free queues. Without loss of generality, we assume that the permanent control queues are queues Qi,r through Qp,r, and that the temporary control queues are queues Qr+r,r+r through Q f',Y'> ordered by &&&to+4 in decreasing order (i.e., q+,e,t,,+4 5 qr+l,r+l,to+4). If Qi,j is a she queue ad m = min(i, j} then we refer to Q,,,,,,, as the primary control queue of Qi,j. We associate a threshold value hi,j with each queue Qi,j as follows. If Qi,j is a permanent control queue then hi,j = to + W. If it is a temporary control queue then hi,j = to + 4 + min(W1j2, qi,j,to+4). If it is a free queue then hi,j = to + 4. The threshold value of each slave is equal to the threshold value of its primary control queue. If hi,j < to + W then we will say that Qi,j is a free queue at the start of step hi,j.
As in Case 1, the branching in our tree depends on the values of the p and p* variables, so by fixing the values of the variables ~i,j,t and ~t,~,~ for all i and j and all t _< to + W -1, we fix a path p of length U. We make the following definitions for path p: For every slave queue Qi,j, let ti,j denote the first step after to + 3 on which Qi,j decides to send. If ti,j < hi,j then let B:,j(p) = ti,j and put ti,j in U'(P). Otherwise, let U:,j(P) = 00. Let g(p) = 6' U {t + 1 5 to + W -1 ] t E u'(p)}. Let urn(p) denote the Lth step in a(p). Let td denote the first step after step to + 3 at which control queue Qd,d decides to send. If i!d < tc + 4 + W1j2 then let Td(p) = td. Otherwise, let rd(p) = oo. We say that path p is good if it satisfies the following properties.
2.
4.

5.
7.
8.
9.
On each step t, (to 5 t 5 to + 3), no messages arrive and Qi,j decides to send iff qi,j,t > 0 and si,j,t 5 8 -t + to. If Qi,j is a slave queue and qi,j,r,+d > 0 then for all t (to + 4 5 t < hi,j), Pf,j,t > 2(W log W)-l. If' Qi,j is a slave queue and qi,j,t,+d = 0 then for all t (to + 4 5 t < hij), Pi,j,t > 2(Wlog W)-'.
During the first t steps, the number of messages received by the permanent control and permanent slave queues is at most r(Xt + W1i2 log W).
The tree that we consider is the tree consisting of every good path of length W plus every child of every internal node of such a path. We show that for this tree, Ex[A] 5 -POT*,.
The key to showing this is to prove that with sufficient probability a good path is taken when the chain is run. Let El be the event that a good path is taken when the chain is run. (That is, El is the event that all conditions in the definition of "good" hold for W steps.) For each queue Qi,j, let Ez,i,j be the event that Qi,j decides to send at step t (to+4 2 t < hi,i) with bi,j,t > (Wlog W)""-1 and si,j,t > (bi,j,t + 1)"/2. Let E2 = Ui,j Ez,i,j* Let E3 be the event El V E2.
We take care of the free queues as in Case 1. (This is slightly complicated by the fact that we also must deal with delayed free queues.)
Given the bound on the expected increase in potential of the free queues, the remaining analysis of this case is similar to Case 1, except that (1) we must show that all solid and delayed control queues send and succeed on most steps, and (2) This concludes the proof of Theorem 3.1.
Experimental Results
We have shown in Section 3 that for any multiple-server system with a sub-unit client-server request rate, any superlinear polynomial-backoff protocol is stable. Thus, the expectation of the average waiting time of requests, Ex(W&, is finite. In practice, it would be useful to have more information about Ex( Wavp). H&&ad et. al 133 have shown that for large numbers of clients, Ex(Wavg) is large. In particular, Ex( Wavg) = a(N), where N is the number of clients. Despite this lower bound, we show experimentally that the average waiting time is very small when the system has reasonably few clients and reasonably small request rates such aa those that occur in actual ethernets. Table 1 shows that with Table 2 shows that with X = .3 and not too many clients, quadratic backoff has small average waiting time as long as K < N. (The average waiting time of the "4' entries did not seem to converge after l,OOO,OOO iterations.)
H&tad et. al [3] have shown that when the request rate exceeds .567, exponential backoff is unstable for single-server systems. However, exponential backoff continues to be used in practice for contention resolution in ethernets.
Perhaps the reason for this is that exponential backoff works well in practice for singleserver systems with reasonably few clients and reasonably small request rates. (This is demonstrated in Figure 1. ) By contrast, we show that exponential backoff is much worse than quadratic backoff in the multipleserver case, even with small request rates. (Th is is demonstrated in Figure 2 . The backlog measured in the graph is the total number of requests waiting to be serviced. 
