Introduction
In this paper we examine and extend some properties of a novel graphcoloring based load balancing algorithm proposed by the authors in 6]. A formal analysis of the algorithm was presented in 5] . A main contribution of this paper is to make a connection between that analysis and a commonly used performance measure -the average response time. We also extend an optimality result proved in 5] where we showed that one (linear) version of the algorithm is optimal for binary n-cubes. In this paper we consider a generalization of the binary n-cubes that we call Hamming graphs, and show that the linear version is optimal for this larger class of graphs as well.
In section 2 we review the two versions of the load balancing algorithm. In section 3 we consider performance measures for the algorithm, including the commonly used measure of average response time. In section 4 we consider the generalization of our prior work to the more general class of binary Hamming graphs.
A Load Balancing Algorithm
Our model of a processor network is an undirected graph, G = (V; E), whose nodes, V = fv 1 ; : : :; v n g, are processors, and whose edges, E = fe 1 ; : : :; e m g, In the following we will always assume that an edge coloring, E 0 ; : : :; E r?1 is given. We can now give the framework of both variants of the algorithm. Both 5] , and this paper are largely concerned with providing a rational basis for the value to be given the loop limit, S, in the following algorithm.
LBA: Load Balancing Algorithm
For t = 0; : : :S Do h t mod r For (v i ; v j ) 2 E h ParDo Balance(v i ; v j )
End ParDo End Do
We can de ne the routine, Balance(v i ; v j ), in two ways. Either way, if L i = L j , then there is no load exchange. Otherwise, in the linear case, nodes v i and v j both receive the load (L i + L j )=2. This redistribution of loads assumes that loads are rationals. In the integer case, one node receives b`c and the other receives d`e, where`= (L i + L j )=2. In the integer case, loads are constrained to be integers. This is more realistic than the in nite divisibility of loads under the assumption that they are rationals. We will refer to the linear case as LBA, and the integer case as ILBA, for integer LBA.
The reader has probably noticed that balancing in the integer case is incompletely speci ed since it is unclear which node receives the lesser amount. In the analysis of 5] it turns out that, up to a threshold, any consistent assignment scheme yields similar results. The e ect of this indeterminacy will become apparent in the study in x4 of LBA for Hamming graphs.
We should say a little about another important di erence between LBA and ILBA. Theorem 2, of x3, which is proved in 5], shows that asymptotically, LBA achieves balance (Def. 1) for any load distribution on any network. In fact the theorem also provides information on the rate at which balance is approached. We will return to this in x3. However, it is easy to construct examples showing that ILBA may never approach balance. Referring to the example of Fig. 1 we see that ILBA only succeeds in permuting the loads,`? 1;`, and`+ 1. The permuting can be eliminated by assigning, say, the smaller load to the node with smaller ID. This situation motivates the next de nition.
De nition 4 A network is in a steady state if for all (v 
It is shown in 6] that ILBA always reaches a steady state in nite time.
LBA and response time
In the original study of LBA, 6], the system distance was introduced, largely as a tool to aid in understanding the algorithm's behavior.
De nition 5 The system distance, , is = n X i=1 jL i ? j and its normalized version is^ , = =2 (n ? 1) The denominator is simply the maximum value for .
There is an obvious alternative choice for distance.
De nition 6 The Euclidean system distance, e , is
and its normalized version,^ e , iŝ e = e =L(1 ? 1=n) 1=2 The denominator is simply the maximum value of e .
We can represent the load of a network as the column vector~whose i-th entry is L i . and reserve~ to denote the column vector each of whose entries is . It is clear that e = j~?~ j (1) where j j denotes the Euclidean vector norm.
Besides and e we will also consider a commonly used performance measure -the average response time T de ned below.
T measures the average waiting time to execute a unit of load at a processor. We will write, (t); e (t); T(t), etc., to indicate that these measures are taken at time t.
It is easy to show that LBA always reduces the response time, T, for an unbalanced network. Theorem 1 If, at time t, there are at least two nodes with unequal loads sharing an edge of color c tmodr , then T(t + 1) < T(t).
Proof Index the loads so that when LBA is applied at time, t, the loads, L 2i?1 ; L 2i , for 1 i p are paired in the balance routine, and all nodes with indices larger than 2p are not involved. We can also assume that these are exactly the pairs of unequal loads. In order to avoid clutter, we let Theorem 1 does not really tell by how much T is reduced. In order to do that, we need to look at the relationship between T and the Euclidean distance, e . On the other hand, , does not seem so well suited to establishing this relationship. The following example shows that in a situation where T(t + 1) < T(t) after an application of LBA, per Theorem 1, (t + 1) = (t). We will index the nodes as in the proof of Theorem 1.
Also assume now that L i < , for 1 i 2p. Now,
jL i ? j from which, with simple manipulation, we get
The next lemma shows that T can be expressed in terms of e . This is a quite general, and useful result. First we need a de nition.
De nition 8 The ideal response time, T , is the reponse time of a balanced network. That is
Proof Expanding 2 e from Def. 6, we get
On the other hand, Def. 7 gives
The result now follows, with a little manipulation, from Def. 8. 2
We can extract some interesting information from Lemma We can be even more precise about the in uence of LBA on T. e (Nr) is the Euclidean distance after applying LBA by going through all r colors N times. Recall that~(t) denotes the column load vector at time t.
Theorem 2 For any graph, G, and associated edge coloring, there exists 0 < 1, such that for all su ciently large N, e (N r) N n 1=2 j~(0)j Proof Let U be the n n matrix, each of whose entries is 1=n. By Theorem These two facts imply that e (Nr) ba N (Nr) r n 1=2 j~(0)j.
It can be checked (see Lemma The result follows by noting that j~(0)j 2 (1+ )L < L= = n. 2 If a = 0, then Theorem 2 asserts that e (r) = 0, i.e., after running LBA through each color just once balance is achieved. We can conclude that LBA is optimal for any graph that is edge colorable with r colors having a color matrix with 0 as second largest eigenvalue modulus. In the next section we look at a class of graphs for which this is the case.
Binary Hamming graphs and LBA
In this section we will de ne the family of binary Hamming graphs and study the e ect both LBA and ILBA have on networks of this kind. The key ingredient is the color matrix which is central to the analysis carried out in 5].
Binary Hamming graphs and their color matrices
We de ne binary Hamming graphs, a generalization of binary hypercubes.
De nition 9 Let V g = fv 0 ; : : :; v 2 g?1g be a set of n = 2 g nodes. Let 1 k g, and E g;k consist of all unordered pairs, (v i ; v j ), such that the g-bit (leading zeros included) binary representations of i and j di er in at most k places. In other words, two distinct nodes share an edge if their Hamming distance is at most k. Let G g;k = (V g ; E g;k ) be the undirected graph with node set, V g , and edge set, E g;k . G g;k is the (g; k)-binary Hamming graph. Note that G g;1 is the binary g-cube and G g;g is the complete graph on n nodes.
Observe that in G g;k the degree, K, of any node is just
The color matrix de nition from 5] can be slightly simpli ed for binary Hamming graphs. A color matrix depends on two things, the graph, G, of the network, and a particular edge coloring for G. We will use a xed coloring for G g;k .
De nition 10 Let m 1 < m K < 2 g be all the integers that are the sums of at most k distinct powers of 2, between 2 0 and 2 g?1 . Given an edge, (v Note that M h~i s the column vector of loads resulting from an application of Balance for the color, c h . Thus M~represents the load distribution after applying LBA once for each color, and M N~, the load distribution after going through the colors N times. Although M was de ned above only for binary Hamming graphs, every graph with a coloring has a color matrix, M. In Theorem 2 a is the second largest eigenvalue modulus of M. Details on this may be found in 5]. In the case of Hamming graphs, we have the special result that a = 0 for M as de ned in Def. 10. This was discovered in two rather di erent ways for the special case of binary hypercubes by Cybenko 3] and Hasan 4] .
We make a de nition and derive a consequence of Theorem 2 in order to highlight what a = 0 really means in terms of the corresponding color matrix.
De nition 11 Let U (n) denote the n n matrix, such that for 1 i; j n, It is clear that is also a permutation on the set of colors. Note that these de nitions make sense, even if the position sets are the same or r = 0, in which cases we can choose to be the identity. The mapping, !~ , works in just the same way in the other direction. That is, it is an injection from color paths, , between v p ; v q to color paths, , between v i ; v j . The key point is that if the bit in position d 0 r+1 is ipped in using the nal edge in to v q , then we want to eliminate that position from the color for the edge to v i in~ . If the bit isn't ipped, then in order to get v j as the last node of~ , we must let its last color be c 0 , so that the value of position d 0 r+1 will be as it was in v i . This completes the induction step. 2
Finally, we consider applying ILBA to Hamming graphs. As might be expected, the result is not so strong as in the linear case. The deviation from of up to K=2 is a re ection of the freedom in carrying out the integer version of the LBA balance operation. The value, K=2, is a kind of granularity introduced into ILBA by the integer load constraint. We point out that this bound is probably pessimistic in most cases, but presently we cannot see how to reduce it.
The e ect of ILBA on average response time in binary Hamming graph networks is summarized by the next result. 2 Theorem 6 tells us that if K < 4 , then T(K)=T < 2. This suggests taking the total load for which K = 4 as the threshold of the`heavily loaded' binary Hamming network. Note that in the binary hypercube case K = g = log n so that L = n log(n)=4 is the threshold. In the complete graph case (G g;g ), the threshold becomes L = n 2 =4.
Conclusions
We have presented an analysis of certain features of two variants of a load balancing algorithm whose behavior in general can be approached through linear methods, and which is optimal on a family of graphs generalizing the binary hyper-cube. We have shown that a single parameter, a, directly calculable from the coloring associated with a graph provides considerable information about these algorithms' behavior.
For diagonalizable color matrices T(N r) drops below 2T when N > j log(bn)= log(a)j. Hence we see that the time required by LBA to have a substantial e ect on response time depends directly on the size of a. If a is independent of n, then N is only O(log n). Currently 
