Structural reliability assessment is largely influenced by the spatial variability of material properties or defaults; however, there are still various challenges for their characterization and modeling. Structural Health Monitoring (SHM) could provide useful information in space and time for spatial variability characterization of material properties and mechanical solicitations; nevertheless, this challenge is arduous because of the large number of potential sensor positions of local disruptions/failures. This paper proposes a methodology to optimize the spatial distribution of embedded sensors used for spatial variability assessment of stationary random fields. The optimization criterion relies on the width of the confidence interval of statistics for the characteristics to identify. For sake of simplicity, the paper illustrates the method for one-dimensional problems. The proposed method is applied firstly to a numerical example were several hypothetical structural configurations that could be found in practice are studied. It is finally applied to two case studies (a reinforced concrete beam and a steel wharf) where water content and loss of steel thickness are respectively measured. The results show that the stationary property is useful to deduce the minimum quantity of sensors and their position for a given quality requirement. They also allow us to propose a criterion for defining if regular or non-regular spacing of sensors along the inspection zone is more appropriate depending on the component length and autocorrelation structure of the random field.
INTRODUCTION
Structural serviceability and safety are influenced by the different sources of uncertainty involved during their whole lifetime: material properties, loading, measures, model, deterioration, etc. A probabilistic structural analysis that includes the more influential uncertainties is therefore paramount to minimize both failure risks and design and maintenance costs. Nowadays, there are significant advances in probabilistic modeling at the scale of a single section of the structure. However, various works have demonstrated that the reliability assessment for a given component is largely influenced by the spatial variability of material properties or defaults [1] [2] [3] [4] [5] [6] [7] . Although the consideration of spatial variability is essential for proper reliability assessment, there are still various challenges for their characterization and modeling.
Non-Destructive Testing (NDT) and Structural Health Monitoring (SHM) could provide useful information in space and time for spatial variability characterization of material properties and mechanical solicitations. Several studies focused on the use of NDTs for spatial variability characterization at a given time. For example, Nguyen et al [8, 9] combined several NDT techniques, kriging and variograms to assess the spatial variability of concrete at different scales (point, local and global). Gomez-Cardenas et al. [10] proposed a two-step approach to optimize the number and position of ultrasound measures required to localize critical zones. More recently, Schoefs et al. [11] proposed a methodology to find an optimal inspection configuration (number and localization of NDT measures) that minimizes the error of identification of probability distributions for a given quantity of interest (resistance, porosity, water content, etc.) with spatial dependency. When an adaptive procedure can be selected on site for NDT, SHM requires a predefined design of embedded sensors positions. The main advantage of SHM relies on its capability to characterize the evolution in time of this spatial variability. Most part of research efforts in SHM have focused on the spatial localization of defects or damage of structural components [12] [13] [14] . However, spatial variability characterization of loading or material properties from SHM data is still a challenge because of the finite number of sensors and the large number of potential positions of local failures or disruptions. Numerical algorithms and specific multisensor systems should be developed towards this aim.
Within this framework, the main objective of this paper is to propose a methodology to optimize the spatial distribution of embedded sensors used for spatial variability assessment of stationary random fields. Stationary random fields have a stochastic structure and probabilistic properties that could be used to provide rational aid tools for optimizing the number and location of sensors. The paper shows that the stationary property of random fields is sufficient to achieve the optimal quantity of sensors and their position in view to provide a realistic characterization. The assessment of the shape of the AutoCorrelation Function (ACF) is paramount for spatial variability characterization. It is also essential to provide optimal measure positions for NDTs during inspection campaigns [11, 15] . With respect to our previous work of focusing on NDTs [11] , the main advantage of using embedded sensors for spatial variability characterization is that the stochastic properties are less sensitive to environmental conditions (sun, humidity, temperature, etc.) in depth leading to better assessment. Stochastic properties could also vary with time (e.g. for deterioration processes [16] [17] [18] ); however, the evolution of spatial variability with time is beyond the scope of the present paper. In addition, since previous studies have shown that nonregular spacing of sensors is more efficient for identification purposes [19] , non-regular sensor distributions will be considered in this study as a factor of optimization.
The paper starts in section 2 with a review of key concepts of spatial random field modeling with a focus on stationary random fields. Section 3 describes the proposed method for optimal sensors positioning in order to characterize the spatial correlation structure. This proposed strategy is illustrated with numerical examples (section 4) and real measurements on a reinforced concrete (RC) beam and a steel sheet-pile (section 5).
SPATIAL RANDOM FIELD MODELING
Random field theory provides a useful tool for spatial variability modeling. Among the different random field, a stationary stochastic process has been used in several applications [4] [5] [6] [20] [21] [22] [23] [24] [25] [26] [27] [28] to represent spatial variability when the random field is considered homogeneous (symmetric field). These examples consider generally 1D stochastic processes. If 2D or 3D study cases are under consideration, the number of parameters to be identified increases (see section 2.3) but the methodology remains the same. This section summarizes the main assumptions and methods for stochastic modeling considered in this study. See [11] for more details.
Main assumptions for the stochastic modeling
In order to simplify the presentation of the proposed methodology, we consider the following main assumptions about the sensors and the random field modeling:
• The stochastic field is considered as: Gaussian, second order stationary, statistically homogeneous and its marginal distribution is known. This assumption implies that less information is required for its characterization.
• Each realization (single trajectory) represents the probabilistic information of all trajectories: mean, variance, spatial correlation. A single trajectory is then sufficient to describe the spatial variability, i.e. the stationary field is ergodic.
• A larger number of discrete sensors can be placed over the same component to characterize both randomness and spatial variability (e.g., from 20 to 60).
• Sensor measurements are considered as 'perfect' [15] . That means that (i) there is no bias and (ii) the error is insignificant or repetitive tests allow obtaining a good estimate of the real value and therefore to neglect the error. Nevertheless, if the error of the measure is well characterized, it could be also included in the analysis. This assumption helps to compute the inherent potential of the methodology and is consistent if the uncertainty on measurement is low. If it not the case, that will affects the estimation of the autocorrelation parameters and will lead to bad decisions with specific estimators. This aspect is beyond the scope of the paper.
Karhunen-Loève expansion
Given a probabilistic space (Ω, ℱ, P), a stochastic field or process with time or space is a collection of valued random variables indexed respectively by a set x "space" or t "time". Let us denote Z(x,) the onedimensional stochastic field, where  represents the randomness and x the spatial coordinate. Z(x,i) is called the i th sample function (or trajectory) of this field and corresponds to a given realization i of the field for whatever location. Z(x1,) is a random variable that is generated by  at a given location x = x1.
Since we consider here only homogeneous random fields, the marginal distribution of Z(x1,) does not depend on the location. This paper uses a Karhunen-Loève expansion to model the stochastic field Z(x,) [29] . This expansion represents a random field as a combination of orthogonal functions on a bounded interval [-a, a]:
where μZ is the mean of the field Z, σZ is the standard deviation of the statistically homogeneous field Z, n KL is number of terms in the expansion,  i is a set of centered Gaussian random variables and  i and f i are, respectively, the eigenvalues and eigenfunctions that depend on the type of ACF ρ(Δx). It is possible to analytically determine the eigenvalues i and eigenfunctions fi for some correlation functions (see [11] or [30] for more details). For example, for an exponential ACF [31] :
where b is an autocorrelation parameter and Δx  [-a, a]. The spatial variability of various material properties or model parameters could be represented by an exponential autocorrelation. For instance, Jaksa et al. [26] used an exponential ACF to represent the spatial autocorrelation of the measurements from cone penetration tests measurements in Australia and other authors also recommend this model ( [5, 11] ). Figure 1 illustrates how the exponential ACF provides a good fitting, according to Maximum Likelihood Estimate (see section 3.4), for representing the spatial variability of water content in a RC beam and corrosion in a steel sheet-pile. Generally speaking, the selection of the best ACF to represent the spatial variability depends on the intrinsic characteristics of the studied phenomenon. For simplicity, this study assumes that the random fields of the studied applications follow exponential ACFs. In case of homogeneous 2D or 3D random fields, equation (1) contains y and z coordinates with a unique value b to be identified. In case of non-homogeneous random fields, other parameters bx, by, bz in the 3D case will be estimated.
SENSOR PLACEMENT STRATEGY AND GOALS

Key ideas for sensor placement
The paper focuses on the assessment of the ACF of a stationary field. An optimal geo-positioning of sensors along a trajectory (sampling of the random field) (Figure 2 -up) should provide an accurate assessment of the ACF parameters (i.e. b in eq. (2)) with a limited number of sensors. When looking for the usual shape of a correlation function (Figure 2 -down) a regular spacing of sensors could not be optimal. If the distance between two sensors Lb is large the decay of autocorrelation for short distances cannot be assessed (e.g., 0m<distance<5m in Figure 2 -down). On the contrary, if Lb is small, there is some information provided for many sensors that will not be useful for the assessment of b (e.g., distance>5m in Figure 2 -down). Figure 2 shows that it is possible to install different number of sensors for high and low autocorrelation zones to obtain a good assessment of the autocorrelation parameter by reducing the total number of sensors Ns. The objective is to get a spacing of sensors providing a larger amount of data in the zone of high correlation. However, there is a limited feedback on the autocorrelation function (and consequently the value of b) for defining clearly the high autocorrelation zones. Section 4 presents a sensitivity study about the influence of the a priori knowledge of b. The following subsections describe the proposed procedure for determining the non-homogeneous spatial distribution of sensors.
Definition of the Spatial Correlation Threshold (SCT)
This paper considers a one-dimensional spatial field. The methodology could be applied on a set of trajectories representing: (i) a set of 1D components (beams), or (ii) a very long 1D-component subdivided artificially or physically (expansion joint or construction joints) in a set of short components, or belonging to a wall structure (steel sheet pile or concrete wall).
In order to limit monitoring costs (number of sensors), we propose to monitor some zones of a trajectory with sensors separated by "sufficiently short distance Lb" allowing us to assess the shape of the ACF (eq. (2)) that is controlled by the parameter b. This "sufficiently short distance" can be seen as an Inspection Distance Threshold (IDT). Thus the non-regular distances of sensors spacing should satisfy: ∈ ]0, IDT[ in the highly correlated zones. The IDT is defined by assuming that, after a given distance, the events measured from an inspection can be assumed as weakly correlated. A Spatial Correlation Threshold (SCT) defines this weak correlation. For instance, Schoefs et al. [11] proposed a value SCT = 0.3 to get fairly correlated events and SCT = 0.5 to get high correlated events. For an exponential ACF, the SCT is linked with IDT by:
It was shown in [32] 
Parameterization of the non-regular spacing
In view to reduce the set of potential solutions and simplify the design of the network of sensors, we propose a parameterization. It is based on a division of the trajectory (structural component) into np segments of same size Lm (see Figure 2 ) and then a subdivision of each segment into a decreasing number of equidistant sensors, with distance , following a series according to the octree approach. This approach has the advantage to get more information (more sensors) for small distances between points where the slope of the auto-correlation function must be fitted accurately. The number of sensors in the first segment is computed by:
The number of sensors for the segments 2 , … , −1 (i.e., with i ∈ [2;np-1]) is estimated from:
Since should verify = ∑ =1 , the number of sensors for the last segment, , is the remaining number of sensors:
The only necessary inputs are the number of sensors Ns and the number of segments np. The distribution of sensors per segment is computed from equations (4) to (6) . For instance, for 3 segments and 23 sensors, 13 sensors are placed in the first segment, 7 sensors in the second and 3 sensors in the last one. Figure 2 presents the distribution of sensors for this case.
Knowing the number of sensors in each segment, the distance between sensors in each segment is deduced as follows:
To satisfy the condition of sufficient correlation between measurements (section 3.2), we should avoid a distance larger than IDT for the segments located in the high correlation zone (Figure 2 ). The length of this zone Lhc depends on the autocorrelation parameter b and could be estimated from eq. (2) by considering a low value of autocorrelation. For example, for b=1m Lhc ≈ -b ln(0.01) ≈ 4.6m. However, if > for the segments located in this high correlation zone, the total number of sensors, Ns, should be increased until ensuring this condition for a given number of segments.
This discretization technique fixes a deterministic shape of the sensor distribution with a given nonregular distribution of the lag. The objective now will be to optimize the number and position of sensors (number of segments) in view to reach a given quality on the estimation of the parameter of the ACF.
Parameter estimation, sensitivity analysis and optimization
Stationary stochastic fields are simulated by the Karhunen-Loève expansion (eq. (1)) assuming an exponential ACF (eq. (2)), whose parameter b has to be identified by knowing the two first statistic moments ( , ). Based on a continuous trajectory, for fixed values of Ns and np, we obtain a sample of discrete realizations from the sensor measurements ̂= { 1 , 2 , … , } corresponding to the sensors positions = { 1 , 2 , … , } following the discretization procedure presented in section 3.3. Discrete values of the auto-correlation function are deduced from ̂ and given by [25] :
We assess the value of b by using the Maximum Likelihood Estimate method (MLE), reported by Li [3] . The principle of the method is to find the best parameter (i.e. b in eq. (2)) for a given ACF candidate that gives the best fit to the experimental autocorrelation (eq. (10)) with respect to MLE estimate. This last one is better that the least square method that can lead to a biased estimation when data are lacking. The MLE for the estimation of b is computed by following the steps described by Kenshel [33] from:
where i is the i th component of the vector of independent standard values obtained from:
where ̂i s the vector of realizations of the random variable Z from sensor measurements and C a lower triangular matrix such that CC T = ρ and ρ the auto-correlation matrix. Besides, maximize Lh is equivalent to minimize L1:
The estimated parameter of the auto-correlation function, ̂, is then obtained by solving:
To account for the effect of random shape of trajectories, the analysis is carried out over a database containing 10,000 trajectories generated by Monte-Carlo simulations. This allows estimating 10,000 values ̂ for each distribution of the sensor -i.e. one set of the couple (Ns, np). Note that in case of non homogeneous random fields, other parameters bx, by, bz in the 3D case, will be estimated from equation (12) .
We select in this paper a confidence interval of the mean ̂ expressed as a percentage Δ of the theoretical (true) value b th to evaluate the quality of the SHM. From the 10,000 Monte-Carlo simulations we estimate the bounds of the confidence interval and the probability , to get values inside the confidence interval, from the monitoring data. In a reliability study, , will be discussed according to the requirements on the accuracy of the probability of failure assessment [23] . Thus we focus on the quality estimator:
where ̂ is the mean value of ̂ computed from 10,000 Monte-Carlo simulations: 
We define another estimate εb, the normalized quadratic error of the parameter ̂:
Note that , is sensitive to Ns, np and the ratio IDT/L (Eqs. (6)- (10)). We analyze in the following this sensitivity by varying the number of sensors (Ns), the number of segments (np) and the ratio IDT/L. Finally, the optimal position and number of sensors is obtained by:
A numerical application will be presented in the next section to illustrate this sensitivity analysis.
APPLICATION TO A NUMERICAL STUDY CASE 4.1. Reference case: presentation, results and discussions
For illustrating the methodology and generalization purposes, it is considered in the following sections a set of 1D-components (beams) with a very large total length L>>b. The case of components with a limited size is discussed in section 4.2, excepting those where L < Lb for which it is theoretically impossible to identify fully the stochastic field. The Gaussian stationary stochastic field is characterized by: the theoretical auto-correlation parameter b th =1m, IDT=0.92m from eq. We first analyze the effect of the number of segments (np) on the quality of assessment defined according to (eq 16) for the reference case: large number of sensors Ns and large length L; namely Ns=200 and L=100m. We vary the number of segments from 1 (200 sensors equally separated by the distance Lb = IDT) to 20 (72, 36, 18, 12, 9, 7, 6, 5, 5, 4, 4, 3, 3, 3, 3, 2, 2, 2, 2, and 2). Figure 3a presents the evolution of the quality estimator ( , ) with np for 10,000 simulated trajectories. The regular spacing obtained for np=1 is shown to be not optimal whereas the optimum is found for np=2 with 133 sensors spaced 37.8 cm in the first segment of 50m and 67 sensors with spacing equal to 74.6cm in the second segment. Figure 3 presents other results to improve the understanding of the causes of this trend. Figure  3b plots the evolution with np of the two first statistics (mean and standard deviation) and the minimum and maximum values obtained for b from a sample of size 10,000. It is observed that the mean value decreases slightly with np and becomes stable with a significant bias in comparison to the reference theoretical value (1m). This means that identification algorithm underestimates the value of b. Thus, even if the standard deviation decreases with np, , is not optimal for high values of np. Note that the maximum and minimum bounds are not symmetrical to the mean; Figure 4 illustrates the nonsymmetrical distribution of b for a fixed sensor distribution. Figure 3c presents the potential relative error εb that can reach 4.8 (near 500%) for one realization upon 10,000. The results on Figure 3d show the mean and standard deviation of εb and confirm that the error on the mean governs the level of the quality estimator , where the minimum value of the mean error is obtained for np=2. Figure 3d also indicates that there is a significant reduction of the standard deviation of the error from np=1 to 2.
We focus now on the effect of small perturbations around the value of b on the optimal solution. This is a key issue for studying the robustness of the solution obtained from an a priori value of b. This sensitivity analysis studies the effect of b on the error εb by assuming that b takes the following values around the reference one (i.e., b=1m): 0.8, 0.9, 1, 1.1, and 1.2 m ( Figure 5 ). In the future, more and more data will be available to reduce the uncertainty on the value of b at the design stage as it is already the case for concrete strength for instance, depending on the material parameter of interest, the characteristics of the material, the exposure and on the building process; by focusing on concrete only, large ongoing experimental campaigns are carried out [34] and since only 4 years, more and more researchers are focusing on this challenging issue [5, 10, 11, 23] . That is why we assume a uniform distribution for b with a coefficient of variation of 11%. Figure 5a plots the mean of the error εb for various values of np and b. It is found that the minimum error corresponds to np = 2 for all values of b. Figure 5b shows that the standard deviation of the error is sensitive to b for np = 2 and that leads to a given value for np > 5. Figure 5c presents the mean and standard deviation of the error for np = 2. It is noted that the error on the mean is almost constant with a minimum for b=1m but the error on the standard deviation increases with b. It is possible to conclude from this trend that under-estimating slightly the value of b reduces the error. This study illustrate that the methodology is robust even if an error of the future value of b occurs at the design stage. The variability of correlation parameter on a given structure must be estimated by on-going works (see [34] for concrete in sea exposure for example).
Case of small structures: sensitivity of IDT/L
In the reference case, L and b were respectively of 100 m and 1 m and L>>b. This section analyzes the optimal position of sensors for smaller structures, for fixed b; therefore, we investigate the sensitivity of IDT/L on the quality estimators. For illustration purposes, we keep a large amount of sensors Ns (Ns=200 sensors). Figure 6a and Figure 6b present respectively the effects of six IDT/L ratios on the probability of interval PI,b and the mean of εb. It is shown that the probability of interval PI,b decreases when np increases and that for large values of IDT/L = 0.2 the probability reaches 0. This result means that the estimation of b is then not possible whatever np because for IDT/L = 0.2 the length of the structural component is too short to identify the spatial variability (see Figure 2) . Figure 6b confirms this finding where mean of the error εb is larger than 40% for IDT/L =0.2. For different values of IDT/L, it is interesting to note that the non-regular spacing offers a benefit only when IDT/L remains below 0.03 and that np=2 is optimal in all these cases. As a conclusion, if the length of the monitored structure is small (L < 40 IDT) the identification error is large and the regular spacing with Lb = IDT should be recommended. On the contrary for L ≥ 40 IDT, the non-regular spacing with the optimized number of segments np=2 reduces the identification errors.
Case of limited number of sensors
Previous sections considered a large amount of sensors (Ns = 200). However, in real cases, the number of sensors is limited for technical or economical reasons. We analyze now the effect of limited quantity of sensors by varying their number from 20 to 200. The corresponding results are plotted on Figure 7 and Figure 8 , respectively for two cases IDT/L=0.01 (non-regular spacing for long components) and IDT/L=0.04 (regular spacing for short components). It is observed in Figure 7 that the probability of interval PI,b depends on both Ns and np. The interest of implementing a non-regular spacing is significant only if the number of sensors is large (Ns > 60) where the optimal number of segments is np=2. Moreover the gain in quality estimator from Ns =80 to 200 is not significant. For a smaller number of sensors (Ns < 60) one segment (np=1) maximizes PI,b: the mean of εb is minimum and is stable on the range 1≤np≤5 for Ns = 60 and 1≤np≤9 for Ns = 40. On the overall it is noted that a good assessment could obtained for 2 ≤ np ≤6. By deducing an envelope curve from Figure 7 , it is possible to plot on Figure 9 an optimal zone of the couple (Ns, np) that could be used to determine the number of sensors to install. Figure 8 gives the result for the second case IDT/L=0.04. The results confirm the findings of the previous section for short components where a regular spacing (Lb = IDT) should be recommended. Moreover, it is also shown that the gain in quality estimator is not significant for Ns varying from 50 to 200. Figure 10 summarizes these results by plotting the optimum values of probability of interval PI,b and the mean εb with Ns for two ratios: IDT/L=0.01 (non-regular) with np=2 and IDT/L=0.04 (regular) with np=1. That illustrates more clearly the convergence of results with Ns and that the minimum recommended value could be Ns=60 sensors.
ILLUSTRATION FOR A REAL STUDY CASE
This section applies the proposed methodology and previous findings to two study cases for which real spatially distributed data are available:
• Inspection of the water content along a 16m length reinforced concrete beam placed on the site of IFSTTAR Laboratory, Nantes, France [11] . The measurements were carried out by using a capacitive NDT tool.
• Ultrasonic inspection of the corrosion depth on a corroded 10m length steel sheet-pile of gabion-type wharf in Boulogne, France.
Even if embedded sensors did not perform these measurements, these real data are very helpful to validate the proposed approach. Figure 11 presents the spatial measurements (trajectories) of the water content (RC beam) and corrosion depth (steel sheet-pile). Some values of the corrosion depth trajectory are lacking due mainly to error of measurements and difficulties to measure at specific points during the inspection campaign. For these two trajectories, it is possible to compute the mean and standard deviation for each quantity of interest:
Data and modeling
• μW = 6.3%, σW = 0.67% for the RC beam (computed from a sample of 80 measurements every 20 cm), and • μCr = 1.39 mm, σCr = 0.64 mm for the steel sheet-pile (computed from a sample of 1,517 measurements spaced on average every 6.5 mm). Figure 1 presents the computed autocorrelation values. We obtain a classical shape including negative values [25] . Applying the procedure described in section 3.4 it was found that the exponential correlation functions are appropriate to model the empirical values. The following parameters of the autocorrelation function (eq. 2) were estimated: bW = 0.42m (RC beam) and bCr = 0.11m (steel sheet-pile). These results are assumed in the following results and discussions as the theoretical values.
Based on the fitted auto-correlation functions, the Inspection Distance Thresholds (IDT) are: IDTW = 0.39m (RC beam) and IDTCr = 0.1m (steel sheet-pile). Taking into account the length of the structural components and the findings of section 4, it is possible to propose two types of sensors spacing:
• a regular spacing of measurements for the RC beam because the ratio IDTW/L=0.39/16=0.025≥1/40; and • a non-regular spacing for the steel sheet-pile because the ratio IDTCr/L = 0.1/12 < 1/40.
The following section compares real and numerical estimations to determine the appropriateness of the proposed sensor spacing in each case.
Comparison with real databases
This section estimates the errors on the identification of εb for both real data and simulations for the two study cases. Numerical simulations are based on: (i) the procedures described in section 2 to generate trajectories, and (ii) the values of mean, standard deviation and autocorrelation parameter identified in section 5. Figure 12b compares the evolution of the mean of εb with Ns for np=1 and np=2. It is observed that the mean of εb decreases when more information from additional sensors is considered. There is a convergence in the error that is faster when np=1; in such a case it is reached for Ns > 30 sensors. The results also show that a regular spacing with np=1 leads to lower error for both simulated and real data. Figure 13 plots similar results to those presented in Figure 12 for the steel sheet-pile. Figure 13a confirms that the non-regular spacing is appropriated to reduce ε b in this case where L ≥ 40IDT. Figure  13b shows the effect of the numbers of sensors Ns on the mean of εb. Results on Figure 13 indicate that the error is lower for np=2. They also show that there is a convergence trend for the mean of εb when the number of sensor increases; in this case it can be concluded that Ns=45 sensors are sufficient to satisfy the quality requirement.
CONCLUSIONS
SHM of new structures is increasing and offers an opportunity for using embedded sensors for uncertainty and spatial variability quantification. Information provided by SHM will be also very useful to plan destructive and NDT measurements for assessing supplementary data required for improving lifetime assessment and optimizing maintenance actions. This paper proposed an original method for defining a non-regular spacing of sensors devoted to the assessment of the autocorrelation function parameter of stationary fields. The method is based on the probabilistic identification of the autocorrelation function parameter and aims at reducing the error on its estimation. Numerical simulations of Gaussian stationary stochastic fields illustrate the potential of the method by providing a decision aid tool when a limited number of sensors is available. Based on these numerical results, it was found that the position of sensors is a key factor for estimating the autocorrelation function parameter. This methodology requires an a priori knowledge of the ACF which might be difficult to obtain before installing the sensors even if several experimental studies focus on spatial variability characterization; therefore, a sensitivity study showed that the methodology was robust with a tolerance on the exact value.
The main results allow to propose a criterion for regular or non regular spacing of sensors along the inspection zone depending on the component length and autocorrelation structure of the random field: (i) regular spacing is recommended for the case L < 40IDT, and (ii) non-regular spacing is suggested for the case L ≥ 40IDT. The paper shows also the important role of the position of sensors in the estimation of the autocorrelation function parameter. Even if only two segments are shown to be sufficient in the 1D case, it helps to decrease the number and therefore the cost of sensors and data treatment and this gain will increase in the 2D case. Figure 1 . Auto-correlation data and fitted ACFs for water content in a RC beam (IFSTTAR, Nantes, France) and corrosion in a steel sheet-pile (Boulogne, France). Auto-correlation (r)
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