We investigate multi-level parallelism on GPU clusters with MPI-CUDA and hybrid MPI-OpenMP-CUDA parallel implementations, in which all computations are done on the GPU using CUDA. We explore efficiency and scalability of incompressible flow computations using up to 256 GPUs on a problem with approximately 17.2 billion cells. Our work addresses some of the unique issues faced when merging fine-grain parallelism on the GPU using CUDA with coarse-grain parallelism that use either MPI or MPI-OpenMP for communications. We present three different strategies to overlap computations with communications, and systematically assess their impact on parallel performance on two different GPU clusters. Our results for strong and weak scaling analysis of incompressible flow computations demonstrate that GPU clusters offer significant benefits for large data sets, and a dual-level MPI-CUDA implementation with maximum overlapping of computation and communication provides substantial benefits in performance. We also find that our tri-level MPI-OpenMP-CUDA parallel implementation does not offer a significant advantage in performance over the dual-level implementation on GPU clusters with two GPUs per node, but on clusters with higher GPU counts per node or with different domain decomposition strategies a tri-level implementation may exhibit higher efficiency than a dual-level implementation and needs to be investigated further. 65 is good, unfortunately acceleration of the entire model is only a modest factor 66 of two. Their model uses a nonuniform grid and multigrid solvers within a 67 finite element framework for relatively low Reynolds numbers.
Introduction
1 Many applications in advanced modeling and simulation require more 2 resources than a single computing unit can provide, whether in the prob-3 lem size or the required performance. Graphics processing units (GPUs)
where u is the velocity vector, P is the pressure, ρ is the density, ν is the 163 kinematic viscosity, and f is the body force. The Boussinesq approximation, 164 which applies to incompressible flows with small temperature variations, is 165 used to model the buoyancy effects in the momentum equations [39] :
where g is the gravity vector, β is the thermal expansion coefficient, T is the 167 calculated temperature at the location, and T ∞ is the steady state tempera-168 ture.
169
The temperature equation can be written as [40, 41] 170
where α is the thermal diffusivity and Φ is the heat source.
171
The buoyancy-driven incompressible form of the Navier-Stokes equations 172 (Eqs. 1-4) do not have an explicit equation for pressure. Therefore, we use 173 the projection algorithm of Chorin [42] , where the velocity field is first pre-174 dicted using the momentum equations without the pressure gradient term. The resulting predicted velocity field does not satisfy the divergence free con-176 dition. The divergence free condition is then enforced on the velocity field Validation on a number of test cases including the well-known lid-driven 190 cavity and natural convection in heated cavity problems [44, 45] were used 191 to compare the overall solutions to known results. Figure 1 and streamlines at mid-plane. As expected, the computations capture the 195 two corner vortices at steady-state. In Fig. (1b) , the horizontal and vertical presented in Griebel et al. [40] . A direct comparison is available in Jacobsen 211 [17] . Figure 3 presents to improve the performance and scalability of our Navier-Stokes solver. 
Domain Decomposition

232
A 3D Cartesian volume is decomposed into 1D slices. These slices are 233 then partitioned among the GPUs on the cluster to form a 1D domain de-234 composition. The 1D decomposition is shown in Figure 4a . After each GPU 235 completes its computation, the edge cells ("ghost cells") must be exchanged 236 with neighboring GPUs. Efficiently performing this exchange process is cru-237 cial to cluster scalability as we demonstrate in section 5.
238
While a 1D decomposition leads to more data being transferred as the Senocak, we adopt MPI as the mechanism for communication between GPUs, 267 and introduce three strategies to overlap computations on the GPU with data 268 copying to and from the GPU and MPI communication across the network.
269
In our present implementation, a single MPI process is started per GPU, 270 and each process is responsible for managing its GPU and exchanging data 271 with its neighbor processes. Since we must ensure that each process is as-272 signed a unique GPU identifier, an initial mapping of hosts to GPUs is per-273 formed. A master process gathers all the host names, assigns GPU identifiers 274 to each host such that no process on the same host has the same identifier, for (stage = 0; stage < num_timestep_stages; stage++) { temperature <<<grid,block>>> (u,v,w,phiold,phi,phinew) ; ROTATE_POINTERS(phi,phinew); temperature_bc <<<grid,block>>> (phi); EXCHANGE(phi); turbulence <<<grid,block>>> (u,v,w,nu) ; turbulence_bc <<<grid,block>>> (nu); EXCHANGE(nu); momentum <<<grid,block>>> (phi,uold,u,unew,vold,v,vnew,wold,w,wnew) ; momentum_bc <<<grid,block>>> (unew,vnew,wnew); EXCHANGE(unew,vnew,wnew); } divergence <<<grid,block>>>(unew,vnew,wnew,div); // Iterative or multigrid solution pressure_solve(div,p,pnew); correction <<<grid,block>>> (unew,vnew,wnew,p); momentum_bc <<<grid,block>>> (unew,vnew,wnew); EXCHANGE(unew,vnew,wnew); ROTATE_POINTERS(u,unew); ROTATE_POINTERS(v,vnew); ROTATE_POINTERS(w,wnew); } Listing 1. Host code for the projection algorithm to solve buoyancy driven incompressible flow equations on multi-GPU platforms. The EXCHANGE step updates the ghost cells for each GPU with the contents of the data from the neighboring GPU. The second implementation for exchanges aims to overlap the CUDA 310 computation with the CUDA memory copy operations and the MPI com-311 munication. We split the CUDA kernels into three calls such that the edges 312 can be done separately from the middle. This has a very large impact on pressure <<<grid_edge,block>>> (edge_flags, div,p,pnew); // The cudaMemcpy calls below will not start until // the previous kernels have completed. // This is identical to part 1 of the EXCHANGE operation.
// Communication to south MPI_Irecv(new ghost layer from north) cudaMemcpy(south edge layer from device to host) MPI_Isend(south edge layer to south) // Communication to north MPI_Irecv(new ghost layer from south) cudaMemcpy(north edge layer from device to host) MPI_Isend(north edge layer to north); pressure <<<grid_middle,block>>> (middle_flag, div,p,pnew); // This is identical to part 2 of the EXCHANGE operation. MPI_Wait(new ghost layer from north) cudaMemcpy(new north ghost layer from host to device) MPI_Wait(new ghost layer from south) cudaMemcpy(new south ghost layer from host to device) MPI_Waitall(south and north sends, allowing buffers to be reused) pressure_bc <<<grid,block>>> (pnew); ROTATE_POINTERS(p,pnew); Listing 3. An example Jacobi pressure loop, showing how the CUDA kernel is split to overlap computation with MPI communication. step. Therefore, we use a trilinear interpolation in the prolongation stage.
430
In the smoothing stage, we use a weighted (ω = 0.86) Jacobi solver with 3 431 to 4 iterations as the smoother for 3D computations.
432
Different schemes can be adopted to coarsen the grid in the MG method Figure 6 . Efficiency of the three MPI-CUDA implementations with increasing number of GPUs on the TACC Longhorn cluster (weak scalability presentation). a) Growth is in one dimension. The size of the computational grid is varied from 512 × 512 × 256 to 512 × 512 × 65536 with increasing number of GPUs. b) Growth is in two dimensions, with the Y dimension fixed. The size of the computational grid is varied from 1024×64×1024 to 16384×64×16384 with increasing number of GPUs. Using 256 GPUs,computations sustained 8.5 TeraFLOPS in 1D the growth case and 4.9 TeraFLOPS in the 2D growth case. 25 overall decreasing trend. This is related to an interaction between the two-552 dimensional problem size growth and the structure of the CUDA kernels.
553
The mechanism of having each thread loop over all the Z planes is very effi- in the next section. Figure 7( also be pointed out that as the CUDA kernels are optimized and run faster, 
608
With the 2D growth case shown in Figure 8c -d, the amount of data to be 609 transferred grows by a factor of √ N as the number of GPUs (N) increases.
610
In the 4 GPU case each transferred layer consists of 2048 × 64 cells, while 611 with 16 GPUs (a 4× increase) each layer has 4096 ×64 cells -a 2× increase.
612
With 32 or fewer GPUs, it is possible to completely overlap network traffic 613 and GPU copies with computation. However, the particular size used in this 614 simulation for 32 and 128 GPUs leads to slower computation than other cases, started showing an increasing benefit at 96 nodes and and beyond. We were 685 not able to measure the results beyond 64 nodes (128 GPUs), but we believe 686 Figure 11 . Performance and parallel efficiency of the V-cycle truncated and amalgamated multigrid on 1, 8, and 64 GPUs where the problem size scales with the number of GPUs. Time is plotted against the residual level for a double precision problem using 257 3 on 1 GPU, 513 3 using 8 GPUs, and 1025 3 using 64 GPUs on the NCSA Lincoln Tesla cluster. A marker is shown for each 4 loops of the multigrid cycle.
the performance of the tri-level implementation should be further investi-687 gated on larger clusters with more than two GPUs per node and also with 688 different domain decomposition strategies.Unfortunately, such large clusters 689 with dense GPU nodes were not available or accessible during our study. show the clear benefit of amalgamation on the convergence rate of a multi-704 GPU implementation of the MG method. At the larger problem sizes, the 705 convergence rate of the truncated multigrid is unacceptable and the need for 706 amalgamation in the parallel multigrid method becomes obvious.
707
The multigrid level at which amalgamation to a single GPU takes place 708 has an effect on the performance. The current implementation can amalga-709 mate to a single GPU at the third level in the V-cycle for most problems 710 considered in this study. However, for a grid size of 1025 3 we found that 711 amalgamating at the fourth level or deeper levels produces same performance 712 results, and they are better than performance results obtained when amal-713 gamating at the third level. We note that the level at which to amalgamate 714 depends on computational problem and device memory sizes. 
724
We adopted a simple point iterative scheme to solve the pressure Pois-725 son equation to investigate the interplay of computation, communications, 726 and synchronizations in multi-level parallel implementations on a GPU clus-727 ter with different strategies to overlap computation with communications.
728
However, many applications, including the present one, require advanced 729 numerical methods and fast solvers such as the multigrid method. There-730 fore, we extended the best performing multi-level parallel implementation 731 described in this study to a geometric multigrid method, in which we intro-732 duced an amalgamation strategy to recover the superior convergence rate of 733 the multigrid method on GPU clusters.
734
In all the multi-level implementations we adopted a 1D domain decom-735 position strategy as the overhead for gathering and scattering the data into 736 linear transfer buffers can exceed the advantages of the smaller transfer sizes 737 34 that one could get from 2D or 3D domain decompositions. An additional 738 level of 1D domain decomposition is also introduced within the compute-739 space of each GPU to overlap intra-and inter-node data exchanges with 740 advanced features of MPI and CUDA. We implemented three strategies to 741 overlap computation with communications. With measurements from two 742 different GPU clusters, we showed that performance and efficiency critically 743 depends on the bandwidth of the network, and the strategy that introduces 744 maximum overlapping of computation with communication improves the par-745 allel performance markedly. Although we have used as many as 256 GPUs on 746 128 nodes of the Longhorn cluster with Infiniband QDR network, the paral-747 lel efficiency dropped below 50% beyond 64 GPUs on 32 nodes during weak 748 scaling analysis with 3D growth in computational domain sizes, suggesting 749 that multi-GPU computing can benefit substantially from advances in fast 750 networking hardware.
751
Our performance measurements indicate that the dual-level (MPI-CUDA) 752 parallel model with maximum overlapping produces the best performance. 753 We believe the gain from the tri-level MPI-OpenMP-CUDA parallel method 754 is unlikely to offset the additional software complexity that is introduced into 755 the flow solver. Models that share fine-grain parallelism on multi-core CPUs 756 with GPUs, a different domain decomposition strategy than is presented here 757 or have high GPU density per node may see better results and need to be 758 investigated further.
759
A number of issues with obtaining the most benefit from tri-level MPI- grain parallelism support, which is not used at all in this study, because all 765 fine-grain parallelism is supplied by CUDA. Other simulation software that 766 can use both CPU and GPU resources for computation may show more 767 advantage from tri-level parallelism. It is also an open question whether a 768 much denser per-node GPU density may be able to take better advantage 769 of the tri-level parallelism. We think having only two GPUs per node on 770 current and planned GPU cluster designs puts a limit on the possible benefit 771 from the mixed API model. At the time of the present study, GPU clusters 772 with denser nodes were not available.
773
Finally, with our best performing implementation using 256 GPUs on the 774 TACC Longhorn cluster, we were able to process 17 billion elements with 775 35 8.5, 4.9, 2.4 TeraFLOPS of single precision sustained performance in 1D, 2D 776 and 3D growth during weak scaling analysis, respectively. On the NCSA 777 Lincoln cluster, we have shown that 2-GPU performance of our solver is 26× 778 faster than the 8-core CPU performance. Our results demonstrate that GPU 779 clusters are powerful computing platforms to solve computationally large 780 problems. With their heterogeneous architectures that can support both 781 CPU and GPU based applications and graphics rendering, we expect a wide 782 adoption of GPU clusters in the industry and academia.
783
A flow solver is parallelized with MPI-CUDA and MPI-OpenMP-CUDA implementations.> Weak and strong scaling analysis performed using up to 256 GPUs> Three strategies to overlap computation and communication are assessed.> MPI-CUDA implementation with maximum overlapping gives the best performance> Tri-level parallelism does not show any advantage for the present application.
