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Abstract
In this paper we consider the long time asymptotics of a linear version of the Smolu-
chowski equation which describes the evolution of a tagged particle moving at constant
speed in a random distribution of fixed particles. The volumes v of the particles are inde-
pendently distributed according to a probability distribution which decays asymptotically
as a power law v−σ. The validity of the equation has been rigorously proved in [19] for
values of the exponent σ > 3. The solutions of this equation display a rich structure of
different asymptotic behaviours according to the different values of the exponent σ. Here
we show that for 53 < σ < 2 the linear Smoluchowski equation is well posed and that there
exists a unique self-similar profile which is asymptotically stable.
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1 Introduction
The goal of this paper is to study the dynamics of a tagged particle which moves at constant
speed in a distribution of scatterers with different radii coalescing with them upon collisions.
We denote by f = f(V, t) a probability measure which describes the distribution of volumes
of the tagged particle. Let us also assume that the scatterers are distributed in space by means
of a Poisson distribution with constant rate and their sizes v > 0 according to a probability
measure G(v)dv. It has been derived in [19] that the evolution of f(V, t) is given, using a
suitable time scale, by
∂tf(V, t) =
∫ V
0
dv G(v)
(
(V − v) 13 + v 13
)2
f(V −v, t)−
∫ ∞
0
dv G(v)
(
V
1
3 + v
1
3
)2
f(V, t) . (1.1)
Equation (1.1) has been rigorously derived in [19] taking as starting point the dynamics of
a tagged particle among a set of scatterers randomly distributed which fills a volume fraction
φ which converges to zero under the assumption
∫∞
0 G(v)v
γdv < ∞, with γ > 2 (cf. [19],
Theorem 2.4.). This assumption for the function G(v) has been made in [19] for technical
reasons and it is not optimal. Indeed, we remark that to define solutions of Eq. (1.1) it is
enough to assume that
∫∞
0 G(v)(1 + v
2
3 )dv <∞.
Equation (1.1) can be thought of as a linear version of the Smoluchowski coagulation
equation in shear flows. Actually, the relation between (1.1) and the Smoluchowski coagulation
equation for particles moving in a shear flow is similar to the relation between the kinetic
equations describing the dynamics of a tagged particle moving in a Lorentz gas and Boltzmann’s
equation for interacting systems of particles. The derivation of suitable kinetic equations and
diffusive equations starting from the Lorentz model has been extensively discussed. See for
instance [2–4,8, 16,21].
We are interested in the dynamics of the solutions of (1.1) for different choices of the
function G(v). In particular, we expect self-similar behaviour of the solution for large times if
G(v) behaves like a power law for large v or if it decays sufficiently fast. More precisely, we
will assume in the following that
G ∈ L1(0,∞), G(v) ≤ C0v−σ for v > 0, (1.2)
for some suitable C0 > 0. Moreover, G is supposed to behave asymptotically as a power law,
i.e., withouth loss of generality,
lim
v→∞ v
σG(v) = 1 . (1.3)
Equation (1.1) under the assumptions (1.2), (1.3) yields a rich structure of asymptotic be-
haviours for the solutions depending on the parameter σ. For all the ranges of exponents
the underlying dynamics of the tagged particle suggests that its average size must increase.
However the specific rate of growth depends strongly on σ.
We first remark that for σ ≤ 53 we cannot expect to have well defined solutions of (1.1) due
to the divergence of the integral
∫∞
0 G(v)(V
1
3 +v
1
3 )2 dv . This divergence suggests that there are
infinitely many coalescences of the tagged particle with large particles of size v in arbitrarily
short times, and since the volume of the tagged particle and the scatterer are added in each
collision this would result in an instantaneous explosive growth of the tagged particle to one
having infinite volume. We also notice that the question of the divergence of this integral has
an interesting connection with the theory of Continuum Percolation (see e.g. [10],[15]).
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Therefore, in this paper, we will restrict our analysis to the case σ > 53 . It turns that for
5
3 < σ < 2, the function f(V, t) behaves in a self-similar manner, with a characteristic width
of order V ≈ tµ with µ = (σ − 53)−1 . If σ > 2 we obtain that with probability close to one we
have that all the particles behave like V ∼ C0t3 for some constant C0 > 0. The onset of these
different types of behaviour can be easily seen by means of simple probabilistic arguments.
Indeed, a spherical particle with volume V moving at a speed of order one meets one
scatterer of volume v according to a Poisson process with average V −
2
3 . In each collision with
one scatterer the volume of the scatterer is modified to
Vn+1 = Vn + vn , (1.4)
where the values of vn are chosen independently from each other according to the density
G (v) . On the other hand, the encounters can be expected to take place at times tn which scale
approximately as
tn+1 = tn + τn ≈ tn + 1
(Vn)
2
3
. (1.5)
If σ < 2 the average of the variables vn is infinite. However, the law of large numbers for
the sum of independent random variables whose distribution behaves like a power law (cf. [6])
yields the following asymptotics for the average of Vn+1 :
〈Vn〉 ≈ n
1
σ−1 as n→∞.
Then (1.5) yields
tn ≈ n1−
2
3(σ−1) = n
3σ−5
3(σ−1) =
[
n
1
(σ−1)
] 1
µ
as n→∞
and we obtain
〈Vn〉 ≈ (tn)µ as n→∞ if σ < 2.
On the other hand, if σ > 2, the average of the variables vn is finite. Then, the usual law
of large numbers implies (cf. (1.4)):
〈Vn〉 ∼ n as n→∞
which combined with (1.5) gives
tn ∼ n 13 as n→∞ ,
whence
〈Vn〉 ∼ (tn)3 as n→∞ if σ > 2.
A similar argument allows to prove that when σ < 53 the collapse of the particles takes
place in arbitrarily short times. Indeed, we still have
Vn ∼ n
1
σ−1 as n→∞.
We expect to have τn of order
1
(Vn)
2
3
∼ 1
n
2
3(σ−1)
, whence
tn+1 ∼ tn + 1
n
2
3(σ−1)
3
and for 1 < σ < 53 this gives a convergent series and indicates the onset of an infinitely large
particle in finite time.
The previous argument is very rough and it might only capture the power laws describing
the average growth of the particles. The description of the probability density yielding this
growth requires a more sophisticated analysis. This will be given in this paper for σ < 2.
In the case σ > 2, although it can be proved with some generality that the particle satisfies
V ∼ C0t3, the description of the probability distribution yielding the asymptotics f (V, t)
depends strongly on the values of σ and several critical exponents in which the behaviour of
the distribution changes arise. The case σ > 2 has been partially treated in [19] where it has
been proved that for σ > 83 the volume of the tagged particle behaves as V ∼ C0t3 neglecting
the second order corrections (cf. Theorem 4.3 in [19]). In this paper we will only consider the
case σ < 2.
Given the linearity of the problem, the main technical tool that we use is the classical
theory of semigroups, in particular the theory of Markov semigroups, which is particularly well
suited to study the type of equations considered in this paper. In particular we use extensively
the Hille Yoshida theorem as well as some continuity results for semigroups in terms of their
generators (Trotter-Kurtz theorem). In order to apply semigroup theory the main difficulty
is to solve the resolvent equation h − λΩh = g for a suitable operator Ω. In the particular
case considered in this paper, we need to solve the resolvent equation in a suitable domain
of functions which are continuous in [0,∞] . The proof of the continuity of the solutions at
the origin of the resolvent equation is the most technical part of the paper and we solve
this question by a detailed analysis of the fundamental solution associated to the mentioned
nonlocal equation. After proving this result, it is relatively simple to prove, using standard
tools of semigroup theory, the existence, uniqueness and stability of self-similar solutions for
5
3 < σ < 2.
The plan of the paper is the following. In Section 2 we define precisely the setting for
the problem of the long time asymptotics of the solutions of (1.1) with G(v) descreasing as a
power law. We also state the main results which are a well-posedness result for the evolution
equation (1.1) (Theorem 2.3) and the existence, uniqueness and stability of a self-similar profile
(Theorems 2.4 and 2.5).
In Section 3 we present our strategy which relies on the theory of Markov semigroups.
We look for a solution of (1.1) and for a solution of the approximating equation with G(v)
replaced by v−σ. To obtain these solutions in terms of semigroups, we construct and analyze
the operators associated to the corresponding adjoint equation. The main issue is to show that
the closures of the operators are Markov generators. This is proved in Section 3.2. Due to the
difficulties of proving that the solutions of the resolvent equations are continuous at the origin
this is the most technical section of the paper.
In Section 4 we prove the existence of a self-similar profile using a fixed-point argument.
Thanks to the Hille-Yosida theorem, we show that the operators constructed in the previous
section are generators of contractive Markov semigroups in the space of functions C([0,∞]).
This will enable us to use the Trotter-Kurtz theorem, to prove the stability result.
4
2 Setting and main results
Our starting point is (1.1), i.e.
∂tf(V, t) =
∫ V
0
dv G(v)((V − v) 13 + v 13 )2f(V − v, t)−
∫ ∞
0
dv G(v)(V
1
3 + v
1
3 )2f(V, t), (2.1)
f(V, 0) = f0(V ) ∈M+([0,∞]) (2.2)
which is defined for G(v) ∈ L1((0,∞)). From now on we will denote by M ([0,∞]) the space of
signed Radon measures defined on [0,∞] and by M+([0,∞]) the space of nonnegative Radon
measures. We set G∞(v) := v−σ. Since G(v) ∼ G∞(v) as v →∞, it is natural to approximate
(2.1) by
∂tf(V, t) =
∫ V
0
dv v−σ((V − v) 13 + v 13 )2f(V − v, t)−
∫ ∞
0
dv v−σ(V
1
3 + v
1
3 )2f(V, t), (2.3)
f(V, 0) = f0(V ) ∈M+([0,∞]). (2.4)
Note that the integrals on the right hand side of (2.3) are not well-defined in general and
should be understood in a suitable way which will be made precise later.
For fixed M > 0 we introduce the space
XM =
{
ϕ ∈ C([0,∞]) ∣∣ ϕ(x) = const. if x ≥M}. (2.5)
Note also that XM1 ⊂ XM2 for M1 ≤M2. Moreover, we will denote as
X =
( ⋃
M>0
XM
)
. (2.6)
We set C∞([0,∞]) := {ψ ∈ C∞([0,∞)) | ∃ limv→∞ ∂kvψ(v)∀k ∈ N0}. We now introduce the
concept of weak solutions for equation (1.1).
Definition 2.1. We say that f ∈ C([0, T ];M+([0,∞])) is a weak solution of (2.1) or (2.3) if,
for any test function ϕ ∈ C1([0, T ];C∞([0,∞]) ∩X ), f satisfies∫
[0,∞]
f(V, T )ϕ(V, T )dV −
∫
[0,∞]
f(V, 0)ϕ(V, 0)dV −
∫ T
0
∫
[0,∞]
f(V, t)∂tϕ(V, t)dV dt
=
∫ T
0
∫
[0,∞]
∫
[0,∞]
G?(v)(V
1
3 + v
1
3 )2f(V, t)
(
ϕ(V + v, t)− ϕ(V, t))dvdV dt, (2.7)
where G?(v) denotes either G(v) or G∞(v) respectively.
Remark 2.2. We notice that, it is straightforward to show that
V 7→
∫
[0,∞]
G?(v)(V
1
3 + v
1
3 )2
(
ϕ(V + v, t)− ϕ(V, t))dv ∈ C([0,∞]) ∩X .
We will prove the following well-posedness result whose proof is contained in Section 4.1.
Theorem 2.3 (Well-posedness). For any f0(·) ∈ M+([0,∞]) there exists a unique solution
of (2.1) and (2.3) respectively in the sense of Definition 2.1. Moreover, if f0({∞}) = 0 then
f({∞}, t) = 0 for any t ≥ 0.
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Our next goal is to prove the convergence towards a self-similar profile with the scaling
V = tµ and µ = (σ − 5/3)−1.
Formally, assuming enough regularity, we can write the equation for self-similar profiles asso-
ciated to (2.3), with initial data f0(V ) = δ(V ). Indeed, making the ansatz f(V, t) =
1
tµF
(
V
tµ
)
and plugging this into the equation (2.3) we formally obtain
−µF (ξ)−µξ∂ξF (ξ) =
∫ ξ
0
η−σ
(
(ξ− η)1/3 + η1/3)2F (ξ− η) dη− ∫ ∞
0
η−σ(ξ1/3 + η1/3)2 dη F (ξ) .
(2.8)
which can be rewritten as
−µ∂ξ
(
ξF (ξ)
)
= −∂ξ
(∫ ξ
0
∫ ∞
ξ−x
F (x)η−σ(x1/3 + η1/3)2 dη dx
)
. (2.9)
Under the assumption that limξ→∞ ξF (ξ) = 0 we can integrate in ξ, then multiply by a test
function ϕ and integrate once more to obtain
µ
∫
[0,∞]
∂ξϕ(ξ)ξF (ξ) dξ =
∫
[0,∞]
∫
[0,∞]
F (ξ)η−σ(ξ1/3 + η1/3)2
[
ϕ(ξ + η)− ϕ(ξ)]dη dξ (2.10)
for any ϕ ∈ C∞([0,∞]) ∩X .
In Section 4.2 we will prove the existence of self-similar solutions as stated in the following
theorem.
Theorem 2.4 (Existence and uniqueness of self-similar profiles). For any σ ∈ (5/3, 2), there
exists a unique self-similar profile F ∈ M+([0,∞]) that satisfies (2.10) for any test function
ϕ ∈ C∞([0,∞]) ∩X . Moreover, F ∈ C∞(0,∞) and it satisfies for any γ > 0 and for any
β ∈ (0, σ − 53) ∫ ∞
0
(ξβ + ξ−γ)F (ξ)dξ <∞, (2.11)∫
[0,∞]
F (ξ)dξ = 1. (2.12)
Moreover, we will show in Section 4.3 that the self-similar solutions are asymptotically
stable.
Theorem 2.5 (Stability of self-similar profiles). Let f0(·) ∈ M+([0,∞]), with f0({∞}) = 0.
Let f(V, t) be the solution of (2.1) obtained in Theorem 2.3. Then,
tµf(tµw, t) ⇀ F (w) as t→∞, (2.13)
in the weak topology of M+([0,∞]).
Notice that the weak topology of M+([0,∞]) is defined by duality using that M ([0,∞]) =(
C([0,∞]))∗.
The strategy of the respective proofs relies on the analysis of the adjoint equations of (2.1),
(2.3) which read as
∂tϕ(V, t) =
∫ ∞
0
G?(v)
(
V 1/3 + v1/3
)2[
ϕ(V + v, t)− ϕ(V, t)]dv ,
ϕ(·, 0) = ϕ0(·) ∈ C([0,∞]), (2.14)
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where G? = G in the case (2.1) and G? = G∞ for (2.3).
Then, formally, the following identity holds:∫
[0,∞]
ϕ0(V )f(V, t) dV =
∫
[0,∞]
ϕ(V, t)f0(V ) dV ∀ t ≥ 0. (2.15)
In the existence result, cf. Proposition 4.2, we will in fact use (2.15) to define f and then show
that this function is indeed a weak solution of (2.1) or (2.3) in the sense of Definition 2.1.
The right hand side of (2.14) suggests to study the semigroups generated by the following
operators
K ϕ(V ) =
∫ ∞
0
G(v)(V 1/3 + v1/3)2
[
ϕ(V + v)− ϕ(V )]dv , (2.16)
K∞ϕ(V ) =
∫ ∞
0
G∞(v)(V 1/3 + v1/3)2
[
ϕ(V + v)− ϕ(V )]dv . (2.17)
We will construct in the next subsection operators Ω and Ω∞, using (2.16) and (2.17), which
are the generators of contractive semigroups in the space of functions C([0,∞]). This will
enable us to use the results from semigroup theory to prove our main results Theorem 2.3,
Theorem 2.4 and Theorem 2.5.
We already mention here that in the proof of Theorem 2.5, through a rescaling argument,
we are led to consider more general operators than K , which are
KTϕ(V ) =
∫ ∞
0
GT (v)(V
1/3 + v1/3)2
[
ϕ(V + v)− ϕ(V )]dv (2.18)
with GT (v) := T
σµG(Tµv). Note that K1 = K .
3 Properties of the operators ΩT and Ω∞ and the corresponding
semigroups
In this section we will prove the main technical result of this paper, which is that the closures
of operators ΩT and Ω∞ (see (3.2) and (3.5) below), which are related to KT and K∞ in (2.17)
and (2.18), respectively, are indeed Markov generators.
We observe that, due to the integrability assumption (1.2), GT (·) ∈ L1(0,∞). We have
that
X
‖·‖∞ = C([0,∞]),
where X is defined as in (2.6). For T <∞ we set
D(ΩT ) = X (3.1)
as domain for ΩT . We define ΩTϕ as
ΩTϕ(V ) = KTϕ(V ) ∀ V ∈ [0,∞) (3.2)
ΩTϕ(∞) = 0, (3.3)
for any ϕ ∈ D(ΩT ).
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On the other hand, for T =∞ we set
D(Ω∞) = X ∩
( ⋂
V∗>0
W 1,∞([V∗,∞])
)
∩
({
∃ lim
V→0+
Ω∞ϕ(V )
})
, (3.4)
where W 1,∞ denotes the standard Sobolev space with the L∞-norm. We observe that the right
hand side of (2.17) is well defined for V > 0 and for functions ϕ ∈X ∩
( ⋂
V∗>0
W 1,∞([V∗,∞])
)
.
We define Ω∞ϕ(V ), as
Ω∞ϕ(V ) = K∞ϕ(V ) for V > 0, (3.5)
Ω∞ϕ(0) = lim
V→0+
K∞ϕ(V ), (3.6)
Ω∞ϕ(∞) = 0, (3.7)
for any ϕ ∈ D(Ω∞). Then Ω∞ϕ ∈ C([0,∞]).
Note that the definitions (3.2) and (3.5) yield operators ΩT , Ω∞ that bring the respective
domains to the space of functions C([0,∞]). We observe that both domains are contained in
X which implies that the value at infinity of both operators acting on ϕ is zero.
For further use we recall here the definitions of Markov pregenerator (cf. Definition 2.1
in [14]) and Markov generator (cf. Definition 2.7 in [14]).
Definition 3.1. A linear operator A on C([0,∞]) with domain D(Ω) is said to be a Markov
pregenerator if it satisfies the following conditions:
(a) 1 ∈ D(A) and Ω1 = 0.
(b) D(A) is dense in C([0,∞]).
(c) If ϕ ∈ D(A), λ ≥ 0, and ϕ− λAϕ = g, then
min
V ∈[0,∞]
ϕ(V ) ≥ min
V ∈[0,∞]
g(V ).
Remark 3.2. Applying (c) to both ϕ and −ϕ one sees that a Markov pregenerator has the
following property: if ϕ ∈ D(A), λ ≥ 0, and ϕ− λAϕ = g, then ‖ϕ‖ ≤ ‖g‖.
Definition 3.3. A Markov generator is a closed Markov pregenerator A which satisfies
R(I − λA) = C([0,∞])
for all sufficiently small positive λ.
We can prove the following.
Lemma 3.4. The operators Ω∞ and ΩT defined as in (2.17), (2.18) with domains D(ΩT ) and
D(Ω∞) given by (3.1), (3.4) are Markov pregenerators in the sense of Definition 3.1.
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Proof. It is straightforward to verify (a) for the operators ΩT and Ω∞ and (b) for ΩT . To verify
(b) for Ω∞ we have to show that functions ϕ ∈ X which are globally Lipschitz are dense in
C([0,∞]) and they belong to D(Ω∞). The only nontrivial point to be proved is the existence
of limV→0+ Ω∞ϕ(V ), which follows from Lebesgue’s dominated convergence theorem. In order
to prove (c) we use that for ϕ ∈X we have minV ∈[0,∞] ϕ(V ) = ϕ(V0) for some V0 ∈ [0,∞). In
the case of ΩT then, using (2.18) we have ΩTϕ(V0) ≥ 0. Then
min
V ∈[0,∞]
g(V ) ≤ g(V0) ≤ ϕ(V0)− λΩTϕ(V0) ≤ ϕ(V0) = min
[0,∞]
ϕ(V ).
Then the result follows for A = ΩT . In the case A = Ω∞ the result follows similarly if V0 > 0.
When V0 = 0 we consider a sequence Vn → 0, as n→∞ so that ϕ(Vn)→ ϕ(0) as n→∞. Then
there exists a sequence Wn ≥ Vn such that minV≥Vn ϕ(Vn) = ϕ(Wn). Taking a subsequence
of Wn if needed (which will be denoted still as Wn) we obtain that Wn → W∗ ∈ [0,∞].
Moreover ϕ(Wn)→ ϕ(W∗) = ϕ(0) as n→∞. We have now two possibilities. If W∗ > 0 then
Ω∞ϕ(W∗) ≥ 0. Then, arguing as in the case of the operator ΩT we obtain (c). In the other
case, if W∗ = 0, we use that Ω∞ϕ(W∗) ≥ 0 by construction. Then,
min
V ∈[0,∞]
g(V ) ≤ g(Wn) = ϕ(Wn)− λΩ∞ϕ(Wn) ≤ ϕ(Wn).
Taking now the limit n→∞ we obtain
min
V ∈[0,∞]
g(V ) ≤ ϕ(0) = min
V ∈[0,∞]
ϕ(V ).
We refer to [14] (cf. Section 2 in Chapter 1) for the following result.
Proposition 3.5. If for every λ > 0 and for any g ∈ D˜ , with D˜ dense in C([0,∞]), there
exists a solution ϕ ∈ D(A) of (I − λA)ϕ = g then A has a closure A¯ which is a Markov
generator.
Our goal is to prove the following result.
Theorem 3.6. The operators Ω¯T , Ω¯∞ are Markov generators in the sense of Definition 3.3.
Proposition 3.5 implies that in order to prove the theorem above it is sufficient to show
that the equations (Id − λΩT )ϕ = g and (Id − λΩ∞)ϕ = g can be solved for a given g in a
dense subset D˜ of C([0,∞]) and λ > 0.
Theorem 3.7. Let X be as (2.6). For every λ > 0 and for every g ∈ X ∩ C∞([0,∞]) there
exists ϕ ∈ D(ΩT ) such that it holds
(I − λΩT )ϕ = g on [0,∞]. (3.8)
Theorem 3.8. Let X be as (2.6). For every λ > 0 and for every g ∈ X ∩ C∞([0,∞]) there
exists ϕ ∈ D(Ω∞) such that it holds
(I − λΩ∞)ϕ = g on [0,∞]. (3.9)
The proof of Theorem 3.8 is actually the hard part of this paper. Section 3.2 will be devoted
to this proof.
9
3.1 Proof of Theorem 3.7
The operators ΩT are bounded Markov pregenerators in the Banach spacesXM for anyM <∞.
Therefore they are Markov generators (cf. [14], Proposition 2.8, a)). Hence, (3.8) admits a
solution ϕ ∈ D(ΩT ) for every g ∈X .
3.2 Proof of Theorem 3.8
3.2.1 Strategy of the proof
We first prove in Lemma 3.9, via a fixed point argument, that a solution ϕ to (Id−λK∞)ϕ = g
exists on (0,∞). The main work to prove Theorem 3.8 is, however, to prove that this solution
ϕ has a limit as V → 0. Towards that aim we fix some V¯ > 0 and write ϕ for V < V¯ as
ϕ(V ) =
1
λ
∫ V¯
0
G(V, v)(g(v)− ϕ(v)) dv +
∫ ∞
V¯
K(V, η; V¯ )ϕ(η)dη = ϕ1 + ϕ2. (3.10)
Here ϕ1 solves
−K∞ϕ1 = g − ϕ for V < V¯ (3.11)
ϕ1 = 0 for V > V¯ ,
while ϕ2 solves
−K∞ϕ2 = 0 for V < V¯ (3.12)
ϕ2 = ϕ for V > V¯ .
The existence and uniqueness of a solution to (3.11) is given in Theorem 3.11. Here the key
idea is to construct a fundamental solution (see Proposition 3.12) and prove further properties
of it in Lemma 3.19. Problem (3.12) is solved in Lemma 3.21. In order to conclude that
limV→0 ϕ(V ) exists, we need to establish continuity properties of G, which is the content of
Section 3.2.4.
3.2.2 Existence of solutions of (I − λK∞)ϕ = g for a smooth g
Lemma 3.9. Let X be as in (2.6). For every λ > 0 and for every g ∈X ∩C∞([0,∞]) there
exists ϕ ∈ C(0,∞] ∩X such that
ϕ(V )− λK∞ϕ(V ) = g(V ), on (0,∞), (3.13)
where K∞ is as in (2.17). Moreover, ϕ ∈W 1,∞([V∗,∞]) for every V∗ > 0 and
‖ϕ‖L∞(0,∞] ≤ ‖g‖L∞(0,∞]. (3.14)
Proof. We first consider a regularised version of the problem. More precisely, for every suffi-
ciently small ε > 0, we define the corresponding regularized operator K ε∞:
K ε∞ϕ(V ) :=
∫ ∞
0
(v + ε)−σ(V 1/3 + v1/3)2
[
ϕ(V + v)− ϕ(V )]dv . (3.15)
We now look for a solution ϕε of the equation
ϕε(V )− λK ε∞ϕε(V ) = g(V ), V > 0 , (3.16)
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with g ∈ X ∩ C∞([0,∞]) and ϕε ∈ X ∩
(⋂
V∗>0W
1,∞([V∗,∞])
)
. To this end we notice that
equation (3.16) can be rewritten as the following fixed-point problem:
ϕε(V ) =
(
1 + λ
∫ ∞
0
(v + ε)−σ(V 1/3 + v1/3)2 dv
)−1
×
[
g(V ) + λ
∫ ∞
0
(v + ε)−σ(V 1/3 + v1/3)2ϕε(V + v) dv
]
. (3.17)
To solve this, we note that we are looking for a solution in X . Since g ∈ X , we have
g(V ) = g(M) for all V ≥ M , for some M > 0. Thus, the structure of (3.16) immediately
implies that ϕε(V ) = g(M) for all V ≥ M . It then follows that each solution of (3.17) with
ϕε ∈ X ∩ C((0,∞]) has to satisfy ϕε(V ) = ϕε(M) for any V ≥ M . Therefore, it suffices to
solve (3.17) on (0,M ] together with the boundary condition ϕε(M) = g(M). This can be made
using Banach’s contractive fixed-point argument. More precisely (3.17) can be rewritten as
ϕε(V ) =
(
1 + λ
∫ ∞
0
(v + ε)−σ(V 1/3 + v1/3)2 dv
)−1
×
[
g(V ) + λ
∫ ∞
V
(ξ − V + ε)−σ(V 1/3 + (ξ − V )1/3)2ϕε(ξ) dv
]
which is a linear Volterra equation that can be solved in C[M − δ,∞] for a sufficiently small
δ > 0. The solutions can be estimated for V ∈ (0,M ] using a Gronwall argument and then we
obtain ϕε ∈ C((0,∞]).
To obtain a solution of the original problem (3.13), we now take the limit ε→ 0 in (3.16). In
order to obtain compactness for the function ϕε we derive uniform estimates for the derivatives
of ϕε. Differentiating (3.16), we get
∂ϕε
∂V
− λK ε∞
(
∂ϕε
∂V
)
− hε(V, λ) = ∂g
∂V
, (3.18)
where
hε(V, λ) = λ
∫ ρ
0
(v + ε)−σ
[2
3
V −1/3 +
2
3
V −2/3v1/3
](
ϕε(V + v)− ϕε(V )) dv
+ λ
∫ ∞
ρ
(v + ε)−σ
[2
3
V −1/3 +
2
3
V −2/3v1/3
](
ϕε(V + v)− ϕε(V )) dv
=: hε1(V, λ) + h
ε
2(V, λ).
Here ρ is a positive constant, which is independent of ε and will be chosen later.
Using that
|ϕε(V + v)− ϕε(V )| ≤
∥∥∥∥∂ϕε∂V
∥∥∥∥
L∞(V,V+ρ)
v,
as well as (v + ε)−σ ≤ v−σ and σ < 2, we obtain
|hε1(V, λ)| ≤
2
3
λ‖(ϕε)′‖L∞(V,V+ρ)
∫ ρ
0
v−σ(V −1/3v + V −2/3v4/3) dv
≤ C1(σ)λ‖(ϕε)′‖L∞(V,V+ρ)
(
ρ2−σV −1/3 + ρ7/3−σV −2/3
)
, (3.19)
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where C1(σ) =
4
3(2−σ) . We now consider h
ε
2 and we get
|hε2(V, λ)| ≤
4
3
λ‖ϕε‖L∞(V,∞)
∫ ∞
ρ
v−σ(V −1/3 + V −2/3v1/3) dv
≤ C2(σ)λ‖ϕε‖L∞(V,∞)
(
ρ−(σ−1)V −1/3 + ρ−(σ−4/3)V −2/3
)
, (3.20)
where C2(σ) =
8
3(σ − 43)−1. Using a maximum principle argument, in the same spirit as the
one in Remark 3.2, we obtain
‖ϕε‖L∞[V∗,∞] ≤ ‖g‖L∞[V∗,∞] ≤ ‖g‖L∞(0,∞), (3.21)
and ∥∥∥∥∂ϕε∂V
∥∥∥∥
L∞[V∗,∞]
≤
∥∥∥∥ ∂g∂V
∥∥∥∥
L∞[V∗,∞]
+ ‖hε(·, λ)‖L∞[V∗,∞], (3.22)
where V∗ > 0 is fixed and independent of ε. Using estimates (3.19)-(3.21) we find∥∥∥∥∂ϕε∂V
∥∥∥∥
L∞[V∗,∞]
≤
∥∥∥∥ ∂g∂V
∥∥∥∥
L∞[V∗,∞]
+ C1(σ)λ
∥∥∥∥∂ϕε∂V
∥∥∥∥
L∞[V∗,∞]
(
ρ2−σV −1/3∗ + ρ7/3−σV
−2/3
∗
)
+ C2(σ)λ‖ϕε‖L∞[V∗,∞]
(
ρ−(σ−1)V −1/3∗ + ρ−(σ−4/3)V
−2/3
∗
)
,
≤
∥∥∥∥ ∂g∂V
∥∥∥∥
L∞[V∗,∞]
+ C1(σ)λ
∥∥∥∥∂ϕε∂V
∥∥∥∥
L∞[V∗,∞]
(
ρ2−σV −1/3∗ + ρ7/3−σV
−2/3
∗
)
+ C2(σ)λ‖g‖L∞[V∗,∞]
(
ρ−(σ−1)V −1/3∗ + ρ−(σ−4/3)V
−2/3
∗
)
.
We choose now ρ > 0 independent of ε such that the following inequality holds:
C1(σ)λ
(
ρ2−σV −1/3∗ + ρ7/3−σV
−2/3
∗
) ≤ 1
2
.
We can then absorb the term on the right hand side, containing the derivative of ϕε, into the
left hand side. Therefore we have∥∥∥∥∂ϕε∂V
∥∥∥∥
L∞[V∗,∞]
≤ 2
∥∥∥∥ ∂g∂V
∥∥∥∥
L∞[V∗,∞]
+ 2C2(σ)λ‖g‖L∞[V∗,∞]
(
ρ−(σ−1)V −1/3∗ + ρ−(σ−4/3)V
−2/3
∗
)
.
(3.23)
Thus, combining (3.21) with (3.23) we obtain a uniform estimate for ϕε ∈ W 1,∞([V∗,∞]).
Then, using the Arzela´-Ascoli theorem there exists a sub-sequence {εj} and a function ϕ ∈
W 1,∞([V∗,∞]) such that ϕεj → ϕ in L∞[V∗,∞].
Using (3.21) and (3.23) we can take the limit in (3.16) by means of Lebesgue’s dominated
convergence theorem. Hence (3.13) follows.
Finally (3.14) follows taking the limit ε→ 0 and V∗ → 0 in (3.21).
The main difficulty that remains to prove Theorem 3.8 is to show that the function ϕ
obtained in Lemma 3.9 is continuous at V = 0. Notice that Lemma 3.9 implies that ϕ is
continuous for V ∈ (0,∞] but does not guarantee uniform continuity as V → 0. In order to
have the desired continuity at V = 0 we will develop a theory of fundamental solutions for the
operator −K∞.
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3.2.3 On the fundamental solutions for the operator K∞
We will study the boundary value problem associated to the operator K∞
−K∞u(V ) = g(V ) for 0 < V < V¯ (3.24)
u(V ) = Ψ(V ) for V > V¯ , (3.25)
with V¯ > 0.
Remark 3.10. We can think of the function Ψ(V ) as a boundary value for the problem (3.24).
Notice that K∞u(V ) depends on values of u(w) for w > V¯ (cf. (2.17)).
Theorem 3.11. Let V¯ > 0. Suppose that Ψ ∈ W 1,∞[V¯ ,∞) and g ∈ (⋂δ>0W 1,∞[δ, V¯ − δ])
for any V¯ > 0. In addition, suppose that ‖g‖∞ = ‖g‖L∞(0,V¯ ) <∞. Then there exists a unique
solution u of the boundary value problem (3.24)-(3.25) such that u ∈ (⋂δ>0W 1,∞[δ, V¯ − δ])
and
sup
0<V <V¯
(V¯ − V )−(σ−1)|u(V )| <∞. (3.26)
To prove the theorem above we will use the following result.
Proposition 3.12. For every V0 > 0 there exists a function G(V, V0) defined for V ∈ (0,∞) \
{V0} which is real analytic for V ∈ (0, V0), G(V, V0) = 0 for V > V0 and satisfies
−K∞G(V, V0) = 0 for 0 < V < V0, (3.27)
as well as the asymptotics
G(V, V0) =
C∗
V
2
3
0
(V0 − V )σ−2[1 +O((V0 − V ) 13 )], for V → V −0 , (3.28)
with C∗ = C∗(σ) =
(∫∞
0 Q(w)dw
)−1
> 0 where
Q(w) :=
[
1
(σ − 1) (w)
σ−2 −
∫ w
0
(z + 1)−σ (w − z)σ−2 dz
]
, (3.29)
is a positive function for w > 0, Q(·) ∈ L1(0,∞). Moreover, the function G(V, V0) satisfies
0 < G(V, V0) ≤ C∗V −
2
3
0 (V0 − V )σ−2 for any V ∈ (0, V0). (3.30)
Remark 3.13. The normalization factor C∗V
− 2
3
0 in (3.28) has been chosen because in that
way the function G(V, V0) can be thought of, heuristically, as the solution of −K∞G(V, V0) =
δ(V − V0). However, since it is not straightforward to give a meaning to this distributional
identity, we preferred to state the result as in Proposition 3.12.
In order to construct the function G(V, V0) in Proposition 3.12 it is convenient to reformu-
late the problem (3.27) in terms of a new set of variables to simplify the dependence on the
parameters. To this end we define Λ(ξ) by means of
G(V, V0) = C∗V
σ− 8
3
0 Λ(ξ) with ξ =
V0 − V
V0
, (3.31)
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where C∗ is as in Proposition 3.12. Then, using that Λ(ξ) = 0 for ξ < 0, we can rewrite (3.27)
as
−
∫ ξ
0
η−σ
(
1 +
2
(1− ξ)1/3 η
1/3 +
η2/3
(1− ξ)2/3
)[
Λ(ξ − η)− Λ(ξ)]dη
+ Λ(ξ)
∫ ∞
ξ
η−σ
(
1 +
2
(1− ξ)1/3 η
1/3 +
η2/3
(1− ξ)2/3
)
dη = 0, (3.32)
where we used the change of variable η = vV0 .
In order to simplify the writing we introduce the following notation:
Dα+G(ξ) :=
∫ ξ
0
η−(α+1)
[
G(ξ − η)−G(ξ)]dη (3.33)
for 0 < α < 1. Notice that this operator is well defined for any function G ∈ ⋂
ξ∗>0
W 1,∞(ξ∗, 1).
Moreover, we set
F1(ξ) =
2
(1− ξ)1/3 and F2(ξ) =
1
(1− ξ)2/3 , 0 < ξ < 1. (3.34)
Then, (3.32) can be rewritten as
L (Λ)(ξ) = 0 for 0 < ξ < 1 (3.35)
where
L (Λ)(ξ) = −Dσ−1+ Λ(ξ) +
ξ−(σ−1)
(σ − 1) Λ(ξ)−
2∑
k=1
Fk(ξ)
[
D
σ−1− k
3
+ Λ(ξ)−
ξ−(σ−1−
k
3
)
(σ − 1− k3 )
Λ(ξ)
]
. (3.36)
We recall that we are looking for a solution G(V, V0) satisfying the asymptotics (3.28). Then,
due to the definition (3.31) we require that
Λ(ξ) = ξσ−2
[
1 +O(ξ
1
3 )
]
for ξ → 0+. (3.37)
Our plan is to construct a solution of (3.35)-(3.37) of the form
Λ(ξ) =
2∑
j=0
∞∑
m=0
am,j ξ
σ−2+ j
3
+m, a0,0 = 1. (3.38)
We remark that this method to construct a solution of (3.35)-(3.37) is reminiscent of the
classical Frobenius method for ordinary differential equations.
We first state two computational lemmas that will be used in the construction of the
solution of the form (3.38).
Lemma 3.14. Let Φα(β) be the function defined by
Φα(β) =
∫ 1
0
η−(α+1)
[
(1− η)β − 1]dη for any α ∈ (0, 1) Re(β) > −1. (3.39)
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Then, we have
Φα(β) =
[
1
α
− β
α
Γ(1− α)Γ(β)
Γ(1− α+ β)
]
, (3.40)
where Γ(·) denotes the Gamma function. In particular, if σ ∈ (1, 2), the following identity
holds
Φσ−1(σ − 2) =
∫ 1
0
y−σ
[
(1− y)σ−2 − 1]dy = 1
σ − 1 . (3.41)
Lemma 3.15. Let ω(`, j,m;σ) be defined as
ω(`, j,m;σ) ≡
(
σ − 2 + j3 +m
)(
σ − 1− `3
) B(2− σ + `
3
, σ − 2 + j
3
+m
)
, (3.42)
where B denotes the Beta function. Suppose that ` ∈ {0, 1, 2}, j ∈ {0, 1, 2}. There exist
functions C1(σ), C2(σ) satisfying 0 < C1(σ) ≤ C2(σ) <∞ for any σ ∈
(
5
3 , 2
)
such that
C1(σ) (1 +m)
σ−1− `
3 ≤ |ω(`, j,m;σ)| ≤ C2(σ) (1 +m)σ−1− `3 , `+ j +m ≥ 1. (3.43)
The functions C1(σ), C2(σ) are continuous and uniformly bounded in every compact sub-
interval of
(
5
3 , 2
)
.
The proofs of Lemmas 3.14 and 3.15 are postponed to Appendix A.
We now provide a solution of equation (3.35).
Lemma 3.16. There exists a unique solution of (3.35) of the form (3.38) where the series is
absolutely convergent in the interval 0 < ξ < 1. Moreover, the solution is unique in the class
of functions of the form (3.38) for which the series is absolutely convergent in the interval
0 < ξ < ρ with ρ > 0. The asymptotics (3.37) holds.
Proof of Lemma 3.16. Using the definition (3.33) we have Dα+(ξ
β) = ξβ−αΦα(β), for α ∈ (0, 1)
and Re(β) > −1 where Φα(β) is as in (3.39). Using Lemma 3.14 we can write
Dα+(ξ
β) =
ξβ−α
α
(
1− βB(1− α, β)) (3.44)
where B is the Beta function.
Suppose that (3.35) has a solution of the form (3.38) which is convergent in an interval
0 < ξ < ρ with ρ > 0. Then, using (3.44) we get
2∑
j=0
∞∑
m=0
(
σ − 2 + j3 +m
)(
σ − 1) B(2− σ, σ − 2 + j3 +m)am,j ξ−1+ j3 +m
= −
2∑
`=1
F`(ξ)
2∑
j=0
∞∑
m=0
ω(`, j,m;σ)am,j ξ
−1+ j
3
+ `
3
+m (3.45)
where ω(`, j,m;σ) is as in (3.42).
Notice that in the derivation of (3.45) there is a cancellation of the leading order term in
the difference −Dσ−1+ Λ(ξ) + ξ
−(σ−1)
(σ−1) Λ(ξ) due to (3.41).
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Since the functions F` defined as in (3.34) are analytic in the unit disk, they can be written
as F`(ξ) =
∑∞
k=0 bk,`ξ
k, ` = 1, 2, where the series converges for |ξ| < 1. Therefore, the classical
Cauchy estimates imply that for any δ > 0 there exists a constant Cδ such that
|bk,`| ≤ Cδ
(
1 +
δ
3
)k
. (3.46)
In what follows we will always assume that δ < 1.
Equating coefficients, we then obtain
ω(0, s, k;σ)ak,s
= −
∑
{(`,j): ρ=s, τ=0}
k∑
m=0
bk−m,` ω(`, j,m;σ) am,j −
∑
{(`,j): ρ=s, τ=1}
k−1∑
m=0
bk−1−m,` ω(`, j,m;σ) am,j ,
(3.47)
for k = 0, 1, 2, . . . and s ∈ {0, 1, 2}. In the sums j ∈ {0, 1, 2} and ` ∈ {1, 2}. In (3.47) we
denote as ρ = ρ(j, `) = 3
{ j+`
3
}
and τ =
[ j+`
3
]
where
{ · } denotes the fractional part, and [ · ]
denotes the integer part. Note that ρ ∈ {0, 1, 2} and τ ∈ [0, 1].
We observe that (3.47) is an iterative formula. Given the initial condition a0,0 = 1 we can
determine the coefficients {ak,s : k = 0, 1, 2, . . . , and s = 0, 1, 2} in a recursive way following
the order indicated in Figure 1 .
Figure 1: Recursive procedure to determine ak,s for k = 0, 1, 2, . . . and s ∈ {0, 1, 2}. The
values of ak,s are determined by the values of am,j with (m, j) preceding (k, s) in the graph
above.
We now estimate the coefficients ak,s. To this end notice that from (3.47) we have
|ak,s| ≤ 1|ω(0, s, k;σ)|
∑
{(`,j): ρ=s, τ=0}
k∑
m=0
|bk−m,`| |ω(`, j,m;σ)| |am,j |
+
1
|ω(0, s, k;σ)|
∑
{(`,j): ρ=s, τ=1}
k−1∑
m=0
|bk−1−m,`| |ω(`, j,m;σ)| |am,j |,
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Using (3.46), Lemma 3.15 as well as the change of variables
θk,s =
ak,s(
1 + δ3
)k , (3.48)
we get
|θk,s| ≤ Cδ(σ)
∑
{j<s}
1
(1 + k)
1
3
|θk,j |+ Cδ(σ)
2∑
j=0
k−1∑
m=0
1
(1 +m)
1
3
|θm,j |, (3.49)
where Cδ(σ) is uniformly bounded for σ in any compact set of (
5
3 , 2). Observe that we used
the convention that for s = 0 the sum
∑
{j<s}
(
. . .
)
= 0.
We now define ‖θk‖ = max
s∈{0,1,2}
|θk,s|. Then, separating the term m = k in the first sum in
the right hand side of (3.49), using also that 1
(1+k)
1
3
≤ 1, we obtain
|θk,s| ≤ Cδ(σ)
∑
{j<s}
|θk,j |+ Cδ(σ)
k−1∑
m=0
1
(1 +m)
1
3
‖θm‖
We set Ak−1 =
∑k−1
m=0
1
(1+m)
1
3
‖θm‖. For any value of s we get
|θk,0| ≤ Cδ(σ)Ak−1
|θk,1| ≤ Cδ(σ)
(
Ak−1 + |θk,0|
)
|θk,2| ≤ Cδ(σ)
[
Ak−1 +
(|θk,0|+ |θk,1|)].
Therefore, we obtain
‖θk‖ ≤ Cδ(σ)Ak−1 ≤ Cδ(σ)
k−1∑
m=0
1
(1 +m)
1
3
‖θm‖ (3.50)
where Cδ(σ) can change from line to line but is always independent of k.
We now choose M = Mδ(σ) such that
Cδ(σ)
(1 +M)
1
3
≤ log(1 +
δ
3)
10
=: δ¯. (3.51)
Then, for k ≥M + 1 we obtain
‖θk‖ ≤ Kδ(σ) + δ¯
k−1∑
m=M
‖θm‖
where Kδ(σ) = Cδ(σ)
∑M−1
m=0
1
(1+m)
1
3
‖θm‖. Notice that Kδ(σ) <∞ due to (3.50) as well as the
fact that ‖θ0‖ = 1 since a0,0 = 1 (cf. also (3.48)).
Therefore, for any k ≥ 0
‖θk‖ ≤ Kδ(σ) + δ¯
k−1∑
m=0
‖θm‖.
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It then follows by induction that
‖θk‖ ≤ 2Kδ(σ) exp(5δ¯k).
Combining this estimate with (3.48) and (3.51) we have
|ak,s| ≤ 2Kδ(σ)
(
1 +
δ
3
)k (
1 +
δ
3
)k
≤ 2Kδ(σ) (1 + δ)k s ∈ {0, 1, 2}
where we used that δ < 1. Then, we obtained that for any δ > 0 and for any k = 0, 1, 2, . . .
max
s∈{0,1,2}
|ak,s| ≤ Cδ(σ)(1 + δ)k. (3.52)
This implies the convergence of the series in (3.38) for |ξ| < 1. Notice that the same
argument could be applied for any solution of the form (3.38) since the coefficient ak,s would
be then determined uniquely by means of the formula (3.45). The asymptotics (3.37) is a
straightforward consequence of the representation formula (3.38).
We provide some estimates for the function Λ(ξ) that will be useful in what follows.
Lemma 3.17. The unique solution of (3.35) of the form (3.38) obtained in Lemma 3.16
satisfies
0 < Λ(ξ) ≤ ξσ−2 for any ξ ∈ (0, 1). (3.53)
Lemma 3.18. The unique solution of (3.35) of the form (3.38) obtained in Lemma 3.16
satisfies
|Λ(ξ(1− ζ))− Λ(ξ)| ≤ C(σ,R) ξσ−2ζ(1− ζ)σ−2 (3.54)
for any 0 < ζ < 1 and 0 < ξ ≤ R < 1. Here C(σ,R) is a constant depending only on σ and R.
Moreover, we define the function H(ξ) as
H(ξ) = Λ(ξ)− ξσ−2. (3.55)
Then
|H(ξ)| ≤ C(σ,R)ξσ−2+ 13 , (3.56)
for any 0 < ξ < 1 and
|H(ξ(1− ζ))−H(ξ)| ≤ C(σ,R)ξσ−2+ 13 min{ζ, (1− ζ)σ−2+ 13 }, (3.57)
for any 0 < ζ < 1, 0 < ξ ≤ R < 1.
The proofs of Lemmas 3.17, 3.18 are given in Appendix A.
We can now conclude the proof of Proposition 3.12.
Proof of Proposition 3.12. We define the function G(V, V0) as
G(V, V0) = C∗V
σ− 8
3
0 Λ(ξ) with ξ =
V0 − V
V0
, for V < V0 (3.58)
and G(V, V0) = 0 for V > V0. Here C∗ is as in the statement of Proposition 3.12. Since
the function Λ(ξ) satisfies (3.35) we have that G(V, V0) satisfies (3.27) with K∞ as in (2.17).
Moreover, the asymptotics for Λ(ξ) given by (3.37) implies (3.28). The positivity of the function
Q(w) in the statement of Proposition 3.12 (cf. (3.29)) follows from Lemma A.1 in Appendix
A. Finally, (3.30) follows from Lemma 3.17.
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In order to prove Theorem 3.11 we first solve (3.24)-(3.25) with homogeneous boundary
conditions. This is the content of the following Lemma.
Lemma 3.19. Let G(V, V0) be as in Proposition 3.12. Let V¯ > 0 and suppose that g ∈(⋂
δ>0W
1,∞[δ, V¯ − δ]). In addition suppose that ‖g‖∞ <∞. We then define the function
u1(V ) =
∫ V¯
V
G(V, V0)g(V0)dV0, for 0 < V (3.59)
u1(V ) = 0, for V > V¯ . (3.60)
Then, (3.59) and (3.60) give a well defined function u1 which belongs to L
∞(0,∞) and satisfies
the following estimates:
|u1(V )| ≤ C(σ)(V¯−V )
σ−1
V¯
2
3
‖g‖∞ for 0 < V < V¯ . (3.61)
∣∣∣∣du1dV (V )
∣∣∣∣ ≤ Cδ(σ)(‖g‖∞ (V¯δ−V )σ−2V 2 (V¯δ) 13 + ‖g′‖∞,δ (V¯δ−V )σ−1V (V¯δ) 13
)
for δ < V < V¯2δ
(3.62)
where V¯δ = V¯ − δ and we use the notation ‖ · ‖∞,δ = ‖ · ‖L∞([δ,V¯δ]). Moreover, K∞u1 with K∞
given in (2.17) is well defined and we have
−K∞u1(V ) = g(V ) for 0 < V < V¯
where K∞ is as in (2.17).
Proof. We first note that the integral on the right hand side of (3.59) is well defined due to
(3.28). Since G(V, V0) = 0 for V > V0 we obtain (3.60). Using (3.58) we can rewrite u1(V ) as
u1(V ) = C∗
∫ V¯
V
V
σ− 8
3
0 Λ
(
V0 − V
V0
)
g(V0)dV0 for V < V¯ .
Applying (3.53) in Lemma 3.17 we obtain
|u1(V )| ≤ C∗‖g‖∞
∫ V¯
V
V
σ− 8
3
0
(V¯ − V0)ν
(
V0 − V
V0
)σ−2
dV0 ≤ C(σ)‖g‖∞ (V¯ − V )
σ−1
V¯
2
3
.
This proves (3.61).
In order to prove (3.62) we first notice that
u1(V ) = u1,1(V ) + u1,2(V ) for V < V¯ ,
with
u1,1(V ) = C∗
∫ V¯δ
V
V
σ− 8
3
0 Λ
(
V0 − V
V0
)
g(V0)dV0 (3.63)
u1,2(V ) = C∗
∫ V¯
V¯δ
V
σ− 8
3
0 Λ
(
V0 − V
V0
)
g(V0)dV0. (3.64)
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We now replace the variable of integration V0 in the equation for u1,1(V ) by means of the
change of variable ξ = V0−VV0 . We then obtain
u1,1(V ) = C∗V σ−
5
3
∫ 1− V
V¯δ
0
Λ(ξ)
(1− ξ)σ− 23
g
(
V
1− ξ
)
dξ.
We now compute the derivative of u1,1 with respect to V . We have
du1,1
dV
(V ) =C∗
(
σ − 5
3
)
V σ−
8
3
∫ 1− V
V¯δ
0
Λ(ξ)
(1− ξ)σ− 23
g
(
V
1− ξ
)
dξ − C∗ V¯
σ− 5
3
δ
V 2
Λ
(
1− V
V¯δ
)
g(V¯δ)
+ C∗V σ−
5
3
∫ 1− V
V¯δ
0
Λ(ξ)
(1− ξ)σ+ 13
g′
(
V
1− ξ
)
dξ.
Therefore, using again (3.53) in Lemma 3.17, we have
∣∣∣∣du1,1dV (V )
∣∣∣∣ ≤ C∗(σ − 53
)
V σ−
8
3 ‖g‖∞
∫ 1− V
V¯δ
0
ξσ−2
(1− ξ)σ− 23
dξ + C∗
(
1− V
V¯δ
)σ−2 V¯ σ− 53δ
V 2
‖g‖∞
+ C∗V σ−
5
3
∫ 1− V
V¯δ
0
ξσ−2
(1− ξ)σ+ 13
‖g′‖∞,δdξ
≤ Cδ(σ)
‖g‖∞ (V¯δ − V )σ−1
V V¯
2
3
δ
+ ‖g‖∞ (V¯δ − V )
σ−2
V 2
(V¯δ)
1
3 + ‖g′‖∞,δ (V¯δ − V )
σ−1
V
(V¯δ)
1
3
 .
(3.65)
We now estimate the derivative of u1,2 with respect to V . We have∣∣∣∣du1,2dV (V )
∣∣∣∣ ≤ Cδ(σ)‖g‖∞ ∫ V¯
V¯δ
V
σ− 8
3
−1
0
(
V0 − V
V0
)σ−3
dV0
≤ Cδ(σ)V¯ −
2
3 ‖g‖∞(V¯δ − V )σ−2, for δ < V ≤ V¯2δ. (3.66)
This is due to the fact that the estimate |Λ′(ξ)| ≤ Cξσ−3, which follows from (3.54) taking the
limit ζ → 0, is not uniform as ξ → 1. Assuming that δ > 0 is sufficiently small we have that
V¯δ ≥ V¯2 . Combining now (3.65) and (3.66) we obtain (3.62).
We observe that
K∞u1(V ) =
∫ ∞
0
v−σ(V 1/3 + v1/3)2
[
u1(V + v)− u1(V )
]
dv .
can be defined for u1 ∈ L∞(δ, V¯2δ) ∩W 1,∞([δ, V¯2δ]) for any δ > 0. Then, K∞u1(V ) is well
defined for any V ∈ (0, V¯ ).
Using (3.59) we can rewrite (2.17) as
K∞u1(V ) =
∫ ∞
0
v−σ(V 1/3 + v1/3)2
×
[
χ[0,V¯−V ](v)
∫ V¯
V+v
G(V + v, V0)g(V0)dV0 −
∫ V¯
V
G(V, V0)g(V0)dV0
]
dv ,
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where we denoted by χ[0,V¯−V ] the characteristic function of the set [0, V¯ − V ]. We now use a
regularization argument for the kernel v−σ. For any V ∈ (0, V¯ ) we have
K∞u1(V ) = lim
ε→0
∫ ∞
0
(v + ε)−σ(V 1/3 + v1/3)2
×
[
χ[0,V¯−V ](v)
∫ V¯
V+v
G(V + v, V0)g(V0)dV0 −
∫ V¯
V
G(V, V0)g(V0)dV0
]
dv .
Note that this formula holds due to Lebesgue’s dominated convergence theorem, as well as
(3.62). Applying Fubini to the right hand side of the equation above and using also (3.31), we
obtain
K∞u1(V ) = lim
ε→0
{∫ V¯
V
dV0g(V0)V
σ− 8
3
0 Wε(V, V0)
}
, (3.67)
where we set
Wε(V, V0) = C∗
∫ V0−V
0
dv(v + ε)−σ(V 1/3 + v1/3)2Λ
(
V0 − V − v
V0
)
− C∗
(∫ ∞
0
dv(v + ε)−σ(V 1/3 + v1/3)2
)
Λ
(
V0 − V
V0
)
.
Choosing 0 < δ < V¯ − V we now write∫ V¯
V
dV0g(V0)V
σ− 8
3
0 Wε(V, V0) =
∫ V+δ
V
dV0g(V0)V
σ− 8
3
0 Wε(V, V0)
+
∫ V¯
V+δ
dV0g(V0)V
σ− 8
3
0 Wε(V, V0) =: L1 + L2. (3.68)
We estimate now L2. We can rewrite Wε(V, V0) as
Wε(V, V0) = C∗
∫ V0−V
0
dv(v + ε)−σ(V 1/3 + v1/3)2
(
Λ
(
V0 − V − v
V0
)
− Λ
(
V0 − V
V0
))
− C∗
(∫ ∞
V0−V
dv(v + ε)−σ(V 1/3 + v1/3)2
)
Λ
(
V0 − V
V0
)
.
We notice that in the region where V0 − V ≥ δ the second term on the right hand side of the
equation above is immediately uniformly bounded, independently of ε. Concerning the first
term, combining (3.38) and Lemma 3.18, we can also estimate it by a constant independent of
ε despite the unboundedness of the integrand, for V0 − V ≥ δ. We can then apply Lebesgue’s
dominated convergence theorem and we obtain
lim
ε→0
L2 =
∫ V¯
V+δ
dV0g(V0)V
σ− 8
3
0 limε→0
Wε(V, V0).
On the other hand
lim
ε→0
Wε(V, V0) = C∗
∫ V0−V
0
dvv−σ(V 1/3 + v1/3)2
(
Λ
(
V0 − V − v
V0
)
− Λ
(
V0 − V
V0
))
− C∗
(∫ ∞
V0−V
dvv−σ(V 1/3 + v1/3)2
)
Λ
(
V0 − V
V0
)
= 0,
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due to (3.35) (cf. also (3.32)). Therefore,
lim
ε→0
L2 = 0. (3.69)
The following argument is reminiscent of the argument in the proof of Lemma A.1. We
now estimate L1. We use the change variable v = εz, V0 = V + εX with X > 0 and we obtain
L1 = C∗
∫ δ
ε
0
dXg(V + εX)(V + εX)σ−
8
3Uε(X)
where
Uε(X) =ε
2−σ
[ ∫ X
0
dz(z + 1)−σ(V 1/3 + (εz)1/3)2Λ
(
ε(X − z)
V + εX
)
−
(∫ ∞
0
dz(z + 1)−σ(V 1/3 + (εz)1/3)2
)
Λ
(
εX
V + εX
)]
.
We now rewrite Uε in a more convenient form.
Uε(X) =ε
2−σ
[ ∫ X
0
dz(z + 1)−σ(V 1/3 + (εz)1/3)2
[
Λ
(
ε(X − z)
V + εX
)
− Λ
(
εX
V + εX
)]
−
(∫ ∞
X
dz(z + 1)−σ(V 1/3 + (εz)1/3)2
)
Λ
(
εX
V + εX
)]
=
∫ X
0
dz
[
(z + 1)−σ − z−σ](V 1/3 + (εz)1/3)2ε2−σ [Λ(ε(X − z)
V + εX
)
− Λ
(
εX
V + εX
)]
−
(∫ ∞
X
dz(z + 1)−σ(V 1/3 + (εz)1/3)2
)
ε2−σΛ
(
εX
V + εX
)
+
∫ X
0
dzz−σ(V 1/3 + (εz)1/3)2ε2−σ
[
Λ
(
ε(X − z)
V + εX
)
− Λ
(
εX
V + εX
)]
:= I1 + I2 + I3.
We first estimate the function Uε(X) for 0 < X ≤ 1. Using Lemma 3.18, with R = 12 , we have
|I1 + I3| ≤ C(σ)(V + εX)2−σ(V 2/3 + ε2/3)
∫ X
0
dz(z + 1)−σ
[
(X − z)σ−2 − (X)σ−2] (3.70)
≤ C(σ)(V + εX)2−σ(V 2/3 + ε2/3)Xσ−1 ≤ C(σ)(V 8/3−σ + ε8/3−σ)Xσ−1 (3.71)
where we used that εXV+εX ≤ εV and this can be chosen smaller than 12 if ε > 0 is sufficiently
small. Moreover, in a similar way we obtain
|I2| ≤ C(σ)(V 8/3−σ + ε8/3−σ)Xσ−2. (3.72)
Combining (3.70) and (3.72) we have
|Uε| ≤ C(σ)(V 8/3−σ + ε8/3−σ)Xσ−2, for 0 < X ≤ 1. (3.73)
We now estimate the terms I1, I2 and I3 for 1 ≤ X ≤ δε .
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We consider I1 and we change variables setting z = Xζ. We have
I1 =X
∫ 1
0
dζ
[
(Xζ + 1)−σ − (Xζ)−σ](V 1/3 + (εXζ)1/3)2ε2−σ×
×
[
Λ
(
εX(1− ζ)
V + εX
)
− Λ
(
εX
V + εX
)]
≤ C(σ)X−1
∫ 1
0
dζ |(ζ + 1
X
)−σ − ζ−σ|(V 1/3 + (εXζ)1/3)2(V + εX)2−σ min{ζ, (1− ζ)σ−2}
≤ C(σ)X−1(V¯ ) 83−σ
∫ 1
0
dζ ζ−σ(Xζ)−(2−σ−ε) min{ζ, (1− ζ)σ−2}
≤ Cε(σ)X−(3−σ−ε), (3.74)
where we used (3.54) in Lemma 3.18 and (A.6) in the last inequality. This estimate holds for
0 < X ≤ δε . Notice that εXV+εX ≤ δV = R, and this can be chosen smaller than 1 if δ > 0 is
sufficiently small for each V > 0.
We now consider I2 + I3. We notice that
I2 =−
∫ ∞
X
dz
[
(z + 1)−σ − z−σ](V 1/3 + (εz)1/3)2ε2−σΛ( εX
V + εX
)
−
(∫ ∞
X
dzz−σ(V 1/3 + (εz)1/3)2
)
ε2−σΛ
(
εX
V + εX
)
= I
(1)
2 + I
(2)
2 ,
and we study separately I
(1)
2 and I
(2)
2 + I3. For 0 < X ≤ δε we obtain the following estimate
for I
(1)
2 :
I
(1)
2 ≤ −C(σ)
∫ ∞
X
dz(V 1/3 + (εz)1/3)2z−(σ+1)
(
X
V + εX
)σ−2
≤ C(σ)Xσ−2(X−σV 2/3 + ε2/3X−σ+2/3)(V + δ)2−σ
≤ C(σ)X−2(V 2/3 + δ2/3)(V + δ)2−σ ≤ C(σ)X−2(V 8/3−σ + δ8/3−σ). (3.75)
We now estimate I
(2)
2 + I3. Using the function H(ξ) defined in (3.55) we can rewrite I
(2)
2 + I3
as
I
(2)
2 + I3 = K1 +K2 +K3 +K4 +K5
where
K1 = V
2/3(V + εX)2−σ
(
−
∫ ∞
X
dzz−σXσ−2 +
∫ X
0
dzz−σ
[
(X − z)σ−2 −Xσ−2]),
K2 = −(V + εX)2−σ
∫ ∞
X
dzz−σ(2(εV )1/3z1/3 + (εz)2/3)Xσ−2,
K3 = (V + εX)
2−σ
∫ X
0
dzz−σ(2(εV )1/3z1/3 + (εz)2/3)
[
(X − z)σ−2 −Xσ−2],
K4 = −
∫ ∞
X
dzz−σ(V 1/3 + (εz)1/3)2ε2−σH
(
εX
V + εX
)
,
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K5 =
∫ X
0
dzz−σ(V 1/3 + (εz)1/3)2ε2−σ
[
H
(
ε(X − z)
V + εX
)
−H
(
εX
V + εX
)]
.
We have K1 = 0 due to (3.41). Moreover, we can obtain the following estimates for K2, . . . ,K5
for 1 ≤ X ≤ δε .
|K2 +K3| ≤ C(σ)
(
ε1/3V 1/3X−2/3 + ε2/3X−1/3
)
. (3.76)
Using (3.56) we have
|K4| ≤ C(σ)
∫ ∞
X
dzz−σ(V 2/3 + (εz)2/3)ε1/3
(
X
V + εX
)σ−2+ 1
3
≤ C(σ)
(
V 7/3−σε1/3X−2/3 + ε8/3−σX5/3−σ
)
, (3.77)
Using now (3.57) we obtain
|K5| ≤ C(σ)
∫ X
0
dzz−σ(V 2/3 + (εz)2/3)ε1/3
(
X
V + εX
)σ−2+ 1
3
min
{
z
X
,
(
1− z
X
)σ−2+ 1
3
}
≤ C(σ)V 5/3−σε1/3(V 2/3 + δ2/3)Xσ−2+ 13X1−σ
∫ 1
0
dζ ζ−σ min{ζ, (1− ζ)σ−2+ 13 }
≤ C(σ)V 5/3−σ(V 2/3 + δ2/3)ε1/3X−2/3. (3.78)
Combining (3.75), (3.76), (3.77) and (3.78) we get
|I(2)2 + I3| ≤ λ˜0(V, δ, σ)ε+ λ˜1(V, δ, σ)ε2/3X−1/3 + λ˜2(V, δ, σ)ε1/3X−2/3
≤ λ0(V, δ, σ)ε+ λ1(V, δ, σ)ε1/3X−2/3, 1 ≤ X ≤ δ
ε
, (3.79)
where we used Young’s inequality in the last step. Here the functions λ˜k, and λk with k = 0, 1, 2,
are bounded for V in any compact set of (0,∞).
We define
M1(X) :=

Uε(X) for 0 < X ≤ 1,
I1 + I
(1)
2 for X ≥ 1,
and
M2(X) :=

0 for 0 < X ≤ 1,
I
(2)
2 + I3 for X ≥ 1.
We can now rewrite L1 as
L1 = C∗
∫ δ
ε
0
dXg(V + εX)(V + εX)σ−
8
3M1(X) + C∗
∫ δ
ε
0
dXg(V + εX)(V + εX)σ−
8
3M2(X)
= L
(1)
1 + L
(2)
1 . (3.80)
Since (3.73), (3.74) and (3.75) hold we can compute the limit limε→0 L
(1)
1 using Lebesgue’s
dominated convergence theorem. Then
lim
ε→0
L
(1)
1 = C∗
∫ ∞
0
dXg(V )V σ−
8
3 lim
ε→0
M1(X) (3.81)
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where
lim
ε→0
M1(X) = V
8/3−σ
[ ∫ X
0
dz
[
(z + 1)−σ − (z)−σ] [(X − z)σ−2 −Xσ−2]
−
(∫ ∞
X
dz
[
(z + 1)−σ − (z)−σ])Xσ−2].
The terms which do not contain (z + 1)−σ can be combined and they give a vanishing contri-
bution due to (3.41). Therefore, limε→0M1(X) = −V 8/3−σQ(X) where Q(X) is as in (3.29).
Hence,
lim
ε→0
L
(1)
1 = −C∗g(V )
∫ ∞
0
Q(X)dX = −g(V ) (3.82)
Concerning the term L
(2)
1 , using (3.79) we have
lim sup
ε→0
|L(2)1 | ≤ C(σ, V )‖g‖∞δ1/3 (3.83)
where C(σ, V ) is bounded when V is in a compact set of (0,∞).
We now combine (3.67), (3.68), (3.69), (3.82) and (3.83) and this concludes the proof.
We now introduce another auxiliary function K which will play the role of the fundamental
solution for the Dirichlet boundary value problem. Given any V¯ > 0 and any η > V¯ , we define
K(V, η; V¯ ) =
∫ V¯
0
dV0G(V, V0)(η − V0)−σ(V
1
3
0 + (η − V0)
1
3 )2 for V < V¯ ,
K(V, η; V¯ ) = 0 for V > V¯ . (3.84)
Notice that the integral in the right hand side of (3.84) is well defined due to (3.28), since
σ > 53 , as well as the fact that η > V¯ > V0.
We also introduce the auxiliary function
Pα(θ, ζ) = θ
α
∫ 1−θ
0
Λ(z)(ζ(1− z)− θ)−αdz α > 1, ζ > 1, θ < 1, (3.85)
with σ > 1 (note that Λ depends on σ). In Lemma A.3 presented in Appendix A we provide
some estimates for the function Pα(θ, ζ) that we will use later.
The following lemma collects some properties of the function K(V, η; V¯ ).
Lemma 3.20. Let K(V, η; V¯ ) be defined as in (3.84). The following identity holds:
K(V, η; V¯ ) =
C∗
V¯
Y (θ, ζ) where ζ = η/V¯ , θ = V/V¯ (3.86)
with ζ > 1, θ < 1. Here
Y (θ, ζ) =
1
θ
2∑
j=0
cjPσ− j
3
(θ, ζ), c0 = c2 = 1, c1 = 2, (3.87)
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where Pα(θ, ζ) is as in (3.85). Moreover, K(V, η; V¯ ) satisfies:
0 ≤ K(V, η; V¯ ) ≤ C(σ)
V¯
2
3
η
2
3
(η − V )
(V¯ − V )σ−1
(η − V¯ )σ−1 , 0 < V < V¯ < η, (3.88)∣∣∣∣∂K∂V (V, η; V¯ )
∣∣∣∣ ≤ C(σ)
V¯
2
3
(
V¯
V
)2
(V¯ − V )(σ−2)η 23
(η − V¯ )σ , 0 < V < V¯ < η. (3.89)
The proof of the Lemma above is postponed to Appendix A.
The second step to prove Theorem 3.11 consists in proving the following lemma.
Lemma 3.21. Let G(V, V0) be as in Proposition 3.12. For any V¯ > 0 let Ψ ∈W 1,∞([V¯ ,∞]).
We define
u2(V ) =
∫ ∞
V¯
K(V, η; V¯ )Ψ(η)dη, for 0 < V < V¯ , (3.90)
u2(V ) = Ψ(V ) for V > V¯ . (3.91)
The function K is defined as in (3.84). Then, (3.90) and (3.91) give a well defined function
u2 ∈ L∞(0, V¯ ) ∩
(⋂
δ>0W
1,∞[δ, V¯ − δ]) for any δ > 0 which satisfies the following estimates:
|u2(V )| ≤ C(σ)‖Ψ‖∞, for 0 < V < V¯ , (3.92)
∣∣∣∣du2dV (V )
∣∣∣∣ ≤ Cδ(σ, V¯ ) (‖Ψ‖∞ + ‖Ψ′‖∞) for δ < V < V¯δ (3.93)
where the constant Cδ(σ, V¯ ) depends on δ > 0.
Then we have
−K∞u2(V ) = 0 for 0 < V < V¯ . (3.94)
Proof. We first prove the regularity properties of the function u2. We can rewrite u2 as
u2(V ) = u2,1(V ) + u2,2(V )
with
u2,1(V ) =
∫ 2V¯
V¯
K(V, η; V¯ )Ψ(η)dη
u2,2(V ) =
∫ ∞
2V¯
K(V, η; V¯ )Ψ(η)dη.
Then, from (3.90), using the splitting above and (3.88), we obtain
|u2(V )| ≤ |u2,1(V )|+ |u2,2(V )|
≤ C(σ)‖Ψ‖∞
(
(V¯ − V )σ−1
∫ 2V¯
V¯
(η − V )−1(η − V¯ )−σ+1 dη + (V¯ − V )
σ−1
V¯
2
3
∫ ∞
2V¯
η
2
3
−σ dη
)
≤ C(σ)‖Ψ‖∞
[
1 +
(V¯ − V )σ−1
V¯ σ−1
]
≤ C(σ)‖Ψ‖∞,
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where in the third inequality we used the change of variables η = V¯ + (V¯ − V )X.
We now prove (3.93). We estimate first the derivative of u2,2. Using (3.89) we obtain∣∣∣∣du2,2dV (V )
∣∣∣∣ ≤ C(σ)‖Ψ‖∞
V¯
2
3
∫ ∞
2V¯
(
V¯
V
)2
(V¯ − V )σ−2η 23
(η − V¯ )σ dη ≤ C(σ)
(
V¯
V
)2
(V¯ − V )σ−2
V¯ σ−1
‖Ψ‖∞.
(3.95)
We consider now the derivative of u2,1.
u2,1(V ) =
C∗
V¯
∫ 2V¯
V¯
Y
(
V
V¯
,
η
V¯
)
Ψ¯
( η
V¯
)
dη = C∗
∫ 2
1
Y (θ, ζ)Ψ¯(ζ) dζ
=
C∗
θ
2∑
j=0
cj
∫ 2
1
Ψ¯(ζ)Pσ− j
3
(θ, ζ) dζ , (3.96)
where we used that Ψ(η) = Ψ¯(η/V¯ ) in the first identity, the change of variable ζ = η/V¯ ,
θ = V/V¯ (cf. (3.86)) in the second and (3.87) in the third. Moreover, using (3.85) with
α = σ − j3 the last integral in the right hand side of (3.96) becomes∫ 2
1
dζ Ψ¯(ζ)
∫ 1−θ
0
Λ(z)( ζ
θ (1− z)− 1
)α dz
=
∫ 2
1
dζ Ψ¯(ζ)
∫ 1
θ
Λ(1− w)( ζ
θw − 1
)α dw = θ ∫ 2
1
dζ Ψ¯(ζ)
∫ 1
θ
1
Λ(1− θX)
(ζX − 1)α dX
= θ
∫ 2
1
dζ Ψ¯(ζ)
∫ 1+δ0
1
Λ(1− θX)
(ζX − 1)α dX + θ
∫ 2
1
dζ Ψ¯(ζ)
∫ 1
θ
1+δ0
Λ(1− θX)
(ζX − 1)α dX := M1 +M2,
where we used in the first identity the change of variable w = 1−z and, in the second identity,
X = wθ . We chose δ0 > 0 such that δ0 ≤ δ2V¯ . This implies that in the first integral, for
X ≤ 1 + δ0, θX ≤ θ(1 + δ0) ≤ 1− δ0, since θ < 1− δV¯ . Therefore 1− θX ≥ δ02 . Hence, we have∣∣∣∣dM1dθ
∣∣∣∣ ≤ Cδ0(σ, V¯ )‖Ψ‖∞ ∫ 2
1
dζ
∫ 1+δ0
1
dX
(ζX − 1)α
≤ Cδ0(σ, V¯ )‖Ψ‖∞
∫ 2
1
dζ
1
ζ(ζ − 1)α−1 ≤ Cδ0(σ, V¯ )‖Ψ‖∞, (3.97)
where Cδ0(σ, V¯ ) is uniformly bounded for δ0 > 0 but it might diverge if δ0 → 0. We estimate
now the derivative of M2. Performing the change of variables ζ = θs and w = θX, M2 becomes
M2 = θ
∫ 2
θ
1
θ
ds Ψ¯(θs)
∫ 1
(1+δ0)θ
Λ(1− w)
(sw − 1)α dw .
Then, we obtain
dM2
dθ
=
1
θ
M2 +
[
− Ψ¯(2)
θ
∫ 1
(1+δ0)θ
Λ(1− w)
(2wθ − 1)α
dw +
Ψ¯(1)
θ
∫ 1
(1+δ0)θ
Λ(1− w)
(wθ − 1)α
dw
]
+ θ2
∫ 2
θ
1
θ
ds Ψ¯′(θs)
∫ 1
(1+δ0)θ
Λ(1− w)
(sw − 1)α dw
− (1 + δ0)θ
∫ 2
θ
1
θ
ds Ψ¯(θs)
Λ(1− (1 + δ0)θ)
((1 + δ0)θs− 1)α =: N1 +N2 +N3 +N4.
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Using the fact that the terms of the form 1/(·)α can be estimated by Cδ0(σ, V¯ ). in the regions
of integration, as well as θ(1 + δ0) ≤ 1− δ0 and (3.53) we get
|N1|+ |N2|+ |N4| ≤ Cδ0(σ, V¯ )‖Ψ‖∞, |N3| ≤ Cδ0(σ, V¯ )‖Ψ′‖∞
which implies ∣∣∣∣dM2dθ
∣∣∣∣ ≤ Cδ0(σ, V¯ ) (‖Ψ‖∞ + ‖Ψ′‖∞) for δ < V < V¯δ. (3.98)
Therefore, combining (3.96), (3.97) and (3.98) we obtain (3.93).
It only remains to prove (3.94). Due to (3.92) and (3.93) we have that K∞u2(V ) is well
defined for 0 < V < V¯ . We notice that (3.89) in Lemma 3.20 implies that for every η > V¯ the
function K(·, η; V¯ ) ∈W 1,∞[δ, V¯ − δ], for any δ > 0. Then, Lemma 3.19 yields
−K∞K(V, η; V¯ ) = (η − V )σ(V 13 + (η − V ) 13 ) for V ∈ (0, V¯ ), (3.99)
where it is always understood that K∞ acts on the variable V . Multiplying (3.99) by Ψ(η),
integrating in η and using (3.91) we obtain∫ ∞
V¯
(η − V )−σ(V 13 + (η − V ) 13 )u2(η) dη = −
∫ ∞
V¯
K∞K(V, η; V¯ )Ψ(η) dη .
Using (2.17) as well as (3.84) we can rewrite the equation above as
−
∫ ∞
V¯
dξΨ(η)
∫ ∞
0
v−σ(V 1/3 + v1/3)2
[
χ[0,V¯−V ](v)K(V + v, η; V¯ )−K(V, η; V¯ )
]
dv
−
∫ ∞
V¯
(η − V )−σ(V 13 + (η − V ) 13 )u2(η) dη = 0.
We can now use Fubini in the first integral since the function K(w, η; V¯ ) is uniformly Lipschitz
for w ∈ [δ, V¯ − δ] and η ≥ V¯ . Performing also the change of variable η = V + v in the second
integral, the previous equation is equivalent to:∫ ∞
0
dv v−σ(V 1/3 + v1/3)2
(
χ[0,V¯−V ](v)
∫ ∞
V¯
dηΨ(η)K(V + v, η; V¯ )−
∫ ∞
V¯
dηΨ(η)K(V, η; V¯ )
)
+
∫ ∞
0
v−σ(V
1
3 + v
1
3 )χ[V¯−V,∞](v)u2(V + v) dv = 0
Using again (3.91) in the first integral we have∫ ∞
0
dv v−σ(V 1/3 + v1/3)2
(
χ[0,V¯−V ](v)u2(V + v)− u2(V )
)
+
∫ ∞
0
v−σ(V
1
3 + v
1
3 )χ[V¯−V,∞](v)u2(V + v) dv = 0
Rearranging the terms in the equation above we obtain K∞u2(V ) = 0.
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Proof of Theorem 3.11. The existence of the function u(V ), under the regularity assumption of
Theorem 3.11 follows from Lemma 3.19 and Lemma 3.21. Note that the L∞ bounds obtained
in Lemma 3.19 and Lemma 3.21 are independent on δ. In order to prove uniqueness of u(V )
we will use a maximum principle argument. We can assume without loss of generality that
g = 0 and Ψ = 0. Suppose that K∞u(V ) = 0 for 0 < V < V¯ and u ∈
(⋂
δ>0W
1,∞[δ, V¯ − δ])
satisfying (3.26). Then, we define the function
u˜ε(V ) = εG(V, V¯ )− u(V ), ε > 0. (3.100)
It is straightforward to show that
K∞u˜ε(V ) = 0 for 0 < V < V¯ , u˜ε(V ) = 0 for V > V¯ .
We now claim that u˜ε(V ) > 0 for 0 < V < V¯ . First notice that u˜ε(V ) > 0 for V ∈ (V¯δ, V¯ ) with
δ = δ(ε) > 0 sufficiently small, due to (3.26) and (3.28). Suppose that there exists V ∈ (0, V¯ )
such that u˜ε(V ) < 0. We define Vn = inf{V ∈ (0, V¯ ) : u˜ε(w) > 0 for w ∈ (V, V¯ )}. We then
have Vn ∈ (0, V¯ ) and, due to the continuity of the functions u and G for V ∈ (0, V¯ ), we have
u˜ε(Vn) = 0 and u˜ε(V ) > 0 for Vn < V < V¯ . Therefore,
K∞u˜ε(Vn) =
∫ ∞
0
v−σ(Vn1/3 + v1/3)2u˜ε(Vn + v) dv > 0,
and this gives a contradiction. Hence, u˜ε(V ) > 0 for every V ∈ (0, V¯ ) and ε > 0. Then, taking
the limit ε→ 0 we obtain that u(V ) ≤ 0 for every V ∈ (0, V¯ ). Replacing now u by −u we also
have u(V ) ≥ 0. It follows then u(V ) = 0 for every V ∈ (0, V¯ ).
Remark 3.22. Note that the unique solution u of (3.24) and (3.25) with g ∈ L∞(0, V¯ ) ∩(⋂
δ>0W
1,∞[δ, V¯ − δ]) and Ψ ∈W 1,∞([V¯ ,∞]) is given by
u(V ) =
∫ V¯
V
G(V, V0)g(V0)dV0 +
∫ ∞
V¯
K(V, η; V¯ )Ψ(η)dη, for 0 < V < V¯ . (3.101)
3.2.4 On the continuity of the function Λ(ξ) for ξ = 1
In order to conclude the proof of Theorem 3.8 we still need to show that the function Λ(ξ) is
continuous for ξ = 1. To this end, we will derive a representation formula for Λ(ξ) in terms of
a power series of 1− ξ (compare with (3.38)). From a heuristic point of view, thanks to (3.58)
and Lemma 3.19, we can think that the function G (V ) := G(V, 1) = C∗Λ(1 − V ) solves the
following problem:
−K∞G(V, 1) = δ(V − 1), G(V, 1) = 0, V > 1, (3.102)
where K∞ is given by (2.17). We observe that it could be possible to give a meaning to the
problem above in the sense of distributions but we will not attempt to do this in this paper.
We will solve (3.102) using Mellin transform. We look for a solution of (3.102) of the form:
G (V ) =
1
2pi
∫ ∞
−∞
g(k)V ikdk.
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On the other hand, using that
δ (V − 1) = 1
2pi
∫ ∞
−∞
V ikdk
we can formally rewrite (3.102), exploiting the fact that all the terms in the equation transform
similarly under rescalings, as
− 1
2pi
∫ ∞
−∞
dkg(k)V ik
2∑
j=0
cj
∫ ∞
0
[
(1 + η)ik − 1
] dη
ησ−
j
3
=
1
2pi
∫ ∞
−∞
V ikdk.
Then, identifying Fourier modes on both sides, we obtain
g(k) = − 1
M(ik)
where
M(z) =
2∑
j=0
cj
∫ ∞
0
[(1 + η)z − 1] dη
ησ−
j
3
for Re(z) < 0. (3.103)
This suggests that the function G (V ) should be given by
G (V ) = − 1
2pii
∫
Cα
V z
M(z)
dz for 0 < V < 1, G (V ) = 0 for V > 1, (3.104)
where
Cα = {−1 + re−iα : 0 < r <∞} ∪ {−1 + reiα : 0 ≤ r <∞} 0 < α < pi
2
and the orientation of the contour is as in Figure 2.
Figure 2: The orientation of the contour Cα.
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The contour Cα has been chosen in such a way that all the roots of M(z) are on the right
side of Cα. Notice that in (3.104) we are assuming that the function M(z) can be extended
analytically to the portion of the complex place filled by the contour Cα.
In order to show that (3.104) is well defined we need to study the properties of the function
M(z). In order to do this, we state here some technical lemmas whose proofs are given in
Appendix A.
Lemma 3.23. The function M(z) defined as in (3.103) admits a meromorphic extension to
z ∈ C given by
M(z) =
z
Γ(1− z)
2∑
j=0
cj
Γ(2 + j3 − σ)Γ(σ − j3 − 1− z)(
σ − j3 − 1
) , (3.105)
where the coefficients cj are defined as in (3.87). We denote as PM the set of poles for the
function M(z) which are given by:
zj,n = σ − 1− j
3
+ n , n = 0, 1, 2, . . . , j = 0, 1, 2. (3.106)
and as ZM the set of zeros for the function M(z) which are given by:
zˆ0,n = n n = 0, 1, 2, . . . (3.107)
zˆ1,n ∈
(
σ − 5
3
+ n, σ − 4
3
+ n
)
n = 0, 1, 2, . . . zˆ1,n ∈ (z2,n, z1,n) (3.108)
zˆ2,n ∈
(
σ − 4
3
+ n, σ − 2
3
+ n
)
n = 0, 1, 2, . . . zˆ2,n ∈ (z1,n, z2,n+1) (3.109)
where the zeros zˆ1,n and zˆ2,n are unique in each of the indicated intervals.
Moreover, for any ε0 > 0 we have the following estimate:
C1|z|σ− 53 ≤ |M(z)| ≤ C2|z|σ− 43 (3.110)
for any z ∈ C such that dist(z,PM ∪ZM ) ≥ ε0, where C1, C2 depend on ε0.
Lemma 3.24. The integral in (3.104) is absolutely convergent for V ∈ (0, 1) and it defines a
function G ∈ C[0, 1) with G (0) = 1M ′(0) > 0 where
M ′(0) =
2∑
j=0
cj
Γ(2 + j3 − σ)Γ(σ − j3 − 1)(
σ − j3 − 1
) . (3.111)
The function G defined in (3.104) satisfies
−K∞G (V ) = 0 0 < V < 1, G (V ) = 0, V > 1, (3.112)
where K∞ is given by (2.17).
Moreover, the following asymptotics for G holds:
G (V ) = K¯(1− V )σ−2 = O
(
|V − 1|σ− 53
)
as V → 1− (3.113)
where
K¯ =
(σ − 1) sin(pi(σ − 1))
pi
. (3.114)
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Lemma 3.25. Let Λ be the unique solution of (3.35) of the form (3.38) (cf. Lemma 3.16).
Let G be as in (3.104). Then we have:
Λ(ξ) =
1
K¯
G (1− ξ), 0 < ξ < 1 (3.115)
where K¯ is as in (3.114). Moreover
lim
ξ→1−
Λ(ξ) =: Λ(1−) =
(
K¯M ′(0)
)−1
> 0. (3.116)
Proof. Since the function Λ solves (3.35) it follows that the function Gˆ(V ) defined as Gˆ(V ) :=
Λ(1 − V ) for 0 < V < 1 and Gˆ(V ) := 0 for V > 1 solves (3.112). Therefore, u(V ) :=
G (V )− K¯Gˆ(V ) solves −Ω∞u(V ) = 0 for 0 < V < 1, u(V ) = 0 for V > 1 and, using (3.37) and
(3.113), we have that u satisfies u(V ) = O((1 − V )σ− 53 ) as V → 1−. Hence, the uniqueness
part of Theorem 3.11 implies (3.115). Thanks to Lemma 3.24 we have (3.116).
Lemma 3.26. Let K(V, η; V¯ ) be defined as in (3.84). Then we have:
lim
V→0+
K(V, η; V¯ ) = C∗
(
K¯M ′(0)
)−1 2∑
j=0
cj
ζ(ζ − 1)σ− j3
, (3.117)
for any V¯ > 0 and η > V¯ with ζ = η
V¯
.
Proof. In order to prove (3.117), due to Lemma 3.20, it is enough to compute the limit
limθ→0 1θPα(θ, ζ) for ζ > 1 and α > 1. We have
1
θ
Pα(θ, ζ) = θ
α−1
∫ 1
2
0
Λ(z)(ζ(1− z)− θ)−αdz + θα−1
∫ 1−θ
1
2
Λ(z)(ζ(1− z)− θ)−αdz
with ζ > 1, θ < 1. The first term in the right hand side converges to zero as θ → 0 for any
ζ > 1 since α > 1. Performing the change of variable z = 1− θX the second integral becomes∫ 1
2θ
1
Λ(1− θX)(ζX − 1)−α dX .
Lebesgue’s dominated convergence theorem implies
lim
θ→0
∫ 1
2θ
1
Λ(1− θX)(ζX − 1)−α dX = Λ(1)
(α− 1)
1
ζ(ζ − 1)α−1 =
(
K¯M ′(0)
)−1
(α− 1)
1
ζ(ζ − 1)α−1 ,
where we used Lemma 3.25.
From (3.87) using the equation above we have that (3.117) follows.
3.2.5 Proof of Theorem 3.8
Due to Lemma 3.9, in order to prove Theorem 3.8 it only remains to show that
i) ϕ ∈ C[0,∞];
ii) ∃ limV→0+ K∞ϕ(V ).
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Thanks to (3.13) the condition ii) will follow from i). Therefore, we only need to prove that
∃ limV→0+ ϕ(V ).
Using Theorem 3.11 and (3.101) we write ϕ as in (3.10). Therefore, the limit limV→0+ ϕ2(V )
exists as a consequence of Lebesgue’s dominated convergence theorem, (3.88) and (3.117).
We now consider ϕ1. Using (3.58) we can rewrite ϕ1 as
1
λ
∫ V¯
0
G(V, V0)(g(V0)− ϕ(V0))dV0 = 1
λ
∫ V¯
V
V
σ− 8
3
0 Λ
(
V0 − V
V0
)
(g(V0)− ϕ(V0))dV0
=
1
λ
∫ V¯−V
0
(X + V )σ−
8
3 Λ
(
X
X + V
)
(g((X + V ))− ϕ((X + V )))dX
where we used the change of variable X = V0 − V . Using (3.53) the integrand above can be
bounded by
1
λ
(‖g‖∞ + ‖ϕ‖∞)(X + V )σ− 83
(
X
X + V
)σ−2
≤ 1
λ
(‖g‖∞ + ‖ϕ‖∞)Xσ− 83
which is in L1(0, V¯ ). Then, the existence of limV→0+ ϕ1(V ) follows from Lebesgue’s dominated
convergence theorem as well as the continuity of ϕ(V ) for V > 0 and Lemma 3.25 which yields
the continuity at zero. This concludes the proof of Theorem 3.8.
4 Existence, uniqueness and stability of self-similar profiles
4.1 Proof of Theorem 2.3
We first recall the definition of Markov semigroup (cf. [14], Definition 1.4).
Definition 4.1. A family of operators {S(t), t ≥ 0} in C([0,∞]) is a Markov semigroup if
S(0) = I, the mapping t → S(t)f from [0,∞) to C([0,∞]) is right continuous for every
f ∈ C([0,∞]), S(t+ s)f = S(t)S(s)f for all f ∈ C([0,∞]) and s, t ≥ 0, S(t)1 = 1 for all t ≥ 0,
S(t)f ≥ 0 for all f ∈ C([0,∞]) such that f ≥ 0.
Proposition 4.2. There exist two Markov semigroups ST (t), S∞(t) whose generators are the
operators Ω¯T , Ω¯∞ which are the closure of the operators ΩT , Ω∞ defined in (3.2) and (3.5)
respectively. If ϕ0 ∈ D(Ω¯?) with ? = {T,∞} we define ϕ(t) = S?(t)ϕ0. Then,
dϕ
dt
(t) = Ω¯?ϕ(t) ∀ t ∈ [0,∞). (4.1)
For every M > 0 we have S?(t)XM ⊂ XM . Moreover, suppose that f0 ∈M+([0,∞]). We then
define f ∈ C([0, T ];M+([0,∞])) by means of the duality formula (2.15) for any ϕ0 ∈ C([0,∞])
where ϕ(·, t) = S?(t)ϕ0(·). Then f is a weak solution of (2.1) or (2.3) in the sense of Definition
2.1.
Proof. We note that the existence of the Markov semigroups ST (t), S∞(t), as well as (4.1), is
a consequence of Hille-Yosida theorem (see for instance Theorem 2.9 in [14]). Furthermore, to
prove the invariance of the space XM under the action of S?(t) it is sufficient to prove that
for any f ∈ XM then (I − λΩ¯?)−1f ∈ XM . This follows from the argument in the proof of
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Lemma 3.9, which shows that ϕ ∈ XM if g ∈ XM , as well as the fact that Ω¯? is the closure of
Ω?. Combined with S(t)f = limn→∞(I − tnΩ)−nf for f ∈ C([0,∞]), t ≥ 0 (cf. Theorem 2.9
in [14]) the invariance of XM under S?(t) follows.
It only remains to prove that f is a weak solution of (2.1) or (2.3) in the sense of Definition
2.1. In order to do this we consider first test functions ϕ ∈ C1([0, T ];C∞([0,∞])) such that
ϕ ∈ XM and ϕ constant for 0 ≤ V ≤ 1M with M > 1 large. Notice that the considered test
functions are in D(Ω∞), which is defined as in (3.4). Therefore, for these test functions we
have Ω¯?ϕ(V, t) = K?ϕ(V, t) where K? is as in (2.17) or (2.18) respectively. Then, for each of
these test functions ϕ we define
ξ(V, t) = ∂tϕ(V, t) +K?ϕ(V, t), ? = {T,∞}. (4.2)
Using now (4.1), as well as the fact that Ω¯?ϕ(V, t) = K?ϕ(V, t) and S?(t)Ω¯? = Ω¯?S?(t), for the
given test function ϕ, we get
S?(t)ξ(V, t) = ∂t (S?(t)ϕ(V, t)) . (4.3)
The formula Ω¯?ϕ(V, t) = K?ϕ(V, t) allows us to rewrite (2.7) as
0 =
∫
[0,∞]
f(V, T )ϕ(V, T )dV −
∫
[0,∞]
f(V, 0)ϕ(V, 0) dV −
∫ T
0
∫
[0,∞]
f(V, t)ξ(V, t) dV dt . (4.4)
Using the definition of f(V, t) in (2.15), the right hand side of (4.4) becomes∫
[0,∞]
f0(V )
[
S?(T )ϕ(V, T )− ϕ(V, 0)−
∫ T
0
S?(t)ξ(V, t) dt
]
dV =: J. (4.5)
Thanks to (4.3), it then follows that J = 0, whence (4.4) holds for this class of test functions.
A standard density argument yields (2.7) for arbitrary test functions in C1([0, T ];C∞([0,∞])∩
X ).
Proof of Theorem 2.3. The existence of a weak solution for (2.1) or (2.3) in in the sense of
Definition 2.1 follows from Proposition 4.2. To prove uniqueness we use a standard duality
argument. Suppose that f1, f2 are two solutions of (2.1) or (2.3) with the same initial data.
Then the difference g = f1 − f2 satisfies∫
[0,∞]
g(V, T )ϕ(V, T )dV =
∫ T
0
∫
[0,∞]
g(V, t) (∂tϕ(V, t) +K?ϕ(V, t)) dV dt .
If the test function ϕ(·, t) ∈ D(Ω¯?) ∩XM it follows from a density argument∫
[0,∞]
g(V, T )ϕ(V, T )dV =
∫ T
0
∫
[0,∞]
g(V, t)
(
∂tϕ(V, t) + Ω¯?ϕ(V, t)
)
dV dt .
If g(V, t) 6= 0, we have ∫[0,∞] g(V, T )ϕ0(V )dV 6= 0 for an appropriate test function ϕ0(V ) ∈
D(Ω¯?)∩XM . We then define ϕ(V, t) = S?(T − t)ϕ0(V ). Using then (4.1) we obtain ∂tϕ(V, t)+
Ω¯?ϕ(V, t) = 0 with ϕ(V, t) ∈ D(Ω¯?) ∩XM . Then,
∫
[0,∞] g(V, T )ϕ0(V )dV = 0 and the contra-
diction implies g = 0.
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To prove that f({∞}, t) = 0 for t > 0 if f0({∞}) = 0 we will show that for any ε0 > 0
there exists V0 sufficiently large such that∫
[V0,∞]
f(V, t) dV ≤
∫
[
V0
2
,∞]
f0(V ) dV + ε0. (4.6)
The fact that f({∞}, t) = 0 then follows taking the limit V0 → ∞ and later ε0 → 0. We will
assume without loss of generality that
∫
[0,∞] f0 = 1. In order to prove (4.6) we will construct for
any T > 0 any ε0 > 0, and any V0 sufficiently large a function ϕ ∈ C1([0, T );W 1,∞[0,∞]∩X )
such that
ϕ(V, T ) ≥ χ[V0,∞](V ), ϕ(V, 0) ≤ χ[V0
2
,∞](V ) + ε0 (4.7)
and
∂tϕ(V, t) +Lϕ(V, t) := ∂tϕ(V, t) +
∫
[0,∞]
G?(v)(V
1
3 + v
1
3 )2
(
ϕ(V + v, t)−ϕ(V, t))dv ≤ 0, (4.8)
for a.e. (V, t) ∈ (0,∞) × (0, T ). Notice that a density argument implies that (2.7) holds for
this class of test functions and together with the assumptions for the function ϕ it implies∫
[V0,∞]
f(V, t) dV ≤
∫
[0,∞]
f(V, t)ϕ(V, T ) dV ≤
∫
[0,∞]
f0(V )ϕ(V, T ) dV ≤
∫
[
V0
2
,∞]
f0(V ) dV + ε0,
whence (4.6) follows. We now claim that the following function satisfies (4.7) and (4.8). We
define
ϕ (V, t) = 1− e−λsQ (ξ) , ξ = 1−W − λs (4.9)
with s = (T − t)V −σ+
5
3
0 , W =
V
V0
,and Q given by
Q(ξ) :=

0 if ξ < 0,
4ξ if 0 ≤ ξ ≤ 14 ,
1 if ξ ≥ 14
(4.10)
where λ > 0 is a constant independent on V0 that will be fixed later. In order to prove (4.7)
we observe that since s ≤ TV −σ+
5
3
0 if V0 > 0 is sufficiently large then s can be assumed to
take arbitrary small values. Using then (4.9) we obtain that ϕ ≤ 1, ϕ (V, T ) ≥ χ[V0,∞](V ) and
ϕ (V, 0) ≤ ε0 for V ≤ V02 . Therefore (4.7) follows. It now remains to show that (4.8) holds.
Suppose first that W > 1 − λs. Then ϕ(V, t) = ϕ(V + v, t) = 1, v > 0. Hence ∂tϕ(V, t) = 0,
Lϕ(V, t) = 0 and (4.8) follows. We now consider the case W < 1− λs. Then ξ > 0 and
∂tϕ(V, t) = −λe−λsV −(σ−
5
3
)
0
(
Q(ξ) +Q′(ξ)
)
(4.11)
and
Lϕ(V, t) = e−λs
∫
[0,∞]
G?(v)(V
1
3 + v
1
3 )2[Q(ξ)−Q(ξ − v
V0
)] dv .
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Using (1.2) and the change of variables V = V0W and v = V0w and the fact thatW < 1−λs ≤ 1
we obtain
Lϕ(V, t) ≤C0V −(σ−
5
3
)
0 e
−λs
∫
[0,∞]
(w)σ(1 + w
1
3 )2[Q(ξ)−Q(ξ − w)] dw
≤ C0V −(σ−
5
3
)
0 e
−λs
[
4
∫
[0,1]
(w)σ(1 + w
1
3 )2w dw +
∫
[1,∞]
(w)σ(1 + w
1
3 )2 dw
]
= C˜ C0V
−(σ− 5
3
)
0 e
−λs (4.12)
where we used that 0 ≤ [Q(ξ)−Q(ξ−w)] ≤ min{4w, 1}, and C˜ depends only on σ. Combining
now (4.11) and (4.12) and using that
(
Q(ξ) +Q′(ξ)
) ≥ 1 for any ξ > 0 we obtain
∂tϕ(V, t) +Lϕ(V, t) ≤
(− λ+ C˜ C0)V −(σ− 53 )0 e−λs ≤ 0 (4.13)
if we choose λ > 0 sufficiently large independent on V0. Then (4.8) follows and this concludes
the proof.
4.2 Existence and uniqueness of self-similar profiles
In this subsection we will prove Theorem 2.4. Some of the methods used in this section have
been extensively used in the analysis of the nonlinear Smoluchowski equation. For instance the
existence of self-similar profiles using fixed point methods can be found in [5, 9, 12, 13, 17, 18].
The idea of relying on the analysis of the dual problem to obtain estimates for the self-similar
solutions of the coagulation equations has been introduced in [17].
We consider the evolution equation (1.1) in self-similar variables which reads by means
of (2.9) as
∂τF (ξ, τ)− µ∂ξ
(
ξF (ξ, τ)
)
+ ∂ξ
(∫ ξ
0
∫ ∞
ξ−x
y−σ(x1/3 + y1/3)2F (x, τ) dy dx
)
= 0. (4.14)
Our goal is to prove the existence and uniqueness of a stationary solution of (4.14).
In order to do this we first introduce the concept of weak solution of (4.14).
Definition 4.3 (Definition of weak solutions). We will say that F ∈ C([0, T ],M+[0,∞]) is
a weak solution of (4.14) with initial value F (·, 0) = F0 ∈ M+[0,∞] if for any test function
ϕ ∈ C([0, T ], C1[0,∞]) ∩X we have∫
[0,∞]
F (ξ, T )ϕ(ξ, T ) dξ −
∫
[0,∞]
F0(ξ)ϕ(ξ, 0) dξ −
∫ T
0
dt
∫
[0,∞]
F (ξ, t)∂tϕ(ξ, t) dξ
= −µ
∫ T
0
dt
∫
[0,∞]
ξF (ξ, t)∂ξϕ(ξ, t) dξ
+
∫ T
0
dt
∫ ∞
0
∫ ∞
0
y−σ(x1/3 + y1/3)2F (x, t)
[
ϕ(x+ y, t)− ϕ(x, t)]dx dy . (4.15)
The well-posedness Theorem 2.3 allows us to prove a well-posedness result for (4.14). More
precisely, we have
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Theorem 4.4. For any F0(·) ∈ M+([0,∞]) there exists a unique solution of (4.14) in the
sense of Definition 4.3. Moreover, if F0({∞}) = 0 then F ({∞}, τ) = 0 for any τ ≥ 0.
Proof. Due to the invariance under translations in time of (2.3) we can apply Theorem
2.3 to find a weak solution of (2.3) with initial datum f(V, 0) = f0(V ) = F0(V ) for any
f0(·) ∈ M+([0,∞]) in the sense of Definition 2.1. Let us denote this solution as f(·, ·) ∈
C([1,∞);M+([0,∞])). We then define
F (ξ, τ) = eµτf(ξeµτ , eτ − 1), τ > 0. (4.16)
Notice that F (·, ·) ∈ C([0,∞);M+([0,∞])). A direct computation shows that F solves (4.14)
in the sense of Definition 4.3. Reciprocally, given F satisfying (4.14) in the sense of Definition
4.3 we can define f , by means of f(V, t) = 1tµF
(
V
tµ , log(t+ 1)
)
, which solves (2.3) in the sense
of Definition 2.1. Therefore, the uniqueness statement for the solution of (4.14) follows from
the corresponding uniqueness result in Theorem 2.3.
Remark 4.5. We now define a family of operators {T (τ)}τ≥0 with T (τ) : M+([0,∞]) →
M+([0,∞]) as follows. Given f0 ∈ M+([0,∞]) we define f(V, t) as in (2.15). We then de-
fine F (ξ, τ) as in (4.16) and we set T (τ)f0 = F (·, τ). We note that T (0) = I, T (τ + s)F =
T (τ)T (s)F for all F ∈M+([0,∞]) and s, τ ≥ 0, T (τ)1 = 1 for all τ ≥ 0. Moreover, the family
of operators {T (τ)}τ≥0 is obtained combining the definition of f given in (2.15) with the defi-
nition of F in (4.16). Using then the properties of the semigroup S∞(t) given in Proposition
4.2 it follows that the operators T (τ) are continuous in the ?−weak topology of M+([0,∞])
for every τ ≥ 0 and the mapping τ → T (τ)F is continuous for every F ∈ M+([0,∞]) and
τ ∈ [0,∞).
We now want to prove the boundedness for some moments of the solution F of (4.15). We
first observe that, choosing ϕ ≡ 1 in (4.15), we obtain immediately that the zeroth moment is
conserved, i.e. ∫
[0,∞]
F (ξ, τ) dξ =
∫
[0,∞]
F0(ξ) dξ = 1 for all τ > 0. (4.17)
Lemma 4.6. For any β ∈ (0, σ − 5/3), γ > 0 and any R > 0 we define
SR(β, γ) :=
{
H ∈M+([0,∞]) : max
{∫ ∞
0
(1 + V )βH(V ) dV ,
∫ ∞
0
V −γH(V ) dV
}
≤ R
}
.
(4.18)
Then, there exists R0(β, γ) such that if R ≥ R0(β, γ) we have T (τ)SR(β, γ) ⊂ SR(β, γ) for
every τ ∈ [0,∞).
Proof. We consider the weak formulation (4.15) and we choose as test function
ϕ(x) = (1 + x)β, β > 0,
and define
Mβ(τ) :=
∫ ∞
0
(1 + ξ)βF (ξ, τ) dξ . (4.19)
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Using (4.15) and the fact that ξϕ′(ξ) = βξ(1 + ξ)β−1 ≤ β(1 + ξ)β = βϕ(ξ) we have that
Mβ = Mβ(τ) satisfies
∂τMβ + βµMβ ≤
∫ ∞
0
∫ ∞
0
y−σ(x1/3 + y1/3)2F (x)
[
(1 + x+ y)β − (1 + x)β]dx dy
≤
∫ ∞
0
∫ ∞
0
y−σ
(
(1 + x)1/3 + y1/3
)2
F (x)(1 + x)β
[(
1 +
y
1 + x
)β − 1]dy dx .
(4.20)
We now change variables y 7→ (1 + x)y. Then, (4.20) becomes
∂τMβ + βµMβ ≤
∫ ∞
0
(1 + x)5/3−σ+βF (x) dx
∫ ∞
0
y−σ
[
(1 + y)β − 1](1 + y1/3)2 dy . (4.21)
Since 5/3 < σ < 2, we can estimate for each β ∈ (0, σ−5/3) the integral in y on the right-hand
side of (4.21) by a constant Cβ,σ, i.e.
∫∞
0 y
−σ[(1 + y)β − 1](1 + y1/3)2 dy ≤ Cβ,σ. Similarly, for
β ∈ (0, σ−5/3) it holds (1+x)5/3−σ+β ≤ 1. Then ∫∞0 (1+x)5/3−σ+βF (x) dx ≤ ∫∞0 F (x) dx = 1.
Together with (4.21) this implies
∂τMβ + βµMβ ≤ Cβ,σ.
Therefore, the region Mβ ≤ Cβ,σβµ is invariant under the operator T (τ).
We now choose as test function ϕ(ξ) = (ξ + ε)−γ with γ > 0 and ε > 0, in (4.15). We
define
mγ(τ) :=
∫ ∞
0
(ξ + ε)−γF (ξ, τ) dξ , γ > 0, ε > 0. (4.22)
Using (4.15) we get:
∂τmγ ≤ γµmγ −
∫ ∞
0
dxF (x)
∫ ∞
0
y−σ(x1/3 + y1/3)2
[
(x+ ε)−γ − (x+ y + ε)−γ]dy , (4.23)
where we used that ξξ+ε ≤ 1. Performing the change of variables y 7→ (x+ ε)y we get
∂τmγ ≤ γµmγ −
∫ ∞
0
F (x)(x+ ε)5/3−σ−γ dx
∫ ∞
0
y−σ
(( x
x+ ε
)1/3
+ y1/3
)2[
1− (1 + y)−γ]dy .
(4.24)
We set
C0 :=
∫ ∞
0
y−σy2/3
[
1− (1 + y)−γ]dy .
Then ∫ ∞
0
y−σ
(( x
x+ ε
)1/3
+ y1/3
)2[
1− (1 + y)−γ]dy ≥ C0.
Therefore (4.24) becomes
∂τmγ ≤ γµmγ − C0
∫ ∞
0
F (x)(x+ ε)5/3−σ−γ dx .
Splitting the integral on the right-hand side of the equation above we get
∂τmγ ≤ γµmγ − C0
∫ ρ
0
F (x)(x+ ε)5/3−σ−γ dx− C0
∫ ∞
ρ
F (x)(x+ ε)5/3−σ−γ dx
≤ γµmγ − C0(ρ+ ε)5/3−σ
∫ ρ
0
F (x)(x+ ε)−γ dx ,
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where ρ > 0 will be determined later and where we used that
∫∞
ρ F (x)(x+ ε)
5/3−σ−γ dx ≥ 0.
Moreover, the integral in the last inequality can be estimated as
(ρ+ ε)5/3−σ
∫ ∞
0
F (x)(x+ ε)−γ dx− (ρ+ ε)5/3−σ
∫ ∞
ρ
F (x)(x+ ε)−γ dx
≥ (ρ+ ε)−(σ−5/3)mγ − (ρ+ ε)−(σ−5/3+γ),
since (x+ ε)−γ ≤ (ρ+ ε)−γ and m0 = 1. Hence, we obtain
∂τmγ ≤ γµmγ − C0(ρ+ ε)−(σ−5/3)mγ + C0(ρ+ ε)−(σ−5/3+γ).
Since σ > 5/3, we can take ρ > 0 sufficiently small, but independent on ε, such that
γµ− C0(ρ+ ε)5/3−σ < −C0/2 which leads to the estimate
∂τmγ ≤ −C0
2
mγ + C0(ρ+ ε)
5/3−σ−γ .
Then, the region mγ ≤ 2(ρ+ ε)5/3−σ−γ is invariant under the operator T (τ). Taking the limit
ε→ 0 in this inequality, the result follows.
Proof of Theorem 2.4. The existence of a self-similar profile F , as indicated in Theorem 2.4,
follows from the Tychonoff fixed-point theorem applied on the set SR(β, γ) defined in (4.18).
The fact that F ∈ C∞(0,∞) follows from a bootstrap argument using that the left hand
side of (2.10) contains one weak derivative of F and the right hand side contains σ − 1 < 1
derivatives. It is then possible to improve inductively the regularity of F following the strategy
proposed in [13]. To prove uniqueness we notice that, given any self-similar profile as stated
in Theorem 2.4, the measure f(V, t) = 1tµF (
V
tµ ) is a weak solution of (2.3) with initial data
f(V, 0) = δ(V ) in the sense of Definition 2.1. Theorem 2.3 implies that such a solution is
unique and this implies the uniqueness of the self-similar profile.
4.3 Stability of self-similar profiles
In this section we prove Theorem 2.5. To this end we will use the Trotter-Kurtz theorem (cf.
Theorem 2.12 in [14]).
Theorem 4.7. Suppose that Ω¯T and Ω¯∞ are the generators of the Markov semigroups ST (t)
and S(t) respectively. If there is a core D0 for Ω¯∞ such that D0 ⊂ D(ΩT ) for all T and
Ω¯Tϕ→ Ω¯∞ϕ for all ϕ ∈ D0, then
ST (t)ϕ→ S(t)ϕ
for all ϕ ∈ C([0,∞]) uniformly for t in compact sets.
Proof of Theorem 2.5. We first claim that D0 defined by means of D0 := X ∩ C∞([0,∞]) is
a core for the operator Ω¯∞. Indeed, the closure of D0 in the uniform topology is C([0,∞]).
On the other hand we claim D0 ⊂ D(Ω∞) ⊂ D(Ω¯∞) where D(Ω∞) is as in (3.4). Indeed, the
only property that we need to check is that there exists limV→0(Ω∞ϕ)(V ). Indeed, using that
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∣∣v−σ(V 1/3 + v1/3)2[ϕ(V + v)− ϕ(V )]∣∣ ≤ Cϕv−σ(V 1/3 + v1/3)2 min{v, 1} we can use Lebesgue’s
theorem in (2.17), (3.5) to obtain
lim
V→0
Ω∞ϕ(V ) =
∫ ∞
0
v2/3−σ[ϕ(v)− ϕ(0)] dv .
We now claim that
Ω¯Tϕ→ Ω¯∞ϕ, ∀ ϕ ∈ D0. (4.25)
as T →∞. Suppose that ϕ ∈ XM . In order to prove (4.25), we consider(
ΩTϕ− Ω∞ϕ
)
(V ) =
∫ ∞
0
(
GT (v)− v−σ
)
(V 1/3 + v1/3)2
[
ϕ(V + v)− ϕ(V )]dv
=
∫ ∞
V
dξ ϕ′(ξ)
∫ ∞
ξ−V
(
GT (v)− v−σ
)
(V 1/3 + v1/3)2 dv .
Note that we used ϕ(V + v) = −ϕ(V ) = ∫ V+vV ϕ′(ξ) dξ together with Fubini’s theorem in the
second line. Then, since∫ ∞
ξ−V
(
GT (v)− v−σ
)
(V 1/3 + v1/3)2 dv ≤ C
(ξ − V )σ−1
(
χ{ξ−V≤δ(T )}
)
+ ε(T ),
with δ(T )→ 0 and ε(T )→ 0 as T →∞, we get
|(ΩTϕ− Ω∞ϕ)(V )| ≤ ‖ϕ′‖∞ ∫ M
V
dξ ϕ′(ξ)
C
(ξ − V )σ−1
(
χ{ξ−V≤δ(T )}
)
+ ε(T )
≤ CM‖ϕ′‖∞
[
δ(T )2−σ + ε(T )
]→ 0 as T →∞,
for V ∈ [0,M ], 0 < M <∞.
We now prove (2.13). The solution f(V, t) of (2.1) obtained in Theorem 2.3 is given by the
duality formula (2.15) where ϕ(V, t) = S(t)ϕ0(t) with S(t) = S1(t).
We define a new measure FT ∈ M+([0,∞]) by means of FT (W, τ) := Tµf(TµW,Tτ) for
τ ≥ 0, W ≥ 0. Suppose that we consider test functions ϕ0 in (2.15) of the form ϕ0(V ) =
ϕ˜0
(
V
Tµ
)
. Then the left hand side of (2.15) becomes
∫
[0,∞] ϕ˜0(W )FT (W, τ)dW . On the other
hand, using the definition of KT that appears in (2.18) we obtain ϕ(T
µW,Tτ) = ST (τ)ϕ˜0(W ).
We also define F0,T (W ) := T
µf0(T
µW ). Therefore, (2.15) becomes∫
[0,∞]
ϕ˜0(W )FT (W, τ)dW =
∫
[0,∞]
ST (τ)ϕ˜0(W )F0,T (W )dW. (4.26)
We first have that F0,T (W ) ⇀ δ(W ) as T → ∞ in the weak topology of measures. On the
other hand, due to (4.25), we can apply the Trotter-Kurtz theorem (see. Theorem 4.7) which
implies that ST (τ)ϕ˜0(W )→ S∞(τ)ϕ˜0(W ) as T →∞ in C([0,∞]). Then, the right hand side of
(4.26) converges to
∫
[0,∞] S∞(τ)ϕ˜0(W )δ(W )dW . Using now the duality (2.15) for the equation
(2.3) we get ∫
[0,∞]
ϕ˜0(W )FT (W, τ)dW →
∫
[0,∞]
F∞(W, τ)ϕ˜0(W )dW as T →∞
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where F∞(W, τ) is the unique solution of (2.3) in the sense of Definition 2.1 with the property
F∞(W, 0) = δ(W ). Due to Theorem 2.4 we have that F∞(W, τ) = 1τµF
(
W
τµ
)
with F the
self-similar profile solution of (2.10). It then follows that
Tµf(TµW,T ) = FT (W, 1)→ F (W ) as T →∞
and this yields the result.
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A Technical Lemmas
In this Appendix we collect the proofs of some technical results which are used in the proofs
of the main results of the paper in Sections 3.2.3, 3.2.4. We first prove the two computational
lemmas (cf. Lemma 3.14 and Lemma 3.15) used in the construction of the solution of the form
(3.38).
Proof of Lemma 3.14. In order to prove (3.40) we first observe that the formula holds for
Re(β) > 0. This can be seen using the definition (3.33), the fact that η−(α+1) = − 1α ddη (η−α)
and integrating by parts. Furthermore, the validity of (3.40) for Re(β) > −1 is due to the fact
that the function
Φα(β) =
∫ 1
0
η−(α+1)
[
(1− η)β − 1]dη
is analytic for Re(β) > −1. Using that βΓ(β) is analytic for Re(β) > −1 and 1Γ(1−α+β) is
analytic in the whole complex plane, we obtain that (3.40) holds for Re(β) > −1.
Finally, (3.41) follows from the fact that 1Γ(1−α−β) = 0 if α = σ − 1 and β = σ − 2.
Proof of Lemma 3.15. Using that
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
and (3.42) we have
ω(`, j,m;σ) =
(
σ − 2 + j3 +m
)(
σ − 1− `3
) Γ(2− σ + `3)Γ(σ − 2 + j3 +m)
Γ( `3 +
j
3 +m)
.
Using that Γ(z) is decreasing for z ∈ (0, 1), as well as ` ∈ {0, 1, 2}, we get
Γ
(
5
3 − σ
)(
σ − 1) Γ(σ − 1 +
j
3 +m)
Γ( `3 +
j
3 +m)
≤ ω(`, j,m;σ) ≤ Γ(2− σ)(
σ − 53
) Γ(σ − 1 + j3 +m)
Γ( `3 +
j
3 +m)
,
for `+ j +m ≥ 1. Then, (3.43) follows from Stirling’s formula.
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We now present the lemma used in the proof of Proposition 3.12 concerning the positivity
of the auxiliary function Q(w) defined by (3.29).
Furthermore, we prove the two lemmas which provide some estimates for the function Λ(ξ)
obtained in Lemma 3.16 (cf. Lemma 3.17 and Lemma 3.18) which are used in order to prove
Proposition 3.12 and Theorem 3.11.
Lemma A.1. Let Q(w) be the function defined as in (3.29) with σ ∈ (1, 2). Then Q(w) > 0
for any w > 0. Moreover,
0 < Q(w) ≤ 1
(σ − 1)
1
wσ−2
, for w ≤ 1 (A.1)
and for every 0 < ε < 2− σ, there exists a constant C¯ε(σ) > 0 such that
0 < Q(w) ≤ C¯ε(σ)
w3−σ−ε
, for w ≥ 1. (A.2)
Remark A.2. Note that (A.1), (A.2) imply that Q(·) ∈ L1(0,∞).
Proof of Lemma A.1. We observe that the upper bound in (A.1) follows immediately from
(3.29) using the negativity of the last term in the formula. We consider
Q(w) =
1
(σ − 1)w
σ−2 −
∫ w
0
(z + 1)−σ (w − z)σ−2 dz
=
1
(σ − 1)w
σ−2 −
∫ w
0
(z + 1)−σwσ−2 dz −
∫ w
0
(z + 1)−σ
[
(w − z)σ−2 − wσ−2]dz
=
wσ−2
(σ − 1)(w + 1)σ−1 −
∫ w
0
(z + 1)−σ
[
(w − z)σ−2 − wσ−2]dz .
Using the change of variables z = wξ we obtain
Q(w) =
1
w
q
(
1
w
)
with
q(y) =
1
(σ − 1)
1
(1 + y)σ−1
−
∫ 1
0
(ξ + y)−σ
[
(1− ξ)σ−2 − 1]dξ, (A.3)
where y = 1w . We claim that
(ξ + y)−σ < ξ−σ(1 + y)−(σ−1) for y > 0, 0 ≤ ξ ≤ 1 (A.4)
which follows from the fact that ξ(1+y)β < ξ(1+y) ≤ ξ+y for β = σ−1σ , y > 0 and 0 ≤ ξ ≤ 1.
Using the inequality (A.4) with σ < 2, we obtain that
q(y) >
1
(1 + y)(σ−1)
(
1
(σ − 1) −
∫ 1
0
ξ−σ
[
(1− ξ)σ−2 − 1]dξ) = 0
where the last equality follows from (3.41).
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We now prove (A.2). We have
Q(w) =
∫ ∞
0
(z + 1)−σwσ−2 dz −
∫ w
0
(z + 1)−σ (w − z)σ−2 dz
=
∫ w
0
(z + 1)−σ
(
wσ−2 − (w − z)σ−2 ) dz + wσ−2(∫ ∞
w
(z + 1)−σ dz
)
=
∫ w
0
(
1
(z + 1)σ
− 1
zσ
)(
wσ−2 − (w − z)σ−2
)
dz
+
∫ w
0
1
zσ
(
wσ−2 − (w − z)σ−2
)
+
1
(σ − 1)
wσ−2
(w + 1)σ−1
= J1 + J2 + J3,
where we used the change of variable z = wζ and
J1 :=
1
w
∫ 1
0
(
1
(ζ + w−1)σ
− 1
ζσ
)(
1− (1− ζ)σ−2) dζ
J2 :=
1
w
[∫ 1
0
1
ζσ
(
1− (1− ζ)σ−2) dζ + 1
(σ − 1)
]
J3 :=
1
(σ − 1)
1
w
[
1
(1 + w−1)σ−1
− 1
]
.
We notice that J2 = 0 thanks to (3.41) and using Taylor’s theorem we have that |J3| ≤ C¯(σ)w2
for w ≥ 1. Finally, using again Taylor’s theorem we obtain
|J1| ≤ C¯(σ)
w
∫ 1
0
(1− ζ)σ−2
ζσ−1
∣∣∣∣ 1(1 + (ζw)−1)σ − 1
∣∣∣∣dζ . (A.5)
We now claim that the following inequality holds for any 0 < ε < 2− σ and X > 0:∣∣∣∣1− 1(1 + (X)−1)σ
∣∣∣∣ ≤ C¯(σ)X2−σ−ε . (A.6)
This inequality can be proved studying separately the cases X > 1 and X ≤ 1. Therefore
(A.5) yields
|J1| ≤ C¯(σ)
w3−σ−ε
∫ 1
0
(1− ζ)σ−2
ζ1−ε
dζ =
C¯ε(σ)
w3−σ−ε
.
Then (A.2) follows.
Proof of Lemma 3.17. Due to the representation formula (3.38) we have that Λ(·) ∈ C∞(0, 1).
We now claim that Λ(ξ) is strictly positive for ξ ∈ (0, 1). This follows from a maximum principle
argument. Due to (3.37) we have that Λ(ξ) > 0 for any ξ ∈ (0, ε0), with ε0 > 0.
Suppose that Λ(ξ) is not strictly positive for ξ ∈ (0, 1). Then, due to the continuity of Λ in
(0, 1), as well as (3.37), there exists ξ0 ∈ (0, 1) such that Λ(ξ0) = 0 and Λ(ξ) > 0 for 0 < ξ < ξ0.
Therefore, (3.35) implies that
Dσ−1+ Λ(ξ0) +
2∑
`=1
F`(ξ0)D
σ−1− `
3
+ Λ(ξ0) =
2∑
`=0
F`(ξ0)D
σ−1− `
3
+ Λ(ξ0) =: J = 0, (A.7)
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where we set for the sake of convenience F0(ξ) = 1. On the other hand, using (3.33), as well
as Λ(ξ0) = 0, we have
J =
2∑
`=0
F`(ξ0)
∫ ξ0
0
η−(σ−
`
3
)Λ(ξ0 − η) dη .
Notice that the right hand side of the formula above is well defined since Λ(·) ∈ C∞(0, 1) and
Λ(ξ0) = 0. Using that F`(ξ) > 0 for any ξ ∈ (0, 1) and Λ(ξ) > 0 for any ξ ∈ (0, ξ0) it then
follows that J > 0. This contradicts (A.7). Hence
Λ(ξ) > 0 for any ξ ∈ (0, 1) (A.8)
In order to prove that lim sup
ξ→1−
Λ(ξ) < ∞ we construct a suitable supersolution for (3.35).
We look for a supersolution of the form
Λ˜(ξ) = (1 + ε)ξσ−2. (A.9)
with ε > 0 arbitrary. More precisely we will check that L (Λ˜)(ξ) ≥ 0 for any ξ ∈ (0, 1) where
L (Λ˜) is defined as in (3.36).
First notice that (3.41) implies
−Dσ−1+ Λ˜(ξ) +
ξ−(σ−1)
(σ − 1) Λ˜(ξ) = 0, ξ > 0
then
L (Λ˜) = −(1 + ε)
2∑
`=1
F`(ξ)
[
D
σ−1− `
3
+
(
ξσ−2
)− ξ−(σ−1− `3 )
(σ − 1− `3)
(
ξσ−2
)]
, ξ ∈ (0, 1).
By using (3.44) with α = σ − 1− `3 , β = σ − 2, and the identity zΓ(z) = Γ(z + 1), we obtain
D
σ−1− `
3
+
(
ξσ−2
)
=
1(
σ − 1− `3
) [1− Γ(2− σ + `3)Γ(σ − 1)
Γ
(
`
3
) ] ξ `3−1, ξ > 0.
Then
L (Λ˜) = (1 + ε)
2∑
`=1
Γ(2− σ + `3)Γ(σ − 1)
(σ − 1− `/3)Γ( `3) F`(ξ)ξ `3−1, ξ ∈ (0, 1).
Moreover, since 53 < σ < 2 we have that 2− σ+ `3 > 0 and σ− 1 > 0. Using that Γ(z) > 0
for z > 0 as well as F`(ξ) > 0 for ξ ∈ (0, 1) we obtain
L (Λ˜)(ξ) > 0 for ξ ∈ (0, 1). (A.10)
We now argue again using the maximum principle. We set
W (ξ) = Λ˜(ξ)− Λ(ξ).
Using (3.35) and (A.10) we have that L (W )(ξ) > 0 for ξ ∈ (0, 1). Moreover, due to (3.37) and
(A.9) it follows that W (ξ) > 0 for ξ ∈ (0, ε0) with ε0 > 0. Then, following the same strategy
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as in the proof of the positivity of Λ(ξ) we will obtain that W (ξ) > 0 for ξ ∈ (0, 1). Otherwise
there would exist a ξ0 ∈ (0, 1) such that W (ξ0) = 0 and W (ξ) > 0 for ξ ∈ (0, ξ0). Then the
inequality L (W )(ξ0) > 0 would imply
J =
2∑
`=0
F`(ξ0)D
σ−1− `
3
+ W (ξ0) < 0.
However, the definition of the operator D
σ−1− `
3
+ given by (3.33) yields J > 0. This contradic-
tion implies that W (ξ) > 0 for any ξ ∈ (0, 1). Hence Λ(ξ) ≤ Λ˜(ξ) for any ξ ∈ (0, 1). Therefore
Λ(ξ) ≤ (1 + ε)ξσ−2. (A.11)
Combining (A.8) and (A.11) and taking the limit ε→ 0 we obtain that Λ(ξ) satisfies (3.53).
Proof of Lemma 3.18. We now prove (3.54). Suppose first that 0 < ζ ≤ 1/2. Using (3.38) we
can write
Λ(ξ(1− ζ))− Λ(ξ) =
2∑
j=0
∞∑
m=0
am,j ξ
σ−2+ j
3
+m
[
(1− ζ)σ−2+ j3 +m − 1].
Since ∣∣(1− ζ)σ−2+ j3 +m − 1∣∣ = (1− e(σ−2+ j3 +m) log(1−ζ)) ≤ C(σ)mζ for m ≥ 1,
and using (3.52) with δ > 0 such that θ := R(1 + δ) < 1, we then obtain
∣∣Λ(ξ(1− ζ))− Λ(ξ)∣∣ ≤ ξσ−2
 ∞∑
m=1
2∑
j=0
C(1 + δ)mR
j
3
+m
∣∣(1− ζ)σ−2+ j3 +m − 1∣∣+ Cζ

≤ ξσ−2
(
Cζ + 3
∞∑
m=1
Cm(1 + δ)mRmζ
)
≤ C(R, σ)ξσ−2ζ. (A.12)
We now consider the case 12 ≤ ζ < 1. Using (3.53) we have:
|Λ(ξ(1− ζ))− Λ(ξ)| ≤ C(σ)ξσ−2[1 + (1− ζ)σ−2], 0 < ξ < 1. (A.13)
(3.54) follows combining (A.12) and (A.13).
The proof of (3.56), (3.57) is similar. Note that
H(ξ) =
2∑
j=0
∞∑
m=0
a˜m,j ξ
σ−2+ j
3
+m, a0,0 = 1.
with a˜m,j = 0 for m = j = 0 and a˜m,j = am,j otherwise. Then (3.56) follows using the series
representation above and (3.53). The proof of (3.57) can be made analogously to the proof of
(3.54).
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In the following Lemma we provide some estimates for the function Pα(θ, ζ) defined by
(3.85). This auxiliary function has been introduced in Lemma 3.20 in order to prove Lemma
3.21 which is the second step in the proof of Theorem 3.11.
Lemma A.3. Let the function Pα(θ, ζ) be defined as in (3.85). The following estimates hold:
0 ≤ Pα(θ, ζ) ≤ Cθ
(ζ − θ)
(1− θ)σ−1
(ζ − 1)α−1 (A.14)
and ∣∣∣∣∂Pα∂θ (θ, ζ)
∣∣∣∣ ≤ Cθ (1− θ)σ−2(ζ − 1)α for θ < 1. (A.15)
Proof. We have
0 ≤ Pα(θ, ζ) ≤ θα
∫ 1−θ
0
zσ−2
(
ζ − θ − zζ)−αdz
= θα
(
(ζ − θ)σ−α−1
ζσ−1
)∫ ζ(1−θ)
(ζ−θ)
0
Xσ−2(1−X)−αdX (A.16)
where we used the change of variable z = (ζ−θ)ζ X.
Since ∫ w
0
Xσ−2(1−X)−αdX ≤ w
σ−1
(1− w)α−1 , (A.17)
for 0 < w < 1. We can now use (A.17) in (A.16) and (A.14) follows. Moreover, we have
∂Pα
∂θ
(θ, ζ) = −θαΛ(1− θ)(ζθ − θ)−α + α
θ2
∫ 1−θ
0
Λ(z)ζ(1− z)(ζ
θ
(1− z)− 1)−(α+1)dz.
We notice that we can estimate the last integral as α
θ2
ζPα+1(θ, ζ). Therefore,∣∣∣∣∂Pα∂θ (θ, ζ)
∣∣∣∣ ≤ Λ(1− θ)(ζ − 1)−α + αθ2 ζPα+1(θ, ζ)
≤ C(1− θ)
σ−2(
ζ − 1)α
[
1 +
ζ
θ
(1− θ)
(ζ − θ)
]
≤ C(1− θ)
σ−2
θ
(
ζ − 1)α
which yields (A.15).
We now prove Lemma 3.20 which collects some properties of the function K(V, η; V¯ ).
Proof of Lemma 3.20. From (3.84), using (3.58), we have
K(V, η; V¯ ) = C∗
∫ V¯
V
V
σ− 8
3
0 Λ
(
V0 − V
V0
)
(η − V0)−σ(V
1
3
0 + (η − V0)
1
3 )2dV0
= C∗V σ−
5
3
∫ 1−V
V¯
0
Λ(z)
(
η(1− z)− V )−σ [V 13 + (η(1− z)− V ) 13 ]2 dz (A.18)
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where we used the change of variables z = 1− VV0 , dz = VV 20 dV0. Using the variables ζ, θ defined
in (3.86), then (A.18) becomes
K(V, η; V¯ ) =
C∗
V¯
θσ−
5
3
∫ 1−θ
0
Λ(z)
(
ζ(1− z)− θ)−σ [θ 13 + (ζ(1− z)− θ) 13 ]2 dz
=:
C∗
V¯
Y (θ, ζ) (A.19)
for V < V¯ < η. This yields (3.86).
Using the function Pα(θ, ζ) defined as in (3.85) we can rewrite Y (θ, ζ) and this yields (3.87).
Moreover, using (A.14) from (3.87), we obtain
0 ≤ Y (θ, ζ) ≤ C
(ζ − θ)
[
(1− θ)σ−1
(ζ − 1)σ−1 +
(1− θ)σ−1
(ζ − 1)σ− 43
+
(1− θ)σ−1
(ζ − 1)σ− 53
]
≤ C ζ
2
3
(ζ − θ)
(1− θ)σ−1
(ζ − 1)σ−1 .
(A.20)
Then, combining (A.19) with (A.20) we get (3.88).
Furthermore, thanks to (A.15) we get∣∣∣∣∂Y∂θ (θ, ζ)
∣∣∣∣ ≤ Cθ2 (1− θ)σ−2ζ
2
3
(ζ − 1)σ .
Combining (3.86) with the estimate above, (3.89) follows.
In what follows, we present the proof of Lemma 3.23 and Lemma 3.24 which collect some
properties of the function M(z) defined as in (3.103). These technical lemmas were used to
prove the continuity of the function Λ(ξ) at ξ = 1 in order to conclude the proof of Theorem
3.8.
Proof of Lemma 3.23. For Re(z) ≤ 0 we can perform an integration by parts in (3.103) and
we obtain
M(z) = z
2∑
j=0
cj(
σ − j3 − 1
) ∫ ∞
0
(1 + η)z−1
ησ−
j
3
−1 dη = z
2∑
j=0
cj(
σ − j3 − 1
) ∫ 1
0
dx
xz+2+
j
3
−σ(1− x)σ− j3−1
= z
2∑
j=0
cj(
σ − j3 − 1
)B(σ − j
3
− 1− z, 2 + j
3
− σ)
=
z
Γ(1− z)
2∑
j=0
cj
Γ(2 + j3 − σ)Γ(σ − j3 − 1− z)
σ − j3 − 1
where we used the change of variables 1 + η = 1/x in the second equality. This proves (3.105).
The poles of M(z) are at the positions of the poles of the functions Γ(σ − j3 − 1 − z)
for j = 0, 1, 2. This yields (3.106). In order to obtain the zeros of M(z) we can rewrite
M(z) = zΓ(1−z)Γ (σ − 1− z)Q(z) where Q(z) is defined by means of
Q (z) =
2∑
j=0
cjΓ
(
2 + j3 − σ
)
σ − j3 − 1
Γ
(
σ − 1− j3 − z
)
Γ (σ − 1− z) . (A.21)
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Since Γ(σ− 1− z) does not have zeros for z ∈ C all the remaining zeroes of the function M(z)
are either the zeros of zΓ(1−z) or the zeros of the function Q(z) defined as in (A.21). The family
of zeros zˆ0,n is just the family of zeros of the function
z
Γ(1−z) . Then, (3.107) follows. In order
to characterize the zeros of the function Q(z), we begin analysing the zeros of Q(z) in the real
line. We observe that for z < 0 there are no zeros, indeed Q(z) > 0 since
cjΓ(2+ j3−σ)
σ− j
3
−1 > 0 for
j = 0, 1, 2. We now rewrite Q(z) using that
Γ(z)Γ(1− z) = pi
sin(piz)
(A.22)
(see for instance formula 6.1.17 in [1]). We get
Q (z) =
2∑
j=0
cjΓ
(
2 + j3 − σ
)
σ − j3 − 1
Γ (2− σ + z)
Γ
(
2− σ + j3 + z
) sin(pi(σ − 1− z))
sin
(
pi
(
σ − j3 − 1− z
)) . (A.23)
The poles on C of Q are given by zj,n = σ − j3 − 1 + n for j = 1, 2 and n = 0, 1, 2, . . . .
Moreover, zj,n > 0 and real. We now compute the residue of the function Q(z) at the points
zj,n. We have:
Res(Q(z), z = zj,n) = −
cjΓ
(
2 + j3 − σ
)
pi
(
σ − j3 − 1
) Γ (2− σ + zj,n)
Γ
(
2− σ + j3 + zj,n
) sin(pij
3
)
(A.24)
= −cjΓ(2 +
j
3 − σ)
pi
(
σ − j3 − 1
) Γ(1− j/3 + n)
Γ(1 + n)
sin
(
pij
3
)
< 0, (A.25)
for j = 1, 2, n = 0, 1, 2, . . . .
Then, since Q(z) is real for z ∈ R it follows that there exists at least one zero in each
interval between two consecutive poles. This shows that there exists a family of zeros of the
function Q(z) (and also M(z)) as in (3.108), (3.109). We will denote as zˆ1,n, zˆ2,n the roots of
Q in the intervals indicated in (3.108), (3.109) which are the closest to z2,n, z1,n respectively.
It only remains to prove that the zeros zˆ1,n, zˆ2,n are unique in (z2,n, z1,n) and (z1,n, z2,n+1)
respectively and that there are no other zeros of the function Q(z) outside the real line. To
this end we will apply the Argument Principle. Using Stirling’s formula in (A.21) we obtain∣∣∣∣Q(z)− c0Γ(2− σ)Γ(σ − 1)
∣∣∣∣ ≤ C|z| 13 , (A.26)
for |z| ≥ 1 and |Arg(z)| ≥ ε0 > 0. Using again Stirling’s formula in (A.23) we have
that the inequality (A.26) holds if dist(z,
⋃2
j=1
⋃∞
n=0{zj,n}) ≥ ε0 > 0. It now follows from
the Argument Principle that in any ball BR(0), with R > 0 sufficiently large, such that
dist(∂BR(0),
⋃2
j=1
⋃∞
n=0{zj,n}) ≥ ε0 > 0 the number of poles and zeros of the function Q(z) is
the same.
Notice that Res(Q(z), z = zj,n) in (A.24) converges to zero as n → ∞ due to Stirling’s
formula. Therefore, a simple argument involving Rouche´ ’s theorem implies
zˆj,n ∼ zj,n − Res(Q(z), z = zj,n)
Γ(2− σ) asn→∞. (A.27)
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Figure 3: The zeros and the poles of the function Q(z).
For the sake of simplicity let us assume that the radius R ∈ (z1,n, z2,n). Hence, since
Res(Q(z), z = zj,n) < 0, it follows from (A.27) that
z1,n < zˆ1,n < R− ε0 < R.
Therefore, the couples of poles and zeros {zj,n, zˆj,n} are contained in the ball BR(0) for R > 0
sufficiently large. Since in BR(0) the number of zeros and poles is the same we have that zˆj,n
are the only zeros of the function Q(z).
The bound (3.110) is a consequence of Stirling’s formula as well as the identity (A.22).
Arguing as in the proof of (A.26) then the result follows.
Proof of Lemma 3.24. We first notice that the convergence of the integral in (3.104) follows
from (3.110) and the fact that |V z| decreases exponentially along the contour Cα as |z| → ∞.
In order to prove the continuity of G it is sufficient to perform a deformation of the contour
of integration Cα to a new contour C˜α given by
C˜α = {b+ re−iα : 0 < r <∞} ∪ {b+ reiα : 0 ≤ r <∞} 0 < α < pi
2
where b > 0 is chosen so small that the only zero of the function M(z) in the interval [−1, b]
is at z = 0 (see Figure 2). Hence, using the Residue theorem, as well as Re(z) ≥ a|z| for every
z ∈ C˜α, we have ∣∣∣∣G (V )− 1M ′(0)
∣∣∣∣ ≤ CV γ ∫
C˜α
ea|z| log(V )|dz|, 0 ≤ V ≤ 1
2
(A.28)
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with C independent of V . It follows that G ∈ C[0, 1) and G (0) = 1M ′(0) > 0 with M ′(0) given
by (3.111).
We now show that G solves (3.112) for 0 < V < 1. We first observe that for β < 0 such
that σ − 1 + β > 0 the following holds:
G (V ) = − 1
2pii
lim
R→∞
∫ β+Ri
β−Ri
V z
M (z)
dz 0 < V < 1 or V > 1, (A.29)
as it may be seen using contour deformation towards regions with Re(z) > 0 or Re(z) < 0
respectively.
We now choose a test function φ(V ) such that supp(φ) ⊂ (0, 1) and, combining (2.17) with
(A.29), we obtain
−
∫ 1
0
φ(V )K∞G (V ) dV
=
1
2pii
∫ 1
0
φ(V )
∫ ∞
0
v−σ(V 1/3 + v1/3)2×
×
(
lim
R→∞
∫ β+Ri
β−Ri
(V + v)z
M (z)
dz − lim
R→∞
∫ β+Ri
β−Ri
V z
M (z)
dz
)
dv dV
=
1
2pii
lim
R→∞
∫ 1
0
φ(V )
∫ β+Ri
β−Ri
V z+
5
3
−σ
M (z)
∫ ∞
0
(1 + η1/3)2
ησ
[(1 + η)z − 1] dη dz dV
=
1
2pii
lim
R→∞
∫ 1
0
φ(V )V
5
3
−σ
∫ β+Ri
β−Ri
V z dz = 0,
where we used the change of variables v = V η in the second equality and (3.103) in the third
equality. Notice that we can exchange the limit and the integral and apply Fubini’s theorem
in the first and second equality because we have the following uniform estimates. Note that
8
3 − σ < 1.
For V < 1− δ1, V + v < 1− δ2 with δ1, δ2 > 0∣∣∣∣∫ β+iR
β−iR
(V + v)z
M(z)
dz −
∫
Cα
V z
M(z)
dz
∣∣∣∣ ≤ Cδ1,δ2v. (A.30)
For 1− δ2 ≤ V + v < 1, or V + v > 1 with δ2 > 0∣∣∣∣∫ β+iR
β−iR
(V + v)z
M(z)
dz
∣∣∣∣ ≤ C|1− (V + v)| 83−σ . (A.31)
We also have ∣∣∣∣∫ β+iR
β−iR
V z
M(z)
dz
∣∣∣∣ ≤ Cδ1 . (A.32)
In the cases (A.30), (A.32), as well as (A.31) for V + v < 1 the estimates are proved replacing
the contour of integration [β −Ri, β +Ri] by the contour in Figure 4 (case 1).
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Figure 4: The dashed lines are the segment [β − iR, β + iR].
The contributions due to the horizontal segments can be estimated, using (3.110), as follows:∣∣∣∣∫
E¯D
(V + v)z
M(z)
dz
∣∣∣∣ ≤ C
Rσ−
5
3
∫ R
0
elog(V+v)sds
≤ C
(|log (V + v)|R)σ− 53
(
1− e−|log(V+v)|R)
|log (V + v)| 83−σ
≤ C
|log (V + v)| 83−σ
≤ C
|1− (V + v)| 83−σ
,
where the segment E¯D is as in Figure 4.
On the other hand, the contribution due to the portion of the contour containing Cα, that
we will denote as Cα,R (the contour BCD in Figure 4 case 1.), can be bounded, using (3.110)
again, by: ∣∣∣∣∣
∫
Cα,R
(V + v)z
M (z)
dz
∣∣∣∣∣ ≤
∫
Cα,R
|exp (Re (z) log (V + v))|
|M (z)| |dz|
≤ C
∫
Cα,R
|exp (Re (z) log (V + v))|
|z|σ− 53 + 1
|dz|
≤ C
|log (V + v)| 83−σ
≤ C
|1− (V + v)| 83−σ
.
The proof of (A.31) in the case V + v > 1 is made similarly, replacing the contour of
integration with the one in Figure 4 (case 2.)
We finally prove the asymptotics of the function G given by (3.113). In order to do this
we compute the asymptotics of M (z), defined as in (3.105), as |z| → ∞. Using this formula,
it follows that
M (z) =
Γ (2− σ)
(σ − 1) z (−z)
σ−2
(
1 +O
(
1
|z| 13
))
as |z| → ∞.
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We then compute the asymptotics of G (V ) as V → 1−. Using (A.29), we have:
G (V ) = − (σ − 1)
2piΓ (2− σ) i
∫
Cα
(−z)2−σ V z
z
dz +
∫
Cα
O
(
(−z)2−σ
|z|1+ 13
)
|V z| |dz| (A.33)
Using the change of variable X = | log(V )|z and deforming the contour from Cαlog(V ) to Cα we
can rewrite the first term in the right hand of the equation above as K¯| log(V )|σ−2 where
K¯ = − (σ − 1)
2piΓ (2− σ) i
∫
Cα
(−X)1−σe−X dX = (σ − 1) sin(pi(σ − 1))
pi
.
To estimate the remainder in (A.33) we argue similarly. Hence, we can estimate G (V ) as
O
(
| log(V )|σ− 53
)
. Using that log(V ) = (V − 1) + . . . , as V → 1−, (3.113) follows.
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