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Introduction générale
D’après le Groupe d’experts Intergouvernemental sur l’Évolution du Climat (GIEC) la Terre
subit actuellement un bouleversement climatique, au cours duquel les évènements météorolo-
giques sont et seront de plus en plus marqués. Le bassin méditerranéen fait partie des deux
"hot-spots" climatiques susceptibles d’être particulièrement impactés par ces changements d’ici
la fin du 21ème siècle à travers notamment une multiplication des phénomènes extrêmes (Giorgi,
2006; Gao et al., 2006; Mariotti et Dell’Aquila, 2012). Les interactions complexes entre la Mé-
diterranée et son environnement à des échelles spatio-temporelles diverses constituent le point
central du méta-programme MISTRALS (pour "Mediterranean Integrated STudies at Regio-
nal And Local Scales" en anglais, http://www.mistrals-home.org/spip/) qui recoupe plu-
sieurs programmes de recherche autour de questions scientifiques liant sciences de l’atmosphère,
océanographie, hydrologie et biologie. . . . L’un de ces programmes, intitulé HyMeX (pour "Hy-
drological cycle in Mediterranean Experiment" en anglais, http://www.hymex.org/), a pour
objectif de mieux caractériser le cycle de l’eau dans le bassin méditerranéen à des échelles
spatio-temporelles s’étendant de l’évènement météorologique à la caractérisation de l’évolution
climatique multi-décennale (Drobinski et al., 2013).
La particularité du bassin méditerranéen réside dans la diversité environnementale qui le
compose. En effet cette région est composée d’une mer ayant des eaux denses et chaudes en sur-
face, encadrée par une multitude de reliefs (Atlas, Monts Ibériques, Pyrénées, Massif Central,
les Alpes . . .), où naissent de nombreux fleuves (l’Ebre, le Rhône, le Moulouya, le Nil, l’Oronte,
le Tibre). En interagissant entre-elles, toutes ces richesses donnent lieu à des évènements ex-
trêmes aux multiples variabilités spatio-temporelles. Par exemple des évènements fortement
précipitants sont régulièrement observés à l’automne sur la partie nord-occidentale de la médi-
terranée. Ces phénomènes hydrométéorologiques très localisés sont caractérisés par des préci-
pitations dépassant régulièrement la quantité de pluie annuelle moyenne en seulement quelques
jours, voire même quelques heures. Les conséquences de ces évènements qui engendrent chaque
année nombre d’accidents mortels sont également catastrophiques en termes socio-économiques.
À ce jour les outils utilisés par les services météorologiques nationaux comme Météo-France ne
permettent toujours pas d’anticiper ces phénomènes avec une précision suffisante. Bien que les
1
INTRODUCTION GÉNÉRALE
modèles numériques de prévision du temps aient considérablement progressé au cours de ces
dernières années il reste ainsi toujours difficile de prévoir correctement la position et l’intensité
exacte de ces évènements très localisés.
Pour remédier à ce problème, une campagne de mesures de deux mois dite "Période d’Ob-
servation Spéciale" (appelée SOP1 pour "First Special Observation Period" en anglais) a été
menée à l’automne 2012 pour documenter plus précisément les conditions propices à la forma-
tion et au développement de ces évènements convectifs (Ducrocq et al., 2014). Au cours de cette
campagne, du 05 Septembre au 06 Novembre 2012, près de 165 instruments de recherche ont
été déployés dans huit régions clés du bassin méditerranéen nord-occidental pour compléter les
mesures obtenues à partir des réseaux opérationnels installés dans cette région. Régulièrement
impactée par des épisodes de fortes précipitations (Delrieu et al., 2005; Ducrocq et al., 2008), la
région Cévennes-Vivarais a pu en plus bénéficier du Projet en Électricité Atmosphérique pour
la Composante HyMeX (PEACH, Defer et al., 2015).
La production d’éclairs est le résultat d’une électrisation suffisamment intense dans le nuage
permettant le déclenchement et la propagation des décharges électriques. De multiples études
ont montré que se sont les collisions entre graupel et cristaux de glace qui sont essentiellement
à l’origine de l’électrisation du nuage (Takahashi, 1978; Saunders et al., 1991). Cette dernière
est donc intimement liée au cycle de vie de ces hydrométéores glacés. Un graupel se forme suite
au givrage entre un cristal de glace initial et des gouttelettes d’eau surfondue transportées par
les fortes ascendances à des altitudes élevées dans le nuage. Plus l’accrétion d’eau surfondue à
la base du graupel est grande, et plus ce dernier chutera rapidement. Après la collision entre
graupels et cristaux de glace, les graupels continuent leur descente vers le sol, alors que les
cristaux de glace (petits et légers) sont transportés à des altitudes plus élevées. Ce phénomène,
dit de sédimentation, a pour conséquence de créer des zones de charge distinctes dans le nuage,
renforçant localement le champ électrique entre les zones chargées. Si ce dernier atteint une
valeur dite de rupture, un éclair se produira. Par conséquent, les phénomènes électriques sont
plus précisément le résultat d’une électrisation forte, qui dépend des interactions complexes
entre la microphysique et la dynamique nuageuse. La possibilité d’étudier ces phénomènes au
sein des systèmes convectifs fortement précipitants observés dans le cadre de HyMeX est au
coeur du projet PEACH.
Parmi les nombreux instruments déployés lors de la SOP1, la région Cévennes-Vivarais
a bénéficié pour la première fois sur le sol français d’un imageur à haute résolution spatio-
temporelle permettant d’observer la distribution des décharges électriques en trois dimensions :
le Lightning Mapping Array (LMA). Par ailleurs ce dispositif a été complété par de nombreux
radars de recherche visant à renforcer le réseau radar opérationnel ARAMIS (Application RAdar
à la Météorologie Infra-Synoptique) de Météo France. Ce dernier est composé de radars Doppler
à diversité de polarisation qui offrent la possibilité d’obtenir des informations sur la dynamique
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et la microphysique des systèmes précipitants observés. Ainsi les jeux de données qui ont été
collectés par ces différents instruments ouvrent de nouvelles perspectives dans le domaine de
la physique des nuages parmi lesquelles la possibilité d’étudier avec une précision jusqu’alors
inégalée les interactions complexes entre processus microphysiques, dynamiques et électriques
au sein des cellules orageuses.
L’exploitation de la synergie entre un LMA et des radars polarimétriques a déjà fait l’objet
de plusieurs campagnes expérimentales. À ce titre, la campagne STEPS (pour "Severe Thun-
derstorm Electrification and Precipitation Study" en anglais), qui s’est déroulée dans les grandes
plaines des USA entre le Colorado et le Kansas au cours de l’été 2000, a été la première véritable
campagne de mesures combinant ces deux instruments (Lang et al., 2004). Le principal objectif
de ce projet était d’étudier les éclairs nuage-sol (foudre) présentant une polarité positive au sein
de systèmes convectifs intenses caractérisés par de faibles précipitations. Plus récemment, le pro-
gramme TELEX ("The Thunderstorm Electrification and Lightning Experiment" en anglais)
a regroupé des chercheurs et des étudiants de cinq universités américaines pour caractériser
les propriétés électriques des orages et leur évolution par rapport aux interactions dynamiques
et microphysiques dans l’état de l’Oklahoma (MacGorman et al., 2008). Le principal objectif
de TELEX visait à déterminer précisément les différentes structures électriques inversées (par
rapport à la polarité usuelle) souvent rencontrées dans les systèmes convectifs se produisant
dans cette région. Ces dernières années deux autres projets de recherche ont vu le jour. Le
premier, nommé CHUVA (signifiant pluie en portugais, Machado et al., 2014) s’est déroulé au
Brésil et visait à étudier les processus nuageux dans cette région tropicale, en combinant des
observations par LMA, radars polarimétriques et satellite (GOES-R). Le deuxième projet, inti-
tulé DC3 (pour "Deep Convective Clouds and Chemistry" en anglais, Barth et al., 2014) s’est
déroulé aux USA dans trois régions différentes (Alabama, Oklahoma/Texas, Colorado/Kansas)
avec pour principal objectif de mieux quantifier les différentes productions chimiques liées aux
orages (notamment les oxydes d’azote : NOx). Par rapport à ces différents projets de recherche,
la première campagne de mesures intensives du projet HyMeX se démarque avant tout par
son caractère orographique et hydrométéorologique. À l’inverse des précédentes études menées
dans des régions à faible relief, la région nord-occidentale est caractérisée par plusieurs chaînes
montagneuses qui intéragissent fortement avec les systèmes convectifs de meso-échelle s’y dé-
veloppant.
La plupart des orages observés au cours des campagnes de mesures précédant HyMeX sont
extrêmement violents (ex : formation de tornades) et se distinguent par une dynamique associée
particulièrement complexe entremêlant les zones de charge entre-elles (multi-couches et/ou
inversées) et complexifiant ainsi l’étude globale de la structure électrique (Wiens et al., 2005;
Lang et Rutledge, 2008). En présentant une structure électrique plus classique (dipôle/tripôle),
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les systèmes convectifs de méso-échelle observés dans le Sud de la France offrent la possibilité
de caractériser plus facilement les processus électriques intervenant dans ces orages.
C’est dans ce contexte que s’inscrit ce travail de thèse. L’unicité de la SOP1 donne en effet
l’opportunité d’étudier des phénomènes convectifs méditerranéens avec une description spatio-
temporelle détaillée de petite et de moyenne échelle, qui n’a pu être obtenue jusqu’à présent à
partir de moyens d’observations conventionnels. Le but principal de cette thèse est de caracté-
riser pour la première fois les liens entre l’activité électrique, la dynamique, et la microphysique
dans les systèmes convectifs fortement précipitants dans Sud de la France au moyen d’un LMA
et de radars Doppler à diversité de polarisation. D’un point de vue méthodologique, le LMA
constitue l’instrument de référence pour l’observation tridimensionnelle de l’activité électrique
lors de cette campagne de mesures, alors que les radars Doppler à diversité de polarisation
permettent d’acccéder à la dynamique et à la microphysique des systèmes précipitants (ex :
réflectivité 3D, vent 3D, distribution des hydrométéores majoritaires, ...). Ce travail de thèse
vise à répondre aux questions suivantes :
1. Quelles sont les relations entre la microphysique nuageuse et l’activité électrique dans
cette région ? Est-il possible de quantifier ces liens ? Et qu’elle est la différence entre la
microphysique associée au déclenchement et à la propagation des éclairs ?
2. Est-ce que l’observation tridimensionnelle de l’activité électrique peut mettre en évidence
des phénomènes non identifiables par les systèmes d’observations conventionnels ?
Les éléments de réponse apportés dans ce manuscrit s’organisent en quatre chapitres. Le
premier d’entre eux consiste en un bilan des principales connaissances sur les orages et les
systèmes d’observation permettant d’étudier leur activité électrique. Le second chapitre revient
sur les objectifs du programme HyMeX et de la campagne expérimentale réalisée au cours de
l’automne 2012. Ce chapitre s’attarde notamment sur les mesures LMA et radar réalisées dans
le Sud de la France exploitées pour mener à bien ce travail de thèse. Le troisième chapitre de
ce manuscrit décrit la méthodologie développée afin d’exploiter la synergie entre les données
collectées par l’imageur d’éclairs 3D et les mesures par radars. Il décrit notamment l’algorithme
de logique floue utilisé pour détecter la présence du graupel, qui est l’espèce microphysique
primordiale dans l’électrisation des nuages d’orages, et la validation des algorithmes de détection
des hydrométéores utilisant les données de radars polarimétriques opérationnels de différentes
longueurs d’onde. Enfin le dernier chapitre est consacré à l’exploitation de la synergie radar-
LMA pour étudier une ligne de grain s’étant produite le 24 Septembre 2012 dans la région
Cévennes-Vivarais.
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CHAPITRE 1
Les orages : histoire, théorie et systèmes
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1.1 Un peu d’histoire
1.1.1 Mythologie
Bien que l’occurrence des orages soit dépendante à l’échelle du globe des saisons et des
latitudes, toutes les civilisations ont cristallisé cette force de la nature dans des mythes, des
légendes et des superstitions. En effet, l’universalité des orages a toujours suscité chez l’être
humain un questionnement continu et a pendant longtemps été associée à des manifestations
divines ou des incarnations maléfiques. L’orage fut ainsi souvent considéré comme porteur
de châtiments, l’éclair associé au pouvoir créateur et destructeur des dieux, et le tonnerre
identifié comme le messager de la colère. C’est ainsi que pendant bien longtemps l’imaginaire
prit le pas sur le rationnel devant l’appréhension d’un tel phénomène, donnant alors naissance
à une multitude de récits. Le plus connu provient de la mythologie grecque avec Zeus (roi des
dieux) : "Ils lui donnèrent le tonnerre, la foudre fumante, et l’éclair, qu’auparavant tenait cachés
l’énorme Terre et sur lesquels Zeus désormais s’assure pour commander à la fois aux mortels et
immortels" 1. Plusieurs peuples ont attribué ces pouvoirs suprêmes à leurs dieux respectifs en
guise d’hégémonie. Ainsi les romains assignèrent ces facultés à Jupiter, les hindous à Indra, les
nordiques à Thor, ou encore à Chac pour les incas.
1.1.2 L’essor d’une nouvelle science
Une longue période s’écoula entre les premières tentatives d’explications énoncées par Aris-
tote plusieurs siècles avant J-C et la notion de fluide électrique attribuée aux éclairs décrite par
Benjamin Franklin au 18ème siècle. Les tentatives expérimentales ou théoriques les plus notables
furent cependant élaborées pendant le siècle des Lumières. La météorologie, alors en plein essor,
fut totalement redéfinie par Descartes dans son livre Les Météors. Cependant les notions météo-
rologiques abordées étaient encore trop limitées pour comprendre précisément les mécanismes
de formation des éclairs. Parallèlement, les bases de l’électrostatique furent élaborées par O. von
Guericke à la fin du 17ème siècle, avec la mise au point de la première machine électrostatique.
L’instrument ne disposant pas d’une puissance suffisante, aucun lien direct entre électricité et
éclair ne put être établi. Il fallut attendre les travaux de B. Franklin en 1749 pour voir ap-
paraître pour la première fois les notions de charge électrique et de conservation de la charge
à propos des éclairs. Fort de ces observations, il inventa par la suite le premier paratonnerre
en 1752 suite à sa découverte du pouvoir des pointes. La fameuse expérience du cerf volant 2
1. Hésiode, Théogonie
2. consiste à créer/observer des étincelles sur une clé accrochée à un cerf volant au passage d’un orage.
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réalisée la même année scellera définitivement les derniers doutes sur ses découvertes. C’est à
cette date qu’une nouvelle discipline scientifique nommée électricité atmosphérique est née.
1.2 Les différents ingrédients d’un orage
1.2.1 Définition et description générale
Un orage se définit comme un système précipitant présentant une activité électrique. Chro-
nologiquement les orages donnent lieu à deux types de phénomènes : l’éclair (manifestation
lumineuse brève), puis le tonnerre (manifestation sonore). En électricité atmosphérique, la du-
rée d’un orage se définit simplement comme l’intervalle de temps séparant le premier et le
dernier coup de tonnerre. Il fait partie des phénomènes météorologiques de courte durée, allant
de la dizaine de minutes à quelques heures. En France, les orages sont principalement observés
pendant l’été, sauf dans la région Sud-Est ou l’activité kéraunique est plus forte au cours des
mois d’automne. En moyenne, on dénombre une trentaine de jours avec orage par an dans les
régions de France les plus impactées.
Les phénomènes électriques sont observés dans des nuages à très forte extension verticale,
appelés cumulonimbus. Ces nuages culminent à une dizaine de kilomètres au dessus du sol,
atteignant, et dépassant régulièrement la tropopause (∼ 15 km aux latitudes tempérées). Les
cumulonimbus sont le résultat d’une forte convection qui se nourrit principalement de chaleur et
d’humidité dans un milieu caractérisé par une forte instabilité thermodynamique. Ce puissant
système nuageux n’est pas uniquement le théâtre de décharges électriques, mais est aussi associé
à des phénomènes parfois violents. Ainsi il est possible d’observer au passage de ces nuages
de la grêle, des précipitations intenses (pouvant mener à des inondations), des fortes rafales
de vents (dépassant 100 km.h−1), ou encore des tornades dans les cas les plus extrêmes. On
estime le nombre de décès annuels liés aux éclairs en France à une trentaine et les orages
coûteraient plusieurs centaines de millions d’euros aux assurances (essentiellement dus aux
dégâts liés aux chutes de grêle - source Association Nationale d’Etude et de Lutte contre les
Fléaux Atmosphériques (ANELFA).
1.2.2 Quelques notions de base
La formation de cumulonimbus dépend essentiellement de l’instabilité convective, mais éga-
lement d’autres processus tel que le cisaillement de vent dans l’environnement (cf. section 1.2.3).
Les quantités d’énergie mises en jeu dans ces processus s’expriment par les indices météorolo-
giques suivants :
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— La CAPE (Convective Available Potential Energy, [CAPE] = J.kg−1). La CAPE repré-
sente l’énergie dont dispose une particule d’air pour s’élever dans l’atmosphère entre le
niveau de convection libre et le niveau d’équilibre thermique (cf. Figure 1.1). Dans cette
tranche de l’atmosphère, la particule est plus chaude et plus légère que l’air environnant.
La particule entame alors une ascension jusqu’au moment où elle devient plus dense et
froide que son environnement, au delà du niveau d’équilibre thermique.
— La CIN (Convective INhibition, [CIN] = J.kg−1). Une particule d’air ne pourra atteindre
le niveau de convection libre et atteindre des altitudes plus élevées, que si elle dispose
de suffisamment d’énergie pour s’affranchir de la CIN. Autrement dit, une particule
d’air a besoin d’une énergie initiale plus grande que la CIN, sinon celle-ci retrouvera
automatiquement son niveau d’origine, inhibant alors tout mouvement ascendant. Cette
énergie est fournie la plupart du temps par un ou plusieurs forçage(s) extérieur(s), comme
le passage d’un relief ou l’arrivée d’un front froid sur un secteur chaud.
Ces indices météorologiques peuvent être déterminés par exemple à partir d’émagrammes
(cf figure 1.1). Plus la valeur de la CAPE est grande et plus la situation convective sera po-
tentiellement dangereuse. Lors d’un orage, il est courant que celle-ci atteigne, et voire même
dépasse le seuil de 1000 J.kg−1 en France. De même l’extension verticale du cumulonimbus peut
être estimée graphiquement comme la hauteur séparant le niveau de condensation du niveau
d’équilibre thermique.
Figure 1.1 – Représentation graphique de la CAPE et de la CIN sur un émagramme. Les traits orangés
représentent la température par tranche de 10°C. L’adiabatique sèche (trait vert continu) correspond à l’évolu-
tion d’une particule d’air qui ne subit aucun échange de chaleur avec l’environnement. La pseudo-adiabatique
(ou adiabatique humide) traduit l’évolution d’une particule d’air saturée qui échange de la chaleur avec son
environnement. Schéma adapté de F. Roux.
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1.2.3 Les différentes structures orageuses
Il existe principalement 3 cas de figures occasionnant des nuages de type cumulonimbus :
— L’orage par réchauffement diurne. Le réchauffement du sol par le rayonnement solaire
provoque un transfert de chaleur (sensible et latent) vers l’air des basses couches. Ce
processus destabilise l’atmosphère puisque localement de l’air chaud et humide (peu
dense) se retrouve avec de l’air environnant relativement froid (plus dense). En s’élevant
cet air chaud et humide se refroidit par détente adiabatique, provoquant la condensation
de la vapeur d’eau. La libération de chaleur latente associée à ce changement de phase
atténue le refroidissement lié à la détente adiabatique et permet le plus souvent à l’air
ascendant de dépasser son niveau de convection libre. Il est important de noter que des
phénomènes extérieurs comme une convergence des vents en basse couche peuvent aider
le processus de déclenchement. On parle généralement ici d’orages isolés.
— L’orage frontal. Il est lié au passage d’un front froid sur un secteur chaud qui force la
masse d’air chaud au sol à se soulever au dessus du niveau de convection libre.
— L’orage orographique. Il est observé lorsqu’une masse d’air se retrouve "piégée" par le re-
lief (généralement le flanc d’une montagne). La masse d’air s’élève alors par soulèvement
orographique, déclenchant le mécanisme de convection.
En interagissant avec l’environnement, la diversité et la complexité des orages dépassent le
plus souvent le cadre idéalisé du "simple" cumulonimbus. Ces systèmes convectifs se caracté-
risent par des échelles de temps et d’espace allant des phénomènes d’échelle aérologique (∼ 10
km) à des phénomènes de mésoéchelle (∼ 100 km).
1.2.3.1 L’orage unicellulaire
L’orage unicellulaire ou monocellulaire représente la structure convective la plus simple.
L’orage est caractérisé par une faible extension horizontale (quelques kilomètres) et une durée
de vie inférieure à l’heure. Cet orage produit par ailleurs relativement peu de précipitations
qui sont principalement regroupées dans une seule et même averse. Il est cependant possible de
décomposer la vie d’un orage unicellulaire en 3 étapes distinctes (cf. Figure 1.2) :
— La phase de développement est la période durant laquelle un cumulus va se développer
en cumulonimbus. Celui-ci naît dans une atmosphère instable, suite au soulèvement
d’une masse d’air chaud et humide en surface. Il est caractérisé par une ascendance
faible de quelques mètres par seconde, se renforçant au fil du temps par des interactions
thermodynamiques (libération de chaleur latente). Durant cette phase, aucune pluie
n’est encore observée.
— La phase mature. Cette phase est caractérisée par deux phénomènes principaux qui sont
i) la formation d’une enclume en haute troposphère, et ii) la création d’un courant de
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densité au sol. Après avoir atteint la tropopause, le cumulonimbus s’étale alors sous
forme d’enclume où les conditions ne lui sont plus favorables (environnement stable).
Cette période marque également le début des précipitations intenses qui sous l’effet
d’un cisaillement vertical du vent horizontal peuvent se produire en dehors des ascen-
dances. Les précipitations s’accompagnent d’un courant descendant par entraînement.
Ce courant est renforcé par son refroidissement (densification) dû à l’évaporation des
précipitations, elles-mêmes favorisées par advection d’air sec à mi-troposphère.
— La phase de dissipation : Suite aux précipitations intenses générées pendant la phase
mature du système, le courant de densité au sol devient alors trop important et perturbe
l’alimentation en air chaud et humide de l’ascendance. Le principal élément moteur de
l’orage étant coupé, les précipitations cessent rapidement jusqu’à la dissipation du nuage.
De part leur caractère inattendu et instantané, ces orages sont dit à "pulsation". Les valeurs
usuelles de CAPE peuvent atteindre plus de 2000 J.kg−1 dans certaines régions, mais les orages
unicellulaires ne sont cependant pas synonymes de sévérité (brèves rafales > 25m.s−1).
Figure 1.2 – Évolution temporelle d’une cellule orageuse ordinaire en trois phases distinctes : a) développement,
b) maturité, et c) dissipation. Le vent est représenté par des flèches de longueurs proportionnelles à l’intensité
de la vitesse, les zones de précipitations sont dessinées en vert, et le courant de densité en bleu. Illustration issue
de Markowski et Richardson (2010) et initialement adaptée de Byers et Braham (1949) et Doswell III (1985).
1.2.3.2 Les orages multicellulaires
Les orages multicellulaires sont constitués d’un amas de plusieurs cellules convectives isolées
évoluant à différents stades de vie. La principale différence avec l’orage unicellulaire vient de la
présence d’un cisaillement de vent vertical modéré à fort en altitude. Ce cisaillement de vent
vertical définit alors un axe de propagation préférentielle des cellules convectives, où naissent
en continu des cellules à l’avant du système, avant d’évoluer en phase mature à l’arrière de
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l’orage. Ces cellules ont une durée de vie allant de 30 à 60 minutes. En décalant la zone de
précipitation loin de l’ascendance principale (i.e. les précipitations et le courant de densité
associé ne détruisent pas l’ascendance), le cisaillement de vent vertical permet d’entretenir le
renouvèlement de ces cellules convectives pendant plusieurs heures.
La figure 1.3 présente une coupe verticale de l’évolution temporelle d’un orage multicellu-
laire. Sur la figure 1.3-a), la cellule n°1 (C1) est déjà dans une phase de dissipation, alors que la
cellule n°2 (C2) est dans sa phase mature. Ces deux cellules sont principalement dominées par
des subsidences liées aux précipitations (palette de couleur allant du vert au jaune). La cellule
n°3 (C3) quant à elle, commence à produire des précipitations dont le courant de densité se
combine avec celui des cellules précédentes et permet alors à la cellule n°4 (C4) de bénéficier
d’un environnement propice au développement d’un nouveau cumulus par soulèvement frontal
(qui deviendra alors un cumulonimbus dans sa phase mature). Dix minutes plus tard (figure
1.3-b)), toutes les cellules ont évolué au stade "supérieur" : C4 prend la place de C3, C3 de
C2, alors que C1 se dissipe 3. Ce mécanisme donne naissance à une nouvelle cellule orageuse
n°5 à l’avant du système. Dix minutes plus tard (figure 1.3-c)), le même scénario se répète à
nouveau : C4 prend la place de C3, C3 de C2, C2 de C1, etc. Tant que les conditions sont
favorables, ce cycle peut se répéter pendant plusieurs heures. Il est important de noter qu’une
valeur très élevée de CAPE n’est pas nécessaire pour qu’un tel système puisse se développer,
l’élément principal étant le cisaillement de vent vertical dans cette situation.
Figure 1.3 – Schéma de l’évolution temporelle d’un orage multicellulaire. Le déplacement de l’orage se fait de
droite à gauche. Illustration adaptée de Markowski et Richardson (2010).
3. il reste des cirrus d’altitude comme le "cirrus cumulonimbogenitus".
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1.2.3.3 L’orage supercellulaire
Les orages supercellulaires font partie des phénomènes météorologiques les plus intenses
sur Terre. Bien qu’ils ne soient constitués que d’une seule et même cellule, comme les orages
unicellulaires, les "supercells" peuvent produire des tornades, des chutes de grêlons d’une taille
supérieure à une balle de golf, des vents violents (> 100 km.h−1), ou encore des inondations.
Figure 1.4 – Structure verticale d’un orage supercellulaire. Illustration issue de
http://pixshark.com/thunderstorm-diagram-easy.htm
Les orages supercellulaires sont caractérisés par une atmosphère très instable (CAPE >
1500 J.kg−1) et un cisaillement de vent vertical fort et rotationel. D’un point de vue structurel,
le système s’organise autour d’une ascendance rotative extrêmement forte (30 à 50 m.s−1) et
légèrement inclinée par le cisaillement de vent présent (figure 1.4). Cette forte ascendance a pour
conséquence de déplacer la zone de formation des précipitations à très haute altitude créant :
i) une signature radar nette entre ∼ 4 et 10 km (zone de faible réflectivité en forme de voûte
- "weak echo vault" en anglais), et ii) un dôme stratosphérique ("overshoot"). Contrairement
à l’orage unicellulaire pour lequel le courant de densité lié aux précipitations tend à asphyxier
la convection, la supercellule va tirer profit de ce courant descendant froid en renforçant le
soulèvement de la masse d’air chaude et humide. L’équilibre entre instabilité et cisaillement de
vent vertical est subtil et nécessite des conditions météorologiques bien précises. Il est de fait
assez rare d’observer des supercellules en France.
1.2.3.4 Les systèmes convectifs de mésoéchelle
"Un système convectif de mésoéchelle est un système nuageux constitué d’un ensemble de
cellules convectives dont la zone continue de précipitation atteint au moins 100 km dans une
direction", (Houze, 1993). Contrairement aux orages unicellulaires, multicellulaires, ou encore
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supercellulaires, les systèmes convectifs de mésoéchelle (généralement appelés MCS pour "Me-
soscale Convective Systems" en anglais) interagissent avec les différentes circulations de mésoé-
chelle comme les dépressions, les fronts, les jets d’altitude. . .. Cela leur permet de parcourir de
grandes distances, et de perdurer plusieurs jours dans les situations les plus extrêmes.
La forme géométrique associée aux MCS est très variable et peut évoluer au cours du temps
en interagissant avec les circulations de mésoéchelle, mais aussi les obstacles rencontrés au cours
de leur propagation. Il existe une multitude de structures pouvant être classées selon leur région
d’occurrence (moyennes latitudes, tropiques), et le système d’observation utilisé (satellite, radar
sol). Le diagramme de Venn (figure 1.5) illustre cette large variété de structures convectives
ainsi que leurs possibles interactions.
Figure 1.5 – Diagramme de Venn illustrant les différentes catégories de MCS et leurs interactions. MCCs =
Mesoscale Convective Complex. Illustration issue de Markowski et Richardson (2010).
Les MCS présentent généralement une structure commune composée d’orages multicellu-
laires et d’une zone stratiforme prononcée, respectivement à l’avant et l’arrière du système
convectif. Les formes les plus connues en France sont :
— La ligne de grain (figure 1.6(a)). La convection s’organise en ligne à l’avant d’un front
froid et se propage rapidement (10 à 20 m.s−1), tandis qu’une large zone stratiforme
est observée à l’arrière du système. Ces systèmes sont souvent violents, provoquant des
rafales pouvant atteindre plus de 100 km.h−1.
— Le système convectif en "V" (figure 1.6(b)). Cette structure convective est par exemple
régulièrement observée dans le Sud-Est de la France durant l’automne. Comme son
nom l’indique, la structure nuageuse a une signature géométrique en forme de "V". Les
cellules les plus jeunes se forment à la pointe Sud du système, avant d’être advectées
vers la partie haute du V. Les précipitations liées aux cellules matures créent alors un
courant de densité puissant sur plusieurs dizaines de kilomètres, favorisant la création
de nouvelles cellules convectives à l’avant du système (propagation rétrograde). Le plus
souvent ces systèmes sont quasi-stationnaires et engendrent des précipitations intenses
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sur une même région (ex : Vaison-la-Romaine - septembre 1992, Gard - septembre 2002,
Montpellier - septembre 2014).
(a) Ligne de grain observée sur le Sud-Est de la
France, le 24/09/2012 à 01h45 UTC
(b) Système en V observé sur le Sud-Est de la
France, le 29/09/2014 à 14h15 UTC
Figure 1.6 – Exemples de MCS observés par imagerie radar sur le Sud-Est de la France. Images issues de
http://sop.hymex.org/
1.2.4 Structure microphysique des orages
Les systèmes convectifs sont composés d’une très large variété de particules d’eau de tailles
et de formes différentes, se trouvant à l’état liquide ou solide. En physique de l’atmosphère,
ces particules sont appelées hydrométéores. Ce nom recoupe "tout phénomène observé dans
l’atmosphère ou à la surface du globe consistant en un ensemble de particules d’eau liquide
ou solide, en chute ou en suspension dans l’atmosphère, ou soulevées de la surface du globe
par le vent, ou déposées sur des objets au sol ou dans une atmosphère libre" (définition de
l’Organisation Météorologique Mondiale - OMM). Ces hydrométéores prennent naissance sur les
aérosols d’origines naturelles (poussières, sable, embruns marins. . .) ou anthropiques (particules
fines émises par la combustion d’un carburant, condensation de gaz rejeté dans l’atmosphère)
présents dans l’atmosphère.
Les cumulonimbus sont de véritables usines à fabriquer des hydrométéores. Selon la lati-
tude, la saison, la nature de la convection, et la quantité de vapeur d’eau présente dans l’en-
vironnement, les hydrométéores adoptent des propriétés physico-chimiques particulières. Il est
néanmoins possible de dresser un profil vertical moyen des classes d’hydrométéores présentes
dans un cumulonimbus. Ainsi les hydrométéores liquides sont majoritairement présents à la
base du nuage d’orage, alors que les hydrométéores solides sont majoritairement localisés au
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sommet du nuage (températures fortement négatives). Entre ces deux régions, une large palette
d’hydrométéores à la fois liquides et/ou solides interagissent dans un environnement fortement
convectif.
Les principales classes d’hydrométéores sont :
— Les gouttelettes d’eau nuageuse. Ce sont les premiers hydrométéores formés dans le
nuage. Les gouttelettes d’eau nuageuse se forment grâce aux aérosols présents en abon-
dance dans l’atmosphère (taille inférieure au micromètre) et à une sursaturation de la
vapeur d’eau dans l’environnement nuageux. Les aérosols jouent le rôle de noyaux de
condensation sur lesquels la vapeur d’eau sursaturée du milieu se dépose par condensa-
tion. C’est le mécanisme de nucléation (hétérogène). Les gouttelettes d’eau nuageuse ont
une taille de quelques dizaines de micromètres et peuvent exister jusqu’à -40°C si aucun
noyau glaçogène n’est rencontré. Elles peuvent interagir avec d’autres hydrométéores ou
alors s’évaporer en quittant le milieu nuageux, mais en aucun cas atteindre le sol.
— Par définition les gouttes de pluie sont des particules à l’état liquide atteignant le sol.
Elles résultent de la croissance des gouttelettes d’eau nuageuse ou de la fonte d’hydro-
météores glacés. Dans le premier cas de figure, les gouttelettes nuageuses évolueront en
gouttes de pluie si et uniquement si elles atteignent une taille minimum de 100 µm . Le
principal mécanisme responsable de cette croissance est la coalescence par chocs entre
gouttes. À partir de collisions entre plusieurs gouttelettes d’eau nuageuse, une goutte
de pluie va pouvoir naître de ce processus inélastique. Dès que deux gouttes entrent en
collision et se "collent", elles forment une goutte plus grosse qui chute plus vite et va
capturer les gouttelettes rencontrées dans sa chute relative.
— La neige. Cet hydrométéore est constitué de plusieurs cristaux de glace accolés les uns
aux autres. Suivant leur taille et leur forme, les cristaux de glace acquièrent des vitesses
différentes et finissent par s’agglomérer (processus d’agrégation). La neige est localisée
à des températures légèrement inférieures à 0°C.
— Le graupel (également appelé neige roulée ou parfois grésil) est un hydrométéore solide
formé à partir d’une particule de glace. En chutant, l’hydrométéore croît par accrétion ou
givrage d’eau surfondue sur celui-ci. Au fur et à mesure que le givrage devient important
le cristal devient indiscernable, s’alourdit et tombe plus vite. Le graupel a une taille
inférieure à 5 mm et présente une forme conique due au phénomène d’accrétion à sa
base.
— La grêle est un hydrométéore solide et de taille supérieure à 5 mm. De part sa taille,
la grêle nécessite un long temps de résidence dans le nuage. Le grêlon se forme dans
les ascendances les plus fortes du nuage et croît par givrage lors de ces multiples allers
retours entre la base et le sommet du nuage, avant de chuter lorsqu’il devient trop lourd.
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— Les cristaux de glace se forment soit par solidification des gouttelettes d’eau nuageuse
sur des noyaux glaçogènes, soit par condensation solide de la vapeur d’eau (plus rare).
Leur forme (plaquettes, colonnes, balles de fusil, dendrites,. . .) dépend de la température
et de la quantité d’eau surfondue présente dans le milieu, mais leur taille n’excède pas
quelques dizaines de micromètres.
Un résumé de ces différents hydrométéores ainsi que des mécanismes en jeu est présenté sur
la figure 1.7.
Figure 1.7 – Synthèse des mécanismes intervenant dans la formation des précipitations. Schéma adapté de
Chalon (1988).
1.3 La nature électrique des orages 4
Ce qui différencie le nuage d’orage d’un autre nuage est sa capacité à produire des phéno-
mènes électriques. Ce processus représente l’étape finale des processus nuageux dans son en-
semble. Il faut en effet des interactions fortes entre la dynamique et la microphysique nuageuse
4. expression initialement utilisée par B. Franklin lors de ses travaux réalisés en 1749.
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pour obtenir un éclair. L’air n’étant pas un très bon conducteur, il est cependant impossible
qu’un éclair se produise sans la mise en place au préalable d’un champ électrique suffisamment
intense dans le nuage d’orage. Cela implique qu’un éclair ne peut se déclencher qu’entre des
zones de charges opposées et séparées entre-elles dans le nuage pour créer un champ électrique
suffisamment intense. Deux théories ont vu le jour au cours du 20ème siècle pour expliquer
l’électrisation des nuages : les mécanismes convectifs ou les mécanismes gravitationnels. Bien
que la théorie gravitationnelle soit aujourd’hui considérée comme plus légitime par la plupart
des scientifiques, il faut noter qu’aucune de ces deux théories ne peut expliquer à elle seule tous
les phénomènes électriques intervenant dans un orage.
1.3.1 Les différentes théories de l’électrisation du nuage d’orage
1.3.1.1 Théorie convective
La théorie convective a été initialement énoncée par Grenet (1947) avant d’être reprise
quelques années plus tard par Vonnegut (1953). Elle stipule que l’électrisation du cumulonimbus
se fait en dehors du nuage par un mécanisme convectif en 3 étapes (cf. Figure 1.8) :
— Crées par effet corona sur des aspérités, des charges positives au sol sont transportées
dans le nuage par convection.
— Ces charges sont ensuite capturées et redistribuées au sein du nuage par les hydro-
météores. Évoluant dans une ascendance forte sous l’effet de la convection, les hydro-
météores chargés positivement se retrouvent propulsés au sommet du nuage, ce qui a
pour conséquence d’attirer des charges négatives produites par le rayonnement cosmique
autour du nuage. Ces charges négatives forment ainsi une "couche écran" ("charged
screening layer" en anglais) aux charges positives se trouvant dans le nuage.
— Sous l’effet de leur poids, les hydrométéores les plus lourds chutent et englobent avec
eux les charges négatives, créant alors une zone de charge négative à la base du nuage.
Ce mécanisme a été remis en question par Chauzy et Soula (1999) ou encore Helsdon et al.
(2002), qui ont montré à partir d’observations et de simulations numériques que ce processus
produisait un champ électrique trop faible et ne pouvait expliquer à lui seul l’électrisation du
nuage.
1.3.1.2 Théorie gravitationnelle
Cette théorie tente de faire le lien entre les phénomènes microscopiques et macroscopiques.
Elle stipule que la séparation de charges se fait via des collisions entre particules, avant que ces
dernières ne soient redistribuées dans un second temps par la dynamique globale du nuage via
des mécanismes d’advection ou de sédimentation.
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Figure 1.8 – Schéma illustrant la théorie convective de l’électrisation d’un nuage d’orage. D’après Saunders
(2008).
1.3.1.2.1 Processus inductif
Ce premier processus nécessite l’existence au préalable d’un champ électrique. Toute par-
ticule (initialement neutre) évoluant dans un champ électrique aura tendance à se polariser,
c’est-à-dire à adopter une répartition géométrique préférentielle entre charges négatives et po-
sitives la composant. Ce concept est mis en évidence sur la figure 1.10. Sous l’influence d’un
champ électrique dirigé vers le bas, les charges négatives de la "grosse" particule se retrouvent
dans la partie supérieure, alors que les charges positives sont réparties dans la partie inférieure.
Capture sélective des ions par les hydrométéores
Wilson (1929) a été le premier à proposer une théorie reposant sur le processus inductif via
la capture sélective des ions par les hydrométéores.
La figure 1.9 décrit ce phénomène dans le cadre d’un champ électrique dirigé vers le sol. Le
déplacement des électrons à la surface d’un hydrométéore (ex : goutte d’eau) se fait dans la
direction opposée au champ électrique, laissant des charges positives par défaut dans la direction
du champ. Lors de sa chute, l’hydrométéore a ainsi tendance à capturer des ions négatifs (figure
1.9-a)), alors que les ions positifs sont repoussés (figure 1.9-b). Par ce mécanisme il est possible
de montrer que les hydrométéores chargés négativement se retrouvent à la base du nuage, alors
que les hydrométéores chargés positivement sont concentrés au sommet.
Takahashi (1979) a montré au moyen de simulations du champ électrique que ce processus
par capture sélective d’ions par les hydrométéores était réaliste pour l’électrisation du nuage (di-
zaines de kV.m−1). Cependant Latham (1981) a mis en exergue la vitesse lente de ce mécanisme,
limitant la production de charges électriques. La capture sélective des ions par les hydrométéores
liquides pourrait néanmoins jouer un rôle important dans l’électrisation des orages tropicaux,
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Figure 1.9 – Schéma représentant la capture sélective des ions par les hydrométéores. Lors de sa chute, une
goutte d’eau polarisée (a) capture un ion négatif, (b) repousse un ion positif. D’après MacGorman et Rust
(1998).
qui sont constitués d’une large quantité d’hydrométéores à l’état liquide (isotherme 0°C situé
à 5 voire 6 km d’altitude).
Collision entre deux hydrométéores
L’électrisation du nuage d’orage sous l’existence d’un champ électrique et via des collisions
entre hydrométéores a initialement été proposée à la fin du 19ème siècle par Elster et Gei-
tel (1888). Sous l’influence d’un champ électrique dirigé vers le sol, une particule précipitante
rentrant en collision avec une particule polarisée en suspension se retrouve dans la capacité
d’échanger des charges. La figure 1.10 montre ce mécanisme en illustrant la répartition des
charges avant (a) et après (b) une collision élastique entre un hydrométéore précipitant et un
hydrométéore en suspension. Lors de la collision, l’hydrométéore précipitant se charge négati-
vement en récupérant un électron de la particule en suspension qui lui devient alors chargée
positivement.
Figure 1.10 – Schéma représentant l’échange de charge entre deux hydrométéores : (a) avant collision, (b) après
collision. D’après MacGorman et Rust (1998).
Ce processus a été validé par Mason (1988) et Brooks et Saunders (1994) par le biais de
simulations numériques et d’expériences en laboratoire pour des collisions entre particules uni-
quement liquides puis liquides et solides. Quelques années auparavant, des expériences menées
en laboratoire par Illingworth et Caranti (1985), avaient montré que les collisions entre parti-
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cules uniquement solides étaient trop brèves pour échanger des charges. Plus récemment, des
simulations explicites en trois dimensions de l’activité électrique réalisées par Mansell et al.
(2005), ont révélé que le mécanisme inductif ne pouvait à lui seul mener à une électrisation
suffisante du nuage. Ces derniers stipulent néanmoins que ce processus pourrait jouer un rôle
important en complément d’un autre mécanisme dans le développement d’une zone de charge
à la base du nuage.
1.3.1.2.2 Processus non-inductif
Le processus non-inductif est basé sur la collision entre deux hydrométéores en l’absence de
tout champ électrique. Il est aujourd’hui considéré comme le processus le plus important dans les
mécanismes d’électrisation du nuage, notamment pour l’électrisation initiale. C’est tout d’abord
expérimentalement que Takahashi (1978), puis Jayaratne et al. (1983), et Saunders et al. (1991),
ont montré que les collisions entre le graupel précipitant et les cristaux de glace en suspension
constituaient le processus le plus efficace pour échanger des charges. Quelques années plus tard,
des études numériques (Norville et al., 1991; Helsdon et al., 2001) ont également mis en avant
l’importance de ces collisions graupel-glace. Les résultats de ces études ont cependant révélé que
la quantité de charge échangée lors de ces collisions dépendait très fortement de la température,
du contenu en eau liquide présent dans le milieu, de la vitesse de chute des graupels, et de la
taille des cristaux de glace intervenant dans les collisions.
Selon le contenu en eau liquide, c’est entre - 10°C et - 20°C que la température influence
préférentiellement la charge échangée entre le graupel et la glace. Si la température est élevée
lors de la collision (correspondant à la partie inférieure du nuage), le graupel perd un électron
et se charge positivement alors que le cristal de glace porte un excès de charges négatives (figure
1.11-bas). À des températures beaucoup plus faibles (correspondant à la partie supérieure du
nuage), le phénomène inverse se produit : le graupel se charge négativement et le cristal de
glace positivement (figure 1.11-haut).
Figure 1.11 – Schéma représentant l’échange de charge entre un graupel précipitant et un cristal de glace en
suspension soumis à un processus non-inductif et à un gradient de température.
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Bien que la collision graupel-glace (à des degrés de givrage différents selon la quantité d’eau
surfondue présente) soit admise comme étant très efficace pour l’électrisation du nuage, le méca-
nisme physique expliquant le transfert de charge entre ces deux particules reste encore incertain.
Pour répondre à cette interrogation, des études ont mis en avant le possible rôle des liaisons
hydrogène présentes dans toutes les molécules d’eau. Il existe aujourd’hui principalement trois
hypothèses pour tenter d’expliquer ce transfert de charge entre graupel et cristal de glace :
1. Le vitesse de croissance des particules : c’est Illingworth (1985), puis Baker et al. (1987)
et Dash et al. (2001) qui ont avancé cette idée. Si le givrage à la surface du graupel se fait
plus rapidement qu’à la surface du cristal de glace, le graupel se charge négativement et
le cristal positivement. Dans le cas contraire se serait le cristal de glace qui se chargerait
positivement et le graupel négativement.
2. La prise en compte des irrégularités à la surface des hydrométéores : cette idée avancée
par Nelson et Baker (2003) fait suite à l’hypothèse précédente. Cette fois-ci les défauts
d’arrangement entre les ions OH- et H3O+ sous l’effet d’un champ électrique interne
(propre à l’hydrométéore) sont pris en compte. Cela aurait tendance à charger néga-
tivement la surface du cristal de glace, d’autant plus que la quantité de vapeur d’eau
condensée augmente.
3. Les espèces chimiques présentes dans l’air. Plus récemment Jungwirth et al. (2005) ont
avancé que la nature chimique des aérosols (sulfates, chlorure, . . .) pouvait directement
influencer la répartition électronique au sein des hydrométéores.
Comme nous avons pu le voir au cours de cette section 1.3.1, il existe un grand nombre
de mécanismes pouvant expliquer en partie, mais pas encore entièrement l’électrisation du
nuage d’orage. Aujourd’hui il existe un consensus pour désigner les mécanismes non-inductifs
et inductifs comme réalistes et satisfaisants pour l’électrisation du nuage.
1.3.2 Les éclairs
1.3.2.1 Répartition des charges à l’échelle d’un orage
Les mécanismes d’électrisation du nuage conduisent, sous l’influence de la dynamique nua-
geuse, à une répartition des charges en différentes zones distinctes. Comme le montre la figure
1.12, il existe généralement deux cas de figure possibles :
— Le dipôle : le "centre" du nuage est chargé négativement, alors que la partie supérieure
du cumulonimbus est chargée positivement dans un cas normal. Dans le cas contraire on
parle alors de dipôle inversé, la charge positive occupant cette fois-ci le centre du nuage,
et la charge négative la partie supérieure.
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— Le tripôle : le nuage adopte une structure tripolaire avec deux zones de charges positives
aux extrémités haute et basse du nuage, encadrant une zone de charge négative centrale
dans le cas normal. Cependant la charge positive inférieure est moins intense que les deux
autres zones de charge. Plus rarement, si la convection devient très intense (ascendance
très forte comme dans une supercellule), il est possible de voir apparaître un tripôle
inversé avec deux charges négatives situées aux extrémités du nuage, encadrant une
zone centrale de charge positive.
En termes de production d’éclairs, les dipôles ou tripôles classiques (inversés) auront tendance
à produire des éclairs nuage-sol négatifs (positifs).
Figure 1.12 – Schéma représentant la répartition des charges à l’intérieur d’un nuage d’orage pour différents
cas de figure. Adapté de Kuhlman et al. (2006).
D’après Krehbiel (1986), la zone de charge centrale se situe généralement vers -15°C aux
latitudes tempérées, correspondant à une altitude de 7 km environ. Cependant toutes ces re-
présentations sont des cas idéalisés simples. En effet, la répartition réelle et globale à l’échelle
du nuage peut être bien plus complexe qu’un simple dipôle ou tripôle comme l’ont montré
Stolzenburg et al. (1998a) avec des radiosondages mesurant l’intensité du champ électrique.
De plus, Krehbiel (1986) a montré que le nuage d’orage une fois électrisé, attirait autour de
lui des ions chargés créant des zones de charge écran, complexifiant encore un peu plus cette
représentation.
1.3.2.2 Les différents types d’éclairs
Lorsque le champ électrique créé par les zones de charges à l’intérieur du nuage dépasse un
seuil dit de rupture (quelques milliers de kV.m−1), un éclair se produit : c’est la manifestation
visible des orages. Comme le montre la figure 1.13, il existe une large variété d’éclairs. Cependant
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il est possible de les regrouper en deux grandes catégories : i) les éclairs nuage-sol (notés CG pour
"Cloud-to-Ground" en anglais), et ii) les éclairs intra-nuageux (notés IC pour "Intra-Clouds"
en anglais).
Figure 1.13 – Les différents types d’éclairs. Illustration issue du National Aeronautics and Space Administration
(NASA).
Les éclairs se déclinent ensuite en une multitude de combinaisons possibles. Ainsi un éclair
peut se produire à l’intérieur du nuage (IC), puis continuer dans l’air libre et rejoindre le sol
(CG). De même un IC peut se produire entre deux cellules convectives distinctes, on parlera
alors d’éclair inter-nuageux. Les éclairs les plus impressionnants sont surement les "Bolt From
The Blue" (BFTB). Initialisés dans la partie supérieure du nuage, ils s’échappent à la recherche
d’une zone de fort champ électrique et sont capables de parcourir plusieurs kilomètres dans les
airs avant de frapper le sol jusqu’à une vingtaine de kilomètres du nuage.
1.3.2.3 Déclenchement des éclairs
L’explication du déclenchement des éclairs est aujourd’hui encore un sujet actif en termes
de recherche. La valeur du champ électrique pour atteindre la "rupture" (valeur de claquage)
dans une atmosphère stable doit atteindre quelques milliers de kV.m−1. Or si l’on tient compte
de tous les mécanismes présentés précédemment, le champ électrique produit atteint seulement
une valeur de quelques centaines de kV.m−1. Il manque ainsi un facteur 10 pour initialiser un
éclair. Historiquement deux théories s’opposent pour expliquer cette insuffisance :
1. Le déclenchement par renforcement du champ électrique via l’effet corona : à partir de
modèles et d’expériences de laboratoire, Dawson et Winn (1965), puis Crabb et Latham
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(1974) furent les premiers à évoquer l’impact de l’effet corona sur le déclenchement des
éclairs. En réalité ils considèrent que les apirités (ou encore l’effet de courbure pour les
gouttes d’eau) à la surface des hydrométéores sont suffisantes pour renforcer localement
le champ électrique via un effet de pointe et accélérer plus facilement des électrons
libres présents dans le nuage (figure 1.14). Attirés par un champ électrique plus intense
à la surface des hydrométéores, les électrons libres vont alors entrer en collision avec
des molécules d’air. Si l’énergie transmise par l’électron à la particule est suffisamment
grande, cette dernière passera d’un état stable à excité. En se désexcitant (passage de
l’état excité à l’état stable), la particule donnera naissance à un photon qui pourra ensuite
ioniser 5 une particule et donner naissance à un nouvel électron. Ce mécanisme montre
qu’à partir d’un électron, deux, puis quatre, puis huit,. . .seront créés via une succession
de réactions en cascade nommée : avalanche électronique (Coquillat et Chauzy, 1994;
Solomon et al., 2001).
2. Le déclenchement par les électrons relativistes ("runaway electrons") : la corrélation
entre le nombre d’orage et le rayonnement solaire a été initialement observé par Brooks
(1934). Il a remarqué que l’activité orageuse à la surface du globe (observations provenant
d’une dizaine de pays), était plus faible lorsque le soleil présentait des taches solaires
à sa surface (synonyme d’une activité plus faible). Bien plus tardivement cette idée a
été reprise avec des mesures du vent solaire (Schlegel et al., 2001; Solomon et al., 2002;
Scott et al., 2014). En arrivant à proximité de la Terre, les ions et électrons constituant
le vent solaire se retrouvent alors piégés par le champ magnétique terrestre. En entrant
dans l’atmosphère ces électrons très fortement énergétiques vont ioniser les molécules
d’air. S’ils ont encore suffisamment d’énergie, ils pourront alors se retrouver non loin
d’un cumulonimbus et déclencher une avalanche électronique. Dwyer (2010) a cependant
démontré par le biais de simulations numériques que l’énergie des particules cosmiques
était trop faible pour avoir un impact significatif sur le champ électrique d’un orage,
remettant en cause cette théorie.
1.3.2.4 Propagation des éclairs
Nous avons vu que la théorie du déclenchement des éclairs pouvait être expliquée par l’effet
corona et dans une moindre mesure par les électrons relativistes. Ceci n’explique néanmoins
pas encore la production complète d’un éclair. Kasemir (1960) et Mazur et Ruhnke (1993) ont
montré que la pré-décharge résultant de l’effet corona ou des électrons relativistes, donnait
naissance à un traceur dit bidirectionnel, dont le but est de connecter deux zones de charges
5. L’air étant un mélange gazeux (O2, N2, . . .), ce processus impactera plus aisément la molécule ayant le
potentiel de ionisation le plus faible. Par conséquent l’électron accéléré doit avoir suffisamment d’énergie pour
ioniser une particule, c’est-à-dire que Ee− > EIonisation Molécule (où EIonisation Molécule ∼ quelques eV).
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Figure 1.14 – Avalanche électronique crée par effet corona en tête de traceur.
opposées : i) soit directement dans le nuage, ii) soit entre le nuage et le sol. Ces traceurs sont
caractérisés par un comportement différent selon la nature de leur polarité (figure 1.15).
— Les traceurs négatifs dit traceurs par "bonds" ou par "pas" ("stepped leaders" en an-
glais). Un traceur négatif se propage par bonds de ∼ 50 m vers des régions où le champ
électrique est de plus en plus faible. La demande d’énergie pour ioniser l’air dans ce cas
est très coûteuse, impliquant rapidement l’extinction du traceur avant qu’un autre ne
vienne prendre la relève. Ces traceurs présentent ainsi un caractère pulsé dont leur vi-
tesse de propagation est de l’ordre de 105 m.s−1 et l’intervalle de temps entre deux bonds
successifs est de l’ordre de la microseconde selon Orville et Idone (1982) et Proctor et al.
(1988).
— Les traceurs positifs. Ils se propagent et se rapprochent des champs électriques intenses.
La demande énergétique étant alors beaucoup moins coûteuse que pour les traceurs néga-
tifs, les traceurs positifs présentent un caractère continu dont leur vitesse de propagation
est de l’ordre de 104 m.s−1 selon Saba et al. (2008).
1.3.2.4.1 Les éclairs nuage-sol (CG)
Les éclairs nuage-sol représentent en moyenne ∼20% de l’activité électrique totale lors d’un
orage et se déclinent sous quatre formes que l’on peut regrouper : i) par leur polarité (positif /
négatif) et ii) par leur sens de propagation (ascendant / descendant). Dans le cas d’un éclair
nuage sol descendant négatif et d’une configuration tripolaire normale (cas le plus classique),
le traceur par bonds issu de la zone de charge négative a pour but de créer une connexion avec
une zone de charge positive se trouvant alors au sol. Il faut environ 20 ms pour qu’un canal
ionisé entre les deux zones de charge soit créé. À cet instant il existe une différence de potentiel
de plusieurs centaines de millions de volts entre les deux zones de charges. C’est ainsi qu’une
partie des charges vont se neutraliser en quelques dixièmes de secondes via la circulation d’un
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Figure 1.15 – Propagation des traceurs négatif et positif.
courant électrique d’une intensité de plusieurs milliers d’ampères le long de ce chemin (court-
circuit). Une partie de cette énergie est convertie en un rayonnement électromagnétique intense
et visible : le flash (ou arc en retour). Pendant ce bref instant, le canal ionisé (d’un diamètre
de quelques centimètres) atteint une température de 30 000°C en son centre, provoquant une
dilatation de l’air via une onde de choc : c’est le tonnerre. Cette onde se propage à 330m.s−1
dans une direction perpendiculaire au flash.
Après ce premier flash, il est possible que le nombre de charges non-neutralisées soit encore
important, permettant alors à l’activité électrique de se poursuivre. En effet pendant un court
moment, le canal est encore ionisé permettant à un nouveau traceur continu (appelé "dart
leader") de reconnecter les deux zones de charge, donnant lieu à un nouvel arc un retour. Ce
mécanisme peut se répéter plusieurs fois (jusqu’à plusieurs dizaines), et donner l’impression à
un observateur d’un clignotement. Un éclair se définit comme étant la somme de tous les flashs
consécutifs ayant lieu dans un espace commun (quelques kilomètres) et une fenêtre temporelle
courte (quelques secondes). Un bilan de toutes ces étapes est résumé sur la figure 1.16.
1.4 Les moyens d’observations
Les orages étant à l’origine de catastrophes naturelles pouvant être conséquentes (inonda-
tions, chutes de grêle, tornades, déclenchement de feu, décès, . . .), de nombreux moyens sont mis
en œuvre par les organismes météorologiques pour les observer. Si l’observation des structures
orageuses (microphysique, dynamique du nuage) reste aujourd’hui encore relativement compli-
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Figure 1.16 – Schéma montrant les différentes étapes d’un éclair nuage-sol dans le cas d’un orage tripolaire
normal. D’après Barthe (2005).
quée en termes de résolution spatio-temporelle (kilomètre, plusieurs minutes pour les réseaux
opérationnels,. . .), l’observation des éclairs est plus simple et est maîtrisée depuis les années
1990.
1.4.1 Observer les éclairs
Un éclair émet un rayonnement électromagnétique sur une gamme de fréquences allant
du VLF 6 au VHF 7 (figure 1.17). Ce spectre dit des radiofréquences dépend de phénomènes
électriques se produisant à diverses échelles spatio-temporelles différentes. Une partie du rayon-
nement émis par un éclair se situe dans le domaine des basses fréquences (LF/VLF) et peut
parcourir de grandes distances dans le système Terre-Ionosphère. La décharge émise par un tra-
ceur est en revanche définie dans le domaine des très hautes fréquences (VHF) et ne se propage
pas au delà d’une centaine de kilomètres. On peut noter que plus la fréquence est élevée, et plus
le signal est atténué. Ainsi le suivi de l’évolution globale de la répartition des éclairs à l’échelle
6. VLF = "Very Low Frequency" = 30 - 30 KHz
7. VHF = "Very High Frequency" = 30 - 300 MHz
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d’un pays utilisera plutôt des capteurs LF/VLF, alors que les études des processus électriques
mis en jeu au sein d’un orage se baseront préférentiellement sur des capteurs VHF.
Figure 1.17 – Représentation du spectre énergétique d’un éclair dans le système Terre-Ionosphère. D’après
Cummins et Murphy (2009).
Ce chapitre donne ci-après un aperçu des instruments couramment utilisés pour mesurer
l’activité électrique (mesures satellitaires, interféromètre), le chapitre suivant se focalisera sur
ceux qui ont été mis en oeuvre durant la SOP1 de HyMeX (tableau 1.1).
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1.4.1.1 Par satellite
Bien que le premier satellite météorologique ait été lancé en 1960, c’est seulement à partir
de 1995 que les premières observations des éclairs ont été réalisées via le satellite américain
Microlab-1. L’observation de l’activité électrique à bord des satellites se fait par des capteurs
optiques nommés OTD (pour "Optical Transient Detector") ou LIS (pour "Lightning Ima-
ger Sensor"). En quelques années, l’efficacité de détection des éclairs est passée de 40% sur
Microlab-1 à 90% avec le satellite TRMM (Tropical Rainfall Measuring Mission), pour atteindre
une précision allant de 5 à 10 km sur des surfaces échantillonnées de 600 x 600 km2 toutes les 15
minutes. Ce dernier satellite a notamment permis d’établir la première carte de densité annuelle
d’éclairs se produisant à l’échelle du globe, montrant que le Congo représente la région la plus
impactée au monde en terme d’activité électrique liée aux orages (Christian et al., 2003; Cecil
et al., 2014).
Figure 1.18 – Carte de la densité annuelle d’éclairs à l’échelle du globe sur la période avril 1998 - février 2003
via le satellite TRMM et le capteur LIS. D’après NASA.
Une nouvelle génération de satellites équipés de nouveaux capteurs optiques verront le jour
dans les prochaines années. Les européens enverront dans l’espace le troisième satellite de
la génération Météosat (MTG pour "Météosat Third Generation" en anglais) avec un capteur
optique LI (pour "Lightning Imager" en anglais), alors que les américains équiperont le satellite
GOES (pour "Geostationary Operational Environmental Satellite" en anglais) avec un capteur
LMS (pour "Lightning Mapper Sensor" en anglais). Ces satellites géostationnaires devraient
notamment permettre un meilleur suivi des régions fortement impactées par des phénomènes
convectifs violents, et améliorer la navigation aérienne pour les pilotes.
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Bien que le suivi optique des éclairs par satellite à l’échelle du globe soit de plus en plus
précis tant d’un point de vue spatial que temporel, il est important de noter que les données
obtenues nécessitent un traitement numérique important.
1.4.1.2 Mesure de l’activité électrique au sol : l’interféromètre
Il existe deux méthodes pour mesurer l’activité électrique générée par les orages au sol :
— La radiogoniométrie (Horner, 1957) : cette méthode mesure la direction d’arrivée d’une
onde électromagnétique par rapport au Nord. Il suffit au minimum de deux stations pour
retrouver la position d’une source électrique, via une méthode dite de triangulation.
— Le temps d’arrivée (Lewis et al., 1960; Oetzel et Pierce, 1969; Proctor, 1981) : cette
méthode est basée sur l’enregistrement du temps d’arrivée d’une onde électromagnétique
par plusieurs stations. Une source étant définie dans l’espace et dans le temps par quatre
coordonnées (x,y,z,t), il faut alors un minimum de 4 stations pour résoudre le système
d’équations et retrouver la position de la source.
Il est important de noter que la qualité des mesures utilisant ces deux méthodes dépend avant
tout des propriétés géométriques des différents réseaux (taille, la densité de stations, ou encore
de la configuration géométrique des stations).
Les réseaux suivant l’activité électrique à l’échelle d’un orage ou d’une région sont pour la
plupart utilisés en tant qu’outils de recherche. Ces réseaux mesurent les variations du courant
se produisant lors d’un éclair dans la gamme des très hautes fréquences (VHF). C’est le cas par
exemple de l’interféromètre qui détecte les décharges électriques à des fréquences allant de 20
à 400 MHz selon les instruments (Warwick et al., 1979; Shao et al., 1996; Ushio et al., 1997).
L’interféromètre fonctionne sur la méthode de radiogoniométrie et nécessite le déploiement de
relativement peu de stations au sol (figure 1.19). Un réseau est généralement composé de 4
stations :
— Une station mesure l’intensité du champ électrique.
— Trois stations formant un triangle rectangle sont espacées de quelques mètres. Chacune
de ces stations dispose de trois antennes qui enregistrent la phase de l’onde électromagné-
tique. En combinant ces informations pour les 3 antennes ainsi que les 3 stations, il est
alors possible de retrouver par triangulation la direction et l’élévation où s’est produite
la décharge. Enfin si deux interféromètres sont synchronisés et distants d’une dizaine de
kilomètres, il est alors possible de localiser la décharge électrique en trois dimensions.
Outre la méthode de localisation des sources VHF qui est différente entre le LMA et l’interféro-
mètre, ce dernier instrument présente l’avantage de cartographier à la fois les traceurs positifs 8
et négatifs (figure 1.20). En effet, nous allons voir dans le chapitre 2, que le LMA détecte pré-
8. Ici les décharges qui se propagent depuis l’extrémité des leaders positifs vers la zone d’amorçage de l’éclair
et qui parfois se prolongent jusque dans les canaux ionisés par les leaders négatifs.
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Figure 1.19 – Principe de la mesure à partir d’un interféromètre avec trois antennes pour la cartographie 2D
des sources VHF. Source : Kawasaki (2012).
férentiellement les traceurs négatifs (fortement énergétiques et impulsionnels) et très rarement
les traceurs positifs (faiblement énergétiques et impulsionnels).
Grâce à une nouvelle génération d’interféromètres échantillonnant en quasi-continu le rayon-
nement VHF dans une très large gamme de fréquence, l’interféromètre mesure l’activité élec-
trique en deux dimensions (azimut, élévation) et avec une très grande précision temporelle
(Ushio et al., 1997; Morimoto et al., 2004). Les signaux liés aux mouvements des traceurs po-
sitifs sont de très faibles amplitudes et 15 dB plus faibles que pour les traceurs négatifs (Shao
et al., 1999; Kawasaki et al., 2002). Ces signaux étaient il y a encore quelques années diffici-
lement distinguables du bruit environnant. Aujourd’hui de nouvelles techniques de filtrage ont
permis de dissocier automatiquement les signaux entre les différentes polarités des traceurs et
présentent notamment l’avantage de pouvoir précisément étudier des phénomènes de type K 9
comme les recoil leaders 10 (Akita et al., 2014; Stock et al., 2014).
1.4.2 Observer les orages
1.4.2.1 Les satellites
Il est possible de suivre l’évolution de l’atmosphère dans une région du globe donnée depuis
des satellites géostationnaires en orbite à ∼ 35 800 km d’altitude au-dessus de l’équateur. C’est
le cas pour l’Europe avec la seconde génération des satellites Météosat MSG (pour "Météosat
Second Generation" en anglais), ou pour les États-Unis avec le satellite GOES. Ces satellites ont
des résolutions temporelle et spatiale respectivement de 15 minutes et de ∼ 1 km. Les satellites
à défilement (en orbite à ∼ 700 km d’altitude) offrent également la possibilité d’observer les
orages depuis l’espace mais avec une fréquence d’observation beaucoup plus faible à cause
du défilement du satellite. Ce fut par exemple le cas pendant de nombreuses années avec le
9. pour Kleine Veränderungen, "petits changements" en allemands.
10. traceurs qui utilisent le chemin créé par les leaders positifs mais évoluant dans le sens inverse.
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Figure 1.20 – Reconstitution 2D d’un éclair éclair intra-nuageux à partir : a) d’un LMA utilisant la technique
du temps d’arrivée, b) d’un interféromètre à haut débit utilisant la technique de la radiogoniométrie. L’évolution
temporelle de l’éclair intra-nuageux est matérialisée par une palette couleur allant du bleu (début de l’éclair)
au rouge (fin de l’éclair). D’après Kawasaki (2012).
satellite TRMM et son capteur optique LIS (actuellement en cours de migration sur la station
internationale).
En fonction des capteurs radiométriques embarqués ces satellites effectuent des mesures
passives ou actives :
— Le mode passif est le plus simple. La terre émet en continu un rayonnement électroma-
gnétique qui est plus ou moins absorbé selon les longueurs d’onde. Si l’atmosphère est
suffisamment transparente dans une gamme de longueur d’onde, l’énergie rayonnée est
alors détectable depuis le satellite.
— Dans le cas de mesures actives l’instrument émet un signal électromagnétique qui est
rétrodiffusé en partie par l’objet météorologique observé, puis détecté par le capteur.
Ces mesures sont réalisées uniquement par les satellites à défilement.
Ces satellites fournissent des informations précieuses pour le suivi des orages comme : le
déplacement des nuages (λ = 11 µm), le contenu en vapeur d’eau (λ = 6.7 µm), une estimation
du champ horizontal du vent, des profils de température et d’humidité, . . . .
Un autre paramètre très utile dans la caractérisation et le suivi des phénomènes convectifs
correspond à la température de brillance du sommet du nuage. Nous avons vu dans la section
1.2.3 que les systèmes convectifs se développent verticalement dans la troposphère avant d’at-
teindre des zones plus stables (et donc moins favorables à leur développement) au niveau de la
tropopause et dans la stratosphère. En atteignant ces régions de plus en plus hautes dans l’at-
mosphère, le système convectif évolue dans un environnement de plus en plus froid, modifiant
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ainsi l’énergie rayonnée par le nuage. Cette variation de rayonnement est alors détectable par
les satellites et permet de suivre l’évolution de la convection nuageuse au cours du temps.
1.4.2.2 Les radars météorologiques
Le terme RADAR est l’acronyme de "RAdio Detection And Ranging". Il désigne des moyens
de télédétection permettant de localiser, en fonction de leur longueur d’onde, des cibles de
différentes natures comme les hydrométéores, les oiseaux, ou encore des avions. Initialement les
radars météorologiques provenaient des techniques de détection développées pendant la seconde
guerre mondiale par les militaires. En analysant les signaux restitués par les radars, certains
soldats se seraient plaints de la mauvaise qualité des données dues aux précipitations, gênant
alors la détection des avions. C’est à la fin de la guerre que le premier article scientifique
présentant des précipitations observées par des radars météorologiques fut publié (Maynard,
1945). Depuis les radars météorologiques n’ont cessé d’évoluer. Comme le montre la figure
1.21, nous en sommes aujourd’hui à la "troisième" grande génération de radars civils avec
l’avènement de la double polarisation. Le prochain standard attendu d’ici une dizaine d’années
outre-Atlantique, est le radar à balayage électronique qui a été développé encore une fois par le
secteur militaire. Dans ce chapitre, le concept de la mesure radar est développé indépendamment
des considérations technologiques. L’apport des mesures par radar Doppler, et de la diversité
de polarisation seront présentés dans le chapitre 2 de ce manuscrit.
Figure 1.21 – Évolution des technologies radar depuis 1945.
"L’unicité et l’intérêt des radars météorologiques découlent de leur capacité à fournir une
description spatio-temporelle détaillée des systèmes pluvio-orageux de petite et de moyenne
échelle, qui ne peut être obtenue à partir des moyens d’observation conventionnels", Bousquet
et al. (2008a).
Afin de localiser et d’estimer l’intensité des systèmes précipitants, un radar émet à intervalle
de temps régulier des ondes électromagnétiques de forte puissance se développant dans un cône
de propagation (figure 1.22). Ces impulsions électromagnétiques sont émises dans une direction
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donnée (α, φ) et ont la particularité d’interagir avec les hydrométéores, d’où la rétrodiffusion
d’une partie du signal vers l’antenne du radar. Le volume échantillonné par le radar dépend de la
durée de l’impulsion mais aussi de l’ouverture du faisceau utilisée, durée et ouverture définissant
des "sections de cône" dont le volume de résolution augmente avec la distance (figure 1.22).
L’intervalle de temps séparant l’impulsion de la réception du signal rétrodiffusé permet alors
d’évaluer la distance entre la cible et le radar, de même que l’azimut et l’élévation du radar
renseignent sur la position de la cible dans l’espace.
Figure 1.22 – Principe de la mesure radar. D’après Faure (1993).
La puissance du signal retrodiffusé par les hydrométéores vers l’antenne du radar dépend :
— De la longueur d’onde utilisée : le tableau 1.2 présente les principales longueurs d’onde
utilisées en météorologie. Plus la longueur d’onde est courte, et plus l’atténuation par les
hydrométéores est forte. Ainsi un radar en bande C (∼ 5 GHz) permettra d’échantillonner
de plus grandes étendues qu’un radar fonctionnant en bande X. Il existe néanmoins une
limite physique à ce raisonnement car plus la longueur d’onde augmente, moins le signal
électromagnétique est sensible aux petits hydrométéores, et plus l’antenne de réception
du signal doit être grande (représentant un coût non négligeable). Les radars en bande C
sont aujourd’hui considérés comme le meilleur compromis coût/bénéfice par la plupart
des services météorologiques européens. C’est notamment le cas du réseau ARAMIS de
Météo-France constitués à 80 % de radars en bande C.
— De la nature des hydrométéores échantillonnés : aux longueurs d’onde X, C ou S, le
signal électromagnétique est extrêmement sensible aux hydrométéores comme la pluie,
la neige, la grêle, la glace,. . .Cependant la puissance du signal rétrodiffusé vers le radar
dépend de la taille des hydrométéores, de leur forme, de leur densité, ou encore de l’état
(liquide/solide) dans lesquels ils se trouvent.
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Dénomination F (GHz) λ (cm) D (m) Atténuation Utilisation
S 3 10 7 + Météorologique
C 5 5 4 ++ Météorologique
X 10 3 2 +++ Hydrométéorologique
Ku 15 2 0.6 ++++ Spatial
Ka 35 0.8 0.6 ++++ Spatial / Météorologique
W 100 0.3 0.2 ++++ Nuage / Spatial
Table 1.2 – Caractéristiques et utilisations des différents radars météorologiques. Les radars les plus conven-
tionnels sont indiqués en gras.
Il existe deux modes d’exploration des systèmes précipitants pour les radars météorologiques
conventionnels (bandes X, C, S) :
— l’échantillonnage à élévation constante (Plan Position Indicator, PPI en anglais).
— l’échantillonnage à azimut constant (Range Height Indicator, RHI en anglais).
La plupart des radars composant un réseau opérationnel effectuent des mesures par cycle de 5
minutes. Pour le réseau ARAMIS de Météo-France ces cycles sont généralement composés de 6
PPIs (tours d’antenne) effectués à différentes élévations, permettant ainsi un suivi continu des
précipitations par tranches de 5 minutes.
1.4.2.2.1 La mesure radar en quelques équations
Si l’on suppose que tous les hydrométéores sont sphériques de diamètre D, et que la longueur
d’onde du radar est très supérieure (environ 20 fois) à la taille des hydrométéores, alors il
est possible de déterminer la réflectivité Z dans un volume situé à une distance r, à partir de
la puissance rétrodiffusée par les particules Pr et d’une constante d’étalonnage radar Cradar
(équation 1.1).
Pr =
Cradar.Z
r2
(1.1)
Le facteur de réflectivité radar Z est par définition égal à la somme du diamètre de toutes les
particules N comprises entre Dmin et Dmax à l’ordre 6 dans un mètre cube (équation 1.2).
Z[mm6.m−3] =
∫ Dmax
Dmin
N(D)D6dD (1.2)
Les valeurs de réflectivité s’étendant sur plusieurs ordres de grandeurs, une échelle logarithmique
est alors couramment utilisée (équation 1.3).
Z[dBZ] = 10log(Z) (1.3)
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Les valeurs de réflectivité sont généralement comprises entre ∼5 dBZ pour de la pluie fine et
60 dBZ pour de la grêle.
Il est également possible d’estimer l’intensité des précipitations définie comme :
R[mm.h1] =
pi
6
∫ Dmax
Dmin
N(D).D3.[v(D)− w]dD (1.4)
où w représente la vitesse verticale du vent et v(D) la vitesse terminale de chute des hydromé-
téores pour un diamètre D qui équivaut par exemple à v(D) = 3.86D0.67 pour la pluie d’après
Atlas et Ulbrich (1977).
On peut alors relier Z (moment d’ordre 6) à R (moment d’ordre 3.67), par la relation suivante :
Z = aRb (1.5)
où a et b sont des coefficients dépendant de la distribution des hydrométéores présents dans
le volume échantillonné. Or d’après la section 1.2.4, la structure microphysique des systèmes
convectifs dépend de nombreux processus (condensation, coalescence. . .). Ainsi la distribution
en taille des hydrométéores (notée généralement PSD pour "Particule Size Distribution" en
anglais) est une problématique complexe et l’hypothèse de sphéricité des particules ne peut être
correcte. Par conséquent la PSD a été l’objet d’un nombre considérable d’études théoriques et
expérimentales afin de déterminer la meilleure loi capable de reproduire cette distribution. La
plus connue pour les latitudes tempérées a été énoncée par Marshall et Palmer (1948) avec une
loi de type "gamma" tronquée, où a=200 et b=1.6 pour une pluie de type stratiforme (dans le
cas de particules sous forme liquide on parle de "Drop Size Distribution" pour DSD).
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2.1 Le projet HyMeX
Le programme décennal (2010 - 2020) et international HyMeX a pour objet la compréhension et
la quantification du cycle de l’eau dans le bassin méditerranéen. A cet égard, il vise notamment
à améliorer la prévision et la prévention des risques hydrométéorologiques dans cette région
dans le contexte du changement climatique (Drobinski et al., 2013). Ce projet de recherche
s’inscrit et contribue au méta-programme MISTRALS porté et co-financé par 13 organismes de
recherche dont, en particulier, le CNRS, Météo-France et l’Université Paul Sabatier. Le bassin
méditerranéen est le théâtre d’évènements extrêmes (sècheresses, inondations. . .) qui sont à
l’origine de pertes matérielles et humaines importantes. Toutes ces catastrophes naturelles sont
le résultat d’interactions entre le bassin méditerranéen et son environnement. Ce dernier a
la particularité d’être composé d’une mer fermée aux propriétés complexes (formation d’eaux
denses, forte salinité, forte évaporation,. . .), de climats arides au Sud et tempérés au Nord, et de
plusieurs chaînes de montagne (Atlas, Monts Ibériques, Pyrénées, Massif Central, Alpes. . .) où
prennent naissance de nombreux fleuves se jetant dans la la mer (l’Ebre, le Rhône, le Moulouya,
le Nil, l’Oronte, le Tibre).
Toutes ces richesses font du bassin méditerranéen un lieu unique où les interactions complexes
entre l’atmosphère, l’océan, et les surfaces continentales interviennent à des échelles spatio-
temporelles très diverses. D’après les différents scénarios climatiques, le bassin méditerranéen
devrait faire partie des deux principaux "hot-spots" à la fin du siècle prochain (Giorgi, 2006).
En plus de se réchauffer plus rapidement que la moyenne, la variabilité des évènements météoro-
logiques devrait y être accrue. En effet, les périodes de sècheresses devraient être plus longues et
les évènements fortement précipitants plus fréquents (Gao et al., 2006; Gao et Giorgi, 2008). Il
faut ajouter à ces bouleversements l’évolution de la démographie du littoral méditerranéen qui
est déjà très dense. D’après les projections démographiques, les populations vivant dans cette
région devraient augmenter de plus de 20% d’ici 2025, renforçant les risques socio-économiques.
À court, moyen, et long termes, mieux comprendre et prévoir les évènements extrêmes qui
affectent régulièrement le bassin méditerranéen est donc essentiel. C’est dans ce cadre que
le projet HyMeX est né. Ce programme de recherche décennal offre la possibilité d’étudier
à diverses échelles de temps, le cycle de l’eau dans cette région afin de mieux appréhender,
et surtout mieux prévoir, les phénomènes météorologiques présentant un risque majeur pour
les populations du pourtour méditerranéen. Pour répondre à cette problématique, le projet
HyMeX a été divisé en cinq thématiques : les sciences de l’océanographie et de l’hydrologie
continentale, les évènements extrêmes (crues-éclair), les échanges océan-atmosphère, ainsi que
les sciences humaines et sociales (figure 2.1).
Parallèlement à ce découpage thématique, des périodes d’observation ont été mises en place à
trois échelles temporelles (figure 2.2) :
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Figure 2.1 – Organisation des différents groupes de travail (WG pour "Working Group" en anglais) autour du
projet HyMeX. Source : http://www.hymex.org/public/documents/HyMeX_Science_Plan.pdf
— La période d’observation longue (appelée LOP pour "Long Observation Period" en an-
glais) porte sur la période 2010-2020. Ces observations sur le long terme doivent per-
mettre de suivre la variabilité inter-annuelle des phénomènes extrêmes d’un point de vue
hydrologique, océanographique et météorologique. L’acquisition de ces données repose
sur les réseaux de recherche et opérationnels existants sur l’ensemble du bassin méditer-
ranéen, et vise à pérenniser sur le long terme le suivi de la caractérisation du cycle de
l’eau dans cette région.
— La période d’observation étendue (appelée EOP pour "Enhanced Observation Period"
en anglais) couvre la période 2011-2015. Elle concerne trois régions du bassin méditerra-
néen : i) la partie Nord-Ouest (Espagne, France, Italie), ii) la mer Adriatique (de l’Italie
aux Balkans) et iii) le Sud-Est (de la Grèce au Proche Orient). Ces observations ont pour
but de mieux caractériser les processus impliqués dans le cycle de l’eau, en utilisant ou
en renforçant les réseaux de mesures existants. Une attention toute particulière a été
portée sur la période 2012-2013, en renforçant/activant spécifiquement certains réseaux
de mesures déjà existants lors de campagnes de mesures intensives.
— Les périodes d’observations spéciales (appelées SOP pour "Special Observation Period").
Elles ont pour but de réaliser des mesures intensives lors d’évènements extrêmes sur des
périodes de temps réduites (quelques mois), en déployant un grand nombre d’instruments
de mesures (avions, bateaux, radars de recherche. . .).
Figure 2.2 – Les observations HyMeX à trois échelles de temps. Source : http://www.hymex.org/?page=
observation_strategy
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Deux campagnes de mesures intensives (SOP) ont eu lieu en 2012 et 2013. La première période
d’observation spéciale (SOP1) a été organisée à l’automne 2012 sur la partie Nord-Ouest du
bassin méditerranéen et portait plus spécifiquement sur l’étude des évènements fortement pré-
cipitants et des crues-éclair. La seconde période (SOP2) visait à caractériser les interactions
océan-atmosphère à l’origine de formation d’eau dense dans la Méditerranée. Cette dernière
a eu lieu au printemps 2013. Ce manuscrit porte exclusivement sur la partie hydrométéorolo-
gique du programme HyMeX et s’intéresse uniquement aux évènements fortement précipitants
observés pendant la SOP1.
2.2 First Special Observation Period (SOP1)
2.2.1 Historique des précipitations intenses en Méditerranée
Durant l’automne le bassin méditerranéen, et plus particulièrement sa partie nord-occidentale,
est régulièrement impactée par des évènements fortement précipitants (plus de 100 mm de pluie
en 24h) très localisés dans le temps et dans l’espace pouvant générer des pertes matérielles et
humaines considérables. En France, les évènements les plus remarquables de ces dernières années
sont :
— Vaison-la-Romaine en Septembre 1992 : plus de 300 mm de pluie sont tombés le 21
septembre 1992 sur ce village du Vaucluse, dont 220 mm en quatre heures engendrant
des inondations suite au débordement de l’Ouvèze et causant la mort de 35 personnes
(Sénési et al., 1996).
— L’Aude en novembre 1999 : dans la nuit du 12 au 13 novembre plus de 200 mm de pluie se
sont abattus sur l’Aude, dont 229 mm en trois heures à Lézignan-Corbières, provoquant
la mort de 22 personnes dans le département et des dégâts matériels estimés à plusieurs
milliards de francs (Ducrocq et al., 2003).
— Le Gard en Septembre 2002 : du 8 au 10 Septembre des quantités de pluies considérables
sont tombées sur le département du Gard avec des cumuls atteignant localement 700
mm en 48h. Cet évènement causa la mort de 24 personnes et des dégâts estimés à ∼ 1.2
milliards d’euros par les assurances (Huet et al., 2003; Delrieu et al., 2005; Bonnifait
et al., 2009).
La répartition géographique de ces évènements majeurs concerne avant tout le pourtour médi-
terranéen. Plus précisément la figure 2.3 montre une climatologie effectuée par Météo-France
sur la période 1965 - 2014, mettant en exergue le nombre d’occurrences observées pour des
épisodes pluvieux amenant au moins 200 mm en une journée 1. À ce titre, les départements
du Gard et de l’Ardèche sont les plus vulnérables avec en moyenne un évènement s’y produi-
1. Intervalle de 24 heures de 6 heures à 6 heures UTC
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sant chaque année. Par ailleurs la climatologie des impacts de foudre au sol (CG) réalisée par
Météorage pour l’année 2014 montre aussi que les Cévennes-Vivarais et plus généralement le
pourtour méditerranéen sont les régions les plus touchées en terme d’activité électrique (figure
2.4).
Figure 2.3 – Carte des occurrences des épisodes pluvieux dont la quantité a dépassé 200 mm en une journée
climatologique sur un département et sur la période 1964 - 2014. Source : http://pluiesextremes.meteo.fr,
pluiesextremes@meteo.fr, ©Météo-France.
Ces évènements fortement précipitants ne sont cependant pas limités au Sud de la France, mais
concernent l’ensemble du pourtour méditerranéen. Plusieurs épisodes pluvio-orageux drama-
tiques ont ainsi eu lieu ces dernières années dans la région de la Ligurie en Italie (avec 500 mm
de pluie en 12h le 4 Novembre 2011 , Silvestro et al. (2012)), en Espagne à Valence (avec 800mm
en 24h les 3-4 Novembre 1987, Romero et al. (2000)), ou encore en Slovénie (avec 220mm en
5h, le 18 Novembre 2007, Bouilloud et al., 2009).
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La variabilité spatio-temporelle de ces évènements est néanmoins très importante. En effet
la quantité de pluie déversée en quelques heures sur certaines régions peut être supérieure à
la quantité de précipitation annuelle enregistrée, mais peut aussi différer d’un facteur 10 en
seulement quelques kilomètres (ex : durant l’évènement du Gard en 2002, on a mesuré 635
mm de pluie à Saint-Christol-les-Alès, mais seulement 60 mm à Gallargues situé à ∼ 40 km).
De la même manière, l’occurrence de ces évènements présente aussi une forte variabilité. Par
exemple 10 épisodes méditerranéens majeurs ont été recensés en France sur l’automne 2014,
alors qu’aucun évènement n’a eu lieu en 2012 bien que l’activité orageuse ait été intense. Par
ailleurs, il est important de noter que la localisation géographique de ces évènements concorde
parfaitement avec les piémonts des différents reliefs méditerranéens nord-occidentaux (Monts
Ibériques, Pyrénées, Massif central, Pré-Alpes, . . .). Ces régions ont la particularité de présenter
de nombreux bassins versants de petite taille et dont les réponses hydrologiques ne sont pour
la plupart pas favorables à l’absorption (infiltration) d’importantes quantités d’eau dans un
court intervalle de temps. À cela s’ajoutent des phénomènes sociétaux comme de mauvaises
préventions des risques dans des communes, ou la sous-estimation du risque par la population
qui engendrent des pertes et des dégâts matériels supplémentaires (Llasat et al., 2013).
Figure 2.4 – Densité annuelle des CG pour l’année 2014 avec une résolution par maille de 5km. Nombre de
CG en France sur l’année 2014 : 545 189. Source : www.meteofrance.fr, ©Météo-France - Météorage.
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2.2.2 Bilan des connaissances
Tous les épisodes listés précédemment sont dit "méditerranéens" ou "cévenols" selon leur lieu
d’occurrence et correspondent à une situation météorologique bien précise. Les fortes quantités
de pluies enregistrées lors de ces évènements (nommés HPE pour "Heavy Precipitation Event"
en anglais) proviennent de MCS quasi-stationnaires alimentés par l’air chaud et humide de la
Méditerranée, ainsi que d’une forte instabilité liée à une anomalie froide d’altitude.
Les conditions synoptiques concernant les épisodes méditerranéens sont en effet associées à un
déferlement d’onde de Rossby sur l’Atlantique Nord, donnant lieu à une dépression dans cette
région barocline (Nuissier et al., 2011) et à l’apparition d’un Thalweg 2 profond sur l’Ouest
Européen. En lien avec cette dépression, des anomalies de tourbillon potentiel d’altitude de
plus petite échelle, caractérisées par l’intrusion d’air froid de la basse stratosphère au niveau de
la tropopause vont influencer les conditions de cyclogénèse. À partir d’un suivi satellitaire de
ces anomalies, Funatsu et al. (2007) montrent ainsi que l’intensité des précipitations est corrélée
à l’intensité du tourbillon potentiel.
Pilotée par le Thalweg, une convergence de basses couches se met alors en place sur la méditer-
ranée bénéficiant de l’air chaud et humide dû à l’évaporation présente en surface. Duffourg et
Ducrocq (2011) et Duffourg et Ducrocq (2013) ont montré que cette humidité originaire de la
Méditerranée participe entre 40% (si des conditions cycloniques sont observées quelques jours
auparavant) et 60% (si des conditions anticycloniques sont observées quelques jours auparavant)
dans l’initialisation de la convection.
Les épisodes méditerranéens se localisent sur les différents piémonts des reliefs jouant le rôle de
forçage externes. En quelques dizaines de kilomètres, il est en effet possible de passer du niveau
de la mer à 1 500 m d’altitude. Ce relief favorise le soulèvement de la masse d’air instable
et renforce localement la convection (voir par exemple, Bousquet et Smull, 2003). À ce stade
tous les éléments nécessaires pour déclencher le développement de la convection profonde sont
réunis. Ces éléments ne sont cependant pas suffisants pour expliquer les importantes quantités
de pluie observées. Nuissier et al. (2008) ont montré que la dynamique de grande échelle lors
de ces évènements méditerranéens est relativement lente, maintenant des conditions favorables
au développement d’un MCS pendant plusieurs heures et permettant un cumul de pluie alors
important.
Des mécanismes supplémentaires peuvent parfois venir complexifier la compréhension de ces
évènements. Par exemple, Ducrocq et al. (2008) ont mis en évidence l’impact du courant de
densité qui s’est retrouvé piégé par le relief lors de l’évènement du Gard en 2002, provoquant
un renforcement local de la convection.
Comme évoqué dans la section 1.6, ces systèmes convectifs adoptent une forme géométrique
dite en "V", où se créent des cellules convectives à la pointe du V qui sont ensuite advectées vers
2. zone de bas géopotentiels
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la partie plus stratiforme du panache à cause du cisaillement vertical de vent (cf mécanismes
pour les orages multicellulaires, section 1.2.3.2). Par ce phénomène rétrograde, les quantités de
précipitations générées par ces systèmes peuvent atteindre facilement plusieurs centaines de
millimètres.
Les inondations observées sont la conséquence d’évènements fortement précipitants se produi-
sant dans des bassins versants de quelques dizaines de kilomètres carrés, transformant ainsi de
petits cours d’eau en véritables torrents en seulement quelques heures (Gaume et al., 2009).
Aujourd’hui le suivi de ces zones en temps réel reste encore extrêmement difficile à cause de la
faible densité de pluviomètres sur ces petits bassins versants.
Un résumé des différents mécanismes intervenant lors de ces épisodes méditerranéens en France
est schématisé sur la figure 2.5.
Figure 2.5 – Schémas des différents mécanismes à l’origine des épisodes méditerranéens pouvant être observés
en France - D’après Ducrocq et al. (2008).
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La question de la prévision numérique du temps est cruciale lors de ces évènements. En effet,
la plupart des bassins versants se trouvant sur le littoral méditerranéen sont de petites dimen-
sions et présentent des réponses hydrologiques trop lentes par rapport aux quantités de pluie à
absorber. Afin de mieux anticiper ces inondations, la prévision des quantités de précipitation
ainsi que de leur localisation doivent être d’une grande précision. Malheureusement, bien que les
systèmes numériques de prévision du temps aient connu d’importants progrès ces dernières an-
nées, la prévision de ces évènements reste encore difficile. En effet, les interactions non-linéaires
de petite échelle, ou encore l’interdépendance entre les processus océaniques, hydrologiques
et atmosphériques, ne sont pas aujourd’hui suffisamment bien compris et représentées par les
modèles de prévision. C’est dans ce contexte, et dans le but d’améliorer les performances des
modèles numériques, que la première campagne de mesures intensives d’HyMeX a été organisée.
2.2.3 La campagne de mesure
Comme nous l’avons vu précédemment, le bassin méditerranéen nord-occidental est réguliè-
rement affecté par des évènements fortement précipitants au cours des mois d’automne. Une
climatologie de ces évènements est présentée sur la figure 2.6 pour le Sud de la France et sur
la période 1967 - 2006. Les mois de Septembre à Novembre présentent un signal fort et la
moitié des HPEs présentant une pluviométrie journalière supérieure à 150 mm ont eu lieu du-
rant cette période. La première campagne de mesures intensives a logiquement été organisée
du 5 septembre au 6 novembre 2012, période la plus propice à l’apparition d’un évènement
méditerranéen.
Figure 2.6 – Distribution mensuelle des HPEs présentant une pluviométrie supérieure à 150 mm en une journée
climatique sur la période 1967 - 2006. D’après Ricard et al. (2011).
Afin d’échantillonner ces systèmes précipitants et l’environnement dans lequel ils se développent,
le domaine nord-occidental (∼ 1400 km x 700 km) a été découpé en 8 régions (figure 2.7) avec :
trois sites en Espagne (VA, CA, et BA), deux en France (CV et CO), et trois en Italie (LT,
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CI, NEI). Pendant les deux mois de la SOP1, un dispositif instrumental sans précédent (plus
de 165 instruments de recherche) a été déployé dans ces régions.
Figure 2.7 – Les différents sites instrumentalisés lors de la SOP1 : BA = Balearic Island, CA = Catalonia,
VA = Valencia, CV = Cévennes-Vivarais, CO = Corsica, CI = Central Italy, LT = Liguria-Toscany, NEI =
Northastern Italy. Source : Ducrocq et al. (2014).
Figure 2.8 – Dispositif instumental sur la région CV lors de la SOP1 à l’automne 2012. D’après Ducrocq et al.
(2014).
Le dispositif instrumental déployé dans la région Cévennes-Vivarais pendant la SOP1 (figure
2.8) était composé de nombreux instruments dont :
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— huit radars Doppler opérationnels faisant partie du réseau opérationnel français ARA-
MIS (5 bande S, 1 bande C, et 2 bande X), dont cinq sont équipés de la diversité de
polarisation (voir sections 2.4.2 et 2.4.3). Pour compléter ce réseau, cinq radars de re-
cherche ont été déployés dans cette région (4 radars bande X et 1 bande S, voir section
2.4.1).
— Quatre profileurs de vent permettant d’échantillonner les flux de basses couches dans le
Golfe du Lion (3 instruments) et les contreforts des Cévennes (1 instrument). Par ailleurs
chacun de ces quatre sites était équipé de radiosondes mobiles permettant d’échantillon-
ner la couche limite à haute fréquence temporelle (Legain et al., 2013).
— Un Lightning Mapping Array (HyLMA pour "HyMeX-LMA") permettant d’accéder à
à la structure tridimensionnelle des éclairs et d’échantillonner toute l’activité électrique
lors des évènements orageux (voir section 2.3.3).
— Un réseau d’échantillonnage à haute résolution des précipitations (Hpiconet). L’esti-
mation de la quantité précipitante (pluie, glace) dépend fortement de la granulométrie
des hydrométéores. Par conséquent le réseau Hpiconet est composé en moyenne d’un
pluviomètre ou d’un disdromètre tous les 4 km2 afin d’estimer au mieux la distribu-
tion spatio-temporelle des précipitations impactant les bassins versants du Gard et de
l’Ardèche.
Toutefois cela ne représente pas tous les instruments de mesure déployés durant la SOP1 dans la
région des CV. En effet de nombreuses mesures océanographiques et hydrologiques ont complété
la base de données acquise durant la campagne (pour plus d’informations, voir Ducrocq et al.,
2014).
2.3 Le Projet en Électricité Atmosphérique pour la Cam-
pagne HyMeX (PEACH)
2.3.1 Stratégie
Comme nous avons pu le voir dans le premier chapitre (section 1.3.1), les processus électriques
interviennent en bout de chaîne des phénomènes convectifs. Observer ces phénomènes offre par
conséquent la possibilité de documenter les nombreux et divers processus électriques présents
dans les systèmes convectifs et dans la région CV durant l’automne. C’est dans ce cadre que
le projet PEACH (Defer et al., 2015) a été conçu. Ce projet est constitué de cinq objectifs
principaux qui sont :
1. Étudier les relations entre la dynamique, la microphysique, et les aérosols intervenant
dans l’électrisation du nuage et le déclenchement des éclairs.
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2. Documenter les différents processus d’électrisation intervenant lors des transitions ora-
geuses terre-mer ou mer-terre.
3. Trouver des relations entre processus microphysiques et électriques afin d’envisager l’as-
similation de données d’éclairs via des grandeurs calculées par les modèles de prévision
(microphysique, vapeur d’eau).
4. Procéder à l’inter-évaluation et à la calibration des différents instruments entre-eux.
5. Établir une climatologie de l’activité électrique sur le bassin méditerranéen.
Afin d’atteindre ces objectifs, un important dispositif instrumental a été déployé pour compléter
les mesures de la SOP1 sur la région CV (figure 2.9). Celui-ci était composé de nombreux
instruments de recherche au sol comme :
— Un Lightning Mapping Array nommé HyLMA pour la campagne de mesures (voir section
2.3.3).
— Des "slow Antennas" mesurant le champ électrique à des fréquences comprises entre 0.1
Hz - 1 kHZ.
— Des moulins à champ ("Electric field mills" en anglais) mesurant le champ électrique
statique au dessus de l’instrument.
— Un réseau de quatre microbaromètres et 4 microphones analysant les manifestations
sonores des éclairs.
— Des anneaux d’induction ("Induction rings" en anglais) permettant de détecter la charge
portée par les précipitations.
— Une station mobile utilisant une caméra à 200 images par seconde, ainsi que des mesures
du champ électrique.
Quatre réseaux opérationnels de détection de la foudre étaient également actifs pendant la
campagne de mesures : ATDnet ("Arrival Time Differencing NETwork"), EUCLID ("EUropean
Cooperation for LIghtning Detection" - voir section 2.3.2), LINET, et ZEUS. Parallèlement à
ces mesures, le programme PEACH a intégré une partie modélisation via les modèles de méso-
échelle non-hydrostatique comprenant un schéma électrique comme MesoNH (Barthe et al.,
2012) et WRF (Lagouvardos et al., 2013; Fierro et al., 2013).
Dans cette étude, seules les données provenant du réseau opérationnel EUCLID, et de l’ins-
trument de recherche HyLMA ont été utilisées pour la documentation électrique. Le HyLMA
constitue l’instrument de référence pour la détection des éclairs car il permet une cartographie
précise des décharges nuageuses grâce à sa technique du temps d’arrivée et à sa très grande
résolution spatio-temporelle, alors qu’EUCLID est le réseau opérationnel le mieux adapté au
territoire Français avec sa composante Météorage pour la détection des éclairs nuage-sol. Ces
observations sont détaillées dans les prochaines sections.
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Figure 2.9 – Dispositif instrumental lié au programme PEACH sur la région CV lors de la SOP1 à l’automne
2012. SLA = SLow Antennas, MBA/MPA = Micro Barometer Array / MicroPhone Array, INR = INduction
Rings, EFM = Electric Field Mills, VRFS = Video and Field Recording System. La différence entre M1 et M2
correspond au nombre de caméra utilisé. Le ’r’ indique la détection d’éclairs avec succès par la station mobile.
Source : Defer et al. (2015).
2.3.2 EUCLID
La plupart des réseaux nationaux effectuant le suivi de l’activité électrique s’intéressent aux
éclairs nuage-sol (la foudre). Comme le montre la figure 1.17, la majeure partie du rayonnement
associé à la foudre se produit aux grandes longueurs d’onde (LF/VLF). Ces radiofréquences
n’étant que très peu atténuées (propagation longue distance), il est alors possible de suivre
l’activité liée à la foudre à l’échelle d’un pays avec une densité relativement faible de capteurs
(ex : 18 capteurs en France avec le réseau Météorage).
Historiquement les premières mesures ont été réalisées avec des instruments utilisant la méthode
de radiogoniométrie. Puis dans les années 1990, une nouvelle série d’instruments combinant à
la fois la radiogoniométrie et la différence du temps d’arrivée a vu le jour, permettant ainsi
d’exploiter la synergie des deux méthodes. En France par exemple, Météorage 3 est en charge
du suivi en temps réel de détection de la foudre depuis plus de 25 ans. Son réseau utilise des
capteurs SAFIR (Système d’Alerte Foudre par Interférométrie Radioélectrique) développés par
Vaïsala et basés sur la technologie IMPACT (combinaison de la radiogoniométrie et du temps
d’arrivée).
3. aujourd’hui filiale de Météo-France
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Afin d’obtenir un meilleur suivi de l’activité électrique à l’échelle nationale et européenne,
Météorage et plusieurs pays Européens se sont associés ces dernières années pour former un
vaste réseau opérationnel de détection de la foudre nommé EUCLID (EUropean Cooperation
for Lightning Detection), permettant notamment de réduire les incertitudes dans plusieurs
régions (figure 2.10). Aujourd’hui le réseau est équipé de 137 capteurs répartis dans 24 pays.
La redondance des mesures entre les différents réseaux permet une localisation des évènements
CG souvent meilleure qu’un simple réseau national. D’après Schulz et al. (2014a), EUCLID est
capable de détecter un CG avec une résolution spatiale de ∼ 250 m, alors que la détection des
IC est de l’ordre de 6 km (Schulz et al., 2014b). Cependant comme le notent Defer et al. (2015),
l’efficacité de détection de ces évènements a été calculée sur seulement 14 CGs. Lors de la
SOP1 de HyMeX, Schulz et al. (2014a) ont montré que l’efficacité de détection des évènements
électriques liés aux orages sur la région CV était supérieure à ∼ 85 %, et ce quelle que soit la
polarité de l’évènement électrique mesuré.
Figure 2.10 – Réseau européen EUCLID de détection de la foudre. Source : Schulz et al. (2014b).
Le centre des opérations EUCLID est situé en Allemagne, il centralise les mesures des différents
partenaires européens et reconstruit les évènements en temps réel (http://www.euclid.org/
realtime.html). Les données finales sont fournies sous forme de fichier texte, où chaque ligne
correspond à un évènement électrique, c’est-à-dire à un arc-en-retour, ou une décharge intra-
nuageuse. Comme le montre le tableau 2.1, chaque évènement est défini par sa date (jour et
heure jusqu’à la nanoseconde), la position géographique (latitude, longitude), l’intensité du
courant (donnant la polarité de l’évènement), la nature de l’éclair (G = CG, C = IC), et un
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indice de qualité de la mesure appelé "Ki2" (si inférieur à 10 alors on peut considérer la donnée
comme exploitable).
Date Heure Latitude Longitude Intensité (kA) Nature Ki2
2012-08-28 06 :14 :54.478604067 42.6475 4.2764 -9.9 kA G 0.30
2012-08-28 06 :14 :54.637431825 42.6451 4.2735 -7.3 kA G 0.40
2012-08-28 06 :14 :53.831846818 42.6358 4.2546 +16.4 kA C 0.30
Table 2.1 – Exemple d’un fichier de données EUCLID pour la journée du 28/08/2012. Source : http://
mistrals.sedoo.fr/HyMeX/.
2.3.3 HyLMA
À partir d’une synthèse des travaux de Proctor et ceux portant sur les techniques de détections
LDAR (pour "Lightning Detectection And Ranging" en anglais), le New Mexico Tech (NMT)
a développé le Lightning Mapping Array aux USA à la fin des années 1990. Cet instrument de
mesure est basé sur un réseau d’antennes mesurant les impulsions électromagnétiques liées aux
mouvements des traceurs dans la gamme 60 - 66 MHz (Rison et al., 1999; Krehbiel et al., 2000;
Thomas, 2001). En utilisant la méthode du temps d’arrivée, il est alors possible de retrouver
la structure tridimensionnelle des éclairs et d’accéder à la totalité de l’activité électrique dans
un rayon de ∼ 200 km selon les réseaux (figure 2.11(b)). Lors de la SOP1, 12 stations ont été
déployées dans la région Cévennes-Vivarais en partenariat avec le NMT. Chaque station LMA
était composée d’une antenne VHF, d’un boîtier électronique, d’une antenne de communication,
d’une batterie et d’un panneau solaire pour l’alimentation en énergie (figure 2.11(a)).
Le LMA échantillonne l’activité électrique à une résolution temporelle de 80 µs et peut fonc-
tionner en mode recherche ou "temps réel". Ce dernier mode utilise les données brutes décimées
des différentes stations, qui sont transmises par le réseau téléphonique à une résolution tempo-
relle de 400 µs (pour ne pas saturer le réseau), et reconstituées en "temps réel" sur un réseau
opérateur. Le mode recherche nécessite en revanche la récupération des données acquises à 80
µs sur chaque station afin de reconstituer l’activité électrique en 3D via un post-traitement.
Par la suite, nous nous focaliserons sur le fonctionnement du mode recherche.
2.3.3.1 Fonctionnement
Comme vu dans le chapitre 1 (section 1.4, figure 1.17), une faible partie de l’énergie rayonnée
par les éclairs se trouve dans les très courtes longueurs d’onde (VHF). Cette partie du spectre
correspond aux impulsions électromagnétiques générées par le mouvement des traceurs positifs
et négatifs. En considérant qu’une onde électromagnétique se propage en ligne droite et à la
53
CHAPITRE 2. LA CAMPAGNE HYMEX 2.3. PEACH
(a) Photo d’une station LMA ainsi que
ces différents composants (ici station de
Ales). Source :
(b) Schéma illustrant la méthode du temps d’arrivée. Source :
Figure 2.11 – HyLMA : matériel et principe de mesure.
vitesse de la lumière (c = 3.108 m.s−1), l’énergie rayonnée par le mouvement d’un traceur est
alors détectable par un grand nombre de stations (figure 2.11(b)).
Chaque station est équipée d’un convertisseur analogique/numérique fonctionnant à 25 MHz,
permettant ainsi d’échantillonner l’activité électrique à une résolution temporelle de 40 ns. Lors
de la reconstruction (mise en commun des données), le signal est analysé par fenêtre de 80 µs
donnant la possibilité de mesurer au maximum 12 500 évènements par seconde (figure 2.12).
Dans cette fenêtre temporelle (80 µs), seul l’évènement présentant la puissance la plus forte est
pris en compte 4. Les traceurs négatifs étant plus pulsés et énergétiques que les traceurs positifs,
ils sont alors plus facilement détectés par le LMA.
2.3.3.2 Systèmes d’équations
Pour retrouver la position en trois dimensions d’une source électromagnétique, le New Mexico
Tech a développé un logiciel basé sur la méthode des moindres carrés dont les équations sont
pour la plupart détaillées dans Koshak et Solakiewicz (1996) et Koshak et al. (2004). Un évè-
nement intervenant au temps t est défini dans l’espace par les coordonnées (X, Y, Z). Ainsi la
distance séparant la source d’une station i peut s’écrire :
4. Si et seulement si la valeur maximale du signal est au-dessus du seuil de détection (i.e. niveau de bruit
ambiant et propre à chaque station)
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Figure 2.12 – Schéma montrant l’identification des signaux électriques enregistrés par les différentes stations
LMA. Source : Mazur et al. (1997).
c(t− ti) =
√
(Xi −X)2 + (Yi − Y )2 + (Zi − Z)2 (2.1)
Parmi les N stations, si on considère la première comme référence du système (ti=1 = 0s) et
L2i = X
2
i + Y
2
i + Z
2
i , on peut écrire le système suivant :

1
2
(L22 − c2t22 − L21)
...
1
2
(L2n − c2t2n − L21)
 =

(X2 −X1) (Y2 − Y1) (Z2 − Z1) ct2
...
...
...
...
(Xn −X1) (Yn − Y1) (Zn − Z1) ctn


X
Y
Z
ct
 (2.2)
Il est alors possible de retrouver les 4 inconnues (X, Y, Z, t) si et seulement si le système est
composé au minimum de 5 équations (5 stations). L’équation (2.3) étant de la forme g = Kf ,
la solution qui permet de minimiser les écarts à la moyenne (méthode des moindres carrés)
s’exprime de la façon suivante :
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f =

X
Y
Z
ct
 = (K
TK)−1KTg (2.3)
Sous sa forme variationnelle, ce problème nécessite par la suite un ajustement via la minimisa-
tion d’une fonction coût correspondant au système d’équations, et une contrainte liée au temps
d’arrivée (Marquardt, 1963).
2.3.3.3 Précision de la mesure
La seule étude complète sur la précision du LMA à ce jour a été réalisée par Thomas et al.
(2004) à partir du réseau du New Mexico Tech. Admettant une erreur de 40 à 50 ns sur la
détection temporelle d’une source, l’étude montre que l’erreur sur la position retrouvée est de
l’ordre de 6 à 12 m sur l’horizontale et 20 à 30 m la verticale. À partir d’un modèle géométrique
simple, Thomas et al. (2004) démontrent par ailleurs que l’erreur augmente plus rapidement
sur la portée de détection et l’altitude de détection de la source (variations en r2), alors que
l’erreur sur l’azimut varie seulement en fonction de la distance r.
Une étude réalisée en collaboration avec le New Mexico Tech sur la précision du HyLMA lors
de l’IOP6 (cas du 24 Septembre 2012) de la SOP1 est présentée figure 2.13, mettant en exergue
les résultats trouvés par Thomas et al. (2004). L’erreur temporelle a été déterminée à 33 ns à
partir de l’analyse des données. Les restitutions graphiques sont représentées à 10 km d’altitude,
hauteur à laquelle il existe un grand nombre de traceurs négatifs, facilement détectables par le
LMA. À 200 km du centre du réseau, l’erreur azimutale est de l’ordre de ∼ 80 m dans le pire
des cas, alors que les erreurs radiales et altimétriques sont de l’ordre de ∼ 1 000 m.
2.3.3.4 Exploitation des données
Une fois les données reconstruites en post-traitement, des fichiers de sortie au format ascii
sont créés par période de 10 minutes. Une entête de quelques dizaines de lignes 5 résume les
principales caractéristiques du réseau comme : la version du logiciel utilisée pour restituer
les données, les valeurs seuils utilisées, la position et les identifiants des stations. . .. Ensuite,
chaque ligne du fichier texte correspond à un évènement détecté par le HyLMA et répondant
aux différents seuils utilisés (tableau 2.2). Le post-traitement permet de retrouver la position de
la source à la nanoseconde près, sa position dans l’espace (latitude, longitude, altitude), ainsi
que sa puissance rayonnée. Le masque, qui est codé en binaire, donne le nombre et le numéro
5. dépendant du nombre de stations composant le réseau
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Figure 2.13 – Considérant une erreur temporelle de 33 ns (basée sur une analyse du cas HyMeX-SOP1 du
24/09/2012), les erreurs sont données en mètres pour une distribution homogène de sources à 10 km d’altitude
détectées par les 12 stations composant le réseau HyLMA. Les positions sont en kilomètres. Travail réalisé en
collaboration avec Ronald Thomas lors d’un séjour au New Mexico Tech en mai/juin 2014.
des stations ayant détecté l’évènement. Enfin, un critère sur la cohérence de la mesure est donné
par le "reduced chi squarred", noté rki2. Plus la valeur du rki2 est faible, plus la mesure est
cohérente. Il est généralement admis aujourd’hui que le meilleur compromis (nombre de stations
ayant détecté un évènement / valeur du rki2) est atteint pour 7 stations et des valeurs de rki2
inférieures à 1 (Thomas et al., 2003; McCaul et al., 2009; Bruning et MacGorman, 2013). Selon
le but des recherches menées, il est possible de prendre un nombre de station plus élevé, et un
rki2 plus faible. Cependant cela diminuera fortement le jeu de données.
Temps (sec) Latitude Longitude Altitude rKi2 Puissance (dBW) Masque
1201.010550333 43.45339649 3.14772735 4606.84 0.07 0.3 000d9d
1201.010622965 43.45285283 3.14772556 5388.83 0.03 2.5 000d95
1201.010821003 43.45408247 3.14984573 5967.75 0.17 -1.4 00051d
Table 2.2 – Exemple d’un jeu de données LMA issue de la SOP1 de HyMeX pour le 28 Août 2012. À noter
que le temps pour un évènement correspond au nombre de secondes écoulées depuis minuit dans le système
universelle.
La figure 2.14 montre un éclair intra-nuage classique détecté par le HyLMA lors de la journée
du 24 Septembre 2012 dans la région des Cévennes et représenté à partir du logiciel XLMA
développé par Ronald Thomas au New Mexico Tech. Le panneau supérieur représente l’évo-
lution de l’altitude des sources détectées en fonction du temps. On voit ainsi que l’éclair s’est
déclenché aux alentours de 7 km, puis s’est propagé dans deux directions. La partie haute (∼ 12
km) correspond à la propagation des leaders négatifs dans la zone de charge positive du nuage,
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et la partie basse (∼ 7 km) à la propagation des leaders positifs dans la zone de charge néga-
tive. Sur la figure 2.14(b), la puissance rayonnée par les différentes sources montre le caractère
plus énergétique (couleurs vertes) des leaders négatifs. Les panneaux inférieurs représentent
la projection de l’éclair dans l’espace (plan XY, coupes XZ et YZ), ainsi que la distribution
des sources sur la verticale (figure 2.14(a)) et la distribution des puissances rayonnées (figure
2.14(b)). On peut ainsi observer que cet éclair intra-nuageux a une extension horizontale de ∼
40 km et est composé de 2252 points (sources VHF).
Fait marquant ici, la distribution verticale de sources associées à la propagation des leaders
positifs (∼ 7 km) est plus importante que pour la propagation des leaders négatifs (∼ 12
km). En général, le LMA détecte préférentiellement les leaders négatifs qui ont un caractère
énergétique plus grand. Cependant, il existe des exceptions comme cet IC. En réalité, un LMA
ne détecte pas les leaders positifs mais les "retrograde negative breakdown" 6 qui utilisent le
chemin créé par les leaders positifs mais évoluant dans le sens inverse.
(a) Représentation en terme de sources (b) Représentation en terme de puissances rayonnées
Figure 2.14 – Èclair intra-nuageux détecté par le HyLMA le 24 Septembre 2012 pour un nombre de stations
supérieur à 7 et un rki2 inférieur à 1.
Une autre représentation graphique possible consiste à intégrer toutes les sources détectées par
le HyLMA sur 10 minutes (figure 2.15). À l’image d’un radar météorologique, le logarithme de
6. on parle aussi de "recoil leader".
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la densité de sources met en évidence les régions fortement électrisées (X = - 50 km, Y = 25
km sur les coupes verticales).
Figure 2.15 – Représentation du logarithme de la densité de sources VHF détectées par le HyLMA le 24
Septembre 2012 sur la période 01h20 - 01h30 UTC.
2.4 Réseau radar météorologique
2.4.1 Observations radar pendant la SOP1 d’HyMeX
2.4.1.1 Les radars du réseau ARAMIS
La stratégie d’observation radar employée durant la SOP1 de HyMeX repose en grande partie
sur l’utilisation du réseau radar opérationnel ARAMIS de Météo-France, dont la couverture est
relativement dense dans le Sud de la France avec : 4 radars bande-S, 2 bande-C, et 2 bande-
X (figure 2.16, et Bousquet et al., 2015). Les radars opérés par Météo-France échantillonnent
l’atmosphère par "super-cycles" de 15 minutes eux-mêmes composés de 3 cycles de 5 minutes.
Chaque cycle est généralement constitué de 6 tours d’antenne (PPI) effectués à des élévations
différentes 7. Les élévations diffèrent selon les radars afin de tenir compte de l’environnement
7. Les super-cycles des radars bande-X sont composés de 3 cycles de 5 minutes, dont chaque cycle est entrelacé
de 8 PPI à des élévations différentes.
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(relief, altitude) de chaque instrument. Les quatre élévations les plus basses sont répétées lors
de chaque cycle afin d’obtenir un suivi des précipitations avec une résolution temporelle de
5 minutes. Les deux élévations les plus élevées sont différentes pour chacun des cycles de 5
minutes, offrant ainsi la possibilité d’échantillonner un plus grand volume nuageux toutes les
15 minutes (figure 2.17(a)).
Les données collectées pour chaque PPI sont écrites dans des fichiers au format BUFR (pour
"Binary Universal Form for the Representation of meteorological data" en anglais). Les réso-
lutions azimutale et radiale sont respectivement de 0.5◦ et 240 m avec une portée maximale de
256 km (format : 1066 portes x 720 azimuts, figure 2.17(b)).
Figure 2.16 – Réseau radar dans le Sud de la France durant la SOP1 de HyMeX. (a) radars opérationnels,
(b) radars de recherche déployés dans le rectangle rouge, (c) photos des principaux radars de recherche. Les
cartes en arrière plan dans (a) et (b) correspondent à la topographie de la région. Lorsque le radar présente
l’inscription "DP", cela signifie qu’il est à double diversité de polarisation. S, C, X indiquent la longueur d’onde
du radar. Source : Bousquet et al. (2015).
2.4.1.2 Les radars de recherche
En complément de ce réseau opérationnel, 5 radars de recherche ont été déployés pour renforcer
la couverture spatiale dans la région des Cévennes (figure 2.16), permettant de mieux observer
les phénomènes dynamiques et microphysiques de petites échelles.
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(a) Schéma illustrant les différents PPIs réalisés lors d’un super-
cycle de 15 minutes. Les PPIs verts correspondent aux quatre
élévations communes au trois cycles de 5 minutes. Les PPIs
bleus, rouges et roses correspondent aux deux derniers PPIs
réalisés à la fin de chaque cycle, permettant sur 15 minutes
d’échantillonner un plus large volume.
(b) Caractéristiques d’un PPI effectué par un
radar du réseau ARAMIS.
Figure 2.17 – Caractéristiques d’échantillonnage radar à Météo-France.
— Le radar TARA ("Transportable Atmospheric RAdar" en anglais) opéré par l’Université
de Delft (Dufournet et Russchenberg, 2011). Ce radar en bande S, Doppler et polari-
métrique, scanne l’atmosphère à élévation (45°) et azimut constants. Grâce à une fine
résolution spatio-temporelle (30 m ; 3 s) ce profileur permet alors de caractériser la micro-
physique nuageuse avec une grande précision. Pendant HyMeX, TARA était déployé sur
le supersite instrumenté de Candillargues (Montpellier) afin de documenter les systèmes
précipitants se développant entre la mer et les premiers contreforts des Cévennes.
— Le radar mobile NOXP. Ce radar en bande X à diversité de polarisation appartenant au
National Severe Storm Laboratory (NSSL), était positionné à égale distance des radars
opérationnels de Nîmes et Bollène, au sommet du mont Bouquet (∼ 600 m d’altitude).
La stratégie d’échantillonnage pouvait être adaptée (mode PPI et/ou RHI) en fonction
de la nature et de la distance des évènements précipitants échantillonnés. Utilisé en
association avec les radars de Nîmes et Bollène, cet instrument devait permettre d’obtenir
des mesures du champ de vent 3D à haute résolution dans la vallée du Rhône. De
nombreux problèmes techniques n’ont cependant pas permis d’exploiter ce radar autant
qu’espéré.
— Le radar mobile MXPOL. Ce radar polarimétrique en bande X appartenant à l’École
Polytechnique Fédérale de Lausanne (EPFL), était situé non loin du réseau Hpiconet
(pour "High resolution sampling rainfall" en anglais). Là encore, la stratégie d’échan-
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tillonnage pouvait être adaptée en fonction de la situation météorologique (mode PPI
et/ou RHI).
— Deux radars en bande X appartenant au Laboratoire de Météorologie Physique (LaMP)
étaient positionnés dans le réseau Hpiconet. Ils effectuaient des scans rapides (< 1min)
au-dessus du réseau de disdromètres pour mieux caractériser la granulométrie des pré-
cipitations.
2.4.2 Les mesures Doppler
2.4.2.1 La technique de mesure
Découvert en 1842 par Christian Doppler pour les ondes sonores, puis adapté aux ondes optiques
en 1859 par Henri Fizeau, cet effet est basé sur la variation fréquentielle due au mouvement
d’une particule cible sur le trajet d’une onde électromagnétique. En effet le mouvement d’une
cible à l’intérieur d’un volume échantillonné, provoque un changement de la fréquence de l’onde
rétrodiffusée vers le radar qui est proportionnelle à la vitesse.
Aujourd’hui, quasiment tous les réseaux radar opérationnels sont Doppler-isés. Ces instruments
sont devenus incontournables dans le paysage météorologique de par leur possibilité d’observer
la dynamique des systèmes précipitants à haute résolution spatiale. Cette technologie qui est
apparue dans les années 1960, a cependant mis du temps à être parfaitement maitrisée. De nos
jours, il est désormais possible d’embarquer un radar Doppler sur un camion (comme le radar
NOXP), ou encore à bord d’un avion (radar aéroporté).
Un radar Doppler n’est pas capable de mesurer la vitesse des hydrométéores au-delà d’un
certain seuil, appelé vitesse de Nyquist. La valeur seuil de cette vitesse, appelée vitesse non-
ambiguë, est fonction de la longueur d’onde et de la fréquence de répétition des impulsions
(PRF pour "Pulse Repetition Frequency" en anglais). Pour mesurer le mouvement des cibles
météorologiques le long d’un faisceau radar, il faut associer un à un les différents tirs effectués
le long d’une radiale. Si la vitesse mesurée dépasse la vitesse de Nyquist (sous-échantillonnage),
on observe alors un repliement du mouvement apparent des hydrométéores 8 (figure 2.18).
La mesure Doppler étant directement liée à la portée maximale en réflectivité, un radar échan-
tillonnant dans un rayon de 300 km ne pourra mesurer sans repliements multiples que des
vitesses de seulement quelques mètres par seconde (donc bien inférieures aux vitesses obser-
vées dans les systèmes précipitants). Pour pallier ce problème, Zrnic et Mahapatra (1985) ont
proposé une méthode basée sur la combinaison de plusieurs PRF, permettant d’élargir l’inter-
valle de mesure de la vitesse. Aujourd’hui le réseau ARAMIS de Météo-France est équipé d’un
schéma d’émission à 3 fréquences (triple PRF), qui permet de restituer de manière non-ambiguë
des vitesses allant jusqu’à ± 60 m.s−1 (Tabary et al., 2006).
8. Il faut que le déphasage observé soit plus grand que 2pi.
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Figure 2.18 – Illustration du dilemme Doppler avec une représentation de l’évolution de la vitesse verticale
en fonction de l’azimut. Dans ce cas, la vitesse de Nyquist est de 16.5m.s−1 alors que la vitesse du vent est de
47m.s−1, présentant un déphasage de 180°. Source : Tabary et al. (2002), campagne MAP.
2.4.2.2 Restitutions tridimensionnelles du vent
Les radars Doppler mesurent une vitesse radiale qui représente la projection de la vitesse de
l’air le long de l’axe de visée de l’instrument. À priori la combinaison simple de trois radars
Doppler (on parle alors de mesures Poly- ou Multi-Doppler) obtenues dans une même région
doit permettre de reconstruire le champ tridimensionnel du vent (u, v, w).
Il existe aujourd’hui une multitude de méthodes permettant de restituer le champ du vent en 3D.
La forme la plus connue est la méthode dite cartésienne, qui est relativement peu coûteuse en
temps de calcul. Le jeu de données utilisé dans ce manuscrit a été obtenu à partir de l’une d’entre
elles, appelée MUSCAT ("MUltiple-Doppler Synthesis and Continuity Adjustment Technique"
an anglais). Cette méthode, initialement proposée par Bousquet et Chong (1998), était destinée
aux données issues de radars Doppler aéroportés collectées au dessus des océans. Elle a ensuite
été adaptée aux radars sol et aux zones montagneuses par Chong et Cosma (2000) et Chong et
Bousquet (2001).
Après avoir interpolé 9 les données de réflectivité et de vitesse radiale mesurées par les différents
radars sur la grille cartésienne souhaitée (résolution ∼ km3), la méthode MUSCAT calcule le
champ 3D de vitesses horizontale et verticale en utilisant l’équation de continuité sous sa forme
anélastique. Ce calcul se fait via la minimisation d’une fonction coût (méthode des moindres
9. Interpolation de type Cressman (1959).
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carrés) entre les observations Doppler et le champ de vent restitué, un ajustement variationnel
de l’équation de continuité, et un filtrage des variations de petite échelle du vent.
2.4.2.3 Application lors de la SOP1
La première version de l’algorithme MUSCAT permettant une restitution en temps réel du
champ de vent 3D a été développée dans le cadre du projet de recherche MAP (Bougeault
et al., 2001) afin de guider les avions de recherche mis en oeuvre pendant la campagne (Chong
et al., 2000). Une seconde expérimentation, plus ambitieuse, a été réalisée en 2008 dans la
région parisienne au moyen des données du réseau radar ARAMIS (Bousquet et al., 2007,
2008b). La nouvelle version de l’algorithme développée à cette occasion a ensuite été adaptée
aux zones de relief par Beck et Bousquet (2013), avant d’être déployée sur tout le réseau
ARAMIS pour restituer le champ de vent 3D sur tout le territoire à la résolution horizontale
de 2.5 km (Bousquet et Tabary, 2014). Les traitements sont réalisés par période de 15 minutes
(un super-cycle) et tiennent compte du déplacement du système météorologique pendant la
période nécessaire à l’obtention d’un volume complet. Une version à plus haute résolution de
cet algorithme a été mise en oeuvre pendant HyMeX. Au cours de la SOP1 les champs de vent
à la résolution de 1 km2 étaient fabriqués toutes les 15 minutes sur un domaine de 200 km x
200 km x 12 km centré sur le radar de Nîmes (figure 2.19).
Figure 2.19 – Exemple d’une restitution multi-Doppler utilisant la méthode MUSCAT sur la situation météo-
rologique du 21 Octobre 2009 dans la région des Cévennes. (a) restitution à 500 m d’altitude à 12h00 UTC, (b)
restitution à 500 m d’altitude à 15h00 UTC. Les coupes verticales présentées en (c) et (d) ont été effectuées
respectivement le long du trait blanc sur les figures (a) et (b). Les isocontours sur les coupes verticales repré-
sentes les régions où la vitesse verticale est supérieure à 1 m.s−1 (normal) ou 3 m.s−1 (en gras). Le relief est
représenté en noir dans (a) et (b), et par un trait continu dans (c) et (d). Source : Bousquet et Tabary (2014).
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2.4.3 Les mesures à diversité de polarisation
2.4.3.1 Principes
Comme nous l’avons vu dans le chapitre 1 section 1.2.4, les hydrométéores sont caractérisés
par des formes et des tailles différentes. Ainsi une goutte de pluie aplatie n’intergira pas de la
même façon selon qu’elle soit observée par une onde polarisée horizontalement ou verticalement
(figure 2.20). Dans le cas où la goutte est étirée horizontalement, l’énergie reçue par le radar
sera plus forte sur la polarisation horizontale. La plus-value engendrée par les radars à double
polarisation (horizontale et verticale) est considérable, ces instruments ne mesurant non plus
une seule grandeur mais plusieurs quantités (section 2.4.3.2). Les radars polarimétriques ont
par conséquent complètement changé la vision monopolarisée 10 des systèmes précipitants et
présentent par ailleurs l’avantage d’effectuer en plus des mesures Doppler complémentaires.
Figure 2.20 – Principe de la mesure radar à diversité de polarisation. Source : http://www.nws.noaa.gov/
com/weatherreadynation/news/130425_dualpol.html
2.4.3.2 Les variables polarimétriques
Ici nous détaillerons uniquement les variables polarimétriques restituées par le réseau ARAMIS
de Météo-France qui émet et reçoit simultanément les impulsions électromagnétiques en mode
STAR (pour "Simultaneous Transmission And Reception" en anglais). Cela signifie que le signal
est transmit et reçu simultanément sur les polarisations horizontale et verticale 11.
Par ce mode, les radars polarimétriques de Météo-France sont capables de restituer trois va-
riables supplémentaires en plus de la réflectivité horizontale ZH et des vitesses radiales par
mesure Doppler :
10. Sauf cas exceptionnel cela correspond à une polarisation horizontale.
11. En toute rigueur il faut écrire ZHH au lieu de ZH afin de spécifier que l’onde a été émise et reçue sur la
polarisation horizontale.
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— La réflectivité différentielle ZDR. Elle est définie par le rapport entre ZH et ZV et s’ex-
prime en décibel [dB = mm6.m−3].
ZDR[dB] = 10log
(
ZH
ZV
)
(2.4)
La réflectivité différentielle n’est pas dépendante de la concentration, mais de la forme des
cibles météorologiques présentes dans le volume échantillonné. Ainsi un volume rempli de
particules sphériques donnera un ZDR=0, alors que pour des gouttes de pluie aplaties ZDR
sera positif (ZH>ZV ). À l’inverse des cristaux de glace orientés verticalement donneront
un ZDR < 0 (i.e. ZH<ZV ).
— La phase différentielle ΦDP . Lors de leur interaction avec les hydrométéores, les ondes
polarisées horizontalement et verticalement sont atténuées (ralentissement) créant un
déphasage du signal. La différence de phase entre ces deux polarisations correspond à
ΦDP , qui s’exprime en degré.
ΦDP [
◦] = ΦH − ΦV (2.5)
ΦDP est influencé par la forme et la concentration des hydrométéores présents dans le
volume scanné. Pour une particule sphérique ΦDP = 0◦, alors que pour une particule
aplatie horizontalement (resp. étendue verticalement) ΦDP est positif (négatif). Cette
variable peut être déclinée en une phase différentielle spécifique KDP . Celle-ci intègre la
différence de phase ΦDP sur une distance δr (typiquement quelques kilomètres), permet-
tant de s’affranchir complètement de l’atténuation. KDP s’exprime ainsi en degrés par
kilomètre et s’écrit sous la forme :
KDP [
◦.km−1] =
∫ r+δr
r
(
dΦDP
dr
)
(2.6)
— Le coefficient de corrélation ρHV . Cette variable traduit l’homogénéité du milieu via la
corrélation entre ZH et ZV . Dans la pluie fine (milieu très homogène) les valeurs de ρHV
sont proches de 1, alors que dans la bande brillante 12 les valeurs de ρHV sont de l’ordre
de 0.9.
Un résumé des caractéristiques de chaque variable polarimétrique est présenté en fonction de
l’effet de la forme et de la concentration sur la figure 2.21. Un tour d’antenne (PPI) collecté
par le radar de Nîmes pour les quatre variables polarimétriques lors du passage d’une ligne de
grain le 24 Septembre 2012 dans le Sud de la France est ensuite présenté sur la figure 2.22. Ce
système convectif situé au Nord du radar de Nîmes (figure 2.22-a)) présente des réflectivités
12. région proche de 0°C qui est composée d’hydrométéores glacés et/ou liquides
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horizontales brutes supérieures à 60 dBZ dans le cœur de la convection. Celles-ci sont associées
à de fortes valeurs de Zdr (3-4 dB, i.e. hydrométéores applatis de type grosses gouttes de pluie
ou graupel), un déphasage important (260◦, i.e. forte concentration des hydrommétéores) et
un coefficient de corrélation variant autour de 0.95 (i.e. mélange d’hydrométéores liquides et
solides).
Les avantages de la polarimétrie pour les traitements et l’exploitation des données radar sont
considérables. Les avancées les plus notables concernent l’estimation des précipitations via ZDR
ou KDP , l’ajustement des lois de distribution pour la PSD, ou encore une meilleure élimination
des échos fixes qui polluent la mesure. Un autre avantage des radars polarimétriques vient de
leur plus fine sensibilité aux hydrométéores. En combinant toutes les variables polarimétriques
présentées ci-dessus, il est en effet possible de collecter un nombre important d’informations sur
les hydrométéores présents dans le volume échantillonné, permettant alors une identification
du type dominant dans ce volume.
2.4.3.3 Identification des hydrométéores
2.4.3.3.1 La logique floue
L’identification des hydrométéores (HID pour "Hydrometeor IDentification" en anglais) à été
l’objet de nombreuses recherches ces 30 dernières années. Les premières études ont été me-
nées aux États-Unis sur des radars polarimétriques en bande S (par exemple, Bringi et al.,
1986; Straka et Zrnic, 1993). L’identification des hydrométéores est initialement basée sur une
approche booléenne. Pour chaque type d’hydrométéore une gamme de valeurs est attribuée
à chacune des variables polarimétriques permettant de faire la relation entre les deux. Cette
approche simple ne prenant cependant pas en compte la possibilité que deux hydrométéores
différents puissent avoir des valeurs communes pour une même variable polarimétrique, d’autres
algorithmes ont été développés par la suite. Récemment deux autres méthodes de classification
des hydrométéores ont été proposées : la première utilise une méthode bayesienne (Marzano
et al., 2008), alors que la seconde est basée sur l’identification de signatures polarimétriques
particulières via des analyses en "cluster" (Grazioli et al., 2015). Cependant ce sont les tech-
niques dites de logique floue qui se sont majoritairement imposées dans la communauté radar
depuis la fin des années 1990 ("fuzzy logic" en anglais, Mendel, 1995). Ces algorithmes de clas-
sification sophistiqués (HCA pour "Hydrometeor Classification Algorithm") s’inscrivent dans
la continuité de la logique booléenne. Ils permettent de répondre à des questions autrement
que sous une forme binaire "vrai/faux", et offrent une grande flexibilité en tenant notamment
compte des éventuels problèmes de calibration et de mesure.
Les algorithmes de logique floue se décomposent généralement en trois étapes pour le typage
d’hydrométéores : i) la prise en compte des mesures polarimétriques et de divers paramètres,
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Figure 2.21 – Résumé des différentes mesures polarimétriques.
ii) l’utilisation d’une suite de règles définies par l’utilisateur, et iii) l’identification du type
d’hydrométéore dominant dans un volume scanné.
1. La première étape consiste à prendre en compte les mesures polarimétriques, l’altitude
de l’isotherme 0°C permettant par la suite de distinguer entre les particules liquides et
solides, et les conditions de mesure comme le rapport signal sur bruit (SNR pour "Signal
Noise Ratio" en anglais).
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Figure 2.22 – PPIs issues des données brutes du radar de Nîmes le 24 Septembre 2012 à 02h45 UTC pour
une élévation de 1.2° avec : (a) ZH , (b) Zdr, (c) ρHV , (d) ΦDP . Les annotations en noires (grises) indiquent la
distance (l’altitude) par rapport au radar.
2. La deuxième étape est l’élément clé des algorithmes de logique floue. Tout ensemble flou
est régi par une fonction d’appartenance (ou fonction membre). Au lieu d’appartenir à
l’ensemble "vrai" ou à l’ensemble "faux", la logique floue autorise des degrés d’appar-
tenance compris entre 0 (faux) et 1 (vrai) par le biais de ces fonctions membres qui
peuvent être alors linéaires, triangulaires, trapézoïdales, et/ou gaussiennes (figure 2.23).
Il existe une fonction membre pour chaque variable polarimétrique et chaque hydromé-
téore. Pour chaque pixel radar, l’algorithme de classification passe en revue toutes les
fonctions membres définies pour chacun des hydrométéores.
3. La dernière étape consiste à faire un bilan des résultats obtenus pour chacun des hydro-
météores. L’espèce ayant le score final le plus élevé est alors considéré comme le type
dominant présent dans le volume scanné.
La classification des hydrométéores utilisée à Météo-France a été l’objet d’un développement
méthodologique important durant la thèse. De plus amples informations concernant l’identifi-
69
CHAPITRE 2. LA CAMPAGNE HYMEX 2.4. RÉSEAU RADAR MÉTÉOROLOGIQUE
Figure 2.23 – Exemple des fonctions membres associées à la réflectivité horizontal ZH pour la glace, la pluie
et la grêle.
cation des hydrométéores à partir des radars polarimétriques sont données dans le chapitre 3
(Méthodologie).
2.4.4 Incertitudes sur les mesures radar
L’évaluation objective des mesures radar reste encore aujourd’hui un travail difficile. Si la
couverture spatio-temporelle d’un radar sol est un atout indéniable en comparaison d’autres
instruments de mesure, cela constitue également un inconvénient de taille pour la validation.
Le manque de vérifications indépendantes en est la principale cause.
Le tableau 2.3 présente les incertitudes liées aux mesures Doppler et polarimétriques (DPol) du
réseau opérationnel ARAMIS. Au vue de la rapide croissance du nombre de radars météorolo-
giques opérationnels constituant ce réseau, il est important de noter que toutes les longueurs
d’onde n’ont pas été utilisées pour évaluer ces mesures.
— Comme nous l’avons vu au cours de ce chapitre dans la section 2.4.2, les radars dits
Doppler permettent d’accéder au champ tridimensionnel du vent (u, v, w) sur des grilles
cartésiennes de l’ordre du km3. Ces mesures ont initialement été évaluées à travers dif-
férents jeux de données comme des profileurs de vent, des mesures de surface, ou encore
des analyses issues de modèles opérationnels (Bousquet et al., 2008b; Bousquet et Ta-
bary, 2014). Plus récemment, l’étude de Bousquet et al. (2016) s’est attachée à évaluer
les champs tridimensionnels du vent avec des mesures in-situ issues du radar nuage aé-
roporté RASTA à bord du Falcon 20 de SAFIRE lors de la SOP1 de HyMeX. Toutes ces
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études ont démontré la robustesse de ces mesures opérationnelles Doppler, présentant
toutefois de meilleurs résultats aux altitudes comprises entre 2 et 10 km (forte densité
de mesures - cf figure 2.17) qu’à basse et très haute altitude (faible densité de mesures).
Ainsi les incertitudes liées aux mesures opérationnelles Doppler du réseau ARAMIS sont
de l’ordre de 2 m.s−1 pour les vents horizontaux et de 1 m.s−1 pour les vitesses verticales.
— L’évaluation des mesures polarimétriques a principalement été effectuée dans la pluie,
s’appuyant sur des comparaisons avec des réseaux de pluviomètres et de disdromètres.
À ce titre, les études de Gourley et al. (2009) et Figueras i Ventura et al. (2012) ont
permis de montrer que les incertitudes sur la réflectivité horizontale ZH et la réflectivité
différentielle ZDR sont respectivement de l’ordre de 1 dBZ et 0.4 dB. L’évaluation de
la phase différentielle ΦDP et du coefficient de corrélation ρHV n’est quant à elle pas
directement envisageable de part la nature de ces variables. Par ailleurs il est important
de noter que l’évaluation de la cohérence de l’identification des hydrométéores restitués
par les radars polarimétriques est développée dans le chapitre 3 (Méthodologie).
Erreurs Références
Doppler
u,v ± 2 m.s−1
w ± 1 m.s−1
Bousquet et al. (2008b) ;
Bousquet et Tabary (2014) ;
Bousquet et al. (2016)
DPol
ZH ± 1 dBZ
ZDR ± 0.4 dB
Gourley et al. (2009) ;
Figueras i Ventura et al. (2012)
Table 2.3 – Incertitudes sur les mesures radar du réseau ARAMIS.
2.5 Choix de la période d’intérêt
Le but de la thèse est d’étudier les relations entre l’activité électrique, la microphysique et
la dynamique associées aux systèmes précipitants, à une résolution spatio-temporelle que des
instruments conventionnels ne permet pas. Ainsi les instruments comme le HyLMA et les radars
polarimétriques de Météo-France sont au coeur de cette thèse.
Le réseau ARAMIS de Météo-France étant opérationnel, la plus "forte" contrainte repose sur
le bon fonctionnement du LMA. À ce titre et comme le résume la figure 2.24, le HyLMA a très
bien fonctionné durant la campagne de mesures dont seulement quelques stations ont souffert
pendant 4 jours d’un manque d’énergie lié au faible rayonnement solaire. Par conséquent toute
la période de la SOP1 peut être considérée comme exploitable 13.
Le bilan des évènements fortement précipitants s’étant produit dans les différentes régions
instrumentées de la méditerranée lors de la SOP1 est présenté sur la figure 2.25. Il montre que
13. Des données HyLMA sont aussi disponibles pour les mois de juin - juillet - aout 2012.
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Figure 2.24 – Bilan du fonctionnement des différents instruments déployés par le groupe PEACH lors de la
SOP1. Source : Defer et al. (2015).
14 évènements ont eu lieu dans la région des Cévennes-Vivarais durant les deux mois de la
campagne de mesure.
Figure 2.25 – Bilan des évènements fortement précipitants enregistrés sur les différentes régions instrumentées
de la méditerranée nord-occidentale durant la SOP1. Les évènements : fortement précipitants sont en rouge,
orographiques en vert, venteux en jaune, et pour la validation lidar en gris. Source : Ducrocq et al. (2014).
Comme nous le verrons dans le chapitre 4, nous avons choisi de nous intéresser plus parti-
culièrement au cas du 24 Septembre 2012. Ce système convectif frontal qui s’est renforcé au
passage des Cévennes a donné lieu à de fortes précipitations mais aussi une activité électrique
particulièrement intense.
72
CHAPITRE 2. LA CAMPAGNE HYMEX 2.6. CONCLUSION
2.6 Conclusion
A l’automne, la région des Cévennes est soumise à des épisodes pluvieux très localisés et par-
ticulièrement intenses pendant lesquels les cumuls pluviométriques atteignent fréquemment
plusieurs centaines de millimètres. La question de la prévision de ces phénomènes, et plus
généralement de l’ensemble des évènements fortement précipitants se produisant sur d’autres
bassins versants à fort relief (Alpes méditerranéennes, Corbières, Catalogne, Piémont italien,
Corse), est au cœur du programme international HyMeX qui a pour objectif de mieux com-
prendre et de mieux quantifier le cycle hydrologique dans le bassin méditerranéen à travers les
aléas climatiques. Ce programme d’une durée de 10 ans a mis en oeuvre à l’automne 2012 une
campagne de mesures de 2 mois dite SOP1, dont l’un des objectifs est d’étudier les conditions
propices à la formation des évènements convectifs de type cévenols souvent responsables de
crues dévastatrices.
Pendant cette SOP1 un dispositif instrumental sans précédent a été déployé dans les Cé-
vennes afin d’échantillonner ces systèmes précipitants et l’environnement dans lequel ils se
développent. Ce dispositif a notamment permis d’obtenir des observations à haute résolution
spatio-temporelle des éclairs nuage-sol par différents réseaux européens, par un imageur per-
mettant d’observer les décharges électriques en 3 dimensions (HyLMA) et de nombreux radars
de recherche visant à renforcer la couverture du réseau radar opérationnel ARAMIS de Mé-
téo France dans cette région. Ce dernier est composé de radars "polarimétriques" permettant
d’obtenir des informations très précises sur le type et la répartition spatiale des hydrométéores
au sein des systèmes précipitants. Les jeux de données collectés par ces différents instruments
ouvrent alors de nouvelles perspectives dans le domaine de la physique des nuages parmi les-
quelles la possibilité d’étudier avec une précision jusqu’alors inégalée les interactions complexes
entre processus microphysiques et électriques au sein des cellules orageuses.
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3.1 Développements radar sur le typage des hydrométéores
3.1.1 La chaîne polarimétrique de Météo-France
Comme nous l’avons vu dans les précédents chapitres, les mesures radar opérationnelles à
Météo-France sont effectuées par super-cycles de 15 minutes, dont chacun est composé de trois
cycles de 5 minutes contenant eux-mêmes différents tours d’horizon (généralement 6 PPIs) afin
d’échantillonner différentes régions de l’atmosphère. Par ailleurs les radars polarimétriques sont
capables de mesurer non plus un mais quatre (ZH , ZDR, ΦDP , ρHV ) paramètres permettant
de décrire les propriétés des précipitations. Ces mesures polarimétriques nécessitent cependant
un traitement important, afin de pouvoir pleinement bénéficier des multiples avantages de
ces radars. Pour ce faire une chaîne de traitement spécifique a été développée par le Centre
Météorologique Radar (CMR) de Météo-France (figure 3.1). Cette chaîne traite chaque tour
d’antenne indépendamment des autres, en analysant les quatre variables polarimétriques et le
paramètre ΣZ mesurant les fluctuations de ZH tir à tir. Lors d’un post-traitement, ces données
initialement obtenues dans un système de coordonnées polaires, sont interpolées sur une grille
cartésienne 1 et sont utilisées en entrée d’algorithmes opérationnels permettant de calculer,
entre autres, des mosaïques de réflectivité, des cartes de cumul de précipitations (lame d’eau,
Figueras i Ventura et Tabary, 2013) ou de type d’hydrométéores (Al-Sakka et al., 2013). Si un
problème survient lors de ce traitement (problème de calibration, mauvais fonctionnement d’une
des deux voies polarisées), la chaîne polarimétrique bascule en mode "dégradé" (polarisation
simple) jusqu’à l’identification et la réparation du problème.
3.1.1.1 La classification des hydrométéores
Les traitements effectués dans la chaîne polarimétrique sont développés en détails dans les
articles de Figueras i Ventura et al. (2012) et de Tabary et al. (2013). Un résumé des principales
étapes permettant de discriminer les types d’hydrométéores dans le nuage est présenté ci-
dessous.
1. Calibrage des variables polarimétriques : la réflectivité horizontale est étalonnée à partir
de comparaisons avec le réseau opérationnel de pluviomètres, par étalonnage électronique
et par le suivi des échos fixes. Pour affiner la calibration, d’autres techniques existent
comme, par exemple, l’étalonnage à partir de la redondance des variables ZDR, ΦDP , et
ZH dans la pluie (Gourley et al., 2009), récemment introduite dans la chaîne polarimé-
trique de Météo-France. La calibration de la réflectivité différentielle ZDR est basée sur
les résultats publiés par Illingworth et Blackman (2002) qui montrent que la valeur de
1. L’opération consiste en une transformation des fichiers en coordonnées polaires (720, 1066) avec une
résolution radiale de 240 m, en des fichiers en coordonnées cartésiennes (512, 512) avec une résolution de 1 km
via une interpolation de type Cressman.
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Figure 3.1 – Principales étapes des différents traitements radar effectués dans la chaîne double polarimétrique
dans sa première version. Source : Béatrice Fradon, CMR-DEP/Météo-France.
ZDR attendue dans la pluie stratiforme est de 0.2 dB pour des réflectivités horizontales
ZH comprises entre 20 et 22 dBZ. Il est ainsi possible d’identifier un éventuel biais dans
la mesure du paramètre ZDR et de le corriger. Cette correction est calculée régulièrement
(et a posteriori) à partir des mesures obtenues pendant un évènement donné. Elle est en-
suite appliquée aux épisodes météorologiques suivant, jusqu’à une prochaine calibration.
La deuxième façon de calibrer ZDR consiste à établir un suivi des valeurs obtenues lors
d’évènements pluvieux à partir des mesures radar effectuées en visée verticale (90◦). Vues
à la verticale, les gouttes de pluies échantillonnées sont en effet parfaitement sphériques
et doivent donc donner des valeurs de ZDR égales à 0 dB. Lors de chaque super-cycle
de 15 minutes le radar effectue donc un échantillonnage à visée verticale afin de suivre
l’évolution de ZDR et d’évaluer, par un autre moyen, un éventuel biais de mesure.
2. Identification des échos non-météorologiques : cette étape consiste à différencier les hy-
drométéores des échos non météorologiques (sol, ciel clair, mer. . .). Cette identification
se fait à partir de la fluctuation tir à tir de la réflectivité ΣZ , de ZDR et de ρHV . Ces
trois paramètres sont ensuite injectés dans un algorithme de logique floue développé par
Gourley et al. (2007b) qui restitue le type d’écho pour chaque pixel radar à partir de
l’indice de confiance le plus élevé déduit de la somme pondérée de fonctions membres
définies empiriquement.
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3. Identification de la bande brillante (BB) : cette étape est la plus coûteuse en temps. La
bande brillante correspond à des valeurs anormalement élevées de la réflectivité horizon-
tale ZH aux alentours de l’isotherme 0°C. En effet, au fur et à mesure de leur chute dans
le nuage, les hydrométéores se déplacent vers des régions de plus en plus chaudes. Lors-
qu’elles atteignent l’isotherme 0°C, les particules glacées commencent à fondre en surface
ce qui a pour effet de faire augmenter les valeurs de réflectivité mesurées. Comme nous le
verrons par la suite, la détection de la bande brillante joue aussi un rôle important dans le
typage des hydrométéores en délimitant les zones contenant des hydrométéores liquides,
mixtes (liquides et solides) et glacés. La variable polarimétrique la plus adéquate pour
l’identification de la bande brillante est le coefficient de corrélation ρHV , dont les valeurs
sont particulièrement faibles (∼ 0.93) dans cette région par rapport à la pluie (∼ 0.99)
ou la neige sèche (∼ 0.97) situées respectivement en dessous et au dessus de l’isotherme
0°C. L’algorithme d’identification est basé sur un profil radial moyen des valeurs de ρHV
à partir des 720 radiales contenues dans le PPI considéré. Afin d’initialiser l’algorithme
on utilise l’altitude de l’isotherme 0◦C fournie par le modèle ARPEGE (Courtier et al.,
1991) dont la résolution spatiale est de ∼ 10 km sur la France. La méthodologie dévelop-
pée consiste à tester différentes épaisseurs de bande brillante (de 200 à 1500 m par pas
de 100 m) et à reconstituer le profil radial qui devrait être théoriquement observé. En
comparant le profil réel au profils théoriques il est alors possible de déterminer l’altitude
et l’épaisseur de la bande brillante. Au cas ou la détection échoue, une épaisseur de 700
m en dessous de l’isotherme 0◦C retrouvé par ARPEGE est attribuée.
4. Traitement de la phase différentielle ΦDP : la mesure de cette variable polarimétrique
permet d’estimer l’atténuation par les hydrométéores rencontrés par des ondes émises
sur les voies horizontale et verticale. Cela nécessite donc de pouvoir identifier la phase
de l’onde entre l’émission et la réception. Or comme ces deux ondes n’empruntent pas
le même chemin entre le moment où elles sont créées et le moment où elles sont émises
(trajets dans des guides d’onde différents), un léger déphasage peut se produire. Par
conséquent la phase des ondes polarisées horizontalement et verticalement n’est jamais
nulle au moment de l’émission et nécessite d’être corrigée. Ce filtrage est réalisé radiale
par radiale à partir des pixels identifiés comme échos météorologiques (cf. étape 2).
L’algorithme développé cherche ensuite une zone d’échos météorologiques sur un trajet
minimal de 2.4 km (i.e. 10 portes) à proximité du radar. Sur ce segment, l’algorithme
considère la valeur médiane des ΦDP comme étant celle observée au moment de l’émission
de l’onde. Un contrôle sur la viabilité de cette valeur est ensuite réalisé entre le radar et
la porte médiane du segment afin d’en vérifier la cohérence.
5. Estimation de phase différentielle spécifique KDP : une fois la phase différentielle ΦDP
corrigée, il est alors possible de calculer la phase différentielle spécifique. La phase dif-
férentielle étant un paramètre très bruité son intégration spatiale ne serait pas repré-
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sentative si on l’intégrait directement de porte à porte. Pour pallier ce problème, un
filtrage par moyenne glissante est appliqué sur des segments de 6 km (25 portes). Bien
que robuste cette méthode lisse le signal sur une grande distance, ce qui conduit à une
sous-estimation de la phase différentielle spécifique dans les zones convectives et à une
sur-estimation dans les zones de transition convective/stratiforme.
6. Correction de l’atténuation par les précipitations : cette étape consiste à appliquer une
correction de la réflectivité horizontale ZH et différentielle ZDR aux pixels radar identifiés
comme échos météorologiques (cf. étape 2). La phase différentielle étant directement
liée à l’atténuation du signal radar le long de la radiale, elle constitue par conséquent
l’élément clé de ces méthodes de correction, nommées respectivement PIA et PIDA (pour
"Path Integrated (Differential) Attenuation" en anglais). ZcorrH = ZmesH + ∆ZHZcorrDR = ZmesDR + ∆ZDR
 PIA = γH × ΦDP = ∆ZHPIDA = γDP × ΦDP = ∆ZDR
Les coefficients γH = [dBZ/◦] et γDP = [dB/◦] sont dépendants de la longueur du
radar et ont été calculés empiriquement dans la pluie (Gourley et al., 2007a). Si ces
coefficients sont corrects dans la pluie, ils ne sont pas nécessairement valables dans
la bande brillante ou dans des régions plus froides. Or cette correction est appliquée
à tous les pixels radar ayant été identifiés comme météorologiques (i.e. la pluie, la
neige, la glace. . .). Des recherches sont actuellement en cours au CMR de Météo-France
afin d’estimer de nouveaux coefficients γ pour chaque longueur d’onde et chaque type
d’hydrométéore (i.e phases mixte et solide). L’évaluation de ces coefficients est possible
pour la pluie (par exemple via des disdromètres), elle est plus compliquée pour les
particules glacées du fait de l’absence de mesures in-situ.
3.1.1.2 La classification des hydrométéores
Une fois tous ces (pré-)traitements effectués, il est possible d’identifier les hydrométéores domi-
nants au sein des systèmes précipitants. Pour cela, on utilise une méthode basée sur le principe
de la logique floue capable de restituer les cinq hydrométéores suivants 2 : la pluie, la neige
mouillée 3, la neige sèche, la grêle, et la glace (Al-Sakka et al., 2013, figure 3.2).
2. En réalité il existe d’autres types d’hydrométéores restitués par Météo-France mais ceux-ci ne sont cepen-
dant pas de nature météorologique (insectes, oiseaux, échos de mer, échos de sol,. . .).
3. On entend par neige mouillée bande brillante.
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(a) Principales étapes de la logique floue utilisée à
Météo-France.
(b) PPI des différents types d’hydrométéores retrouvés
par le radar de Nîmes le 24 Septembre 2012 à 02h45
UTC pour une élévation de 1.2°.
Figure 3.2 – La logique floue à Météo-France.
L’algorithme prend pour données d’entrée l’ensemble des variables polarimétriques mesurées et
l’altitude de l’isotherme 0°C issue des analyses du modèle de prévision ARPEGE (cf. étape 3
de la chaîne de traitement).
La plupart des méthodes de logique floue développées dans les différents services météorolo-
giques ou de recherche utilisent des algorithmes différents en fonction de la longueur d’onde
du radar et utilisent des poids empiriques multiplicatifs devant les fonctions membres afin de
minimiser les erreurs. Cela conduit à développer des algorithmes spécifiques pour chaque ré-
seau, voire même chaque radar. La présence d’un type d’hydrométéore dans un pixel radar est
calculé indépendamment de la longueur d’onde et s’écrit sous la forme suivante :
P iF = F
i(T )× F i(BB)× [F i(ZH , ZDR) + F i(ZH , KDP ) + F i(ZH , ρHV )] (3.1)
où i représente le type d’hydrométéore, et F i correspond aux différentes fonctions membres.
Les fonctions membres sont à une dimension pour la température et la bande brillante 4 (BB),
et sont définies par une forme trapézoïdale. Toutes les autres fonctions membres sont à deux
dimensions et définies par des demies gaussiennes de la forme suivante :
f(x) = exp

(
x−maxposition
W1,2
2[2ln(2)]1/2
)2
2
 (3.2)
4. Comprendre ici l’épaisseur de la bande brillante.
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où maxposition correspond à la valeur maximale de la gaussienne (i.e. vaut 1), et W1,2 sont les
coefficients utilisés respectivement sur les parties gauche et droite. Ces fonctions membres ont
été définies à partir d’une analyse climatologique pour chaque longueur d’onde et de simulations
de type T-matrix (Barber et Hill, 1990; Mishchenko et al., 1996). Al-Sakka et al. (2013) ont
répertorié plus d’une vingtaine de situations météorologiques sur 4 saisons afin d’obtenir un
échantillon le plus représentatif possible. Les données ont été sélectionnées avec précaution :
ΦDP < 10
◦, SCR 5 > 10 dB, SNR > 20 dB, blocage par le relief < 10 %, et avec une distance
entre les cibles météorologiques et le radar inférieure à 60 km. L’étape suivante a consisté
à identifier à partir des valeurs de réflectivité ZH et de la bande brillante, des zones où la
présence d’un hydrométéore était prépondérante. Après avoir isolé ces zones, une climatologie
des gammes de valeurs obtenues pour chaque variable polarimétrique a été déterminée. Pour
compléter cette base de données, des études à partir de simulations de type T-matrix ont été
réalisées afin de vérifier la cohérence entre toutes les fonctions membres alors créées. Ces études
consistent à simuler l’amplitude du signal électromagnétique qui serait rétrodiffusé vers le radar
pour des particules non-sphériques. Au final, la combinaison de ces deux méthodes a permis
de déterminer des fonctions membres robustes et adaptées aux propriétés des précipitations
observées en France métropolitaine, pour chaque hydrométéore.
Dans l’équation 3.1, il est important de noter que les conditions sur la température et la bande
brillante sont utilisées comme des termes multiplicatifs, alors que les fonctions membres en 2D
sont additives, ce qui réduit le risque d’erreurs. En effet il est difficilement concevable de trouver
de la pluie dans des régions où la température est fortement négative.
Pour un pixel radar donné, l’algorithme calcule ensuite le score de chaque type d’hydrométéore
entre 0 (inexistant) et 3 (prépondérant). La dernière étape de la logique floue consiste à attribuer
au pixel concerné le type d’hydrométéore ayant obtenu le score le plus élevé. Par conséquent
on parle d’identification du type dominant puisque différents types d’hydrométéores peuvent
coexister au sein du volume échantillonné.
3.1.2 Ajout de l’espèce microphysique graupel dans l’algorithme de
typage de Météo-France
Comme nous venons de le voir, la chaîne polarimétrique de Météo-France permet de distinguer
le type d’hydrométéore dominant parmi la pluie, la neige sèche, la neige mouillée, la grêle et
la glace, associé à un écho météorologique. Cette description microphysique est cependant trop
limitée pour caractériser précisément les relations entre dynamique, microphysique, et éclairs.
Dans la mesure où la production d’éclairs est le résultat d’une électrisation directement créée
par des interactions entre graupel et cristaux de glace (cf. chapitre 1), il est essentiel de pouvoir
5. Signal to Clutter Ratio : échos de sol, de mer, turbulence...
81
CHAPITRE 3. MÉTHODOLOGIE 3.1. DÉVELOPPEMENTS RADAR
identifier les régions contenant majoritairement du graupel et d’implémenter cette espèce dans
l’algorithme de typage des hydrométéores utilisé.
Il existe deux solutions pour mener à bien ce travail : i) définir à partir d’une longue série
climatologique les différentes fonctions membres pour l’espèce graupel et ce pour chaque lon-
gueur d’onde, ou ii) utiliser les définitions disponibles dans la littérature. La première option
étant particulièrement longue et fastidieuse, nous avons naturellement opté pour la deuxième
solution que nous décrivons dans les paragraphes suivants pour les longueurs d’onde C et S
(aucun travail n’a été effectué en bande X).
3.1.2.1 Spécificité de la bande C
Les fonctions membres proposées dans l’article de Marzano et al. (2007), qui avaient déjà
été partiellement évaluées par Météo-France, ont été choisies afin de bénéficier du retour sur
expérience du CMR. Dans leur article, Marzano et al. (2007) réalisent une classification des
hydrométéores basée sur une dizaine d’espèces microphysiques : les grosses gouttes (large drops),
la pluie fine (light rain), la pluie modérée (medium rain), les pluies intenses (heavy rain), une
mixture de grêle et de pluie (hail/rain mixture), la grêle (hail), le graupel et la petite grêle
(graupel/small hail), la neige sèche (dry snow), la neige mouillée (wet snow), et les cristaux de
glace (ice crystals). Nous avons ainsi extrait la catégorie graupel/petite grêle, dont les règles
d’inférence reposent sur la formulation suivante :
P i = F i(T )× [ωiZHF i(ZH , ZDR) + ωiZKDP F
i(ZH , KDP )] (3.3)
où i représente le type d’hydrométéore, ωiZH et ω
i
ZKDP
sont des coefficients prédéfinis pour chaque
hydrométéore, et les F i correspondent aux différentes fonctions membres de type trapézoïdale.
Par son expérience, le CMR avait adapté empiriquement cette formulation de la façon suivante :
P i = F i(T )× [ωZDRF i(ZH , ZDR)+ωZKDP F i(ZH , KDP )+ωZρHV F i(ZH , ρHV )+ωBBF i(ZH , BB)]
(3.4)
ajoutant ainsi deux fonctions membres pour le coefficient de corrélation ρHV et la bande brillante
BB, avec ωZDR = 1.0, ωZKDP = 0.5, ωBB = 2.0, et ωρHV = 2.0 pour le graupel. Le score
maximal que peut atteindre un hydrométéore étant différent entre les équations 3.1 et 3.4, une
normalisation a été effectuée afin d’obtenir des résultats comparables.
3.1.2.2 Spécificité de la bande S
Les algorithmes de logique floue ayant initialement été développés pour la bande S, il existe
de nombreux travaux sur le sujet (Straka, 1996; Vivekanandan et al., 1999; Zrnic et Ryzhkov,
1999; Ryzhkov et al., 2005; Park et al., 2009). Les fonctions d’appartenance proposées dans
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l’étude de Park et al. (2009), qui a servi de base à l’élaboration de l’algorithme de typage utilisé
par le service météorologique national des Etats Unis (NWS), ont été utilisés pour détecter le
graupel en bande S. Pour chaque pixel classé comme écho météorologique, Park et al. (2009)
définissent le calcul des scores A comme :
Ai =
∑6
j=1WijQjP
i(Vj)∑6
j=1WijQj
(3.5)
où P i(Vj) sont les fonctions membres trapézoïdales pour la variable j et le type d’hydrométéore
i. LesWij représentent des poids compris entre 0 et 1 qui sont assignés à chaque hydrométéore i
et variable j. Enfin Qj est un vecteur de "confiance" défini comme Q = (Q1, Q2, Q3, Q4, Q5, Q6),
et où Q1,6 sont des fonctions gaussiennes caractérisant les erreurs de mesure potentielles 6. En
partant des travaux de Park et al. (2009), le calcul des scores a été implémenté sous la forme
suivante :
P i = ωiZHF
i(ZH)× [ωiZDRF i(ZH , ZDR) + ωiKDPF i(ZH , KDP ) + ωiρHV F i(ρHV )] (3.6)
avec ωZH = 0.8, ωZDR = 1.0, ωKDP = 0.0, ωρHV = 0.4 pour l’espèce microphysique graupel. Il est
important de noter que dans la définition des fonctions d’appartenance de Park et al. (2009),
la présence de graupel n’est autorisée qu’entre la limite inférieure de la bande brillante et le
sommet du nuage. Par conséquent nous n’avons pas introduit une fonction supplémentaire pour
la bande brillante comme c’est le cas pour tous les autres hydrométéores et longueurs d’onde.
Le score maximal que peut atteindre un hydrométéore étant différent entre les équations 3.1 et
3.6, une normalisation a été effectuée afin d’obtenir des résultats comparables.
3.1.3 Séparation des zones convectives et stratiformes
Une condition supplémentaire visant à prendre en compte les caractéristiques du régime préci-
pitant a également été introduite dans le nouvel algorithme de typage pour limiter les erreurs
de détection. Cette discrimination avait déjà été utilisée dans les méthodes de Dolan et al.
(2013) en bande C et Park et al. (2009) en bande S. Cette différenciation consiste à interdire
certaines espèces d’hydrométéores selon la nature de l’évènement météorologique (par exemple
il est impossible de trouver de la grêle dans des précipitations stratiformes) et de limiter ainsi
les incohérences dans les restitutions d’hydrométéores obtenues à partir de la logique floue.
Les six hydrométéores restitués par cette nouvelle méthode hybride sont séparés de la manière
suivante :
6. Par exemple pour la ZDR cela donne QZDR = (Fatt, Fnbf , FρHV , FSNR, FPBB), prenant ainsi en compte
l’atténuation Fatt, le remplissage non-uniforme du faisceau radar Fnbf , la valeur du coefficient de corrélation
FρHV , le rapport signal sur bruit FSNR, et le blocage partiel du faisceau radar FPBB .
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Stratiforme =

Pluie
Neige Mouillée
Neige Sèche
Glace
Convectif =

Pluie
Graupel
Grêle
Glace
Cette séparation repose principalement sur des critères de valeurs de réflectivité horizontale
corrigée et de hauteur de la bande brillante. Pour chaque cycle de 5 minutes, tous les pixels
radar sont scrutés. Dès lors qu’une valeur de réflectivité horizontale ZcorrH dépasse 45 dBZ en
bande S ou 42 dBZ en bande C, alors toute la colonne (i.e. 6 PPIs) est considérée comme
convective. De plus si un pixel radar présente une réflectivité ZcorrH supérieure à 30 dBZ (quelle
que soit la longueur d’onde) à une altitude supérieure ou égale à 2.0 km au-dessus de la bande
brillante, alors toute la colonne est considérée comme convective. Tous les autres pixels radar
ne répondant pas à ces critères sont définis comme stratiformes (figure 3.3).
Figure 3.3 – Exemple de la séparation entre les régions stratiformes et convectives entre les radars de Montclar
et de Nîmes. La délimitation stratiforme/convective est matérialisée par un contour noir projeté sur un PPI
de réflectivité effectué le 24 Septembre à 01h30 UTC et respectivement à des élévations de 1.0◦ et 1.2◦ pour
Montclar et Nîmes.
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3.1.4 Configuration de la chaîne polarimétrique hybride
D’autres modifications ont été apportées en plus de l’ajout de la catégorie microphysique
graupel et de la discrimination par type de régime précipitant. La valeur seuil du rapport
signal sur bruit (SNR), initialement fixée à -50 dB, a été ramenée à +15 dB afin de n’autoriser
le typage des hydrométéores que dans les volumes radar ayant un rapport signal sur bruit
important (i.e. données exploitables). La deuxième modification concerne la séparation
entres zones convective/stratiforme. Cette modification nécessite d’utiliser des valeurs de
réflectivité horizontale corrigées, qui ne sont obtenues qu’à partir de la chaîne de traitement
polarimétrique. Par conséquent il faut lancer deux fois la chaîne de traitement pour obtenir une
classification d’hydrométéores prenant en compte la séparation stratiforme/convective (une fois
pour obtenir les valeurs de ZcorrH , et une deuxième fois pour obtenir les champs d’hydrométéores).
Les premiers résultats de ces travaux ont été inclus dans l’article de Bousquet et al. (2015)
avant de donner lieu à une publication (Ribaud et al., 2016) acceptée dans la revue Quarterly
Journal of the Royal Meteorological Society et présentée dans la section suivante. L’article inclut
également une évaluation de l’algorithme développé dans le cadre de cette thèse ainsi que la
présentation d’une méthode d’interpolation permettant d’obtenir des champs d’hydrométéores
3D à partir de plusieurs radars.
3.2 Intercomparaisons radar et interpolations 3D des hy-
drométéores
3.2.1 Résumé de l’article
La production d’éclairs étant le résultat d’une électrisation directement créée par des interac-
tions microphysiques (collisions entre graupels et cristaux de glace en suspension), une des-
cription détaillée des différents types d’hydrométéores présents dans les nuages convectifs est
essentielle. Dans cette optique, l’algorithme opérationnel d’identification des hydrométéores dé-
veloppé à Météo-France (Al-Sakka et al., 2013) a été amélioré puis évalué afin de disposer de
l’ensemble des espèces microphysiques nécessaire pour décrire le milieu nuageux d’un point de
vue de l’électricité atmosphérique. Pour ce faire l’identification de la catégorie microphysique
graupel, initialement non résolue, a été incluse dans la chaîne de traitement des données pola-
rimétriques à partir d’études disponibles dans la littérature : Park et al. (2009) pour les radars
bande S et Marzano et al. (2007) pour la bande C. Par ailleurs une discrimination des zones
convectives et stratiformes au sein des systèmes précipitants a également été réalisée (Park
et al., 2009; Dolan et al., 2013) afin de limiter l’erreur sur la localisation des hydrométéores.
Une évaluation de l’algorithme est réalisée en intercomparant les résultats obtenus dans le vo-
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lume d’échantillonnage commun de radars voisins à partir d’une vingtaine d’heures de données
collectées lors de 5 évènements météorologiques observés pendant la SOP1 de HyMeX.
Suite à ce travail, une nouvelle méthode d’interpolation a été développée afin de combiner
les champs d’hydrométéores obtenus par plusieurs radars polarimétriques fonctionnant à
différentes fréquences. Cette méthode, qui permet d’obtenir des composites tridimensionnels
de type d’hydrométéores toutes les 15 minutes à la résolution de 1 km2, est évaluée sur le cas
de la ligne de grains observée pendant l’IOP6 de HyMeX.
Référence : Ribaud, J.-F. ; Bousquet, O. ; Coquillat, S. ; Al-Sakka, H. ; Lambert, D. ; Ducrocq,
V. & Fontaine, E. (2016), Evaluation and application of hydrometeor classification algorithm
outputs inferred from multi-frequency dual-polarimetric radar observations collected during
HyMeX. Q.J.R. Meteorol. Soc., 142 : 95-107, http://dx.doi.org/10.1002/qj.2589
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A fuzzy logic hydrometeor classification algorithm (HCA), allowing discrimination between
six microphysical species regardless of the radar wavelength is presented and evaluated.
The proposed method is based upon combination sets of dual-polarimetric observables
(reflectivity at horizontal polarization ZH, differential reflectivity ZDR, specific differential
phase KDP, correlation coefficient ρHV) along with temperature data inferred from a
numerical weather prediction model output.
The performance of the HCA is evaluated using 20 h of multi-frequency dual-
polarimetric radar data collected during the first Special Observation Period (SOP1)
of the Hydrological Cycle in the Mediterranean Experiment (HyMeX). A new method based
upon intercomparisons of retrieved hydrometeor data deduced from pairs of neighbouring
radars (S-band vs. S-band and S-band vs. C-band) over a common sampling area is
proposed to evaluate the consistency of hydrometor classification outputs. S-/C-band radar
comparisons generally show better consistency than S-/S-band radar comparisons due
to issues with the identification of the 0◦C isotherm on one of the two S-band radars.
Imperfect attenuation correction at C-band may also lead into differences in hydrometeor
fields retrieved from the C- and S-band radars in convective situations, but retrieved
hydrometeor data are globally very consistent from one radar to another. Comparisons
against in situ airborne data also confirm the overall good performance of the HCA.
In a second experiment, an original method allowing the production of multi-radar
three-dimensional (3D) hydrometeor fields from single-radar 2D hydrometeor data is
tested on a bow-echo convective system observed with C- and S-band radars. The resulting
3D hydrometeor fields provide a detailed view of the bow-echo microphysical structure and
confirm the good performance of both the HCA and interpolation technique.
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1. Introduction
The advent of dual-polarization radars in the late 1970s repre-
sented a real breakthrough for research in atmospheric sciences
and operational weather prediction applications. The benefits of
using dual-polarization radars systems are numerous and cover
a wide range of topics including quantitative precipitation esti-
mation (e.g. Figueras i Ventura et al, 2012), signal attenuation
correction (Gourley et al, 2006), especially forX-band andC-band
weather radars (e.g. Vulpiani et al, 2008), discrimination of
meteorological and non-meteorological scatterers (e.g. Gourley
et al, 2007), and so on. Another valuable advantage of dual-
polarization radars is related to their sensitivity to the physical
properties (size, shape, orientation and phase) of precipitation,
which allows discrimination between coexisting hydrometeor
populations within sampled cloud systems (Hall et al, 1984;
Aydin et al, 1986; Bringi et al, 1986; Doviak and Zrnic´, 1993).
The latter capability, usually referred to as hydrometeor
identification, also has a wide variety of practical applications, e.g.
evaluation of microphysical parametrizations in high-resolution
c© 2015 Royal Meteorological Society
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numerical weather prediction (NWP) suites, investigation of
physical relationships between cloud microphysics and lightning
(e.g. Lang et al, 2004), estimation of the freezing-level height
and of the rain/snow delineation, and improvement of weather
nowcasting through more accurate advisory releases. Current
hydrometeor classification algorithms (HCA) are based upon
combination sets of dual-polarimetric observables (reflectivity at
horizontal polarization ZH, differential reflectivity ZDR, specific
differential phase KDP, correlation coefficient ρHV) along with
temperature data inferred from radio-soundings and/or NWP
model outputs. These algorithms can be separated into two main
categories: (i) Boolean tree methods and (ii) fuzzy logic and
neuro-fuzzy systems approaches.
The first group of methods aims at prescribing the range of
polarimetric radar data values for each type of hydrometeor based
on single-value decision thresholds andBoolean logic (Bringi et al,
1986; Straka and Zrnic´, 1993; Ho¨ller et al, 1994; El-Magd et al,
2000). This categorical approach is the easiest and most straight-
forward way to achieve HCA, but it does not account for the fact
that equal polarimetric parameter values can match up distinct
hydrometeor types. This limitation, which frequently results in
hydrometeor misclassifications, has progressively led researchers
to abandon this approach in favour of fuzzy logic techniques.
The fuzzy logic technique, which was first investigated by
Straka (1996), accounts for the overlapping of radarmeasurement
sets and forms the basis of most recent HCAs. This method,
which resembles a probabilistic approach, permits a smooth
transition of polarimetric observable boundaries using nonlinear
combinations of triangular, trapezoid, or Gaussian membership
functions, inferred from T- and/or Mueller-matrix scattering
model simulations as well as in situ observations. Fuzzy logic
algorithms were initially developed for S-band radars (e.g. Straka
et al, 1996; Vivekanandan et al, 1999; Zrnic´ and Ryzhkov, 1999;
Liu and Chandrasekar, 2000; Ryzhkov et al, 2005; Park et al,
2009) before being adapted for C- and X-band radars by taking
into account signal attenuation and Mie scattering issues specific
to these wavelengths (e.g. Marzano et al, 2006, 2007; Dolan and
Rutledge, 2009; Anderson et al, 2011; Dolan et al, 2013).
A few non-fuzzymethods have also been proposed byMarzano
et al (2008) and Grazioli et al (2015). The first method relies on
a Bayesian statistical approach and backscattering microphysical
model, whereas the second method, which is based solely on
radar data, aims at identifying clusters of hydrometeors through
analysing polarimetric observables signatures.
Besides technical aspects related to the principle of HCA,
another key issue is that related to the validation of radar-derived
hydrometeor fields. The most intuitive approach for validation
is to attempt collocated airborne and radar observations and
evaluate the performance of classification methods from these in
situ measurements. Such an approach was for instance followed
by Aydin et al (1986) and El-Magd et al (2000), who used in
situ airborne observations collected within a hailstorm to adjust
the range intervals of hail and graupel membership functions
in their HCA. Plummer et al (2010) also used in situ aircraft
observations collected during the field phase of the Mesoscale
Alpine Programme (Bougeault et al, 2001) to evaluate S-Pol radar
classification outputs in mixed and ice phases, while Liu and
Chandrasekar (2000) attempted to validate CSU-CHILL radar
hail retrieval using data collected by both a research aircraft
and a ‘hail chase van’. HCA verification studies based on in situ
airborne measurements are nevertheless relatively uncommon in
the literature. This is principally due to the marked differences
between aircraft sensors and weather radars in space–time
resolution as well as to the possible alteration of radar observables
resulting from the presence of the aircraft.When in situ validation
data are not available, indirect validation can be performed from
T-matrix simulations (Galati and Pavan, 1995; Marzano et al,
2007; Dolan et al, 2013). This approach is easier to implement,
but nevertheless suffers from important limitations ensuing from
the various assumptions made to simulate the radar backscatter
(e.g. the shape of hydrometeors).
The present study aims at evaluating the performance and
utilization of an HCA that was specifically designed to process
radar data collected in the frame of the Hydrological Cycle in
the Mediterranean Experiment (HyMeX: Drobinski et al, 2014)
programme. With this regard, an original approach, based on
intercomparisons of retrieved hydrometeor types deduced from
pairs of neighbouring radars (S-band vs. S-band and S-band vs.
C-band) over a common sampling area, has been developed.
In a second study, a method to remap hydrometeor types
diagnosed from individual (and different) radar systems onto
a common Cartesian grid is proposed and a specific approach,
based on the Cressman (1959) interpolation algorithm, is
evaluated.
This article is organized as follows: section 2 provides an
overall description of the heavy precipitation events used to
assess the performance of the HCA, whereas section 3 deals
with the characteristics of the fuzzy logic algorithm and of
the intercomparison methodology. Then section 4 presents
an evaluation of hydrometeor classification performance from
(i) statistical intercomparisons of retrieved hydrometeor species
inferred from the analysis of collocated data collected by different
radars in a variety of weather situations, and (ii) conventional
comparison against in situ aircraft observations. In section 5,
an interpolation method allowing the merging of hydrometeor
data collected by different radars is presented and evaluated
using observations collected within a bow-echo system observed
during HyMeX Intensive Observation Period (IOP) 6. Finally,
a summary of the results is given in section 6 along with some
thoughts for potential improvements.
2. Datasets and case-studies
2.1. Radar and aircraft data
The present study is based upon data collected in southern France
during the first HyMeX field phase (Special Observing Period
SOP1), which was conducted from September to November
2012 (Ducrocq et al, 2014). HyMeX is a 10-year research
programme focusing on the quantification and understanding
of the water cycle in the Mediterranean at various time and
spatial scales with particular emphasis on high-impact weather
events. An important objective of this project is to achieve a
better understanding of the dynamics andmicrophysics of coastal
orographic heavy precipitation events (HPE) that develop in the
northwest part of the Mediterranean basin. Therefore the ability
to map the three-dimensional structure of hydrometeor species
within precipitating systems developing within HyMeX areas of
interest is essential and represents an important objective of this
research programme.
During HyMeX SOP1, a dense network composed of 20
operational and research radars of various kinds and frequencies,
was set up to collect observations of HPE developing in southern
France with emphasis on the Ce´vennes-Vivarais area (Bousquet
et al, 2015). The core of this network was based upon an
ensemble of seven operational and research dual-polarization
radars deployed over an area of approximately 120 000 km2
(Figure 1). The radar-covered area was also regularly flown by
a Falcon 20 (F20) research aircraft equipped with microphysical
probes to gather additional microphysical measurements at high
space–time resolution (Ducrocq et al, 2014).
This particular study focuses on the analysis of ∼20 h of
data collected by three operational dual-polarization radars
respectively located in Montclar (MON, C-band), Nıˆmes (NIM,
S band), and Collobrie`res (COL, S-band). These radars, owned
and operated by Me´te´o-France (the French Weather Service),
provide coverage over the Tarn, He´rault, Gard, Bouches-du-
Rhoˆne and Var administrative departments. The beamwidth
is 1.1◦ for the C-band radar and 1.25◦ for the S-band radars.
All three radars are equipped with the same radar processor
and use a simultaneous transmission and reception (‘STAR’
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. 142 (Suppl 1): 95–107 (2016)
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Figure 1. Main components of the HyMeX ground-based scanning weather radar network deployed in southern France during SOP1. Doppler and dual-polarization
radars are shown in orange and fuchsia colours, respectively. White circles associated with each operational radar indicate the detection range. Research radars are
indicated by diamonds markers. Only Montclar, Nıˆmes and Collobrie`res radars are used in this study.
Table 1. Scanning strategy of the weather radars used in this study as of September 2012. T01, T02, . . . , T18 correspond to tilt number 1, 2, . . . , 18, respectively.
5′ cycle 1 5′ cycle 2 5′ cycle 3
T01 T02 T03 T04 T05 T06 T07 T08 T09 T10 T11 T12 T13 T14 T15 T16 T17 T18
Collobrie`res
S-band
90.0 3.6 2.2 1.4 0.4 0.8 6.0 3.6 2.2 1.4 0.4 0.8 4.8 3.6 2.2 1.4 0.4 0.8
Montclar
C-band
90.0 5.5 2.5 1.6 1.0 0.4 7.5 4.5 2.5 1.6 1.0 0.4 6.5 3.5 2.5 1.6 1.0 0.4
R
ad
ar
Nıˆmes
S-band
8.0 3.5 2.4 1.8 1.2 0.6 9.5 5.0 2.4 1.8 1.2 0.6 90.0 6.5 2.4 1.8 1.2 0.6
mode) of the two polarization states that provides horizontal
(ZH) and differential (ZDR) reflectivity, differential phase (DP)
and correlation coefficient (ρHV) measurements. The scanning
strategy is radar-dependent and is shown in Table 1. It consists
in three 5 min cycles that are repeated every 15 min. Each 5 min
cycle is made of six radar scans performed at different elevations.
The four lowest elevation tilts are repeated every 5 min and are
interlaced with higher elevation scans in order to sample a larger
bulk volume.
The F20 research aircraft is operated by the Service des Avions
Franc¸ais Instrumente´s pour la Recherche en Environnement
(SAFIRE) and has been used for multidisciplinary research on
cloud physics since 2006. In SOP1, this fast jet (150–200 m s−1
average cruise speed)was equippedwith numerousmicrophysical
sensors allowing the sampling of hydrometeor populations of
various types and sizes. Aircraft data used in this study were
collected by: a two-dimensional stereo probe (2D-S: Lawson
et al, 2006), a cloud particle imager (CPI: Lawson et al, 1998),
and a precipitation imaging probe (PIP). The latter is sensitive
to larger particles (50–3200 μm), while the two former sample
smaller-size (15–2500 μm) cloud and mixed-phase particles.
2.2. Case-studies
The work presented herein is based on the analysis of radar data
collected during precipitation events that passed over the HyMeX
radar network on 28 and 30 August, 24 and 29 September, and 26
October 2012. Among these five cases, four were characterized by
the presence of deep, intense, convection and one (29 September)
was associated with stratiform precipitation. An overview of the
structure of these systems is summarized in Figure 2(a–e) and
Table 2.
The two August events (Figure 2(a–b)) were associated with
the passage of a dynamic upper-level trough over France that led
to deep convection over the radar network area. The 24 September
(Figure 2(c)) HPE consisted of an intense, long-lasting, bow-echo
convective system that formed over the Ce´vennes-Vivarais area
in response to strong upper-level dynamic forcing and low-level
convergence. The 29 September event (Figure 2(d)) was a frontal
system characterized by the presence of embedded convection,
which developed in connection with the propagation of a cut-
off low from Spain to southern France. Finally, the 26 October
HPE (Figure 2(e)) was associated with a short-wave trough that
merged with an altitude potential vorticity anomaly to produce
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Table 2. Synoptic and regional meteorological conditions associated with the five cases investigated in this study, along with considered intercomparison periods
between Nıˆmes (NIM, S-band), Collobrie`res (COL, S-band) and Montclar (MON, C-band) radars.
Date (2012) MON/NIM intercomparison COL/NIM intercomparison Synoptic situation Regional situation
period (UTC) period (UTC)
28 August 0400–0800 – Dynamic trough approaching France Deep convection
30 August 0000–0400 – Dynamic trough crossing France Deep convection
24 September 0100–0300 0600–0900 Trough associated with strong upper
level dynamic forcing and favourable
low-level conditions
Fast, long lasting bow-echo system
29 September 1100–1600 – Cut-off low centred over Iberian penin-
sula
Stratiform precipitation with embed-
ded convection
26 October – 1100–1300 Deep upper-level low passing over
Catalonia, Gulf of Lion and SE France
Mesoscale Convective System with V-
shape organization
Figure 2. Operational reflectivity composite (dBZ) showing the overall structure of the five weather situations investigated in this study: (a) 28 August 2012, (b) 30
August 2012, (c) 24 September 2012, (d) 29 September 2012, and (e) 26 October 2012. MON, NIM, COL labels correspond to Montclar (C-band), Nıˆmes (S-band),
and Collobrie`res (S-band) radar locations respectively. Intercomparison areas are shown by red boxes labeled IC. Panel (f) shows the F20 airtrack (cyan) on 29
September 2012. Times are in Universal Time Coordinated.
intense, V-shaped, mesoscale convective systems over southern
France and near the Mediterranean Sea.
3. Hydrometeor classification algorithm and consistency
method
3.1. Description of the hydrometeor classification algorithm
The processing of dual-polarimetric raw radar data is based upon
the procedure described in Figueras et al (2012). This approach
consists of five main steps: (i) correction for potential ZDR
miscalibration as implemented by Illingworth et al (2002) and
Gourley et al (2006); (ii) discrimination between meteorological
and non-meteorological echoes (Gourley et al, 2007); (iii)
estimation of the 0◦C isotherm altitude from polarimetric data
(Giangrande et al, 2008) and operational model analyses; (iv)
estimationof the specificdifferential phaseKDP, and (v) correction
of signal attenuation (Tabary et al, 2009). Once pre-processed,
radar data are passed into the HCA described hereafter.
The core of the HCA is based on the fuzzy logic operational
algorithm described in Al-Sakka et al (2013). It allows for the
discrimination between five hydrometeor types (rain, wet snow,
dry snow, hail and ice) at both S- and C-band and relies on
a unique equation to calculate the resulting combination of
membership function values. The same formulation is adopted
at all wavelengths without making use of empirical weights. Both
the first and the second hydrometeor type ranked (the two highest
values obtained) are saved. As will be seen later, the information
on the second hydrometeor type sorted is useful to solve potential
ambiguities that may happen when hydrometeor data inferred
from different radars are interpolated onto a common grid. The
calculation of the aggregated value is given in Eq. (1) hereafter:
PiF = Fi(T)Fi(BB)[Fi(ZH,ZDR) + Fi(ZH,KDP) + Fi(ZH, ρHV)],
(1)
where irefers to the hydrometeor type and Fi represents the
membership function. In Eq. (1), one-dimensional membership
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. 142 (Suppl 1): 95–107 (2016)
Radar-derived Hydrometeor Identification during HyMeX 99
Figure 3. Bivariate domain of membership functions exceeding 0.1 for all hydrometeor types: (a) ZH-ZDR, (c) ZH-KDP, and (e) ZH-ρHV for C-band radar; (b) ZH-ZDR,
(d) ZH-KDP, and (f) ZH-ρHV for S-band radar.
functions of temperature (T) and bright band (BB) are used as
multiplicative terms, whereas bivariatemembership functions are
applied as additive terms.
Membership functions are established empirically for each
bandwidth from T-matrix simulations and human expertise
(Al-Sakka et al, 2013). The option to only discriminate
between a limited number of hydrometeor species is motivated
by operational constraints and allows improvement of the
robustness and efficiency of the algorithm. In order to achieve
a more comprehensive description of the cloud microphysics,
the graupel category (GR), which is critical to achieve HyMeX
scientific objectives such as investigation of cloud electrification
processes (Takahashi et al, 1978; Saunders et al, 1991) or
evaluation of microphysical parametrization in NWP systems,
was implemented into this HCA.
Graupel identification is achieved by using the definitions
proposed by Marzano et al (2007) for C-band, and by Park
et al (2009) for S-band. Since the outcome of HCA methods
is generally both radar- and area-dependent, some parameters
were adjusted to achieve consistency at both wavelengths. A
bivariate (ZH, ρHV) and a trapezoidal membership function for
temperature, which are not included in Marzano et al (2007), are
also introduced at C-band in order to use the same parameter
for all radars. The graupel membership function values are
also weighted based on human expertise (WZH−ZDR = 1.0,
WZH−KDP = 0.5, WZH−ρHV = 2.0) to obtain a coherent range
of results. The (ZH, ZDR), (ZH, KDP) and (ZH, ρHV) bivariate
domains for both radar frequencies are shown in Figure 3.
Another improvement of the original algorithm of Al-Sakka
et al (2013) was achieved by performing a distinction between
convective and stratiform precipitation such as suggested by Park
et al (2009) and Dolan et al (2013). In the present study, the
method for discriminating between convective and stratiform
echoes follows the recommendations of Park et al (2009). It is
based on the identification of the 0◦C isotherm as well as on
the characteristics of the observed vertical profiles of reflectivity.
When the maximum ZH within a given vertical column is higher
than 45 dBZ, or if the reflectivity value is higher than 30 dBZ at
a height greater than 1.6 km above the 0◦ isotherm, the echo is
classified as convective. This partitioning restricts the presence of
given hydrometeor types into specific areas of the weather system
so as to mitigate the risk of misclassification. When an echo is
classified as ‘convective’, the wet and dry snow categories are not
allowed within a whole vertical column. Conversely, when an
echo is classified as ‘stratiform’, graupel and hail are excluded.
3.2. Consistency methodology
The performance of theHCA is evaluated by intercomparing Plan
Position Indicator (PPI) of retrieved hydrometeor fields inferred
from the analysis of data collected within overlapping areas of
different radars. The rationale for this original approach is that
twoneighbouring dual-polarization radars should detect the same
hydrometeor populations within their common sampling areas
regardless of their wavelength and of their overall characteristics.
The analysis framework is described hereafter:
i) Pairs of neighbouring dual-polarization radars, separated
by distances between 100 and 180 km, are selected
independently of the wavelength and scanning strategy
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Figure 4. Schematic view of the methodology used to compare hydrometeor
classification data from pairs of neighbouring radars.
of the instruments. Based on this criterion, two pairs are
selected: Montclar (C-band)/Nıˆmes (S-band) and Nıˆmes
(S-band)/Collobrie`res (S-band).
ii) A domain of intercomparison of 5 km (x-direction)× 5 km
(y-direction) × 10 km (z-direction) centred on the middle
of the radar baseline (the imaginary segment joining the
pair of selected radars) is defined.
iii) For each pair of radar tilts intersecting within the
intercomparison area, HCA outputs inferred from the
analysis of near-simultaneous observations made by the
two instruments are compared (Figure 4). While the
sampling volumes are similar, the differing scan patterns
of the two radars nevertheless cause time offsets. To
mitigate errors resulting from temporal mismatch only
tilts belonging to the same 5 min cycle are considered
in the analysis. A difference in the horizontal positions
h = ±250mandvertical positionz = ±100mbetween
the centre of each pair of intersecting radar beams is
permitted to obtain sufficient data for statistical analysis.
Finally, the quality of the radar measurements is taken into
account by discarding data for which the signal-to-noise
ratio (SNR) is lower than 15 dB or partial beam blockage
(PBB) is higher than 10%. These thresholds were chosen
to be consistent with those used operationally for other
applications such as quantitative precipitation estimation
(QPE). An SNR sensitivity analysis will nevertheless be
presented for C- and S-band comparisons in section 4.1.
4. Evaluation of the HCA in various precipitation regimes
4.1. Intercomparisons at S- and C-band
According to the intercomparison method described in section 3,
the volume coveragepattern resulting from the scanning strategies
of the MON and NIM radars (Table 1) offers the possibility to
compare HCA outputs at three different levels: 3, 7 and 9 km.
Figure 5 presents the average fraction of hydrometeor types
inferred from the global analysis of ∼15 h of radar data collected
on 28 August, 30 August, 24 September and 29 September 2012
(more informationabout theperiodof analysis is given inTable 2).
Overall the proportion of hydrometeor species retrieved in the
common sampling area of the two radars is very similar despite
disparate wavelengths and slightly different beam properties of
the instruments. Of all the points 86% are classified the same
whereas the remaining 14% are not. Specifically 75, 88 and 96%
of the three different sets of points are in agreement at the height
of 3, 7 and 9.5 km respectively. Themajor differences are observed
at the height of 3 km although slight discrepancies can also be
noticed at mid (7 km) and high (9.5 km) altitudes. At the lowest
Figure 5. Mean percentages of hydrometeor species retrieved from Nıˆmes
(S-band, left panel) and Montclar (C-band, right panel) radars, integrated over
the full area of interest on 28 August 2012, 30 August 2012, 24 September 2012
and 29 September 2012.
level, the percentages of rain and wet snow retrieved from the
two radars are almost identical, but the proportion of graupel
is higher in MON data than in NIM data (13% vs. 8%). This
overestimation is counterbalanced by higher percentages of hail
in NIM-derived hydrometeor species (9% vs. 2%). At the highest
level, the two radars only detect the presence of ice and graupel,
but retrieved graupel proportions again differ by a few per cent.
In order to evaluate more precisely the performance of the
HCA in different precipitation regimes, we present in Figure 6 the
average fractions of hydrometeor species retrieved within both
the 29 September 2012 stratiform event (Figure 6(a)) and the
28 August 2012 convective case (Figure 6(b)). The agreement
between the two datasets is better in the stratiform regime, as
illustrated by the roughly equivalent proportions of retrieved
hydrometeor types at all levels (notice the lack of data at 9 km
abovemean sea level (AMSL) due to the limited vertical extension
of the system). The results are less consistent for the convective
case within which hydrometeor species produced by the radars
differ at the lowest level (3 km). Hence, one can notice the
existence of wet snow inMON-derived hydrometeor fields, which
is not detected in NIM-derived data. A smaller proportion of hail
is also obtained from MON data although the overall proportion
of frozen hydrometeors (graupel + hail) is relatively steady in
data from both radars.
The performance of the algorithm as a function of time is
also investigated by examining 15 min time windows of retrieved
hydrometeor types. In the stratiform case (Figure 6(c)), results
obtained from the two radars are in excellent agreement. At
the height of 3 km, the two radar beams intersect within the
bright band (BB) region resulting in high percentages of wet
snow (∼93% of consistency). The simultaneous presence of wet
snow and graupel at given periods likely suggests the presence
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Figure 6. Percentages of hydrometeor species retrieved from Nıˆmes (S-band) and Montclar (C-band) radars on 29 September 2012 (left panel) and 28 August 2012
(right panel). (a,b) Average over the full area of interest and total duration of the event; (c,d) results by steps of 15 min at all three intercomparison levels.
of embedded convection. The main differences occur between
1300 and 1400 UTC, likely resulting from the slightly different
beamwidth of the two radars, or from slight time shifts between
observations. In the convective situation (Figure 6(d)), the HCA
produces equivalent proportions of frozen particles, but higher
quantities of hail are systematically generated from NIM data.
The proportion of graupel at midlevel (7 km) is also significantly
higher in theNIMdata. The comparison of attenuation-corrected
reflectivity at horizontal polarization measured by the two radars
in the common sampling area indicates a mean bias of ∼4.5 dBZ
in favour of the S-band radar at heights of 3 and 7 km and a bias
of less than 0.5 dBZ at 9 km (not shown). In the stratiform case,
the difference between the two radars is much less pronounced
and is limited to approximately +0.8 dBZ at all heights. These
observations suggest that differences in precipitating frozen
hydrometeors retrieved from NIM and MON radars may be
related to an imperfect correction of attenuation at C-band.
Another evaluation of the HCA performance was achieved by
calculating the percentage of agreement between the outputs of
the two radars for all volumes considered in this study at a time
step of 15min. Results of this analysis (Table 3) are globally in line
with those discussed previously. For a standard SNR threshold
value of 15 dB, the overall percentage of agreement exceeds
82% for rain and wet snow and reaches 95% for ice. For frozen
precipitating particles the results are more disparate. For graupel
the rate of agreement is between 59 and 69% depending on the
altitude, but only reaches 14% for hail. The latter result must
however be considered carefully as the global proportion of hail
retrieved from the 15 h of data is quite small. If one considers all
hydrometeor species together (ALL) then the rate of agreement
averages about 78.5% for an SNR threshold value of 15 dB. This
indicates that most intercomparisons are made in ice.
The impact of SNR thresholdonhydrometeor classificationwas
also assessed through reprocessing all radar data with new SNR
threshold values of 10 and 20 dB (Table 3).On the one hand, using
a lower SNRvalue should theoretically increase thenumberofdata
available for the analysis especially at high altitude. This should
improve the classification results as HCA performance is better
above the freezing level thannear andbelow the bright bandwhere
a larger variety of hydrometeor types can be found. On the other
hand this should also result in introducing more noisy data into
the analysis, which may negatively impact on the classification.
When considering all hydrometeor species together (ALL), it is
found that decreasing the SNR threshold does not significantly
impact on the overall performance of the algorithm. The impact is
however more significant when the threshold is increased as seen
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Table 3. Impact of the SNR threshold on hydrometeor classification in terms
of percentages of agreement between Nıˆmes (S-band) and Montclar (C-band)
radars. Results are integrated over the full area of interest on 28 August 2012,
30 August 2012, 24 September 2012 and 29 September 2012. The upper level
corresponds to the combination of 7.1 and 9.5 km altitudes, whereas the lower
level is equivalent to the initial 3.0 km level. Label ‘ALL’ refers to all hydrometeor
species together for both the lower and upper level. Note that only hydrometeor
types affected by the SNR are shown.
SNR (dB)
% agreement Montclar/Nıˆmes 10 15 20
Upper Graupel 53.9 59.4 65.4
Ice 92.8 95.0 93.4
Rain 82.1 82.7 72.2
Lower Wet Snow 81.3 82.5 82.5
Graupel 72.7 68.9 66.8
Hail 17.7 14.2 18.5
ALL 81.0 78.5 73.0
by the global percentages of agreement which reach 81.0, 78.5 and
73.0% for SNR threshold values of 10, 15 and 20 dB respectively.
These results suggest that the first-aforementioned effect tends
to play a more important role in HCA performance. When each
hydrometeor species is considered individually, the impact of
SNR appears to be both type- and altitude-dependent. These
results are however fluctuating and are quite difficult to interpret.
Wet snow and ice categories seem relatively insensitive to the
SNR threshold while graupel and hail species are more sensitive.
4.2. Intercomparisons at S-band
Separated by 165 km along a north-northwest axis, NIM
and COL S-band radars offer another opportunity to eval-
uate the robustness of the HCA algorithm at heights
of 2, 3 and 4 km.
Figure 7presents the global proportions of hydrometeor species
deduced from 7 h of cumulative observations collected on 24
September and 26October 2012. At first sight, the results obtained
with the two S-band radar data appear less consistent than those
obtained from the MON/NIM pair. In particular, one can note
that the nature of hydrometeor species retrieved at a given height
can be totally different. Overall about 30% of the radar pixels
are classified differently. Hence dry snow (lowest level) and ice
particles (highest level) diagnosed from COL data are totally
absent in NIM-derived hydrometeor data and the proportions
of common hydrometeor species are also quite different between
the two radars: at the lowest level the HCA produces 75% of rain
with COL data vs. only 65% fromNIM observations; at mid-level
the same proportion of wet snow (40%) is diagnosed, but the
proportions of dry snow and graupel are inverted. Also one can
note that the proportion of hail and graupel is also systematically
higher in NIM-derived hydrometeor fields.
According to Figure 8, data collected on 24 September
(Figure 8(a)) accounts for most of the above-mentioned
differences. At the lowest level the NIM-derived hydrometeor
field shows about 80% of liquid precipitation whereas COL-
derived data indicate a mixture of wet and dry snow in the
proportion of 70%. At middle level, NIM-derived hydrometeor
data also presents a larger proportion (60%) of wet snow, while
COL-derived data indicate dry snow in the proportion of 70%.
At the highest level, using COL data also results in about 55% of
ice particles vs. 45% of dry snow using NIM data, thus explaining
the differences seen in Figure 7.
In order to determine the sources of discrepancies observed on
24 September, radar observablesmeasuredby the two instruments
on this day were compared over a 2 h period (Figure 8(b)). Major
differences consist in a bias of ∼0.02 in ρHV data and in a
systematic underestimation of COL reflectivities, with differences
Figure 7. As in Figure 5 but for Nıˆmes (S-band, left panel) and Collobrie`res
(S-band, right panel) radar, on 24 September 2012 and 26 October 2012.
punctually reaching up to 10 dBZ. The latter differences may be
related to an imperfect correction of attenuation – although
S-band radars are less subject to this issue, the reported
observation of heavy precipitation and hail at the ground on this
daymake this hypothesis plausible. As the distinction betweenhail
and graupel is partly driven by the value of ZH, these differences
could account for the observed discrepancies in graupel and hail
proportions. These disparities, however, cannot explain other
more important dissimilarities seen in Figures 7 and 8(a).
In order to further investigate this matter, the impact of
the 0◦C isotherm height information used to discriminate
between convective and stratiform precipitation regimes in the
polarimetric chain was also studied. As mentioned in section
3.1, this parameter is deduced from either radar data (whenever
possible) or from an operational analysis of the global operational
model ARPEGE (Courtier et al, 1991). Since the altitude of the
0◦C isotherm inferred fromNIMmeasurements on this day agrees
well with that achieved from the Nıˆmes operational radiosonde
observations (not shown), the sensitivity to this parameter was
evaluated by using NIM temperature data as an input for COL
radar data analysis.
The results of this sensitivity experience are presented in
Figure 8(c). Overall, one can observe a significant improvement
at all levels. The main difference occurs at the height of 3 km
where theproportionofwet snowderived fromCOLdata is higher
(∼75% vs. ∼55%). The global proportion of frozen particles is
also higher in NIM-derived hydrometeor data, which, again,
suggests that attenuationmight not be perfectly corrected in COL
data. However, the inconsistency between retrieved hydrometeor
species noticed in Figure 7(b) no longer exists and the HCA now
produces identical hydrometeor species at all levels from the two
radar datasets. These results indicate that a good estimation of the
isotherm 0◦C level is key for achieving an optimal performance
of the HCA.
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Figure 8. Radar data collected on 24 September 2012. (a) Proportions of hydrometeor species retrieved from Nıˆmes (S-band) and Collobrie`res (S-band) radars,
integrated over the full area of interest, (b) time series of the mean and standard deviation values of main radar observables, and (c) proportions of retrieved
hydrometeor species using Nıˆmes radar-derived temperature information as an input for both Nıˆmes and Collobrie`res radar on 24 September 2012.
4.3. Comparisons against in situ airborne data
The proposed intercomparison approach is an original method
to evaluate the overall performance of HCA outputs, but it
only allows inferring the consistency of the results. Objective
validation of HCA outputs remains a hard challenge due to the
small amount of in situ observations available. The extensive
in situ dataset collected by the F20 research aircraft during
HyMeX then represents an interesting opportunity to further
evaluate the performance of this algorithm. In the following,
in situ observations collected by the F20 research aircraft on
29 September 2012 (IOP 8) are used to assess the accuracy of
microphysical retrievals. On this day, the F20 flew across the
observed cloud systems at various heights and for several hours,
allowing sampling of the microphysical properties of this weather
system with a high level of detail (Figure 2(f)).
Examples of such comparisons are in Figure 9, which displays
PIP image data collected between 1245 and 1418 UTC at various
altitudes. At 1245 UTC, the PIP indicates the presence of large
drops at an altitude of 2100 m AMSL, whereas this area was
classified as hail according to the S-band radar – note that
radar-derived data at ground level only showed the presence of
rain in this area. At the time of observations, the distance between
the aircraft and the centre of the nearest radar pixel was ∼2 km.
The horizontal variability of hail being quite large, the distance
between radar andprobemeasurements couldpotentially account
for this disagreement. Nevertheless we suspect this discrepancy to
bemore likely related to a poor performance of theHCA resulting
from the resemblance between melting hail and large drop
signature in the radar domain (Bringi et al, 1991; Schuur et al,
2001; Ryzhkov et al, 2005). At 1340 UTC, the PIP (radar) detected
aggregate particles (dry snow) at ∼4.5 km AMSL. As both snow
categories can be associated with aggregates, this disparity is
only due to the limitation of microphysical species resolved by
the HCA and this comparison might be considered as correct. A
couple of minutes later (1342 UTC), the aircraft flew within an
area of embedded convection characterized by the presence of
graupel at the height of 3.8 km. Radar classification results in this
area agree quite well with in situ observations, which confirm
the consistency of the convective/stratiform discrimination
introduced in the algorithm. Finally, snow flakes were detected
at 1418 UTC around 6 km AMSL. Although the distance between
the F20 and the nearest radar pixel was quite large (∼3.2 km), the
HCAoutputs in this area also indicate the presence of ice particles.
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Figure 9. Microphysical observations valid on 29 September 2012 between 1245 and 1418 UTC. Comparisons between in situ hydrometeor PIP data on board the
Falcon 20 and corresponding hydrometeor types inferred from the analysis of Nıˆmes (S-band) radar data at the same times and locations.
5. Construction and evaluation of multi-radar 3D hydrome-
teor composites
5.1. Interpolation method
Getting access to the three-dimensional (3D) distribution of
hydrometeor species at various time and spatial scales is essential
to assess the severity of HPE as well as to better understand the
microphysics/dynamics relationships that generally drive their
evolution. The few studies dedicated to the construction of 3D
hydrometeor fields available in the literature consist in projecting
dual-polarimetric radar observables collected by different radars
onto a Cartesian grid, prior to the application of an HCA. Such
a method was for instance used by Tessendorf et al (2005) and
Lang and Rutledge (2008) to process radar data collected during
the field phase of the Severe Thunderstorm Electrification and
Precipitation Study (STEPS: Lang et al, 2004). The raw dataset
collected by two S-band dual-polarimetric radars (ZH, ZDR, KDP,
ρHV . . . ), were interpolated onto a common Cartesian grid and
processed using HCAs proposed by Liu and Chandrasekar (2000)
and Straka et al (2000). This approach is however not suitable to
process data collected by radars functioning at different frequen-
cies, as the signature of hydrometeors in the polarimetric radar
data space is wavelength-dependent. This issue is critical when
one wants to merge either data collected by multi-wavelength
research radar systems deployed in field experiments or data
collected from heterogeneous operational radar networks such as
the French radar network (Bousquet and Tabary, 2014). In such a
case, the only possibility of constructing composite hydrometeor
fields is to remap hydrometeor data produced individually from
each radar onto a common grid. Since hydrometeor type data
cannot be considered as scalars, mosaicking single-radar hydrom-
eteor fields can however be challenging when hydrometeor types
diagnosed from different radars at the same location do not
match. The good agreement between hydrometeor distributions
deduced from the analysis of independent radar datasets collected
duringHyMeX nevertheless suggests that such an approach could
be effectively used. In this regard, a simple method to construct
multi-radar composites of hydrometeor types was developed and
tested using radar data collected during HyMeX IOP6.
The proposed remapping method consists in interpolating
single-radar PPIs of hydrometeor type data onto a Cartesian
grid, whose meshes are chosen to be consistent with the native
resolution of radar data. Hydrometeor data diagnosed by each
radar are first synchronized with respect to the ending time of
the considered 15 min supercycle period (Table 1) to account
for the non-simultaneity of the measurements. A Cressman
(1959) weighting function is then applied to individual radar
hydrometeor type data with horizontal and vertical radii of 5 and
1 km, respectively. This function is defined as a virtual score α,
and for each hydrometeor type i:
αi =
∑
(w × Pi), (2)
wherew is the ‘classical’ Cressmanweighted score andP is the final
score as defined inEq. (1). Themost probable and the secondmost
probable hydrometeor type diagnosed by each radar are taken
into account in the analysis. This allows reducing the ambiguity in
multi-radar classification results that could arise when the score
of the dominant type is very close to that of the second one.
5.2. Application to the 24 September 2012 convective line
The performance of this interpolation scheme was evaluated
on the HPE observed on 24 September 2012 (IOP 6) at 0200
UTC (Figure 2(c)) – this time more or less corresponds to the
maximum of intensity of the bow-echo system. At this time,
the convective system was propagating eastwards at a speed of
∼12 m s−1. Reflectivity and hydrometeor data derived from the
analysis of NIM and MON radar observations were interpolated
onto a domain of 150 km × 150 km × 14 km, with a grid
resolution of 1 km × 1 km × 0.5 km (Figure 10). According
to the resulting composite reflectivity field∗ (Figure 10(a)), the
core of the system was composed of several cells lining up in the
south–north direction with radar reflectivity value exceeding 60
dBZ at 2 km AMSL (horizontal cross-section) and extending up
to 25 dBZ at the height of 12 km (vertical cross-sections).
The corresponding retrieved hydrometeor field is in
Figure 10(b). The horizontal distribution of hydrometeor types at
the altitude of 2 km shows that the most active part of the system
is composed of hail. The shape of the hail pattern is in good
agreement with the pattern of maximum reflectivity, but the
match is not perfect. Hence, one can notice that the convective cell
developing at the rear of the main line (X = 90 km, Y = 130 km)
is composed of rain despite reflectivity values equivalent to those
observed at the leading edge of the system. These results indicate
that hail retrieval is not only driven by reflectivity values, but that
other radar observables also play a role in hail detection. One
can also note the presence of wet snow in the eastern part of
the domain. The presence of this specie at this level is an artefact
that likely results from both the geometry of the radar sampling
∗In order to obtain the composite reflectivity field, a classical Cressman
interpolation was performed with the same horizontal and vertical radii as for
hydrometeor interpolation.
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Figure 10. Horizontal cross-section of (a) radar reflectivity and (b) hydrometeor species at 2 km AMSL, inferred from the composite analysis of Nıˆmes (S-band) and
Montclar (C-band) data on 24 September 2012 at 0200 UTC. Top and right panels in (a,b) show vertical cross-sections along black lines shown at X = 115 km and
Y = 115 km.
and the principle of the ‘Cressman interpolation’ that tends to
extrapolate data collected at higher level towards the ground.
The vertical cross-sections indicate the presence of wet snow
around 4 km,which corresponds to the height of themelting level.
The leading edge of the squall line is composed of a ∼5 km wide
hail column (or hail/rain mixture) extending from the ground
up to a height of 6 km (top panel). The width of the hail column
increases with height, which indicates that a large proportion of
hailstones melted before reaching the ground. Above the melting
level, this column is surrounded by graupel extending over a
horizontal distance of 10 km on either side and up to the height
of 8 km. In the less intense areas of the system, the predominant
hydrometeor in lower levels is rain, while dry snow and ice crystals
are found everywhere above themelting layer. The presence of hail
and graupel is consistent with intense lighting activity observed
from Lightning Mapping Array (LMA) data at the same time
(Defer et al, 2014). Some hail was also reported at the ground by
observers (Brice Boudevillain, 2012; personal communication).
The result of the ‘mosaicking’ scheme on the final hydrometeor
field is illustrated in Figure 11, which shows single-radar
hydrometeor data interpolated along the west–east cross-section
shown in Figure 10(b). Overall, the microphysical structure
obtained by processing each radar dataset individually is very
similar,which confirms the consistencybetweenNIM-andMON-
derived hydrometeor data already discussed in section 4 (Figures 5
and 6). In particular, the vertical distribution of hydrometeor
types is very stable from one radar to another. The location of the
convective area (105 km< x< 115 km), which can be identified
by the presence of the hail column, is also similar in MON
(Figure 11(a)) and NIM (Figure 11(b)) data. Some discrepancies
can nevertheless be detected between the two images. In MON
data, for instance, hail does not extend beyond the melting level
(resulting in a smaller vertical extension of the hail column), the
amount of graupel is higher (and extends over a larger horizontal
area) and no observation is available near the ground in the
convective area. While the latter issue is a consequence of the
large distance between the radar (located at x=−8 km, y= 88 km)
and the core of the system, the other discrepancies appear directly
related to the performance of the HCA. A careful study of HCA
outputs showed that these differenceswere related to the closeness
of the graupel and hail scores in these areas. The application of the
mosaicking scheme, which allows the solution of such ambiguities
by taking into account both the dominant and the second sorted
hydrometeor type diagnosed by each radar, allows the production
of a coherent hydrometeor field and the smooth resolution of
the disagreement between the two datasets (Figure 11(c)). Near
x ∼ 60 km and for x> 120 km, one can however notice the
presence of dry snow in direct contact with rain, which is not
realistic. This artefact, already seen in Figure 11(a) and (b), can
be explained by either the lack of vertical resolution of radar
measurements at long range (x> 120 km; see location of Monclar
radar in Figure 10(b)) or by classification errors (x ∼ 60 km).
While ‘geometrical’ errors cannot be corrected by the mosaicking
scheme, the implementation of a continuity analysis during the
compositing may prevent the latter HCA mistakes.
6. Conclusion
This articlehasdocumented the evaluationof an improvedversion
ofMe´te´o-France fuzzy logicHCAby usingmulti-frequency, dual-
polarimetric, operational radar observations collected during
HyMeX SOP1. The main questions addressed in this article
concern the validation of HCA outputs and the construction of
multi-radar composite 3D hydrometeor fields. The original HCA
was improved by including the graupel hydrometeor type in
the analysis and by taking into account the precipitation regime
(convective vs. stratiform) in the classification. About 20 h of
data collected by the three dual-polarization radars located in
Montclar (C-band), Nıˆmes (S-band) and Collobrie`res (S-band)
were processed to assess the performance of the HCA. An original
approach, basedupon intercomparisonsof retrievedhydrometeor
types deduced from pairs of neighbouring radars (S-band vs.
S-band and S-band vs. C-band) over a common sampling area,
was proposed. This method also allows evaluating the calibration
of polarimetric radars. Overall retrieved hydrometeor data are
found tobeglobally consistent fromone radar to another although
S-/C-band radar comparisons generally show better consistency
than S-/S-band radar comparisons. Observed differences are
related to issues with the identification of the 0◦C isotherm on
one of the radars. This puts emphasis on the necessity to use
accurate temperature data as an input of the HCA. Imperfect
attenuation corrections at both C- and S-band are also found to
occasionally impact the quality of the hydrometeor identification
in convective situations.
The objective validation of the hydrometeor classification
algorithm was partially addressed through using independent,
in situ microphysical measurements collected by an F20 research
aircraft in the vicinity of the Nıˆmes radar during IOP 8. Although
the processing of in situ observations collected on this day are
still awaiting completion, it was possible to make preliminary
comparisons between PIP data and hydrometeor data derived
from the analysis of Nıˆmes radar observations over short periods
of time. Results of these preliminary comparisons are encouraging
and seem to attest to the good performance of the proposedHCA.
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Figure 11. Hydrometeor fields interpolated onto a Cartesian grid along the west–east vertical cross-section shown in Figure10 for (a) Montclar (C-band) radar,
(b) Nıˆmes (S-band) radar, and (c) Montclar and Nıˆmes radars.
Finally, a novel interpolation method allowing the remapping
of single-radar hydrometeor fields onto a common Cartesian grid
was developed and successfully tested on the 24 September HPE
observed during HyMeX IOP 6. This approach, based on the
classical Cressman interpolation scheme, was adapted in order to
use hydrometeor probability scores. One of the major benefits
of this method is that it allows the combination of hydrometeor
data retrieved from radars functioning at different frequencies.
The present study could be extended by making use of the
extensive in situ dataset collected by the F20 research aircraft
during IOP 8, as well as on other HyMeX flights, to further
evaluate the accuracy and realism of radar-derived hydrometeor
information. Such comparisons are however quite subjective and
using ground-based data may be more appropriate to objectively
evaluate the performance of this or other HCAs. Examination of
both hail pad and extensive disdrometer data collected during
SOP 1 (Bousquet et al, 2015) may be considered to evaluate
the performance of the HCA regarding hail, graupel and rain
detection. The evaluation of the proposed HCA at X-band is
another important step to verify the feasibility of hydrometeor
classification at all frequencies from the same scheme. While
such an analysis was not possible in the frame of HyMeX due
to beam blockage and technical issues, the recent deployment
of three new operational polarimetric X-band radars in the Alps
(Mt Colombis, Vars Mayt and Grenoble) to complement the two
radars of Mt Vial and Maurel (Figure 1) should help investigate
this matter. Finally, the possibility of using the 3D temperature
information derived from high-resolution NWP suites should
be examined in order to improve hydrometeor classification
retrieved by dual-polarization radars.
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CHAPITRE 3. MÉTHODOLOGIE 3.3. TRAITEMENTS RADAR-LMA
3.3 Mise en commun des données radar-HyLMA-EUCLID
Grâce à cette nouvelle méthode d’interpolation (section 5 de l’article, p10), des composites 3D
d’hydrométéores sont disponibles dans le Sud de la France à la résolution spatio-temporelle de
1 km × 1 km × 0.5 km et 15 minutes. Afin de combiner ces informations avec les données
électriques, il faut au préalable effectuer un conditionnement de ces dernières.
3.3.1 Traitements des données électriques
3.3.1.1 EUCLID
Les données EUCLID disponibles sur la base de données HyMeX (http://mistrals.sedoo.
fr/HyMeX/), correspondent à des fichiers texte dont chaque ligne représente un évènement de
type arc-en-retour. Or un éclair peut être le résultat de plusieurs arcs-en-retour si la quantité
de charge neutralisée lors du premier évènement n’a pas été assez conséquente, laissant une
trop grande instabilité et une source d’énergie disponibles pour en créer d’autres. À partir
de critères spatio-temporels simples, il est possible de recomposer tous ces évènements en des
éclairs distincts. Ces données ont été gracieusement fournies par Stéphane Pédeboy (Météo-
rage/EUCLID), en utilisant les mêmes critères que Cummins et al. (1998) :
Un éclair nuage-sol =

Durée totale maximum de l’éclair = 1 s
Délai inter-arc (entre 2 arcs consécutifs) = 0.5 s
Distance maximale entre le premier et les autres arcs = 10 km
3.3.1.2 HyLMA
Le réseau HyLMA détecte les mouvements des traceurs, qui sont les précurseurs des éclairs.
Comme nous l’avons vu dans le chapitre 2, un éclair détecté par le LMA est généralement com-
posé de plusieurs centaines voire même milliers de sources VHF. Afin d’obtenir une information
éclair, il est encore une fois nécessaire d’utiliser des critères spatio-temporels. Pour cela, nous
avons suivi les préconisations de Thomas et al. (2003) qui définissent le meilleur compromis
temps-espace comme :
Un éclair = somme des sources VHF dont
 ∆Temps ≤ 150 ms∆Espace ≤ 3 km
Pour que ces restitutions soient le moins possible entachées d’éventuelles erreurs, nous avons
choisi de seulement considérer les sources VHF ayant été détectées par au moins 7 stations et
ayant un rki2 ≤ 1. Ces critères permettent non seulement de minimiser les erreurs de localisation
par le HyLMA, mais aussi de ne pas réduire drastiquement les jeux de données.
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3.3.2 Grille d’étude
Dans le prochain chapitre, les données collectées par tous ces instruments seront combinées
pour effectuer une étude de cas HyMeX. Afin de pouvoir profiter au mieux de la synergie entre
données radar et électriques, une grille d’étude commune à ces instruments a été construite.
3.3.2.1 Résolution spatio-temporelle
Les contraintes sur les restitutions dynamiques et microphysiques sont plus importantes que
sur les données HyLMA qui est capable de localiser une source à la nanoseconde et à la dizaine
de mètres près. Par conséquent, une grille de 200 km × 200 km × 14 km incluant les radars de
Montclar (bande C) et de Nîmes (bande S) a été construite. La résolution de cette grille est de
1 km × 1 km × 0.5 km (figure 3.4).
Figure 3.4 – Schéma de la grille tridimensionnelle d’étude utilisée lors de l’analyse de IOP6.
3.3.2.2 Prise en compte de l’advection dans les données radar
Les champs radar 3D sont restitués toutes les 15 minutes, période pendant laquelle un système
météorologique peut se déplacer de plusieurs kilomètres. Les données 3D de vent et de type
d’hydrométéores ont donc été synchronisées par rapport au temps moyen de chaque super-cycle
afin de minimiser les erreurs dues aux phénomènes d’advection. Bien que ces champs soient
issus de l’analyse de près de 15 minutes de données radar, ils peuvent, grâce à cette correction,
être considérés comme instantanés et représentatifs de la réalité à un instant t donné.
Dans le même ordre d’idée, l’analyse des données HyLMA collectées pendant chaque super-
cycle de 15 minutes a été restreinte à une période de 5 minutes centrée autour du temps de
référence utilisé pour corriger les données radars de l’advection (figure 3.5). Chaque éclair ayant
sa première source (VHF ou arc-en-retour pour un CG EUCLID) contenue dans la période de
5 minutes est pris en compte.
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Figure 3.5 – Exemple de la mise en commun des données électriques et radar en tenant compte de l’advection
sur des périodes de 15 minutes.
3.3.2.3 Zoom sur les principales zones météorologiques
Dans le but de quantifier les relations entre l’activité électrique et les volumes microphysiques, il
est important que les zones orageuses soient spatialement concordantes. À partir des composites
3D de réflectivité, nous avons projeté au sol le maximum de réflectivité issu de chaque colonne,
et superposé l’activité électrique détectée par le HyLMA (figure 3.6). La figure 3.6-a) met
en évidence que de petits résidus nuageux subsistent à l’arrière de la ligne de grain, mais ne
présentent pas d’activité électrique. Nous avons donc manuellement découpé les fichiers afin de
se focaliser uniquement sur les principales zones météorologiques (figure 3.6-b)).
Figure 3.6 – Projection de la réflectivité maximale au sol : a) avant et b) après découpage de la zone météoro-
logique principale le 24 Septembre 2012 entre 02h15 et 02h30 TU. Les isocontours en noir délimitent les endroits
contenant au moins une source VHF détectée par le HyLMA.
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3.4 Conclusion
Avant de pouvoir exploiter la synergie entre les radars météorologiques et les données éclairs
issues du HyLMA et de EUCLID, nous avons montré que de nombreux développements étaient
nécessaires. La première étape de la méthodologie mise en place a consisté à introduire l’espèce
microphysique graupel, initialement non résolue dans l’algorithme de logique floue de Météo-
France. Pour cela nous nous sommes appuyés sur les travaux de Marzano et al. (2007) et
de Park et al. (2009) pour les radars respectivement en bandes C et S. Une différenciation
entre les régions stratiformes et convectives a également été implémentée afin de réduire les
éventuelles erreurs de classification des types d’hydrométéores dominants dans les pixels radar
ayant été classés comme échos météorologiques par la chaîne de traitement polarimétrique. Tous
ces développements ont fait l’objet d’une évaluation sur les radars de Montclar (bande C), de
Nîmes et de Collobrières (bandes S) dans le Sud de la France, en réalisant des inter-comparaisons
de restitutions d’hydrométéores dans des volumes d’échantillonnage communs.
Une fois l’évaluation du typage des hydrométéores effectuée, une nouvelle méthode visant à
restituer les champs microphysiques tridimensionnels basée sur une adaptation de la méthode
de Cressman a été développée. Cette méthode présente l’avantage de pouvoir être utilisée quelle
que soit la longueur d’onde des radars utilisés, et permet de garder la philosophie de la logique
floue. Ces composites 3D d’hydrométéores ainsi que les restitutions des champs de vent sont
effectués toutes les 15 minutes dans une grille d’étude de 200 km × 200 km × 14 km et avec
une résolution de 1 km × 1 km × 0.5 km.
Les données EUCLID et HyLMA ont par ailleurs été regroupées en des évènements éclairs en
utilisant des critères spatio-temporels décrits dans la littérature. Enfin les phénomènes d’ad-
vection n’ont pas été négligés puisque les données éclairs ont été réduites sur des périodes de 5
minutes autour du temps d’advection (milieu de chaque super-cycle radar).
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CHAPITRE 4. CAS D’ÉTUDE IOP6 HYMEX 4.1. SITUATION MÉTÉOROLOGIQUE
4.1 Analyse météorologique de l’évènement du 24 Sep-
tembre 2012
Dans la nuit du 23 au 24 Septembre 2012, un thalweg d’altitude associé à une dépression
secondaire 1 située dans le Golf de Gascogne provoque l’arrivée d’un front froid par l’Ouest de
la France. Cet évènement est caractérisé par un forçage d’altitude intense lié à une anomalie
positive de tourbillon potentiel, favorisant la création d’ascendances à l’avant du thalweg et
une forte convergence de basse couche (figure 4.1). Le secteur chaud localisé au Sud du front
froid devient particulièrement actif dans la première partie de journée avant de s’évacuer en
direction de l’Italie (figure 4.1-a)). Cette situation est par ailleurs caractérisée par l’existence
d’une convergence du vent en basse couche alimentée par une masse d’air humide provenant de
la Méditerranée, comme le montre l’analyse AROME-WMED (flèches bleues du vent à 10 m
sur la figure 4.1-b)).
En se renforçant au passage du Massif Central, cette ligne convective est devenue très active sur
la région des Cévennes-Vivarais, présentant par moment la signature caractéristique d’un MCS
en forme de ’V’ sur les images satellitaires (figure 4.2). Cette transition a par ailleurs structu-
rellement changé ce système météorologique en un grain en arc (appelé "bow-echo" en anglais,
Fujita, 1978; Weisman, 2001; Davis et al., 2004). Les bow-echos sont régulièrement observés
dans la région des Grandes Plaines aux USA, et sont connus pour leurs effets dévastateurs
(front de rafale violent, tornade). Toutefois il est extrêmement rare d’observer un bow-echo
dans une région à fort relief comme les Cévennes-Vivarais.
Ce jour-là, les relevés pluviométriques sur les Cévennes ont pour la plupart dépassé les 50 mm
de pluie en quelques heures (figure 4.3), et le front de rafale associé au bow-echo a localement
atteint les 100 km.h−1 (Ducrocq et al., 2014). Lors de cet évènement le réseau radar ARAMIS
de Météo-France a mesuré des réflectivités dépassant 60 dBZ dans la partie la plus active du
système et 25 dBZ à 12 km d’altitude (Bousquet et al., 2015). Les reconstructions de vent 3D
associées (cf. chapitre 2, section 2.4.2) ont également révélé la présence de vitesses verticales
supérieures à 12 m.s−1 dans l’ascendance principale, située à la pointe du bow-echo. Un flux
horizontal, légèrement subsident, de 24 m.s−1 s’écoulant de l’arrière vers l’avant du système était
également présent à moyenne altitude dans la région arquée de la ligne de grain (Bousquet et al.,
2015).
1. La dépression principale étant située proche de l’Islande.
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a)
b)
Figure 4.1 – Analyse météorologique du 24 Septembre 2012 sur la France. Source : http://sop.hymex.org/.
a) Analyse de la situation synoptique par le modèle ARPEGE le 24/09/2012 à 00h00 TU. Le géopotentiel à 500
hPa est représenté en bleu par les isocontours, les flèches sont proportionnelles à l’intensité du vent à 300 hPa
(uniquement > 10 m.s−1), et les anomalies de tourbillon sur la surface 2.0 PVU sont en couleurs. b) Analyse
du modèle AROME WMED le 24 Septembre 2012 à 00h00 TU pour le vent à 10 m (en m.s−1, flèches bleues)
et θ
′
w à 950 hPa (en ◦C).
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Figure 4.2 – Températures de brillance retrouvées à partir du satellite EUMETSAT (10.8µm) de 00h00 à 05h00
TU le 24 Septembre 2012, http://sop.hymex.org/.
4.2 Exploitation des relations éclairs-microphysique-
dynamique
4.2.1 Résumé de l’article
Pour la première fois en Europe, une étude alliant un LMA et les informations foudre du réseau
opérationnel EUCLID aux radars polarimétriques de Météo-France a été réalisée, dans le cadre
du projet HyMeX. Ce travail se concentre sur les interactions entre la dynamique, la microphy-
sique et l’activité électrique de la première partie de journée du 24 Septembre 2012 (IOP6 de
la SOP1). Ce jour-là, une ligne de grains se propageant d’Ouest en Est dans la moitié Sud de
la France s’est développée au passage d’un front froid au-dessus du Massif Central, générant
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Figure 4.3 – Précipitations (en mm) cumulées entre 00h00 et 06h00 TU le 24 Septembre 2012 sur la région des
Cévennes-Vivarais, http://sop.hymex.org/.
localement un front de rafale supérieur 100 km.h−1, des cumuls de précipitation supérieurs à
100 mm en 24 heures, et une activité électrique intense.
L’exploitation couplée des données radar et HyLMA montrent que 97 % et 93 % des éclairs se
déclenchent et se propagent dans les zones convectives du système sur la période 23h30 - 03h30
TU les 23-24 Septembre 2012. Durant cet intervalle de temps, l’analyse des données HyLMA
révèle également l’existence de trois périodes caractérisées par une activité électrique distincte.
La première et la troisième sont caractérisées par une forte activité électrique essentiellement
limitée aux régions convectives. À l’inverse, la deuxième période présente une activité électrique
plus faible mais plus marquée dans les régions stratiformes.
Ce travail a permis de caractériser, pour la première fois, la microphysique nuageuse associée à
l’initialisation et la propagation des éclairs dans un système convectif intense. À ce titre, l’étude
montre que 70 % et 22 % des déclenchements d’éclairs ont respectivement lieu dans des régions
majoritairement composées de graupel et de glace. Ces proportions sont en revanche de 58 %
et 33 % pour la propagation. Il est également montré que le mode de croissance de la grêle
peut moduler significativement l’intensité et la distribution de l’activité électrique allant même
jusqu’à stopper le mécanisme non-inductif en présence de grêle mouillée. Les autres espèces
microphysiques comme la pluie, la neige mouillée et la neige sèche jouent en revanche un rôle
marginal dans le déclenchement et la propagation des éclairs.
Un autre point abordé dans l’article concerne l’influence du relief sur l’intensité de la convec-
tion, et de l’activité électrique. Le regain d’activité électrique observé lors de la troisième
période semble en effet être dû au passage du bow-echo au dessus d’une colline (∆h ∼ 500 m)
dans le Vaucluse, provoquant une intensification des vitesses verticales en moyenne troposphère
sous le vent du relief. L’analyse des données LMA montre que cette intensification va provoquer
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un bouleversement de l’activité électrique intra-nuageuse entre 7 et 12 km durant quelques
dizaines de minutes.
Référence : Ribaud, J.-F. ; Bousquet, O. & Coquillat, S. (2016), Relationships between total
lightning activity, microphysics, and kinematics during the 24 September 2012 HyMeX bow
echo system. Q.J.R. Meteorol. Soc., 142 : 298-309, http://dx.doi.org/10.1002/qj.2756
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The structure of a bow-echo system that crossed southeast France on 24 September 2012
during the first Special Observation Period of the Hydrological cycle in the Mediterranean
Experiment (HyMeX) is investigated from a three-dimensional lightning mapping array
(LMA), an operational lightning network, and operational polarimetric radar observations.
Lightning observations reveal that 97% of flash initiation and 93% of flash propagation
occurred within the convective region. Through combining LMA and radar-derived
microphysical data it is also shown that lightning initiation events and propagation
mostly occurred in regions containing graupel (initiation = 70%, propagation = 58%),
ice (initiation = 22%, propagation = 33%), and to a lesser extent hail (initiation = 6%,
propagation = 5%). The detailed analysis of the lightning activity during two periods
of contrasted electrical activity suggests that wet hail growth processes and/or charge
redistribution within the cloud may have had a negative impact on lightning initiation
occurrences and propagation. The most active periods in terms of lightning activity occurred
in conjunction with a vigorous, terrain driven, updraught that transported graupel particles
above a height of 12 km.
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1. Introduction
Understanding and forecasting the life cycle of thunderstorms
requires a precise understanding of the physical processes at
play within these intense weather events. Most studies have
investigated thesemeteorological systems in termsof relationships
between dynamical and microphysical signatures. However,
electrical effects, which are at the culmination of dynamical cloud
and microphysical processes, also provide valuable information
about thebehaviour andpotential impact of theseweather systems
(e.g. MacGorman and Rust, 1998). Thunderstorm electrification
results from a charge separation process that distributes charges
of opposite sign at different heights within the cloud (Williams,
1989). It is generally accepted that collisions between ice
particles and riming graupel in the presence of supercooled
water – a process known as the noninductive mechanism – are
involved in charge separation (e.g. Takahashi, 1978; Saunders
et al., 1991). To achieve a better understanding of this small-
scale process, high space-and-time resolution measurements
are required. Thanks to significant progress in lightning and
precipitation observation systems that has occurred in the last
20 years, such high-resolution observations are now commonly
available to the research community. Hence the advent of efficient
lightning detection sensors such as the Lightning Mapping
Array (LMA) in the late 1990s (Rison et al., 1999; Krehbiel
et al., 2000) allows documenting the total three-dimensional
(3D) structure of lightning, while dual-polarization radars
can be used to infer the dominant type of hydrometeor
within a given sampling volume (e.g. Marzano et al., 2006;
Park et al., 2009).
The potential synergy between LMA and weather radars has
already been investigated in past field experiments. For instance
Wiens et al. (2005) investigated the complex charge structure
of an inverted tripole inside a tornadic supercell from the
United States lightning detection network, an LMA and radar
observations collected in Kansas during the Severe Thunderstorm
Electrification and Precipitation Study (STEPS: Lang et al., 2004).
Lang and Rutledge (2008) also used STEPS measurements to
document thekinematics andmicrophysics in relation to electrical
aspects of an asymmetric bow-echo system in the High Plains of
the central United States. Bruning et al. (2007) highlighted the
importance of the noninductive mechanism in global lightning
activity using observations within a multicellular storm observed
in Oklahoma during the Thunderstorm Electrification and
Lightning Experiment (TELEX: MacGorman et al., 2008). More
recently, Carey et al. (2015) and Mecikalski et al. (2015) studied
several Mesoscale Convective Systems (MCSs) in Alabama to
derive total flash rate proxies from radar observables during the
c© 2016 Royal Meteorological Society
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Deep Convective Clouds and Chemistry (DC3: Barth et al., 2015)
experiment.
Most of the aforementioned field campaigns focused on
the total lightning structure inferred from very high frequency
(VHF)-based lightning mapping systems. Carey et al. (2005) and
Dotzek et al. (2005) showed the existence of a lightning pathway
throughout two different Leading Line Trailing Stratiform (LLTS)
MCSs. Both studies have described the lightning pathway as an
electrical connection resulting from charged ice particles ejected
from the top of the convective area to the upper part of the
radar bright-band region (in the stratiform zone) a few tens of
kilometres rearward. Ely et al. (2008) and Hodapp et al. (2008)
also showed that the slope of the lightning pathway could evolve in
both space and time within other LLTS MCSs. These results have
been confirmed by Lang and Rutledge (2008) in their study of an
asymmetric bow echo, showing both a downward-sloping upper
pathway and a more common constant-altitude lower pathway
at mid-troposphere. In addition, Lang and Rutledge (2008) have
also highlighted that 99% of VHF sources retrieved by the LMA
were concentrated within or closer than 10 km to the convective
regions within this particular MCS.
Recently, Makowski et al. (2013) have summarized the trend of
30 MCSs that occurred over Oklahoma with particular emphasis
on flash rates evolution along with flash initiation zones and
cloud-top temperatures. According to this study, flash initiations
were concentrated in or near the region of higher reflectivities
and colder cloud tops. The characterization of the microphysics
associated with lightning initiation events has been addressed
by Bruning et al. (2007) and Lund et al. (2009), who studied
polarimetric radar signatures within amulticell storm and a small
MCS, respectively. The microphysical species having the highest
probability of being associated with lightning initiation events
was identified as graupel. Lund et al. (2009) also noticed that
upper-level lightning initiation (within a normal tripolar charge
structure) did arise at the interface between ice and graupel,
whereas only graupel seemed to occur for low-level lightning
initiation occurrences.
The unique and extensive dataset collected during the first
special observing period (SOP1) of the Hydrological Cycle
in the Mediterranean Experiment (HyMeX: Drobinski et al.,
2014; Ducrocq et al., 2014) offers the possibility to further
investigate the complex relationships between cloudmicrophysics
and lightning at play within severe thunderstorms. One of
the objectives of HyMeX-SOP1, which took place in autumn
2012 (September–November) in the northern part of the
Mediterranean basin, was to better understand the physical
processes leading to the development of high-impact weather
events in this flood-prone area (e.g. Delrieu et al., 2005; Ducrocq
et al., 2008). To achieve the project’s goal, several lightning
sensors, including an LMA, were deployed in southeastern France
(Defer et al., 2015) together with an ambitious radar deployment
(Bousquet et al., 2015).
The present study aims at combining LMA and polarimetric
radar observations to infer relationships between the total
lightning activity, microphysics and kinematics within an intense
bow-echo system observed above the complex terrain of southern
France during the Intense Observation Period (IOP) 6 of
HyMeX. The lightning and radar measurements used in this
study are described in section 2, while section 3 provides a brief
overview of themeteorological system along with global lightning
and microphysical signatures and relationships. Two distinct
periods in terms of lightning activity are discussed in section 4.
Conclusions and future research directions are given in section 5.
2. Data andmethodology
Observations used in this study consist of three-dimensional fields
of lightning, reflectivity, wind and hydrometeor observations
deduced from the analysis of LMA, EUropean Cooperation
for LIghtning Detection (EUCLID) and operational radar
data collected during SOP-1. In order to combine radar
and lightning observations, a common Cartesian domain of
200 km× 200 km× 14 kmwas constructed with a horizontal grid
resolutionof 1 km× 1 km× 0.5 km(Figure 1). Since the sampling
of the atmosphere over the whole volume is not instantaneous,
it is implicitly assumed that sampled weather systems remain
stationary within the time period required by ground-based
radars to perform their volumetric exploration. The displacement
of observed weather systems during this period is taken into
account by spatially advecting (synchronizing) radar data with
respect to themiddle of each considered volume scan. To account
for the differences in temporal resolution between lightning and
ground-based radar observations, we only consider lightning data
collected within a 5 min period centred on the mid-time of each
volume scan.
2.1. Radar-derived wind and hydrometeor fields
Three-dimensional wind and reflectivity data are derived from the
application of the operational version of the MUltiple-Doppler
Synthesis and Continuity Adjustment Technique (MUSCAT),
initially proposed by Bousquet and Chong (1998). During
HyMeX, thismethodwas applied to the six ARAMIS (Application
Radar a` la Me´te´orologie Infra-Synoptique) operational radars
(Nıˆmes, Montclar, Collobrie`res, Bolle`ne, Opoul, Sembadel)
covering the Ce´vennes-Vivarais area, allowing the retrieval of
multiple-Doppler wind and reflectivity data at the space and
time resolution of 1 km2 and 15min, respectively – the reader
is referred to Bousquet and Tabary (2014) and Bousquet et al.
(2008) regarding the application of MUSCAT in an operational
framework. Uncertainties in wind retrieval resulting from both
geometrical issues and long (15min) sampling durations inherent
in the characteristics of the French radar network were estimated
by Bousquet et al. (2008) using synthetic data. It was found
that errors in horizontal and vertical wind components were
minimum between altitudes of 2 and 10 km, and maximum
close to the ground and above 10 km (maximum errors of
±2m·s−1 for horizontal winds and ±1m·s−1 for vertical
winds). These figures were confirmed through qualitative and
statistical intercomparisons of 3D wind observations inferred
from the analysis of ∼10 h of ground-based and airborne radar
measurements collected during HyMeX (Bousquet et al., 2016).
Three-dimensional hydrometeor fields are derived from the
analysis of Montclar (C-band) and Nıˆmes (S-band) dual-
polarization radar observations (Figure 1). Dual-polarimetric
radar data are processed according to the procedures described
in Figueras i Ventura et al. (2012) and Ribaud et al. (2016).
The pre-processing consists in the six steps described hereafter:
(i) correction for potential differential reflectivity (ZDR) mis-
calibration following the approaches of Illingworth andBlackman
(2002) and Gourley et al. (2006); (ii) discrimination between
meteorological and non-meteorological echoes (Gourley et al.,
2007); (iii) estimation of the 0 ◦C isotherm altitude from
polarimetric data (Giangrande et al., 2008) and operational
model analyses (here located at ∼3.5 km above mean sea level
(AMSL) for the present case-study); (iv) estimation of the specific
differential phase (KDP); (v) correction of signal attenuation
following the approach of Tabary et al. (2009); (vi) application
of thresholds on signal-to-noise ratio (15 dB) and partial beam
blockage (10%).
Once pre-processed dual-polarimetric radar observables
(horizontal reflectivity (ZH), and differential (ZDR) reflectivity,
differential phase (DP) and coefficient correlation (ρHV)) are
ingested into a modified version of the fuzzy logic, hydrometeor
classification algorithm initially proposed by Al-Sakka et al.
(2013), this new version of the algorithm (Ribaud et al., 2015)
improves hydrometeor classification through discriminating
between stratiform and convective precipitation and now allows
for graupel identification. Hydrometeor fields are retrieved for
each radar at the temporal resolution of 15min before being
c© 2016 Royal Meteorological Society Q. J. R. Meteorol. Soc. 142 (Suppl 1): 298–309 (2016)
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Figure 1. Overview of the 200 km× 200 km domain of analysis along with topography (colour-shaded). Triangles indicate the location of Montclar and Nıˆmes
polarimetric radars. Squares show the location of the 12 LMA stations.
aggregated to produce a two-radar composite over the domain of
analysis shown in Figure 1.
2.2. Lightning data
The HyMeX Lightning Mapping Array (HyLMA) is composed
of 12 stations spread across the Ce´vennes-Vivarais region (Defer
et al., 2015). This instrument allows for locating the sources of
VHF radiation from lightning discharges in the three spatial
dimensions and every 80μs (Rison et al., 1999; Krehbiel et al.,
2000). The evaluation of the LMA performance was conducted
by Thomas et al. (2004) using the New Mexico Tech LMA as
well as radiosoundings, aircraft tracks, and simple geometric
models. According to the authors, the uncertainties in spatial and
temporal localization of lightning sources are in the order of 30m
and 50 ns, respectively. VHF sources detected by the HyLMA
are grouped into flashes using the methodology of Thomas et al.
(2003) with a minimum of ten sources required to reconstruct
a flash. To mitigate errors in both space and time location of
VHF discharges, we used thresholds for both the goodness-of-fit
values (χ2 < 1) and the number of stations used within the time-
of-arrival method (≥7). These typical threshold values allow for
an improvement of data quality while keeping enough data for
statistical analysis.
The LMA also permits one to distinguish between different
parts of a lightning flash. Since the initial VHF source detected
by the LMA is close to the actual lightning initiation location,
one considers that the first VHF source of a flash corresponds to
the lightning initiation locations, whereas other subsequent VHF
sources are associated with lightning propagation.
Data collected by the EUCLID network were also used to
complement HyLMA observations over the domain of interest.
In this area, the EUCLID network allows detection of cloud-
to-ground (CG) strike locations with an efficiency up to
80% (Schulz et al., 2014). As a lightning flash could be the
sum of several strokes, an algorithm based on both space
(x = 10 km) and time (t = 0.5 s) criteria was used to gather
these events into individual flashes (S. Pedeboy, 2014; personal
communication).
3. IOP 6 case-study
3.1. System overview
During the night of Sunday 23 to Monday 24 September, an
intense bow-echo (BE) squall line propagating eastward at a
speed of ∼14m·s−1 passed over the LMA and HyMeX radar
network. This system produced rainfall accumulation locally up
to 100mm in a few hours over the Ce´vennes-Vivarais region.
Bow-echo systems are considered as the most powerful squall
lines existing on Earth. These high impact MCSs, whose name
comes from the distinctive bow-shape pattern of their leading
edge in radar reflectivity images, have been first described by
Fujita (1978). Although most BE studies have been focused
on systems developing in the region of the Great Plains, the
occurrence of these storms is nevertheless not limited to the
central United States. Hence a few references to severe BEs that
developed outside the continental United States can be found
in the literature. For instance, Aran et al. (2009) investigated the
synoptic and mesoscale conditions associated with the formation
of a tornadic BE in northern Spain; Bousquet et al. (2008) studied
the dynamics of a BE that formed near Paris, France, while
Meng and Zhang (2012) also investigated a similar system in
southern China from a numerical perspective. To the best of our
knowledge, the BE observed during HyMeX IOP 6 is however the
first event of this kind ever sampled over a region of complex
terrain.
The evolution of this MCS between 0000 and 0500 UTC is
shown in Figure 2, which presents horizontal cross-sections of
composite reflectivity data at 1.5 km AMSL. This intense squall
line developed over the Ce´vennes-Vivarais region in response to
a well-established moist southerly low-level flow (Figure 2(a) and
(b)). The MCS reached its mature stage between 0200 and 0300
UTC and progressively developed a pronounced comma-shaped
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Figure 2. (a–f) Reflectivity composite from multiple radars analysis (dBZ, colour scale to the right) at 1.5 km AMSL valid from 0000 to 0500 UTC on 24 September
2012. In (b) the red box corresponds to the domain of analysis shown in Figure 1.
echo in the reflectivity imagery (Figure 2(c) and (d)). The system
then broke up into two MCSs around 0400 UTC (Figure 2(e))
as a result of the intensification of the front-to-rear inflow in the
bow region. While the northernmost system rapidly collapsed
(Figure 2(e) and (f)), the second system continued to slowly
propagate eastward and produced significant precipitation over
southeastern France before reaching northeastern Italy in the
morning of 24 September (Ducrocq et al., 2013).
In the following section we will focus on the 4 h period
extending from 2330 UTC 23 September to 0330 UTC 24
September, during which the system was located over the domain
of analysis shown in Figure 1.
3.2. Global lightning activity
General lightning characteristics during the period of interest
(2330–0330UTCon 23–24 September) are presented in Figure 3.
The comparison between the total flash rates (Figure 3(b),
black shading) observed by the LMA and flash rates occurring
solely within the LMA/radar common domain of analysis (grey
shading) shows that most lightning activity occurred within the
200 km× 200 km domain shown in Figure 1. Within this domain
a total of 10 272 flashes were detected by the HyLMA. Among
these, only 15%and 3%were associatedwith negative andpositive
CG from theEUCLIDnetwork, respectively.Overall, the lightning
activity can be divided into three distinct periods. The first period
(P1) extends from 2330 to 0130 UTC. It is characterized by a flash
rate maximum of up to 160min−1 at ∼0040 UTC and CG flash
rates fluctuating between 15 and 25min−1 (Figure 3(b)). The first
lightning sources are mainly triggered around the height of 8 km,
which corresponds to the limit between two high VHF source
density layers (Figure 3(a)). The duration of the second period
(P2) is rather short (∼45min). It is characterised by significantly
weaker electrical activity as indicated by the observed total and
CG flash rates of ∼40 and ∼10min−1, respectively. During
this phase both the mean altitude of high VHF source density
and height of lightning initiation events (∼6 km, Figure 3(a))
significantly decreased. The last period (P3) was associated with a
lightning ‘bloom’ that occurred in response to a convective surge
between 0220 and 0300 UTC. The height of lightning initiation
occurrences sharply increased to 11 kmAMSL,which is consistent
with the maximum of VHF source density observed at this level
(Figure 3(a)). By contrast, the number of CGdetected by EUCLID
decreased from 10min−1 to zero, indicating a significant increase
of intra-clouds (IC) lightning proportions (Figure 3(b)). Note
that the electrical VHF distribution during the 4 h analysis period
was consistent with that of a normal tripolar charge structure, that
is, a main negative charge concentrated around 6 km, surrounded
by a weak low-level positive charge at ∼3.5 km height and a main
upper-level positive charge at an altitude of∼10 km (not shown).
In order to characterizemore precisely lightning activity during
this period, time–height plots of VHF source distributions within
both the stratiform and convective areas of the systems are shown
in Figure 4. The first observed source of each flash is also shown,
to investigate the properties of lightning initiation events. Overall
97% of first VHF sources detected by the HyLMA occurred in the
convective region.During the first period, flasheswere distributed
between 4 and 12 km but were mainly triggered near the altitude
of 10 km AMSL. The maximum density of first VHF sources was
observed within the 4–6 km layer between 0030 and 0130 UTC.
This period coincides well with the increase in the number of CG
detectedbyEUCLID(Figures 3(b) and4(e)). The convective surge
that occurredduring the thirdperiod is associatedwith an increase
of the lightning triggering altitude. The maximum source density
wasobservednear 11 kmbetween0245and0300UTC.During this
period one can notice the lack of first VHF sources at low altitude,
which is consistent with CG activity (Figures 3(b) and 4(e)).
The VHF sources distribution exhibits a strong imbalance
between the convective and stratiform regions. Indeed 93.8% of
the LMA sources were observed within the convective region. If
one only considers the first VHF sources, the proportion is even
higher (97.0%), meaning that lightning was almost exclusively
triggered within the convective region. This result is consistent
with a study of Lang and Rutledge (2008), showing that 99%
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(a)
(b)
Figure 3. Lightning activity inferred from LMA and EUCLID data over a 4 h period starting on 23 September 2012 at 2330 UTC. (a) Time–height plot of VHF source
density (km−3·min−1). (b) Lightning flash rates. In (a) the blue line and semi-transparent envelope shows the mean and standard deviation of the first VHF source
altitude computed every minute. In (b) black shaded areas represent the total flash rate measured everywhere by the LMA, whereas grey shaded areas corresponds to
the total flash rate inside the domain of analysis. The yellow (resp. blue) line indicates the total CG rate, including both positive and negative CG flashes (resp. negative
CG rate) measured with EUCLID. The beginning and end of the three distinct periods of lightning activity are also indicated.
(a)
(c)
(e)
(b)
(d)
(f)
Figure 4. Time–height plots of VHF source density detected by the LMA in (a,c) convective and (b,d) stratiform regions of the squall line by steps of 15min. Top
panels (a,b) correspond to the first detected VHF source per flash while middle panels (c,d) corresponds to all sources. Bottom panels (e,f) represent proportions of
+CG and −CG detected by EUCLID in (e) convective and (f) stratiform areas (scale on left). The black line shows cumulated rainfall derived from the analysis of
operational quantitative precipitation estimate (QPE) data (scale on right).
of VHF sources were detected within convective areas. This
distribution was also observed during period P3 (Figure 4(c) and
(d)). By contrast, data collected during period P2 show increased
VHF activity in the stratiform region and reduced activity in the
convective part of the system.TheCGdetected byEUCLIDmostly
occurredwithin the convective part of the system (Figure 4(e) and
(f)). One can also note that the 5min positive–negative CG ratio
tends to increase (resp. decrease) during P1 and P3 (resp. P2).
The intensity of rainfall deduced from operational quantitative
precipitation estimation was also maximum in the convective
region of the squall line.
3.3. Impact of microphysics on lightning initiation events and
propagation
The impact ofmicrophysical species on lightning initiation events
and propagation was investigated through combining LMA data
and 3D hydrometeor composites. All VHF sources composing a
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Figure 5. Percentages of hydrometeor species (rain, wet snow, dry snow, graupel, hail, ice) in relation to lightning initiation events (hatched) and propagation (filled)
between 2330 and 0330 UTC on 23 and 24 September 2012.
given flash were associated with their collocated hydrometeor
types deduced from the analysis of dual-polarimetric radar
data. As explained previously the first source was considered
separately to discriminate between lightning initiation events and
propagation. Applying such a method to all flashes observed over
the 4 h period of analysis allows determining the preferred
microphysical medium for flash initiation and propagation.
Results of this analysis are presented in Figure 5.
On average, lightning appears to bemostly triggered within the
graupel (70%) area, although a significant number of flashes were
also initiated within ice (22%) and hail (6%) regions. Regarding
propagation, it is seen that flashes also predominantly propagate
through graupel (58%), ice (33%) andhail (5%).Adeeper analysis
of these results (not shown) also indicates that a grid point
classified as graupel has a probability of 75% of being affected by
at least one flash. For hail and ice, these probabilities decrease to
40 and 7%, respectively. The contribution of other microphysical
species in lightning initiation occurrences and propagation was
definitely not significant during the period of analysis. This result
is consistent with previous studies of Bruning et al. (2007) and
Lund et al. (2009) and confirms that the microphysical species
involved in the general aspect of lightning occurrence within this
convective event observed in southeastern France mimic those
documented in the United States.
3.4. Temporal evolution of lightning activity
As discussed previously, the lightning activity was not evenly
distributed during the 4 h period of analysis considered in this
study. In order to understand the space and time variability of
lightning during this global period, a detailed investigation of the
kinematical and microphysical structure of the squall line was
performed.
With this regard, Figure 6 shows wind, reflectivity and
hydrometeor data at 0045 UTC, i.e. when the lightning activity
was themost intense (∼160 flashes·min−1, Figure 3). At this time,
the systemexhibited a 200 kmwide convective line coveringnearly
the entire domain of analysis and was characterized by horizontal
reflectivity values of up to 50 dBZ (Figure 6(a)). The squall line
was fed by the convergence resulting from the encounter of a
deep and moist southeasterly flow of ∼20m·s−1 originating over
the Mediterranean Sea with a southwesterly-to-westerly flow at
the leading edge of the system. In response to this low-level
convergence, strong updraughts formed in the convective region
(Figure 6(b)) with maximum vertical velocity observed near 6 km
AMSL. A west–east vertical cross-section through themost active
part of the system shows reflectivity extending up to 35 dBZ
at the height of 8 km (Figure 6(c)), coinciding with a large
proportion of graupel and a mix of ice and dry snow particles
(Figure 6(d)). During this period VHF source densities were
concentrated near ∼9 km AMSL, and around 5 km (Figure 6(d)).
Lightning initiation events occurred throughout the troposphere
but were restricted to the convective region of the system. The
observed occurrence of VHF sources throughout the troposphere
is however not realistic, but is likely due to errors in source
altitude detected by the HyLMA, which increase with the range
squared (Thomas et al., 2004).
The system reached its mature stage during period P2. The
overall structure of the system during this period is shown in
Figure 7, which presents 3D wind and hydrometeor data inferred
from the analysis of radar observations collected between 0130
and 0145 UTC. This period also corresponds to that of weakest
lightning activity (∼20 flashes·min−1, Figure 3). The vertical wind
speed at 6 km has increased to reach up to 12m·s−1 in the most
active parts of the system (Figure 7(b)). Accordingly, the vertical
extension of the MCS has also significantly increased as shown by
the 35 dBZ reflectivity pattern now extending up to a height of
10 km (Figure 7(c)). Within the convective region, graupel was
the primary hydrometeor species and could be observed within
the 4–10 km layer (Figure 7(d)). Large amounts of ice and hail
could also be observed at each extremity of the graupel layer,
respectively. As mentioned previously, the lightning activity was
less intense than during period P1. It was also distributed over
a larger area and within the stratiform region. The strongest
electrical activity was observed in the central part of the system
(x = 120–140 km, y = 60–140 km), where more than 50% of
VHF sources and a third of CGs occurred.
The bow echo began to break up at 0300 UTC, which more or
less corresponds to the beginning of the third distinct period in
terms of lightning activity. This period also marks the beginning
of the transition between the mature and decaying phase of
the system. At this time, the MCS was still exhibiting high
reflectivity values atmid-level (Figure 8(a)). The strongest vertical
motions occurred within a particularly intense convective cell
located at the southern tip of the system (Figure 8(b)), while
significant subsiding motions could also be observed in the
rear-to-front inflow at the rear of the bow-echo region. The
southern cell was very intense and showed reflectivity values up
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(a) (b)
(c) (d)
Figure 6. Wind, reflectivity and hydrometeor observations inferred from the analysis of ground-based radar data collected between 0030 and 0045 UTC on 24
September 2012. (a) Horizontal cross-section of wind and reflectivity at 3 km AMSL. (b) Horizontal cross-section of vertical velocity at 6 km AMSL. (c) Vertical
cross-section of wind and reflectivity. (d) Vertical cross-section of hydrometeor composite (Gr: Graupel, Ha: Hail, I: Ice, DS: Dry Snow, WS: Wet Snow, R: Rain).
The location of the cross-section is indicated by the pink dashed line in (a,b). Black contours in (c) and (d) shows VHF source density in steps of 5 km2. White dots
correspond to lightning flash initiation. The estimations of 0 ◦C isotherm altitude, retrieved by the ARPEGE model over dual-polarimetric radars, are depicted in (c)
and (d).
to 25 dBZ at 12 km AMSL (Figure 8(c)). As previously noted,
graupel was the dominant particle type within the convective
area (Figure 8(d)). Hail was still present at lower levels but
in significantly less quantities than previously. Within the rear-
to-front inflow the hydrometeor distribution is consistent with
stratiform precipitation and shows a mix of snow, rain and ice.
During this period, lightning flashes mostly occurred within the
southernpart of the bow-echo system, at the interface betweenup-
and downdraught regions (x = 178 km, y = 110 km). Lightning
activity was concentrated at very high altitude within a layer
comprised between 9 and 14 km. The VHF source density was
continuously distributed from 5 to 12 km AMSL within both
graupel and ice particles, whereas a weak lower VHF density was
also observed around 4 km.
Relationships between cloud microphysics and 3D lightning
activityduring the threedifferentperiods arepresented inFigure9.
As noticed previously, graupel and ice crystals constitute themain
species for both lightning initiation events and propagation at
all times. Hence between 55% (P3) and 78% (P1) of lightning
were initiated in graupel regions and between 13% (P1) and
41% (P3) were triggered in ice areas. One can note that the
distribution of lightning flashes during periods P1 and P2 was
very similar despitemuch lower global lightning activity duringP2
(Figure 3(b)). A major change occurred during P3 (Figure 9(c))
as the proportion of lightning initiation events within graupel
decreased frommore than 70% to 55%anddramatically increased
in ice-identified regions (41% from ∼15% over the two previous
periods). Lightning propagation shows the same behaviour with
a marked preference for flashes to propagate through graupel
(51–64%) and ice (31–37%) regions. Hail seems to play a
more important role during P1 and P2 (∼7%, Figure 9(a) and
(b)) for both lightning initiation occurrences and propagation.
The specific role of this particular hydrometeor is investigated
hereafter.
4. Discussion
This section aims at further investigating the possible sources of
the lightning variations observed previously, with emphasis on
the second and third periods of analysis.
4.1. An unexpected low lightning activity
As mentioned previously the total flash rates during the second
period of analysis P2 was significantly weaker than during the first
and third periods (>100 flashes·min−1 vs. ∼40 flashes·min−1,
Figure 3(b)) despite the fact that all ingredients required to
achieve high flash rates seemed to be present (w > 10m·s−1 and
ZH > 45 dBZ at 6 km high – Figure 7(a) and (b)).
During this period the lightning activity was also enhanced
within the stratiform region (Figure 4(d)). The overall vertical
distribution of the total VHF discharges during the two first
periods (Figure 7(c) and (d)) is consistent with the previous
studies of Carey et al. (2005) and Lang and Rutledge (2008)
who also observed a bimodal pattern in the 3D distribution
of lightning within the trailing stratiform region of a squall
line and in a bow-echo system, respectively. The observed VHF
density consists of two layers extending from 8 to 11 km, and
from ∼4 to 7 km AMSL, respectively. Although the bimodal
distribution of the total VHF discharges is quite common,
a significant change in lightning partition can nevertheless be
observed between the first and the second periods. Indeed during
period P1 the mid-level lightning activity occurred mostly at
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(a) (b)
(c) (d)
Figure 7. Same as Figure 6 but for 0130–0145 UTC.
(a) (b)
(c) (d)
Figure 8. Same as Figure 6 but for 0245–0300 UTC.
the rear of the convective area (Figure 6(c)), whereas it was
mainly concentrated within the convective part of the system
during P2 (Figure 7(c)). The lower lightning activity observed in
the latter period might be due to a redistribution of charges
within the MCS resulting from the detrainment of charged
ice particles at the top of the convective area – this process
would impact lightning initiation events through reducing the
intensity of the electric field within the convective region. The
distribution of the total lightning activity (Figure 7(d)), which
indicates the presence of a lightning slanted pathway (Carey et al.,
2005; Dotzek et al., 2005; Ely et al., 2008; Hodapp et al., 2008)
between the convective upper charge layer (x = 135 km) and the
stratiform region at mid-level (x = 100 km), seems to confirm
this hypothesis.
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(a)
(b)
(c)
Figure 9. Same as Figure 5, but for the three different periods considered in the study. Thin black lines show the vertical distribution of hail concentration between 0
and 14 km AMSL (arbitrary units). (a) 2330–0130 UTC. (b) 0130–0215 UTC. (c) 0215–0330 UTC.
Figure 10. Time series of updraught (w ≥ 5m·s−1) and microphysical echo volumes deduced from multiple-Doppler analysis and 3D hydrometeor composites for
rain, graupel, hail and ice.
Another possibility to account for this dramatic decrease of the
lightning activity could be related to changes in the microphysical
structure of the system. Figure 10 presents time series of rain,
graupel, hail, ice and updraught (w ≥ 5m·s−1) volumes during
the whole period of analysis. During the second period, one can
notice that the total volume of hail increased by up to three times
with respect to the previous one. This result is consistent with
the observed reinforcement of upward convective motions and
confirms that the systemwas in itsmature stage during this period.
With this regard, the significant decrease of electrical activity
observed during period P2 is somewhat puzzling. The observed
reduction in flash rate occurred together with both a dramatic
increase of hail formation and anupdraught surge starting around
0130 UTC (Figure 10). At this time hail was mostly distributed
between 0 and 6 km AMSL, with maximum concentration near
3 km (thin black line, Figure 9). The occurrence of this maximum
below the0 ◦Cisothermishowevernot realistic and is likely related
to a misbehaviour of the hydrometeor classification algorithm in
this particular area, During this period one can nevertheless
observe lightning holes within hail regions around 5 km AMSL
(not shown). This suggests that hail may have had an impact on
lightning activity through affecting the noninductive mechanism
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(a) (b)
(c)
Figure 11. Lightning activity between 0200 and 0330 UTC within the most active cell of the system. (a) Convective cell trajectory (yellow) and horizontal extension
(red). (b) Lightning flash (grey shaded) and CG rates (black curve) within the convective cell. Percentages correspond to the VHF (CGs) activity inside the convective
cell compared to the total lightning (CGs) activity in the domain of analysis. (c) Time–height plots of VHF sources deduced from the HyLMA, along with vertical
distribution of ice and graupel, and updraught (w ≥ 5m·s−1).
such as was observed by Saunders and Brooks (1992), Payne et al.
(2010) and Emersic et al. (2011), among others.
4.2. Potential impact of topography on lightning activity
After a net decrease during P2, the total flash rate then rapidly
increased near 0230 UTC to reach more than 100 flashes·min−1
(Figure 3(b)). The lightning activity, indicated byVHFdischarges,
mostly occurred in the convective areas and above the altitude
of 6 km (Figure 4(c)). The height of lightning initiation also
steadily increased from 6 to 11.5 km (Figure 3(a)) between
0220 and 0255 UTC, while the number of CG significantly
decreased (Figure 3(b)). In-depth analysis of the spatial lightning
distribution indicates that lightning activity was almost entirely
concentrated within the deep convective cell located at the
southern tip of the MCS (Figure 8). The trajectory of this cell
and associated lightning activity between 0200 and 0330 UTC is
shown in Figure 11 (a,b). The trajectory was estimated from the
horizontal projection of VHF sources density by steps of 15min.
The cell progressed over flat terrain during the first
30min before passing over a small-scale topographic obstacle
(x = 160 km, y = 110 km) near 0230 UTC (Figure 11 (a)). At
this time, both the total and CG lightning activity dramatically
increased to ultimately account for 96% and 58% of the total
lightning activity measured within the entire domain of analysis,
respectively (Figure 11(b)). The lightning activity then sharply
decreased once the cell has passed the obstacle. Time–height
series of VHF sources, updraught (w > 5m·s−1), ice and graupel
echo volumes within this specific cell are shown in Figure 11(c).
The maximum of VHF source density was observed near 11 km
AMSL between 0245 and 0300 UTC, which corresponds to the
passage of the convective cell over the small topographic obstacle
(Figure 11 (a)–(c)). At this time, the vertical velocity also
significantly increased. During this 15min period, ice crystals
were mostly concentrated near 13 km AMSL, whereas graupel
was more evenly distributed between 4 and 9 km AMSL. One can
however notice the presence of an anomaly of graupel density
near 11 km. The presence of graupel at such altitude is probably
due to the sharp increase in vertical motion induced by the
passage of the convective cell over the hill. These observations
are consistent with numerical studies of Kirshbaum et al. (2007)
and Letkewicz and Parker (2011), which showed that vertical
velocities within a squall line crossing a small obstacle could be
strongly affected by the impact of lee effect on low-level lifting.
c© 2016 Royal Meteorological Society Q. J. R. Meteorol. Soc. 142 (Suppl 1): 298–309 (2016)
308 J.-F. Ribaud et al.
Several studies, based on radar observations and numerical
simulations of convective systems developing in the Ce´vennes
area, have also underlined this aspect (e.g. Miniscloux et al., 2001;
Cosma et al., 2002; Anquetin et al., 2003).
During HyMeX IOP 6, the updraught surge resulting from the
passage of the system over steep terrain acted to transport graupel
particles within a region of high-density ice particles that likely
disturbed the lightning activity. Later on, from 0300 to 0315UTC,
ice and graupel density continued to increase in response to the
updraught surge but lightning activity began to slowly decrease.
These observations tend to illustrate the potential impact of
topography on lightning activity and suggest that even a small
hill may significantly influence the distribution and intensity of
lightning within convective areas. Note, however, that it is not
possible to rule out the hypothesis that the cell was simply going
through its life cycle as it went over the hill.
5. Conclusions
The lightning activity within a bow-echo system observed on
24 September 2012 during HyMeX IOP 6 was investigated
from LMA, EUCLID and ground-based polarimetric radar data.
According to LMA data, 97% and 93% of lightning initiation
events and propagation occurred within the convective region
of the system, respectively. These results are consistent with the
previous study of Lang and Rutledge (2008) who investigated
the distribution of lightning activity within a bow-echo system
observed over the High Plains of the central United States.
Using the synergy between LMA and polarimetric radar data,
it was found that 70% (resp. 58%) and 22% (resp. 33%) of
lightning initiation (resp. propagation) occurred within graupel
and ice regions, respectively. Hail also played an active role in
terms of lightning activity despite its relatively small proportion
with respect to other hydrometeor species. By contrast, others
microphysical species such as rain, wet snow and dry snow
had a very limited impact on lightning initiation events and
propagation.
The temporal evolution of flash rates also revealed the existence
of three distinct periods in terms of lightning activity. The first
and third periods exhibited strong lightning activity within the
convective region and almost no electrical activity within the
stratiform area of the system. The second period showed much
weaker flash rates in the convective area and significant electrical
activity in the stratiform region of the squall line. The observed
temporal variability of lightning activity was likely related to
a redistribution of charge within the system, resulting from
detrainment of ice particles at the top of the convective region, as
well as to the influence of orography on convective updraughts.
The detailed analysis of the relationships between lightning and
microphysics within an intense mesoscale precipitation system
performed in this study is promising and attests to the benefit
ensuing from the synergetic use of a 3D lightning imager and
polarimetric radars. These results could be particularly useful
to evaluate the performance of an explicit numerical lightning
scheme such as, for example, the Cloud ELectrification and
Lightning Scheme (CELLS: Barthe et al., 2012; Pinty et al., 2013),
that was recently implemented in theMesoscale Non-Hydrostatic
research model (Meso-NH: Lafore et al., 1998). The planned
permanent deployment of both an LMA and a new polarimetric
radar on Corsica island (France) will allow further investigation
of these issues in the near future.
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4.3 Compléments d’étude sur l’analyse électrique du 24
Septembre 2012
Cette section propose des réflexions et résultats supplémentaires sur l’identification des diffé-
rentes zones de charge (section 4.3.1), la caractérisation de la microphysique nuageuse associée
aux éclairs (sections 4.3.2), et une étude des relations entre la structure microphysique du sys-
tème et l’activité électrique mesurée par le HyLMA et le réseau EUCLID (sections 4.3.3 et
4.3.4).
4.3.1 Analyse de charge
Pour analyser les processus dynamiques et microphysiques intervenant dans l’électrisation du
nuage d’orage, il est essentiel de localiser les différentes zones de charge. Cette donnée est
également importante pour les modélisateurs afin d’évaluer la prise en compte des processus
non-inductifs 2. Les conditions d’échange de charge impliquées dans ce processus sont différem-
ment paramétrées selon les études et peuvent par conséquent complètement changer la structure
du champ électrique restitué (par exemple, paramétrisation de Takahashi (1978) vs Saunders
et al. (1991)).
Pour localiser ces différentes zones de charge, il existe des radiosondes équipées de capteurs
mesurant directement le champ électrique dans la zone du lâcher (par exemple : Chauzy et al.,
1985; Stolzenburg et al., 1998b; MacGorman et al., 2008). À l’inverse, le LMA permet d’analyser
la distribution globale des charges à l’échelle d’un système météorologique entier en étudiant
les différentes caractéristiques des sources VHF. Une telle étude a été réalisée sur le cas du 24
Septembre 2012 à partir du logiciel XLMA développé par le New Mexico Tech. En analysant
les éclairs un à un, l’utilisateur peut attribuer une charge à un ensemble de sources VHF dont
il a auparavant identifié la polarité associée en combinant le maximum d’informations délivrées
par le logiciel XLMA (localisation, puissance rayonnée, vitesse des traceurs, animation. . .).
Cette analyse étant extrêmement coûteuse en temps 3, seule une petite période de 5 minutes
entre ∼ 02h25-02h30 TU a été explorée (figure 4.4). Comme indiqué dans l’article présenté
dans ce chapitre, la structure électrique du système montre une configuration en tripôle clas-
sique caractérisée par une zone de charge négative principale située autour de 7 km d’altitude,
encadrée par deux zones de charge positives autour de 9 km et 3 km d’altitude. Une analyse de
quelques éclairs a ponctuellement été réalisée lors des quatre heures de données utilisées dans
ce manuscrit afin de vérifier l’évolution des différentes zones de charge. Au final la répartition
des différentes zones de charge ne semble pas changer entre 23h30 et 03h30 TU, présentant
toujours une structure tripolaire classique.
2. Pour rappel : le processus non-inductif est le principal mécanisme d’électrisation des nuages d’orage.
3. Plusieurs minutes pour un seul éclair.
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Figure 4.4 – Densité de charge par kilomètre carré le long d’un axe Ouest-Est après analyse HyLMA le 24
Septembre 2012 entre ∼ 02h25 et 02h30 TU. Les contours sont dessinés par pas de 50 charges/km2.
La question de l’identification automatique de ces zones de charge a été explorée en étudiant
le profil vertical moyen de densités de sources VHF. Plusieurs méthodes ont été développées
à partir de l’analyse d’éclairs définis par plus de 1000 sources VHF pour que le profil vertical
présente un signal suffisamment fort. La figure 4.5-b) montre les résultats obtenus par l’une de
ces méthodes dont les principales étapes sont données ci-après.
L’approche utilisée ici est basée la reconnaissance de motifs simples à partir du profil vertical
de densité de sources VHF. Comme le montre la figure 4.5-a), le profil (cerclé de rouge) restitué
pour cet éclair traversant les trois zones de charge présente trois maxima facilement identifiables.
Le maximum le plus haut est attribué à la charge positive, celui du milieu à la charge négative
et le plus bas à la charge positive inférieure 4. Dans le cas où un éclair serait uniquement
intra-nuageux, le maximum local supérieur de la densité de sources VHF est attribué à la
charge globale positive, et le maximum local inférieur à la charge négative globale. Enfin dans
le cas d’un CG, le maximum de la densité de sources VHF est associé à la charge globale
positive inférieure. Les résultats obtenus dépendent fortement de la résolution verticale utilisée
(i.e. largeur du bin) pour reconstituer le profil de densité de sources. Dans cet exemple, une
résolution verticale de 500 m a été utilisée, mais des tests de sensibilité ont aussi été effectués
pour des résolutions variant entre 50 et 750 m.
L’évolution générale des trois zones de charges représentées sur la figure 4.5 semble cohérente
et réaliste en comparaison de la figure 4.4, présentant une structure tripolaire classique. La
zone de charge positive supérieure est par ailleurs corrélée à la densité de sources VHF et suit
temporellement et spatialement les principales fluctuations de ces dernières entre 8 et 11 km
4. Attention : le développement d’une telle méthode n’est possible que si une analyse de charge a auparavant
été effectuée comme sur la figure 4.4, notamment à l’aide de la puissance des sources VHF.
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d’altitude. Sur la figure 4.5, la zone de charge négative varie entre 5.5 et 8.5 km d’altitude, alors
que la zone de charge positive inférieure évolue entre 3.5 et 6 km d’altitude. Peu avant 02h30
TU, les zones de charge positive supérieure et négative sont globalement situées aux mêmes
altitudes que sur l’analyse présentée sur la figure 4.4. Cependant l’altitude de la zone de charge
positive inférieure semble être sur-estimée de ∼ 1.5 km par cette méthode (4.5 km ici contre
3.0 km sur la figure 4.4). Afin d’affiner ces résultats, deux autres méthodes ont été développées
en parallèle, prenant en compte des informations supplémentaires comme le profil vertical de
puissance rayonnée ou en se focalisant uniquement sur la deuxième partie de l’éclair pour
s’affranchir des fluctuations liées à la phase de déclenchement. Malheureusement les résultats
de ces analyses divergent assez nettement et semblent moins robustes à mesure que l’algorithme
est complexifié. Au final, il s’est avéré que l’évaluation d’un tel travail ne pouvait passer que
par l’identification manuelle au préalable des zones de charge sur l’ensemble de la période afin
d’obtenir un état de référence.
Figure 4.5 – a) Exemple d’un éclair nuage-sol qui se propage dans les trois zones de charge du nuage le 24
Septembre 2012 à 03h25 TU. b) Évolution temporelle de la densité de sources VHF en fonction de l’altitude,
ainsi que de l’évolution de l’altitude des zones de charge associées au tripôle les 23-24 Septembre 2012 entre
23h30 et 03h30 TU.
4.3.2 Caractérisation de l’espèce microphysique dominante associée
aux éclairs
4.3.2.1 Probabilité qu’une espèce microphysique soit impactée par un éclair
Comme mentionné dans l’article (section 3.3), nous avons prolongé l’étude visant à analyser
l’influence du milieu sur l’initialisation et la propagation des éclairs en évaluant la probabilité
pour qu’une espèce microphysique soit impactée par au moins un éclair. À partir des volumes
totaux de chaque espèce microphysique mesurés par les radars au cours des trois périodes
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d’activité électrique décrites dans l’article 5, la proportion de sources VHF associées aux éclairs
impactant chaque espèce a été calculée. Comme le montre la figure 4.6, les espèces graupel
(75 %), grêle (40 %) et glace (7 %) jouent encore une fois un rôle central vis-à-vis de la
propagation des éclairs dans ce système convectif. Pour bien comprendre la signification de ces
résultats, il faut également tenir compte des volumes de chaque espèce microphysique. Bien
que les cristaux de glace représentent une part importante du système nuageux et qu’un tiers
des éclairs identifiés se propagent dans ce milieu (figure 5 article), le volume impacté par les
décharges électriques est très faible. À l’inverse, la grêle qui n’est pas une espèce microphysique
importante en terme de volume intervient grandement dans l’activité électrique, ayant 40 % de
chance d’être associée à la propagation d’un éclair lors de cet évènement. Enfin il est important
de noter que la pluie et les différents types de neige (moins de 3% au total) ne sont pas des
milieux privilégiés pour la propagation des éclairs.
Figure 4.6 – Probabilité qu’une espèce microphysique soit impactée par la propagation d’un éclair lors de
l’évènement du 23-24 Septembre 2012 entre 23h30 et 03h30 TU avec R : rain, WS : Wet Snow, DS : Dry Snow,
Gr : Graupel, Ha : hail, et I : Ice.
Le même raisonnement a été appliqué aux premières sources des éclairs (i.e. la phase de déclen-
chement). Les quantités considérées étant très faibles comparativement à l’ensemble des sources
VHF observées au cours des différentes périodes, les pourcentages obtenus sont par très faibles,
mais montrent des tendances similaires (avec par ordre d’importance : graupel, grêle, et glace).
5. Période 1 : 23h30 - 01h30 TU, période 2 : 01h30 - 02h15 TU, période 3 : 02h15 - 03h30 TU entre les 23
et 24 Septembre 2012 sur la région CV.
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Le graupel, qui est l’un des deux éléments essentiels impliqués dans le processus non-inductifs,
semble jouer un rôle considérable sur le déclenchement et la propagation des éclairs. En tenant
compte du fait que le HyLMA détecte moins facilement les leaders positifs évoluant dans la zone
de charge négative (pouvant être associée au graupel), le rôle de cette espèce microphysique est
même probablement sous-estimé.
4.3.2.2 Répartition verticale des éclairs par rapport aux différents profils micro-
physiques
Fort du jeu de données dont on dispose pour caractériser le milieu nuageux associé aux processus
d’initialisation et de propagation des éclairs, il est possible de caractériser les particules micro-
physiques concernées, et notamment en fonction de l’altitude. C’est pourquoi il est intéressant
de comparer la distribution verticale des sources VHF aux profils microphysiques déterminés
(figure 4.7) pour chaque espèce. Cette analyse complète le travail présenté dans l’article (cf
figures 5 et 9) en affinant l’étude des relations entre microphysique et décharges nuageuses.
Analyse globale : 23h30-03h30 TU
La figure 4.7-a) confirme les résultats de la figure 5 de l’article, à savoir que le médium mi-
crophysique le plus important pour la propagation (resp. pour le déclenchement) des éclairs
entre 23h30 et 03h30 TU (période globale) est le graupel, suivi par la glace et la grêle avec
respectivement 240 258 (resp. 2 085), 138 674 (resp. 654), et 22 386 (resp. 171) sources VHF
associées). La figure 4.7-a) montre également que sur les quatre heures de données analysées ce
jour-là, les 2 085 éclairs initialisés dans du graupel se situent majoritairement autour de 7.5 km
d’altitude. On note également l’existence de maxima secondaires à 11 km, 9.5 km, et 5.5 km.
De même le déclenchement des 654 éclairs se produisant au sein des cristaux de glace survient
majoritairement à 11.5 km d’altitude et dans une moindre mesure aux altitudes de 10 km et 8
km.
Par ailleurs, et c’est un résultat original, on s’aperçoit que ce sont généralement les parties
hautes des profils microphysiques qui interviennent dans le déclenchement et la propagation
des éclairs pour le graupel, la grêle et les cristaux de glace. Ces derniers sont par exemple
majoritairement répartis entre 6 et 8 km d’altitude, alors que la plupart des sources VHF
associées à la propagation (resp. au déclenchement) des éclairs intervenant dans ce médium
sont situées entre 8 et 10 km (resp. vers 8 et 12 km).
Les profils verticaux associés à la pluie et aux différents type de neige apportent peu d’infor-
mation de par leur faible rôle dans l’électrisation du nuage.
Analyse des différentes périodes d’activité électrique
La répartition verticale des éclairs et des profils microphysiques associés au cours les différentes
périodes d’activité électrique est présentée sur la figure 4.7-b)-c)-d). Afin de faciliter l’inter-
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prétation de ces profils, seules les espèces jouant un rôle majeur (i.e., graupel et glace) sont
discutées (cf. figures 5 et 9 de l’article).
Dans un premier temps, les profils associés aux espèces microphysiques graupel et glace sont
analysés de manière indépendante. À ce titre, le déclenchement des éclairs dans la glace au cours
de la période 1 (caractérisée par une forte activité d’éclairs, cf. figure 3 de l’article) présentent
plusieurs maxima locaux à 6.5, 8.5, 10, et 12.5 km d’altitude, alors que la propagation des
éclairs dans ce milieu (i.e. propagation des leaders négatifs dans la zone de charge positive)
se fait principalement à des altitudes entre 8 et 10 km. La deuxième période, caractérisée
par une baisse importante de l’activité électrique, voit l’altitude de déclenchements des éclairs
s’abaisser autour de 8 km d’altitude dans la glace et présente une propagation moyenne des
éclairs beaucoup plus étalée verticalement entre 5 et 12 km. Enfin la période 3, caractérisée par
un net regain de l’activité électrique globale, présente un signal fort avec un déclenchement et
une propagation des éclairs dans la glace survenant majoritairement à des altitudes supérieures
à 10 km.
On retrouve dans ces résultats l’allure de l’évolution temporelle de la charge positive associée
aux cristaux de glace à travers les trois phases de l’évènement (cf. figure 4.5).
Comme pour les sources électriques associées à la glace, les déclenchements d’éclairs durant la
période 1 sont disparates pour le graupel avec un maximum global situé à 8 km d’altitude. Les
propagations des sources VHF se faisant dans le médium graupel (i.e. propagation des leaders
positifs dans la zone de charge négative 6) ont quant à elles, essentiellement lieu à ∼ 5.5 km
d’altitude entre 23h30 et 01h30 TU. Lors de la période 2, le déclenchement des éclairs dans le
graupel intervient vers 7.5 km d’altitude, avec une propagation toujours située autour de 5.5 km
d’altitude. Enfin la recrudescence de l’activité électrique à partir de 02h15 TU est caractérisée
par des déclenchements à très haute altitude (∼ 11 km), mais une propagation moyenne des
éclairs autour de 7 km d’altitude. Ce dernier point montre que la zone de charge négative s’est
fortement développée verticalement lors de cette troisième période.
Toutefois il est important de noter que ces résultats sont moyennés sur l’ensemble du domaine
d’étude (i.e. 200 km x 200 km x 14 km) et englobent par moment la vie de plusieurs cellules
distinctes géographiquement. C’est le cas de la période 1 qui présente de nombreux maxima
de déclenchement et de propagation dus à la présence de deux cellules convectives dans le
domaine. Un suivi de chacune de ces cellules convectives permettrait d’affiner l’analyse. Dans
cette optique, une méthodologie a été développée à partir de différents critères : maximum de
ZH projeté au sol avec des valeurs de 40 à 50 dBZ, espèce microphysique graupel et projection
des sources HyLMA au sol. Aucun des critères testés n’a cependant permis de réaliser un
suivi fiable des cellules à cause de la grande complexité de l’évènement, rendant très difficile
l’identification avec suivi au cours du temps.
6. en réalité se sont les traceurs négatifs rétrogrades que détecte le HyLMA.
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Figure 4.7 – Répartition verticale des sources VHF détectées par le HyLMA en fonction des différents profils
microphysiques normalisés pour le 24 Septembre 2012 avec R : Rain, WS : Wet Snow, DS : Dry Snow, Gr :
Graupel, Ha : Hail, et I : Ice. Chaque trait noir représente le profil global de chaque espèce microphysique sur la
période considérée. La ligne de couleur en trait continu représente la fraction du profil impliquée dans la propa-
gation, alors que la ligne de couleur en trait discontinu correspond à la fraction du profil impliquée uniquement
dans le déclenchement. Ces profils sont tous normalisés afin de pouvoir être comparés quantitativement. Pour
chaque espèce microphysique il est indiqué le nombre de sources VHF normalisées et associées au déclenchement
(nombre en haut) et à la propagation (nombre en bas).
À cela vient s’ajouter l’évolution spatiale de la précision de détection du HyLMA. Le système
orageux est en effet encore relativement "loin" du réseau HyLMA lors de la période 1 et la
précision sur la localisation des évènements VHF est moins précise. À ce titre, la figure 4.8
présente l’évolution temporelle du nombre moyen de sources VHF associées aux éclairs, ainsi
que deux éclairs intra-nuageux détectés à des instants différents. Sur cette figure, nous voyons
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très bien que le nombre moyen de sources VHF augmente nettement à partir de ∼ 00h45 TU
(bien que le taux d’éclairs décroisse) et reste à peu près constant par la suite. En analysant
les figures 4.8-a) et -b), on s’aperçoit que c’est la partie basse de l’éclair (i.e. traceurs positifs
évoluant dans la zone de charge négative) qui est mal définie au cours de la période 1 et au
contraire bien définie avec de nombreuses sources dans la période 3. On voit d’ailleurs nettement
que le tracé de l’éclair en période 1 (figure 4.8-a)) est beaucoup plus flou que celui de l’éclair
en période 3 (figure 4.8-a)). En réalité il y a un phénomène de double peine qui intervient ici :
i) les traceurs positifs sont moins bien détectés par le HyLMA, et ii) ces sources sont situées
à des altitudes basses qui peuvent alors être masquées par le relief lors de la détection par les
différentes antennes du réseau.
Synthèse des profils microphysiques associés à l’activité électrique
Comme démontré précédemment, les principales espèces microphysiques concernées par le dé-
clenchement et la propagation des éclairs sont le graupel, les cristaux de glace, et dans une
moindre mesure la grêle. Ce travail original permet de mettre en évidence la répartition de
l’activité électrique et de son évolution en fonction de la structure microphysique du système
nuageux. Les profils liés aux déclenchements sont assez similaires pour le graupel et la glace qui
présentent chacun plusieurs maxima entre 4 et 12 km d’altitude sur la période 1, alors qu’ils
sont respectivement regroupés autour de 8 km et 11.5 km au cours des périodes 2 et 3. La
propagation des éclairs dans le graupel et la glace s’étend sur des régions beaucoup étendues
verticalement. Par ailleurs cette phase de l’éclair a généralement tendance à faire intervenir la
partie haute des profils microphysiques globaux associés. Ceci peut s’expliquer de différentes
manières :
— Effet dynamique : il a été montré (cf. article 2) que plus de 90% des sources VHF étaient
regroupées dans les zones convectives. Ces régions présentent un volume moindre que les
zones stratiformes, et sont caractérisées par des fortes ascendances. La microphysique
froide des zones convectives est probablement légèrement décalée vers des altitudes supé-
rieures par rapport aux régions stratiformes. Ce décalage pourrait expliquer que la partie
haute des profils microphysiques globaux soit plus affectée par les processus électriques.
Ainsi, il pourrait être intéressant d’effectuer le même travail en différenciant les zones
convectives et stratiformes pour ces quatre heures de données.
— Effet thermique : la propagation correspond à l’avancement d’un traceur dans une zone de
charge opposée au sein d’un champ électriquement intense. La neutralisation des charges
portées par les hydrométéores lors de ce parcours est dépendante de la propagation. Or
comme cela a été montré dans le chapitre 1 (section 1.3.1.2.2), la température joue un
rôle crucial sur les échanges de charge, notamment pour les processus non-inductifs.
En effet la température d’inversion de polarité est normalement située entre -10 et -
20◦C, et l’évolution de sa localisation peut par conséquent influencer la répartition des
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charges. Le fait que cette température critique soit légèrement surélevée dans les zones
convectives pourrait décaler vers le haut la température de transition du mécanisme non-
inductif. Cela déplacerait alors dans le même sens la répartition des graupels chargés
négativement et des cristaux de glace chargés positivement, qui représentent les deux
populations chargées intervenant dans la propagation des décharges et sont le siège des
sources VHF détectées.
— Effet électrique : les décharges électriques se produisent préférentiellement à basse pres-
sion (loi de Paschen ou encore Dawson, 1969, pour le corona). En effet le champ de
rupture est de l’ordre de 3 MV au niveau du sol alors qu’il atteint seulement plusieurs
centaines de kV à des altitudes plus élevées. Il est par conséquent possible que les dé-
charges intervenant dans les ramifications des éclairs se propagent plus facilement dans
les parties hautes du nuage.
— Effet géométrique : une dernière hypothèse a trait à la séparation des évènements effec-
tuée au moyen du logiciel XLMA. Si l’identification des éclairs est relativement précise
pour les évènements convectifs présentant une faible activité électrique, on peut légiti-
mement se demander si la précision est aussi bonne pour les évènements plus intenses
(par exemple périodes 1 et 3 ici). Dans ce cas la structure des profils microphysiques
serait modifiée par une mauvaise attribution chronologique et spatiale des sources VHF.
Étudier plus précisément cette question nécessiterait d’évaluer de l’impact des critères
utilisés pour la différentiation des éclairs (pour rappel ∆T = 150 ms et ∆espace = 3 km).
Cependant, il existe des études basées sur des données LMA aux USA, qui montrent des
taux d’éclairs avoisinant les 500 éclairs par minute (Lang et al., 2004; Lang et Rutledge,
2008; Calhoun et al., 2013) et dont les analyses ne semblent pas affectées par ces para-
mètres. Cette hypothèse, si elle était exacte, aurait toutefois un impact plus important
sur le déclenchement des éclairs que sur leur propagation.
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Figure 4.8 – Mise en évidence de l’évolution de l’efficacité de détection des évènements VHF par le HyLMA les
23-24 Septembre 2012 entre 23h30 et 03h30 TU. a) et b) : deux éclairs intra-nuageux détectés respectivement
à 00h29 TU (i.e. période 1) et à 02h50 TU (i.e. période 3) par le HyLMA. c) évolution du nombre de sources
par éclair moyenné par minute. d) taux d’éclairs à l’intérieur du domaine d’étude et reconstitué à partir des
données HyLMA. Les cercles rouges mettent en évidence l’évolution de la densité de sources à mi-troposphère
entre les deux éclairs présentés en a) et b).
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4.3.3 Relations entre les volumes de réflectivité et l’activité électrique
Dans le cadre du projet HyMeX, nous avons vu que la prévision des évènements fortement
précipitants en zone montagneuse est, aujourd’hui encore, difficile. L’utilisation d’un instrument
comme le HyLMA en prévision immédiate pourrait présenter de nombreux avantages.
Historiquement de nombreuses études ont montré des relations robustes entre les réflectivités
mesurées par radars météorologiques et le taux d’éclairs nuage-sol (par exemple Sénési et al.,
1996; Chèze et Sauvageot, 1997; Soula et al., 1998, 2004). Plus récemment Buguet (2012) a
montré que les volumes de réflectivité supérieurs à 40 dBZ était fortement corrélés au CG, ob-
tenant un coefficient de corrélation de 0.89 pour la combinaison de quatre évènements convectifs
s’étant produits dans le Sud-Est de la France entre 2009 et 2010. Dans ce contexte il a été décidé
d’évaluer pour la première fois l’apport du HyLMA en tant que proxy de l’intensité de l’activité
convective en explorant les volumes de réflectivité sur différentes classes entre 20 et 55 dBZ les
23-24 Septembre 2012.
La figure 4.9 présente l’évolution temporelle des volumes de réflectivité entre 20 et 55 dBZ par
classe de 5 dBZ et du nombre de CG et d’éclairs reconstitués à partir des observations HyLMA
par quart d’heure les 23-24 Septembre 2012 entre 23h45 7 et 03h30 TU. Tous les volumes de
réflectivité suivent la même évolution temporelle, et montrent une intensification des précipita-
tions jusqu’à ∼ 01h00 TU suivie d’une diminution jusqu’à 03h30 TU. Comme vu précédemment
l’activité électrique se décompose en trois phases distinctes avec deux périodes très actives en-
cadrant une période intermédiaire faiblement électrique. On note cependant que la période 1
est caractérisée par une augmentation du nombre d’éclairs détectés par le HyLMA, alors que
le nombre de sources VHF associées diminue. Cela montre encore une fois que l’efficacité de
détection est plus faible durant cette période et corrobore ce qui est montré par la figure 4.8.
Cela démontre également l’intérêt de bien prendre en compte l’architecture du réseau et son
efficacité de détection avant d’analyser et interpréter les données. La grandeur la plus adaptée
pour cela est le nombre d’éclairs reconstitués à partir des observations HyLMA, d’où l’intérêt
de s’intéresser au nombre de flashes plutôt qu’au nombre de sources.
7. Un problème avec un fichier de réflectivité entre 23h30 et 23h45 TU le 23 Septembre 2012 nous a obligé à
réduire la période d’étude d’un quart d’heure par rapport aux analyses présentées jusqu’à présent. Toutefois il
est important de noter que l’activité électrique durant cette période est quasiment inexistante d’après la figure
3 présentée dans l’article de ce chapitre, n’impactant par conséquent que faiblement l’étude.
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Figure 4.9 – Activité électrique en fonction du volume de réflectivité par pas de 5 dBZ entre 20 et 55 dBZ
sur la période 23h45-03h30 TU le 24 Septembre 2012. L’activité électrique est différenciée en trois catégories :
les CG détectés par EUCLID (courbe bleue), les sources VHF détectées par le HyLMA (courbe noire), et les
éclairs reconstitués à partir des mesures HyLMA (courbe fuchsia).
Un résumé des coefficients de corrélation obtenus entre les volumes de réflectivité en fonction
de l’activité électrique détectée par EUCLID et le HyLMA le 24 Septembre 2012 est présenté
dans le tableau 4.1. À noter que la période 2, caractérisée par une faible activité électrique,
n’est pas étudiée en détails ici puisqu’elle ne dure que 45 minutes et ne représente alors que
trois points de mesure radar (i.e. donnant une corrélation très proche de 1 mais dénuée de sens
physique).
Tout d’abord on peut s’apercevoir que la corrélation entre les volumes de réflectivité et l’activité
électrique CG détectée par EUCLID est relativement forte et ce quelle que soit la période
considérée. En effet les coefficients de corrélation oscillent par exemple entre 0.72 et 0.83 pour
des volumes de réflectivité de 40 dBZ. Les volumes de réflectivité étant de plus en plus faibles
pour les classes supérieures, les coefficients de corrélation sont par conséquent moins élevés.
Ces résultats confirment cependant le potentiel des relations ZH-CG mis en avant par Buguet
(2012).
Sur la période globale, l’évolution des éclairs détectés par le HyLMA est peu corrélée avec les
différents volumes de réflectivité sur l’ensemble de ce cas d’étude. Néanmoins, en différenciant
les périodes électriques, il est possible d’obtenir des relations robustes comme lors de la période
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1 avec l’ensemble des volumes de réflectivité entre 20 et 45 dBZ (ex : 0.82 avec les éclairs
HyLMA sur la période 1 et des volumes de 40 dBZ). À l’inverse, la période 3 ne présente
aucun signal significatif et ce quels que soient les seuils choisis en réflectivité. Ces résultats sont
certainement dus à la très forte activité électrique se produisant dans la cellule convective au
Sud du bow-echo (cf section 4.2 article), alors que la superficie du système semble diminuer
(cf. figure 4.9). Cette anomalie d’activité électrique donne cependant lieu à des relations plus
significatives entre les volumes de réflectivité et les éclairs HyLMA, avec des coefficients de
corrélation autour de 0.5.
Table 4.1 – Bilan des différents coefficients de corrélation obtenus entre les volumes de réflectivité en fonction
de l’activité électrique détectée par EUCLID et le HyLMA le 24 Septembre 2012. La période globale correspond
à la tranche 23h45-03h30 TU, alors que la période 1 s’étend de 23h45-01h30 TU et la période 3 de 02h15-03h30
TU.
Bien que l’étude s’étende sur seulement quatre heures de données, les relations Zh-CG sont
plus robustes que celles entre la réflectivité et les observations du HyLMA qui sont sujettes
à des fluctuations de l’activité électrique intra-nuageuse, comme lors de la troisième période.
Cela montre aussi que les informations déduites du HyLMA sont complexes et nécessitent une
analyse fine des relations entre phénomènes électriques et mesures radar.
4.3.4 Relations entre la microphysique dominante et l’activité élec-
trique
Les éventuelles relations entre les différents volumes microphysiques et l’activité électrique ont
également été analysées entre 23h45 et 03h30 TU. La figure 4.10 présente l’évolution temporelle
des différents volumes microphysiques et des nombres de CG retrouvés par EUCLID et d’éclairs
reconstitués par le HyLMA avec une résolution temporelle de 15 minutes. Globalement toutes
les espèces microphysiques suivent la même évolution et voient leur volume respectif augmenter
jusqu’à ∼ 01h00 TU avant de diminuer par la suite. La grêle a cependant un comportement
différent avec une forte augmentation en volume à partir de 01h30 TU. Pour les mêmes raisons
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que précédemment avec les volumes de réflectivité, seuls les éclairs observés par EUCLID et
reconstitués par le HyLMA, sont considérés par la suite.
Figure 4.10 – Activité électrique en fonction du volume des différentes espèces microphysiques sur la période
23h45-03h30 TU le 24 Septembre 2012. L’activité électrique est différenciée en trois catégories : les CG détectés
par EUCLID (courbe bleue), les sources VHF détectées par le HyLMA (courbe noire), et les éclairs reconstitués
à partir des mesures HyLMA (courbe fuchsia).
Les coefficients de corrélation obtenus entre les volumes microphysiques et l’activité électrique
détectée par EUCLID et le HyLMA sont présentés dans le tableau 4.2. Sur l’ensemble de
l’évènement, les relations entre l’activité électrique et la microphysique nuageuse sont plus
fortes avec les observations EUCLID qu’avec les observations HyLMA. En effet les coefficients
de corrélation entre la microphysique et le HyLMA sont faibles pour les éclairs, alors qu’ils
peuvent atteindre 0.8 avec les observations EUCLID.
Comme pour l’étude des relations entre les volumes de réflectivité et l’activité électrique pré-
sentée dans la section précédente, les résultats obtenus sont meilleurs en séparant les diffé-
rentes périodes. À ce titre, les coefficients de corrélation sont plus élevés pour les relations
microphysique-HyLMA, atteignant par exemple des valeurs de 0.79 dans la neige sèche durant
la période 1 en terme d’éclairs. Cependant la période 3 présente encore une fois de faibles
corrélations entre les volumes microphysiques et les observations HyLMA, alors qu’avec les ob-
servations EUCLID les résultats ne paraissent pas être affectés. Ce problème semble encore une
fois lié à la forte augmentation de l’activité électrique dans une cellule convective au Sud du
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bow-echo (cf. section 4.2 article). Ce phénomène très localisé impacte la précision des relations
entre les volumes microphysiques et l’activité électrique détectée par le HyLMA.
Table 4.2 – Bilan des différents coefficients de corrélation obtenus entre les volumes des différentes espèces
microphysiques en fonction de l’activité électrique détectée par EUCLID et le HyLMA le 24 Septembre 2012.
La période globale correspond à la tranche 23h45-03h30 TU, alors que la période 1 s’étend de 23h45-01h30 TU
et la période 3 de 02h15-03h30 TU.
Synthèse des relations présentées dans les sections 4.3.3 et 4.3.4
Nous avons étudié au cours de ce travail les relations entre les volumes de réflectivité (ou
de microphysique) et l’activité électrique déduite des observations EUCLID et HyLMA. À ce
titre, les informations délivrées par EUCLID présentent des fortes relations avec la réflectivité
et la microphysique. Ces résultats confirment les relations obtenues par Buguet (2012) à partir
des données du réseau opérationnel EUCLID et démontrent que ces relations sont robustes.
En ce qui concerne les informations déduites du HyLMA, elles semblent cependant souffrir
des fluctuations intra-nuageuses lors de la troisième période, ce qui a tendance à affaiblir les
relations entre ces données et la réflectivité ou encore la microphysique.
4.4 Conclusion
Au cours de ce chapitre, la synergie radar-HyLMA a été mise à profit à travers l’étude d’une
ligne convective frontale traversant le Sud de la France dans la nuit du 24 Septembre 2012.
Cette ligne, ayant par moment la signature d’un bow-echo, a donné lieu à d’importants cumuls
de pluie ainsi qu’à une forte activité électrique sur la période 23h30-03h30 TU sur la région
Cévennes-Vivarais.
Durant ces quatre heures d’analyse, il a été montré que le déclenchement (respectivement la
propagation) des éclairs se faisait à 97 % (resp. 93 %) dans les régions convectives. Cela vient
consolider une précédente étude de Lang et Rutledge (2008) qui avaient établi que 99 % des
sources VHF était réparties dans une région de 10 km autour des zones convectives lors d’une
ligne de grain observée pendant STEPS.
La combinaison des données radar et HyLMA a permis pour la première fois de déterminer
l’espèce microphysique dominante associée au déclenchement (D) et à la propagation (P) des
137
CHAPITRE 4. CAS D’ÉTUDE IOP6 HYMEX 4.4. CONCLUSION
éclairs. Les résultats de cette étude ont montré à partir des composites 3D d’hydrométéores
présentés dans le chapitre 3 de ce manuscrit que les milieux microphysiques les plus actifs
étaient le graupel (D = 70 % et P = 58 %) et les cristaux de glace (D = 22 % et P = 33 %).
Parallèlement à ce travail, les profils microphysiques associés aux différentes phases de l’éclair
(i.e. D et P), ont révélé que l’activité électrique n’était pas organisée de la même façon dans le
graupel et la glace. En associant ces espèces microphysiques à leur traceur électrique respectif
(positif pour le graupel et négatif pour la glace), il a été possible de caractériser la répartition
de l’activité électrique en fonction de ces types d’hydrométéores.
Une étude approfondie de deux périodes électriquement distinctes a également été effectuée
pour ces quatre heures d’analyse. La première période, caractérisée par une activité électrique
très faible comparativement au reste de l’étude globale, a permis de mettre en avant deux hy-
pothèses : i) le rôle de la grêle et ii) la redistribution des charges électriques entre les zones
convectives et stratiformes. Le rôle de la grêle souligné dans la première hypothèse, pourrait
avoir un impact négatif sur les mécanismes non-inductifs, et ce notamment lorsqu’elle intervient
à travers des processus de croissance humide comme l’ont suggéré des plusieurs études (Boussa-
ton et al., 2007; Bruning et al., 2007; Emersic et al., 2010). La deuxième hypothèse quant à elle
est basée sur une redistribution des charges à l’échelle du nuage. Dans les zones convectives, des
particules glacées et chargées sont éjectées à très haute altitude et sont ensuite repartis dans la
zone stratiforme du nuage. Ce transport implique un taux d’électrisation constant, une baisse
du champ électrique dans les zones convectives et par conséquent une diminution de l’activité
électrique. La deuxième période analysée concerne le moment où la ligne convective est devenue
localement très active en termes de processus électriques après être passée au dessus d’un relief
situé dans le Vaucluse. L’étude de cette cellule convective montre que cet obstacle a généré un
renforcement de l’ascendance principale à mi-troposphère, projetant des particules de graupel
à plus de 12 km d’altitude venant alors perturber l’activité électrique dans cette région.
Enfin une étude portant sur les relations entre les volumes de réflectivité et microphysiques en
relation avec à l’activité électrique détectée par EUCLID (CG) et le HyLMA (IC+CG) a été
réalisée. Que ce soit pour les volumes de réflectivité ou d’espèce microphysique, les corrélations
avec les éclairs nuage-sol détectés par EUCLID présentent des relations fortes sur les différentes
périodes étudiées. À l’inverse, les relations entre ces différents volumes et l’activité électrique
détectée par le HyLMA oscillent selon les périodes. La première période électrique donne des
coefficients de corrélation équivalents à ceux obtenus pour les observations EUCLID, alors
que la période 3 ne présente aucune corrélation à cause d’une activité électrique principalement
concentrée à très haute altitude. Ce résultat montre que notre compréhension des relations entre
l’activité électrique globale par rapport à l’évolution du système orageux est encore restreinte
et nécessite de plus amples recherches.
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Conclusions et Perspectives
Le travail présenté dans ce manuscrit de thèse est consacré à l’étude tridimensionnelle des
relations entre les processus électriques, microphysiques et dynamiques au sein des systèmes
convectifs fortement précipitants observés à l’automne 2012 dans le Sud de France. Il s’inscrit
dans le cadre du programme de recherche PEACH, dont l’un des objectifs est de mieux
caractériser ces relations afin d’apporter des réponses pour la prévision et la prévention des
risques hydrométéorologiques qui sont le cœur du programme international HyMeX. L’étude
s’appuie sur les données expérimentales recueillies à l’automne 2012 lors de la SOP1, et plus
particulièrement sur les mesures réalisées par le HyLMA et les radars opérationnels du réseau
ARAMIS qui ont fait l’objet d’une attention toute particulière. Les jeux de données collectés
par ces instruments ont ouvert de nouvelles perspectives dans le domaine de la physique des
nuages parmi lesquelles la possibilité d’étudier pour la première fois en Europe et avec une
précision jusqu’alors inégalée les interactions complexes entre processus microphysiques et
électriques au sein des cellules orageuses.
Les radars Doppler à diversité de polarisation offrent la possibilité d’obtenir des informations
sur le type et la distribution des hydrométéores au sein des systèmes précipitants. Étant donné
que la production d’éclairs est le résultat d’une électrisation directement créée par des in-
teractions entre du graupel et des cristaux de glace en suspension, une description détaillée
des différents types d’hydrométéores présents dans les nuages convectifs est essentielle pour
étudier les processus d’électrisation. Dans cette optique, les algorithmes de classification des
hydrométéores développés par Météo-France ont été améliorés, puis évalués afin de disposer de
toute l’information nécessaire pour décrire le milieu nuageux du point de vue de l’électricité
atmosphérique.
La catégorie microphysique "graupel", non existante dans les algorithmes de Météo France, a
ainsi été ajoutée dans la chaîne de traitement des données polarimétriques à partir d’études
disponibles dans la littérature : Park et al. (2009) en bande S et Marzano et al. (2007) en bande
C. Par ailleurs une discrimination des zones convectives et stratiformes au sein des systèmes
précipitants a également été réalisée (Dolan et al., 2013) afin de limiter l’erreur sur la localisation
des hydrométéores.
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Dans un premier temps une évaluation de la restitution des hydrométéores a été entreprise à
partir des radars polarimétriques de Montclar (bande C), Nîmes et Collobrières (bande S) dans
le Sud de la France. Pour ce faire, une méthode d’inter-comparaison a été developpée permettant
de confronter les hydrométéores restitués par deux radars voisins au sein d’un même volume
échantillonné. Des inter-comparaisons sur une vingtaine d’heures ont alors été effectuées à partir
de 5 cas observés durant la SOP1 de HyMeX en prenant le radar de Nîmes comme référence. De
manière générale, il a été montré que les restitutions d’hydrométéores étaient plus cohérentes
entre les radars de Nîmes et Montclar qu’entre Nîmes et Collobrières opérant pourtant à la même
longueur d’onde. Ces différences sont liées à une mauvaise estimation de l’altitude de l’isotherme
0◦C avec le radar de Collobrières qui génère un décalage de la répartition des hydrométéores
sur la verticale. Cette étude montre que les algorithmes de logique floue sont très sensibles au
profil de température et nécessitent par conséquent d’être alimentés par des données modèle
et/ou expérimentales (radiosondage) les plus précises possible. Les mesures réalisées par un
avion de recherche de type Falcon 20 8 lors de la SOP1 ont également été utilisées pour évaluer
les restitutions d’hydrométéores effectuées par le radar de Nîmes sur un cas d’étude. À ce sujet,
des comparaisons subjectives entre les images prises par les instruments de mesure aéroportés
et les différents types d’hydrométéores identifiés par le radar de Nîmes ont donné des résultats
similaires, attestant de la cohérence des restitutions effectuées par ce dernier.
Dans un deuxième temps, les restitutions d’hydrométéores entre les radars de Montclar et Nîmes
ont été considérées comme satisfaisantes à partir des évaluations réalisées précédemment. Dans
l’optique d’une mise en commun des données électriques et radar, ainsi que d’une meilleure
description de la microphysique nuageuse au sein des systèmes convectifs observés pendant
HyMeX, une nouvelle méthode d’interpolation 3D des hydrométéores a été developpée pour
une grille d’étude cartésienne permettant alors de combiner les mesures effectuées à partir de
radars opérant à différentes longueurs d’onde. Cette méthode est basée sur une adaptation des
interpolations de type Cressman (1959), offrant la possibilité de prendre en compte les différents
scores obtenus pour chaque type d’hydrométéore tout en gardant la philosophie de la logique
floue. Ces développements ont notamment été testés avec succès sur une ligne de grain observée
le 24 Septembre 2012 dans le Sud de la France lors de la campagne HyMeX.
À partir de ces résultats, l’étude du 24 Septembre 2012 a été poursuivie en ajoutant aux restitu-
tions tridimensionnelles microphysiques, la dynamique issue des analyses Doppler (algorithme
MUSCAT), ainsi que les données éclairs déduites du HyLMA (IC+CG) et du réseau opération-
nel EUCLID (CG). Cette étude a permis de montrer que le déclenchement et la propagation
des éclairs restitués par le HyLMA se trouvaient respectivement répartis à 99 % et 93 % dans
les zones convectives. Ce résultat vient par ailleurs corroborer un précédent travail de Lang et
Rutledge (2008), qui ont obtenu des résultats similaires en étudiant l’activité électrique tridi-
8. avion du Service des Avions Français Instrumentés pour la Recherche en Environnement (SAFIRE)
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mensionnelle dans une ligne de grain observée pendant la campagne STEPS entre le Colorado
et le Kansas.
L’analyse du taux d’éclairs calculé à partir des données HyLMA a également permis d’identifier
trois périodes électriquement distinctes le 24 Septembre 2012, entre 23h30 (J-1) et 03h30 TU.
À cet égard, la première et la troisième périodes présentent une forte activité électrique, alors
que la deuxième période produit très peu d’éclairs mais montre plus d’activité dans les régions
stratiformes de la ligne de grain. En couplant les composites 3D d’hydrométéores avec les
données HyLMA, il a été mis en évidence que les deux catégories microphysiques les plus
importantes pour la propagation (P) et de déclenchement (D) des éclairs étaient le graupel (D =
70 % ; P = 58 %) et les cristaux de glace (D = 22 % ; P = 33 %). Les espèces microphysiques que
sont la pluie, la neige mouillée et la neige sèche, ne sont par ailleurs pas des milieux privilégiés
pour le déclenchement et la propagation des éclairs ce jour-là. Dans cette répartition de l’activité
électrique au sein de la microphysique nuageuse dominante, la grêle semble aussi jouer un rôle
non négligeable en altérant les processus non-inductifs au même titre que la redistribution des
charges entre les zones convectives et stratiformes pourrait diminuer l’activité électrique. La
propagation des éclairs évitant cette espèce microphysique durant la faible activité électrique
associée à la deuxième période, la présence de grêle humide pourrait en être la cause comme l’ont
suggéré Bruning et al. (2007); Emersic et al. (2010). Par ailleurs l’éjection de particules chargées
à très haute altitude dans les zones convectives a pour effet de disséminer et de transférer en
partie les charges des zones convectives vers les zones stratiformes, pouvant alors diminuer le
champ électrique global et par conséquent l’activité électrique. Enfin l’étude approfondie de
la troisième période d’activité électrique a révélé que la forte production d’éclairs associée,
pouvait en majeur partie être due au passage d’un relief dans le Vaucluse. Celui-ci a provoqué
un renforcement local des vitesses verticales au sein d’une cellule convective, projetant alors
des particules de graupel à très hautes altitudes (> 12 km) et décuplant l’activité électrique
dans cette région.
Une dernière étude sur les relations entre l’activité électrique (HyLMA et EUCLID) et les vo-
lumes de réflectivité ou encore de microphysique a été réalisée. Que ce soit pour la réflectivité
ou la microphysique, les relations avec l’activité électrique le 24 Septembre 2012 présentent
une meilleure corrélation avec le réseau opérationnel EUCLID (éclairs nuage-sol), qu’avec les
informations déduites du HyLMA. Ces relations sont en effet fortes en utilisant les données
CG et relativement constantes dans le temps. À l’inverse, les informations déduites du HyLMA
semblent assujetties aux fluctuations électriques intra-nuageuses, qui ne sont pas directement
liées aux volumes de réflectivité ou de microphysique dans le domaine, mais à des forçages
externes comme par exemple le passage au dessus d’un relief qui intensifie très fortement l’élec-
trisation et donc la production d’éclairs dans des volumes relativement confinés à très haute
altitude.
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De nombreuses perspectives sont envisageables suite à ce travail de thèse, afin de compléter les
travaux présentés dans ce manuscrit. Tout d’abord les résultats obtenus de la synergie radar-
HyLMA nécessitent d’être approfondis à travers d’autres cas d’étude HyMeX. Il serait en effet
intéressant d’étudier si les ratios entre déclenchement et propagation des éclairs dans le graupel
et les cristaux de glace sont valables dans d’autres situations, ou encore observer l’implication
des autres espèces microphysiques dans ces manifestations électriques. Cela permettrait égale-
ment de constituer à plus long terme une climatologie à l’échelle régionale de la répartition de
l’activité électrique dans les systèmes méditerranéens observés pendant HyMeX. Enfin une uti-
lisation des informations HyLMA pourrait servir à l’évaluation, voire même indirectement, aux
restitutions des différents types d’hydrométéores par les radars polarimétriques. Par exemple,
l’espèce microphysique graupel, non-présent dans les algorithmes de logique floue développés
par Météo-France, pourrait notamment être implémenté à partir de ce proxy.
Une plus longue série d’étude portant sur l’évaluation des bénéfices issus des informations
HyLMA ou EUCLID en tant que marqueurs de la convection à partir des volumes de réflectivité
ou de microphysique des systèmes fortement précipitants observés pendant HyMeX est par
ailleurs nécessaire. On peut en effet se demander si la forte augmentation de l’activité électrique
suite au passage du système convectif au dessus d’un relief n’est pas un phénomène rare. Dans
la mesure où cette hypothèse serait vérifiée, il est probable que les relations entre les données
HyLMA et les volumes de réflectivité et de microphysique donnent de meilleurs résultats. Dans
le cas inverse, il faudrait certainement complexifier ces relations en tenant compte de paramètres
extérieurs (par exemple la trajectoire des cellules convectives).
Deux autres éléments, non-utilisés au cours de cette thèse, pourraient également apporter des
informations précieuses pour la caractérisation de ces systèmes convectifs. Le premier élément
concerne les relations entre les masses de glace et l’activité électrique (Blyth et al., 2001;
Deierling et Petersen, 2008; Barthe et al., 2010). Ces études précédentes ont permis de quantifier
l’activité électrique à partir de paramètres nuageux comme les produits des flux de masse de
glace précipitante et des flux de glace précipitante avec l’activité électrique totale. Ce travail
avait notamment été adapté par Buguet (2012) sur des cas observés dans le Sud-Est de la
France et avait démontré l’existence de relations fortes entre ces flux et le taux de CG (R >
0.75). Le deuxième élément concerne la caractérisation de la turbulence à partir de l’activité
électrique enregistrée par un LMA lors de la campagne STEPS (Bruning et MacGorman, 2013).
Cette étude a montré qu’à partir d’une combinaison du taux et de l’extension d’éclairs, il était
possible de retrouver une loi puissance en -5/3 sur des échelles comprises entre ∼ 1 et 10 km,
caractéristiques des spectres de turbulence. Cette information serait par exemple utile pour
l’étude et la caractérisation des trois périodes d’activité électrique observées le 24 Septembre
2012.
Une autre question abordée au cours de cette thèse réside dans la résolution temporelle des
restitutions microphysiques et dynamiques obtenues à partir des radars du réseau opérationnel
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ARAMIS. On peut se demander à juste titre si une résolution temporelle de 15 minutes est
suffisante pour étudier des processus microphysiques, dynamiques et électriques dans les sys-
tèmes convectifs. Nous avons en effet dû travailler à partir des super-cycles radar identiques et
réalisés toutes les 15 minutes. Une possibilité serait de travailler sur les trois cycles de 5 mi-
nutes composant le super-cycle de 15 minutes. Comme la stratégie d’échantillonnage est propre
à chaque radar et différente pour chacun des 3 cycles de 5 minutes, cette solution impliquerait
de travailler avec trois biais différents (un par cycle), complexifiant alors grandement l’exercice.
Néanmoins, il existe aujourd’hui une nouvelle génération de radar dit à balayage électronique,
permettant de scanner entièrement le nuage d’orage moins d’une minute. Si l’avènement de tels
instruments est encore limité par les contraintes technologiques liée à l’exploitation de la double
polarisation sur ce type de radars, il est probable qu’ils constitueront l’un des principaux outils
de demain pour l’étude des systèmes convectifs (par exemple Emersic et al., 2010).
Enfin il serait intéressant de confronter les résultats obtenus sur le cas du 24 Septembre 2012
avec des simulations numériques. Plus particulièrement le module CELLS (pour "Cloud ELec-
trification and Lightning Scheme", en anglais), récemment implémenté dans le modèle de re-
cherche Méso-NH permet de résoudre explicitement l’activité électrique dans les nuages d’orage
(Barthe et al., 2012; Pinty et al., 2013). Les résultats obtenus au cours de cette thèse offrent
la possibilité d’évaluer un tel schéma électrique. Le couplage de CELLS au module microphy-
sique ICE4 9 de Méso-NH, permettrait également de simuler l’activité électrique avec les mêmes
types d’hydrométéores nuageux utilisés dans cette thèse (à savoir la pluie, la neige, le graupel,
la grêle, et les cristaux de glace). Les ratios obenus sur le déclenchement et la propagation des
éclairs dans le graupel et les cristaux de glace pourraient servir à évaluer ces simulations.
L’un des objectifs à long terme est par ailleurs d’utiliser les informations déduites de la sy-
nergie radar-LMA pour l’assimilation de données dans les modèles opérationnels de prévision
numérique du temps comme AROME (Seity et al., 2010). En effet, l’identification de la micro-
physique nuageuse associée aux éclairs ou encore l’obtention de relations entre microphysique et
éclairs est intéressante dans l’optique d’assimiler des données d’éclairs via des grandeurs calcu-
lées dans le modèle de prévision (microphysique, vapeur d’eau. . .). La récente acquisition d’un
LMA par le laboratoire d’Aérologie installé sur l’observatoire atmosphérique de Corse (COR-
SiCA, http://www.obs-mip.fr/corsica), couplée au prochain déploiement d’un nouveau ra-
dar polarimétrique opérationnel en bande C à Ajaccio, ouvre des perspectives intéressantes
pour l’étude et l’évaluation de ces relations.
9. schéma microphysique à un moment.
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Liste des acronymes
ANELFA Association Nationale d’Etude et de Lutte contre les Fléaux Atmosphériques
ARAMIS Application RAdar à la Météorologie Infra-Synoptique
ARPEGE Action de Recherche Petite Échelle Grande Échelle
ATDnet Arrival Time Differencing NETwork
BA BAlearic island
BB Bande Brillante
BFTB Bolt From The Blue
BUFR Binary Universal Form for the Representation of meteorological data
CA CAtalonia
CAPE Convective Available Potential Energy
CAPPI Constant Altitude Plan Position Indicator
CELLS Cloud ELectrification and Lightning Scheme
CG Cloud-to-Ground lightning
CHUVA Projet de recherche mené au Brésil et signifiant pluie en portugais
CI Central Italy
CIN Convective INhibition
CNRS Centre National de la Recherche Scientifique
CMR Centre Météorologique Radar
CO COrsica
CV Cévennes-Vivarais
DC3 Deep Convective Clouds and Chemistry
DS Dry Snow
DSD Drop Size Distribution
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EOP Enhanced Observation Period
EUCLID EUropean Cooperation for LIghtning Detection
EUMETSAT EUropean organisation for the exploitation of METeorological SATellites
GIEC Groupe d’experts Intergouvernemental sur l’Évolution du Climat
GOES Geostationary Operational Environmental Satellite
Gr Graupel
Ha Hail
HCA Hydrometeor Classification Algorithm
HID Hydrometeor IDentification
HyMeX Hydrological cycle in Mediterranean Experiment
HPE Heavy Precipitation Event
Hpiconet High resolution sampling rainfall
HyLMA HyMeX-LMA
I Ice
IC Intra-Cloud lightning
IOP Intensive Observation Period
IOP6 Intensive Observation Period : 24 Septembre 2012
LaMP Laboratoire de Météorologie Physique
LDAR Lightning Detection And Ranging
LI Lightning Imager
LF Low Frequency
LIS Lightning Imager Sensor
LMA Lightning Mapping Array
LMS Lightning Mapper Sensor
LOP Long Observation Period
LT Liguria-Toscany
MAP Mesoscale Alpine Program
MCC Mesoscale Convective Complex
MCS Mesoscale Convective Systems
MesoNH modèle de MESO-échelle Non-Hydrostatique
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MISTRALS Mediterranean Integrated STudies at Regional And Local Scales
MSG Météosat Second Generation
MTG Météosat Third Generation
MUSCAT MUltiple-Doppler Synthesis and Continuity Adjustment Technique
NASA National Aeronautics and Space Administration
NEI Northastern Italy
NMT New Mexico Tech
OMM Organisation Météorologique Mondiale
OTD Optical Transient Detector
PEACH Projet en Électricité Atmosphérique pour la Composante HyMeX
PIA Path Integrated Attenuation
PIDA Path Integrated Differential Attenuation
PPI Plan Position Indicator
PSD Particule Size Distribution
PRF Pulse Repetition Frequency
R Rain
RADAR RAdio Detection And Ranging
RHI Range Height Indicator
SAFIR Système d’Alerte Foudre par Interférométrie Radioélectrique
SAFIRE Service des Avions Français Instrumentés pour la Recherche en Environnement
SCR Signal to Clutter Ratio
SNR Signal Noise Ratio
SOP Special Observation Period
SOP1 First Special Observation Period : du 05 septembre au 06 novembre 2012
STAR Simultaneous Transmission And Reception
STEPS Severe Thunderstorm Electrification and Precipitation Study
TARA Transportable Atmospheric RAdar
TELEX The Thunderstorm Electrification and Lightning Experiment
TRMM Tropical Rainfall Measuring Mission
VA Valencia
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VLF Very Low Frequency
VHF Very High Frequency
WRF Weather Research and Forecasting Model
WS Wet Snow
XLMA Software LMA développé par le New Mexico Tech pour visualiser les éclairs
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12 summers of cloud-to-ground (CG) lightning flashes data over a 200 km×200 km domain
centered on Paris (France) have been analyzed to infer the possible influence of pollution on
lightning activity. Lightning flashes densities are calculated on a 5 km×5 km grid, filtered for
discarding extremely high events, and differentiated from weekdays to week-end days, with a
specific insight upwind, over, and downwind Paris. Lightning flashes are more numerous in the
North-East part of the domain and increasingly large events progressively concentrate over
Paris and over some hills around. The former result indicates a possible influence of pollution
on lightning activity downwind of Paris; the latter probably illustrates the influence of the
urban heat island and of the relief on the convection strengthening. Furthermore, the number
of positive CG flashes is rather uniformly distributed on the whole domain, except in the
North-East where it appears somewhat relatively lower meanwhile negative CG are relatively
more numerous in that region. This corresponds to a reduction in the percentage of positive CG
downwind of Paris. Additionally, lightning activity appears weaker downwind of Paris during
weekend days. A specific daily analysis of the lightning density in circles distributed along the
direction of prevailing wind through Paris shows that the lightning activity appears higher
downwind during the days most worked as Tuesday, Wednesday and Thursday. This higher
electric activity persists up to about 40 km on Wednesday, and up to about 80 km on Tuesday
and Thursday (most days worked). The electrification seems therefore more important
downwind of Paris during the more polluted days.
© 2012 Elsevier B.V. All rights reserved.
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1. Introduction
Among the various influences that anthropogenic emis-
sions may have on local and regional meteorology, the one
that involves aerosols and cloud physics via the droplet
spectrum appears very complex, especially when thunder-
clouds and electrification are considered (Mossop and Hallett,
1974; Rosenfeld and Lensky, 1998; Williams et al., 1999; Bell
et al., 2008). As a matter of fact, lightning activity is supposed
to be affected by several parameters that can reinforce the
convection like the sensible heating in response to solar
radiation, the relief, the urban heat island (UHI), the wind
convergence… However, these parameters can be in compe-
tition with the aerosols for lightning enhancement (Williams
et al., 2004). The aerosols can even be key parameters
according to several observations over cities where an increase
in CG density and a decrease in positive CG percentage were
detected (Orville et al., 2001; Areitio et al., 2001; Steiger et al.,
2002; Naccarato et al., 2003; Pinto et al., 2004; Stallins et al.,
2006; Kar et al., 2009), or under the influence of smokes
emitted by biomass fires resulting on contrary in an increase in
the positive CG percentage (Lyons et al., 1998; Murray et al.,
2000; Lang and Rutledge, 2006). Furthermore, the triggering
and the propagation of discharges could also be affected by
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An ambitious radar deployment to collect high-quality observations of heavy precipitation 
systems developing over and in the vicinity of a coastal mountain chain is discussed.
MULTIFREQUENCY RADAR 
OBSERVATIONS COLLECTED IN 
SOUTHERN FRANCE  
DURING HYMEX-SOP1
by O. bOusquet, A. berne, J. DelAnOe, y. DufOurnet, J. J. GOurley, J. VAn-bAelen, C. AuGrOs,  
l. bessOn, b. bOuDeVillAin, O. CAumOnt, e. Defer, J. GrAziOli, D. J. JOrGensen, P.-e. Kirstetter,  
J.-f. ribAuD, J. beCK, G. Delrieu, V. DuCrOCq, D. sCiPiOn, A. sChwArzenbOeCK, AnD J. zwiebel
T he accurate prediction of orographic convective  precipitation is a major meteorological challenge  that depends on a wide range of time and 
space scales as well as complex processes ranging 
from moist orographic airf low dynamics to cloud 
microphysics. Forecasting the location and amount 
of heavy precipitation is particularly critical in coastal 
mountainous regions. Heavy precipitation can indeed 
generate rapid and destructive f loods, and thus it 
represents a major threat to lives and infrastructure, 
especially since communities living in foothill regions 
have experienced large population increases. Several 
important field and research programs, such as the 
Mesoscale Alpine Programme (MAP; Bougeault 
et al. 2001), the Intermountain Precipitation Experi-
ment (IPEX; Schultz et al. 2002), and the Improve-
ment of Microphysical Parameterization through 
Observational Verification Experiment (IMPROVE; 
Stoelinga et al. 2003), among others, have been 
designed in the last decade to improve the under-
standing and prediction of orographically generated 
precipitation. Although the analysis of datasets col-
lected during these field campaigns has dramatically 
advanced our understanding of moist dynamics and 
microphysics over complex terrain (e.g., Medina et al. 
2005; Rotunno and Houze 2007), our knowledge of 
coastal orographic precipitation remains insufficient 
to satisfy societal demands for precise forecasts and 
warnings.
A fundamental element that has been missing in 
past field experiments is nearly simultaneous mea-
surements of the moist marine inflow as a function 
of time, height, and along-barrier distance with 
measurements of precipitation over orography in 
addition to turbulence/microphysical transforma-
tions occurring in between. The Hydrological Cycle 
in the Mediterranean Experiment (HyMeX) field 
campaign (Ducrocq et al. 2014), which is dedicated 
to the study of the water cycle in the northwest-
ern Mediterranean basin, intends to achieve this 
goal and to gather such basic but hard-to-obtain 
information.
High-resolut ion dua l-Doppler a nd dua l-
polarizat ion radar measurements are key to 
resolving small-scale precipitation and f low struc-
tures and to studying the role of complex topogra-
phy and microphysical processes in precipitation 
formation and enhancement. During the first special 
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Abstract. The PEACH project (Projet en Electricité Atmo-
sphérique pour la Campagne HyMeX – the Atmospheric
Electricity Project of the HyMeX Program) is the atmo-
spheric electricity component of the Hydrology cycle in
the Mediterranean Experiment (HyMeX) experiment and is
dedicated to the observation of both lightning activity and
electrical state of continental and maritime thunderstorms
in the area of the Mediterranean Sea. During the HyMeX
SOP1 (Special Observation Period) from 5 September to
6 November 2012, four European operational lightning lo-
cating systems (ATDnet, EUCLID, LINET, ZEUS) and the
HyMeX lightning mapping array network (HyLMA) were
used to locate and characterize the lightning activity over
the northwestern Mediterranean at flash, storm and regional
scales. Additional research instruments like slow antennas,
video cameras, microbarometer and microphone arrays were
also operated. All these observations in conjunction with
operational/research ground-based and airborne radars, rain
gauges and in situ microphysical records are aimed at char-
acterizing and understanding electrically active and highly
precipitating events over southeastern France that often lead
to severe flash floods. Simulations performed with cloud re-
solving models like Meso-NH and Weather Research and
Forecasting are used to interpret the results and to investi-
gate further the links between dynamics, microphysics, elec-
trification and lightning occurrence. Herein we present an
overview of the PEACH project and its different instruments.
Examples are discussed to illustrate the comprehensive and
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Abstract
The Hydrological cycle in Mediterranean Experiment (HyMeX, http://www.hymex.org/) is a
10-year research program focusing on the quantification and understanding of the water cycle in
the Mediterranean at various time and spatial scales with particular emphasis on high-impact
weather events. This study takes place within the framework of the first HyMeX field phase
(HyMeX-SOP1), which was conducted in the autumn 2012. The unique and extensive dataset
collected during this field campaign offers the possibility to further investigate the complex
relationships between cloud microphysics and lightning at play within mesoscale convective
systems observed in southern France. With this regard, the present study make the use of
a Lightning Mapping Array (LMA) along with operational dual-polarization weather radar.
The first instrument allows documenting the three-dimensional lightning activity, whereas the
second has the ability to determine the type of hydrometeors within cloud systems.
Since the production of lightning is the result of an electrification created by microphysical
collisions between graupels and ice crystals in suspension, a highly detailed description of hy-
drometeor types within convective clouds is needed. With this respect, an improved version of
Météo-France hydrometeor classification algorithm was developed and evaluated so as to be able
to discriminate between a large number of microphysics species. Overall hydrometeor species
retrieved from a pair of neighbouring radars within a common sampling area are consistent from
one to another. This study has however pointed out the need to check the consistency related
to the identification of 0◦C isotherm derived from numerical weather prediction model outputs
before to perform hydrometeor identification. As a follow up to this work, a novel interpolation
method allowing the remapping of single-radar hydrometeor fields onto a common Cartesian
grid was developed in order to get access the three-dimensional hydrometeor distribution within
HyMeX convective systems.
Another part of this work aims at combining LMA and polarimetric radar observations to
infer relationships between the total lightning activity, microphysics, and kinematics within the
intense bow-echo system observed above the complex terrain of southern France during HyMeX.
Using the synergy between LMA and polarimetric radar data, it is underlined that microphysical
processes involved in cloud electrification, along with the impact of the topography play at part
onto the global lightning activity. Based on a 4h analysis on the 24 Setptember 2012, it is found
that lighting initiation and propagation take preferentially place within graupel, ice and to
a lesser extent hail regions. This study also highlights the important role of topography on
lightning activity and shows that even a small hill can dramatically influence the distribution
and intensity of lightning within convective areas.
Key words : thunderstorms, lightning, weather radar, LMA, cloud dynamics, microphysics
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Résumé
La question de la prévision des évènements fortement précipitants se produisant sur le bassin
Méditerranéen est au cœur du programme international HyMeX (Hydrological cycle in Me-
diterranean EXperiment, http://www.hymex.org/) dont l’un des objectifs est d’améliorer la
prévision et la prévention des risques hydrométéorologiques du bassin méditerranéen dans le
contexte du changement climatique. Durant l’automne 2012, une campagne de mesures de deux
mois dite "Période d’Observation Spéciale" (SOP1) a été menée afin de documenter les condi-
tions propices à la formation et au développement des évènements convectifs de type cévenol
souvent responsables de crues dévastatrices. Pendant cette SOP1 un dispositif instrumental sans
précédent a été déployé avec notamment pour la première fois sur le sol français un imageur
à haute résolution spatio-temporelle permettant d’observer les décharges électriques en trois
dimensions : le Lightning Mapping Array (LMA). Cet instrument a été combiné aux radars
du réseau ARAMIS de Météo-France, et plus précisément aux radars Doppler à diversité de
polarisation dans le Sud-Est de la France qui offrent la possibilité d’obtenir des informations
sur le type et la distribution des hydrométéores au sein des systèmes précipitants.
La production d’éclairs étant le résultat d’une électrisation issue des interactions microphy-
siques (collisions entre graupels et cristaux de glace en suspension), une description détaillée
des différents types d’hydrométéores présents dans les nuages convectifs est essentielle. Dans
cette optique, les algorithmes d’identification des hydrométéores développés par Météo-France
ont été évalués puis améliorés. Les résultats de cette étude ont montré que les restitutions
entre les différents radars étaient plutôt cohérentes, à condition que l’information sur l’altitude
de l’isotherme 0◦C soit correcte. Ce travail a ensuite été complété par la création, via une
méthode originale, de composites 3D d’hydrométéores permettant de décrire la microphysique
majoritairement présente dans les systèmes convectifs observés pendant la campagne HyMeX.
La deuxième partie de ce travail s’est basée sur l’exploitation de la synergie radar-LMA sur
une ligne de grain observée durant la SOP1 de HyMeX. Les principales informations déduites
de ce couplage ont mis en exergue l’importance des processus microphysiques intervenant dans
l’électrisation du nuage d’orage, ainsi que l’impact du relief sur l’activité électrique globale
du système convectif. Sur les quatre heures de données analysées du 24 Septembre 2012, le
déclenchement et la propagation des éclairs ont majoritairement été observés dans les espèces
microphysiques que sont le graupel, les cristaux de glace et dans une moindre mesure la grêle.
Cette étude souligne également le rôle important de la topographie sur l’activité électrique
et montre que le passage d’un faible relief peut dramatiquement influencer la distribution et
l’intensité des éclairs dans les régions convectives.
Mots clés : orages, éclairs, radar polarimétrique, LMA, dynamique, microphysique
