We present a local Gaussian beam decomposition method for calculating the scalar diffraction field due to a twodimensional field specified on a curved surface. We write the three-dimensional field as a sum of Gaussian beams that propagate toward different directions and whose waist positions are taken at discrete points on the curved surface. The discrete positions of the beam waists are obtained by sampling the curved surface such that transversal components of the positions form a regular grid. The modulated Gaussian window functions corresponding to Gaussian beams are placed on the transversal planes that pass through the discrete beam-waist position. The coefficients of the Gaussian beams are found by solving the linear system of equations where the columns of the system matrix represent the field patterns that the Gaussian beams produce on the given curved surface. As a result of using local beams in the expansion, we end up with sparse system matrices. The sparsity of the system matrices provides important advantages in terms of computational complexity and memory allocation while solving the system of linear equations.
INTRODUCTION
The commonly used source model approaches [1] [2] [3] [4] [5] [6] [7] do not produce accurate results for the problem of three-dimensional (3D) field calculation from the two-dimensional (2D) field specified on a curved surface (or object). The reason is that they ignore the mutual couplings between the field samples on the given curved surface. As a result, the subsequently reconstructed field on the same curved surface is found to be inconsistent with the original one [8, 9] .
The local Gaussian beam decomposition proposed in [8] reduces the mutual coupling effects with respect to point source models [1] [2] [3] [4] [5] [6] [7] . In that work of Şahin and Onural [8] , the signal given on the curved surface is decomposed into a sum of modulated Gaussian window functions. Then the 3D field is written as a sum of 3D Gaussian beams, each of which corresponds to a modulated Gaussian window function on the curved surface. Although the method proposed by [8] reduces the mutual couplings compared to point-source models considerably, for some surfaces this method still produces inconsistent 3D field solutions. The reason is that the disjoint patches that represent the supports of the modulated Gaussian window functions on the surface are treated independently. Thus, possible mutual couplings between such patches are omitted. As a result of that, the method proposed in [8] is applicable to the surfaces such that the mutual couplings between the disjoint patches on the surface are negligible. In addition to this, a smoothness constraint is imposed on the curved surface for the applicability of the formulations developed in [8] . The mutual coupling problem is solved by using a field model approach, based on the plane-wave decomposition (PWD), in [9, 10] , resulting in an exact method to calculate the diffraction field from a given curved surface. However, for large sizes of curved surfaces, this method becomes impractical because of an intolerable increase in the computational complexity and the related memory requirement.
Here in this paper, we reformulate the local Gaussian beam decomposition method introduced in [8] in order to achieve the exact field solutions. The 3D Gaussian beam decomposition method that we propose does not impose any restriction on the curved surface and still produces consistent 3D field solutions. We write the 3D field as a sum of 3D beams whose waist positions are determined by the given curved surface. The directions of the beams are fixed independent of the surface. We find the coefficients of the beams by constructing the linear system of equations where the system matrix is formed by calculating the field patterns that the Gaussian beams produce on the curved surface. In this sense, the formulation of the proposed method is similar to the field model approach given by [9] . However, the locality of the signals used in the proposed decomposition results in important advantages over the approaches that use global signal decomposition methods, for instance [9] , in terms of computational complexity and memory allocation.
In Section 2, we start by giving the Gaussian beam decomposition for planar input surfaces. Then we introduce the proposed Gaussian beam decomposition for curved input surfaces in Section 3. We test our approach and present the simulation results in Section 4. Finally, we give the conclusions in Section 5.
DIFFRACTION FIELD CALCULATION FROM PLANAR INPUT SURFACES
the Gaussian beam decomposition method. Before doing this, let us define the signal space of the monochromatic scalar 3D fields that we consider in this paper as [11] ux ZZ B Af x ; f y expfj2πf
where
2 , and λ is the wavelength of the monochromatic light. Note that Eq. (1) is actually called as plane wave decomposition, where the 3D field is written as a sum of infinite-extent plane waves that propagate toward different directions. Here, we take into account only the propagating plane waves whose frequency components along the x and y axes satisfy f 2 x f 2 y ≤ 1∕λ 2 . In other words, we exclude the evanescent waves. The propagating plane waves occupy the 2D circular spatial frequency band that is centered at the origin and has a radius 1∕λ; we call this band B. In this paper, a given 3D field ux∶R 3 → C is assumed to be formed by a superposition of such propagating plane waves with f z > 0 [12] . In other words, the z component of the propagation direction is always positive. The coefficient of each propagating plane wave can be found by using the field u 0 x; y ux; y; 0 given on the reference input plane at z 0 as
u 0 x; y expf−j2πf x x f y ygdxdy; (2) where the 2D function u 0 x; y is a band-limited function such that its spectrum is zero outside the circular frequency band defined by
The coefficients given by Eq. (2) actually correspond to the Fourier transform of the 2D input field u 0 x; y given on the z 0 plane, where the Fourier transform, from the x; y domain to the f x ; f y domain, of a 2D function px; y is defined as
px; y expf−j2πf x x f y ygdxdy: (3) In order to write the 3D field as a sum of Gaussian beams, let us first write the corresponding Gaussian signal decomposition on the input plane. In the continuous case, the shift positions and modulation frequencies of the Gaussian window functions are continuously parameterized. The continuously parameterized Gaussian window function decomposition of the field u 0 x; y specified on the planar surface at z 0 is written in the form of a continuous short time Fourier decomposition as [13] u 0 x; y
where gx; y ce x 2 y 2 ∕σ 2 is a unit-energy Gaussian window function. Note that c is a constant, which makes gx; y a unit energy function. A possible way to find the coefficients of the Gaussian window functions is given by
Defining the frequency support of a Gaussian window function as the region outside of which the magnitude of its spectrum is effectively zero, we can say that the coefficients of the Gaussian window functions whose frequency supports are outside the region defined by f 2 x f 2 y ≤ 1∕λ 2 are effectively zero. This is a consequence of the bandlimitedness of u 0 x; y.
Note that in Eq. (4) the input signal u 0 x; y specified on the z 0 plane is decomposed into a sum of infinitely many modulated and shifted versions of the Gaussian window function gx; y. With a proper discretization of positions and modulation frequencies, the discrete parameter version of Eq. (4) can be written by taking into account only a finite number of modulated and shifted versions of gx; y as [14] u 0 x; y
where X, Y are the shift steps in space and F x , F y are the shift steps in frequency. In the discrete case, an analysis window function wx; y, corresponding to the Gaussian synthesis window function gx; y, can be found such that the signal u 0 x; y is exactly obtained with the coefficients a mnkl [15, 16] . Thus,
Here note that, for the reasons explained before, the coefficients of some Gaussian window functions are already effectively zero. In [14] , the decomposition is restricted to the case that the space-frequency domain is critically sampled (XF x 1, Y F y 1). However, for the choice of Gaussianshaped signal as the synthesis window function, it is shown in [17] that oversampling of the space-frequency domain (XF x < 1, YF y < 1) should be preferred, if a numerically stable reconstruction is desired.
The 3D field at an observation point x x; y; z T due to the field u 0 x; y specified on z 0 plane can be found by summing up the contributions of the Gaussian beams that correspond to the modulated Gaussian window functions on the input plane. Thus,
Here, g mnkl x − p mn is defined as the 3D field expression of the Gaussian beam at the observation point x x; y; z T . Note that the Gaussian beam defined as g mnkl x − p mn corresponds to the modulated Gaussian window function, which is placed at p mn mX; nY ; 0 T on the z 0 plane and has the modulation frequencies kF x and lF y along the x and y axes, respectively.
DIFFRACTION FIELD CALCULATION FROM CURVED INPUT SURFACES
In Section 2, we developed the 3D field expression corresponding to the 2D field specified on a planar surface. It is clearly seen from Eq. (8) that the 3D field is written as a sum of Gaussian beams that propagate toward different directions and whose waist positions are placed at different positions on the input plane. In this section, we generalize this approach to the curved surfaces.
Let us consider a curved surface S ⊂ R 3 . We represent the points on S by the vector r, that is, r ∈ S. Remember from Section 2 that the 3D field ux is uniquely determined by the 2D field defined on the infinite-extent reference plane at z 0, provided that the propagation direction components of the waves along the z axis are always positive. The 2D fields over the planes that are parallel to the reference plane can be found by using the Rayleigh-Sommerfeld diffraction model. As described in [8] , what we call as the 3D field is the concatenation of such 2D fields over the planes that are parallel to the reference plane at different depths. The 3D field ux must be interpreted as such a 3D field, and ur is a 2D field resulting from the intersection of such a 3D field by the curved surface S.
It is possible to find the 3D field due to a field ur given on the curved surface S by using Eq. (1) or Eq. (8) . In order to do this, one needs to construct the system of linear equations
corresponding to Eqs. (1) and (8), respectively. Given the field ur on S, the coefficients of the expansion elements can be found by solving these equations. Remember from Section 2 that the 3D field ux is assumed to be formed by a superposition of propagating plane waves that occupy the frequency band defined by
Therefore, the coefficients of the Gaussian window functions whose frequency supports are outside the region defined by
2 are effectively zero. Thus, such Gaussian window functions need not be taken into account in Eq. (10) . Once the coefficients of the expansion functions given by Eqs. (9) and (10) are found, the 3D field at an arbitrary point x can be calculated by using Eq. (1) or Eq. (8), respectively.
The sparsity of the system matrix related to Eq. (10) is one of the main factors affecting the computational complexity in the solution of Eq. (10). The main benefit of the sparse matrices is that the computational complexity related to the linear system of equations solver is reduced if the solver can take advantage of the percentage and distribution of the zero elements of the system matrix [18, 19] . In addition to this, the memory requirement, related to the storage of the system matrix, can be reduced during the solution of the linear system of equations [18] [19] [20] . In Eqs. (8) and (10), the waist positions of the Gaussian beams are all chosen on a reference plane. Such an approach is reasonable if this plane is the input surface, as in the case discussed in Section 2, because the width of a Gaussian beam is minimum at the position of beam waist. However, because the Gaussian beams spread (their widths increase) as they propagate beyond the waist position, using the decomposition given by Eq. (8) is not the best choice for curved input surfaces. In this paper, as a more reasonable approach, we choose the waist positions of the Gaussian beams on the curved surface (see Fig. 1 ). By doing so, the patterns resulting from the intersection of Gaussian beams by the given curved surface become more local than the case where Eq. (8) is used. Hence, noting that the patterns of the Gaussian beams on the curved surface actually represent the columns of the system matrix, more sparse system matrices are obtained. Note that each modulated and shifted version of a Gaussian-shaped elementary signal has the smallest possible support in the space-frequency domain. This is a particularly desirable property for the aim of this paper because it is another factor affecting the sparsity of the system matrix related to Eq. (10).
In the proposed method, we define the modulated Gaussian window functions on the hypothetical planes that are parallel to z 0 plane and pass through the discrete positions s mn mX; nY ; ζ mn T on S (see Fig. 1 ). Here, ζ mn represents the depth of the point on S for the given discrete position mX; nY T on the z ζ mn plane. The modulated Gaussian window functions defined on the planes at z ζ mn correspond to Gaussian beams in 3D space where s mn represents the waist positions of these beams. Note that the discrete beam waist positions are obtained by sampling of S using a regular grid on the transversal plane. For some surfaces, after applying such a sampling, there may be multiple discrete points that have the same transversal position but are at different depths (see Fig. 1 ). For such surfaces, the point that makes the system matrix more sparse is preferable. Using the proposed idea, we find the field at an observation point x x; y; z T due to the field ur specified on the curved surface S by summing up the contributions of the Gaussian beams as
where g mnkl x − s mn represents the 3D field expression of the Gaussian beam at the observation point x x; y; z T due to the modulated Gaussian window function, which is defined at the point s mn on the z ζ mn plane and has the modulation frequencies kF x and lF y along the x and y axes, respectively. Note that in the proposed method, the transversal waist positions and the discrete set of modulation frequencies are fixed independent of the surface (see Fig. 1 ). Equation (11) actually defines a 3D signal space for ux∶R 3 → C. In order that such a signal space covers the signal space defined in Section 2, the discrete shift steps X, Y in the positions and F x , F y in the modulation frequencies of the Gaussian window functions should be chosen sufficiently small. The number of Gaussian beams to be included in Eq. (11) depends also on the frequency band f 2 x f 2 y ≤ 1∕λ 2 of the signal space defined in Section 2. Indeed, the Gaussian beams corresponding to Gaussian window functions whose frequency supports are outside the region defined by f 2 x f 2 y ≤ 1∕λ 2 need not be taken into account. Similar to the case where the positions of the Gaussian window functions are taken on a reference plane [see Eq. (10)], we find the coefficients of the Gaussian beams by solving the system of linear equations given as
We calculate the field at a given point x by
where the estimated coefficientsâ mnkl denote the least squares solution of Eq. (12) defined bŷ
Here, once more note that by using the proposed Gaussian beam decomposition method explained above, we end up with systems of linear equations, as given by Eq. (12) , where the system matrices are sparse. This sparsity is the fact that we take advantage of, and we achieve considerable improvements in terms of computational complexity regarding the solution of the linear system of equations for the problem of scalar diffraction field calculation from curved surfaces. The related improvements are reported in the following section.
SIMULATION RESULTS
We show the applicability of the developed formulations for both one-dimensional (1D) curved lines and 2D curved surfaces. Note that the z variable represents the depth in both cases. For the 2D x; z-space case, Eqs. (11) and (12) 
where x x; z T and s m mX; ζ m T . Note that here the r vector is used to represent the points on the given curved line.
Assuming that we deal with the fields that are formed by a superposition of propagating plane waves with f z > 0 [see Eq. (1)], we can uniquely determine such fields given the intersection of these fields by any one of the surfaces having infinite extent along the x and y axes. For the 2D x; z-space case, we use the 2D cross sections of such plane waves by the x; z plane. Because of numerical concerns, we deal with the fields that are periodic along the x axis, and we intersect such fields by the curved lines that are also periodic with the same period along the x axis. By this way, with a proper discretization, we restrict the signal space so that it is spanned by a finite number of plane waves. We denote the number of plane waves constructing the signal space as N. In order to span such a signal space, we write each Gaussian beam as a sum of appropriately weighted plane waves (which are in the signal space) and obtain the periodic Gaussian beam expression
; (17) where X p is the period of the curved line along the x axis. The Fourier transformĜ mk f x of the shifted and modulated version of the Gaussian window function gx c expx 2 ∕σ 2 is found aŝ
Note that because the spectrums of the Gaussian window functions are local, only a small percentage of plane waves that are in the signal space are sufficient to represent the corresponding Gaussian beams.
We uniformly discretize the given periodic curved line with sampling step L s and have T samples per period. Denoting the resulting discrete points taken on the curved line as r n rL s n, where rl is the arc-length parameterization of the curved line, we construct the linear system of equations by using Eq. (16) for each discrete point r n as ur n
where M is the total number of shift positions in one period and K is the total number of modulation frequencies. Note that the discrete beam-waist positions s m are obtained by using a uniform sampling grid on the x axis with a sampling step X. Thus, s m mX; ζ m T . Using matrix notation, we write Eq. (19) in a more compact form as
where U is the vector that represents one period of the field given on the curved surface, G is the matrix whose columns represent one period of the field patterns that different parallel Gaussian beams produce on the curved line, and a is the vector of coefficients of the parallel Gaussian beams to be found. Here, U and a are vectors that have lengths T and N, respectively; G is a T × N matrix. Note that the total number of parallel Gaussian beams used in the decomposition is equal to N (the degree of freedom of the signal space), that is, MK N. We form the system matrix G as G g 11 r − s 11 jg 12 r − s 12 j…jg MK r − s MK (21) and the coefficients vector a as a a 11 ; a 12 ; …; a MK T :
In order that the exact field can be obtained, the number of samples given on the curved line must be equal to or larger than the number of Gaussian beams used in the decomposition, that is, T ≥ N. Otherwise, multiple solutions exist. Denoting the least squares solution of the resulting overdetermined system of linear equations, given by Eq. (20) , aŝ
the field at an observation point x is found as
Note that as long as the observation distance z is sufficiently large and the waist of the Gaussian beams is sufficiently small, the Gaussian beam expression introduced in [8] can be used in Eq. (24). The mentioned expression, which is based on the Rayleigh-Sommerfeld diffraction model, gives the scalar 3D field corresponding to a modulated Gaussian window function quite accurately even for nonparaxial cases [8, 21] .
In order to test the accuracy and efficiency of the developed formulations, we start with a 2D periodic and continuous x; z field that is specified by randomly choosing the coefficients of the periodic Gaussian beams from the uniform distribution on the open interval (0,1). Using Eq. (24), we calculate the resulting field on the z 0 line to obtain our test signal. Similarly, we intersect the 2D test field by the curved line at the discrete points r n to obtain the U vector. Using Eq. (17), we find the field samples that each Gaussian beam produces at the discrete points r n on the curved line and form the G matrix. We also construct another overdetermined system of linear equations where the columns of the G matrix are the field patterns that the plane waves produce on the curved line. We solve these two overdetermined systems of linear equations to find the sets of Gaussian beam and plane-wave coefficients. Using the resulting coefficients, we calculate the samples of the diffraction field on the reference line at z 0 via the Gaussian beam decomposition given by Eq. (24) and PWD given by
; (25) where fÂ k ; k ∈ f−N∕2; −N∕2 1; …; N∕2 − 1gg is the set of estimated plane-wave coefficients. The accuracies of both methods are verified by comparing the reconstructed signals with the original test signal defined on the z 0 line. The coefficients of the Gaussian beams and plane waves used in the Gaussian beam decomposition and PWD, respectively, are found via the QR factorization method [22] . In order to test the efficiency of the proposed method, we compare the computation times necessary to solve the two systems of linear equations corresponding to these decompositions. We apply the usual QR factorization routine of MATLAB as well as the suitesparseQR (SPQR) package [18] , which provides MATLAB routines to implement multifrontal sparse QR factorization. Note that most of the elements of the G matrix in the proposed method are practically negligible. Therefore, while using SPQR, we simply apply a thresholding to the G matrix to obtain a sparse matrix and take advantage of the large number of zero elements of such a sparse matrix.
The simulation setup is seen in Fig. 2 . In order to see the effect of the size of the input manifold, we change the period X p along the x axis and do the simulations for each case. While doing this, we preserve the structure given in Fig. 2 . Therefore, as the period of the curved line is increased, the number of samples T taken on the curved line and the number of parallel Gaussian beams N are also increased. We take T 1.2N and keep the sampling step L s constant at 0.43λ, where λ is the wavelength of the monochromatic light and taken as 500 nm. Note that by taking T > N, we ensure that the resulting systems of linear equations are overdetermined. θ is chosen as 30 deg. The computational complexities of the four operations explained above are given in Fig. 3 with respect to N. The operations mentioned in Fig. 2 are (1) QR factorization is applied to the PWD formulation (QRPWD), (2) multifrontal sparse QR factorization is applied to the PWD formulation (SQRPWD), (3) QR factorization is applied to the proposed Gaussian beam decomposition formulation (QRGBD), and (4) multifrontal sparse QR factorization is applied to the proposed Gaussian beam decomposition formulation (SQRGBD). Note that the computational complexity of SQRGBD is taken as one unit time as a reference for all T. The computational complexities of other operations represent the relative times with respect to SQRGBD. For the case that the proposed Gaussian beam decomposition method is used, the sparsity of the G matrix is shown in Fig. 4 for the same set of N. Here, the sparsity is defined as the ratio of the number of zero elements of a matrix to its total number of elements. Examples of the system matrices for the proposed Gaussian beam decomposition and the PWD methods are shown in Figs. 5 and 6, respectively, for T 2400. The sparsity of the G matrix corresponding to the proposed method is clearly seen. All these figures justify that as the system matrix corresponding to proposed method gets more sparse, the resulting computational saving becomes more significant. Such a computational advantage makes the proposed method more critical for meaningful sizes of surfaces. As a proof of concept, we also test the developed formulations for 2D curved surfaces. We assume that both the 3D field and the curved surface are periodic along the x and y axes with the same period. The periodicity assumption is due to computational reasons. Note that with a proper indexing over the elements of the samples of the given field on the curved surface, we end up with a 1D array U. Using the same indexing, we obtain 1D arrays of field pattern samples that the expansion functions produce on the curved surface. These arrays are actually columns of the system matrix G. Thus, they form the G matrix. Therefore, the problem formulation given by Eq. (20) is also valid for curved surfaces.
We use a periodic curved surface, which we obtain by lowpass filtering a periodic 2D discrete function whose spectral coefficients are randomly chosen from the uniform distribution on the open interval (0,1) and a synthetically generated periodic object in 3D simulations. One period of the curved surface and object are shown in Figs. 7 and 8 , respectively.
For the curved surface given by Fig. 7 , the period along both the x and y axes is taken as 54.5λ. We discretize the curved surface by using a uniform transversal sampling grid where the sampling step is taken as 0.5λ along both the x and y axes. One period of the resulting 2D discrete signal is of size 108 × 108. The total number of shift positions and the total number of modulation frequencies of the Gaussian window . Absolute value of the system matrix G, which has size 11664 × 9472 and is formed by the application of the proposed Gaussian beam decomposition method for the curved surface given in Fig. 7 . Fig. 10 . Real part of the system matrix G, which has size 11664 × 9475 and is formed by the application of the PWD method for the curved surface given in Fig. 7. (The absolute values of all matrix entries are 1.) Note the random noiselike appearance, which is a consequence of the structure of the surface given in Fig. 7 .
functions along the x and y axes are chosen to be the same. The total number of plane waves and Gaussian beams used in the decompositions are 9475 and 9472, respectively. Thus, noting that the total number of samples on one period of the curved surface is 11664, the system matrices are overdetermined.
The period along both the x and y axes is taken as 30λ for the object given by Fig. 8 . The object is composed of 3973 vertices. In this simulation, the total number of plane waves and Gaussian beams used in the decompositions are 2819 and 2809, respectively. Therefore, the system matrices for both the Gaussian beam and the PWD methods are overdetermined.
By randomly choosing the coefficients of the periodic Gaussian beams [from the uniform distribution on the open interval (0,1)], we define the 3D field and form the corresponding system of linear equations. We repeat the proposed procedure several times for different randomly chosen 3D field examples. Examples of the system matrices related to the proposed Gaussian beam decomposition and PWD methods are shown in Figs. (9) and (10) for the curved surface given by Fig. 7 . The system matrices for the object given by Eq. 8 are shown in Figs. 11 and 12. The sparsity of the system matrices corresponding to the Gaussian beam decomposition method are clearly seen in Figs. 9 and 11.
We solve the linear system of equations related to the proposed Gaussian beam decomposition and PWD methods by applying the usual QR decomposition and multifrontal sparse QR factorization to the system matrices. For the curved surface given by Fig. 7 , we report that the computational gain due to the usage of sparse QR factorization (with respect to the usual QR decomposition) is about 2 for the PWD method. However, this ratio is about 20 for the proposed method. When the sparse QR factorization is used, the time necessary to solve the linear system of equations related to the PWD method is about 10 times more than the time necessary to solve the linear system of equations related to the proposed Gaussian beam decomposition method.
For the object given by Fig. 8 , if the sparse QR factorization is applied to the system matrix corresponding to the PWD method, the computation time is reduced by a factor of about 2 with respect to the usual QR decomposition. However, this reduction is by about a factor of 10 for the proposed method. When the sparse QR factorization is used, the time necessary to solve the linear system of equations corresponding to the PWD method is about 5 times more than the time necessary to solve the linear system of equations corresponding to the proposed Gaussian beam decomposition method. Thus, these simulation results show that the sparsity of the system matrices related to the proposed method are taken advantage of even for the small-scale examples that we demonstrate above.
The sparsity of the system matrix G is also beneficial in terms of memory. The sparsity of G corresponding to the proposed method relieves the memory requirement related to the Fig. 11 . Absolute value of the system matrix G, which has size 3973 × 2809 and is formed by the application of the proposed Gaussian beam decomposition method for the object given in Fig. 8 . Fig. 12 . Real part of the system matrix G, which has size 3973 × 2819 and is formed by the application of the PWD method for the object given in Fig. 8. ( The absolute values of all matrix entries are 1.) storage of the system matrix during the solution of the linear system of equations. In the proposed method, before applying the sparse QR factorization to the system matrix, thresholding is used, and then the system matrix is stored using the sparse storage scheme provided by MATLAB [20] . Once we have the matrix stored using the sparse storage scheme, we do not need the original matrix. Therefore, noting that the memory size of the original matrix is considerably higher than the memory size of the matrix stored using the sparse storage scheme, a memory gain is achieved. Even for the small-scale examples that we explain above, the memory requirement of the system matrix corresponding to the proposed Gaussian beam decomposition method can be reduced by a considerable amount. The reductions are by factors of 48 and 12 for the curved surface and the object given by Figs. 7 and 8 , respectively.
CONCLUSIONS
A local Gaussian beam decomposition method is presented for the calculation of the exact scalar diffraction field from curved surfaces. The problem is formulated as a system of linear equations where the columns of the system matrix are the field patterns that the Gaussian beams produce on the curved surface. The proposed method provides a considerable amount of reduction in the computational complexity with respect to the method introduced in [9] , which uses plane waves as the expansion functions. The reduction is a consequence of the sparsity of the system matrices related to the proposed method, and it becomes greater as the size of the curved surface gets larger.
In order to show the efficiency of the proposed method, the systems of linear equations related to the proposed Gaussian beam decomposition and the PWD [9] are solved by using the usual QR factorization method [22] and the multifrontal sparse QR factorization method [18] . For the curved line used in the simulations (see Fig. 2 ), these methods are applied several times to the system matrices having various sizes. On the average, when the sparse QR factorization is applied, the time necessary to solve the linear system of equations related to the PWD method is about 10 times more than the time necessary to solve the linear system of equations related to the proposed method for the system matrices having size 1200 × 1000 (see Fig. 3 ). This ratio becomes about 25 when the size of the system matrices is increased to 2400 × 2000. Thus, the benefit of the sparsity in terms of computational complexity becomes more significant as the size of the curved surface increases. For the PWD method, the computational gain of the sparse solver with respect to the usual method using QR decomposition is about 2, when the size of the system matrix is 2400 × 2000 (see Fig. 3 ). However, the gain is about 60 for the proposed method. Thus, the sparsity of the system matrix related to the proposed method can be taken advantage of by a sparse solver.
The benefits of the proposed method are also observed in 3D simulations. For the curved surface shown in Fig. 7 , the usual and sparse QR decomposition methods are applied several times for different 3D fields to the system matrices shown in Figs. 9 and 10. Even for this small-size curved surface, which is represented by 108 × 108 samples, the computational gain of the proposed method with respect to the PWD method is reported to be about 10 times when the sparse solver [18] is used. Similar simulations are carried out for the object shown in Fig. 8 that is composed of 3973 vertices . When the sparse solver [18] is used for the system matrices shown in Figs. 11 and 12 , the computational gain of the proposed method with respect to the PWD method is reported to be about 5 times.
Another benefit of the sparsity is the reduction in the memory requirement related to the storage of the system matrix during the solution of the linear system of equations. By using the sparse storage scheme provided by MATLAB [20] , the reduction in the storage space that is required to store the sparse system matrices shown in Figs. 9 and 11 are reported to be by factors of about 48 and 12, respectively. Noting that these memory gains are achieved for small-scale examples; we expect the related memory gain to be much more for large sizes of curved surfaces.
The multifrontal sparse QR decomposition method [18] performs the matrix factorization by applying a sequence of operations to the smaller submatrices, which are called frontal matrices. Therefore, such an approach provides even more improvements in the computational complexity, if the parallelism among the frontal matrices is exploited by parallel processing.
For the problem of diffraction field calculation from curved surfaces, the approach given in [8] also suggests a Gaussian beam decomposition method and aims mainly to obtain a more accurate solution than the point-source models [1] [2] [3] [4] [5] [6] [7] . Although this approach provides quite accurate solutions, it imposes some restrictions on the curved surface, such as smoothness. On the other hand, the method that we propose in this paper does not impose any restriction on the curved surface and still provides exact scalar field solutions.
