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Abstract
We study the application of the Breitenlohner–Maison–’t Hooft–Veltman (BMHV)
scheme of Dimensional Regularization to the renormalization of chiral gauge theories,
focusing on the specific counterterm structure required by the non-anticommuting Dirac
γ5 matrix and the breaking of the BRST invariance. Calculations are performed at the
one-loop level in a massless chiral Yang-Mills theory with chiral fermions and real scalar
fields. We discuss the setup and properties of the regularized theory in detail. Our cen-
tral results are the full counterterm structures needed for the correct renormalization:
the singular UV-divergent counterterms, including evanescent counterterms that have
to be kept for consistency of higher-loop calculations.
We find that the required singular, evanescent counterterms associated with vector
and scalar fields are uniquely determined but are not gauge invariant. Furthermore,
using the framework of algebraic renormalization, we determine the symmetry-restoring
finite counterterms, that are required to restore the BRST invariance, central to the
consistency of the theory. These are the necessary building blocks in one-loop and
higher-order calculations.
Finally, renormalization group equations are derived within this framework, and the
derivation is compared with the more customary calculation in the context of symmetry-
invariant regularizations. We explain why, at one-loop level, the extra BMHV-specific
counterterms do not change the results for the RGE. The results we find complete those
that have been obtained previously in the literature in the absence of scalar fields.
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1 Introduction
The existence of chiral fermions is a fundamental fact of nature. In quantum field theory
chiral fermions lead to the phenomenon of chiral anomalies [1] manifested e.g. in pion decays
or baryon number non-conservation in the Standard Model (SM). Gauge theories with chi-
ral fermions are only well-defined if chiral gauge anomalies are absent, which is equivalent
to the one-loop anomaly cancellation conditions thanks to the Adler-Bardeen theorem [2].
Technically chiral anomalies are related to the impossibility to find a regularization scheme
preserving the chiral symmetry in question.
In practical calculations, dimensional regularization (DReg) is by far the most common
scheme (for a recent review of versions of DReg and alternatives see [3]). Here the existence
of chiral anomalies leads to the γ5-problem, i.e. the problem that γ5 (and the Levi-Civita
symbol µνρσ) are tied to strictly 4 dimensions. For an extensive overview of the γ5-problem
and references we refer the reader to Ref. [4].
Here we point out that a large set of treatments of γ5 in DReg has been proposed which
retain the anticommutativity of γ5 in d 6= 4 dimensions; these treatments are typically either
defined only for subclasses of diagrams [5, 4] or give up other properties such as cyclicity of
the trace [6, 7, 8]. An interesting recent proposal was made in Ref. [9], but this proposal
is so far limited to fermion traces. In practical calculations, the anticommutative definition
of γ5 is advantageous; however, these anticommuting schemes have not reached the same
level of mathematical rigor as the original scheme by ‘t Hooft and Veltman [10], for which
perturbative all-order consistency with fundamental field theoretical properties has been
established by Breitenlohner and Maison [11, 12, 13]. An example of the issues which can
arise at higher orders is provided by Refs. [14], which computed the four-loop β-function for
αs using various prescriptions involving anticommuting γ5 and the reading-point prescription
of Ref. [7], with conflicting results. The scheme ambiguity could be resolved in Ref. [15] only
by using information external to the regularization schemes.
In the present paper, we focus on the Breitenlohner–Maison–’t Hooft–Veltman (BMHV)
scheme. In this scheme γ5 is non-anticommuting in d dimensions, but the scheme is rigor-
ously established at all orders. Gauge invariance is broken in intermediate steps but can
be restored order by order by adding suitable counterterms. For this reason, the usual
procedure of generating counterterms by a renormalization transformation is not sufficient.
There are in fact three additional types of counterterms: (i) UV divergent counterterms
cancelling “evanescent” divergences, (ii) the finite symmetry-restoring counterterms which
restore gauge/BRST invariance, and (iii) finite evanescent counterterms, which can option-
ally be added. We remark that the existence of symmetry-restoring counterterms follows in
complete generality from the renormalizability of the theory, which can be established e.g.
using purely algebraic methods [16, 17, 18] (for a more recent overview of these methods, see
also [19]). Symmetry-restoring counterterms for the BMHV scheme have been considered in
the literature already for gauge theories without scalar fields [20], for abelian gauge theories
[21], for supersymmetric QED [22], and different practical strategies for their determination
have been developed e.g. in Refs. [20, 23, 24].
Our first goal is to take the BMHV scheme seriously, apply it to general chiral gauge
theories without compromises and work out its properties in detail. In the present paper,
we focus on the one-loop level of a general gauge theory with purely right-chiral fermions
and evaluate the full counterterm structure; in a companion paper we will present the gen-
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eralization to the full electroweak Standard Model. We expose the technical details of the
BMHV scheme and the determination of the counterterms in a way that is close to practical
calculations, with the aim that the present paper bridges the gap between purely algebraic
approaches and phenomenological applications. Our study is motivated by the increasing
need for high-precision (multi-loop) electroweak calculations, discussed e.g. in Ref. [25]. Our
main goal is therefore to present detailed discussions and one-loop results which will be vital
ingredients in forthcoming, future analyses of the BMHV scheme for multi-loop calculations
in chiral gauge theories.
Before presenting the outline of this paper we mention two further recent works on γ5.
Ref. [26] has considered strictly 4-dimensional schemes as alternatives to dimensional regu-
larization, in the hope that these schemes might offer practical advantages with respect to
the treatment of γ5. However, this reference showed clearly that even 4-dimensional schemes
have very similar problems for γ5 as dimensional schemes, as long as they are compatible
with gauge invariance. Ref. [27] considers γ5 in various versions of dimensional schemes, in-
cluding the so-called four-dimensional formulation (FDF) of DReg [28]; this reference showed
in particular that effectively FDF may be viewed as a particularly efficient implementation of
the BMHV scheme at the one-loop level, at least for the four-dimensional helicity version of
DReg [27]. This is promising in view of future practical applications of the BMHV scheme.
In the past the BMHV scheme was applied in a range of calculations and practical pro-
cedures have been developed, see e.g. [29]; still it was often considered as rather impractical
and less preferable than its alternatives, see e.g. Refs. [30, 31]. But given the result of Ref.
[27], the general computer-algebraic progress, and the ambiguities present in other schemes,
we believe a new thorough study of the BMHV scheme is timely and promising.
The structure of our paper is as follows. In Section 2 we begin by collecting the relevant
properties of DReg in the BMHV scheme. In Section 3 we define the chiral gauge theory
we consider; we provide formulations using Weyl spinors and using Dirac spinors; the latter
is the one we promote to d dimensions. We exhibit in detail the symmetry properties with
respect to gauge invariance, BRST invariance, and the functional form of the Slavnov-Taylor
identity and its breaking in d dimensions. Section 4 begins the study of renormalization in
the BMHV scheme. It first collects known results from the standard case where gauge
invariance is preserved by the regularization; then it describes the differences appearing in
the BMHV scheme.
The central new results of the present paper are presented in Section 5 and Section 6.
The UV divergent, singular counterterms are computed and discussed in Section 5. The
symmetry-restoring counterterms are determined in Section 6. After describing and as-
sessing several possible strategies for their determination we proceed similarly to Ref. [20],
highlighting the logic of the overall procedure as well as pointing out the role of technical
simplifications based on the Bonneau identities [32, 33].
In Section 7 and Section 8 we evaluate the one-loop RGEs and show that the obtained
results are the standard, known ones. We focus on explaining how these results are obtained
in spite of the necessity of non-standard divergent and finite counterterms. These two sections
thus provide a check of the procedure and prepare future multi-loop applications. Both
sections use different methods to derive the β functions, and each case leads to valuable
insights on expected issues in two-loop BMHV calculations.
Finally, we expose in Section 9 the changes in our main results that would appear if
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one wishes to use a left-handed model instead of a right-handed one. We summarize and
conclude in the last section.
2 Generalities on Dimensional Regularization
The Dimensional Regularization (DReg) scheme has been introduced by ’t Hooft and Velt-
man [10], as a means to regularize the divergences arising in loop calculations in 4 dimensions
that explicitly preserves Lorentz invariance and in principle gauge invariance. Schematically
the procedure consists in extending the Lorentz-covariant objects – scalar/vector and spinor
fields, momenta, derivatives, and spinor matrices – appearing in the theory from their defini-
tion in 4 dimensions into an extended definition in a formal “d”-dimensional space. Note that
for supersymmetric theories this procedure breaks supersymmetry, and therefore an alter-
native regularization may be used instead [34, 35], unless explicit supersymmetry-restoring
counterterms are introduced (see e.g. [36, 24, 37]). If such an extension is in principle easily
implemented, problems do appear when attempting to extend the definition of genuinely
intrinsically 4-dimensional objects, namely the γ5 Dirac matrix and the Levi-Civita symbol
µνρσ. These two objects appear in chiral theories (of which the Standard Model is one ex-
ample). Such theories usually exhibit gauge anomalies (the Adler-Bell-Jackiw anomaly) that
are generated by the presence of these objects, as well as by their actual fermion content.
The consistency of DReg in perturbative renormalization has been proved by Breiten-
lohner and Maison [11, 12, 13], and it has been shown in [38] that indeed this Breitenlohner–
Maison–’t Hooft–Veltman (BMHV) scheme provides a consistent γ5 and µνρσ treatment, is
compatible with perturbative renormalization and is able to reproduce the ABJ anomaly.
In this scheme, the formal d-dimensional space can be separated into 4-dimensional and
d − 4 ≡ −2-dimensional subspaces as direct sums. Lorentz covariants extended into this
d-dimensional space now possess 4-dimensional (denoted by bars: · ) and (−2)-dimensional
(also called “evanescent”, denoted by hats: ·̂ ) components. Metric tensors on these subspaces
are defined as
d-dim. : gµν , 4-dim. : g¯µν , (−2)-dim. : gˆµν = gµν − g¯µν . (2.1)
The existence of these objects and their inverse (with upper indices) has been shown by
explicit construction in Ref. [39]; they are defined such that
gµνg
νµ = d , g¯µν g¯
νµ = 4 , gˆµν gˆ
νµ = d− 4 ≡ −2 (2.2)
and
gµνg
νρ = g ρµ ≡ δ ρµ , g¯µν g¯νρ = g¯ ρµ = g¯µνgνρ = gµν g¯νρ , (2.3)
gˆµν gˆ
νρ = gˆ ρµ = gˆµνg
νρ = gµν gˆ
νρ , g¯µν gˆ
νρ = 0 = gˆµν g¯
νρ , (2.4)
expressing the fact that the quasi-d-dimensional space is a direct sum of the actual 4-
dimensional space and a quasi-(−2)-dimensional space. Our convention for the 4-dimensional
metric signature is mostly minus, i.e. (+1,−1,−1,−1). When being extended to the d-
dimensional formalism, Lorentz indices become formal symbols that cannot take any par-
ticular value. They just obey Einstein summation convention for repeated indices, while
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lowering and raising indices is done using the metric tensors. We note that the metric ten-
sors act similarly as projectors onto these different subspaces. As an illustration for 4-vectors,
the following behaviour is exhibited:
kµ = gµνkν , kµ = gµνk
ν , k¯µ = g¯µνk
ν , kˆµ = gˆµνk
ν , k2 = k¯2 + kˆ2 ,
k2 = kµkµ = g
µνkνkµ = gµνk
νkµ , k¯2 = k¯µk¯µ = g¯
µνkνkµ = g¯µνk
νkµ ,
kˆ2 = kˆµkˆµ = gˆ
µνkνkµ = gˆµνk
νkµ , g¯µν kˆ
µ = 0 , gˆµν k¯
µ = 0 ,
(2.5)
with similar extensions due to the fact that the different metrics, and as extension, the
different contracted indices, project onto their associated subspaces.
For the usual γµ matrices extended to d-dimensional space, one can similarly define their
4-dimensional and (−2)-dimensional versions γ¯µ and γˆµ respectively, including the anticom-
mutation relations between matrices of same space-time dimensionality, the anticommuta-
tion relations between matrices of different space-time dimensionalities, their contractions
and their traces:
{γµ, γν} = 2gµν1 , {γµ, γ¯ν} = {γ¯µ, γ¯ν} = 2g¯µν1 , (2.6a)
{γ¯µ, γˆν} = 0 , {γµ, γˆν} = {γˆµ, γˆν} = 2gˆµν1 , (2.6b)
γµγ
µ = d 1 , γµγ¯
µ = γ¯µγ¯
µ = 4 1 , γµγˆ
µ = γˆµγˆ
µ = (d− 4)1 , γ¯µγˆµ = 0 ,
(2.6c)
Tr γµ = 0 , Tr γ¯µ = 0 , Tr γˆµ = 0 . (2.6d)
The real problem, of course, is how to define the Levi-Civita symbol  and the γ5 matrix,
which are intrinsically 4-dimensional quantities. The  symbol is defined by its product with
the metric tensor, and the product of two  symbols together,
g µ1µ µ1µ2µ3µ4 = µµ2µ3µ4 , (2.7)
µ1µ2µ3µ4ν1ν2ν3ν4 = −
∑
pi∈S4
sgn (pi)
4∏
i=1
g¯µiνpi(i) , (2.8)
from which its other properties can be obtained,
µ1µ2µ3µ4 = sgn (pi) µpi(1)µpi(2)µpi(3)µpi(4) ,∑
pi∈S5
sgn (pi) µpi(1)µpi(2)µpi(3)µpi(4) g¯
µpi(5)ν = 0 . (2.9)
Here, pi is a permutation belonging to the permutation group of n elements Sn indicated in
the corresponding expression. In the rest of this paper we use the 0123 = +1 convention.
On the other side, the BMHV scheme for γ5, shown in [38] to be consistent at all orders,
defines γ5 to be anticommuting with Dirac matrices in the 4-dimensional subspace, and
commuting in the (−2)-dimensional subspace:
{γ5, γ¯µ} = 0 , [γ5, γˆµ] = 0 , {γ5, γµ} = {γ5, γˆµ} = 2γ5γˆµ , [γ5, γµ] = [γ5, γ¯µ] = 2γ5γ¯µ .
(2.10)
γ5 otherwise keeps its usual 4-dimensional behaviour. As shown in [11], the last of the
equations (2.10) follows from the explicit definition of γ5,
γ5 =
−i
4!
µνρσγ
µγνγργσ , (2.11)
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as well as its square,
γ25 = 1 , (2.12)
and the trace important to realize the Adler-Bell-Jackiw (ABJ) anomaly
Tr({γα, γ5}γαγµγνγργσ) = 8i(d− 4)µνρσ . (2.13)
Amplitudes in d dimensions and the 4-dimensional limit
Once an amplitude has been defined, its evaluation in d dimensions is performed using
standard techniques for loop calculations. Its actual Laurent expansion in 4 − d = 2 is
determined only after having completely reduced and simplified its Lorentz structures: fully
evaluating Dirac γ traces (cyclicity of the trace is valid in this scheme), fully contracting any
vector, tensor and Levi-Civita symbol using the properties defined above. Any γ5 matrix
and pair of  symbols can be further removed by using Eqs. (2.7) and (2.11). This defines a
unique “normal form” [11] for the amplitude.
This allows one to define the regularized version of the amplitude via its Laurent ex-
pansion in 4 − d = 2. From there one can define its divergent part and the associated
counterterms, as well as its finite part and its evanescent part that may be neglected in
the d → 4 limit. The renormalized value of an amplitude is obtained after performing all
the necessary subtractions of the divergences of its sub-diagrams, and the resulting finite
expression is interpreted in the physical 4-dimensional space by setting all quantities to
their 4-dimensional values, i.e. first taking the d → 4 limit and then, setting all remaining
evanescent objects to zero. This operation will be denoted by LIMd→4 in the rest of this
paper.
Charge conjugation in d dimensions for Dimensional Regularization
Phenomenological models may contain, for example in their Yukawa sector, fermions as well
as their corresponding charge-conjugated partners. This is precisely the case in our model
under study introduced in Section 3. Thus the question concerning the definition of the
charge-conjugation operation in the framework of dimensional regularization arises.
In usual integer dimensions the charge-conjugation operation Ĉ can always be defined, and
a corresponding matrix representation C explicitly constructed. For example, in 4 dimensions
such a matrix, with antihermitean property, can be constructed as to be numerically equal
to C = iγ0γ2, and satisfies the relations:
C−1γµC = −γµT , C−1 = C† = CT , CT = −C , and: C−1γ5C = γT5 . (2.14)
One can wonder whether in the continuous dimensionality of the dimensional regular-
ization such a construction is still possible. As it turns out, an explicit construction via a
matrix representation has been provided in Appendix A of [35], based on the construction
of Dirac γ matrices in d dimensions given by Collins in [39]. Alternatively, one can define
the charge-conjugation operation based only on its properties on the set of Dirac matrices
and on its action on the d-dimensional spinors. For this purpose, since we work in dimension
d = 4 − 2 around 4, we postulate that the relations given in Eq. (2.14) also hold in d ≈ 4
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(see Appendix A of [40] for a motivation1). Obviously, this would not be true anymore if d
was to be pushed to a different integer dimension.
Our final choice for the charge-conjugation matrix in d ≈ 4 dimension employs the same
definitions as in 4 dimensions Eq. (2.14), together with the following properties:
C−1ΓC = ηΓΓT ⇒ CΓTC−1 = ηΓΓ , with: ηΓ =
{
+1 for Γ = 1 , γ5 ,
−1 for Γ = γµ , σµν , (2.15)
and in the presence of anticommuting fermions (see also Appendix G.1 of [42]):
ĈΨĈ−1 ≡ ΨC = CΨT , (ΨC)C = Ψ , ĈΨĈ−1 ≡ ΨC = −ΨTC−1 = ΨC , (2.16)
Ψ
C
i ΓΨ
C
j = −ΨTi C−1ΓCΨTj = ΨjCΓTC−1Ψi = ηΓΨjΓΨi . (2.17)
Note that employing Eq. (2.15) in d dimensions has an extra subtlety: while it is true that
when using these definitions in 4 dimensions, we have: C−1(γµγ5)C = +(γµγ5)T , it is not so
in d dimensions in the BMHV scheme due to the γ5 matrix:
C−1(γµγ5)C = (C−1γµC)(C−1γ5C) = −(γµ)TγT5 = −(γ5γµ)T = (γµγ5)T − (γ̂µγ5)T , (2.18)
while, of course, we have:
C−1(−γ5γµ)C = γT5 (γµ)T = (γµγ5)T . (2.19)
3 The Right-Handed (R) Model and its Extension to d
Dimensions
Let us begin the investigation of the Dirac γ5 matrix in the BMHV scheme in a general, mass-
less chiral gauge theory. In the present section we define the model first in 4 dimensions,
then extend it to d dimensions and provide the respective Lagrangians, BRST transforma-
tions and Slavnov-Taylor identities. The d-dimensional extension requires the usage of Dirac
fermions instead of Weyl fermions, and requires to make a choice for the evanescent part of
the fermion kinetic term and for the fermionic interaction term. We discuss several options
and motivate our choice. We then analyze the breaking of BRST invariance, which in our
case is caused by a single evanescent term in the tree-level action. The breaking is evaluated
on the operator level and translated into Feynman rules.
3.1 The R-model in 4 dimensions
Our setup is similar to the one from Refs. [43, 44, 45]. The model is a gauge theory with
matter fields, based on a simple gauge Lie group2 G, with gauge fields Gaµ in the adjoint
1 As an alternative definition, Appendix A of [41] instead postulates a different action of the charge-
conjugation operation, on a product of Dirac matrices, as being equal to minus the product of the same
Dirac matrices taken in the opposite order, and not transposed. This latter definition is still satisfactory
since ultimately, in most of the resulting amplitudes, the internal gamma matrices attached to loops appear
inside traces.
2This gauge group verifies the algebraic properties exposed in [46].
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representation of G, and structure constants fabc. The latter also define the generators
TG
a
bc ≡ ifacb of the adjoint representation.
This model incorporates real massless scalars Φm and massless right-handed fermion
fields described, in the 4-dimensional formulation, using Weyl spinors ξiα. They are both
charged under the gauge group G and for simplicity we assume their group representations
to be irreducible. We denote their representations respectively by ‘S’ and ‘R’, and their
associated generator matrices by θamn and (T aR)ij. In particular the scalar representation is
imaginary and antisymmetric, θamn = −θanm.3
Before quantization, the 4-dimensional classical Lagrangian of the model can be split into
four terms:
Lgauge + Lfermions + Lscalars + LYukawa , (3.1)
where each piece of the Lagrangian reads:
Lgauge = −1
4
F aµνF
aµν , (3.2a)
Lfermions = iξσµDµξ¯ , (3.2b)
Lscalars = 1
2
(DµΦ
m)2 − λ
mnop
4!
ΦmΦnΦoΦp , (3.2c)
LYukawa = −
(YR)
m
ij
2
Φmξ¯iξ¯j + h.c. , (3.2d)
where the last equation4 uses an index-free notation for the Lorentz invariant contraction of
two Weyl spinors.
There, the covariant derivative acting on the fermion fields is defined5 by:
Dij µ = ∂µδij − igGaµTRaij , (3.3)
and the one for the scalar fields is similar (the TRaij generator being replaced by θamn). From
the commutator of the covariant derivatives acting on a given type of field, the field strength
tensor for G is defined as:
F aµν = ∂µG
a
ν − ∂νGaµ + gfabcGbµGcν . (3.4)
Note that in Lscalars the scalar potential does not contain any quadratic term µ2|Φ|2,
because we are working in the framework of a massless theory; the scalar fields do not
acquire a vacuum expectation value and the fields remain perturbatively massless. The
form of the Yukawa interaction implies that the Yukawa matrix (YR)mij is symmetric in its
fermion-group indices i, j.
The Weyl spinor formalism is intrinsically tied to 4-dimensional space. As a preparation
for the d-dimensional regularization we replace the Weyl spinors by projections of Dirac
3 The model may be generalized to products of (semi-)simple gauge groups and to reducible representa-
tions. In this case one needs to consider all the possible mixings for each set of irreducible representations
that have equal quantum numbers (see e.g. [47]).
4 Note that contrary to Refs. [43, 44, 45] the Yukawa term has a normalisation factor 1/2 since the two
2-component fields are identical – the corresponding Feynman rule would generate the compensating factor
2. This is in accordance with [42, 48].
5 We choose to introduce the coupling constant g in the minimal coupling term of the covariant derivative.
The minus sign in front of the coupling term is part of our conventions.
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spinors, which can be generalized to d dimensions. Specifically we promote the right-handed
Weyl fermion ξ¯ to
ξ¯ → PRψ ≡ ψR , (3.5)
where ψ is a Dirac spinor whose left-handed part is understood to be fictitious, decoupled
from the theory. We employ here the standard right/left chirality operators (projectors)
PR = (1+ γ5)/2 and PL = (1− γ5)/2. The fermionic contents of the theory can be rewritten
as (we recall that ψR = ψL ≡ ψPL):
Lfermions = iψRi /DijψRj = iψRi/∂ψRi + gTRaijψRi /GaψRj , (3.6a)
LYukawa = −
(YR)
m
ij
2
ΦmψR
C
i ψRj −
(YR)
m ∗
ij
2
ΦmψRiψR
C
j . (3.6b)
We stress again that the left-handed part PLψ entirely decouples and does not appear at all
in this Lagrangian.
Gauge-fixing
The Lagrangian defined so far is gauge invariant. For quantization and renormalization we
promote gauge invariance to BRST invariance and a Slavnov-Taylor identity [16]. The BRST
transformations of ordinary fields are defined as infinitesimal gauge transformations, where
the transformation parameter is replaced by a Faddeev-Popov ghost field ca (in the adjoint
representation):
sGaµ = D
ab
µ c
b = ∂µc
a + gfabcGbµc
c , (3.7a)
sψi = sψRi = ic
agTR
a
ijψRj , (3.7b)
sψi = sψRi = +iψRjc
agTR
a
ji , (3.7c)
sψLi = 0 , (3.7d)
sψLi = 0 , (3.7e)
sΦm = ic
agθamnΦn . (3.7f)
Here s is the generator of the BRST transformation, which acts as a fermionic differential
operator. The BRST transformations of ghost and antighost fields ca and c¯a and the auxiliary
Nakanishi-Lautrup [49] field Ba are given by:
sca = −1
2
gfabccbcc ≡ igc2 , (3.8a)
sc¯a = Ba , (3.8b)
sBa = 0 . (3.8c)
One can prove that the BRST operator s is nilpotent: s2φ = 0 for any field or linear
combination of fields φ.
The Lagrangian of the theory is then extended with the ghost and the gauge-fixing terms,
obtained as the BRST transformation of the expression c¯a(ξBa/2 + ∂µGaµ), resulting in (up
to total derivatives)
Lghost = ∂µc¯a ·Dabµ cb ≡ −c¯a∂µDabµ cb , (3.9a)
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Lg-fix = ξ
2
BaBa +B
a∂µGaµ . (3.9b)
The gauge-fixing Lagrangian Lg-fix is equivalent to the more common form: Lg-fix = −12ξ (∂µGaµ)2,
obtained after integrating out the auxiliary Ba field. Finally, it is useful to couple the non-
linear BRST transformations to external sources (or Batalin-Vilkovsky “anti-fields”, [50]) and
add corresponding terms to the Lagrangian (see e.g. [18] and references therein),
Lext = ρµasGaµ + ζasca + R¯isψRi +RisψRi + YmsΦm , (3.10)
where the external sources do not transform under BRST transformations: sJ = 0 for
J = ρµa , ζa, R, R¯,Ym.
The final tree-level action in 4 dimensions, which constitutes the basis for the quantization
and renormalization procedure, is then given by
S
(4D)
0 =
∫
d4 x (Lgauge + Lfermions + Lscalars + LYukawa + Lghost + Lg-fix + Lext) . (3.11)
This tree-level action satisfies the Slavnov-Taylor identity
S(S(4D)0 ) = 0 , (3.12)
where the Slavnov-Taylor operation is given for a general functional F as
S(F) =
∫
d4 x
(
δF
δρµa
δF
δGaµ
+
δF
δζa
δF
δca
+
δF
δYm
δF
δΦm
+
δF
δR¯i
δF
δψi
+
δF
δRi
δF
δψi
+Ba
δF
δc¯a
)
. (3.13)
The Slavnov-Taylor identity is the basic, defining symmetry property of the theory. We will
require that the Slavnov-Taylor identity S(Γ) = 0 is satisfied for the fully renormalized, finite
effective action Γ (which incorporates the tree-level action, loop corrections and countert-
erm contributions). On the level of the 4-dimensional tree-level action, the Slavnov-Taylor
identity summarizes three properties: (i) the gauge invariance of the physical part of the
Lagrangian, (ii) the BRST invariance of the gauge-fixing and ghost Lagrangian, and (iii)
the nilpotency of the BRST transformations.
Quantum Numbers and Constraints from Gauge-invariance
We summarize in Table 1 the list of quantum numbers (mass dimension, ghost number and
(anti)commutativity) of the fields and the external sources (BV “anti-fields”) of the theory,
that are necessary for building the whole set of all possible renormalizable mass-dimension
≤ 4 field-monomial operators with a given ghost number.
Gaµ ψ¯i, ψi Φm ca c¯a Ba ρµa ζa Ri, R¯i Ym ∂µ s
mass dim. 1 3/2 1 0 2 2 3 4 5/2 3 1 0
ghost # 0 0 0 1 -1 0 -1 -2 -1 -1 0 1
comm. +1 -1 +1 -1 -1 +1 -1 +1 +1 -1 +1 -1
Table 1: List of fields, external sources and operators, and their quantum numbers.
Concerning the gauge transformations under the group G, the mentioned gauge invariance
of the terms in Eq. (3.1) implies two consequences6 for the fermionic and scalar sectors:
6They can be proved alternatively by imposing their BRST invariance.
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• imposing gauge-invariance of the Yukawa interaction implies that the Yukawa matrices
satisfy the constraint:
(YR)
n
ijθ
a
nm + (YR)
m
ikTR
a
kj − TRaik(YR)mkj = 0 , (3.14a)
which is a more explicit version of Eq. (A.15) from [43]. The generators TRa verify TRa † =
TR
a, and from them the conjugate representation R is defined with generators TR
a ≡
−TRa T = −TRa ∗. The complex-conjugate counterpart of this equation is
(YR)
n ∗
ij θ
a
nm + (YR)
m ∗
ik TR
a
kj − TRaik(YR)m ∗kj = 0 ; (3.14b)
• imposing gauge-invariance of the scalar self-coupling interaction implies that the scalar
quartic coupling matrix λ satisfies the constraint:
θamqλ
qnop + θanqλ
mqop + θaoqλ
mnqp + θapqλ
mnoq = 0 , (3.15)
which agrees with Eq. (2.7) of [45].
In case the gauge group representations of the quantum fields are reducible and contain two
different, but group theoretically identical irreducible representations, the mixings between
group theoretically identical irreducible representations might appear through Yukawa cou-
plings, see [47]. For that reason, in the following, we consider only irreducible gauge boson,
fermion and scalar group representations, if not stated otherwise.
Group invariants
In this section, we summarize the different group invariants that are employed in all of our
calculations. Recall that the right-handed fermions are in an irreducible representation R of
the gauge group G with corresponding hermitian group generators TRa, and the real scalar
fields are in an irreducible representation S of G with imaginary generators θa. The adjoint
representation of the gauge group G is denoted by G and its Casimir index is C2(G).
We define the Casimir and Dynkin indices for these representations, as well as some
invariants built out of the Yukawa matrices:
C2(R)1 = T
a
RT
a
R , C2(S)1 = θ
aθa , (3.16)
S2(R)δ
ab = Tr(T aRT
b
R) , S2(S)δ
ab = Tr(θaθb) , (3.17)
Y2(R)ij = (Y
m
R Y
m †
R )ij ≡ Y2(R)δij , (3.18)
Y2(S)
mn =
1
2
Tr(Y mR Y
n †
R + Y
m †
R Y
n
R ) ≡ Y2(S)δmn . (3.19)
Due to the presence of charge-conjugated fermions (or, when mapping a left-handed model
to its corresponding right-handed model by interpreting left-handed fermions as charge-
conjugated right-handed fermions, as presented in Section 9), we also introduce the cor-
responding complex-conjugate fermion representation R associated with group generators
TR
a ≡ −TRa ∗ = −TRa T , since the generators themselves are hermitian: TRa † = TRa. Defin-
ing the Yukawa matrices for the conjugate representation as: Y m
R
≡ (Y mR )† = (Y mR )∗ since
the Yukawa matrix (YR)mij is symmetric in its fermion-group indices i, j. We then obtain the
group invariants for this R representation:
C2(R)1 = TR
aTR
a = (−TRaT )(−TRaT ) = TRaTRa = C2(R)1 , (3.20)
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S2(R)δ
ab = Tr(TR
bTR
a) = Tr((−TRbT )(−TRaT )) = Tr(TRaTRb) = S2(R)δab , (3.21)
Y2(R)ij = ((YR)
m(YR)
m †)ij = (Y
m †
R Y
m
R )ij = (Y
m
R Y
m †
R )ji = Y2(R)ji ≡ Y2(R)ij . (3.22)
Also, it can be shown, using Eq. (3.14a), that:
Tr(Y mR TR
aY n †R ) = Tr(Y
m †
R TR
aY nR ) =
Y2(S)
2
θamn . (3.23)
3.2 Promoting the R-model to d dimensions
We now proceed to extend the R-model to d dimensions. While it is straightforward to do so
for the bosonic fields, the fermionic fields need some care, even if we start from the version
Eq. (3.6) of the Lagrangian in terms of Dirac spinors.
The first difficulty is associated with the fermion-gauge interaction term in Eq. (3.6a),
which involves the right-handed chiral current ψiγµψRj in 4 dimensions. The following are
three inequivalent choices for the d-dimensional versions of this term:
ψiγ
µPRψj , ψiPLγ
µψj , ψiPLγ
µPRψj . (3.24)
They are different because PLγµ 6= γµPR in d dimensions, see Eq. (2.10). Each of these does
lead to valid d-dimensional extensions of the model that are perfectly renormalizable using
dimensional regularization and the BMHV scheme. However, the intermediate calculations
and the final d-dimensional results will differ, depending on the choice for this interaction
term.
Our choice for the rest of this work is to use the third option, which is equal to
ψPLγ
µPRψ = ψPLγ
µPRψ = ψRγ
µψR , (3.25)
is the most symmetric one, and leads to the simplest expressions (see also the discussions
in Refs. [20, 4]). One should note that it is actually the most straightforward choice as it
carries the information that right-handed fermions were originally present on the left and on
the right sides of the interaction term.
The second, more critical problem we have is that as it stands the pure fermionic kinetic
term iψRi/∂ψRi = iψiPL/∂PRψi projects only the purely 4-dimensional derivative, leading to
a purely 4-dimensional propagator7 and to unregularized loop diagrams. We are thus led
to consider the full Dirac fermion ψ in its entirety and use instead the fully d dimensional
covariant kinetic term iψi/∂ψi. The fictitious left-chiral field ψL is thus introduced, which
appears only within the kinetic term and nowhere else (it does not couple in particular to the
gauge bosons of the theory), and we enforce it to be invariant under gauge transformations.
Hence, our final choice for the d-dimensionally regularized fermionic kinetic and gauge
interaction terms is:
Lfermions = iψi/∂ψi + gTRaijψRi /GaψRj . (3.26)
7 Indeed, the corresponding propagator is ∆(p) = PRi/pPL/p¯2. Expressing the Fourier-transformed kinetic
term as ψ˜iK(p)ψ˜i = ψ˜iPL/pPRψ˜i, the expression for the propagator ∆(p) is the only possibility such that:
∆(p)K(p) = PR and K(p)∆(p) = PL. The problematic term is then the p¯2, i.e. the 4-dimensional scalar
product in the denominator, which cancels a similar term coming from the Dirac matrices contractions
sandwiched between the projectors, according to Eq. (2.10).
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Since this is a crucial ingredient of our analysis we rewrite it in several ways, first as a sum
of a purely 4-dimensional, gauge invariant part and a purely evanescent term
Lfermions = Lfermions,inv + Lfermions,evan , (3.27)
Lfermions,inv = iψi/∂ψi + gTRaijψRi /GaψRj , (3.28)
Lfermions,evan = iψi /̂∂ψi . (3.29)
Here the first term contains purely 4-dimensional derivatives and gauge fields. It is gauge
and BRST-invariant since the fictitious left-chiral field ψL is a gauge singlet. This invariant
term can also be written as a sum of purely left-chiral and purely right-chiral terms involving
the 4-dimensional covariant derivative as
Lfermions,inv = iψLi/∂ψLi + iψRi/∂ψRi + gTRaijψRi /GaψRj (3.30)
= iψLi/∂ψLi + iψRi /DψRi , (3.31)
which highlights its gauge invariance. The second term in Eq. (3.27) is purely evanescent,
i.e. it vanishes in 4-dimensions. The evanescent term can be rewritten as
Lfermions,evan = iψLi /̂∂ψRi + iψRi /̂∂ψLi , (3.32)
which highlights the fact that it mixes left- and right-chiral fields which have different gauge
transformation properties. This causes the breaking of gauge and BRST invariance — the
central difficulty of the BMHV scheme.
The rest of the model is straightforwardly extended to d dimensions: we define the d-
dimensional BRST transformations on the fields formally exactly in the same way as in 4
dimensions:
sdG
a
µ = D
ab
µ c
b = ∂µc
a + gfabcGbµc
c , (3.33a)
sdψi = sdψRi = ic
agTR
a
ijψRj , (3.33b)
sdψi = sdψRi = +iψRjc
agTR
a
ji , (3.33c)
sdψLi = 0 , (3.33d)
sdψLi = 0 , (3.33e)
sdΦm = ic
agθamnΦn , (3.33f)
sdc
a = −1
2
gfabccbcc ≡ igc2 , (3.33g)
sdc¯
a = Ba , (3.33h)
sdB
a = 0 , (3.33i)
and again the external sources are invariant under BRST transformations. This version of
the BRST operator sd is nilpotent, like its 4-dimensional counterpart. Furthermore, we note
that the right-hand sides of these equations contain no d-dependent prefactors or evanescent
objects.
The full d-dimensional tree-level action S0 of the model thus reads:
S0 =
∫
dd x (Lgauge + Lfermions + Lscalars + LYukawa + Lghost + Lg-fix + Lext) , (3.34)
where all terms except Lfermions remain formally exactly as before (and with all Lorentz
indices interpreted in d dimensions).
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Properties and expansion of the d-dimensional tree-level action
We now provide two ways to rewrite the d-dimensional classical action, which will be very
useful in the discussion of higher orders and renormalization. First, we note that we can
naturally decompose S0 according to the split of the fermion Lagrangian (3.27) into
S0 = S0,inv + S0,evan (3.35a)
i.e. into a BRST-invariant and a purely evanescent part, with
S0,inv =
∫
dd x
(Lgauge + Lfermions,inv + Lscalars + LYukawa
+ Lghost + Lg-fix + Lext
)
,
(3.35b)
S0,evan =
∫
dd x Lfermions,evan . (3.35c)
Here, the first part of the action contains everything except the evanescent part of the d-
dimensional fermion kinetic term. It is clearly BRST-invariant since the 4-dimensional part
of the fermion covariant derivative term is gauge and BRST-invariant and all other sectors
of the theory are insensitive to the transition from 4 to d dimensions.
Second, we write the d-dimensional action of the model as a sum of integrated field
monomials and introduce notations for each field monomial, for later usage (and where we
used the condensed notation
∫
x
≡ ∫ dd x ):
S0 = (SGG + SGGG + SGGGG) + (Sψψ + SψGψR) + (SΦΦ + SΦGΦ + SΦGGΦ)
+ ((YR)
m
ijSψR
C
i Φ
mψRj
+ h.c.) + λmnopSΦ4mnop
+ Sg-fix + (Sc¯c + Sc¯Gc) + (Sρc + SρGc) + Sζcc + SR¯cψR + SRcψR + SYcΦ ,
(3.36a)
with the gauge kinetic and self-interaction terms∫
x
−1
4
F aµνF
aµν = SGG + SGGG + SGGGG , with:
SGG =
∫
x
1
2
Gaµ(g
µν∂2 − ∂µ∂ν)Gaν ,
SGGG =
∫
x
(−g)fabc(∂µGaν)Gb µGc ν ,
SGGGG =
∫
x
−g2
4
f eacf ebdGaµG
b µGcνG
d ν ,
(3.36b)
the fermion kinetic and interaction terms, using the notation A
↔
∂B ≡ A(∂B)− (∂A)B
Sψψ =
∫
x
iψi/∂ψi ≡
∫
x
i
2
ψi
↔
/∂ψi ,
SψGψR =
∫
x
gTR
a
ijψiPL /G
a
PRψj =
∫
x
gTR
a
ijψi /G
a
PRψj ,
(3.36c)
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the scalar kinetic and interaction terms∫
x
1
2
(DµΦ
m)2 = SΦΦ + SΦGΦ + SΦGGΦ , with:
SΦΦ =
∫
x
1
2
(∂µΦ
m)2 ≡
∫
x
−1
2
Φm∂2Φm ,
SΦGΦ =
∫
x
−igθamn(∂µΦm)GaµΦn ,
SΦGGΦ =
∫
x
g2
2
(θaθb)mnΦ
mGaµG
b µΦn ,
(3.36d)
the Yukawa and the scalar quartic self-coupling terms
(YR)
m
ijSψR
C
i Φ
mψRj
+ h.c. =
∫
x
(
−(YR)
m
ij
2
ΦmψR
C
i ψRj −
(YR)
m ∗
ij
2
ΦmψRiψR
C
j
)
,
λmnopSΦ4mnop =
∫
x
−λmnop
4!
ΦmΦnΦoΦp ,
(3.36e)
the gauge-fixing terms
Sg-fix =
∫
x
ξ
2
BaBa +B
a∂µGaµ , (3.36f)
the ghost kinetic and interaction terms∫
x
(∂µc¯a)(Dµca) = Sc¯c + Sc¯Gc , with:
Sc¯c =
∫
x
(∂µc¯a)(∂µca) ≡
∫
x
−c¯a∂2ca ,
Sc¯Gc =
∫
x
gfabc(∂µc¯a)G
b
µcc ,
(3.36g)
and the external BRST source terms∫
x
ρµasdG
a
µ =
∫
x
ρµaD
ab
µ c
b = Sρc + SρGc , with:
Sρc =
∫
x
ρµa(∂µca) ,
SρGc =
∫
x
gfabcρµaG
b
µcc ,
(3.36h)
and
Sζcc =
∫
x
ζasdc
a =
∫
x
−1
2
gfabcζac
bcc ,
SR¯cψR =
∫
x
R¯isdψi =
∫
x
igR¯icaTR
a
ijψRj ≡
∫
x
igR¯icaTR
a
ijPRψj ,
SRcψR =
∫
x
Risdψi ≡
∫
x
sdψiR
i =
∫
x
igψRjc
aTR
a
jiR
i ≡
∫
x
igψjPLc
aTR
a
jiR
i ,
SYcΦ =
∫
x
YmsdΦm =
∫
x
igYmcaθamnΦn .
(3.36i)
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3.3 BRST breaking of the R-model in d dimensions
Our next step is to determine to what extent our choice of the d-dimensional action S0 given
in Eqs. (3.34), (3.35a) and (3.36) breaks the defining BRST invariance and the Slavnov-
Taylor identity. As already mentioned in Section 3.2 the d-dimensional action can be split
into a BRST-invariant and an evanescent term. It is easy to see that the part S0,inv on its
own satisfies
sdS0,inv = 0 (3.37)
and hence, due to the Quantum Action Principle, the d-dimensional Slavnov-Taylor identity
Sd(S0,inv) = 0 , (3.38)
where the Slavnov-Taylor operator Sd is given in the same way as its 4-dimensional version
in Eq. (3.13) except for replacing all 4-dimensional objects by d-dimensional ones. However,
the evanescent part of the action S0,evan is not BRST-invariant since it couples left- and
right-chiral fermions with different gauge transformation properties. This breaking of BRST
invariance leads to a breaking of the Slavnov-Taylor identity in the form
sdS0 = sdS0,evan ≡ ∆̂ , (3.39a)
Sd(S0) = ∆̂ , (3.39b)
with the same non-vanishing integrated breaking term ∆̂ appearing in both equations. The
breaking is given by
∆̂ =
∫
dd x (gTR
a
ij)c
a
{
ψi
(←
/̂∂PR +
→
/̂∂PL
)
ψj
}
≡
∫
dd x ∆̂(x) . (3.40)
For the purpose of restoring the BRST symmetry, as we will see in Section 6, the eval-
uation of Feynman diagrams with an insertion of this breaking ∆̂ will be required. This
breaking generates an interaction vertex whose Feynman rule (with all momenta incoming)
is:
∆̂ ca
p2
ψjβ
p1
ψ
i
α
=
g
2
TR
a
ij
(
( /̂p1 + /̂p2) + ( /̂p1 − /̂p2)γ5
)
αβ
= gTR
a
ij
(
/̂p1PR + /̂p2PL
)
αβ
.
(3.41)
It is useful to provide as well the Feynman rule corresponding to the charge-conjugated
fermions, since the Yukawa couplings contain occurrences of these, and to applying flipping
rules as in [51]. The breaking can be equivalently written as
∆̂ =
∫
dd x (gTR
a
ij)c
a
{
ψCi
(←
/̂∂PL +
→
/̂∂PR
)
ψCj
}
, (3.42)
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generating the Feynman rule:
∆̂ ca
p2
ψC,jβ
p1
ψ
C,i
α
=
g
2
TR
a
ij
(
( /̂p1 + /̂p2)− ( /̂p1 − /̂p2)γ5
)
αβ
= gTR
a
ij
(
/̂p1PL + /̂p2PR
)
αβ
,
(3.43)
where the difference with the previous result is in the appearance of the generator TR
a for
the fermionic conjugate representation R.
At this point it is natural to introduce the so-called linearized Slavnov-Taylor operator
bd. In our later applications we will require the Slavnov-Taylor identity at higher orders in
the form S(S0 +F), where the functional F might be the 1-loop regularized or renormalized
effective action or the 1-loop counterterm action. We can then write to first order in F ,
Sd(S0 + F) = Sd(S0) + bdF +O(F2) (3.44)
where bd can be written in functional form as
bd =
∫
dd x
(
δS0
δρµa
δ
δGaµ
+
δS0
δGaµ
δ
δρµa
+
δS0
δζa
δ
δca
+
δS0
δca
δ
δζa
+
δS0
δYm
δ
δΦm
+
δS0
δΦm
δ
δYm
+
δS0
δR¯i
δ
δψi
+
δS0
δψi
δ
δR¯i
+
δS0
δRi
δ
δψi
+
δS0
δψi
δ
δRi
+Ba
δ
δc¯a
)
.
(3.45)
The linearized Slavnov-Taylor operator is an extension of the BRST transformations in the
sense that
bd = sd +
∫
dd x
(
δS0
δGaµ
δ
δρµa
+
δS0
δca
δ
δζa
+
δS0
δΦm
δ
δYm +
δS0
δψi
δ
δR¯i
+
δS0
δψi
δ
δRi
)
, (3.46)
i.e. bd and sd act in the same way on fields but only bd acts in a non-trivial way on the sources.
A subtlety, compared to the standard situation with symmetry-preserving regularization, is
that bd is not nilpotent, bd2 6= 0. The reason is that the d-dimensional action S0 is not
BRST-invariant8.
For later usage it is advantageous to also define the 4-dimensional linearized Slavnov-
Taylor operator, b, as the restriction to 4 dimensions of d-dimensional operator bd, based on
the Slavnov-Taylor operation Eq. (3.13) and on the 4-dimensional action S(4D)0 . Its functional
form is then:
b = s+
∫
d4 x
(
δS
(4D)
0
δGaµ
δ
δρµa
+
δS
(4D)
0
δca
δ
δζa
+
δS
(4D)
0
δΦm
δ
δYm +
δS
(4D)
0
δψi
δ
δR¯i
+
δS
(4D)
0
δψi
δ
δRi
)
.
(3.47)
Contrary to its d-dimensional counterpart bd, the operator b is nilpotent: b2 = 0, because
the 4-dimensional action S(4D)0 is BRST-invariant [17].
8 We might have defined a nilpotent object bnilpotentd by using the invariant action S0,inv in place of S0 in
the definition of bd. However, it is our choice of bd which will appear in the later analysis.
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4 Standard Renormalization Transformation versus Gen-
eral Counterterm Structure
In the majority of practical loop calculations in gauge theories, a regularization is assumed
which preserves gauge and BRST invariance of the theory. In such cases, the necessary
counterterm structure can simply be obtained from the classical Lagrangian by applying a
renormalization transformation. We briefly recall the structure of the required renormaliza-
tion transformation here; this will provide a useful benchmark against which the counterterm
structure in the BMHV scheme can be compared.
The renormalization transformation consists of renormalization of physical parameters9,
g → g + δg , (4.1a)
(YR)
m
ij → (YR)mij + δ(YR)mij , (4.1b)
λmnop → λmnop + δλmnop , (4.1c)
and fields, using multiplicative renormalization,
Gaµ →
√
ZGG
a
µ , (4.1d)
(ψRi, ψRi)→
√
ZψR(ψRi, ψRi) , (4.1e)
(ψLi, ψLi)→ (ψLi, ψLi) , (4.1f)
Φm →
√
ZΦΦm , (4.1g)
ca →
√
Zcc
a . (4.1h)
Here the fictitious left-chiral fermion field does not renormalize, and we have used a ghost
field renormalization that is different from the antighost field one. The remaining fields,
sources and the gauge parameter renormalize in a dependent way, as
{Ba, c¯a, ξ} →
{√
ZG
−1
Ba,
√
ZG
−1
c¯a, ZGξ
}
, (4.1i)
ρµa →
√
ZG
−1
ρµa , (4.1j)
ζa →
√
Zc
−1
ζa , (4.1k)
(Ri, R¯i)→√ZψR−1(Ri, R¯i) , (4.1l)
Ym →
√
ZΦ
−1Ym . (4.1m)
If this renormalization transformation is applied on the BRST invariant part of the tree-level
action we obtain an invariant counterterm action Sct,inv,
S0,inv
Eqs. (4.1)−→ S0,inv + Sct,inv . (4.2)
This is invariant in the sense that the Slavnov-Taylor identity
Sd(S0,inv + Sct,inv) = 0 (4.3)
9We employ additive renormalization for the physical parameters since multiplicative renormalization for
them would not be sufficient in general.
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holds.
This structure can be compared later to the actual counterterm structure needed in the
BMHV scheme. As a preview, we note that the following general counterterm structure can
be expected:
Ssct,inv + Ssct,evan + Sfct,inv + Sfct,restore + Sfct,evan , (4.4)
where
• Ssct,inv and Sfct,inv correspond to the invariant counterterms generated by a renormalization
transformation as in Eq. (4.2). The subscripts “sct” and “fct” denote singular parts (i.e.
involving 1/ poles) and finite parts, respectively.
• Ssct,evan corresponds to additional singular counterterms needed to cancel additional 1/
poles of loop diagrams. We will see that these counterterms are purely evanescent. Sim-
ilarly, evanescent divergent counterterms are also familiar from computations using regu-
larization by dimensional reduction (see [3] for a recent review). There, such counterterms
are needed to establish scheme equivalence [52, 53], to ensure unitarity, finiteness, and
consistency with infrared factorization in higher-order computations [54].
• Sfct,restore corresponds to finite counterterms needed to restore the symmetry. Determining
these counterterms is one of the central goals of the present paper, and is presented in
Section 6.
• Sfct,evan corresponds to additional counterterms which are both finite and evanescent.
Adding or changing such counterterms can swap e.g. between different options as in
Eq. (3.24); these counterterms vanish in the 4-dimensional limit, but they can affect
calculations at higher orders.
Let us present for further use a more detailed analysis of the structure of the invariant
counterterms. We focus on the counterterms arising in first order of the renormalization
constants δg, δY , δλ and δZϕ ≡ Zϕ− 1. At first order in these quantities we can express the
invariant counterterm action as a linear combination of basis functionals Lϕ,
Sct,inv =
δZG
2
LG +
δZψR
2
LψR +
δZΦ
2
LΦ +
δZc
2
Lc
+
δg
g
Lg +
(
δ(YR)
m
ijLYR
m
ij + h.c.
)
+ δλmnopLλmnop ,
(4.5)
and in the following we collect the properties of these functionals. Introducing the field-
numbering operators:
Nϕ =
∫
dd x ϕi(x)
δ
δϕi(x)
, for ϕi ∈ {Gaµ,Φm, ca, c¯a, Ba, ρµa , ζa, Ri, R¯i,Ym} , (4.6a)
N
R/L
ψ =
∫
dd x (PR/Lψi(x))s
δ
δψi(x)s
, (4.6b)
N
L/R
ψ
=
∫
dd x (ψi(x)PL/R)
s δ
δψi(x)
s
, (4.6c)
(and summing over repeated generic group index i and spinor index s), we can first write
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the functionals Lϕ as derivatives of the tree-level action:
LG = (NG −Nc¯ −NB −Nρ + 2ξ ∂
∂ξ
)S0 ≡ NGS0 ,
Lc = (Nc −Nζ)S0 ≡ NcS0 ,
LΦ = (NΦ −NY)S0 ≡ NΦS0 ,
LψR = −(NRψ +NLψ −NR¯ −NR)S0,inv ≡ NRψ S0,inv ,
LψR = −(NRψ +NLψ −NR¯ −NR)S0 ≡ NRψ S0
= LψR + S0,evan ,
(4.7)
and
Lg ≡ g∂S0
∂g
,
LYR
m
ij ≡
∂S0
∂(YR)mij
,
Lλmnop ≡
∂S0
∂λmnop
.
(4.8)
In most of these equations the result does not change if we replace S0 by its invariant part
S0,inv, excepting for LψR and LψR where we have given both expressions and expressed the
difference in terms of the evanescent term S0,evan. It is the latter quantity LψR that appears
in the renormalization transformation Eq. (4.5).
The Lϕ functionals corresponding to field renormalization can be written as a total bd-
variation and in terms of the monomials of Section 3.2 as
LG = bd
∫
dd x ρ˜µaG
a
µ
= 2SGG + 3SGGG + 4SGGGG + SψGψR + SΦGΦ + 2SΦGGΦ − Sc¯c − Sρc ,
(4.9)
where ρ˜µa = ρµa + ∂µc¯a is the natural combination arising from the ghost equation (see third
equation in (7.3));
Lc = −bd
∫
dd x ζac
a
= Sc¯c + Sc¯Gc + Sρc + SρGc + Sζcc + SR¯cψR + SRcψR + SYcΦ ,
(4.10)
LΦ = bd
∫
dd x YmΦm
= 2 (SΦΦ + SΦGΦ + SΦGGΦ) + 4λmnopSΦ4mnop + ((YR)
m
ijSψR
C
i Φ
mψRj
+ h.c.) ,
(4.11)
LψR = −bd
∫
dd x (R¯iPRψi + ψiPLR
i)
10 =
(
2
∫
dd x
i
2
ψi(/∂PR + PL/∂)ψi
)
+ 2SψGψR + 2((YR)
m
ijSψR
C
i Φ
mψRj
+ h.c.) ,
(4.12)
while the Lϕ functionals corresponding to renormalization of physical couplings can be
expressed in terms of the monomials of Section 3.2 as
Lg = SGGG + 2SGGGG + SΦGΦ + 2SΦGGΦ + SψGψR
+ Sc¯Gc + SρGc + Sζcc + SR¯cψR + SRcψR + SYcΦ ,
(4.13)
10 Observing that iψi(/∂PR+PL /∂)ψi = 2iψi /∂PRψi+ iψi /̂∂ψi, we note that there exists a difference between
this calculation and the result given in [20], amounting to: LCPMψR − LoursψR = i
∫
dd x ψi /̂∂γ5ψi.
— Page 21 / 67 —
LYR
m
ij = SψR
C
i Φ
mψRj
, (4.14)
Lλmnop = SΦ4mnop . (4.15)
Despite the non-nilpotency of bd, several of the Lϕ are actually bd-invariant in the follow-
ing sense:
bdLϕ = 0 for ϕ = G,Φ , (4.16)
bdLψR = 0 , (4.17)
bd
[
δ(YR)
m
ijLYR
m
ij
]
= 0 , (4.18)
bd [δλ
mnopLλmnop ] = 0 , (4.19)
where the last two equations hold provided that the renormalization constants δ(YR) and δλ
satisfy the analogous gauge invariance constraints as Eqs. (3.14a) and (3.15). In contrast,
the functional Lc is not bd-invariant in this sense11; instead, it is easy to see that
bdLc = ∆̂ (4.20)
with the same breaking as in Eq. (3.40). As a result, also Lg, corresponding to gauge
coupling renormalization, is not bd-invariant. However, one may define the quantity LF 2
corresponding to the field strength tensor; this quantity has the useful properties
LF 2 =
−1
4
∫
dd x F aµνF
aµν = SGG + SGGG + SGGGG , (4.21)
bdLF 2 = 0 , (4.22)
Lg = Lc + LG − 2LF 2 . (4.23)
Note, however, that in the limit d→ 4 and evanescent terms vanishing, all the Lϕ functionals
presented here become invariant under the linear b transformation in 4 dimensions.
5 Evaluation of the One-Loop Singular Counterterm Ac-
tion S(1)sct in the R-Model
In this section, we evaluate the one-loop (order ~1) contributions that define the singular
counterterm action S(1)sct . The calculations are performed in d = 4 − 2 dimensions. Since
the tree-level action S0 also contains vertex terms Kφsdφ with BRST sources Kφ, their
loop corrections have to be computed as well. Together with the tree-level action S0, the
singular counterterm action participates in the definition of the dimensionally-regularized
effective action ΓDReg. This action may not yet be BRST-invariant, and thus additional
finite counterterms will be necessary to restore the BRST symmetry, up to non-spurious
(and finite) anomalous terms, thus completing the definition of ΓDReg. Supposing anomalous
terms have been properly cancelled so as BRST symmetry is restored, the renormalized
effective action ΓRen is then defined from ΓDReg at the loop-order of interest by taking the
renormalized limit, i.e. the limit d→ 4 and remaining evanescent terms vanishing.
11 This fact appears to be in contradiction with a claim made in [20].
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Here and in the rest of the paper, the amplitudes of the necessary Feynman diagrams
have been computed using the Mathematica packages FeynArts [55] and FeynCalc [56];
the -expansion of the amplitudes has been cross-checked using the FeynCalc’s interface
FeynHelpers [57] to Package-X [58]. The group-structure invariants are defined the same
way as in the articles from Machacek & Vaughn [43, 44, 45].
5.1 Notational conventions for the quantum effective action and
Green’s functions
Before continuing, we define in this section some notations adopted in the rest of this paper.
The quantum effective action (see e.g. Chapter 16 in [59] for a review) Γ[Φ] is the gener-
ating functional in the interacting theory for the one-particle-irreducible (1PI, or “proper”)
truncated correlation functions, incorporating all the quantum corrections. It is defined
as the Legendre transform of the vacuum energy functional (i.e. the sum of all connected
vacuum-vacuum amplitudes, itself defined from the partition function Z). As such Γ[Φ] is a
functional of “classical fields” defined as the vacuum expectation values of their correspond-
ing field operators in presence of suitable external currents. It can be expanded in generic
d-dimensional coordinate space:
Γ[Φ] =
∑
n≥2
1
|n|!
∫ ( n∏
i=1
dd xi φi(xi)
)
Γφn···φ1(x1, . . . , xn) , (5.1)
where |n|! ≡∏j nj!, with nj the number of fields of a given type j, spanning all the different
types of fields in the given 1PI function, and n the total number of fields in it. The condition
n ≥ 2 is present because tadpoles can be eliminated (see e.g. [60]) by adjusting the external
sources Jφi that couple linearly to the fields φi entering in the definition of the generat-
ing functional Z[J ]. The coefficients Γφn···φ1(x1, . . . , xn) designate the correlation (Green’s)
functions defined by:
Γφn···φ1(x1, . . . , xn) =
δnΓ[Φ]
δφn(xn) · · · δφ1(x1)
∣∣∣∣
φi=0
= −i〈φn(xn) · · ·φ1(x1)〉 1PI . (5.2)
Note that in a renormalized version of the quantum effective action, the coefficients Γφn···φ1
(thus, the associated 1PI correlation functions) would be finite. Note also that the order of
the fields in the functional derivative matters in the case of anticommuting fields, so that
Γφn···φi+1φi···φ1(x1, . . . , xn) = −Γφn···φiφi+1···φ1(x1, . . . , xn) if φi anticommutes with φi+1.
These formulae can be re-expressed in momentum space, via Fourier transform:
Γ[Φ] =
∑
n≥2
1
|n|!
∫ ( n∏
i=1
dd pi
(2pi)d
φ˜i(pi)
)
Γ˜φn···φ1(p1, . . . , pn)(2pi)
dδd(
∑n
j=1 pj) , (5.3)
where the tilde over the fields indicate that they have been Fourier-transformed. The coeffi-
cients Γ˜φn···φ1(p1, . . . , pn) are the Green’s functions in momentum space, with all the momenta
taken to be incoming:
Γ˜φn···φ1(p1, . . . , pn)(2pi)
dδd(
∑n
j=1 pj) = (2pi)
d×n δ
nΓ[Φ]
δφ˜n(pn) · · · δφ˜1(p1)
∣∣∣∣∣
φ˜i=0
,
Γ˜φn···φ1(p1, . . . , pn) ≡ −i〈φ˜n(pn) · · · φ˜1(p1)〉 1PI ,
(5.4)
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and the delta-distribution ensures momentum conservation for these Green’s functions (orig-
inating from their invariance under spatial translations, in coordinate space). When there is
no ambiguity, we adopt the shortened notation Γ˜φn···φ1 in place of Γ˜φn···φ1(p1, . . . , pn). Under
these definitions, the evaluation of 〈φn · · ·φ1〉 1PI is done using the standard diagrammatic
method, and the Feynman rules for the vertex with ordered fields φ1 · · ·φn are given by the
value of iΓ˜φn···φ1 = 〈φn · · ·φ1〉 1PI.
An insertion of a local field-operator O(x) in Γ, denoted by O(x) ·Γ, is defined by the set
of all Feynman diagrams where O(x) is inserted as an “interaction vertex”, or equivalently
by the generating functional (see Ref. [17])
O(x) · Γ[Φ] =
∑
n≥2
−i
|n|!
∫ ( n∏
i=1
dd xi φi(xi)
)
〈O(x)φn(xn) · · ·φ1(x1)〉 1PI . (5.5)
The integrated insertion O · Γ is defined by
O · Γ[Φ] =
∫
dd x O(x) · Γ[Φ] , (5.6)
and thus invariance under spatial translations will ensure momentum conservation at the
“vertex” O in momentum space.
All the above relations are generic and may be interpreted both for the theory with or
without counterterms. Now we introduce specific notation for regularized and (partially or
fully) renormalized quantities. In the context of DReg, the effective action is first defined
for d 6= 4 and obtained from genuine loop diagrams and diagrams involving counterterm
insertions. At the 1-loop level we use the notation Γ(1) for the effective action including
tree-level and genuine 1-loop contributions, but no counterterms; the object Γ(1)DReg contains
also 1-loop counterterms. Hence, we can write
Γ(1) = S0 + (genuine 1PI 1-loop diagrams) , (5.7a)
Γ
(1)
DReg = Γ
(1) + Sct , (5.7b)
where S0 and Sct denote the tree-level and the 1-loop counterterm action, respectively, and
where the argument [Φ] is dropped. All these quantities are still -dependent and contain
evanescent objects. The quantity Γ(1)DReg contains counterterms, which by construction must
cancel the UV 1/ divergences; hence this quantity allows the limit → 0.
The final, fully renormalized effective action at the 1-loop level is then defined by taking
the operation LIMd→4 described in Section 2, i.e. by setting  = 0 and neglecting all the
evanescent objects:
Γ
(1)
Ren[ϕ,Φ, KΦ, gi, ξ, µ] = LIM
d→4
Γ
(1)
DReg[ϕ,Φ, KΦ, gi, ξ, µ] , (5.8)
where in this equation we emphasised the fact that the effective action, both in the dimensional-
regularized and the renormalized cases, depends on the fields, the external fields, the coupling
constants of the theory, the gauge fixing parameter ξ and the renormalization scale µ.
5.2 Calculation of the One-Loop Divergent Terms
We present in this section the results of the divergent parts of the self-energies and vertices of
the theory, evaluated at one-loop order. In the following calculations, all momenta are taken
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incoming. The blobs shown in the diagrams represent the collection of the one-loop correc-
tions not explicitly shown, that can be easily obtained diagrammatically via the standard
methods.
5.2.1 Self-energies
Scalar field: Φm Φn
p
iΓ˜nmΦΦ(p,−p)|(1)div = −
i~
16pi2
{
(g2(3− ξ)C2(S))δmnp2 − Y2(S)δmnp2 − 2Y2(S)
3
δmnp̂2
}
. (5.9)
Fermion field: ψj ψi
p
iΓ˜ji
ψψ¯
(−p, p)|(1)div =
i~
16pi2
(
g2ξC2(R) +
Y2(R)
2
)
δij 6p PR , (5.10)
and for the charge-conjugated fermion field:
iΓ˜ji
ψC ψ¯C
(−p, p)|(1)div =
i~
16pi2
(
g2ξC2(R) +
Y2(R)
2
)
δij 6p PL . (5.11)
Gauge boson:
Gaµ Gbνp
iΓ˜ba,νµGG (p,−p)|(1)div = −
i~g2
16pi2
(13− 3ξ)C2(G)− S2(S)
6
δab(pµpν − p2gµν)
+
i~g2
16pi2
2S2(R)
3
δab(pµpν − p2gµν)− i~g
2
16pi2
S2(R)
3
δabp̂2gµν .
(5.12)
Ghost field: cb ca
p
iΓ˜bacc¯(−p, p)|(1)div = −
i~g2
16pi2
3− ξ
4
C2(G)δ
abp2 . (5.13)
5.2.2 Standard Vertices
Yukawa vertex:
ψ
C
i
ψj
p1 p2
qΦm
iΓ˜ji,m
ψψCΦ
|(1)div =
i~
16pi2
(
Y nR (Y
m
R )
∗Y nR − g2ξC2(S)Y mR − g2(3 + ξ)TRaY mR TRa
)
ij
PR
=
i~
16pi2
(
Y nR (Y
m
R )
∗Y nR − g2
2C2(R)(3 + ξ)− C2(S)(3− ξ)
2
Y mR
)
ij
PR ,
(5.14)
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where the last line is obtained by evaluating (TR
aY mR TR
a)ij, using Eq. (3.14a): (TR
aY mR TR
a)ij =
(C2(R)− C2(S)/2)(YR)mij .
ψi ψ
C
j
p1 p2
qΦm
iΓ˜ji,m
ψC ψ¯Φ
|(1)div =
i~
16pi2
(
(Y nR )
∗Y mR (Y
n
R )
∗ − g2 2C2(R)(3 + ξ)− C2(S)(3− ξ)
2
(Y mR )
∗
)
ij
PL .
(5.15)
Fermion-gauge boson interaction:
ψj ψi
p1 p2
qGaµ
iΓ˜ji,a,µ
ψψ¯G
|(1)div =
i~g
16pi2
(
g2
(3 + ξ)C2(G) + 4ξC2(R)
4
+
Y2(R)
2
)
TR
a
ijγ
µPR . (5.16)
ΦΦG Scalar-gauge boson interaction:
Φm Φn
p1 p2
qGaµ
+(p1,m)↔ (p2, n) permutation.
iΓ˜nm,a,µΦΦG (q = −p1 − p2, p1, p2)|(1)div =
i~g3
16pi2
(
3 + ξ
4
C2(G)− (3− ξ)C2(S)
)
θanm(p1 − p2)µ +
i~g
16pi2
Y2(S)θ
a
nm(p1 − p2)
µ
. (5.17)
Ghost-gauge boson interaction:
cc c¯a
p1 p2
qGbµ
iΓ˜cbacGc¯(p2, q = −p1 − p2, p1)|(1)div =
~g3
16pi2
ξC2(G)
2
fabcpµ2 . (5.18)
Triple gauge boson vertex:
Gaµ Gbν
p1 p2
p3Gcρ
+{(p1, µ, a) , (p2, ν, b) , (p3, ρ, c)} permutations.
iΓ˜cba,ρνµGGG (p1, p2, p3 = −p1 − p2)|(1)div =
−~g3
16pi2
fabc
(17− 9ξ)C2(G)− 2S2(S)
12
((p2 − p3)µgνρ + (p3 − p1)νgµρ + (p1 − p2)ρgµν)
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+
~g3
16pi2
fabc
2S2(R)
3
((p2 − p3)µgνρ + (p3 − p1)νgµρ + (p1 − p2)ρgµν) . (5.19)
Quartic gauge boson vertex:
Gaµ
p1
Gdσ
p2
p4 p3
Gcρ
Gbν
+{(p1, µ, a) , (p2, ν, b) , (p3, ρ, c) , (p4, σ, d)} permutations.
iΓ˜abcd,µνρσGGGG |(1)div =
i~g4
16pi2
2(2− 3ξ)C2(G)− S2(S)
6
(
gµνgρσ , gµρgνσ , gµσgνρ
) ·
f eacf ebd + f eadf ebcf eabf ecd + f eadf ecb
f eabf edc + f eacf edb

− i~g
4
16pi2
2S2(R)
3
(
gµνgρσ , gµρgνσ , gµσgνρ
) ·
f eacf ebd + f eadf ebcf eabf ecd + f eadf ecb
f eabf edc + f eacf edb
 . (5.20)
We employed here a matrix-like “scalar product” to express in a compact form the result and
to indicate how the Lorentz tensors are associated with the corresponding group structures.
Tadpoles, and interactions with an odd number of scalar fields: For triple scalar vertex,
scalar-gauge boson vertices with one or three scalar fields, at one-loop the only possibility is
that all the scalar fields are connected to a single internal fermion loop; since we are studying
a massless theory these contributions vanish. The same reason also apply for tadpoles in
Dimensional Regularization.
ΦΦGG Scalar-gauge boson interaction:
Gaµ
p1
Φn
p2
p4 p3
Φm
Gbν
+{(p1, µ, a) , (p2, ν, b)} and {(p3,m) , (p4, n)} permutations.
iΓ˜mnab,µνΦΦGG |(1)div =
i~g4
16pi2
(
3 + ξ
2
C2(G)− (3− ξ)C2(S)
)
{θa, θb}mngµν
+
i~
16pi2
Y2(S)g
2{θa, θb}mngµν .
(5.21)
Quartic scalar vertex:
Φm
p1
Φp
p2
p4 p3
Φo
Φn
+{(p1,m) , (p2, n) , (p3, o) , (p4, p)} permutations.
iΓ˜mnopΦΦΦΦ|(1)div =
i~
16pi2
1
2
(3g4A− g2ξΛS − 4H + Λ2)mnop , (5.22)
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using the following group invariants, as defined by Eqs. (2.16), (2.17), (2.18) and (2.19) in
[45] and employing the same conventions:
Amnop =
1
8
∑
perms
{θa, θb}mn{θa, θb}op , Hmnop = 1
4
∑
perms
TrY mR Y
† n
R Y
o
RY
† p
R ,
Λ2mnop =
1
8
∑
perms
λmnqrλqrop , Λ
S
mnop = λmnop
∑
k=m,n,o,p
C2(k) ,
(5.23)
where in the definition of ΛSmnop the sum is performed on each scalar line represented by
the index k, and C2(k) is the eigenvalue of the Casimir operator (θaθa)mn for the scalar
representation of line k. In our case the scalar fields are in the same scalar (and irreducible)
representation, therefore we have ΛSmnop = 4C2(S)λmnop.
5.2.3 Vertices with External BRST Sources
We provide here the explicit list of Feynman diagrams necessary to evaluate the Green’s
functions at one-loop, since these are not conventional ones as they contain BRST-source-
vertex insertions necessary for this formalism.
From ρaµsdGaµ: there exist two different Green’s functions involving this insertion, whose di-
vergent parts are:
p
cb ρµa
iΓ˜ba,µcρ (−p, p)|(1)div = −
~g2
16pi2
3− ξ
4
C2(G)δ
abpµ , (5.24)
ρµa
p1 p2
Gbν cc
ρµa
p1 p2
Gbν cc
iΓ˜cba,νµcGρ |(1)div =
i~g3
16pi2
ξC2(G)
2
fabcgµν . (5.25)
From ζasdca:
ζa
p1 p2
cb cc
iΓ˜cbaccζ |(1)div = −
i~g3
16pi2
ξC2(G)
2
fabc , (5.26)
where we accounted for the diagram’s symmetry factor = 2 due to the fact there are two
interchangeable vertices – the (c¯Gc) vertices – leaving the diagram invariant.
From R¯isdψi:
R¯iα
p1 p2
ψjβ ca
iΓ˜jai,βα
ψcR¯
|(1)div = −
~g3
16pi2
ξC2(G)
2
TR
a
ijPRαβ . (5.27)
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From sdψ¯iRi ≡ Risdψ¯i:
Rjβ
p1 p2
ψ
i
α
ca
iΓ˜jai,βα
Rcψ¯
|(1)div = −
~g3
16pi2
ξC2(G)
2
TR
a
ijPLαβ . (5.28)
From YmsdΦm:
Ym
p1 p2
Φn ca
iΓ˜namΦcY |(1)div = −
~g3
16pi2
ξC2(G)
2
θamn . (5.29)
5.3 The One-Loop Singular Counterterm Action S(1)sct
After computing all UV divergent one-loop Feynman diagrams, we can determine the singular
one-loop counterterm action. It is defined such that the divergent parts of the one-loop
vertices cancel:
S
(1)
sct = −Γ|(1)div . (5.30)
Since it is the first main result of the present paper we present it in two different ways. First,
we provide the contributions with and without scalar fields separately,
S
(1)
sct = S
(1)No Scalarcontrib.
sct + S
(1) Scalarcontrib.
sct , (5.31)
where S
(1)No Scalarcontrib.
sct represents the terms without any contribution from the scalar fields, and
agrees with Eq. (37) of [20], and reads:
S
(1)No Scalarcontrib.
sct =
~g2
16pi2
{
13− 3ξ
6
C2(G)SGG +
17− 9ξ
12
C2(G)SGGG +
2− 3ξ
3
C2(G)SGGGG
−2S2(R)
3
(SGG + SGGG + SGGGG)− ξC2(R)(Sψ¯ψR + SψGψR)−
3 + ξ
4
C2(G)SψGψR
+
3− ξ
4
C2(G) (Sc¯c + Sρc)− ξC2(G)
2
(
Sc¯Gc + SρGc + Sζcc + SR¯cψR + SRcψR
)}
− ~g
2
16pi2
S2(R)
3
∫
dd x
1
2
G¯aµ∂̂2G¯aµ .
(5.32)
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The counterterm action S
(1) Scalarcontrib.
sct represents the terms generated from the scalar contribu-
tions, and reads:
S
(1) Scalarcontrib.
sct =
~
16pi2
{
−g2S2(S)
6
(SGG + SGGG + SGGGG)− Y2(R)
2
(
Sψ¯ψR + SψGψR
)
+g2(3− ξ)C2(S) (SΦΦ + SΦGΦ + SΦGGΦ)− g2 3 + ξ
4
C2(G) (SΦGΦ + 2SΦGGΦ)
−Y2(S)
(
SΦΦ + SΦGΦ + SΦGGΦ
)
+
1
2
(3g4A− g2ξΛS − 4H + Λ2)mnopSΦ4mnop
+
(
Y nR (Y
m
R )
∗Y nR − g2
2C2(R)(3 + ξ)− C2(S)(3− ξ)
2
Y mR
)
ij
S
ψR
C
i Φ
mψRj
+ h.c.
−g2 ξC2(G)
2
SYcΦ
}
− ~
16pi2
2Y2(S)
3
ŜΦΦ .
(5.33)
It contains both additional contributions to the operators without scalar fields and contri-
butions to additional operators involving scalar fields. In both equations the monomials
introduced in Eq. (3.36a) have been used; a bar such as in SGG corresponds to taking all
Lorentz indices in the respective monomial only in purely 4 dimensions; a hat such as in
ŜΦΦ corresponds to taking all Lorentz indices purely in d − 4 dimensions. Using again
the condensed notation
∫
x
≡ ∫ dd x , the new object Sψ¯ψR = ∫x iψi/∂PRψi ≡ ∫x i2ψi↔/∂PRψi
corresponds to the 4-dimensional kinetic term of the purely right-handed fermion. It dif-
fers from its d-dimensional equivalent Sψψ. Its appearance can be interpreted as the fact
that only the right-handed fermion component renormalizes, while the fictitious left-handed
component required to properly extend the 4-dimensional chiral fermion kinetic term to d
dimensions, see Section 3.2, does not renormalize. This is understandable since all fermion
interaction vertices in the model are explicitly chiral (contain the right-handed projector
PR), thus any fermion propagator connecting such vertices get their extra left-handed com-
ponent projected out. Any loop correction to a fermion propagator contains at least one
such vertex connected to the fermion line, therefore such correction will only contribute to
the renormalization of the right-handed part of the fermion kinetic term.
In addition to the explicit evanescent operator in the last line of Eq. (5.32), gener-
ating the Feynman rule −ip̂2gµνδab, we obtain an additional evanescent operator ŜΦΦ =
−1/2 ∫
x
Φm∂̂2Φm from the scalar sector, generating the Feynman rule ip̂2δmn. We observe
that, should we have used instead another d-dimensional choice for the fermion-gauge inter-
action term with a γµPR, we would have obtained many more evanescent operators.
We can re-express the result for the singular counterterms in the structure announced in
Section 4 and make contact to the usual renormalization transformation. The sum of the
singular counterterms can be written as
S
(1)
sct = S
(1)
sct,inv + S
(1)
sct,evan , (5.34)
where the first term arises from renormalization transformation as in Eq. (4.2) and is given
by Eq. (4.5):
Sct,inv =
δZG
2
LG +
δZψR
2
LψR +
δZΦ
2
LΦ +
δZc
2
Lc
+
δg
g
Lg +
(
δ(YR)
m
ijLYR
m
ij + h.c.
)
+ δλmnopLλmnop ,
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while the second term contains purely evanescent quantities. The renormalization constants
needed in Eq. (4.1) agree with the usual ones (see e.g. [43, 44, 45]) and read
δZ
(1)
G =
~
16pi2
g2
(13− 3ξ)C2(G)− 4S2(R)− S2(S)
6
, (5.35)
δZ
(1)
ψR
=
−~
16pi2
(
g2ξC2(R) +
Y2(R)
2
)
, (5.36)
δZ
(1)
Φ =
~
16pi2
(
g2(3− ξ)C2(S)− Y2(S)
)
, (5.37)
δZ(1)c = 2δZ
(1)
ρc + δZ
(1)
G =
~
16pi2
g2
(22− 6ξ)C2(G)− 4S2(R)− S2(S)
6
, (5.38)
where δZ(1)ρc is the coefficient of Sρc in S
(1)
sct :
δZ(1)ρc ≡
~
16pi2
g2
3− ξ
4
C2(G) ;
δg(1)/g =
−~
16pi2
g2
22C2(G)− 4S2(R)− S2(S)
12
, (5.39)
δ(YR)
m
ij = δZ
m,(1)
Y,ij − (δZ(1)ψR + δZΦ/2)(YR)mij , (5.40)
where δZm,(1)Y,ij is the coefficient of SψRCi ΦmψRj in S
(1)
sct :
δZ
m,(1)
Y,ij ≡
~
16pi2
(
(Y nR (Y
m
R )
∗Y nR )− g2
2C2(R)(3 + ξ)− C2(S)(3− ξ)
2
Y mR
)
ij
;
δλmnop = δZ
(1)
4Φ,mnop − 2δZΦλmnop , (5.41)
where δZ(1)4Φ,mnop is the coefficient of SΦ4mnop in S
(1)
sct :
δZ
(1)
4Φ,mnop ≡
~
16pi2
1
2
(3g4A− g2ξΛS − 4H + Λ2)mnop .
The evanescent counterterms appearing in Eq. (5.34) can be written as
S
(1)
sct,evan =
−~
16pi2
{
g2
S2(R)
3
(
2(S˜GG + S˜GGG + S˜GGGG) +
∫
dd x
1
2
G¯aµ∂̂2G¯aµ
)
+Y2(S)
(
(S˜ΦΦ + S˜ΦGΦ + S˜ΦGGΦ) +
2
3
ŜΦΦ
)}
,
(5.42)
with
S˜O = SO − SO for O = GG,GGG,GGGG,ΦΦ,ΦGΦ,ΦGGΦ . (5.43)
We close this section with the following remarks:
• The renormalization transformation as usual provides most of the counterterms. It must
be applied to the invariant part of the tree-level action, not to the evanescent part which
contains the d-dimensional extension of the fermion kinetic term. As a result the coun-
terterms S(1)sct,inv contain only purely 4-dimensional fermion terms.
• The remaining evanescent counterterms are specific to the BMHV scheme. They involve
all vertices of scalars and vectors with up to 4 legs. The evanescent terms of the form S˜(1)O
are still gauge invariant, despite being evanescent; the two additional evanescent terms
present in Eq. (5.42), contributions to the gauge boson and scalar two-point function
counterterms, are not gauge invariant.
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• The corresponding result for a gauge theory without scalars has already been obtained in
Ref. [20]. The scalars contribute in two ways: they provide additional contributions to
the invariant counterterms S(1)sct,inv and thus to the renormalization constants in Eqs. (5.35)
to (5.41). These contributions are standard and equal to the case without the BMHV
scheme. Second, there is an explicit evanescent scalar operator present in Eq. (5.42). It
originates from fermion loop contributions to the scalar self-energy.
• The result presented here is specific to our choice of the regularized, d-dimensional theory
Eq. (3.34), based on Eq. (3.26). In particular, this choice does not generate an extra
evanescent counterterm to the fermion two-point function. Had we used another choice
out of the options indicated in Eq. (3.24), the result would have been different. As an
illustration we provide here the results for the self-energies corresponding to replacing the
object PLγµPR by γµPR (choice designated by “Alt”) in the fermion-gauge boson interac-
tion. The scalar self-energy does not change, but the fermion and gauge boson self-energies
change as
iΓ˜ji
ψψ¯
(p)|Alt,(1)div = iΓ˜jiψψ¯(p)|
(1)
div −
i~g2
16pi2
C2(R)δ
ij ̂6p PR , (5.44)
iΓ˜ba,νµGG (p)|Alt,(1)div = iΓ˜ba,νµGG (p)|(1)div +
i~g2
16pi2
S2(R)
3
δab(pµp̂ν + 2p̂µp̂ν + p̂µpν + p2ĝµν) . (5.45)
We see that both self-energies receive additional evanescent contributions and the structure
of the resulting S(1)sct,evan will become considerably more complicated. In particular, a new
evanescent counterterm to the fermion two-point function would have appeared, S(1)sct,evan ⊃
~/(16pi2)g2C2(R)
∫
x
iψi /̂∂PRψi.
6 BRST Symmetry Breaking and its Restoration; Bon-
neau Identities
Here we turn to the central point of our study — the determination of the symmetry-
restoring counterterms required in the BMHV scheme. We begin this section with a brief
general overview of the situation and then describe the actual evaluation.
The basic requirement is that after renormalization, the finite effective action ΓRen satis-
fies the Slavnov-Taylor identity,
S(ΓRen) = 0 . (6.1)
In the previous Section 5 we have determined the singular counterterms which render the
theory finite at the one-loop level. Including finite counterterms to be determined below,
the one-loop effective action in d dimensions can be written following Eq. (5.7) as
Γ
(1)
DReg = Γ
(1) + S
(1)
sct + S
(1)
fct , (6.2)
where Γ(1) denotes the effective action from tree-level and genuine 1-loop diagrams (without
counterterms). The limit d → 4 exists, and the renormalized one-loop effective action is
obtained by taking the LIMd→4 Γ
(1)
DReg, as defined in Section 2 and Eq. (5.8). The Slavnov-
Taylor identity in d dimensions can be written at the one-loop level as
Sd(Γ(1)DReg) = Sd(Γ(1)) + bdS(1)sct + bdS(1)fct ; (6.3)
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here the linearized operator bd of Eq. (3.45) has been used and terms of higher loop order
have been neglected.
The first term on the right-hand side of equation (6.3) is expected to be nonzero. It
corresponds to the breaking of the Slavnov-Taylor identity by one-loop regularized Green’s
functions. The second term by construction cancels any UV divergences present in the first
term. The last term contains the finite counterterms to be discussed in the present section.
These finite counterterms must be chosen such that the finite parts of the previous terms
are cancelled (at least in the LIMd→4).
The determination of the symmetry-restoring finite counterterms thus requires two tech-
nical steps:
1. Evaluate the symmetry breaking caused by the genuine one-loop diagrams and the
required singular counterterms, i.e. evaluate Sd(Γ(1)) and bdS(1)sct .
2. Find symmetry-restoring counterterms S(1)fct whose bd-variation cancels the symmetry
breaking.
Before presenting these calculations in detail we provide several remarks on these steps.
• Remarks on the structure of finite counterterms. The symmetry-restoring finite countert-
erms are not unique. In general, the finite counterterms can always be written as (see also
Section 4)
S
(1)
fct = S
(1)
fct,inv + S
(1)
fct,restore + S
(1)
fct,evan . (6.4)
Here S(1)fct,inv originates from the renormalization transformation (4.2) and is symmetry in-
variant in the sense of (4.3); the evanescent counterterms S(1)fct,evan vanish in the LIMd→4
by definition and are therefore irrelevant for symmetry restoration at the one-loop level12.
Therefore, the actual symmetry-restoring one-loop counterterms are given by S(1)fct,restore.
They are clearly only unambiguous up to shifting around terms obtained by renormaliza-
tion transformation and/or evanescent terms. What we will provide in the present section
is one particular representative choice for these symmetry-restoring counterterms.
• Remarks on the technical evaluation of the symmetry breaking caused by the first and
second terms on the r.h.s. of (6.3). There are several methods to determine the breaking
of the symmetry. An obvious one is to directly compute all the required Green’s functions
and plug them into the Slavnov-Taylor identity. Such a direct approach was used e.g.
in Refs. [23] in the study of chiral gauge theories and e.g. in Refs. [22, 61, 24] in similar
applications on supersymmetric gauge theories. An advantage of this method is the direct
connection to Green’s functions appearing in physical processes and the explicit control
over the symmetry breaking.
A second, more indirect method is based on the regularized quantum action principle,
established for dimensional regularization in Ref. [12]. This regularized quantum action
principle implies
Sd(Γ(1)) = ∆̂ · Γ(1) , (6.5)
where ∆̂ = sdS0 is the original tree-level BRST symmetry breaking Eq. (3.39), while the
full r.h.s. denotes the generating functional of one-loop regularized Green’s functions with
12The choice of one-loop evanescent counterterms will have an impact on two- and higher-loop calculations.
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one insertion corresponding13 to ∆̂. Using this relation, the computation is simplified
since the r.h.s. involves far fewer, and simpler Feynman diagrams than the left-hand side.
Furthermore, it does not involve the evaluation of products of 1PI Green’s functions, as
would be the case in the direct approach. This indirect method has been applied in the
literature, e.g. in Ref. [12] to scale invariance, in [20, 21] to chiral non-abelian and abelian
gauge theories at the one-loop level, and in Refs. [35, 62] in a similar way to supersymmetric
theories at the 2- and 3-loop level.
In this work we will apply the second method, that we find more advantageous. Section 6.2
will also present additional reasons why it is so.
In view of these remarks, the condition that the Slavnov-Taylor identity is satisfied at
the one-loop level in the 4-dimensional limit can be written as
0 = LIM
d→4
(
[∆̂ · Γ(1)]div + bdS(1)sct + [∆̂ · Γ(1)]fin + bdS(1)fct,restore
)
, (6.6)
where the subscripts “div”/“fin” denote the 1/ and finite parts, respectively. This is the
defining condition for the one-loop symmetry-restoring counterterms. The following Sec-
tion 6.1 will present the evaluation of the divergent quantities [∆̂ · Γ(1)]div and bdS(1)sct , and
Section 6.2 will present the evaluation of the finite parts of [∆̂ · Γ(1)]fin. In Section 6.3 we
will determine and present the required finite, symmetry-restoring counterterms.
6.1 Evaluation of [∆̂ · Γ(1)]div and comparison with bdS(1)sct
In this subsection we present the evaluation of the divergent quantities appearing in Eq. (6.6),
i.e. [∆̂ ·Γ(1)]div and bdS(1)sct . By construction, it is clear that these two quantities must add up
to something finite; however, we will show in the following that they actually add up to zero.
The basic reason is that both quantities are pure divergences, and no terms of the form /
are generated from combining evanescent terms with UV singularities.
We start by evaluating bdS
(1)
sct . First, as explained in Section 4, all the Lφ terms present
in the invariant part of the singular counterterms in Eqs. (4.5) and (5.34) are bd-invariant,
except for Lc and Lg where bdLc,g = ∆̂. Several of the evanescent terms specified in Eq. (5.42)
are bd-invariant as well.
We therefore need to evaluate bd((Y nR (Y mR )∗Y nR )ijSψRCi ΦmψRj + h.c.) and bd((3g
4A− 4H +
Λ2)mnopSΦ4mnop). In the first term, the action of bd generates a group structure that can be
simplified using the gauge-invariance property Eq. (3.14a). After this simplification, we end
up with a structure ∝ θano(Y nR (Y mR )∗Y oR+Y oR(Y mR )∗Y nR )ij that cancels due to the antisymmetry
of θa. Let us now turn to the second term:
bd((3g
4A− 4H + Λ2)mnopSΦ4mnop) = 4(3g4A− 4H + Λ2)qnopθaqm
ig
2
∫
dd x caSΦ4mnop . (6.7)
The group factor is completely symmetric in its indices, much like the tree-level scalar
self-coupling λmnop, and its contraction with θaqm can be rewritten similarly to Eq. (3.15).
For each term involved: AqnopθaqmSΦ4mnop , Λ
2
qnopθ
a
qmSΦ4mnop and Hqnopθ
a
qmSΦ4mnop , we throughly
13 The r.h.s. of Eq. (6.5) also contains the tree-level result Eq. (3.39), but this tree-level result will be
irrelevant in the following when we take only the UV divergent part and/or the LIMd→4 of Eq. (6.5).
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exploit the allowed symmetrizations in group indices so as to exhibit contractions between
symmetric and antisymmetric symbols or internal cancellations, leading to the complete
cancellation of these three terms. The last term in Hqnop furthermore requires the usage of
Eq. (3.14a).
All in all, we obtain:
bdS
(1)
sct =
−~
16pi2
{
g2
ξC2(G)
2
∆̂ + g2
S2(R)
3
bd
∫
dd x
1
2
G¯aµ∂̂2G¯aµ +
2Y2(S)
3
bdŜΦΦ
}
, (6.8)
where, in the last two terms, bd actually acts like the BRST transformation, leading to:
bd
∫
dd x
1
2
G¯aµ∂̂2G¯aµ =
∫
dd x (sdG¯
aµ)∂̂2G¯aµ =
∫
dd x (∂
µ
ca + gf
abcG¯b µcc)∂̂
2G¯aµ , (6.9a)
bdŜΦΦ = bd
∫
dd x
−1
2
Φm∂̂
2Φm = −
∫
dd x (sdΦm)∂̂
2Φm =
∫
dd x igθamnc
aΦm∂̂
2Φn . (6.9b)
We note that the breaking terms are organized according to the field sectors: one for the
fermions (proportional to the tree-level breaking ∆̂), one for the gauge bosons and one for
the scalars. We further note that, as announced, Eq. (6.8) is a pure 1/ singular term;
no finite terms are generated by applying the d-dimensional operator bd onto the singular
counterterm action.
For evaluating [∆̂ · Γ(1)]div we calculate the one-loop vertex corrections with insertion of
the ∆̂ evanescent operator. All momenta are incoming and all the results use d = 4 − 2.
Below is the list of all diagrams with a ∆̂ insertion that have a non-vanishing divergent part:
∆̂caGbµ: ∆̂caGbµGcν : ∆̂caΦmΦn:
∆ˆ ca
p1Gbµ
∆ˆ
GcνG
b
µ
p2p1
ca
+(p1, µ, b)↔ (p2, ν, c)
permutation.
∆ˆ
ΦnΦm p2p1
ca
ψ ψ
ψC
+(p1,m)↔ (p2, n)
permutation.
∆̂caψ¯i,αψj,β:
∆̂
p2 p1
ψjβ ψ
i
α
ca ∆̂
p1p2
ψ
i
αψ
j
β
ca
(a) Vanishing diagrams.
∆̂
p2 p1
ψjβ ψ
i
α
ca ∆̂ ca
p2 p1
ψjβ ψ
i
α
(b) Diagrams giving the PR and PL contributions
respectively.
i[∆̂ · Γba,µGc ](1)div =
~g2
16pi2
S2(R)
3
δabp̂1
2p1
µ , (6.10a)
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i[∆̂ · Γcba,νµGGc ](1)div =
−i~g3
16pi2
S2(R)
3
fabc(p̂1
2 − p̂22)gµν , (6.10b)
i[∆̂ · Γnm,aΦΦc ](1)div =
−~g
16pi2
2Y2(S)
3
θamn(p̂1
2 − p̂22) , (6.10c)
i[∆̂ · Γji,a
ψψ¯c
]
(1)
div =
~g3
16pi2
ξC2(G)
2
TR
a
ij( /̂p1PR + /̂p2PL) . (6.10d)
The sum of these 1PI contributions evaluated in this section constitutes the non-vanishing
contribution to [∆̂ · Γ](1)div:
[∆̂ · Γ](1)div =
~
16pi2
{
g2
S2(R)
3
∫
dd x (∂
µ
ca + gf
abcG¯b µcc)∂̂
2G¯aµ
+
2Y2(S)
3
∫
dd x igθamnc
aΦm∂̂
2Φn + g
2 ξC2(G)
2
∆̂
}
, (6.11)
and by comparing with Eq. (6.8) that provides the expression of bdS
(1)
sct , we conclude that
there exists a perfect cancellation between bdS
(1)
sct and [∆̂ · Γ](1)div as we expected.
6.2 Bonneau Identities and the Evaluation of LIMd→4[∆̂ · Γ(1)]fin
This subsection presents the evaluation of the finite quantity appearing in Eq. (6.6), i.e.
LIMd→4[∆̂ · Γ(1)]fin. This is the central quantity which describes the one-loop symmetry
breaking caused by the BMHV scheme for γ5. As mentioned around Eq. (6.5), this calculation
will provide a particularly efficient way to evaluate the symmetry breaking. Indeed, this finite
quantity accounts for the finite part of the Slavnov-Taylor identity which, if we were using the
direct method instead, would be evaluated using products of 1PI Green’s functions, including
their finite parts, which is in general a difficult matter. Here instead, only UV-divergent parts
of specific Green’s functions will be required, as we will see.
At first order in ~, our quantity of interest may be expressed as
LIM
d→4
[∆̂ · Γ(1)]fin = [N [∆̂] · ΓRen](1) , (6.12)
where the subscript “Ren” implies minimal subtraction and taking the LIMd→4. Here N [O]
denotes the Zimmermann-like definition [63, 17] of a renormalized local operator (also called
“normal product”), defined as an insertion of a local operator O and followed, in the context14
of Dimensional Regularization and Renormalization, by a minimal subtraction prescription
[64].
Let us begin with further comments on how to evaluate [N [∆̂] · ΓRen](1). At the one-
loop level, it is reasonably straightforward to carry out a direct computation, extending the
computation of the divergent parts in the previous subsection. However, it is useful to first
discuss the structure of the computation in more detail.
The BRST breaking vertex operator ∆̂ in its local form is proportional to the evanescent
metric: ∆̂ = gˆµν∆µν , see Eq. (3.40), where ∆µν contains ∂µγν covariants, so that ∆̂ can be
14 The actual definition for a “normal product” depends on the chosen renormalization procedure: for
example in BPHZ renormalization, where the renormalization is performed by subtracting the first terms of
a Taylor expansion of loop integrands up to a given order (called “degree” of subtraction), different normal
products are associated to the choice of the “degree” of subtraction [17].
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re-expressed as: ∆̂ = (gµν − g¯µν)∆µν . Finite contributions are generated once ∆̂ is inserted
into loop diagrams, and the evanescent numerator combines with a 1/ singularity to form
a finite term that behaves schematically as /.
Hence, we can expect that the finite symmetry breaking can also be obtained from
extracting only the singular parts of suitable diagrams. Such a relationship is provided by
an identity due to Bonneau [32, 33]. The general form of this identity is very involved, and
we refer to [32, 33, 20] for it. Here we discuss its essence and its form applied to our one-loop
case. This will provide valuable additional understanding of the symmetry breaking as well
as a reference for future two-loop calculations, where Bonneau’s identity will be even more
useful.
The essential property contained in the Bonneau identity can be explained with the help
of the equation
N [∆̂(x)] = N [gµν∆
µν(x)]−N [g¯µν∆µν(x)] = N [gµν∆µν(x)]− g¯µνN [∆µν(x)] . (6.13)
The first equation in (6.13) makes explicit the appearance of the evanescent metric, which is
decomposed as gµν − g¯µν . The second equation highlights that pulling the metric out of the
minimal subtraction procedure is possible only for the purely 4-dimensional metric, but not
for the d-dimensional metric where doing this operation would not commute with the minimal
subtraction procedure, and therefore Eq. (6.13) does not vanish. Note that N [∆µν(x)] is a
4-dimensional object since it has been submitted to the renormalization procedure, therefore
its contraction with g¯µν is the same as its contraction with gµν from outside.
Using this notation, the one-loop version of the Bonneau identity then reads
[N [Ô] · ΓRen](1) = LIM
d→4
(
−r.s.p.
[ qO · Γ](1)
gˇ=0
)
. (6.14)
Here on the right-hand side “r.s.p.” means the residue of the simple pole in ν = 4− d = 2
of the 1PI Green’s function under consideration15. The Feynman rules corresponding to the
operator qO are obtained from the ones for Ô by formally replacing all the evanescent Lorentz
structures by their corresponding d-dimensional versions contracted16 with the symmetric
“metric”-tensor gˇµν , possessing the following properties:
gˇµνg
νρ = gˇµν gˆ
νρ = gˇ ρµ , gˇµν g¯
νρ = 0 , gˇ µµ = 1 . (6.15)
This symbol can be understood as corresponding to the evanescent metric gˆµν such that
its trace has been normalized to one. This explains also the appearance of the minus sign
on the right-hand-side of Eq. (6.14): its left-hand-side is proportional to gˆµν which satisfies
gˆµν gˆ
νµ = −2. The equality Eq. (6.14) implements the intuition developed above: the finite
part of the breaking can be obtained by evaluating the UV singularity of suitable diagrams,
involving the object gˇµν .
The significant advantage of using the Bonneau identity is that it further simplifies the
evaluation of the required LIMd→4[∆̂ · Γ(1)]fin = [N [∆̂] · ΓRen](1) to an evaluation of
LIM
d→4
(
−r.s.p.[q∆ · Γ](1)gˇ=0) , (6.16)
15 I.e. since we evaluate the divergent parts of the 1PI Green’s functions in d = 4 − 2, we will have to
take a factor 2 into account.
16 For example: p̂2 = pµpν gˆµν → pµpν gˇµν ≡ qp2, and so on...
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i.e. we need to determine all UV-divergent 1PI 1-loop diagrams with an insertion of q∆.
Clearly, at fixed loop order there is only a limited finite number of UV-singular diagrams to
be evaluated. This constitutes the main advantage of this method. In the following, we will
present an exhaustive list of all diagrams contributing to the breaking and determine their
values.
6.2.1 1-loop vertices with insertion of q∆
As presented above, we need to evaluate all the non-vanishing contributions to the finite
breaking of the Slavnov-Taylor identity at the 1-loop level, i.e. all the non-vanishing contri-
butions to Eq. (6.16). This requires evaluating the contributions to the breaking functional
[N [∆̂] · ΓRen](1), see Eqs. (6.14) and (6.16).
We now discuss how this quantity is evaluated in practice, at 1-loop level. Eq. (6.16) tells
us we first need to evaluate [q∆ · Γ](1)gˇ=0, i.e. all the 1PI 1-loop diagrams with an insertion ofq∆, that also are UV-divergent so as to give a non-zero contribution when taking their r.s.p.
As mentioned above, at the level of Feynman rules q∆ is obtained from ∆̂ by converting all
occurrences of evanescent Lorentz symbols inside it into contractions of their corresponding
d-dimensional versions with the gˇµν symbol. Evaluation of the obtained diagrams is then
performed using standard loop techniques, and is followed by a complete tensor contraction
and simplification (including Dirac structures) so as to eliminate as many gˇµν symbols as
possible, using the properties Eq. (6.15). Finally an -expansion is performed in order to
keep only the simple-pole terms. The property gˇ µµ = 1 of the gˇµν symbol has the effect
of selecting the contributions of interest originally coming from the evanescent operator ∆̂,
that would have otherwise been absorbed into the finite part if the gˇµν symbol was not used
and the original evanescent metric gˆµν was used instead.
At the end of the calculation the remaining gˇµν symbols that have not been already
eliminated (signalling the contribution of higher-order evanescent quantities) have to be
discarded: indeed, according to the Bonneau identity, these remaining contributions would
be one ~-order higher. Finally, the different Lorentz structures arising from the calculation
of the Green’s function can be obtained and their corresponding coefficients can be extracted
out.
In the following, we provide the list of all these non-vanishing contributions. For each
contribution, we provide the associated Feynman diagram, its result, and the correspond-
ing contribution to the breaking functional [N [∆̂] · ΓRen](1). Besides, since the operators
contained in this functional are fully expressed in 4 space-time dimensions, we will omit
all the “overlines” that would otherwise be present over all the Lorentz covariants (vectors,
tensors, fields, to symbolize their 4-dimensionality), so as to simplify the notation. We are
as well employing the same notations for the integrated field monomials as in Eq. (3.36a)
(Section 3.2), but now all defined purely in 4 dimensions.
q∆caGbµ:
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∆ˇ ca
p1Gbµ
i[q∆ · Γba,µGc ](1)div = −~g216pi2 S2(R)6 δabp12p1µ , (6.17a)
corresponding to the contribution
[N [∆̂] · ΓRen](1) ⊃ ~g
2
16pi2
S2(R)
3
∫
d4 x (∂µca)(∂
2Gaµ) . (6.17b)
q∆caGbµGcν :
∆ˇ
GcνG
b
µ
p2p1
ca
+(p1, µ, b)↔ (p2, ν, c) permutation.
i[q∆ · Γcba,νµGGc ](1)div = −i~16pi2 g36 [S2(R)fabc((p12 − p22)gµν
−2p1µp1ν + 2p2µp2ν) + 2dabcR µνρσp1ρp2σ
]
, (6.18a)
where we have defined the fully symmetric symbol dabcR = Tr[TR
a{TRb, TRc}] for the R-
representation. This 1PI Green’s function corresponds to the following contribution in the
Bonneau identity and exhibits an anomalous contribution (second line):
[N [∆̂] · ΓRen](1) ⊃ ~g
2
16pi2
S2(R)
3
∫
d4 x gfabccaG
b
µ(∂
2gµν − 2∂µ∂ν)Gcν
− ~g
2
16pi2
dabcR
3
∫
d4 x gµνρσca(∂ρG
b
µ)(∂σG
c
ν) . (6.18b)
q∆caGbµGcνGdρ:
∆ˇ
Gcν
GdρG
b
µ
ca
p1
p2
p3
+{(p1, µ, b) , (p2, ν, c) , (p3, ρ, d)} permutations17.
i[q∆ · Γdcba,ρνµGGGc ](1)div = −~16pi2 g46 (p1 + p2 + p3)σ [
gµνgρσ(AabcdR +AacbdR )/2 + gµρgνσ(AabdcR +AadbcR )/2
+gµσgνρ(AacdbR +AadcbR )/2−DabcdR µνρσ
]
. (6.19)
Introducing the notation (TR)a1···an = Tr[TRa1 · · ·TRan ] for the trace of a product of same
group generators TRa, we have employed in the previous equation the group factor
AabcdR = (TR)abcd − (TR)abdc + (TR)acbd − (TR)acdb + (TR)adbc + (TR)adcb
= (TR)
abcd + (TR)
adcb − S2(R)facef bde = (TR)acbd + (TR)adbc − S2(R)fabef cde
= (TR)
abdc + (TR)
acdb − S2(R)(fabef cde + facef bde)
=
1
2
((TR)
abcd + (TR)
adcb + (TR)
acbd + (TR)
adbc)− S2(R)
2
(fabef cde + facef bde) ,
(6.20)
17 The third term of our calculation (∝ gµσgνρ) agrees with equation (53) of [20]; however, an apparent
discrepancy arises when comparing the first two terms (∝ gµνgρσ and ∝ gµρgνσ with different group factors)
with equation (54) that tells that both p1νgµρ and p1ρgµν acquire the very same coefficient.
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and we have defined the fully antisymmetric symbol18 DabcdR = (−i)3! Tr[TRaTR[bTRcTRd]] =
1
2
(dabeR f
ecd + daceR f
edb + dadeR f
ebc) for the R-representation, following the notations of Ref. [20].
The 1PI Green’s function Eq. (6.20) corresponds to the contribution
[N [∆̂] · ΓRen](1) ⊃ ~g
4
16pi2
AabcdR
6
∫
d4 x ca∂
ν
(
GbµG
c µGdν
)
− ~g
4
16pi2
DabcdR
3× 3!
∫
d4 x ca
µνρσ∂σ
(
GbµG
c
νG
d
ρ
)
, (6.21)
and also exhibits an anomaly (last term).q∆caΦmΦn:
∆ˇ
ΦnΦm p2p1
ca
ψ ψ
ψC
+(p1,m)↔ (p2, n) permutation.
i[q∆ · Γnm,aΦΦc ](1)div = −~g16pi2 Y2(S)6 θamn(p12 − p22) , (6.22a)
corresponding to the contribution
[N [∆̂] · ΓRen](1) ⊃ − ~
16pi2
Y2(S)
3
∫
d4 x igθamnc
aΦm∂
2Φn . (6.22b)
q∆caGbµΦmΦn:
∆ˇ
Φm
ΦnG
b
µ
p1
p2
p3
ca ∆ˇ
Gbµ
ΦnΦm p2 p1
p3
ca ∆ˇ
Φn
GbµΦm p2 p3
p1
ca
+(p2,m)↔ (p3, n) permutation.
i[q∆ · Γnm,ba,µΦΦGc ](1)div = ~g216pi2 16(p1 + p2 + p3)µ Tr [2{TRa, TRb}((Y mR )∗Y nR + (Y nR )∗Y mR )
−TRa(Y mR )∗TRbY nR − TRa(Y nR )∗TRbY mR
]
,
(6.23a)
where, of course, the different ways of inserting the fields in the fermion loop, as well as the
permutations of field legs of the same type, have to be considered.
18 Here and in what follows, we employ the standard indicial notation for the (anti-)symmetrization
of tensor indices (or subset thereof): T [a1···an] = 1n!
∑
pi σ(pi)T
api(1) · · ·T api(n) , and T {a1···an} =
1
n!
∑
pi T
api(1) · · ·T api(n) .
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The term Tr[· · · ] is equal to (SR)abmn ≡ ((CR)abmn+(CR)bamn+m↔ n)/2, completely symmet-
ric by exchanges a↔ b andm↔ n, and (CR)abmn ≡ Tr
[
2{TRa, TRb}(Y mR )∗Y nR − TRa(Y mR )∗TRbY nR
]
.
Thus, the 1PI Green’s function Eq. (6.23a) corresponds to the contribution
[N [∆̂] · ΓRen](1) ⊃ − ~
16pi2
(SR)abmn
3
∫
d4 x
g2
2
ca∂
µ
(
GbµΦ
mΦn
)
. (6.23b)
Besides, it is interesting to note that Tr
[
TR
a(Y mR )
∗TR
bY nR
]
= Tr
[
TR
aY nRTR
b(Y mR )
∗], due to
the symmetry properties of the Yukawa matrices and the definition of the generators in the
conjugate representation.q∆caψ¯i,αψj,β:
∆ˇ
p2 p1
ψjβ ψ
i
α
ca ∆ˇ
p1p2
ψ
i
αψ
j
β
ca ∆ˇ
p2 p1
ψjβ ψ
i
α
ca ∆ˇ ca
p2 p1
ψjβ ψ
i
α
i[q∆ · Γji,a
ψψ¯c
]
(1)
div =
~g3
16pi2
[
C2(R)− C2(G)/4
2
+ (ξ − 1)C2(R)/6− C2(G)/4
2
]
TR
a
ij /p1 + /p2PR
+
~g
16pi2
1
4
((Y mR )
∗TR
aY mR )ij /p1 + /p2PR . (6.24a)
Note that here, contrary to the previous case when we inserted the evanescent ∆̂ operator
Eq. (6.10d), the first two diagrams do not vanish, and the one with the scalar propagator
provides the last scalar contribution in Eq. (6.24a). Using charge-conjugated fermionic legs,
the scalar part becomes: ~g
16pi2
(Y mR TR
a(Y mR )
∗)ji /p1 + /p2PL = − ~g16pi2((Y mR )∗TRaY mR )ij /p1 + /p2PL.
This 1PI Green’s function corresponds to the contribution
[N [∆̂] · ΓRen](1) ⊃ − ~g
16pi2
{
g2
[
C2(R)− C2(G)
4
+ (ξ − 1)
(
C2(R)
6
− C2(G)
4
)]
TR
a
ij
+
1
2
((Y mR )
∗TR
aY mR )ij
}∫
d4 x ca∂µ(ψiγ
µPRψj) . (6.24b)
q∆caGbµψ¯i,αψj,β:
∆ˇ
p1 p2
ψ
i
α ψ
j
β
p3
Gbµ
ca ∆ˇ
p1 p2
ψ
i
α ψ
j
β
p3
Gbµ
ca
∆ˇ
p1 p2
ψ
i
α ψ
j
β
p3
Gbµ
ca
(a) Vanishing diagrams with fermion-scalar interactions.
i[q∆ · Γji,ba,µ
ψψ¯Gc
]
(1)
div =
−~g4
16pi2
ξC2(G)
8
ifabcTR
c
ijγ
µPR =
−~g4
16pi2
ξC2(G)
8
[TR
a, TR
b]ijγ
µPR . (6.25a)
— Page 41 / 67 —
∆ˇp1 p2
ψ
i
α ψ
j
β
p3
Gbµ
ca ∆ˇ
p1 p2
ψ
i
α ψ
j
β
p3
Gbµ
ca
∆ˇ
p1 p2
ψ
i
α ψ
j
β
p3
Gbµ
ca
(b) Vanishing diagrams with fermion-gauge boson interactions.
∆ˇ
p2 p1
ψjβ ψ
i
α
ca
p3
Gbµ
∆ˇ ca
p2 p1
ψjβ ψ
i
α
p3
Gbµ
(c) Diagrams cancelling with each other.
∆ˇ
p2 p1
ψjβ ψ
i
α
ca
p3
Gbµ
∆ˇ ca
p2 p1
ψjβ ψ
i
α
Gbµ
p3
∆ˇ
p2 p1
ψjβ ψ
i
α
ca
Gbµ
p3
∆ˇ ca
p2 p1
ψjβ ψ
i
α
Gbµ
p3
(d) The four contributing diagrams; their group structures simplify considerably when summing the first
two (and last two) diagrams together.
Note that both the diagrams with the scalar propagators, and the diagrams with a gluon
propagator connecting the fermions, are finite and thus do not contribute. Also, in our model
there is no GGΦ vertex. The two diagrams with a gluon propagator connecting a fermion
and the ghost leg cancel each other. The four remaining diagrams sum in pairs and their
group structure simplify to get the simple result quoted above.
This 1PI Green’s function corresponds to the contribution
[N [∆̂] · ΓRen](1) ⊃ −i~g
2
16pi2
ξC2(G)
4
∫
d4 x ig2fabcTR
c
ijcaψi /G
b
PRψj . (6.25b)
q∆caΦmψCi,αψj,β:
i[q∆ · Γji,m,a
ψψCΦc
]
(1)
div =
~g3
16pi2
ξC2(G)
8
(YR)
n
ijθ
a
nmPR =
~g3
16pi2
ξC2(G)
8
(TR
aY mR − Y mR TRa)ijPR .
(6.26a)
Similarly to the previous case q∆caGbµψ¯i,αψj,β, the diagrams with scalar or gluonic propagators
between the fermions, and also those with the vertex GΦΦ and scalar/gluon propagator
between the fermions, are finite and thus do not contribute. Also, the two diagrams with a
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∆ˇp1 p2
ψ
C,i
α ψ
j
β
p3
Φm
ca ∆ˇ
p1 p2
ψ
C,i
α ψ
j
β
p3
Φm
ca
(a) Vanishing diagrams with fermion-scalar interac-
tions.
∆ˇ
p1 p2
ψ
C,i
α ψ
j
β
p3
Φm
ca ∆ˇ
p1 p2
ψ
C,i
α ψ
j
β
p3
Φm
ca
(b) Vanishing diagrams with fermion-gauge boson
interactions.
∆ˇ
p1 p2
ψ
C,i
α ψ
j
β
p3
Φm
ca ∆ˇ
p1 p2
ψ
C,i
α ψ
j
β
p3
Φm
ca
(c) Vanishing diagrams with fermion-gauge
boson + fermion-scalar interactions.
∆ˇ
p2 p1
ψjβ ψ
C,i
α
ca
p3
Φm
∆ˇ ca
p2 p1
ψjβ ψ
C,i
α
p3
Φm
(d) Diagrams cancelling with each other.
∆ˇ
p2 p1
ψjβ ψ
C,i
α
ca
Φm p3
∆ˇ ca
p2 p1
ψjβ ψ
C,i
α
Φmp3
(e) The two contributing diagrams.
gluon propagator between a fermion and the ghost leg cancel each other. The two remaining
diagrams form a pair whose total amplitude acquires a simpler group structure, after using
the relation coming from the gauge-invariance of the Yukawa Lagrangian Eq. (3.14a). Thus,
the 1PI Green’s function Eq. (6.26a) corresponds to the contribution
[N [∆̂] · ΓRen](1) ⊃ i~g
2
16pi2
ξC2(G)
4
∫
d4 x
g
2
(YR)
n
ijθ
a
nmcaΦ
mψCiPRψj . (6.26b)
Associated with this term is the complex conjugate process q∆caΦmψi,αψCj,β that generates a
similar contribution to the Bonneau identity:
[N [∆̂] · ΓRen](1) ⊃ i~g
2
16pi2
ξC2(G)
4
∫
d4 x
g
2
(YR)
n ∗
ij θ
a
nmcaΦ
mψiPLψ
C
j . (6.26c)
6.2.2 1-loop vertices with insertion of one BRST-source-vertex and q∆
At one-loop, and up to mass-dimension 4, the only 1PI diagrams containing a single insertion
of q∆ and one BRST-source-vertex are those that only have one insertion of R¯sdψ or Rsdψ
BRST-source-vertex; these diagrams have mass-dimension four. The reasons are as follows.
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These diagrams should also have ghost number one since these are constituents of the
Slavnov-Taylor identity. The restriction on their mass-dimensions imposes that the sum of
the mass-dimensions of their incoming and outgoing fields and derivatives, has to be smaller
than or equal to four. The BRST sources appear only as external fields and cannot be
enclosed into loops, and their mass-dimensions are large (see Table 1). Furthermore, both
the operator q∆ and any of the BRST-source-vertices contain only ghost fields, therefore
all ghost lines from q∆ and any of the BRST-source-vertices give rise to an external ghost
line. Thus the mass-dimension and the ghost number constraints allow only the following
operators: ρGcc, ρ∂cc, ζccc, R¯ψcc, Rψcc and YΦcc. The operators ρGcc, ρ∂cc, ζccc and
YΦcc imply that the fermions from q∆ are enclosed into a loop, in which case one cannot form
at one-loop level a 1PI diagram with the BRST-source-vertex. The remaining operators R¯ψcc
and Rψcc may arise from one-loop contributions if one of the fermions of q∆ is contracted
with a fermion from one of the operators R¯sdψ or Rsdψ.
Only the following diagrams are therefore generated:q∆cacbR¯i,αψj,β:
∆ˇ R¯
i
α
p3p2
ca cb
p1
ψjβ
∆ˇ R¯
i
α
p3p1
ψjβ cb
p2
ca
+(p2, a)↔ (p3, b) permutation.
i[q∆ · Γji,ba
ψR¯cc
]
(1)
div =
−i~g4
16pi2
ξC2(G)
8
ifabcTR
c
ijPR =
−i~g4
16pi2
ξC2(G)
8
[TR
a, TR
b]ijPR , (6.27a)
corresponding to the contribution
[N [∆̂] · ΓRen](1) ⊃ ~g
2
16pi2
ξC2(G)
4
∫
d4 x i
g2
2
fabcTR
c
ijc
acbR¯iPRψj . (6.27b)
q∆cacbψ¯i,αRj,β:
∆ˇ R
j
β
p3p2
ca cb
p1
ψ
i
α
∆ˇ R
j
β
p3p1
ψ
i
α
cb
p2
ca
+(p2, a)↔ (p3, b) permutation.
i[q∆ · Γji,ba
Rψ¯cc
]
(1)
div =
i~g4
16pi2
ξC2(G)
8
ifabcTR
c
ijPL =
i~g4
16pi2
ξC2(G)
8
[TR
a, TR
b]ijPL , (6.28a)
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corresponding to the contribution
[N [∆̂] · ΓRen](1) ⊃ − ~g
2
16pi2
ξC2(G)
4
∫
d4 x i
g2
2
fabcTR
c
ijc
acbψ¯iPLRj . (6.28b)
Note that only the diagrams with a gluon propagator connecting the two ghost lines do
contribute, while those where the gluon propagator connects one ghost line with a fermion
line do not.
6.3 Finding the BRST-restoring finite 1-loop counterterms
In this present section we evaluate the BRST-restoring finite 1-loop counterterms S(1)fct,restore.
From Eq. (6.6), we see that these finite counterterms are defined such that their 4-dimensional
linear BRST transformation bS(1)fct,restore cancels [N [∆̂] · ΓRen](1), which has been evaluated in
the previous Section 6.2. We calculate these counterterms without imposing constraints on
the fermion group representations and we also obtain the expression for the gauge anomalies
as a by-product. These finite counterterms will be sufficient to restore the BRST invariance
if the anomaly cancellation condition is met [18].
In order to prepare our calculations and make them easier, it is reasonable to assume that
S
(1)
fct,restore will be a linear combination of all possible mass-dimension ≤ 4 field monomials
whose structure can appear while calculating 1-loop Feynman diagrams. We therefore first
evaluate all the linear BRST transformations of these monomials in Section 6.3.1, then we
combine these results and compare them in Section 6.3.2 with the terms from [N [∆̂] ·ΓRen](1)
so as to find the finite counterterms S(1)fct,restore.
6.3.1 Evaluation of linear BRST transformation for some field monomials
The following calculations are also performed in 4 dimensions, so we will again omit all the
“overlines” over all the Lorentz covariants so as to simplify the notation. The notations for
the integrated field monomials are the same as in Eq. (3.36a) (Section 3.2), but now all
defined purely in 4 dimensions. We obtain:
b
∫
d4 x
1
2
Gaµ∂2Gaµ =
∫
d4 x (∂µca + gf
abcGb µcc)∂
2Gaµ , (6.29)
bSGG = b
∫
d4 x
1
2
Gaµ(g
µν∂2 − ∂µ∂ν)Gaν = −gfabc
∫
d4 x caGbµ(g
µν∂2 − ∂µ∂ν)Gcν , (6.30)
where we used the fact that (∂µca)(gµν∂2 − ∂µ∂ν)Gaν = 0 when using integrations by parts.
bSGGGG = −g
2
2
(fabef cde + facef bde)
∫
d4 x ca∂ν
(
GbµG
c µGd ν
)
. (6.31)
In this calculation, a term proportional to
∫
d4 x cfGeµG
b µGcνG
d ν actually cancels. Indeed,
its prefactor is given by: (facgf bdg + fadgf bcg)faef , which vanishes after symmetrizing with
respect to the group indices e ↔ b, c ↔ d, and the set (e, b) ↔ (c, d). Also, because
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−1
4
∫
d4 x F aµνF
aµν = SGG + SGGG + SGGGG is gauge-invariant, b
∫
d4 x F aµνF
aµν = 0 and we
have:
bSGGG = −bSGG − bSGGGG . (6.32)
b(TR)
abcd
∫
d4 x GaµG
b µGcνG
d ν =
− ((TR)abcd + (TR)acbd + (TR)adbc + (TR)adcb)
∫
d4 x ca∂ν
(
GbµG
c µGd ν
)
. (6.33)
As before, a term proportional to
∫
d4 x cfGeµG
b µGcνG
d ν cancels. Its prefactor is given
by: ((TR)abcd + (TR)acbd + (TR)adbc + (TR)adcb)faef (using the shorthand notation (TR)abcd ≡
Tr[TR
a · · ·TRd]), and vanishes after symmetrization with respect to the group indices e↔ b,
c↔ d, and the set (e, b)↔ (c, d).
bSΦΦ = b
∫
d4 x
−1
2
Φm∂
2Φm =
∫
d4 x igθamnc
aΦm∂
2Φn , (6.34)
bSΦGGΦ = −g
2
2
{θa, θb}mn
∫
d4 x (∂µca)GbµΦ
mΦn , (6.35)
and because 1
2
(DµΦ
m)2 = SΦΦ + SΦGΦ + SΦGGΦ is gauge-invariant, b(DµΦm)2 = 0 and we
have:
bSΦGΦ = −bSΦΦ − bSΦGGΦ . (6.36)
For an arbitrary group symbol Camn,
bCamn
∫
d4 x (∂µΦm)GaµΦ
n = − Camn
∫
d4 x ca(∂2Φm)Φn
− 1
2
(Camn + Canm)
∫
d4 x ca(∂µΦm)(∂µΦ
n)
+ ig
[
ifabcCcnm + θamo(Cbon − Cbno)
] ∫
d4 x caGbµΦ
m(∂µΦn)
+
ig
2
(θamoCbon + θanoCbom)
∫
d4 x ca(∂µGbµ)Φ
mΦn ,
(6.37)
and, for an arbitrary group symbol Cabmn,
bCabmn
∫
d4 x GaµG
b µΦmΦn = −Sabmn
∫
d4 x ca∂µ
(
Gb µΦmΦn
)
, (6.38)
where Sabmn = (Cabmn + Cbamn + m ↔ n)/2, completely symmetric by exchanges a ↔ b and
m↔ n. In this calculation, a term proportional to the field monomial ∫ d4 x caGbµGdµΦmΦn
actually cancels. Indeed, its prefactor is given by: facdSbcmn − iθamoSbdon, and one can show
that its contraction with the field monomial vanishes after symmetrizing with respect to the
group indices (b, d) and (m,n).
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We explicitly evaluate in addition the following 4-dimensional linear BRST transforma-
tions of the following fermionic operators, as these are the ones being involved in the defini-
tion of the finite counterterm action, which is naturally defined in 4 dimensions. (Note that
if we were interested in their d-dimensional version, these would contain extra evanescent
contributions.)
bSψψ = b
∫
d4 x iψi/∂ψi = gTR
a
ij
∫
d4 x ca∂µ
(
ψiγ
µPRψj
)
, (6.39)
b(SR¯cψR + SRcψR) = + i
g
2
θanm
∫
d4 x caΦm
(
(YR)
n
ijψ
C
i PRψj + (YR)
n ∗
ij ψiPLψ
C
j
)
+ i
g2
2
fabcTR
c
ij
∫
d4 x cacb
(
R¯iPRψj − ψiPLRj
)
+ g2fabcTR
c
ij
∫
d4 x caψi /G
a
PRψj
+ gTR
a
ij
∫
d4 x ca∂µ
(
ψiγ
µPRψj
)
.
(6.40)
6.3.2 Grouping all results together – The Finite One-Loop Counterterms
The total contribution of q∆caGbµ + q∆caGbµGcν + q∆caGbµGcνGdρ Eqs. (6.17b), (6.18b) and (6.21)
is equal to:
− ~g
2
16pi2
{
S2(R)
6
b
(
5SGG + SGGG −
∫
d4 x Gaµ∂2Gaµ
)
+
g2
12
(TR)
abcdb
∫
d4 x GaµG
b µGcνG
d ν
}
,
(6.41)
together with relevant anomalies
− ~g
2
16pi2
(
S2(R)
3
dabcR
∫
d4 x gµνρσca(∂ρG
b
µ)(∂σG
c
ν) +
DabcdR
3× 3!
∫
d4 x g2ca
µνρσ∂σ
(
GbµG
c
νG
d
ρ
))
.
(6.42)
The contribution of q∆caΦmΦn Eq. (6.22b) is equal to:
− ~
16pi2
Y2(S)
3
bSΦΦ . (6.43)
The contribution of q∆caGbµΦmΦn Eq. (6.23b) is equal to:
~
16pi2
(CR)abmn
3
b
∫
d4 x
g2
2
GaµG
b µΦmΦn , (6.44)
with (CR)abmn ≡ Tr
[
2{TRa, TRb}(Y mR )∗Y nR − TRa(Y mR )∗TRbY nR
]
.
The total contribution of q∆caψ¯i,αψj,β + q∆caGbµψ¯i,αψj,β + q∆caΦmψCi,αψj,β + q∆caΦmψi,αψCj,β
+q∆cacbR¯i,αψj,β + q∆cacbψ¯i,αRj,β Eqs. (6.24b), (6.25b), (6.26b), (6.26c), (6.27b) and (6.28b)
is equal to:
~
16pi2
(
αY2(R)− g2
(
1 +
ξ − 1
6
)
C2(R)
)
bSψψ
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+
~
16pi2
(
1
2
(Y mR )
∗TR
aY mR + αY2(R)TR
a
)
ij
b
∫
d4 x gψi /G
a
PRψj
+
~g2
16pi2
ξC2(G)
4
b(SR¯cψR + SRcψR) . (6.45)
All in all, the BRST-restoring finite counterterms defined in 4 dimensions such as bS(1)fct,restore
cancels the contributions from [N [∆̂] · ΓRen](1) up to the relevant anomalies, are:
S
(1)
fct,restore =
~
16pi2
{
g2
S2(R)
6
(
5SGG + SGGG −
∫
d4 x Gaµ∂2Gaµ
)
+
Y2(S)
3
SΦΦ
+g2
(TR)
abcd
3
∫
d4 x
g2
4
GaµG
b µGcνG
d ν − (CR)
ab
mn
3
∫
d4 x
g2
2
GaµG
b µΦmΦn
+g2
(
1 +
ξ − 1
6
)
C2(R)Sψψ −
((Y mR )
∗TR
aY mR )ij
2
∫
d4 x gψi /G
a
PRψj
−g2 ξC2(G)
4
(SR¯cψR + SRcψR)
}
,
(6.46)
with (CR)abmn ≡ Tr
[
2{TRa, TRb}(Y mR )∗Y nR − TRa(Y mR )∗TRbY nR
]
, and the relevant (non-spurious)
anomalies are:
− ~g
2
16pi2
(
S2(R)
3
dabcR
∫
d4 x gµνρσca(∂ρG
b
µ)(∂σG
c
ν) +
DabcdR
3× 3!
∫
d4 x g2ca
µνρσ∂σ
(
GbµG
c
νG
d
ρ
))
.
(6.47)
In realistic field-theory models, the field contents and their associated group representations
are usually chosen such as to cancel these anomalies, i.e. by cancelling separately both∑
R S2(R)d
abc
R and
∑
RDabcdR .
This equation Eq. (6.46) thus represents the main result of this paper. If the anomalies
Eq. (6.47) are canceled, these finite counterterms are necessary and sufficient to restore the
BRST symmetry at 1-loop level in the BMHV scheme. They are necessary building blocks for
a consistent 1-loop applications of the scheme, and they are vital ingredients in two-loop and
higher-loop order calculations. It should be noted that these finite counterterms, purely 4-
dimensional and non-evanescent, are not gauge-invariant! They modify all the self-energies,
as well as some specific interactions: the gauge-boson self-interactions, and the interactions
between gauge-boson and scalars or fermions.
As previously mentioned in the remarks around Eq. (6.4), one can also add, to these
BRST-restoring finite counterterms, any other finite counterterms that are BRST-invariant,
or even that are evanescent (because they will nonetheless vanish after taking the LIMd→4),
when being defined in d dimensions. However, both of these will not contribute to BRST
restoration; they will instead only correspond to a change of renormalization prescription
for higher-order calculations, see discussion below Eq. (4.4) in Section 4. For example, the
BRST-invariant finite counterterms could contain a linear combination of the Lϕ functionals
defined in Eqs. (4.7) and (4.8).
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7 The Renormalization Group Equation in the Renor-
malized Model
In the present and the subsequent sections, we present the derivation of the renormaliza-
tion group equation in the BMHV scheme. We focus particularly on the role of the extra
counterterms specific to this scheme. Since the result will be equal to the known one, this
serves as a check of the procedure and as an explanation how the additional counterterms
can be treated. The present section uses methods from the abstract framework of algebraic
renormalization theory, while the subsequent section proceeds in the more familiar way using
renormalization constants. In both cases, we see that evanescent contributions play no role
at the 1-loop level but will have an influence at higher orders. Hence, these sections provide
important background information for future multi-loop applications.
As we have shown in the previous sections, the set of operators in the tree-level action is
not the same set that exists at the one-loop level when using the BMHV dimensional renor-
malization scheme. Due to the presence of evanescent operators and finite non-evanescent
counterterms needed to restore the BRST symmetry, the formalism of multiplicative renor-
malization (with bare fields, bare coupling constants and Z-factors) will not straightforwardly
lead to the true renormalization group equation, that involves only fields and parameters of
the original 4-dimensional tree-level action (see also discussion in Ref. [20]). This will be
briefly overviewed in Section 8.
Instead if we start with the dimensionally renormalized 1PI functional ΓRen, see Eq. (5.8),
and we use the Quantum Action Principle and the Bonneau identities, the formalism of bare
objects and Z-factors can be avoided. From now on we take this effective action to be
anomaly free, i.e. the anomalies described by Eq. (6.47) are cancelled.
7.1 Basis of Insertions
In the context of the algebraic renormalization framework, it can be shown [18] that the
renormalization group equation corresponds to the expansion of the operator insertion
µ
∂
∂µ
ΓRen = O · ΓRen (7.1)
in a suitable basis of operators of ultraviolet dimension 4, ghost number 0, with contracted
Lorentz indices but free gauge indices (later contracted with group factors from the associated
coefficients). The basis is compounded of operators that respect the same symmetries as the
functional µ∂ΓRen/∂µ, and they are, generally speaking, operators comprising derivatives
with respect to the parameters of the theory, and field-counting operators,
µ
∂ΓRen
∂µ
=
(
−
∑
g
βg
∂
∂g
+
∑
φ
Nφγφ
)
ΓRen . (7.2)
As we will see in Section 7.2, evaluating (7.1) and (7.2) independently will result in a system
of equations, overdetermined and solvable by direct comparison of their coefficients.
Let us now specialize these generally valid facts to the model discussed in our paper. Our
basis will have the same symmetries as ΓRen, so it should respect the following equations
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[18]:
µ
∂S(ΓRen)
∂µ
= SΓRen µ
∂ΓRen
∂µ
= 0 ,
δ
δB
µ
∂ΓRen
∂µ
= 0 , G µ∂ΓRen
∂µ
= 0 , (7.3)
i.e. respectively the BRST equation, the gauge-fixing condition and the ghost equation [18]
(with G ≡ δ/δc¯a + ∂µδ/δρµa ≡ δ/δρ˜µa), and where
SΓRen =
∫
d4 x
(
δΓRen
δρµa
δ
δGaµ
+
δΓRen
δGaµ
δ
δρµa
+
δΓRen
δζa
δ
δca
+
δΓRen
δca
δ
δζa
+Ba
δΓRen
δc¯a
+
δΓRen
δYm
δ
δΦm
+
δΓRen
δΦm
δ
δYm +
δΓRen
δR¯i
δ
δψi
+
δΓRen
δψi
δ
δR¯i
+
δΓRen
δRi
δ
δψi
+
δΓRen
δψi
δ
δRi
)
,
is the linearized BRST operator of our model. The basis that respects those equations
is constructed from its classical approximation in the sense of (7.13), by employing the
operators LG, Lc, LΦ, LψR that are b-invariant in 4 dimensions and whose definitions have
been introduced in Section 4, Eq. (4.7). They can be expressed as linear combinations of field-
counting operators for d = 4 acting on the tree-level action: Lϕ ≡ NϕS0 for ϕ = G, c,Φ, ψR,
as well as the operators Lg, LYR
m
ij and Lλmnop defined by differentiating the action with
respect to the coupling parameters of the theory, Eq. (4.8).
A quantum extension of this classical basis is constructed [18] by the action on ΓRen of
the symmetric differential operators we have just introduced (see Ref. [20] for the details),
and up to order ~n the following equation holds:[
µ
∂
∂µ
+ β g
∂
∂g
+ (βY )
m
ij
∂
∂Y mij
+ βλ
∂
∂λ
− γGNG − γcNc − γΦNΦ − γψNRψ
]
ΓRen = 0 . (7.4)
This is the renormalization group equation of our theory. Now, thanks to the consequence
of the Quantum Action Principle that any differential operator contained in our quantum
basis can be expressed as insertions of normal products in ΓRen, and the fact that the first
non-vanishing contribution to these expansions is of order ~, at one-loop level we have:
µ
∂ΓRen
∂µ
O(~)
= −β(1)g∂S
(4D)
0
∂g
− (β(1)Y )mij
∂S
(4D)
0
∂Y mij
− β(1)λ
∂S
(4D)
0
∂λ
+
∑
φ
γ
(1)
Φ NφS(4D)0 , (7.5)
where S(4D)0 symbolizes the 4-dimensional restriction of the tree-level action of our model,
Eq. (3.11). The RHS of equation (7.5) is the first constituent needed in the construction of
our system of the renormalization group equations.
7.2 Evaluation of µ∂ΓRen/∂µ
The first non-trivial contribution to the functional µ∂ΓRen/∂µ is always of order ~, since the
tree-level action does not depend on the renormalization scale µ. The problem of expressing
µ∂ΓRen/∂µ as an insertion of normal product operators into ΓRen (keep in mind that µ is
not a parameter of the action) was solved by Bonneau [32] and generalized by Martin [20]
due to the presence of different types of fields and external sources, evanescent contributions
and finite counterterms. Its restriction to one-loop (~) order reads:
µ
∂
∂µ
ΓRen = N
[
r.s.p.Γ(1)DReg
] · ΓRen , (7.6)
— Page 50 / 67 —
where we recall that “r.s.p.Γ(1)DReg” means the residue of the simple pole in ν = 4− d = 2 of
all the 1PI Green’s functions described by the dimensionally-regularized effective action at
~ order, ΓDReg.
Notice that, since the singular parts of Feynman diagrams contributing to 1PI Green’s
functions are local polynomials in external momenta expressed in d, 4 and/or  (i.e. evanes-
cent) dimensions, the results generally contain evanescent contributions.
In order to handle these evanescent contributions, we will recall the results of the so-called
Bonneau identities that have been first employed in Section 6.2 in the specific one-loop case,
Eq. (6.14). The Bonneau identities [32, 33] form a linear system whose unique solution
provides an expansion of any anomalous (e.g. evanescent) operator in terms of a quantum
basis of standard insertions. More precisely, any anomalous normal product can be re-
expressed as a linear combination of standard and evanescent monomial normal products
[20], taking at any loop order the form:
N [gˆµνOµν ](x) · ΓRen =
∑
i
α¯iN [M¯i](x) · ΓRen +
∑
j
αˆjN [Mˆj](x) · ΓRen , (7.7)
where the α¯i, αˆj coefficients are evaluated similarly to those presented in Section 6.2,
Eq. (6.14), i.e. as r.s.p.’s in 4 − d of specific 1PI Green’s functions. This engenders a ~
power expansion for these coefficients, thus showing that evanescent operators generate ~-
order contributions. As shown by the latter term in Eq. (7.7), the Bonneau identities can
also generate extra evanescent operators, but ponderated by additional ~-sized coefficients
αˆj. Such terms can be further reduced to pure standard operators by recursively applying
the Bonneau identities, so that the anomalous normal product ultimately reduces to
N [gˆµνOµν ](x) · ΓRen =
∑
i
qiN [M¯i](x) · ΓRen , (7.8)
where qi are formal series in ~, having no order ~0 contribution due to the r.s.p. extractions
on the calculations of 1PI functions entering into the definitions of the αi coefficients. This
equation (7.8) thus holds for a fixed ~ order, after reapplying a finite number of times
the Bonneau identities. Fortunately, at lowest order in ~ the linear system is trivial and
decoupled, i.e. loops with anomalous insertions can be transformed in sum of tree-level
diagrams with insertions of standard operators.
In general, for the calculation of the coefficient qi at order ~n, we need the coefficients αi
up to order ~n and αˆj up to order ~n−1, since the evanescent operators count for an order ~
higher, according to the Bonneau identities, what is of crucial importance in particular for
the calculation at one-loop level. If we now use these general results for specific operator
µ∂ΓRen/∂µ, the expansion
µ
∂ΓRen
∂µ
=
∑
i
r¯iN [W¯i] · ΓRen +
∑
j
rˆjN [Wˆj] · ΓRen (7.9)
holds. Thanks to the Bonneau identities Eq. (7.8), the last term of this expansion can be
re-expressed as
N [Wˆj] · ΓRen =
∑
i
cjiN [W¯i] · ΓRen , (7.10)
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where the cji are formal expansions in ~, having no order ~0 contribution due to the r.s.p.
extractions. This results in the expansion
µ
∂ΓRen
∂µ
=
∑
i
riN [W¯i] · ΓRen , (7.11)
where plain, barred and hatted objects correspond to d, 4 and -dimensional objects, respec-
tively. At ~ order we have:
µ
∂ΓRen
∂µ
=
∑
i
riN [W¯i] · ΓRen =
∑
i
(r¯i +
∑
j rˆjcji)N [W¯i] · ΓRen
O(~)
=
∑
i
r¯iW¯i , (7.12)
where in the last step, the non-zero contributions at lowest ~ order come from the coefficients
r¯i only and thus, evanescent contributions do not affect one-loop level RGEs. In addition,
the corresponding field product insertions N [W¯i] · ΓRen are tree-level ~0 insertions, simply
equal to W¯i. The general algorithm for calculating of the r¯i and rˆj coefficients at any order
is explained in [20].
Now, there is a question of choice of basis for the set of 4-dimensional monomials W¯i.
Fortunately, any such basis of renormalized insertions is completely characterized by the
corresponding classical basis [18]. If{
∆p · Γ = ∆pclass +O(~) | p = 1, 2, . . . ; dim(∆p) ≤ d
}
(7.13)
is the set of insertions whose classical approximations form a basis for classical insertions
up to dimension d, then the same set is a basis for the quantum insertions bounded by d.
This means that a convenient choice for the set of monomials are the field operators that
are contained in the tree-level action S0.
The insertion in Eq. (7.1) then can be chosen as a linear combination of operators from
the 4-dimensional action,
µ
∂ΓRen
∂µ
=
∑
i∈f.b.
∑
ai
c
(1),ai
φ1φ2...
S0,aiφ1φ2..., (7.14)
where f.b. denotes the full basis of field operators (φ1φ2 . . . ) in the tree-level action S0. Thus,
using our notation for Green’s functions, and in regards to Eq. (7.6) at one-loop (~) order
only, each contribution in the above equation takes the form
N [r.s.p.(−i)〈φ˜n(pn) · · · φ˜1(p1)〉 1PI
∏
iφi] · Γ
= r.s.p.N [
∏
iφiΓφn···φ1(p¯1, . . . , p¯n)] · Γ
O(~)
= r.s.p.(−S(1),4Dsct ) ≡ −2S(1),4Dsct . (7.15)
where (1), 4D denotes ~ order and 4-dimensional space, respectively. Therefore, at ~ order,
the Renormalization Group equation acquires the simple form
µ
∂ΓRen
∂µ
≡ −2S(1),4Dsct , (7.16)
where S(1),4Dsct is just equal to Eqs. (5.31) to (5.33) but projected onto 4 dimensions only (thus
there are no appearance of evanescent operators). We again emphasize that the absence of
any evanescent contribution is a one-loop effect only.
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7.3 Solution of the System
By direct comparison of (7.5) with (7.16) we obtain the following system of equations:
SGG → 2γ(1)G =
−2~
16pi2
g2
(13− 3ξ)C2(G)− 4S2(R)− S2(S)
6
, (7.17)
SGGG → −β(1) + 3γ(1)G =
−2~
16pi2
g2
(17− 9ξ)C2(G)− 8S2(R)− 2S2(S)
12
, (7.18)
SGGGG → −2β(1) + 4γ(1)G =
−2~
16pi2
g2
2(2− 3ξ)C2(G)− 4S2(R)− S2(S)
6
, (7.19)
Sψ¯ψR → 2γ(1)ψ =
2~
16pi2
(
g2ξC2(R) +
Y2(R)
2
)
, (7.20)
SψGψR → −β(1) + γ
(1)
G + 2γ
(1)
ψ =
2~
16pi2
(
g2
(3 + ξ)C2(G) + 4ξC2(R)
4
+
Y2(R)
2
)
, (7.21)
SΦΦ → 2γ(1)Φ =
−2~
16pi2
(
g2(3− ξ)C2(S)− Y2(S)
)
, (7.22)
SΦGΦ → −β(1) + γ(1)G + 2γ(1)Φ =
−2~
16pi2
(
g2
(
(3− ξ)C2(S)− 3 + ξ
4
C2(G)
)
− Y2(S)
)
,
(7.23)
SΦGGΦ → −2β(1) + 2γ(1)G + 2γ(1)Φ =
−2~
16pi2
(
g2
(
(3− ξ)C2(S)− 3 + ξ
2
C2(G)
)
− Y2(S)
)
,
(7.24)
SΦ4mnop → −β(1)λmnop + 4γ
(1)
Φ λmnop =
−2~
16pi2
1
2
(3g4A− g2ξΛS − 4H + Λ2)mnop , (7.25)
S
ψR
C
i Φ
mψRj
→ −(β(1)Y )mij + (YR)mij (γ(1)Φ + 2γ(1)ψ )
=
−2~
16pi2
(
(Y nR (Y
m
R )
∗Y nR )− g2
2C2(R)(3 + ξ)− C2(S)(3− ξ)
2
Y mR
)
ij
,
(7.26)
Sc¯c, Sρc → −γ(1)G + γ(1)c =
−2~
16pi2
g2
3− ξ
4
C2(G) , (7.27)
Sc¯Gc, SρGc, Sζcc, SR¯cψR , SRcψR , SYcΦ → −β(1) + γ(1)c =
2~
16pi2
g2
ξC2(G)
2
. (7.28)
This is an overdetermined system of equations that provides the following solutions for the
β-functions and anomalous dimensions at one-loop level:
β =
~
16pi2
g2
(−22C2(G) + 4S2(R) + S2(S)
6
)
, (7.29)
βλ =
~
16pi2
(3g4Aabcd − 4Habcd + Λ2abcd + ΛYabcd − 3g2ΛSabcd) , (7.30)
βY
m
ij =
~
16pi2
(
2(Y nR (Y
m
R )
∗Y nR )ij − 3g2{C2(R), Y mR }ij + (YR)mijY2(S)
+
1
2
((YR)
m
ijY2(R) + Y2(R¯)(YR)
m
ij )
)
,
(7.31)
γG =
~
16pi2
g2
(3ξ − 13)C2(G) + 4S2(R) + S2(S)
6
, (7.32)
γψ =
~
16pi2
2g2ξC2(R) + Y2(R)
2
, (7.33)
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γΦ =
~
16pi2
(
g2(ξ − 3)C2(S) + Y2(S)
)
, (7.34)
γc =
~
16pi2
g2
(6ξ − 22)C2(G) + 4S2(R) + S2(S)
6
, (7.35)
8 Comparison with the Standard Multiplicative Renor-
malization Approach in the BMHV scheme
In this section, we explain the derivation of the RGE using the standard approach based on
divergences of renormalization constants. In the BMHV scheme there are extra divergences
for evanescent operators, and we focus particularly on their role in the derivation.
The standard textbook approach to deriving RGEs in the context of DReg was developed
in Ref. [65] and applied e.g. in Refs. [43, 44, 45]. It starts from the observation that the
bare action (i.e. the sum of tree-level and counterterm action) can be written in terms of
bare fields and parameters which depend on the MS-renormalization scale µ. For a generic
bare parameter gi in a massless theory, and in the MS-renormalization scheme, this may be
written as
gi,bare = µ
ρi (gi + δgi) , δgi =
∞∑
n=1
a
(n)
i
n
, (8.1)
where ρi is a constant, gi the renormalized parameter and δgi the renormalization constant,
which is a pure divergence. The coefficients a(n)i depend on the parameters of the theory,
but depend on µ only implicitly through the µ-dependence of these parameters. The corre-
sponding β function defined as βi() ≡ ∂gi/∂ lnµ is then obtained as
βi() = −ρigi − ρia(1)i +
∑
k
ρkgk
∂a
(1)
i
∂gk
, (8.2)
where the sum runs over all parameters gk of the theory. Similarly, the anomalous dimension
is obtained from the renormalization constant associated with an irreducible self-energy
Green’s function, which has the expansion
Zφ = 1 +
∞∑
n=1
a
(n)
φ
n
, (8.3)
and, assuming equal renormalization of the fields in self-energy Green’s function, is equal to
γφ =
1
2
µ
d
dµ
lnZφ . (8.4)
Proceeding similarly for all fields of the theory one obtains the generic RGE
µ
∂
∂µ
ΓDReg =
(
−
∑
k
βk()
∂
∂gk
+
∑
φ
Nφγφ()
)
ΓDReg . (8.5)
This equation holds even for  6= 0. An important detail is that at this level the β and γ
functions are -dependent and have the structure
βi(), γi() = O()× (tree-level) +O(0)× (≥ 1-loop level) . (8.6)
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8.1 On the Influence of the Evanescent Counterterms
In principle, all of these remarks apply to the BMHV scheme. However, in this scheme, the
action contains evanescent divergent counterterms, see Eq. (5.42). These have no tree-level
counterpart. In order to apply the method in the BMHV context we can amend the tree-
level action by additional terms, such that for each term in S(1)sct,evan there is a new tree-level
parameter, i.e. writing
S0,amend = S0,inv + S0,evan + S0,evan,add (8.7)
instead of Eq. (3.35a). The parameters in the new part S0,evan,add will generically be denoted
as gˆi. Likewise we can amend the renormalization transformation Eq. (4.1) by
gˆi → gˆi + δgˆi . (8.8)
As a result we can obtain all singular counterterms, including the evanescent ones, from a
renormalization transformation, as
S0,amend
Eqs. (4.1,8.8)−→ S0,amend + Sct,inv + Sct,evan (8.9)
in place of Eq. (4.2). Via the logic described above, this leads to an RGE with the generic
structure
µ
∂
∂µ
ΓDReg =
(
−
∑
k
βk()
∂
∂gk
−
∑
k
βˆk()
∂
∂gˆk
+
∑
φ
Nφγφ()
)
ΓDReg , (8.10)
where the second sum on the right-hand side is over all parameters gˆk of the evanescent
additional action S0,evan,add.
In the following, we need to discuss the influence of these additional “evanescent” param-
eters gˆk. We first remark that such or similar parameters have been discussed in various
contexts before. Ref. [31] considered the same problem as the present section, but in the
context of a non-gauge theory, and discussed the influence of such parameters on the RGE.
In the context of regularization by dimensional reduction (DRed), evanescent quantities do
not correspond to γ5 but to the extra (4 − d) degrees of freedom of the gauge fields (the
so-called “-scalars”). Accordingly, the impact of the -scalar mass term on the 2-loop RGE
of softly broken supersymmetric gauge theories has been discussed in Ref. [66]. Finally,
in applications of DRed to non-supersymmetric QCD, the evanescent coupling αe between
the -scalar and quarks appears. The need for treating this coupling and its β function as
independent has been explained first in Ref. [53], for a further overview and references see
[3].
We now provide the following remarks:
• Our original formulation of the theory in Sections 3 to 7 corresponds to setting the evanes-
cent parameters gˆk = 0 at tree-level. This is compatible with the RGE in  6= 0 only at one
particular renormalization scale µ. At other scales µ′, the RGE generates non-vanishing
tree-level values gˆk(µ′) 6= 0.
• Non-vanishing gˆi enter the theory in three ways up to the 1-loop level:
1. at tree-level in the purely evanescent part;
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2. at the 1-loop level in finite contributions to standard (non-evanescent) Green’s func-
tions;
3. at the 1-loop level in 1/ contributions to evanescent Green’s functions, and in finite
contributions to βˆ functions of evanescent parameters.
• Hence, in the generic RGE (8.11), applying the LIMd→4 operation at the 1-loop level leads
to:
1. The derivative ∂
∂gˆk
ΓDReg reduces to a finite, pure 1-loop quantity;
2. all coefficients βk(), γφ(), and βˆk() vanish at tree-level and become quantities of
1-loop order; in the → 0 limit we denote βk(0) ≡ βk , γφ(0) ≡ γφ ;
3. the coefficients βk and γφ corresponding to non-evanescent operators are independent
of gˆk.
In view of these comments, applying the LIMd→4 operation to Eq. (8.11) at the 1-loop level
leads to the RGE
µ
∂ΓRen
∂µ
=
(
−
∑
k
βk
∂
∂gk
+
∑
φ
Nφγφ
)
ΓRen , (8.11)
where both sides are understood to be evaluated up to the 1-loop level. The dependence on
evanescent parameters gˆi has dropped out, and the non-evanescent coefficients βk, γφ may
be evaluated by setting the gˆi = 0. This shows that the correct 1-loop RGE in the BMHV
context may be obtained by the simple recipe of applying the usual procedure of Refs. [65, 44]
from the divergences of renormalization constants, ignoring the additional evanescent objects
contained in the amended tree-level action and instead taking only the theory as defined in
Sections 3 to 7.
On the other hand, this analysis also shows that starting from the 2-loop level, the
situation will be more involved. E.g. the term βˆk ∂∂gˆkΓDReg can be expected to provide fi-
nite, non-vanishing 2-loop contributions, and the βi, γφ coefficients might depend on the
evanescent parameters gˆi. Both effects have appeared in the contexts of Refs. [31, 66, 53]
mentioned above, and additional calculations are required to replace the dependence on the
gˆi by modifications of the βi, γφ.
8.2 Full system of Renormalization Group Equations
According to the previous discussion, the 1-loop RGE can be obtained from the divergences
of the renormalization constants by ignoring all evanescent contributions. In this way we
obtain schematically
δg(1)/g → β = ~
16pi2
g2
(−22C2(G) + 4S2(R) + S2(S)
6
)
, (8.12)
δλmnop → βλ = ~
16pi2
(3g4Aabcd − 4Habcd + Λ2abcd + ΛYabcd − 3g2ΛSabcd) , (8.13)
δ(YR)
m
ij →
βY
m
ij =
~
16pi2
(
2(Y nR (Y
m
R )
∗Y nR )ij − 3g2{C2(R), Y mR }ij + (YR)mijY2(S)
+
1
2
((YR)
m
ijY2(R) + Y2(R¯)(YR)
m
ij )
)
,
(8.14)
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δZ
(1)
G → γG =
~
16pi2
g2
(3ξ − 13)C2(G) + 4S2(R) + S2(S)
6
= −γc¯ = −γρ , (8.15)
δZ
(1)
ψL
→ γψ = ~
16pi2
2g2ξC2(R) + Y2(R)
2
= −γR , (8.16)
δZ
(1)
Φ → γΦ =
~
16pi2
(
g2(ξ − 3)C2(S) + Y2(S)
)
= −γY , (8.17)
δZ(1)c → γc =
~
16pi2
g2
(6ξ − 22)C2(G) + 4S2(R) + S2(S)
6
= −γζ . (8.18)
This result is the same as the one obtained in Section 7, demonstrating that both methods
may be applied to obtain the correct 1-loop RGE in the BMHV scheme.
9 The Left-Handed (L) Model
In this section, we indicate how our previous results adapt for a model including only left-
handed fermions. We define the Left-Handed (L) model to be the same as the Right-Handed
(R) model studied so far, except now with the usage of purely left-handed fermions ψL ≡ PLψ:
the gauge, scalar, and gauge-scalars sectors remain unchanged, while only the fermion kinetic
and Yukawa terms get modified. Our aim is to know how our results derived so far change
when considering these left-handed fermions.
It is possible to construct a mapping between the L-model and the R-model: indeed, using
the charge-conjugation construction from Section 2, the charge-conjugate of a left-handed
fermion is a right-handed fermion:
ψL
C = CψL
T
= C(ψPR)
T = CPR
Tψ
T
= CPR
TC−1Cψ
T
= PRCψ
T
= PRψ
C ≡ PRψ̂ ≡ ψ̂R ,
(9.1)
with the definition ψ̂ ≡ ψC .
The same discussion as in Section 3.2 holds and we can promote this L-model to d
dimensions. The left-handed fermion-kinetic term is:
Lfermions = iψi/∂ψi + gTLaijψLi /GaψLj , (9.2)
where TL is the generator for their corresponding representation. Since the kinetic term is a
scalar function, it is also equal to its transpose in spinor space, and thus we obtain:
Lfermions = i(ψi/∂ψi)T + gTLaij(ψLi /GaψLj)T = −iψTi
←
/∂
T
ψ
T
i − gTLaijGaµψLTj (γµ)TψL
T
i
= −iψTi C−1C
←
/∂
T
C−1Cψ
T
i − gTLaijGaµψLTj C−1C(γµ)TC−1CψL
T
i
= iψ
C
i C
←
/∂
T
C−1ψCi + gTL
a
ijG
a
µψL
C
j C(γ
µ)TC−1ψL
C
i
= −iψ̂i
←
/∂ψ̂i + g(−TLaij)Gaµψ̂Rjγµψ̂Ri = iψ̂i/∂ψ̂i + gTLaijψ̂Ri /G
a
ψ̂Rj ,
(9.3)
where in the second equality we used the anticommutativity of the fermion fields, in the sec-
ond line we inserted 1 = C−1C and used the properties of the charge-conjugation as defined
in Section 2, and in the last line we used an integration by parts (supposing the absence of
surface terms) to rewrite the pure kinetic (first) term, and defined in the interaction term
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TL
a
ij = −TLaji corresponding to the complex-conjugated representation of the left-handed
fermions. Posing TR̂
a
ij
≡ TLaij, we see that this conjugated L-representation corresponds to
the representation for the associated right-handed fermions.
Let us now turn to the Yukawa term, which is a real number and therefore equals to its
hermitian conjugate:
2× LYukawa = −(YL)mijΦmψL
C
i ψLj − (YL)m ∗ij Φ†mψLiψLCj = −(YL)m ∗ij Φ†mψ̂R
C
i ψ̂Rj + h.c. , (9.4)
and we can define (YR̂)
m
ij ≡ (YL)m ∗ij the corresponding Yukawa matrix for the associated
right-handed fermions, which is just the complex conjugate of the one for the left-handed
fermions.
External sources for the fermion fields need to be introduced in the L-model due to the
BRST quantization procedure:
SL¯cψL = L¯
isdψi = igL¯
icaTL
a
ijψLj ≡ igL¯icaTLaijPLψj ,
SLcψL = sdψiL
i = igψLjc
aTL
a
jiL
i ≡ igψjPLcaTLajiLi .
(9.5)
Since these are scalar functions, we can take their transpose, and use the fact that L and L¯
are commuting fermions (their ghost number = −1) to obtain:
SL¯cψL = igc
aTL
a
ij(L¯
iψLj)
T = igcaTL
a
ijψL
T
j L¯
T
i = igc
aTL
a
ijψL
T
j C
−1CL¯Ti
= igψL
C
j c
a(−TLaij)(−CL¯Ti ) = igψ̂RjcaTRajiR̂i ≡ SR̂cψ̂R ,
(9.6)
where we have employed the notations introduced above and have defined the external source
R̂i for the corresponding right-handed fermions: R̂i ≡ −CL¯Ti = −LCi. Similarly we obtain
for the other source term:
SLcψL = ig(ψLjL
i)T caTL
a
ji = igL
T iψL
T
j c
aTL
a
ji = igL
T iC−1CψL
T
j c
aTL
a
ji
= ig(−TLaji)LT iC−1caψLCj = igTRaijR̂
i
caψ̂Rj ≡ SR̂cψ̂R ,
(9.7)
where we used that R̂i = −LCi = LTi C−1, stemming from the properties of C.
These calculations demonstrate that we can establish a one-to-one mapping between
a left-handed model with fermions ψ (ψL ≡ PLψ) defined in a left-representation of the
considered gauge group with generators TL that couple to scalar fields with the Yukawa
interaction (YL)mij , and a right-handed model with fermions ψ̂ related via charge-conjugation:
ψ̂ ≡ ψC (ψ̂R ≡ PRψ̂), in a right-representation TR̂aij ≡ TLaij that couple to the scalar fields
with the Yukawa interaction (YR̂)
m
ij ≡ (YL)m ∗ij . Therefore, all of our calculations derived so
far in this work apply to the left-handed model as well.
We are thus able to evaluate the tree-level breaking of the BRST symmetry by the action
of this Left-Handed model, similarly to what has been done in Section 3.3. We find that the
breaking ∆̂ = sdS0 is given by:
∆̂ =
∫
dd x (gTL
a
ij)c
a
{
ψi
(←
/̂∂PL +
→
/̂∂PR
)
ψj
}
≡
∫
dd x ∆̂(x) , (9.8)
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generating a corresponding Feynman rule:
∆̂ ca
p2
ψjβ
p1
ψ
i
α
=
g
2
TL
a
ij
(
( /̂p1 + /̂p2)− ( /̂p1 − /̂p2)γ5
)
αβ
= gTL
a
ij
(
/̂p1PL + /̂p2PR
)
αβ
,
(9.9)
and the one corresponding to the charge-conjugated fermions:
∆̂ =
∫
dd x (gTL
a
ij)c
a
{
ψCi
(←
/̂∂PR +
→
/̂∂PL
)
ψCj
}
, (9.10)
generating the Feynman rule:
∆̂ ca
p2
ψC,jβ
p1
ψ
C,i
α
=
g
2
TL
a
ij
(
( /̂p1 + /̂p2) + ( /̂p1 − /̂p2)γ5
)
αβ
= gTL
a
ij
(
/̂p1PR + /̂p2PL
)
αβ
.
(9.11)
where the difference with the previous result is in the appearance of the generator TL
a for
the fermionic conjugate representation L.
The group invariants related to the scalar-fields representation C2(S), S2(S), Y2(S) and
those defined in Eq. (5.23): Amnop, Hmnop,Λ2mnop,ΛSmnop all remain the same. The group in-
variants C2(L), S2(L), Y2(L) of the left-representation are actually equal to those of the corre-
sponding right-representation: C2(L)1 = TLaTLa = (−TLaT )(−TLaT ) = TLaTLa = C2(L)1 ≡
C2(R̂)1; S2(L)δab = Tr(TLaTLb) = Tr((−TLbT )(−TLaT )) = Tr(TLbTLa) = S2(L)δab =
Tr(TR̂
aTR̂
b) = S2(R̂)δ
ab; and Y2(L)1 = (Y mL )∗Y mL = Y mR̂ (Y
m
R̂
)∗ = (Y m
R̂
)∗Y m
R̂
≡ Y2(R̂)1 by
using the symmetry of the Yukawa matrices.
The singular counterterms S(1)sct = S
(1)No Scalarcontrib.
sct +S
(1) Scalarcontrib.
sct are then obtained, and are the
same as in Eqs. (5.31) to (5.33), except for the replacements:
S2(R)→ S2(L) , C2(R)→ C2(L) , Y2(R)→ Y2(L) , Y mR → Y mL , (9.12a)
Sψ¯ψR → Sψ¯ψL , SψGψR → SψGψL , SψRCi ΦmψRj → SψLCi ΦmψLj , (9.12b)
SR¯cψR → SL¯cψL , SRcψR → SLcψL . (9.12c)
Again, we can make contact to the usual renormalization transformation, and express the
singular counterterms as follows:
S
(1)
sct = S
(1)
sct,inv + S
(1)
sct,evan . (9.13)
The invariant counterterms S(1)sct,inv acquire the same form as those from Eq. (4.5), in terms
of the functionals Lϕ, and with the changes:
δZψRLψR → δZψLLψL , δ(YR)mijLYRmij → δ(YL)mijLYLmij , (9.14)
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and the corresponding δZϕ, δgi renormalization constants are again the same as their coun-
terparts Eqs. (5.35) to (5.41), but with the coefficients changed according to Eq. (9.12). The
purely evanescent counterterms S(1)sct,evan Eqs. (5.42) and (5.43) are also expressed in the same
way, with the substitution S2(R)→ S2(L).
Therefore, following the explanations given in Sections 7 and 8, the resulting renormal-
ization group equations for the Left-handed model are the very same ones as those for the
Right-handed model, with the obvious changes R↔ L.
The BRST-restoring finite counterterms Eq. (6.46) now read:
S
(1)
fct,restore =
~
16pi2
{
g2
S2(L)
6
(
5SGG + SGGG −
∫
d4 x Gaµ∂2Gaµ
)
+
Y2(S)
3
SΦΦ
+g2
(TL)
abcd
3
∫
d4 x
g2
4
GaµG
b µGcνG
d ν − (CL)
ab
mn
3
∫
d4 x
g2
2
GaµG
b µΦmΦn
+g2
(
1 +
ξ − 1
6
)
C2(L)Sψψ −
((Y mL )
∗TL
aY mL )ij
2
∫
d4 x gψi /G
a
PLψj
−g2 ξC2(G)
4
(SL¯cψL + SLcψL)
}
,
(9.15)
where we have used the following group factors:
(TR̂)
a1···an = Tr[TL
a1 · · ·TLan ] = Tr
[
(−TLa1 T ) · · · (−TLan T )
]
= (−1)n Tr[TLan · · ·TLa1 ] = (−1)n(TL)an···a1 ,
(9.16a)
(CL)abmn ≡ Tr
[
2{TLa, TLb}(Y nL )∗Y mL − TLa(Y nL )∗TLbY mL
]
, (9.16b)
Again, this expression is formally completely unchanged with respect to Eq. (6.46), with the
only change R↔ L.
However, the relevant (non-spurious) anomalies Eq. (6.47) become now:
+
~g2
16pi2
(
S2(L)
3
dabcL
∫
d4 x gµνρσca(∂ρG
b
µ)(∂σG
c
ν) +
DabcdL
3× 3!
∫
d4 x g2ca
µνρσ∂σ
(
GbµG
c
νG
d
ρ
))
,
(9.17)
where the group factors are the fully symmetric symbol dabcL = Tr[TL
a{TLb, TLc}] and DabcdL =
1
2
(dabeL f
ecd + daceL f
edb + dadeL f
ebc) for the L-representation. The change of sign in front of
the equation, with respect to the one in Eq. (6.47), comes from the fact that these group
factors for the L-representation are related to the corresponding ones in the corresponding
right-handed model by: dabcL = −dabcR̂ and DabcdL = −DabcdR̂ . This has phenomenological
consequences for model-building: relevant anomalies can be cancelled in a given model if
ones includes both right-handed and left-handed fermions whose representations are the
complex-conjugate of the other.
10 Conclusions
The present paper starts a systematic study of the BMHV scheme for γ5 and its application
to chiral gauge theories such as the electroweak Standard Model. Our motivation is the
increasing need for high-precision predictions including electroweak corrections at the (mul-
ti-)loop level. Many alternative γ5 schemes have been proposed and used in the literature.
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The BMHV scheme is singled out by its mathematical rigor. It is the only scheme for which
mathematical and quantum field theoretical consistency as well as useful theorems like the
ones by Breitenlohner/Maison and Bonneau are fully established at all orders. Its under-
standing is thus not only important for practical BMHV calculations but also as a point of
reference and benchmark for the study of alternative γ5 schemes.
In the present paper, we have investigated a chiral gauge theory at the one-loop level. The
theory includes massless chiral fermions and scalars, for simplicity restricting to irreducible
representations and a simple gauge group. We have focused on the special, BMHV-specific
aspects of renormalization and counterterms. Our results and conclusions can be summarized
as follows.
• In Section 3 we explained in detail the setup of the BMHV scheme on the level of the
d-dimensional tree-level action and the resulting breaking of BRST invariance (similarly
to Ref. [20] for a theory without scalars). The breaking of BRST invariance is localized
in one single term, the evanescent part of the fermion kinetic term; the breaking has been
expressed in a set of Feynman rules in Section 3.3.
• Section 4 provided a detailed overview of the different renormalization and counterterm
structure in the BMHV scheme compared to the usual case where counterterms can be
generated by a renormalization transformation. Even in the BMHV scheme, a large part
of the counterterms can be generated by the usual renormalization transformation, but
there are three additional, BMHV-specific new counterterm structures.
• Section 5 presented the results for the singular, i.e. UV-divergent 1-loop counterterms.
Most of the counterterms follow the usual pattern and can be written in terms of field and
parameter renormalization constants, see Eq. (5.34) and the following equations. However,
there are extra, evanescent singular counterterms. In line with the general definitions of
the BMHV scheme [11, 12, 13] as well as comparable known results in the context of
dimensional reduction [3, 52, 53, 54] such counterterms are necessary at higher order
to ensure unitarity and finiteness. Most of the evanescent counterterms are still BRST
invariant (despite being evanescent), but there are two non-BRST invariant evanescent
counterterms, related to the scalar and vector self-energies, respectively.
• Section 6 corresponds to the central complication of the BMHV scheme — the breaking of
gauge and BRST invariance. The breaking already present in the tree-level action implies
a violation of Slavnov-Taylor identities at the 1-loop level, and special, symmetry-restoring
counterterms have to be found. We have explained in detail the role and the structure of
these counterterms and described various possible ways of how these counterterms may be
determined. Our calculation is based on the regularized quantum action principle and the
so-called Bonneau identities (this combination of tools has also been used in Ref. [20]);
in this way, the computation is simplified to the evaluation of only UV-divergent parts of
specific Feynman diagrams. While not strictly necessary at the 1-loop level, we expect
that this method will lead to significant simplifications at the 2-loop level, which is why
we use and explain it here in detail.
The final result for the symmetry-restoring counterterms is given in Eq. (6.46). There is
some freedom in this choice, since invariant or evanescent counterterms may be changed.
Our choice is particularly simple, and is constructed to the largest possible extent from
objects which appear already in the tree-level action. The terms in the symmetry-restoring
counterterm action correspond to finite contributions to self-energies of scalars, fermions
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and gauge bosons and finite contributions to a subset of the interaction terms between
scalars, fermions and gauge bosons.
• The symmetry-restoring counterterms may be changed by adding/changing evanescent
terms, corresponding to defining a counterterm action Sfct,evan, see Eq. (4.4). However, all
renormalized 1-loop quantities are blind to this choice, hence we do not discuss this option
in the present paper. It will be relevant for a 2-loop application of the BMHV scheme, and
a 2-loop calculation might be simplified by an optimized choice of Sfct,evan at the 1-loop
level.
• Section 7 and Section 8 are devoted to the derivation of the RGE in the context of the
BMHV scheme. We demonstrate in two different ways that despite the extra, BMHV-
specific counterterms the 1-loop RGE is unchanged compared to the familiar case of using
a symmetry-invariant regularization. However, both the more abstract derivation using
Bonneau identities and the textbook method based on divergent renormalization constants
show that this statement relies on specific simplifications which occur at the 1-loop level.
Therefore, it will be interesting and nontrivial to investigate the same situation at the
2-loop level.
As an outlook, several future extensions are of interest. First, the results can be slightly
extended and specialized to the case of the electroweak SM, which has a non-semisimple
gauge group, reducible representations and both right-handed and left-handed (see Section 9)
chiral fermions. This is work in progress. Second, the results can be extended to higher loop
orders; specifically, a knowledge of the required symmetry-restoring 2-loop counterterms will
open up the possibility of 2-loop calculations in the BMHV scheme, and the determination of
the 2-loop RGE will provide important information on the interpretation and the relationship
between BMHV and other calculations.
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