Massive Parallelization of Divide-and-Conquer
Algorithms over Powerlists We present transformation rules to parallelize Divide-and-Conquer (DC) algorithms over powerlists. These rules convert the parallel control structure of DC into a sequential control flow, thereby making the implicit massive data parallelism in a DC scheme explicit. The results given here are illustrated by many examples including Fast Fourier Transform and Batcher's bitonic sort.
This technical report is an extended version of the article with the same title in the journal . It contains all proofs of the introduced transformation rules as well as programming examples on a SIMD computer.
It is well known that the main problem in exploiting the power of modern parallel systems is the development of correct, efficient and portable programs [7, 12] . The most promising way to treat these problems seems to be a systematic, formal, top-down development of parallel software.
In this article we choose to develop parallel programs, which summarizes a methodology for constructing correct and efficient programs from formal specifications by applying meaning-preserving rules [11] . Starting with an operational specification, we derive programs for the , which assumes a large data collection that needs to be processed by a number of processor elements (PEs), one for each member in the collection. The same set of instructions is concurrently applied to all data elements, i.e., a single control flow guides the computation on all PEs.
The main characteristics of our strategy, using transformational programming to develop data parallel software, are the following ones: as a , we restrict ourselves to [8] . Many important data ≥ n n
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Divide-and-Conquer transformation rules 2.1 Data Structure n parallel algorithms, e.g., Fast Fourier Transform, Batcher's bitonic sort, and prefix-sum algorithms, have surprisingly concise recursive descriptions using powerlists. Moreover, simple algebraic properties of powerlists support a formal reasoning about these algorithms. Besides the usual functions over powerlists, certain high-level operations are introduced, which can be interpreted as communication operations on the machine level.
As the starting point of our strategy, we choose a very popular tactic for designing parallel algorithms: [15] . DC algorithms are particularly suited for parallel implementation because the emerging subproblems can be solved independently and thus in parallel. Obviously, DC algorithms have explicit control parallelism, i.e., separate independent parts can be processed simultaneously by distinct CPUs. However, our model of computation does not allow several control flows. Therefore, we aim at exploiting the inherent data parallelism. So, we present a set of semantic preserving , which make the implicit data parallelism in a DC scheme over powerlists explicit, by that introducing topology independent communication operations on powerlists.
The rest of this article is organized as follows. Section 2 briefly presents the concept of powerlist, a data structure suitable for describing parallel algorithms. The new transformation rules toward a massively parallel computation are introduced in Sect. 3. In Sect. 4, we show the applicability of our approach with several examples. Some remarks are given in Sect. 5. Proofs are provided in App. A. Finally, App. B sketches implementations of several examples on a SIMD computer.
Generally, lists can be used to express data parallelism in an abstract way, where parallelism is achieved exclusively through appropriate operations on lists [4] . In this section we explore this approach. In particular, we introduce powerlists as defined by Misra [8] , which permit succinct descriptions of DC algorithms.
The basic data structure -suitable for describing DC algorithms -is the powerlist. A powerlist is either a list of one element or constructed by two powerlists of the same type and the same length (to be described later). This always results in powerlists of length 2 , for some 0, which on the one hand restricts our theory but is appropriate, since all known massively parallel machines work with 2 PEs. The flexibility, to use two constructor sets, allows us to formulate many algorithms on powerlists in a natural way. Algorithms over powerlists follow the DC paradigm, where each division yields two halves that can be processed in parallel.
In our examples, the sequence of elements of a powerlist is enclosed within angular brackets, thus 1 is the singleton containing the item 1, and [1] In order to carry out proofs on powerlists, we name several laws, which are described in detail in [8] :
For singleton powerlists and , we have
For any nonsingleton powerlist , there exist powerlists of the same length, such that
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In notation we follow the standard of lazy functional programming languages, like Haskell or Miranda. For example, we write function application in curried form, as in , which is equivalent to ( ) . The binding power of infix operations is lower than that of function applications. We define functions using pattern matching to deconstruct the argument list into its component parts. Deconstruction uses and . If, in addition, assertions on parameters are used, they are given in the surrounding text.
The following functions over powerlists are used to specify programs. They will be removed during program development: the operator # returns the length of a powerlist. The first-order functions and extract the first and last element from a powerlist, respectively. A powerlist of copies of identical elements is created by function . The function duplicates a powerlist times. Both have simple recursive definitions:
As elementary data parallel operations, we provide the and the parallel conditional . The apply-to-all operator maps a scalar function to every element of a powerlist independently, and therefore reflects the massively data parallel programming paradigm in the most obvious way. Its definition is:
Also, it can be shown that
To shorten the presentation, the operator is also used to take an -tuple of powerlists, having equal length, into a new powerlist in which corresponding elements are combined using any given -ary scalar function. The family of apply-to-all operators thus work on one, two or more storage levels.
In a data parallel environment, conditionals are different to their sequential counterparts. The action of a can be summarized this way: on every PE the condition is evaluated; in components where the condition is Correspondent communication corr n p n n corr n pp n p corr n p q corr n p corr n q n p First or last communication directed broadcast true, the -branch is executed, otherwise the -branch. A specialization of a parallel conditional is the operation . It takes a pair of powerlists , having equal length, into a new powerlist, which consists of alternate slices of and each of length = 2 0 log (# ), (see Fig. 1(a) ). We can define by:
Like the functions defined in the next subsection, is a partial operation. Since these functions are introduced during program development, definedness of the resulting programs must be guaranteed by the appropriate transformation rules (cf. Sect. 3).
A very wide range of scientific problems on powerlists can be computed under the DC scheme using a regular communication pattern. Naturally, some communication patterns are better suited than others for developing parallel algorithms. Essentially, they have structural properties that make it easier to describe the data movement operations necessary for parallel computations. The following communication operations may be the most suitable ones:
-modeled by function -exhibits a butterfly-like communication pattern: for a particular value of , each PE communicates with each PE whose index differs in the th bit from the left. An example is depicted in Fig. 1(b) . Its definition is straightforward:
can be realized using a correspondent communication followed by a . A directed broadcast operates from right to left, where the value of the rightmost element is distributed to the left, e.g., copies the value of the last element of each slice of length to its left neighbors (see Fig. 1(c) ). The function operates from left to right. Directed broadcast is related to by the following definition:
The powerlist operations and , mirror the necessity of our DC scheme to exchange data among PEs and to select different data elements on each PE, respectively. They were defined using . We have decided to take this representation as the natural one, because it reflects the row-major indexing on 2-and 3-dimensional array computers and also the indexing scheme on hypercubes, which are the most important data parallel architectures. Using , construction and deconstruction do not change the elements' order and therefore causes no communication costs. exhibits a communication pattern induced by the construction or deconstruction of a powerlist using . The effect of inversion on the indices of is depicted in Fig. 1(d) : an element with index in has the reversal of bit string in . We have:
or, alternatively
Operation is often used to permute the input or output of a computation that uses , e.g., in the Fast Fourier Transform (cf. Sect. 4.6). Note that is rather expensive on array computers or hypercubes and therefore, should be avoided if possible.
The powerlist model fulfills many properties, where especially the following three are needed. Let denote a function, which maps powerlists to powerlists. is said to be , if the length of the output powerlist is equal to the length of the input powerlist:
, , , 
The generalization to functions taking a tuple of powerlists yielding a single powerlist is straightforward.
Another generalization concerns the distributivity of functions like or , which work on slices of length . This time, let denote a function, which maps powerlists to powerlists. If it distributes through a powerlist , where # , then the function is said to be , or -more generally spoken -.
The family of apply-to-all operators are distributive, the family of apply-toslices operators, , and are slice-distributive, and all previously mentioned operators and functions, mapping powerlists to powerlists, are length preserving.
The restriction on powerlists allows us to process a powerlist by DC. In this section, we discuss the idea and assumption of our parallelization rules followed by their formal account. Finally, we formulate our parallelization strategy. DC is a well-known tactic for designing parallel algorithms. It consists of three steps:
(i) If the input is primitive, solve it trivially.
(ii) Otherwise, recursively solve the subproblems, defined by each partition of the input. (iii) Finally, compose the solutions of the different subproblems into a solution for the overall problem.
A typical instance of this pattern is the merge of two bitonic powerlists. A powerlist is said to be if it either monotonically increases and then monotonically decreases, or else monotonically decreases and then monotonically increases. For example, the powerlists 5 7 6 4 and 8 3 2 5 are both bitonic.
The function merges two bitonic sequences by applying the minimum and maximum function pointwise to the given powerlist recursively. 
Figure 2(a) shows the computation for the expression 5 7 6 4 , where the arrows represent recursive calls. Obviously exhibits cascading recursion and explicit data decomposition using . However, this pattern is not suitable for massively parallel execution, since it has multiple control flows. In order to transform this scheme into a corresponding data parallel program, we have to introduce a sequential control flow, i.e., we must transform the cascading recursion into linear, or -even better -tail recursion, and we have to make the explicit data decomposition implicit.
To this end, we transform into the equivalent function (# ) (cf.
The latter includes an additional parameter , which determines the recursion depth. Thus, it is not necessary anymore to deconstruct the powerlist -its length remains constant. On the other hand, the pointwise applications of min and max have to be performed on the appropriate slices of length . is the same as the result of the parallel calls of , shown in the same row -modulo concatenation. However, the "way" the result is computed differs.
In opposite to the DC tactic, of which is a typical instance, the data parallel computation of proceeds as follows:
(i) If the termination condition is reached, the problem is trivially solved.
(ii) Otherwise, perform one step of the computation on all data elements, where correspondent slices are provided using , and compose the solutions of the different computations into a partial solution for the overall problem using . (iii) Finally, solve the remaining subproblem, i.e., recurse.
The function computes the result in a top-down fashion. Alternatively, DC algorithms can compute the result during the bottom-up phase, or even in both phases. In the following subsection, we will explore the different ways in which DC algorithms operate and present a set of transformation rules for their parallelization.
The parallelization rules will be represented as conditional equations between higher-order functions.
We define the DC input patterns as the following higher-order functions: exhibits a top-down, and a bottom-up computation. The arguments and stand for the destructor and constructor, respectively, and can be either or .
has the following form:
If the input is a singleton list, the problem is solved trivially by , otherwise the input is deconstructed using , the subinputs are by and , solved recursively, and then constructed using . Additionally, the scalar is The function can be expressed as an instance of . However, does not use the scalar and consequently does not need the function . So, we choose as arbitrary value for and use the identity function id for :
The functional has the same parameter list as :
As in the top-down case, if the input is a singleton list, the problem is solved trivially by . Otherwise the input is deconstructed, the scalar is computed using and the subinputs are recursively solved. During the bottomup phase the subsolutions are by and and the powerlist is (re)constructed.
In and it is assumed that the pre-and postadjust functions are length preserving. This is a perfectly reasonable assumption, since every element of a powerlist resides on a particular PE and we can neither create nor delete PEs.
These patterns are powerful because the pre-and postadjust functions receive the complete input and output sequence, respectively. Since the adjust functions must be length preserving only "balanced" algorithms can be derived. These assumptions rule out certain important non-balanced algorithms, as for instance Quicksort. Nevertheless, algorithms that are either not balanced or depend on values are not suitable for massively data parallel computation. They require -in contrast to our adjust functions -irregular communication patterns to get things in the right place, which normally causes high communication costs. Therefore, such algorithms are not considered relevant for our current study.
Many algorithms can be expressed quite nicely using as constructor or destructor. However, we already observed in Sect. 2.3 that is often unnatural when used as a basis for parallelism. Thus, we should transform to . This is the task of the communication primitive . 
.3 Output Patterns
If in and the constructor and destructor, respectively, is , we replace it by and permute the output and input, respectively, into the right order using .
Moreover, if the adjust functions and are distributive, similar equations hold for and using as their destructor and constructor, respectively:
If constructor and destructor are both formulated using , we can apply the rules from above. However, we can specialize the derived rules under the assumption, that the adjust functions are distributive. If this condition holds, the adjust functions do not exchange values and thus can be computed using either or , (cf. (7) and (8)). If, in addition, we reverse the computation order, i.e., from top-down to bottom-up or vice versa, we can eliminate the pre-and postprocessing by , since id. Thus, a top-down (bottom-up) computation using is equivalent to a bottom-up (top-down) computation using . We have:
where = id. When the computation changes from to , we have to apply the trivial function , which is performed in the base case of , to the result of . The actual parameter of must be the value of at termination of , i.e., . is started with the actual value , which is the latest value of in before termination. Since the direction of the computation is swapped, the sequence of actual values of is reversed by applying to . The corresponding fact holds for the dual case, changing the bottom-up computation into a top-down one.
This equivalence is used quite often. For instance, the bitonic merge algorithm is typically presented as a bottom-up computation using , see e.g. [2] .
The rules (18) and (19) can be proved using structural induction on the argument powerlist, whereas (20) is proved by computational induction (cf. App. A).
After having eliminated , we now present the output patterns of our parallelization rules, which implicitly use as their basic constructor. The function describes the tail-recursive top-down computation with preadjustment, while is the tail-recursive bottom-up computation with postadjustment.
is defined by:
In the base case, where = 1, the trivial function is mapped over . In the recursive case, where 2, the preadjust functions and are applied over slices of length of the argument powerlist and the permuted powerlist = . Then the different subsolutions are combined using .
Mapping the adjust functions over slices is done by the auxiliary apply-toslices operator . It is a variation of the apply-to-all operator and takes a powerlist, in which corresponding slices of fixed length are combined using any length preserving function, into a new powerlist, i.e.:
This operator is only used during intermediate steps of the development and is eliminated, if the adjust functions are slice-distributive (cf. Sect. 3.3). A generalization to operators taking -tuples of powerlists is straightforward.
The function can be expressed as an instance of , namely:
The functional has the following form:
In opposite to , starts the iteration with a slice length of 1 and duplicates the slice length in each step. The additional argument solely controls termination. 
Ad f
As already apparent from the running example, we have the following correspondence between and :
(24)
The cascading recursion of is equivalent to the tail-recursive computation of suitable for massively parallel processing.
The correlation of the bottom-up computation and the tail-recursive computation is more complicated due to the scalar function . In the scalar is computed during the top-down but used during the bottom-up phase. However, in there is only a single pass. This problem can be overcome, by calling with the value , which is the latest value of in before termination, and by computing the actual parameter in reverse order, i.e., by applying to . In addition, is preprocessed by , using as its actual parameter , i.e., the value of at termination of . We have:
Note that the above transformation rules can considerably be simplified for particular instances of the parameters. For example, if the parameter is not needed, function and all applications of can be eliminated.
The rules of this subsection can be proved by computational induction, provided that the adjust functions are length preserving (cf. App. A).
The overall goal of our approach is to transform a given DC algorithm on powerlists to an efficient tail-recursive computation suitable for massively parallel processing. Let be a given DC algorithm on powerlists, and the according DC functions of the input and output patterns for our transformation rules, where and indicate either a top-down or bottom-up computation. The strategy consists of five steps, which are discussed in detail below: -If the result of is a scalar, distribute the result to all PEs, i.e.:
-If the input of is only a scalar instead of a powerlist, two cases can be distinguished: First, if only controls termination, it can be substituted by a powerlist of appropriate length, i.e.:
where denotes an arbitrary value. Second, if contributes to the computation, an additional powerlist parameter must be introduced, i.e.:
Finally note that matching requires the adjust functions to be length preserving.
(ii). Powerlist algorithms can nicely be expressed using either or . However, we decided to take the former as the primitive one (cf. Sect. 2.3). Therefore, the operations of are transformed into using the rules of Sect. 3.2.2.
(iii). Having eliminated , we can apply our parallelization rules (24) and (25), which make the implicit parallelism in explicit, by transforming the cascading recursion into tail-recursion and by introducing topology independent communication operations in .
(iv). To apply the adjust function concurrently on all PEs in , the applyto-slices operator should be eliminated. Let be a length preserving adjust function. Two cases can be distinguished: First, if is distributive, then:
Second, if has a slice-distributive generalization , with property # , then we have:
Note that by definition the derived functions of are slice-distributive, i.e.: join n h n p h n q h n join n p q p q g h join n g n p h n q join n g n join n p q h n join n p q p q join Sometimes the adjust functions have to be rewritten, so that they become either distributive or slice-distributive:
-If the adjust function uses first or last communication, e.g., is defined by = (( ) ) , then has the following slice-distributive generalization using broadcast:
-If with body only depends on the length of its argument powerlists, then we define a new function , where = [ for # ] such that # . The slice-distributive generalization of then reads:
(v). Finally, the adjust functions and of the output pattern of may share computations that will be processed sequentially, although they could be merged and processed concurrently. This is the aim of our horizontal fusion tactic. Using the property of , which only takes half the elements of and , respectively, we can transform the output pattern of , to increase parallelism further.
-If and are equal then has no effect, i.e.:
-If and are preprocessed by the same slice-distributive function , then these two preprocessing steps can be merged into one:
-If and are processed by distinct slice-distributive functions and , then by applying
we can try to merge the computation of and .
Again, the last two equations can be generalized to adjust functions taking tuples of powerlists. Note that horizontal fusion leads to an optimization only if the shared computations are more expensive than the operation .
This strategy is powerful, although it is not complete, i.e., we can not prove that it always succeeds. However, we did not find a useful function, where the strategy has failed. We show the usefulness of the presented strategy by several algorithms on powerlists, which will be parallelized to work on massively parallel computers (cf. App. B). As input, we mainly choose the examples given in [8] . These include such well-known algorithms as the Parallel Prefix, Batcher's bitonic sort and the Fast Fourier Transform. A more complex example, namely the construction of a convex hull is treated in [1] .
To shorten the presentation, superfluous parameters of the input and output patterns, given in Sect. 3.2, are omitted and input and output instances are presented in a simplified form. Only in the first two examples, the derivation is carried out in detail. In later subsections, the strategy is applied without explicitly being mentioned.
One of the simplest and most useful building blocks for parallel algorithms is the function [3, 5] , which takes a binary, associative operator , a powerlist of scalar elements and returns the powerlist . Thus, the initial descriptive specification of is:
= As a preparation for the strategy given in Sect. 3.3, first, a divide-and-conquer algorithm for is derived. We distinguish two cases:
[ unfold ]
1: Step (ii). ps
Step (iii). ps ps p F t l r s p s s F ps p ps p p ps n p p ps m n p ps m n join n l p q r q p q corr n p
Step (iv). l l p q l p q p
This results in the following scheme for computing the prefix sum of a powerlist :
Now, we follow the five steps of our strategy to derive a massively parallel prefix sum computation.
Modification of can be omitted, since apart from the missing parameter , matches the input pattern with the following instantiation:
Since there is no -constructor or -destructor in , we can immediately proceed with the next step.
The cascading bottom-up computation of is replaced by a tail-recursion using (25), which results in: = This yields after unfolding : 
r r r n p q distL n p q r p q r n p q
Step (v). l r ps n p p ps m n p ps m n join n p distL n q p q corr n p 4. and have no computation in common. Therefore, a further optimization using horizontal fusion has no effect. The final version reads: First, is modified, so that it matches the input pattern for a bottom-up computation. According to the strategy given in Sect. 3.3, we distribute the result of to all PEs:
To derive a DC algorithm for , we calculate: Step (ii).
ep w p F t l r w inv p
Step (iii). Step (iv).
Comparing with the input pattern given in Sect. 3.2.1, we immediately obtain the following instance:
Note that does not guide the flow of control, but is needed for computation.
Before parallelizing the above algorithm, we first eliminate using (18), which results in:
( )
The parallelization of by means of (25) leads to: ( ) ( ) = which yields after unfolding :
We proceed with the elimination of . The calculation is exemplified on the expression . The remaining apply-to-slices operator can be 
Step (v). join join n p ww p join n p q join n w q w p join n p q w join n q p ep ep w p ep p w inv p ep n w p p ep m n w p ep m n w join n p q w join n q p w w p removed analogously. We get:
which can be inserted in the result above:
As the final step of the derivation, we can eliminate common subexpressions by applying the horizontal fusion tactic to the -expression. We calculate:
We arrive at the following final parallel version of :
The scalar as part of the postadjust functions is needed to compute the values on all PEs. Thus, it should not be calculated on the control unit but concurrently on all PEs (cf. App. B). This can easily be established by embedding into a powerlist with the same length as . Note that due to the simplicity of the elementary operations + and , horizontal fusion may have no optimization effect. 
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We continue with a most simple function , which reverses the order of elements of the argument powerlist. The input scheme = ( ) = is transformed to a parallel version by applying (24), which, after horizontal fusion, results in:
Reduction is a higher-order function that takes an binary, associative operator and a powerlist = yielding ( ). Its definition over powerlists is:
This scheme does not quite fit our pattern, because the result is a single element instead of a whole powerlist. According to our strategy, we start with = # ( ), which easily can be shown to have the following recursive definition:
Applying (25) in addition with horizontal fusion, we obtain the parallel version 
Here, (0 :) and (1 :) are functions over strings that take a string as argument and append 0 or 1, respectively, as its prefix. Again, this algorithm must be modified to fit the input pattern of our transformation rules (see Sect. 3.3).
Since the parameter is only used for termination, we substitute by a powerlist of length 2 : ( 2 ). We get the following definition:
By means of (25), this algorithms is equivalent to: 
Related Work
To get a parallel version of , we first eliminate the -destructor by means of (18) and then apply (25). After optimization (35) and (36), the final version is:
Since ( ) ( exp( )) 0 # 1 , powerlist can be computed locally on every PE using its local processor index .
The inverse of the Fourier transform, , can be defined similarly to the . [8] derives a definition of from that of . The solution of this derivation yields the following algorithm:
Similar to the development of a parallel version for , we first eliminate the -constructor with (18). Afterwards, the final massively parallel solution is obtained by applying (24):
Massively data parallel algorithms apply the same set of operations to a huge collection of data. Among the first, who recognized this programming paradigm, although in an imperative setting, were Preparata and Vullemin [13] . * , , Acknowledgment.
Mapping Powerlists onto Specific Architectures
join corr skeletons
Conclusion
They show that this paradigm can be used to express many known algorithms and present their implementation on Cube Connected Cycle topologies.
Mou and Houdak describe DC in an algebraic model called Divacon [9] . They recognize that the original DC model is too restrictive with respect to decomposition and communication. For the latter, they introduce so-called preand postmorphisms, which correspond to our 'adjust' functions. This algebraic model was later picked up by Carpentiery and Mou, who study communication issues in the model [6] . They present hypercube specific rules to optimize communication by introducing new storage levels.
Still more abstract is the work on investigating parallelism within the BirdMeertens formalism, which has recently gained much attention (cf. [14] ). In this context we picked up the work of Misra on powerlists [8] . His emphasis is on the development of DC algorithms on powerlists, whereas we have presented its massive data parallelization.
The important problem of how to map powerlists, i.e., the powerlist primitives , etc., onto a specific architecture is not handled in this article. In [1] , we propose to use . Skeletons are architecture specific higherorder functions, which are either abstractions of elementary communicationindependent computations on all PEs or communication operations, which pass values along the network connections. Those powerlist primitives each have a straightforward implementation as skeletons. In particular, it turns out that even the communication oriented primitives can be implemented on arrays, meshes and hypercubes equally well. The resulting (skeleton based) programs have a straightforward implementation in an imperative programming language. Additionally, the derived programs are efficient and can -due to the transformational programming paradigm -be ported across several architectures.
In this article, we have presented a transformation strategy to parallelize powerlist algorithms using transformation rules. The main advantage of making the rules explicit lies in its reuseability. A similar problem can be solved in a similar way, which is demonstrated by the examples. In fact, the presented transformation strategy is automated using an extended compilation approach, where the user gives hints in the form of laws to the compiler.
We would like to thank Helmuth A. Partsch and Ton Vullinghs for their helpful comments. We use the calculational proof style. The bracketed comments are an aid to understanding the calculation step.
First, we show:
By structural induction on .
, s inv q f f s inv p inv q f s inv p q Second, we show:
[ fold ] 
[ fold ]
Second, we show:
The proof of (20) needs the following
By induction on and . 
Let = and = . Then:
With the auxiliary definition = , we have to show: 
The proof of the second proposition of (20) is analogous to the proof above.
The proof consists of two steps and makes substantial use of a lemma, which also will be given during this subsection.
We start our proof by an appropriate embedding of function in order to introduce a termination parameter , which denotes the length of the input sequence of , i.e., # :
Trivially, it holds:
for which we assume that the parameter denotes the length of the input sequence and , respectively, and
for which we require that # .
Now we have to show: 
As an abbreviation, we define: 
Again, the proof consists of two steps and makes substantial use of a lemma, which also will be given during this subsection. In order to proof the equivalence of and , we define two functionals: 
In the above proof, we have used the following lemma: In order to show the applicability of the presented approach, some of the examples of Sect. 4 will be implemented on a SIMD computer.
As the target machine, we use a massively parallel processing system called . It is a single instruction, multiple data (SIMD) computer, which can carry out a single instruction simultaneously on many data elements. The topology of a Wavetracer system is a 3-dimensional array, which also can be run as a linear array or a mesh. Each PE works like a microprocessor having its own memory and communicating with its nearest neighbors in six directions. The system software allows virtual processing, i.e., large data arrays can be computed even when the number of data elements is larger than the number of physical PEs.
The Wavetracer is programmed using [16] , a version of the C programming language with explicit parallel control constructs as well as communication operations. multiC distinguishes two kinds of variables: (a) variables, which reside on the control unit and (b) variables, which denote data elements spread over all PEs. When a multiC program gives a single instruction on the data, all the PEs simultaneously execute this instruction on the individual values they store.
The implementation of and (cf. Sect. 2.2) is based on the given in [1] . Skeletons are higher-order functions to express data parallel operations on specific architectures. We restrict ourselves to a grid of PEs, where is a power of 2. Furthermore, data values are stored in row-major order on the PEs, i.e., every PE has a unique index, which can be expressed in multiC as:
where the coordinate functions and return a value in which each component's value is set to its coordinate in the requested axis.
The predefined function builds a complex number from two reals. Operations and execute the cos and sin function, respectively, on all PEs. 
