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Abstract Cloud computing is posing several challenges, such as security, fault
tolerance, access interface singularity, and network constraints, both in terms
of latency and bandwidth. In this scenario, the performance of communications
depends both on the network fabric and its efficient support in virtualized en-
vironments, which ultimately determines the overall system performance. To
solve the current network constraints in cloud services their providers are de-
ploying high-speed networks, such as 10 Gigabit Ethernet. This paper presents
an evaluation of High Performance Computing message-passing middleware
on a cloud computing infrastructure, Amazon EC2 cluster compute instances,
equipped with 10 Gigabit Ethernet. The analysis of the experimental results,
confronted with a similar testbed, has shown the significant impact that vir-
tualized environments still have on communications performance, which de-
mands more efficient communication middleware support to get over current
cloud network limitations.
Keywords Cloud Computing · High Performance Computing · Virtual-
ization · 10 Gigabit Ethernet · Message-Passing Middleware · Performance
Evaluation
1 Introduction
Cloud computing is a model that enables convenient, on-demand and self-
service access to a shared pool of highly scalable, abstracted infrastructure that
hosts applications, which are billed by consumption. This computing paradigm
is changing rapidly the way enterprise computing is provisioned and managed,
thanks to the commoditization of computing resources (e.g., networks, servers,
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storage and applications) which provide cost-effective solutions and efficient
server virtualization [5]. Moreover, cloud computing technologies can be useful
in a wide range of applications such as email, file storage or document clus-
tering [39], among other domains [20]. However, this model is posing several
challenges, such as security [35], heterogeneity of the cloud management frame-
works, and handling network constraints, both in terms of latency (the cost
of sending a message with minimal size through the network) and bandwidth,
that limit the scalability of the cloud resources.
In cloud computing the performance of communications depends both on
the network fabric and its efficient support in cloud middleware, which ulti-
mately determines the overall system performance. Cloud infrastructures typi-
cally relied on a virtualized access to Gigabit Ethernet and the use of TCP/IP
stack, a combination that provides poor performance [33], especially when
the underlying infrastructure consists of systems with an increasing number
of cores per processor due to the poor ratio between CPU power and net-
work performance. To solve these network constraints in cloud services their
providers are deploying high-speed networks (e.g., 10 Gigabit Ethernet and
InfiniBand).
High-speed networks have been traditionally deployed in High Performance
Computing (HPC) environments, where message-passing middleware is the
preferred choice for supporting communications across distributed memory
systems. MPI [1] is the standard interface for programming message-passing
applications in languages compiled to native code (e.g., C/C++ and For-
tran), whereas MPJ [7, 31] is the messaging middleware for Java applications.
These HPC applications, whose scalability depends on low-latency communi-
cations [37], generally achieve good performance on clusters with high-speed
networks, whereas they suffer significant performance bottlenecks on virtual-
ized environments, especially networking overheads, at public cloud infrastruc-
tures.
Amazon Elastic Compute Cloud (Amazon EC2) [21] provides users with
access to on-demand computational resources to run their applications. EC2
allows scalable deployment of applications by providing a Web service through
which a user can boot an Amazon Machine Image (AMI) to create a custom
Virtual Machine (a VM or “instance”). Cluster compute instances [22], a re-
source introduced in July 2010, provide the most powerful CPU resources with
increased network performance, which is intended to be well suited for HPC
applications and other demanding network-bound applications. This is partic-
ularly valuable for those applications that rely on messaging middleware like
MPI for tightly coupled inter-node communication.
This paper presents an evaluation of HPC message-passing middleware on a
cloud computing infrastructure, Amazon EC2 cluster compute instances, with
a high-speed network, 10 Gigabit Ethernet, in order to assess their suitability
for HPC. Nevertheless, the experimental results have shown several perfor-
mance penalties, such as the lack of efficient network virtualization support
and a proper VM-aware middleware adapted to cloud environments.
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The structure of this paper is as follows: Section 2 introduces the related
work. Section 3 describes the network support in virtualized environments,
the building block in cloud infrastructures. Section 4 introduces the message-
passing middleware considered in this work. Section 5 analyzes the perfor-
mance results of the selected middleware on HPC cluster instances of Amazon
EC2 cloud, compared to our private cloud testbed with a similar configura-
tion. These results have been obtained from a micro-benchmarking of point-
to-point primitives, as well as an application benchmarking in order to analyze
the scalability of HPC applications on cloud services. Section 6 summarizes
our concluding remarks and future work.
2 Related Work
Typically, computationally intensive codes present little overhead when run-
ning on virtualized environments, whereas I/O bound applications, especially
network intensive ones, suffer significant performance losses [14]. Thus, mes-
sage passing applications whose scalability heavily depends on start-up latency
performance were initially highly inefficient in such virtualized environments.
There have been many studies of virtualization techniques in the litera-
ture, including performance enhancements focused on reducing this I/O over-
head. Paravirtualization [36] was introduced in order to reduce the perfor-
mance overhead associated with emulated I/O access to virtual devices. Liu
et al. [19] describe the I/O bypass of the Virtual Machine Monitor (VMM),
or hypervisor, using InfiniBand architecture, extending the OS-bypass mech-
anism to high-speed interconnects. The use of this technique has shown that
Xen hypervisor [8] is capable of near-native bandwidth and latency, although
it has not been officially integrated in Xen so far. Nanos et al. [27] developed
Myrixen, a thin split driver layer on top of the Myrinet Express (MX) driver
to support message passing in Xen VMs over the wire protocols in Myri-10G
infrastructures.
A VM-aware MPI library was implemented in [15], reducing the communi-
cation overhead for HPC applications by supporting shared memory transfers
among VMs in the same physical host. Mansley et al. [24] developed a direct
data path between the VM and the network using Solarflare Ethernet NICs,
but its operation is restricted to these devices. Raj et al. [28] describe net-
work processor-based self via specialized network interface cards to minimize
network overhead.
Hybrid computing concept was studied in [25]. They have examined how
cloud computing can be best combined with traditional HPC approaches,
proposing a hybrid infrastructure for the predictable execution of complex sci-
entific workloads across a hierarchy of internal and external resources. They
presented the Elastic Cluster as a unified model of managed HPC and cloud
resources.
Additionally, some works have already evaluated the performance of cloud
computing services, such as Amazon EC2. Wang et al. [34] present a quanti-
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tative study of the end-to-end networking performance among Amazon EC2
medium instances, and they observed unstable TCP/UDP throughput caused
by virtualization and processor sharing. In [33], Walker evaluates the perfor-
mance of Amazon EC2 for high-performance scientific applications, reporting
that Amazon has much worse performance than traditional HPC clusters.
Walker used only up to 32 cores from Amazon EC2 high-CPU extra large
instances, the most powerful CPU instances in 2008, with a standard Giga-
bit Ethernet interconnection network. His main conclusion was that the cloud
computing service was not mature for HPC at that moment.
The suitability for HPC of several virtualization technologies was evaluated
in [29], showing that operating system virtualization was the only solution that
offers near native CPU and I/O performance. They included in their testbed
four Amazon EC2 cluster compute instances, interconnected via 10 Gigabit
Ethernet, although they focused more on the overall performance of the VM
instead of the scalability of HPC applications.
3 Network Support in Virtualized Environments
The basic building blocks of the system (i.e., CPUs, memory and I/O devices)
in virtualized environments are multiplexed by the Virtual Machine Monitor
(VMM), or hypervisor. Xen [8] is a popular high performance VMM, used by
Amazon EC2 among other cloud providers. Xen systems have a structure with
the Xen hypervisor as the lowest and most privileged layer. Above this layer
comes one or more guest operating systems, which the hypervisor schedules
across the physical CPUs. The first guest operating system, called in Xen
terminology domain 0 (dom0), boots automatically when the hypervisor boots
and receives special management privileges and direct access to all physical
hardware by default. The system administrator can log into dom0 in order to
manage any further guest operating systems, called domain U (domU) in Xen
terminology.
Xen supports two virtualization technologies:
– Full Virtualization (HVM): this type of virtualization allows the virtu-
alization of proprietary operating systems, since the guest system’s kernel
does not require modification, but guests require CPU virtualization ex-
tensions from the host CPU (Intel VT [16], AMD-V [4]). In order to boost
performance fully virtualized HVM guests can use special paravirtual de-
vice drivers to bypass the emulation for disk and network I/O. Amazon
EC2 cluster compute instances use this Xen virtualization technology.
– Paravirtualization (PV): this technique requires changes to the virtu-
alized operating system to be hypervisor-aware. This allows the VM to
coordinate with the hypervisor, reducing the use of privileged instructions
that are typically responsible for the major performance penalties in full
virtualization. For this reason PV guests usually outperform HVM guests.
Paravirtualization does not require virtualization extensions from the host
CPU.
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VMs in Xen usually do not have direct access to network hardware, except
using PCI passthrough technique (see next paragraph) or with third-party
specific support (like [19] for InfiniBand and [27] for Myrinet). Since most
existing device drivers assume a complete control of the device, there cannot
be multiple instantiations of such drivers in different guests. To ensure man-
ageability and safe access, Xen follows a split driver model [11]. Domain 0 is
a privileged guest that accesses I/O devices directly and provides the VMs
abstractions to interface with the hardware. In fact, dom0 hosts a backend
driver that communicates with the native driver and the device. Guest VM
kernels host a frontend driver, exposing a generic API to guest users. Guest
VMs need to pass the I/O requests to the driver domain to access the devices,
and this control transfer between domains requires involvement of the VMM.
Therefore, Xen networking is completely virtualized. A series of virtual Eth-
ernet devices are created on the host system which ultimately function as the
endpoints of network interfaces in the guests. The guest sees its endpoints as
standard Ethernet devices, and bridging is used on the host to allow all guests
to appear as individual servers.
PCI passthrough [17] is a technique that provides an isolation of devices
to a given guest operating system so the device can be used exclusively by
that guest, which eventually achieves near-native performance. Thus, this ap-
proach benefits network-bounded applications (e.g., HPC applications) that
have not adopted virtualization because of contention and performance degra-
dation through the hypervisor (to a driver in the hypervisor or through the
hypervisor to a user space emulation). However, assigning devices to specific
guests is also useful when those devices cannot be shared. For example, if
a system included multiple video adapters, those adapters could be passed
through to unique guest domains.
Both Intel and AMD provide support for PCI passthrough in their more
recent processor architectures (in addition to new instructions that assist the
hypervisor). Intel calls its option Virtualization Technology for Directed I/O
(VT-d [2]), while AMD refers to I/O Memory Management Unit (IOMMU [3]).
For each case, the new CPUs provide the means to map PCI physical addresses
to guest virtual addresses. When this mapping occurs, the hardware takes care
of access (and protection), and the guest operating system can use the device
as if it were a non-virtualized system. In addition to this mapping of virtual
guest addresses to physical memory, isolation is provided in such a way that
other guests (or the hypervisor) are precluded from accessing it.
Xen supports PCI passthrough [38] for PV or HVM guests, but dom0 oper-
ating system must support it, typically available as a kernel build-time option.
For PV guests, Xen does not require any special hardware support, but PV
domU kernel must support the Xen PCI frontend driver for PCI passthrough
in order to work. Hiding the devices from the dom0 VM is also required,
which can be done with Xen using pciback driver. For HVM guests, hardware
support (Intel VT-d or AMD IOMMU) is required as well as pciback driver
on dom0 kernel. However, domU kernel does not need any special feature, so
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PCI passthrough with proprietary operating systems is also possible with Xen
using HVM guests.
4 Messaging Middleware for High Performance Cloud Computing
Two widely extended HPCmessaging middleware, OpenMPI [12] andMPICH2
[26], were selected for the performance evaluation of native codes (C/C++ and
Fortran) carried out on Amazon EC2. In addition, FastMPJ [32] was also se-
lected as representative Java messaging middleware.
OpenMPI is an open source MPI-2 implementation developed and main-
tained by a consortium of academic, research, and industry partners. Open
MPI’s Modular Component Architecture (MCA) allows for developers to im-
plement extensions and features within self-contained components. The Byte
Transfer Layer (BTL) framework is designed to provide a consistent interface
to different networks for basic data movement primitives between peers. This
favor the quick and efficient support of emerging network technologies. There-
fore, adding native support for a new network interconnect is straightforward,
thus OpenMPI now includes several BTL implementations for TCP, Myrinet,
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Fig. 1 OpenMPI software layers
MPICH2 is a high-performance and open source implementation of the
MPI standard (both MPI-1 and MPI-2). Its goal is to provide an MPI imple-
mentation that efficiently supports different computation and communication
platforms including commodity clusters, high-speed networks, and proprietary
high-end computing systems. The ADI-3 (Abstract Device Interface) layer is
a full featured low-level interface used in the MPICH2 implementation to pro-
vide a portability layer that allows access to many features of a wide range
of communication systems. It is responsible for both the point to point and
one sided communications. The ADI-3 layer can be implemented on top of the
CH3 device, which only requires the implementation of a dozen functions but
provides many of the performance advantages of the full ADI-3 interface. In
order to support a new platform in MPICH2, only the CH3 channel has to be
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implemented. Several CH3 channels already offer support for TCP, Myrinet,










Fig. 2 MPICH2 software layers
Nemesis [9] is a new generic communication subsystem designed and im-
plemented to be scalable and efficient both in the intranode communication
context using shared-memory and in the internode communication case using
high-performance networks. Nemesis has been integrated in MPICH2 as a CH3
channel and delivers better performance than other dedicated communication
channels.
FastMPJ is a Java message-passing implementation which provides shared
memory and high-speed networks support on InfiniBand andMyrinet. FastMPJ
implements the mpiJava 1.2 API [10], the most widely extended MPJ API, and
includes a scalable MPJ collectives library [30]. Figure 3 presents an overview
of the FastMPJ communication devices on shared memory and high-speed
cluster networks. From top to bottom, the communication support of MPJ ap-
plications with FastMPJ is implemented in the device layer. Current FastMPJ
communication devices are implemented on JVM threads (smpdev, a thread-
based device), on sockets over the TCP/IP stack (iodev on Java IO sockets










Myrinet InfiniBand Shared Memory
Java ThreadsJava SocketsJNI
Fig. 3 FastMPJ communications support overview
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5 Performance Evaluation
This section presents a performance evaluation of native (C/C++ and For-
tran) and Java message-passing middleware for HPC on a cloud computing
infrastructure, Amazon EC2 cluster compute instances, whose access to the
high-speed network, 10 Gigabit Ethernet, is virtualized. In order to analyze
the impact of the cloud network overhead in representative HPC codes, a
testbed with similar hardware has been set up. This evaluation consists of a
micro-benchmarking of point-to-point data transfers, both inter-VM (through
10 Gigabit Ethernet) and intra-VM (shared memory), at the message-passing
library level and its underlying layer, TCP/IP. Then, the significant impact of
virtualized communication overhead on the scalability of representative par-
allel codes, NAS Parallel Benchmarks (NPB) kernels [6], has been assessed.
These results indicate that more efficient communication middleware support
is required to get over current cloud network limitations.
5.1 Experimental Configuration
The evaluation has been conducted on sixteen cluster compute instances of the
Amazon EC2 cloud [21], which have been allocated simultaneously in order to
obtain nearby instances, and two nodes from our private cloud infrastructure
(CAG testbed). Performance results using up to 8 processes have been obtained
in a single node, whereas processes/8 nodes have been used in the remaining
scenarios.
The Amazon EC2 cluster compute instances are a resource introduced in
July 2010 with 23 GBytes of memory and 33.5 EC2 Compute Units (according
to Amazon one EC2 Compute Unit provides the equivalent CPU capacity of a
1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor), running a Linux OS. For
these instances, Xen HVM guests, the provider details the specific processor
architecture (see Table 1), two Intel Xeon X5570 (2.93 GHz) quad-core Ne-
halem processors, hence 8 cores per instance, to allow the performance tunning
of applications on this processor. These systems are interconnected via 10 Gi-
gabit Ethernet, which is the differential characteristic of this resource. In fact,
this EC2 instance type has been specifically designed for HPC applications
and other demanding latency-bound applications. However, unfortunately the
network interface card is not available via PCI passthrough in these instances,
so its access is virtualized. The JVM used is OpenJDK 1.6.0 20 (Amazon
Linux 2.6.35 Cluster virtual machine). There is no control on the location of
the requested resources as the provider does not support yet the allocation of
several instances connected to the same physical switch.
Regarding CAG testbed (see Table 1 again), each node has two Intel Xeon
E5620 (2.40 GHz) quad-core processors (thus, 8 cores per node) and 16 GBytes
of memory, interconnected via 10 Gigabit Ethernet (Intel PRO/10GbE NIC).
These machines run Xen PV guests whose OS is Linux Debian with kernel
2.6.35, and the JVM is Sun JDK 1.6.0 20. These VMs access directly the
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Table 1 Description of the specific hardware details of the two clouds used
Amazon EC2 CAG
CPU
2 × Intel Xeon X5570
Nehalem @2.93 GHz
2 × Intel Xeon E5620
Westmere @2.40 GHz
#Cores 8 (16 with HT) 8 (16 with HT)
Memory 23 GB DDR3-1333 MHz 16 GB DDR3-1066 MHz
Memory Bandwidth 32 GB/s 25.6 GB/s
#Memory Channels 3 3
QPI Speed 6.4 GT/s 5.86 GT/s
#QPI Links 2 2
L3 Cache size 8 MBytes 12 MBytes
Interconnect 10 Gigabit Ethernet 10 Gigabit Ethernet
Virtualization Xen HVM Xen PV
network interface card through PCI passthrough, using this approach in 10
Gigabit Ethernet for the first time to the best of our knowledge. The motiva-
tion behind enabling PCI passthrough in this cloud is to analyze its impact
on the efficient support of high-speed networks in virtualized environments.
The evaluated message-passing libraries are OpenMPI 1.4.3 and MPICH2
1.4, used with GNU C/Fortran compiler 4.1.2 and Intel C/Fortran compiler
12.1 (both compilers with -O3 flag), as well as FastMPJ 0.1 (labeled F-MPJ in
graphs). The performance differences observed between GNU and Intel com-
pilers were reduced, below 4%, when no network communications are involved,
and completely negligible when network traffic is considered due to the virtu-
alized network I/O overhead. As some works have already stated that GNU
C compiler is generally the most efficient and reliable under Linux OS [18],
only GNU compiler results are shown for clarity purposes. The point-to-point
micro-benchmarking results have been obtained with Intel MPI Benchmarks
suite (IMB, formerly Pallas) and its MPJ counterpart communicating byte
arrays (hence, with no serialization overhead). The NPB implementations are
the official NPB-MPI version 3.3 and the NPB-MPJ implementation [23]. The
metric considered for the evaluation of the NPB kernels is MOPS (Millions
of Operations Per Second), which measures the operations performed in the
benchmark, that differ from the CPU operations issued. Moreover, NPB Class
B workloads have been selected as they are the largest workloads that can be
executed in a single Xen PV VM in CAG testbed, due to a Xen bug that limits
the amount of memory to 3 GBytes when using PCI passthrough.
Finally, the performance results presented in this paper are the mean of
several measurements, generally 1000 iterations in ping-pong benchmarks and
5 measurements for NPB kernels. The results show some variability due to
the scheduling of the processes/threads on different cores within a node (the
pinning of threads to specific cores has not been considered in this work).
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5.2 Point-to-point Micro-benchmarking
Figures 4 and 5 show point-to-point latencies (for short messages) and band-
widths (for long messages) of message-passing transfers using the evaluated
message-passing middleware on 10 Gigabit Ethernet and shared memory, re-
spectively. Here, the results shown are the half of the round-trip time of a
pingpong test or its corresponding bandwidth. Each figure presents the perfor-
mance results of Amazon EC2 HVM and CAG native and CAG PV testbeds.
MPI (MPICH2 and OpenMPI) obtains 55-60 µs start-up latency and up to
3.7 Gbps bandwidth for Xen HVM point-to-point communication on Amazon
EC2 over 10 Gigabit Ethernet (top graph in Figure 4). Here both MPI libraries
rely on TCP sockets, which according to the raw TCP communication test
from the Hpcbench suite [13], show poor start-up latency, around 52 µs, similar
to MPI start-up latency. However, TCP sockets obtain higher bandwidth than
MPI, up to 5.5 Gbps. These results, both MPI and Hpcbench, are quite poor,
caused by the overhead in the virtualized access of Xen HVM to the NIC.
However, the communication protocol also presents a significant influence as
MPI is not able to achieve as much bandwidth as Hpcbench. This assessment is
confirmed by the Java results, which show even poorer performance than MPI,
with about 140 µs start-up latency and below 2 Gbps bandwidth for FastMPJ
using niodev. Here Java sockets operation suffers a significant performance
penalty.
The communication overhead caused by the virtualized access of Xen HVM
to the NIC can be significantly alleviated through the use of Xen PCI pass-
through (middle graph in Figure 4). Thus, MPI and Hpcbench achieve start-up
latencies around 28-35 µs and bandwidths up to 7.2 Gbps. It is noticeable that
Hpcbench and OpenMPI obtain quite similar results on this scenario, which
suggests that the overhead incurred by network virtualization on Xen HVM
scenario without PCI passthrough limits long message performance. Java per-
formance on Xen PV also outperforms its results on Xen HVM, although the
performance is still far from the MPI results.
In order to assess the impact of Xen PV virtualization overhead on the
previous results, the performance of the communications has been measured
on the CAG testbed running a non virtualized environment, thus obtaining
the native performance of the system (bottom graph in Figure 4). The main
conclusions that can be derived from these results are that Xen PV incurs an
overhead of around 11 µs in start-up latency (25 µs overhead in the case of
FastMPJ), whereas native long message performance achieves up to 8.2 Gbps
for Hpcbench and almost 8 Gbps for MPI, which are reduced in Xen PV down
to 5.3 Gbps for MPICH2 and 7.2 Gbps for Hpcbench. These results are still a
little far from the theoretical performance of 10 Gigabit Ethernet, which sug-
gests that TCP processing is the main performance bottleneck, for both short
and long message performance. Regarding Java results on the non virtualized
scenario, long message performance is similar to Xen PV results, only showing
a small 10% improvement due to the high overhead of the operation of its NIO
sockets implementation.
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Fig. 4 Point-to-point communication performance on the analyzed testbeds over 10 Gigabit
Ethernet
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Fig. 5 Point-to-point shared memory communication performance on the analyzed testbeds
Evaluation of Messaging Middleware for High Performance Cloud Computing 13
As the access to multi-core systems is a popular option in cloud computing,
in fact each Amazon EC2 cluster computing instance provides two quad-core
processors, the performance of communications on such shared memory sys-
tems has been also considered. Here communications are done generally within
a single VM, without accessing the network hardware or their communication
support (i.e., the communication protocol is not assisted by the NIC). In fact,
the use of several VMs per compute node is inefficient, especially in terms of
start-up latency, as the data transfers must pass through the hypervisor and
the domain0 VM.
The shared memory performance results of message-passing middleware
on Amazon EC2 compute cluster instances (top graph in Figure 5) are sig-
nificantly superior than on 10 Gigabit Ethernet. Thus, MPI shows start-up
latencies below 0.5 µs, thanks to the use of Nemesis in MPICH2 and the
shared memory BTL in OpenMPI, whereas Java shows latencies below 1 µs.
Regarding long message bandwidth, both FastMPJ(smpdev) and MPICH2,
which relies on Nemesis, achieve up to 60 Gbps due to their efficient exploita-
tion of multithreading, whereas OpenMPI gets up to 38 Gbps.
These high performance results confirms that Xen obtains close to native
performance results for CPU and memory intensive operations, when no I/O
activity is involved. In order to prove this statement the performance results
of our CAG testbed with the Xen PV and native configurations (middle and
bottom graphs in Figure 5) have been analyzed. These results show very low
start-up latencies, below 1 µs for MPI and 1.5 µs for FastMPJ in the native
scenario, which are slightly increased in approximately 0.5 µs for MPI and 1
µs for FastMPJ due to the Xen PV overhead. Moreover, the performance for
long messages is similar for the three evaluated middleware, which suggests
that the main memory subsystem is the main performance bottleneck, not the
communication protocol. The drop in performance for large messages is due to
the effect of cache size, as the storage needs exceed the L3 cache size (L3 cache
size per processor is 8 MBytes in EC2 and 12 MBytes in CAG and is shared
by all available cores for both cases). Thus, as the two processes involved in
this micro-benchmark are scheduled in the same processor, the performance
drops when the message size is equals or higher than a quarter of the L3
cache size due to the one-copy protocol implemented for large messages by
these middleware. These results confirm the high efficiency of shared memory
message-passing communication on virtualized cloud environments, especially
on Amazon EC2 cluster compute instances, which is able to obtain two times
better start-up latency and around 40% higher bandwidth than in CAGmainly
thanks to its higher computational power and the higher performance of the
memory.
5.3 Impact of Virtualized Networking on Applications Scalability
The impact of the virtualized network overhead on the scalability of HPC
applications has been analyzed using the MPI and MPJ implementations of
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Fig. 6 NPB performance on Amazon EC2 HVM, CAG PV and CAG native testbeds
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the NPB, selected as they are probably the benchmarks most commonly used
in the evaluation of languages, libraries and middleware for HPC. In fact,
there are additional implementations of the NPB for Grid middleware, Java
Threads, OpenMP and hybrid MPI/OpenMP.
Four representative NPB codes have been evaluated: CG (Conjugate Gra-
dient), FT (Fourier Transform), IS (Integer Sort) and MG (Multi-Grid). More-
over, Class B workloads have been selected due to the technical limitation of
Xen PV as well as they present limited scalability, with performance results
highly influenced by the efficiency of the communication middleware, which
favor the comparison of the evaluated middleware.
Figure 6 presents the performance, in terms of Millions of Operations Per
Second (MOPS), of CG, FT, IS and MG using up to 128 processes on Amazon
EC2 and using up to 16 processes on CAG. Regarding CG kernel, which is
a communications-intensive code that only includes point-to-point communi-
cation primitives, the evaluated middleware is not able to scale when using
more than one node on Amazon EC2, due to their poor communications per-
formance on 10 Gigabit Ethernet as it has shown a very high start-up latency.
This statement has been proved analyzing CG results on CAG, where MPI
and FastMPJ take advantage of the use of 16 processes (2 nodes), both for Xen
PV and native scenarios. However, the higher performance of shared memory
data transfers on Amazon EC2 allows their cluster compute instances to ob-
tain the best performance results on 8 processes, whereas the CAG testbed
shows a small performance penalty due to the higher start-up latency of Xen
PV than the native scenario for shared memory communications. This behav-
ior has also been appreciated in the remaining NPB kernels under evaluation.
FastMPJ results on 32 and further number of processes are not shown for CG
and the other kernels due to the poor performance they achieve.
Regarding FT results, Amazon EC2 suffers significantly the network over-
head due to the extensive use of Alltoall primitives, showing similar results for
one and four/eight nodes. Only using 16 nodes this kernel clearly outperforms
the results obtained in a single node. Nevertheless, native CAG testbed using
16 processes (2 nodes) outperforms Amazon EC2 results on 128 processes (16
nodes) due to its higher network performance that allows this kernel to scale.
IS kernel is a communications-intensive code whose scalability is highly de-
pendent on Allreduce and point-to-point communication latency. Thus, native
CAG is able to outperform Amazon EC2, which is able to scale only within
a single node using up to the all available processes (8) thanks to its good
shared memory performance and the avoidance of network traffic. Finally,
MG is a less communication intensive kernel that is able to scale on Ama-
zon EC2. Nevertheless, CAG results are quite competitive, achieving around
10000 MOPS with only 2 nodes (16 processes). Regarding FastMPJ results,
the shared memory device (smpdev) generally shows the best performance
although it is limited to shared memory systems.
The performance evaluation presented in this section has shown that com-
munication bound applications would greatly benefit from the direct access to
the NIC in virtualized environments. This is especially true for applications
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sensitive to network start-up latency, that therefore can take advantage from
the flexibility, elasticity, and economy of cloud services provided that an effi-
cient communication middleware for virtualized cloud environments would be
made available.
6 Conclusions
The scalability of HPC applications on cloud infrastructures relies heavily on
the performance of communications, which depends both on the network fabric
and its efficient support in cloud middleware. To solve the current latency and
network limitations in cloud services their providers are deploying high-speed
networks (10 Gigabit Ethernet and InfiniBand), although without the proper
middleware support as they rely on TCP/IP stack and a virtualized access to
the NIC.
This paper has presented an evaluation of HPC message-passing middle-
ware on a cloud computing infrastructure, Amazon EC2 cluster compute in-
stances, equipped with 10 Gigabit Ethernet. The analysis of the performance
results obtained, confronted with the experimental results measured in a sim-
ilar testbed, a private cloud infrastructure, has shown the significant impact
that virtualized environments still have on communications performance. This
fact demands more efficient communication middleware support to get over
current cloud network limitations, such as TCP/IP stack replacement on high-
speed Ethernet networks.
The analysis of the measured performance results has shown significant
scalability increases when supporting the direct access to the underlying NIC
through PCI passthrough, reducing the communication processing overhead
and the associated data copies. In fact, thanks to this technique, our experi-
mental two-node cloud testbed is able to outperform the results obtained on
sixteen Amazon EC2 compute cluster instances.
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