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Abstract
We consider singular perturbated elliptic boundary value problems depending on a parameter ε which are classical for ε > 0 but
highly ill-posed for ε = 0 as the boundary condition does not satisfy the Shapiro–Lopatinskii condition on a part of the boundary.
We mainly use a limit device due to Caillerie, using a non-variational framework which proves the existence of a unique limit in an
appropriate abstract space. We consider more general domains (two dimensional manifold with boundary) than in previous works
on the subject. To do so, we use a heuristic reasoning allowing some simplifications which show the “equivalence” of the problem
in the general geometry with another one in a one dimensional manifold. This kind of problems is motivated by certain situations
in thin shell theory.
© 2007 Published by Elsevier Masson SAS.
Résumé
Nous considérons des problèmes de perturbations singulières pour des équations aux limites elliptiques dépendant d’un para-
mètre ε, qui sont classiques pour ε > 0 et fortement mal posées pour ε = 0 parce que la condition aux limites ne satisfait pas la
condition de Shapiro–Lopatinskii sur une partie du bord. Nous utilisons principalement un artifice dû à Caillerie qui consiste à se
placer dans un cadre non variationnel dans lequel il est possible de prouver l’existence d’une unique limite dans un espace abstrait
approprié. Nous considérons des domaines plus généraux (variété bidimensionelle à bord) que dans des travaux précédents sur le
sujet. Pour ce faire, nous utilisons un raisonnement heuristique qui autorise des simplifications et qui établit « l’équivalence » du
problème dans une géométrie générale avec un autre problème posé dans une variété monodimensionnelle. Ce type de problèmes
est motivé par certaines situations apparaissant en théorie des coques minces.
© 2007 Published by Elsevier Masson SAS.
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This paper deals with singular perturbation problems for variational problems of the form:{Find uε ∈ V such that, ∀v ∈ V,
a(uε, v)+ ε2b(uε, v) = 〈f, v〉, (1.1)
where a and b are symmetric (or Hermitian when complexes are involved) bilinear (or sesquilinear) forms in the
energy space V (a “classical Sobolev like space”) for ε > 0, whereas the energy space Va for ε = 0 is a very large
space going out the distribution space. The asymptotics ε → 0 implies a “complexification process” as uε “goes out”
of the distribution space, see for instance [20] and [13].
It should be noticed that the limit problem, ε = 0, considered as a variational problem, only makes sense when the
“loading” f belongs to the dual V ′a , which is “very small”, not containing the spaceD of test functions of distributions.
Therefore, “almost any loading” f is out of that space, so that only very special loadings give solution with finite
energy. This property motivates the term “sensitive” applied to that kind of problems, see [11]. Moreover, the “very
pathological” asymptotic behaviour in “usual cases” when f is not in V ′a remains unknown.
In this paper, we mainly use a limit device due to Caillerie [2] (see also [14]), using a non-variational framework
which proves the existence of a unique limit u of uε in an appropriate abstract space denoted VA, for any f ∈ V ′. This
kind of singular perturbation appears in thin shell theory when the middle surface of the shell has everywhere both
principal curvatures of the same sign and is fixed or clamped by a part of its boundary Γ0 and free by the rest Γ1. In
such a case, in the limit problem, the boundary conditions on the free boundary do not satisfy the Shapiro–Lopatinskii
condition (see for instance [17], Proposition VII 3.10, p. 238) whereas the boundary conditions on Γ0 do satisfy it.
In the sequel we shall often note “S. L.” that condition. It follows that the limit problem is out of the general theory
of elliptic boundary value problems. In that case, ε denotes the relative thickness of the shell, and the bilinear forms
a and b are associated with the membrane and flection energies respectively. A complete understanding of these
problems obviously involves general domains Ω and systems of equations with variable coefficients. Our aim is to
generalize the previous results, see [13,18–20], which were obtained in the case where the domain is an infinite trip
Ω = R × (0,L) allowing the use of the Fourier transform, to the case of a domain Ω which is a two dimensional
manifold with boundary.
This problem should not be confused with other apparently related situations found in the literature. Indeed, in
many physical, biological, geological problems one has to deal with so called ill-posed problems of type Au = f ,
when the solution does not exist, or is not unique, or does not depend on the data continuously. Moreover, the linear
operator A and the vector f are known usually only approximately.
The “regularisation method” used to solve such problems consists in introducing the regularizing problem:
(A+ αB)u = b,
which is well posed for small α > 0 under a suitable choice of the operator B . This method is really working and is
used by the mathematicians, see, for example, [22,15].
It is possible to verify that the corresponding solutions uα converge to u, but to obtain a good approximation
one has to take small but “not too small” values of α. In the general case when the solution u does not exist in the
distribution class, the theory of generalized functions can be applied, see [5].
This paper is organized as follows. In Section 2, we define a very simple sensitive model problem in a one
dimensional compact manifold Γ which allows a very simple treatment and exhibits the main features of that kind
of problems. In Section 3, we recall the definition of the Shapiro–Lopatinskii condition (see [1] and [6]) and we
give a simple version adapted to our frame. Then, in Section 4, we consider the above mentioned model problem
involving 2 in a two-dimensional compact manifold Ω with boundary ∂Ω = Γ0 ∪ Γ1 and special boundary condi-
tions on Γ1. We prove the existence of a limit for any f ∈ V ′ in the abstract “Caillerie” ’s framework. In Section 5, we
use a heuristic reasoning allowing some simplifications which show the “equivalence” of this problem with another
one for the one dimensional manifold Γ1. This new problem is in the framework of the previously defined problems
of Section 2 with Γ = Γ1. We emphasize that the above mentioned “equivalence” between the given problem in Ω
and the simplified one on Γ1 is only heuristic, not mathematical rigorous, as it involves non-proved approximations
which are only very plausible for small ε. In our opinion, the “logical status” of the problem on Γ1 with respect to the
original one on Ω is somewhat analogous to that of the “Koiter model of thin shells” with respect to 3d elasticity. The
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the Koiter model of shells. This shows the pertinence of Koiter’s model which is an approximation of 3d elasticity
which relies on heuristic approximation for small thickness. It should be mentioned that Fourier transform allows to
give a rigorous proof of that approximations in the case when Ω is an infinite strip (see [13] and [20]). Section 6
is devoted to an example handled by Fourier series. It is somewhat analogous to the problem in [13] and [20] with
Fourier series instead of Fourier transforms. Finally, Section 7 contains complements including various perturbation
terms and a precision on the complexification phenomenon.
Notations are standard. We denote:
Dk = −i ∂
∂xk
, k = 1,2 and Dα = Dα11 Dα22 , α = (α1, α2) ∈ Z2+. (1.2)
It should be noted that if u is a function that only depends on x2, ∂2u will also denote the derivative u′(x2). As several
(equivalent) definitions of the Fourier transform are found in current literature, we should specify that we use,
fˆ (ξ) =
+∞∫
−∞
f (x)e−iξx dx and f (x) = 1
2π
+∞∫
−∞
fˆ (ξ)eiξx dξ. (1.3)
As a consequence, the Fourier transform of the Dirac mass δ(x) is 1ξ (i.e., the function of ξ equal to 1), whereas the
inverse Fourier transform of δ(ξ) is (2π)−11x . For the sake of simplicity and without essential restriction, we shall
mainly deal with real and even functions, which have real and even Fourier transforms. Moreover, we will use the
notation F to design the tangential Fourier transform.
As usual, Hs(Rn), s ∈ R, will denote the Sobolev space, i.e. the space of distributions u ∈ S ′ such that
(1 + |ξ |2)s uˆ ∈ L2(Rn). The associated norm is:
‖u‖2s =
+∞∫
−∞
∣∣uˆ(ξ)∣∣2(1 + |ξ |2)s dξ. (1.4)
Moreover, the definition of the Sobolev space Hs(Γ ), s ∈ R, where Γ is a one dimensional compact manifold is
classical and follows from (1.4) using a partition of unity and local mappings.
We will denote by S = R/2πZ the unit circle. In S, using the Fourier series, we will denote un =
∫ π
−π u(ξ)e
inξ dξ ,
and
‖u‖2m =
+∞∑
n=−∞
(
1 + n2)m/2|un|2, (1.5)
hence u ∈ Hm(S) amounts to u with coefficients (un)n such that the series in (1.5) is convergent. By interpolation,
(1.5) also holds when m ∈ R.
The inner product and the duality products associated with a space V and its dual V ′ will be denoted by (. , .) and
〈. , .〉 respectively.
2. A class of very simple sensitive problems
Let Γ be a one dimensional compact manifold without boundary (which we shall identify with the circle in the
variable x). Let p(x,D) be an elliptic pseudo-differential operator of order m ∈ R+ with real symbol p(x, ξ) contin-
uous and coercive on Hm(Γ ), i.e. satisfying,
c‖v‖m 
∥∥p(x,D)v∥∥0  C‖v‖m, ∀v ∈ V with c > 0. (2.1)
In this section, we will denote:
V = Hm(Γ ). (2.2)
Let S be a smoothing operator, i.e.
S ∈ L(Hs(Γ ),Hr(Γ )), ∀s, r ∈ R. (2.3)
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its range is in C∞(Γ ). Moreover, in the sequel, we will assume that S is injective i.e.
v ∈ V, Sv = 0 ⇒ v = 0. (2.4)
We then define on V the Hermitian forms:
α(u, v) =
∫
Γ
SuSv dx, (2.5)
β(u, v) =
∫
Γ
p(x,D)u p(x,D)v dx. (2.6)
Then, for a given F ∈ V ′ = H−m(Γ ), we consider the problem:{Find uε ∈ V such that, ∀v ∈ V,
α(uε, v)+ ε2β(uε, v) = 〈F,v〉, (2.7)
where the brackets denote the duality between V ′ and V , which depends on the small parameter ε > 0. Obviously for
ε > 0, this problem is well posed in the Lax–Milgram framework as the sesquilinear form in the left-hand side of (2.7)
satisfies the continuity and coerciveness properties:∣∣α(u, v)+ ε2β(u, v)∣∣ C‖u‖m‖v‖m ∀u,v ∈ V, (2.8)
α(v, v)+ ε2β(v, v) Cε2‖v‖2m ∀v ∈ V, (2.9)
ensuring the existence and uniqueness of the solution uε ∈ V . Moreover, when F is real, as the forms are Hermitian,
we deduce that (2.7) is equivalent to the minimization of the functional:
J (v) = 1
2
α(v, v)+ ε
2
2
β(v, v)− 〈F,v〉 on V. (2.10)
The study of the asymptotics of (2.7) as ε → 0 is in the general framework of [2] which we shall develop hereafter
(see perhaps also [14]). Let us define the operators A and B of L(V ,V ′) by:
〈Au,v〉 = α(u, v) ∀u,v ∈ V, (2.11)
〈Bu,v〉 = β(u, v) ∀u,v ∈ V. (2.12)
Note that A and B may be written in the form:
A = S∗S and B = p∗p, (2.13)
where S and its adjoint S∗ are considered (see (2.3)):
S ∈ L(Hm,H 0), S∗ ∈ L(H 0,H−m). (2.14)
Lemma 2.1. The operator A ∈ L(V ,V ′) is injective.
Proof. Let v ∈ V be such that Av = 0. Using (2.5) we have:
0 = 〈Av,v〉 = α(v, v) = ‖Sv‖20,
hence recalling the injectivity of S we obtain that v = 0. 
The previous lemma allows to define the following norm:
‖v‖A = ‖Av‖V ′ , (2.15)
and we denote:
VA the completion of V with ‖  ‖A. (2.16)
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Proof. If it is not dense, then there exists f ∈ V ′ which is not equal to zero, such that
(f,Av)V ′ = 0 ∀v ∈ V ′. (2.17)
The scalar product in V ′ is a continuous functional on V ′ which may be expressed as the duality product of an element
vf ∈ V with Av ∈ V ′, i.e. we have
(f,Av) = 〈vf ,Av〉. (2.18)
Then, by taking v = vf in (2.17), we have 0 = 〈vf ,Avf 〉 = α(vf , vf ) hence vf = 0 and f = 0. 
The operator A is a bijection between V andR(A), which are dense in VA and V ′ respectively. Moreover, according
to the definition of ‖.‖A, the Cauchy sequences of VA and V ′ are in correspondence by A. It then follows that
Lemma 2.3. The operator A extends as an isomorphism from VA on V ′. This extension is unique and it will still be
denoted by A.
The previous lemma implies that for F ∈ V ′ there exists a unique solution u of,
Au = F. (2.19)
Theorem 2.4. Let F be in V ′, uε and u0 be the solutions of (2.7) and (2.19) respectively. Then the strong convergence
in VA of uε to u0 holds.
Proof. Let us take v = uε in (2.7), we obtain:
α
(
uε,uε
)+ ε2β(uε,uε)= 〈F,uε〉,
hence
ε2α
(
uε,uε
)+ ε2β(uε,uε) 〈F,uε〉,
from which we get
ε2
∥∥uε∥∥
V
 C
and, up to a subsequence,
ε2uε ⇀ u∗ weakly in V. (2.20)
Let us show that u∗ = 0, this will prove that the whole sequence converges, and that the convergence is strong. Let us
write (2.7) under the form:
Auε + ε2Buε = F in V ′. (2.21)
After multiplying by ε2, we have:
Aε2uε + ε2Bε2uε = ε2F in V ′.
Since
Aε2uε ⇀Au∗ and Bε2uε ⇀Bu∗ weakly in V ′ as ε → 0,
we deduce that
Au∗ = 0,
hence 0 = 〈Au∗, u∗〉 = α(u∗, u∗) and u∗ = 0. Now (2.20) reads,
ε2uε ⇀ 0 weakly in V.
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ε2α
(
uε,uε
)+ β(ε2uε, ε2uε)= 〈f, ε2uε〉.
Since 〈f, ε2uε〉 → 0 when ε → 0, we deduce that
ε2α
(
uε,uε
)+ β(ε2uε, ε2uε)→ 0
which, according to (2.1) and (2.6), implies
ε2uε → 0 strongly in V.
Then, passing to the limit in (2.21), we obtain that
Bε2uε → 0 strongly in V ′
and
Auε → F strongly in V ′.
As A is an isomorphism from VA on V ′ (Lemma 2.3), then it can be rewritten as
uε → A−1F strongly in VA.
But A−1F = u0 where u0 is the solution of (2.19) and consequently uε → u0 strongly in VA.
Remark 1. Obviously, (2.1) implies the strict coerciveness of β on V , i.e. β(v, v) C‖v‖2m. This hypothesis can be
weakened (see [14]), replacing (2.1) by:
α(v, v)+ β(v, v) C‖v‖2m ∀v ∈ V,
for some C > 0.
The very peculiar character of the limit problem and of the strong convergence in the abstract space VA follows
from following proposition:
Proposition 2.5. The convergence in VA does not imply convergence in the distribution sense, hence VA is not con-
tained in D′(Γ ). Moreover, when F belongs to H−m(Γ ) but not to C∞(Γ ) (or more generally when F is not in the
range of A), the solution u of the limit problem is not a distribution.
Proof. If the convergence in VA implied the convergence in the distribution sense, then the limit equation should be:
Au = F, (2.22)
which should have a solution for any F in H−m(Γ ), which is obviously false. 
3. Some basic facts about the Shapiro–Lopatinskii condition
In this section, we recall the Shapiro–Lopatinskii condition (see [1], [6] or [10]) and we give a simple form which
will be used in our particular frame. For simplicity, we will denote SL the Shapiro–Lopatinskii condition.
3.1. The Shapiro–Lopatinskii condition for a very simple elliptic boundary value problem
We first consider the very simple situation of a constant coefficient differential operator in the half plane, see [6],
in particular Section 4.1.
Let Ω be the half space Ω = R × (0,+∞), suppose P(D) is a homogeneous elliptic operator of order 2m on
Ω with constant real coefficients and Bj (D) are homogeneous differential operators with order mj < 2m, for j =
1, . . . , k.
We want to investigate the boundary value problem:{
P(D)u = 0, (3.1)
Bj (D)u|∂Ω = gj , 1 j  k,
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As the domain is the half plane, using the Fourier transform with respect to the x1 variable (denoted by u˜), we
obtain: {
P(ξ1,D2)u˜ = 0 for x2 > 0,
Bj (ξ1,D2)u˜ = g˜j for x2 = 0, 1 j  k. (3.2)
Since P is an elliptic operator (in the sense that there exists c0 > 0 such that |P(ξ)| c0|ξ |2m, ∀ξ = (ξ1, ξ2) ∈ R2),
the equation P(ξ1, λ) = 0 for the variable λ can not have real roots if ξ1 = 0. Moreover, as P has constant real
coefficients, we denote by λ1, . . . , λr (resp. λi ) the different roots with Imλj (ξ1) < 0 (resp. >0) of this equation,
having the multiplicities n1, . . . , nr with n1 + · · · + nr = m. Using the homogeneity of the operator, it is clear that
λj (tξ1) = tλj (ξ1), j = 1, . . . , k and for all real t = 0. (3.3)
Since Imλj (ξ1) < 0 and x2 > 0, we deduce that there exists b0 > 0 such that |eix2λj (ξ1)| eb0x2|ξ1|. Such a function
can not be the Fourier transform of a distribution. Therefore, we consider the solutions of the ordinary differential
equation P(ξ1,D2)v = 0 of the form:
v(ξ1, x2) =
r∑
j=1
nj−1∑
s=0
Cjs(ξ1)x
s
2e
ix2λj (ξ1). (3.4)
Substituting it in the boundary conditions (3.2), we obtain a system of k linear equations for the unknown
functions Cjs(ξ1), whose number is m. This system is uniquely solvable if m = k and the corresponding determinant
of coefficients of this system does not vanish. The boundary value problem (3.1) is said to satisfy the SL condition if
the previous condition of being uniquely solvable is fulfilled for all ξ1 = 0.
Remark 2. Note that, in the case described above, thanks to homogeneity condition (3.3), it is sufficient to verify this
condition for one ξ1 = 0.
Remark 3. We see that the solutions v(ξ1, x2) given by (3.4) are exponentially decreasing as x2 → +∞, that is to say
that there exists some positive constants C and a0 such that∣∣v(ξ1, x2)∣∣Ce−a0|ξ1|x2 .
The definition of SL condition can be rephrased as
Definition 3.1. The boundary value problem (3.1) satisfies the SL condition if k = m and if the corresponding homo-
geneous problem associated with (3.2) (i.e. when g˜j = 0 for j = 1, . . . ,m), has a unique solution (which is 0) for a
certain ξ1 = 0.
Furthermore, keeping in mind that eix1ξ1P(ξ1,D2) = P(D1,D2)eix1ξ1 , let v˜(ξ1, x2) be a solution of the
homogeneous equation associated with (3.2), then we immediately see that eiξ1x1 v˜(ξ1, x2) is periodic in the tangential
direction x1, is exponentially decreasing as x2 → +∞ and satisfies the homogeneous equation and the homogeneous
boundary condition associated with (3.1). Therefore we deduce the following easy way to check the SL condition.
Proposition 3.2. The SL condition for the boundary value problem (3.1) will be satisfied when w(x1, x2) = 0 is the
unique solution of : ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P(D)w = 0 for x2 > 0,
Bj (D)w = 0 for x2 = 0, j = 1, . . . , k,
w is periodic in x1,
w decreases exponentially as x2 → +∞.
(3.5)
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We now consider the case of an elliptic differential operator P(x,D) of order 2m with smooth real coefficients in
Ω where Ω is a bounded domain of R2 with a smooth boundary Γ = ∂Ω and Bj (x,D) is a differential operator of
order mj with smooth coefficients, defined on Γ for j = 1, . . . ,m.
Again, we follow [6] Section 4.2. Let x0 be a point of Γ , there exists a smooth transformation ϕ of a neighbourhood
ω of x0 such that ϕ(x0) = 0, ϕ(Γ ∩ω) ⊂ {y2 = 0} and ϕ(Ω ∩ω) ⊂ {y2 > 0}. With the new coordinates let us consider
the constant coefficient boundary value problem:{
P0(x0,D)u = f (y) for y2 > 0,
Bj0(x0,D)u = gj (y) for y2 = 0, j = 1, . . . ,m, (3.6)
where Bj0(x,D) and P0(x,D) are the principal homogeneous parts of order mj and 2m of Bj (x,D) and P(x,D). If
for all point x0 in Γ the problem (3.6) satisfies the SL condition in the sense of Section 3.1, then the original problem
is said to satisfy the SL condition in Γ .
Remark 4. Since the class of transformation ϕ preserves the principal parts of the symbols of the operators P(x,D)
and Bj (x,D) up to some non-degenerate transformations in the ξ -space, the SL condition does not depend of the
transformations used.
Let x0 ∈ ∂Ω be fixed. Let (z1, z2) be the Cartesian coordinates associated with the tangent and (inwards) normal
unit vectors to ∂Ω at x0 (with origin at x0). Let ψ be such that the equation of the boundary ∂Ω in a neighbourhood
w of x0 is z2 = ψ(z1). As the boundary is smooth, ψ is smooth too and satisfies ψ(0) = ψ ′(0) = 0. Let ϕ be such that
y = ϕ(z) with, {
y1 = z1,
y2 = z2 −ψ(y1). (3.7)
Obviously, such a transformation ϕ satisfies ϕ(0) = 0, ϕ(∂Ω ∩ ω) ⊂ {y2 = 0} and ϕ(Ω ∩ ω) ⊂ {y2 > 0}. Moreover,
∂yi
∂zj
is smooth and takes the value δij at the origin. Consequently, at z = 0, the higher order terms of the equation
and of the boundary conditions (3.6) are preserved by the change of coordinates induced by ϕ. This proves that the
transformation (3.7) has no influence on the result when considering the principal parts freezed at z = 0. Hence the
above definition of the SL condition amounts to:
Definition 3.3. It is said that the SL condition is satisfied at x0 ∈ Γ0 when the constant coefficient problem (3.6)
written in the Cartesian coordinates (z1, z2) tangent and (inwards) normal to ∂Ω at x0 satisfy the Definition 3.1 of the
SL condition in the half plane z2 > 0.
3.3. Consequences of the Shapiro–Lopatinskii condition
The usual theory of elliptic boundary value problems (see [1,9,6] for instance) is always developed under the
assumption that the SL condition is satisfied. Under this hypothesis, we may for instance construct a parametrix for the
problem. The parametrix, used as left inverse modulo a smoother operator, amounts to constructing an “approximate
solution” which solves the problem up to more regular terms. The “error”, or “difference”, means a function smoother
than the solution itself. This frame constitutes a good description of the “non-smooth” parts of the solution.
It is worthwhile recalling that the effective construction of the parametrix amounts to the construction of an
“approximate solution” obtained by local transformations of the boundary and boundary conditions to an analogous
problem in a portion of half space. The local solution is then obtained by tangential Fourier transform after neglecting
terms with lower order of differentiation. This method practically amounts to the formal considerations described in
Sections 3.1 and 3.2 in order to define the SL condition.
Concerning the right-hand side terms of the equation in (3.6) (not in the boundary equations), freezing the boundary
value problem at some point x0, they are handled using fundamental solutions for the corresponding constant (freezed)
coefficients elliptic operator.
We emphasize the two following points.
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fied. Even when considering local regularity of the solutions (which in principle has nothing to do with boundary
conditions), the solutions are handled within distribution theory. Our previous experience on limit solutions when the
SL condition is not satisfied [18,20,13,14] shows that “the solutions” (if they may be considered as so, in our opinion
they are “limits of solutions”) are not distributions. So they are not subjected to classical interior regularity theory for
elliptic equations.
The classical example of such a situation is given by the oblique derivative problem, see [4]. Let Ω be a bounded
domain in Rn with smooth boundary Γ . Let ν be a smooth vector field defined on Γ . The problem is to find a solution
to the boundary value problem:
u = 0 in Ω, ∂u/∂ν = g on Γ.
If the field ν is not tangential to Γ , it is a well posed problem similar to the Neumann problem. Suppose that Γ0 is a
smooth submanifold of Γ of dimension n − 2, the field ν is not tangential to Γ outside of Γ0, is tangential to Γ at
the points of Γ0 but is not tangential to Γ0 at these points. Then there are three possibilities for the structure of the
field, corresponding to which the submanifold Γ0 can be called attractive, repulsive or neutral. Namely, if ν is always
directed inward Ω , its projection on Γ can be directed to Γ0, from Γ0 or in the same direction on both sides of Γ0. If
it is repulsive, the problem can have no solution in the distribution space even when g ∈ C∞(Γ ). Moreover, it is so
for the “majority” of functions g from C∞(Γ ).
Second, our aim in the forthcoming sections is to give a formal heuristic asymptotic description of solutions uε
with small values of ε. It appears that the leading terms depend on singularities (or terms with large values of |ξ | after
Fourier-like transformations). To this end, we freely use approximations of the same kind as in the construction of a
parametrix. Then, hopefully the difference between “exact” and “approximate solution” is a smoother function.
4. A sensitive singular perturbation model problem in dimension 2. Generalities
4.1. Definition of the problem
Let Ω be a two-dimensional compact manifold with smooth (of C∞ class) boundary ∂Ω = Γ0 ∪Γ1 of the variable
x = (x1, x2), where Γ0 and Γ1 are disjoint; they are one-dimensional compact smooth manifolds without boundary,
then diffeomorphic to the unit circle. Let a and b be the bilinear forms given by:
a(u, v) =
∫
Ω
uv dx, (4.1)
b(u, v) =
∫
Ω
2∑
α,β=1
∂αβu, ∂αβv dx. (4.2)
We consider the following variational problem (which has possibly only a formal sense):{Find uε ∈ V such that, ∀v ∈ V,
a(uε, v)+ ε2b(uε, v) = 〈f, v〉, (4.3)
where the space V is the “energy space” with the essential boundary conditions on Γ0,
V =
{
v ∈ H 2(Ω); v|Γ0 =
∂v
∂n
∣∣∣∣
Γ0
= 0
}
, (4.4)
where n, t denotes the normal and tangent unit vectors to the boundary Γ with the convention that the normal vector
n is inwards Ω . The following lemma is obtained by applying Poincaré’s inequality to v and ∂αv.
Lemma 4.1. The bilinear form b is coercive on V .
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continuous functionals on V . In order to make explicit computations in terms of equation and boundary conditions,
we shall often take f as a “function” defined on Ω , in the space,{
u ∈ H−2(Ω); u “smooth” in a neighbourhood of Γ1
}⊂ V ′, (4.5)
where “smooth” means allowing classical integration by parts. Obviously other choices for f are possible. For in-
stance, as v ∈ V implies v|Γ1 ∈ H 3/2(Γ1), ∂v∂n |Γ1 ∈ H 1/2(Γ1), we may define elements of V ′ by data f0 ∈ H−3/2(Γ1)
and f1 ∈ H−1/2(Γ1) acting upon the traces. In that case, the equation and the natural boundary conditions will be
homogeneous and non-homogeneous respectively.
Moreover, we immediately obtain the following result:
Proposition 4.2. For all ε > 0 and for all f in V ′, the variational problem (4.3) is of Lax–Milgram type and it is a
self-adjoint problem which has a coerciveness constant larger than cε2, with c > 0.
Furthermore, after a formal integration by parts, we easily deduce that the classical formulation of problem (4.3) is:(
1 + ε2)2uε = f on Ω, (4.6)
and the principal (or essential) boundary conditions, that is to say the boundary conditions that are included in the
definition of V , are:
u = ∂u
∂n
= 0 on Γ0. (4.7)
Let us now study the natural boundary conditions on Γ1, i.e. the boundary conditions which are satisfied by the
solution of (4.3). After an integration by parts of (4.3), we obtain:⎧⎨
⎩
uε + ε2 ∂2uε
∂n2
+L(ε, x,D)uε = 0 on Γ1,
−(1 + ε2) ∂
∂n
uε − ε2 ∂3uε
∂n∂t2
+M(ε,x,D)uε = 0 on Γ1,
(4.8)
where L and M are differential operators of orders less than two and three respectively.
Remark 5. The lower order terms L and M come from the curvature of the boundary. They vanish in the case of
straight boundaries, which is the only case where they will be used in the sequel.
Let us consider the full boundary elliptic boundary value problem:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(1 + ε2)2uε = f on Ω,
u = ∂u
∂n
= 0 on Γ0,
uε + ε2 ∂2uε
∂n2
+L(ε, x,D)uε = 0 on Γ1,
−(1 + ε2) ∂
∂n
uε − ε2 ∂3uε
∂n∂t2
+M(ε,x,D)uε = 0 on Γ1.
(4.9)
Proposition 4.3. The boundary value problem (4.9) satisfies the SL condition for ε > 0 on Γ0 and Γ1.
When ε = 0, the boundary value problem (4.9) satisfy the SL condition on Γ0 but it does not on Γ1.
Proof. Let us fix x0 ∈ Γ . Recalling the definition of the SL condition (see Sections 3.1 and 3.2 and Definition 3.3).
After a change of coordinates with local mappings, still denoted by (x1, x2), we only have to consider solutions,
which are exponentially decreasing in the direction inwards the domain, of the corresponding boundary value problem
obtained by tangential Fourier transform. Denoting by u˜(ξ1, x2) such a solution, by periodicity, we can restrict the
domain to the strip B = (0,2π/ξ1) × (0,+∞) and we can consider the function v(ξ1, x2) = eiξ1x1 u˜(ξ1, x2). As v
satisfies the equation: (
1 + ε2)2v = 0 in B, (4.10)
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B
|v|2 dy + ε2
∫
B
∑
α,β
|∂αβv|2 dy = 0. (4.11)
Therefore, for all ε > 0, this yields ∂αβv = 0 on B , hence u is an affine function. But since v is exponentially decreas-
ing this means that v = 0 on B .
Let us now consider the case ε = 0, from (4.11), we deduce that
v = 0 on B. (4.12)
But recalling that uˆ is a solution of the following problem:(−ξ21 + ∂22 )2uˆ = 0, (4.13)
together with the fact that uˆ is exponentially decreasing in the direction inwards the domain, this yields that
v = eiξ1x1(Ae−|ξ1|x2 +Cx2e−|ξ1|x2).
If x0 ∈ Γ0 then condition (4.12) gives C = 0 and the principal boundary condition on Γ0 (see (4.9)) yields that
A = 0 which means that the SL condition is satisfied on Γ0.
On the other hand, if x0 ∈ Γ1, then condition (4.12) gives again C = 0 while the natural boundary condition on
Γ1, i.e. (4.8) with ε = 0 and L = M = 0, which is the only that is involved according to Remark 5, does not give
any additional condition so that there exists the solution with any value of A. This means that the SL condition is not
satisfied on Γ1.
4.2. Sensitive character and abstract convergence
The limit problem ε = 0 issued from (4.3) is not classical. Indeed, it is a “sensitive” problem in the sense that
the energy space constituting the natural frame is a “very big” space not contained in the distribution space. More
precisely, the energy space is:
Va = completion of V with the norm ‖v‖a = a(v, v)1/2. (4.14)
First, the fact that ‖v‖a is a norm on V follows from the Holmgren local uniqueness theorem together with analytic
continuation, see for instance [3]. Indeed since 0 = ‖v‖2a =
∫
Ω
|v|2 dx = 0 implies v = 0 on Ω together with the
fact that v belongs to V , it yields that v = ∂v
∂n
= 0 on Γ0, which are the Cauchy conditions on Γ0 for the problem
v = 0 on Ω and this implies that v vanishes in a neighbourhood of Γ0 and then on Ω by analytic continuation as
harmonic functions are analytic.
At the present state, it should be noticed that the completion process (4.14) is somewhat abstract and the elements
of Va are not necessarily distributions.
Nevertheless, the completion process obviously implies that when v ∈ Va , v makes sense as an element of L2(Ω).
Consequently, let f ∈ V ′a (we shall even take f ∈ V ′a ∩L2(Ω)), the Lax–Milgram problem:{
Find u0 ∈ Va, such that∫
Ω
u0v dx = ∫
Ω
f v dx ∀v ∈ V, (4.15)
is well-posed. Let us denote w0 = u0 ∈ L2(Ω) so that∫
Ω
w0v dx =
∫
Ω
f v dx ∀v ∈ V, (4.16)
hence in the distribution sense
w0 = f on Ω. (4.17)
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∂n
make sense on Γ1 as elements of
H−1/2(Γ1) and H−3/2(Γ1) respectively, allowing integration by parts in (4.16), which, joint to (4.17) gives:∫
Γ1
(
w0
∂v
∂n
− ∂w
0
∂n
v
)
ds = 0, (4.18)
and as v and ∂v
∂n
are arbitrary on Γ1, the following boundary conditions hold
w0 = ∂w
0
∂n
= 0 on Γ1. (4.19)
This shows that the Cauchy problem (4.17), (4.19) for the Laplacian has a L2(Ω) solution for the data f . Classi-
cally, this is impossible even for f ∈D(Ω). This shows that D(Ω) is not included in V ′a and accordingly
Va is not included in D′(Ω), (4.20)
which is the classical definition of sensitivity.
The asymptotics of (4.3) as ε → 0 is in the general framework of [2] which we have already developed in Section 2.
Since the proofs are exactly the same, we shall state only explicit results.
Let us define the operators A and B of L(V ,V ′) by:
〈Au,v〉 = a(u, v), 〈Bu,v〉 = b(u, v) ∀u,v ∈ V, (4.21)
where the brackets denote the duality between V ′ and V , and the norm ‖ · ‖A be as follows:
‖v‖A = ‖Av‖V ′ . (4.22)
We shall denote by VA the space defined by:
VA the completion of V with ‖  ‖A. (4.23)
Lemma 4.4. The operator A ∈ L(V ,V ′) is injective. The range of A, R(A), is dense in V ′. The operator A extends
as an isomorphism of VA on V ′. This extension is unique and will still be denoted by A.
The previous lemma implies that for f ∈ V ′ there exists a unique solution u of:
Au = f. (4.24)
Furthermore the following result holds true:
Theorem 4.5. Let f be in V ′, uε and u0 be the solutions of (4.3) and (4.24) respectively. Then, uε → u0 strongly
in VA.
5. Heuristic asymptotics in the previous problem
The aim of this section is the construction, in a heuristic way, of an approximate description of the solutions uε
of the model problem in the previous section for small values of ε. Indeed, the very abstract character of the limit
solution and the very weak topology of the corresponding convergence are of little practical value to have an intuitive
vision of the behavior of the sequence uε and its complexification process towards a very singular entity. As a matter
of fact, we shall reduce (always in a heuristic way) the problem to another one for the traces on Γ1 which is in the
framework of Section 2 (see (2.7) or (2.21)). Here A is a smoothing operator, likely with exponentially decreasing
symbol a(x, ξ) (where a(x, ξ) is defined by Aθ(x) = (2π)−1 ∫ +∞−∞ eiξxa(x, ξ)θ˜(ξ)dξ , with θ a test function) and B
is elliptic of order 2m> 0. Accordingly, the action of A+ ε2B on test functions is given by:
(
A+ ε2B)θ(x) = (2π)−1
+∞∫
eiξx
[
a(x, ξ)+ ε2b(x, ξ)]θ˜ (ξ )dξ. (5.1)−∞
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describes the behavior for ξ → ∞. The balance of A and ε2B is obtained for values of ξ such that
|ξ | ∼ log(1/ε). (5.2)
This is the window of frequencies allowing a good description of the simultaneous influence of A and ε2B , which is
precisely our aim. This point will be seen under another more explicit way in the example of Section 6. This property
is of great interest for the construction of the heuristic approximation, which incorporates approximations based on
(5.2). More precisely, the heuristics incorporate approximations for large |ξ |. This amounts to saying that only the
most singular parts of the solutions are retained, or equivalently, that the approximate solutions are defined up to more
regular terms. This is for instance the kind of approximation which is used in the construction of a parametrix. We
also note that, as (5.2) involves “moderately large” values of |ξ |, the “general quality” of the approximation is not
very good, as it is only accurate for very very small values of ε.
5.1. The elements of the formal asymptotics
From the general theory of singular perturbations of the form (4.3), we know that our assumption,
a(v, v)1/2 defines a norm on V, (5.3)
is crucial. Indeed, when it is not satisfied, the problem is said to be “non-inhibited”. In such a case, it has a kernel
which contains non vanishing terms and then, it is easy to establish that the asymptotic behaviour of the solution uε
of (4.3) is described by a variational problem in this kernel. The previous fact is not surprising as soon as we consider
the following minimization problem, which is equivalent to (4.3),{Minimize in V,
a(uε,uε)+ ε2b(uε,uε)− 2〈f,uε〉. (5.4)
Indeed, considering this new minimization problem, when ε goes to zero, the natural trend consists in avoiding the
a-energy which occurs with the factor 1 and leaving the b-energy which has a factor ε2.
Clearly, this is not possible when (5.3) is satisfied since the kernel reduces to zero function. Nevertheless, in
our case, we saw ((4.17) and (4.19)) that (5.3) follows from the uniqueness theorem for the Cauchy problem. This
uniqueness is classical, but the solution u is unstable in the sense that there can be “large u” in the V norm (or in
other spaces) for “small f ” in the V ′ norm (or in other spaces). It then appears that the same reasoning yields that for
small values of ε, the solution uε will be precisely among elements with small a(uε,uε), that is to say with small uε
in L2.
Let us now build such functions uε ∈ V such that ‖uε‖L2 is very small. The main idea is to consider functions
in a larger space than the space of functions v of V such that v = 0 (which only contains the function v = 0). The
functions of this bigger space will not satisfy the two boundary conditions on Γ0 that are satisfied by any function
of V . Then we shall modify it in a narrow boundary layer along Γ0 in order to satisfy the two boundary conditions
with small value of a-energy.
More precisely, let us consider the vector space:
G0 = {v ∈ C∞(Ω), v = 0 on Ω, v = 0 on Γ0}. (5.5)
Remark 6. We observe that every function of G0 satisfies one of the boundary conditions on Γ0 which are satisfied
by any element of V . For simplicity, we have chosen v = 0 on Γ0, but we could choose the other one ∂v∂n = 0 on Γ0 as
well. On the other hand, the regularity assumption C∞ is slightly arbitrary. Since, we will consider the completion of
G0 with respect to some norm, this point is irrelevant.
Obviously, as the Dirichlet problem for the Laplacian on Ω is well posed in C∞, the space G0 is isomorphic with
the space of traces on Γ1, {
w ∈ C∞(Γ1)
}
, (5.6)
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⎩
w˜ = 0 on Ω,
w˜ = 0 on Γ0,
w˜ = w on Γ1.
(5.7)
In the sequel, we shall consider indifferently the functions w˜ on Ω or their traces w on Γ1.
In fact, the exact function uε is a solution of (4.6), which we are searching to describe approximatively in order
to define a space as small as possible (incorporating the main features of the solution) to solve the minimization
problem. More precisely, according to our previous comments, we are interested in the “most singular parts” of uε
in the sense of the part corresponding to the high frequency Fourier components. As we shall see in the sequel, it
turns out that these singular parts may be obtained by modification of the functions w˜ on a boundary layer close to
Γ0; this layer is narrower when the considered Fourier components are of higher frequency; in fact, the layer only
exists because we only consider high frequencies. This allows to make an approximation which consists in using
locally curvilinear coordinates defined by the arc of Γ0 and the normal, and handling them as Cartesian coordinates.
Clearly, this approximation is exact only on the very Γ0, but more and more precise as we approach of Γ0, i. e. as the
considered frequencies grow.
Once the layer is constructed, we compute the a-energy of it, as well as the ε2b-energy of the (modified) w˜ function,
in order to consider the variational problem (4.3) in the restricted space.
5.2. The boundary layer on Γ0
Let w˜ be in G0 (see (5.5)) and let ε > 0 be fixed. The aim of this section is to build a modified function w˜a of w˜ in
a narrow boundary layer of Γ0 in order to satisfy the supplementary boundary condition ∂w˜∂n = 0 on Γ0 together with
equation (4.6).
Let Γ˜0 be a neighborhood of Γ0 in R2 disjoint with Γ1 and sufficiently narrow to be described by the curvilinear
coordinates y1 = arc of Γ0 and y2 = distance along the normal to Γ0. Let (ψj (y1))j∈J be a partition of the unity
associated with Γ0 and let η ∈ C∞(R+;R+) be a cut-off function equal to 1 for small values of y2.
The mappings θj defined by θj (y1, y2) = ψj (y1)η(y2), where y2 is the (inwards) normal coordinate along Γ0,
define a partition of unity in Γ˜0, i.e.:
∀(y1, y2) ∈ Γ˜0, w˜(y1, y2) =
∑
j∈J
θj (y1, y2)w˜(y1, y2). (5.8)
Let us now fix j in J and y2 such that (y1, y2) ∈ Γ˜0, the function θj (·, y2)w˜(· , y2) has a compact support, we
denote by w˜j (· , y2) its extension by zero to R and by F(w˜j ) the tangential Fourier transform, y1 → ξ1, of w˜j .
Let us first exhibit the local structure of the Fourier transform of w˜j close to Γ0. Denoting by θj the multiplication
operator by θj , recalling that the commutator of  and θj , denoted by [,θj ], is a differential operator of order less
than two, taking the Laplacian operator in the new coordinates (y1, y2) (which, according to our approximation close
to Γ0, has the same principal part) and using that w˜ is harmonic in Ω , it follows that(
∂2
∂y21
+ ∂
2
∂y22
)
w˜j + T (y,D)w˜j = 0 on R × (0, t), (5.9)
for some t > 0, T being a differential operator of order less than two.
Now, according to the general trends of our approximation, we can neglect the term of lower order in (5.9) and
we can proceed as in the construction of a parametrix (freezing coefficients, dropping lower order terms, solving such
simpler equation via tangent Fourier transform and gluing together the solutions for the different j ), so that (5.9)
becomes: (
∂2
∂y21
+ ∂
2
∂y22
)
w˜j = 0 on R × (0, t). (5.10)
and taking the tangential Fourier transform, we obtain that
F(w˜j )(ξ1, y2) = λe|ξ1|y2 +μe−|ξ1|y2 . (5.11)
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F(w˜j )(ξ1, y2) = 2λ sinh(|ξ1|y2). (5.12)
Writing it in terms of F( ∂w˜j
∂y2
)(ξ1,0) = 2λ|ξ1|, we obtain that
F(w˜j )(ξ1, y2) =F
(
∂w˜j
∂y2
∣∣∣∣
y2=0
)
sinh(|ξ1|y2)
|ξ1| . (5.13)
We now proceed to the modification of w˜j in w˜aj in a narrow boundary layer of Γ0 in order to satisfy (always
within our approximation) the equation coming from (4.6) for small ε. Using considerations similar to those leading
to (5.9), this amounts to, (
∂2
∂y21
+ ∂
2
∂y22
)(2)
w˜aj +U(y,D)w˜aj = 0 on R × (0, t), (5.14)
where U is a differential operator of order less than four. Therefore dropping lower order differential term, we have:(
∂2
∂y21
+ ∂
2
∂y22
)(2)
w˜aj = 0 on R × (0, t), (5.15)
hence the tangential Fourier transform reads,(
−|ξ1|2 + ∂
2
∂y22
)(2)
F(w˜aj )= 0. (5.16)
Consequently, F(w˜aj ) should take the form:
F(w˜aj )(ξ1, y2) = (α + γy2)e|ξ1|y2 + (β + δy2)e−|ξ1|y2 . (5.17)
Let us now explain the process of matching the layer: out of the layer, we want w˜aj to match with the given function
w˜j . Since |ξ1|  1, then |ξ1|y2  1 means that y2  1|ξ1| (but we still impose that y2 is small in order to be in a
narrow layer of Γ0); this is perfectly consistent, as we will only use the functions for large |ξ1|, hence the terms with
coefficients β and δ are “boundary layer terms” going to zero out of the layer (i.e. for |y2| O( 1|ξ1| )). The matching
with (5.13) out of the layer then gives:
γ = 0 and α = 1
2|ξ1|F
(
∂w˜j
∂y2
)
(ξ1,0). (5.18)
The modified solution becomes,
F(w˜aj )(ξ1, y2) = 12|ξ1|F
(
∂w˜j
∂y2
∣∣∣∣
y2=0
)
e|ξ1|y2 + (β + δy2)e−|ξ1|y2 . (5.19)
Imposing next that F(w˜aj )(ξ1,0) =F(
∂w˜aj
∂y2
)(ξ1,0) = 0, we obtain:
F(w˜aj )(ξ1, y2) =F
(
∂w˜j
∂y2
∣∣∣∣
y2=0
)(
sinh(|ξ1|y2)
|ξ1| − y2e
−|ξ1|y2
)
. (5.20)
This amounts to saying that the modification of the function w˜j consists in adding to it the inverse Fourier transform
of,
F
(
∂w˜j
∂y2
∣∣∣∣
y2=0
)(−y2e−|ξ1|y2). (5.21)
More precisely, this modification should only take into account the “singular parts” with large |ξ1| of the Fourier
transform together with the boundary condition
∂w˜aj
∂y2
= 0 on Γ0 of the function. Let us first consider the fact that the
Fourier transform of the modified function should only take into account the “singular parts”. To this end, we multiply
the added term by a cutoff function avoiding low frequencies (it should be remembered that this is one of the typical
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order more or equal than [log(1/ε)]1/2, which preserve the useful region (5.2) and are large (then consistent with
the fact that the modification is a layer). Moreover, in order that the modified function be in V , we must also take
into account the low frequencies of the Fourier transform which we multiply by a smooth function ρ(y2) such that
ρ(y2) = y2 for 0 < y2 < C/2 and ρ(y2) = 0 for y2 > C for a certain C. The division into high and low frequencies
is defined by a smooth function H(z) equal to 1 for |z| > 1 and vanishing for |z| < 1/2, with z = ξ[log(1/ε)]1/2 . Finally,
we define the function:
h(ε, ξ, y2) = H
(
ξ
[log(1/ε)]1/2
)(
−y2e−|ξ1|y2
)
+
(
1 −H
(
ξ
[log(1/ε)]1/2
))
ρ(y2), (5.22)
which obviously vanishes for y2 = 0 and has a derivative with respect to y2 equal to 1 for y2 = 0. We then definitely
define the modification of the function w˜j by,
δw˜j ≡ w˜aj − w˜j , (5.23)
where δw˜j is defined by its Fourier transform:
F(δw˜j )=F
(
∂w˜j
∂y2|y2=0
)
h(ε, ξ, y2). (5.24)
Remark 7. The constant C in the definition of ρ(y2) is chosen sufficiently small such that this function vanishes
out of the layer of Ω close to Γ0 where the curvilinear coordinates y1, y2 operate. Rigorously speaking, the function
−y2e−|ξ1|y2 should also be multiplied by a cut-off function vanishing for y2 >C, but this is practically not necessary,
as −y2e−|ξ1|y2 is small for large |ξ1|.
Hence summing over j and defining on Γ0 the family (with parameter y2) of pseudo-differential smoothing oper-
ators δσ (ε,D1, y2) with symbol:
δσ (ε, ξ1, y2) = −y2e−|ξ1|y2h(ε, ξ, y2), (5.25)
we see that the modification of the function w˜,
δw˜ = w˜a − w˜ (5.26)
is precisely the action of δσ (ε,D1, y2) on
∂w˜j
∂y2
(y1,0):
δw˜ = δσ (ε,D1, y2)∂w˜j
∂y2
(y1,0). (5.27)
Let us now compute the leading terms of the a-energy of the modified function w˜a .
Let v˜ and w˜ be two elements in G0 and v˜a, w˜a the corresponding elements modified in the boundary layer. As the
given v˜ and w˜ are harmonic in Ω , the a-form is only concerned with the modification terms δv˜ and δw˜. Then, within
our approximation, we have:
a
(
v˜a, w˜a
)= ∫
Γ0
dy1
+∞∫
0
(δv˜)(δw˜)dy2, (5.28)
where the integral in dy2 is only effective in the narrow layer. Using the partition of the unity θj and denoting as
before by δwj (·, y2) the extension with value 0 to R of θj (· , y2)δw(· , y2), we have:
a
(
v˜a, w˜a
)=∑
j,k
∫
Γ0
dy1
+∞∫
0
(δv˜j )(δw˜k)dy2. (5.29)
Consequently, using the tangential Fourier transform y1 → ξ1 together with Parceval–Plancherel theorem, we de-
duce that
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(
v˜a, w˜a
)=∑
j,k
+∞∫
−∞
dξ1
+∞∫
0
(
d2
dy22
− ξ21
)
δσ (ε, ξ, y2)F
(
∂v˜j
∂y2
∣∣∣∣
y2=0
)
×
(
d2
dy22
− ξ21
)
δσ (ε, ξ, y2)F
(
∂w˜k
∂y2
∣∣∣∣
y2=0
)
dy2.
Hence, on account of (5.25) integrating in y2 and taking the inverse Fourier transform, this yields
a
(
v˜a, w˜a
)=∑
j,k
+∞∫
−∞
2|ξ1|∂w˜1,j
∂y2
∣∣∣∣
y2=0
∂w˜2,k
∂y2
∣∣∣∣
y2=0
h2(ε, ξ, y2)dξ1. (5.30)
This expression (5.30) only depends on the trace ∂v˜j
∂y2
∣∣
y2=0(y1) and
∂w˜k
∂y2
∣∣
y2=0(y1), which are functions defined on
Γ0.
We now simplify this last expression using a sesquilinear form involving pseudo-differential operators.
Indeed, denoting by P( ∂
∂y1
) the pseudo-differential operator with symbol
P(ξ1) =
(
2|ξ1|
)1/2
h(ε, ξ, y2), (5.31)
and summing over j and k, we obtain that
a
(
v˜a, w˜a
)= ∫
Γ0
P
(
∂
∂s
)
∂v˜
∂n
∣∣∣∣
Γ0
P
(
∂
∂s
)
∂w˜
∂n
∣∣∣∣
Γ0
ds. (5.32)
Remark 8. As we only considered the principal terms for large |ξ1|, we may drop the cutoff function h(ε, ξ, y2) in
the definition of P(ξ1) (5.31). In the same way, we may take,
P(ξ1) = 21/2
(
1 + |ξ1|2
)1/4
, (5.33)
as well. The corresponding pseudo-differential operator is elliptic of order 1/2 with coefficients independent of s and
it is defined on Γ0.
Remark 9. We shall use the definition (5.33), which is more pleasant than (5.31), as such a P defines an isomorphism
from Hs(Γ0) onto Hs+1/2(Γ0), s ∈ R.
5.3. Taking account of the perturbation term ε2b
According to the considerations at the beginning of Section 5.1, we shall consider the minimization problem (5.4)
on G0 instead of on V . Obviously, the a-energy should be computed using formula (5.32). This modified problem
obviously involves the a-energy and the ε2b-energy. A natural space for handling it should be the completion G of
G0 with the norm:
‖v‖2G =
∫
Γ0
∣∣∣∣P
(
∂
∂s
)
∂v
∂n
∣∣∣∣
Γ0
∣∣∣∣
2
ds + b(v, v). (5.34)
It is easily seen that G is the space of the harmonic functions of H 2(Ω) vanishing on Γ0; according to (5.7) it
may be identified with the space of traces H 3/2(Γ1). Nevertheless, we shall do in the sequel other approximations to
compute the ε2b form and an equivalent formulation directly on the space of traces H 3/2(Γ1).
We recall that the elements of G0 (and then of G) are denoted by w˜ and the associated traces (see (5.7)) are denoted
by w.
It will prove useful to write another (asymptotically equivalent for large |ξ1|) definition of this problem. Indeed,
the elements w˜ of G0 (and then of G) may be identified by solving the problem (5.7) with their traces w on Γ1.
Moreover, as the functions w˜ are harmonic, we may exhibit their local behavior in the vicinity of any point x0 ∈ Γ1.
Proceeding as in the previous Section (see in particular (5.9)–(5.13)), i.e. using a partition of unity, local mappings,
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these together, we obtain:
F(w˜)(ξ1, y2) =F(w)(ξ1)e−|ξ1|y2 , (5.35)
where y1, y2 are the tangent and the normal (inwards the domain) vectors. Then, it is apparent that the b-energy is
concentrated in a layer close to Γ1 and we may compute it in an analogous way to the calculus that was done for the
a-energy (5.32). Indeed, using Parseval–Plancherel theorem and within our approximation, we have:
b
(
w˜, w˜
)=
+∞∫
−∞
dy1
+∞∫
0
∑
α,β
∣∣∂αβw˜∣∣2 dy2
=
+∞∫
−∞
dξ1
+∞∫
0
(
ξ41
∣∣F(w˜)∣∣2 + 2ξ21
∣∣∣∣F
(
∂w˜
∂y2
)∣∣∣∣
2
+
∣∣∣∣F
(
∂2w˜
∂y22
)∣∣∣∣
2)
dy2, (5.36)
hence, recalling (5.35) and integrating over y2, we obtain that
b
(
w˜, w˜
)= 2
+∞∫
−∞
|ξ1|3
∣∣F(w)∣∣2 dξ1. (5.37)
Then, defining the pseudo-differential operator Q( ∂
∂s
) of order 3/2 with principal symbol,
√
2|ξ1|3/2, (5.38)
or equivalently as previously,
√
2
(
1 + |ξ1|2
)3/4
, (5.39)
we have (always within our approximation):
b
(
v˜, w˜
)= ∫
Γ1
Q
(
∂
∂s
)
vQ
(
∂
∂s
)
w ds. (5.40)
We observe that the operator Q is only concerned with the trace on Γ1, so that we may either write v˜, w˜ or v, w
in (5.40).
The formal asymptotic problem becomes:{Minimize in G the functional,∫
Γ0
|P(∂v˜
∂n
)|2 ds + ε2 ∫
Γ1
|Q(v˜)|2 ds − 2 ∫
Ω
f v˜ dx. (5.41)
The associated Lax–Milgram form is:{
Find v˜ε ∈ G such that ∀w˜ ∈ G,∫
Γ0
P(∂v˜
ε
∂n
)P ( ∂w˜
∂n
)ds + ε2 ∫
Γ1
Q(v˜ε)Q(w˜)ds = 〈f,w〉. (5.42)
5.4. The formal asymptotics and its sensitive behaviour
In the sequel, we shall denote:
α
(
v˜ε, w˜
)= ∫
Γ0
P
(
∂v˜ε
∂n
)
P
(
∂w˜
∂n
)
ds (5.43)
β
(
v˜ε, w˜
)= ∫ Q(v˜ε)Q(w˜)ds. (5.44)
Γ1
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operators:
A ∈ L(G,G′), B ∈ L(G,G′), (5.45)
by
α(v,w) = 〈Av,w〉, β(v,w) = 〈Bv,w〉. (5.46)
Let GA be the completion of G with the norm:
‖v‖A = ‖Av‖G′ . (5.47)
Denoting again by A its extension to L(GA,G′), which is an isomorphism, (5.42) may be written under the form,
(A+ ε2B)v˜ε = F, (5.48)
where F ∈ G′ is defined by:
〈
F, w˜
〉= ∫
Ω
f w˜ dx, ∀w˜ ∈ V. (5.49)
It follows that
v˜ε → v˜0 strongly in GA, (5.50)
where
Av˜0 = F. (5.51)
5.5. Reduction to a problem on Γ1
In order to exhibit more clearly the unusual character of the problem, we shall now write (5.42) under another
equivalent form involving only the traces on Γ1. This new form will be in the framework of Section 2. Coming back
to (5.7), let us define R0 as follows. For a given w ∈ C∞(Γ1) we solve (5.7) and we take the trace of ∂w˜∂n on Γ0, then
∂w˜
∂n
∣∣∣∣
Γ0
=R0w. (5.52)
Using the regularity properties of the solution of (5.7), it follows that R0w is in C∞(Γ0). Moreover, we may take
in (5.7) a w in any Hs(Γ1), s ∈ R and the corresponding solution is of class C∞ up to Γ0, so thatR0 has an extension
which is continuous from Hs(Γ1) to C∞(Γ0). We shall denote by R0 such an extension, so that
R0 ∈ L
(
Hs(Γ1),H
r(Γ0)
)
, ∀s, r ∈ R. (5.53)
Then, (5.42) may be written as a problem for the traces on Γ1:{
Find vε ∈ H 3/2(Γ1) such that ∀w ∈ H 3/2(Γ1)∫
Γ0
P( ∂
∂s
)R0vεP ( ∂∂s )R0w ds + ε2
∫
Γ1
Q( ∂
∂s
)vεQ( ∂
∂s
)w ds = ∫
Ω
Fw˜ dx,
(5.54)
where the configuration space is obviously H 3/2(Γ1). The left-hand side with ε > 0 is continuous and coercive.
Here F ∈ H−3/2(Γ1) is defined from f ∈ V ′ by:
〈F,w〉H−3/2(Γ1),H 3/2(Γ1) =
〈
f, w˜
〉
. (5.55)
We note that, for instance, when the “loading” f is defined by a “force” F on Γ1, this function is the F in (5.54).
Obviously, (5.54) may be written:(
R∗0P ∗
(
∂
)
P
(
∂
)
R0 + ε2Q∗
(
∂
)
Q
(
∂
))
v˜ε = F. (5.56)
∂s ∂s ∂s ∂s
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R∗0 ∈ L
(
Hs(Γ1),H
r(Γ0)
)
, ∀s, r ∈ R. (5.57)
We then, define the new operators (but we use the same notations):
A=R∗0P ∗PR0 ∈ L
(
Hs(Γ1),H
r(Γ0)
)
, ∀s, r ∈ R, (5.58)
B = Q∗Q ∈ L(H 3/2(Γ1),H−3/2(Γ1)). (5.59)
Obviously, B is an elliptic pseudo-differential operator of order 3, whereas A is a smoothing (non local) operator.
Then, (5.56) becomes: (A+ ε2B)vε = F, in H−3/2(Γ1). (5.60)
Once more, the problem (5.54) is in the general framework of (4.3), so that we can define the space V = H 3/2(Γ1)
and its completion VA with the norm:
‖v‖A = ‖Av‖H−3/2(Γ1). (5.61)
Denoting similarly by A the continuous extension of A, which is an isomorphism from VA and V ′, we obtain:
uε → u0 strongly in VA, (5.62)
where u0 ∈ VA satisfies,
Au0 = F. (5.63)
Obviously, this equation is uniquely solvable in VA for F ∈ V ′ = H−3/2(Γ1). But, the unusual character of this
equation appears now clearly:
Proposition 5.1. Let F ∈ H−3/2(Γ1) and F /∈ C∞(Γ1), then the problem (5.63) has no u0 solution in D′(Γ1).
Proof. If u0 ∈D′(Γ0) was a solution of (5.63), as Γ1 is compact, u0 should be in some Hs , then recalling (5.58), we
should have Au0 ∈ C∞(Γ0), which is not possible. 
Remark 10. The drastically nonlocal character of the smoothing operator A follows from the fact that it involves
R0 and R∗0 (see (5.52)). This is the reason why the problem may be reduced to another one on the traces on Γ1.
The possibility of that reduction is a consequence of our approximation, where the configuration space is formed by
harmonic functions. Compare with the remark 11 at the end of the next section. It seems strange that after having
neglected smoothing operators before, we retain such an operator in (5.60). It is explained by the fact that the operator
A is really smoothing and non-zero.
6. Example with x1-periodicity. Reduction to Fourier series
We consider the case when Ω = S × (0,1), Γ0 = S ×{0} and Γ1 = S ×{1}, so that all functions are 2π -periodic in
x1. We define these functions by their Fourier series,
v =
+∞∑
−∞
vke
ikx1 . (6.1)
As, (up to an irrelevant factor) eikx1 is an orthonormal basis in L2(0,2π)∗, where (0,2π)∗ denotes the circle, we
have:
v ∈ L2(0,2π)∗ iff
+∞∑
−∞
|vk|2 < ∞. (6.2)
Moreover, differentiation with respect to x1 amounts to multiply any vk by ik, so for all p ∈ N, the following equiva-
lence holds:
v ∈ Hp(0,2π)∗ iff
+∞∑
|vk|2p < ∞. (6.3)
−∞
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Furthermore, the solution of (5.7) is given by:
w˜(x1, x2) =
+∞∑
−∞
w˜k(x2)e
ikx1, (6.4)
with
w˜(x2) = sinh(|k|x2)
sinh(|k|) wk, (6.5)
where, obviously, wk, denote the Fourier coefficients of the data w, i.e. of the trace on x1 = 1.
Moreover, the operator R0, as well as its adjoint R∗0, defined in (5.52) acts in the (6.2) framework by multiplying
the k-component by − ksinh(|k|) .
Analogously, P , Q, as well as P ∗ and Q∗, act by multiplying the k-component by 21/2|k|1/2 and 2|k|3/2 respec-
tively (or by 21/2(1 + |k|2)1/4 and 2(1 + |k|2)3/4 respectively).
Similarly, the operators A and B, see (5.58), act by multiplying k-component by 2|k|3
(sinh(|k|))2 and 4|k|3 respectively
(or by 2(1+|k|2)3/2
(sinh(|k|))2 and 4(1 + |k|2)3/2 respectively).
Denoting by Fk the Fourier components of F , equation (5.60) becomes in terms of the Fourier components vεkof
the unknown: (
2|k|3
(sinh(|k|))2 + ε
24|k|3
)
vεk = Fk, (6.6)
where several features of the asymptotic behavior are apparent. In particular, at the limit ε = 0, the Fourier coefficients
of the solution are obtained from those of the data by multiplying by factors which grow exponentially with |k|,
exhibiting complexification. Analogously, for small positive ε, the components of order,
|k| ∼ log(1/ε), (6.7)
are the most significant of the asymptotics.
Remark 11. The reduction to the Fourier series implies automatically a special identification of Γ0 and Γ1. This is the
reason why the operatorA in the previous definition appears as a smoothing pseudo-differential operator with symbol
(1+|ξ |2)1/2
(sinh(|ξ |))2 , whereas it is genuinely non-local (i.e. it involves Γ0 and Γ1. After the identification of Γ0 and Γ1, it appears
as a smoothing pseudo-differential operator). Compare with the remark 10 at the end of the previous section.
7. Complements and remarks
7.1. Other perturbation and singular perturbation
The role of the very expression of the b-energy (4.2) is not so important. In this section, we consider two additional
different examples of perturbations.
7.1.1. Other perturbation
As a first example, let us consider:
b(v, v) =
∫
Ω
uv dx, (7.1)
instead of (4.2). Then the energy space V is:
V =
{
v ∈ L2(Ω), v ∈ L2(Ω), v = ∂v
∂n
= 0 on Γ0
}
. (7.2)
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Laplacian show that v ∈ V defined by (7.2) is of class H 2 in the interior of the domain Ω and up to Γ0. Otherwise,
the lack of boundary condition on Γ1 implies lack of regularity in the vicinity of Γ1. In fact, the traces of v and ∂v∂n on
Γ1 are only defined in H−1/2(Γ1) and H−3/2(Γ1).
In the present case and in the Section 4, the definition of G0 and of the operator P run analogously. The only
difference is in the definition of Q which should be defined in the present case as the pseudo-differential operator with
symbol (2|ξ |)−1/2. All the qualitative properties are the same even if the spaces are different.
7.1.2. Singular perturbation
In this section, we study the case where the b-energy involves a differential operator of order more than four (which
is the order of the differential operator involved in the a-energy), for instance of order eight.
Let b be given by:
b(u, v) =
∫
Ω
∑
|α|=|β|=4
bαβ∂αu∂βv dx, (7.3)
where
bαβ are real, (7.4)
such that
bαβ = bβα and bαβηαηβ  c
∑
|α|=4
|ηα|2. (7.5)
In order to define the space V , we prescribe on Γ0 the Dirichlet boundary conditions:
u = ∂u
∂n
= ∂
2u
∂n2
= ∂
3u
∂n3
= 0, (7.6)
while we prescribe nothing on Γ1. Then, we introduce the energy space:
V = {v ∈ H 4(Ω) which satisfies (7.6) on Γ0}.
Similarly to Section 5.1 (see (5.5)), we build the associated vector space G0, and we construct the modified function
w˜a of w. This modified function is built in order to satisfy the two boundary conditions on Γ0:
w˜a = ∂w˜
a
∂n
= 0 on Γ0. (7.7)
Since the two other Dirichlet boundary conditions in (7.6) are missing, w˜a does not belong to V . Therefore, we
introduce a sublayer of width εγ in order to satisfy these two missing Dirichlet boundary conditions on Γ0. More
precisely, in the present case, Eq. (5.9) is not modified, whereas (5.14) contains a term with factor ε2 and derivatives
of order 8. Classically, that term, which was neglected as small in Section 5.2, may only be neglected out of a boundary
layer of thickness εγ (for a certain γ ) in the neighbourhood of Γ0, where there is a rapid variation with respect to
y2. In that layer the ε2 term is of the same order of magnitude as the other and this allows to satisfy the two (new)
boundary conditions in (7.6). The properties and the construction of this layer are classical (see for instance [12]
and [7]). In fact, taking the layer into account only introduces new terms which are negligibly small with respect to
the previously considered ones. Thus, instead of constructing explicitly the layer, we shall only check the order of
magnitude. The value of γ defining the thickness is found from the above property that the ε2 terms are of the same
order of magnitude as the others (or equivalently, that the a and ε2b densities of energy are of the same order). This
leads to:
ε−4γ = ε2ε−8γ ,
hence γ = 1/2. In particular, we see that the thickness ε1/2 is small with respect to 1log(1/ε) , so that this layer is in fact
a sub-layer of that of Section 5.2 and may be handled independently of it.
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εδu
(
x2
ε1/2
)
+ · · · , (7.8)
in w˜a , where εδ is an appropriate gauge function, an easy computation shows that in order to correct the discrepancies:
∂2w˜a
∂n2
=O(1) and ∂
3w˜a
∂n3
=O(1),
to satisfy the two last conditions in (7.6), we must have δ = 1. Then, in the layer a simple calculation gives that the a
and the ε2b-energies are of order ε1/2, i.e. denoting by a˜(w˜a, w˜a) and ε2b˜(w˜a, w˜a) the energies in the sublayer, we
have:
a˜
(
w˜a, w˜a
)=O(ε1/2) and ε2b˜(w˜a, w˜a)=O(ε1/2). (7.9)
Recalling first that near Γ0, we found (see (5.32)) a a-energy of order 2|ξ1| together with the fact that |ξ1| = O
( 1
ε
)
we see that the two previous energies (7.9) in the sublayer are very small. The previous statement means that it is
not useful to compute explicitly the energies in the sublayer since it does not appear in the principal part of the final
energy, i.e. of the a-energy.
As for the ε2b energy, the computation is analogous to that of Section 5.2 but with the new expression (7.3) of b.
More precisely, (5.35) is not modified and (5.36) involves the derivatives of order 4 and the coefficients bαβ . As a
result, (5.37) becomes:
b
(
w˜, w˜
)= C2
+∞∫
−∞
|ξ1|7
∣∣F(w)∣∣2 dξ1,
where, according to (7.5), C is a positive constant (which may depend on the arclength s in the case of variable
coefficients). Then, defining Q( ∂
∂s
) as the operator with symbol,
C|ξ1|7/2,
we obtain again the formulation (5.42).The analysis and properties are analogous to those of Section 5.3.
7.2. A small complement on the complexification phenomenon
A very simple example of sequence of functions converging to an element of Z ′ (the space of Fourier transforms
of the distribution space D′), which is not in the space of distributions (see [8]) is given in this section.
Let us first recall a little on the definition of Z ′. Usually [21], Fourier transforms are only defined for tempered
distributions; but, it is possible to define (direct and inverse) Fourier transforms of D′ see [8]. The corresponding
image is the space Z ′ and the Fourier transform (either direct or inverse, as they have analogous properties) defines
an isomorphism between D′ and Z ′. The space Z ′ is the dual of the space of test functions Z , which is the Fourier
image of the space of test functions D of usual distributions. The space Z is formed by the functions θ on Rξ which
are analytic (in fact they have analytic continuations) on the whole complex plane of the variable ξ satisfying:
|ξ |q ∣∣θ(ξ)∣∣Cqeaq Im(ξ) (q = 0,1,2, . . .) (7.10)
with aq and Cq depending on the considered function θ .
In other words, the (either direct or inverse) Fourier transforms of usual distributions are analytic functionals (i.e.
functionals on a space of analytic functions) and more precisely, elements of Z ′.
Let us now consider the function uˆ(ξ) = cosh(ξ). It is obviously a non-tempered distribution (see [21]). The
sequence uˆλ defined by:
uˆλ(ξ) =
{
cosh(ξ) if |ξ | λ,
0 elsewhere
converges to uˆ(ξ) in the distribution sense as λ → ∞.
Let uλ denote the inverse Fourier transform of uˆλ. We easily find that
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2π
λ∫
−λ
cosh(ξ) cos(ξx)dξ = e
λ
2π
(
cos(λx)+ x sin(λx)
x2 + 1
)
− e
−λ
2π
(
cos(λx)− x sin(λx)
x2 + 1
)
,
which, roughly speaking, for large values of λ > 0, amounts to the function (x2 + 1)−1 multiplied by a sinusoidal
wave of wavelength 2π/λ and by the factor eλ. The limit u is in Z ′ and may be written as
u(x) =
+∞∑
n=1
1
(2n)! (−i)
2nδ(2n)(x), (7.11)
which follows from the inverse Fourier transform of the expansion of cosh(ξ) in power of ξ . Obviously, this is an
element of Z ′ which is not a distribution (as the distributions are locally of finite order). The expansion (7.11) suggests
that the sequence uλ(x) goes only out the distribution space in the vicinity of x = 0. The next proposition shows that,
in fact, the sequence uλ(x) “explodes everywhere”. In fact, the elements of Z ′ are analytic functionals and they have
no support. Indeed, in general, analytic functionals do not enjoy localization properties, as they only may act upon
analytic functions (the support of which, by obvious analytic continuation properties is the whole Rx ).
Proposition 7.1. There are no real numbers a < b such that the restriction of uλ to (a, b) converges to u in the space
D′(a, b), when λ goes to infinity.
Proof. Using the Fourier–Plancherel theorem, we will consider the Fourier transforms and we will prove that the
convergence in the distribution sense is not possible.
Let ϕ be a test function of class C∞ with compact support in (a, b). Let Iλ be defined by:
Iλ =
〈
uλ,ϕ
〉=
+∞∫
−∞
uˆλ(ξ)ϕˆ(ξ)dξ =
λ∫
−λ
cosh(ξ)ϕˆ(ξ)dξ, (7.12)
where ϕˆ denotes the Fourier transform of ϕ. We are going to prove that the above expression can not have finite limit.
Let us study the limit if it exists of Iλ when λ goes to infinity.
First, we can rewrite Iλ as follows:
Iλ =
λ∫
−λ
cosh(ξ)
b∫
a
ϕ(x)e−iξx dx dξ = I 1λ − I 2λ ,
where
I 1λ =
b∫
a
ϕ(x)
(
(1 + ix)eλ(1−ix) + (1 − ix)eλ(1+ix)
2(1 + x2)
)
dx = e
λ
2
ψˆ1(λ), (7.13)
with
ψ1(x) = ϕ(x)1 − ix +
ϕ(−x)
1 − ix ,
and,
I 2λ =
b∫
a
ϕ(x)
(
(1 + ix)e−λ(1−ix) + (1 − ix)e−λ(1+ix)
2(1 + x2)
)
dx = e
−λ
2
ψˆ2(λ), (7.14)
where
ψ2(x) = ϕ(x)1 + ix +
ϕ(−x)
1 + ix .
First, since ϕ ∈D(a, b), we deduce that
lim
e−λ
ψˆ2(λ) = 0. (7.15)
λ→+∞ 2
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lim
λ→+∞
eλ
2
ψˆ1(λ) = L, (7.16)
then, we deduce that eλ|ψˆ1| is bounded, hence there exists a positive constant C such that |ψˆ1| Ce−λ, hence ψ1 is
an analytic function, which is not possible since ψ1 has a compact support.
Therefore the limit of Iλ does not exist, whence the result. 
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