In this paper, two algorithms for layer assignment with the goal of yield enhancement are proposed. In the fir.st, vias in an esisting layout are moved in order to decrease its sensitivity to defects. A greedy algorithm for achieving this objective is presented. In the second, we formulate the layer assignment problem as a network bipartitioning problem. By applying the primal-dual algorithm[l] (a variation of the Kernighan-Lin algorithm[2]), the objective of critical area minimization can be achieved. These two methods are applied to a set of benchmark circuits to demonstrate their effectiveness.
Introduction
Layout modification has been proven to be an effective approach for yield enhancement, and various layout synthesis algorithms [3, 4, 5, 61 have been developed to minimize the critical area of VLSI circuits. These proposed layout modification algorithms, however, do not take the number of vias into consideration.
Vias have a very important impact on yield. For example, for the defect density reported in [7] , the fault probability of a single metal2 to metal2 contact (0.266ppm) is equivalent to the probability of a short-circuit type fault in a metal-2 wire segment (4.949/100m) of length 5.5 microns. The number of vias is determined in the stage of layer assignment, and the objective of layer assignment has traditionally been to minimize the total number of vias in the layout [8, 9, lo] . This has been motivated primarily by a need to minimize the manufacturing cost and maximize the reliability of IC circuits. However, the number of vias is not the only factor that affects yield. The length of the wire segments and the spacings among them need to be considered as well.
In this paper, we propose two layer assignment algorithms for yield enhancement, which consider the weighted critical area including the number of vias and the critical area for open-circuit and short-circuit faults, as the objective function. The paper is organized as follows: in Section 2, the two yield-enhancement layer assignment algorithms are presented. In Section 3, the results for several benchmark examples are presented and discussed. The conclusions are summarized in Section 4.
Algorithms
We consider two-layer routing and assume that placement of circuit components and routing of signal nets have already taken place. The objective in our layer assignment is to minimize 'This work was supported in part by NSF under contract MIP-9305912.
the weighted cost, defined as:
where C,, , Cl,,, Cis, C2,, Cas are the probabilities of via fault, first layer open-circuit fault, first layer short-circuit fault, second layer open-circuit fault and second layer short-circuit fault, respectively, N, is the number of vias , and AI,, AIS, Azo, and Aad are the critical areas for first layer open-circuit fault, first layer short-circuit fault, second layer open-circuit fault and second layer short-circuit fault, respectively.
Algorithm 1: A Greedy Algorithm for Via-Moving
There are many algorithms available for two layer channel routing as well as general routing. In many cases, vias can be moved from their original positions to achieve a better yield, no matter what routing algorithm is adopted. Take a channel routing problem (Figure l(a) ) for example. In Figure l An efficient greedy algorithm for via moving has been developed for yield-enhancement. Before presenting the algorithm, we introduce some definitions used in the description of our algorithm.
In two-layer grid-based routing, two nets are said to be neighbors if these two nets are overlapping and placed in adjacent grid lines. In gridless routing, however, neighbors are defined as two overlapping nets separated by less than twice the minimum distance required by the design rules. If two nets are not neighbors, they are called disjoint. In Figure 2 , for example, n e t 2 and n e t 3 are neighbors, but net2 and n e t 3 are disjoint. Vias in two neighboring nets are also called neighbors (e.g., via-2 and viaS), and those in two disjoint nets are called disjoint (e.g., via2 and via2). Two vias are said to block each other, if these two vias are both close enough to the same crossing point and further movements of the two vias in particular directions (blocked directions) are impossible. In Figure 2 Our greedy algorithm can be described as follows:
1. For each via i do Find the optimal position (a position that maximises the gain in the weighted critical area) for this via, and record the gain associated with this optimal move. 2. Sort the vias according to their gain values. Choose five vias with the largest positive gain as candidates.
3. From the five Candidates, select a via which has no neighbors and has the largest gain. If no such via exists (i.e., every candidate is a neighbor of at least one of the other candidates), randomly select one via out of the five candidates. The probability of a via to be selected is made proportional to the value of the gain associated with the optimal move of that via.
4.
Move the selected via to its optimal position. Update the optimal moves and the corresponding gain values for the other vias in the same net and for the vias in the neighboring ncets. 5. Check the gain list. If there are positive gains, go to 2; otherwise randomly select one blocked via pair and release them. Continue the process until a via-moving with positive gain is found, and go to 2. Stop if no positive gain can be achieved even after all blocked via pairs have been released.
In step 3, we associate a selection probability with each candidate when there is no via without neighbors. This alli3ws vias with high gains (but not the highest) to have a chance to move. Our experiments show that this approach can usudy lead to a better solution than the pure greedy approach, in which the via with the highest gain is always selected to be moved.
2.2
Following the definitions in [lo, 111, a potential via is a place on a wire segment which can accommodate a via without violating the design d e s . The number and location of potential vias allowed in the layout affect the quality of the layer assignment: the more potential vias are allowed in the routing, the better the result of layer assignment. On the other hand, having too many potential vias makes the optimization problem unnecessarily complex. Based on the results obtained from our greedy algorithm, we find that the following points are good candidates for potential vias (refer to Figure 3 Let the relations among the clusters be represented by a graph G = ( S , E ) , where S is a set of vertices representing clusters, and E is a set of edges representing the relation between any two vertices, s, and s, , in the graph G. There is an edge e,, between s, and s, if and only if there is at least one potential via between these two clusters or these two clusters contain at least one pair of neighboring wire segments as defined in Section 2.1.
The critical area of a cluster consists of two parts. One is the critical area inside the cluster; and the other is t b e critical area between itself and its neighboring clusters.
It is assumed that the costs of an open-circuit fault for both layers are the same, and the costs of short-circuit fault are also the same, i.e., C1, = Cz,, and Cl, = Cz,. Under this assumption, the critical area inside the cluster will remain the same, no matter which class (If, or K 2 ) the cluster is arisigned to. The critical area between clusters s, and si can have two possible values, denoted by w;, and w:, where is the intercluster critical area when clusters si and sj are assig:ned to the same class, and w$ is the critical area when the two clusters are assigned t o diflerent classes.
To each edge e,3, we assign a weight wij equal to:
This weight represents the cost of moving two clusters which were in the same class to different classes and it can be either negative or positive. A negative value means that the critical area between these two clusters will decrease if they are placed in different classes; a positive value has the opposite meaning.
The layer assignment problem can thus be formulated as a network bipartitioning problem of assigning each cluster tc, one of the two classes to obtain a minimum cut between these two classes, i.e., Unfortunately, this graph partitioning problem is NP-complete [12] , and a heuristic algorithm is needed for its isolution. It is reported in [13] that the primal-dual algorithm [l] , which is a variation of the Kernighan-Lin Algorithm [2] , is a better choice than the Fiduccia-Matheyses algorithm [14] . We have therefore employed the first algorithm to find a suboptimal solution to the network bipartitioning problem. The details of the algorithm can be found in [l] .
Experimental ]Results
To test the effectiveness of the presented algorithms, two-layer layouts have been generated for a set of channel routing benchmarks [15] as well as two industrial general routing examples. In the original channel routing layouts, all horizontal wire segments are assigned to the metal2 layer and the vertical wire segments are assigned t o the metal-2 layer, while the two industrial examples are generated using IBM gridless router [16] . The costs for the different types of defects used in the examples are: C, = 15, Cl0 = Cz, = 1, Cl, = Cza = 5 [7] . To simplify the calculations in the channel routing examples, we use the length of the overlap between wire segments in two adjacent rows or columns to represent the critical area for the short-circuit type faults. This simplification is based on the observation that the diameter z of a defect has a density function f(z) that decreases as l/x3 [17] , and therefore, the error introduced by ignoring the critical area between non-adjacent wire segments is small. Since in channel routing all wire segments have the same width, we can use the length of the wire segments to represent the critical area for open-circuit type faults, In the two industrial examples, the distance between two adjacent wire segments can be any value greater than the minimum distance d required by the design rules. To facilitate computation, we define a unit critical area as two unit-length wire segments separated by the distance d. Due to the same reason as in channel routing, we ignore those adjacent wire segments which are separated by a distance greater than 2d. For segments separated by a distance smaller than 2d, we get their critical area by scaling their overlap length by the density function f(z) = l/x3. The same rule is applied to calculate the open-circuit critical area.
The results for these examples are shown in Table 1 . The results show that by applying these two methods, the critical area can be reduced Figure 5 shows the layouts of ex1 in [15] before and after using these yield-enhancement by about lo%, and Algorithm 2 seems to provide a better result than Algorithm 1. layer assignment techniques.
Conclusions
In this paper, we proposed two algorithms for yield-enhancement through layer assignment. The first is a via-moving greedy algorithm which can be used as a postprocessor for layer re-assignment of VLSI layouts. The second algorithm, a network bipartitioning algorithm, can be used for initial layout assignment. The critical area can be reduced by about 10% by applying these two algorithms to the channel routing as well as general routing. It is found that the second algorithm achieves a better result than the first one, possibly due to the greedy nature of the first algorithm which may cause it to reach a local, rather than a global, optimal solution.
The drawback of the proposed techniques is that they can only be used in two-layer routing. The yield enhancement layer assignment algorithms for three-layer and other multi-layer routing require further study.
