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Abstract—When studying boundary value problems for some partial differential equations aris-
ing in applied mathematics, we often have to study the solution of a system of partial differential
equations satisfied by hypergeometric functions and find explicit linearly independent solutions
for the system. In this study, we construct self-similar solutions of some model degenerate
partial differential equations of the second, third, and fourth order. These self-similar solutions
are expressed in terms of hypergeometric functions.
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1. INTRODUCTION AND PRELIMINARIES
A self-similar solution is a solution to some system or equation in which independent variables do
not appear independently, but only in combination. To obtain the desired combination of variables
for a self-similar solution one often uses the methods of the theory of dimensions. The methods
of the theory of dimensions originate from the works of J. Bertrand J., A. Vaschy, subsequently
generalised by H. Weyl.
As an example ([1, p. 113]), we consider the problem of the diffusion of vortices in a viscous
incompressible fluid under the assumption that the motion of the fluid is plane-parallel and the
fluid occupies the entire plane. The motion in question is transient. Suppose that at the initial
moment of time the fluid can potentially move everywhere, except for the pole, which is a trace on
the plane of motion of an infinite rectilinear concentrated vortex with circulation. The equation of
vortex propagation in this case has the form
∂Ω
∂t
= ν
(
∂2Ω
∂r2
+
1
r
∂Ω
∂r
)
, (1)
where Ω is the angular velocity of the fluid particles in concentrated circles, and ν is the coefficient
of kinematic viscosity of the fluid. The solution is sought in the form
Ω (r, t) =
E
νt
ψ (ξ) , ξ =
r2
νt
. (2)
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Substituting (2) into equation (1), we obtain the solution
Ω (r, t) =
E
νt
Ae−
r2
4νt , (3)
where A is determined from the initial condition of the problem. Thus, (3) is a self-similar solution
to equation (1).
It is known that to solve applied problems, one needs to set up a mathematical model of the
problem under consideration. In many mathematical models, degenerate differential equations
appear (especially in gas dynamics, quantum chemistry, in theoretical physics, in the theory of
infinitesimal bending of surfaces of revolution, a momentless theory of shells, etc.).
L.D. Landau and E.M. Lifshits in their article [2] explored the features of the shock wave flow
using the Euler-Tricomi equation
uxx + uyy +
1
3y
uy = 0,
and defined particular solutions of the form
uk = x
2kF
(
−k,−k + 1
2
;−2k + 5
6
; 1 +
4y2
9x2
)
,
where k = ±n
2
,
1
3
± n
2
, n ∈ N0.
Note that the energy absorbed by a non-ferromagnetic conducting sphere placed in an external
inhomogeneous magnetic field is calculated explicitly using the hypergeometric functions of many
variables ([3]).
The hypergeometric functions of Kampe de Feriet also appear in theoretical physics and quantum
chemistry (see e.g. [4]). In the monographs [5] - [7], attention was drawn to the fact that many
problems of supersonic gas dynamics are solved using hypergeometric functions.
Using the method of self-similar solutions in articles [8] - [20], fundamental solutions were found
and in articles [21] - [24] the main boundary-value problems for the generalised axisymmetric
Helmholtz equation were solved.
In this paper, using the method of self-similar solutions, we construct some special solutions of
degenerate partial differential equations that are expressed by hypergeometric functions.
2. A PARABOLIC EQUATION WITH ONE LINE OF DEGENERATION
Consider in the domain Ω = {(x, t) : x > 0, t > 0}, the degenerate parabolic equation
Lu ≡ ut − uxx − 2α
x
ux = 0, α = const > 0. (4)
We seek self-similar solutions of equation (4) in the form
u = Pω (σ) , (5)
where ω = ω (σ) is an unknown function, and where σ = −x2
4t
, P = t−
1
2 . Substituting (5) into
equation (4), we have
Pωσσσ
2
x +
[
2Pxσx + P
(
σxx +
2α
x
σx − σt
)]
ωσ +
(
Pxx +
2α
x
Px − Pt
)
ω = 0. (6)
After elementary calculations, we find
σ2x = −
1
t
σ, 2Pxσx + P
(
σxx +
2α
x
σx − σt
)
= −P 1
t
(
1 + 2α
2
− σ
)
,
Pxx +
2α
x
Px − Pt = 1
2
P
1
t
.
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Therefore, in view of the indicated equalities, the ordinary differential equation (6) has the form
σωσσ +
(
1 + 2α
2
− σ
)
ωσ − 1
2
ω = 0. (7)
It is known ([25]) that the equation
xwxx + (c− x)wx − aw = 0, (8)
has two linearly independent solutions
w1 = c11F1 (a; c;x) = c1e
x
1F1 (c− a; c;−x) ,
w2 = c2x
1−c
1F1 (a− c+ 1; 2 − c;x) = c2x1−cex1F1 (1− a; 2− c;−x) ,
(9)
where the hypergeometric function 1F1 (a; c;x) has the form
1F1 (a; c;x) =
∞∑
m=0
(a)m
(c)mm!
xm,
and
(a)m = Γ (a+m) /Γ (a) = a (a+ 1) (a+ 2) · · · (a+m− 1)
is the Pochhammer symbol ([25]). Therefore, taking into account (9) and (7), we define
ω1 = c11F1
(
1
2
;
1 + 2α
2
;σ
)
, ω2 = c2σ
1−2α
2 1F1
(
1− α; 3− 2α
2
;σ
)
. (10)
Substituting (10) into (5), we finally obtain
u1 (x, t) = c1
1√
t
1F1
(
1
2
;
1 + 2α
2
;−x
2
4t
)
, (11)
u2 (x, t) = c2
1√
t
(
x2
4t
) 1−2α
2
1F1
(
1− α; 3− 2α
2
;−x
2
4t
)
, (12)
two self-similar solutions of equation (4), where c1, c2 are constants. Note that in [26], the boundary
value problems for the equation Lmu = 0 were considered.
3. A PARABOLIC EQUATION WITH TWO LINES OF DEGENERACY
In the domain Ω = {(x, y, t) : x > 0, y > 0, t > 0}, we consider the equation
Lu ≡ ut − uxx − uyy − 2α
x
ux − 2β
y
uy = 0, α, β = const. (13)
The solution to equation (13) is sought in the form
u = Pω (ξ, η) , (14)
where ξ = −x
2
8t
, η = −y
2
8t
, P = t−
1
2 , and ω (ξ, η) is an unknown function. Substituting (14) into
(13), we have
A1ωξξ +A2ωξη +A3ωηη +A4ωξ +A5ωη +A6ω = 0, (15)
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where
A1 = P
(
ξ2x + ξ
2
y
)
, A2 = 2P (ξxηx + ξyηy) , A3 = P
(
η2x + η
2
y
)
,
A4 =
2α
x
Pξx +
2β
y
Pξy − Pξt + 2Pxξx + Pξxx + 2Pyξy + Pξyy,
A5 =
2α
x
Pηx +
2β
y
Pηy − Pηt + 2Pxηx + Pηxx + 2Pyηy + Pηyy,
A6 = −Pt + Pxx + Pyy + 2α
x
Px +
2β
y
Py.
Calculating the values of the coefficients of equation (15), we obtain a system of partial differential
equations 

ξωξξ +
(
1 + 2α
2
− ξ
)
ωξ − ηωη − 1
2
ω = 0
ηωηη +
(
1 + 2β
2
− η
)
ωη − ξωξ − 1
2
ω = 0.
(16)
In the monograph [25], [27] the following system of hypergeometric equations was considered
 xwxx + (c1 − x)wx − ywy − aw = 0ywyy + (c2 − y)wy − xwx − aw = 0 (17)
and 4 linearly independent solutions were found, expressed in terms of the confluent Kummer
functions,
w1 = λ1Ψ2 (a; c1, c2;x, y) , (18)
w2 = λ2x
1−c1Ψ2 (a+ 1− c1; 2− c1, c2;x, y) , (19)
w3 = λ3y
1−c2Ψ2 (a+ 1− c2; c1, 2− c2;x, y) , (20)
w4 = λ4x
1−c1y1−c2Ψ2 (a+ 2− c1 − c2; 2− c1, 2− c2;x, y) , (21)
where λi = const, i = 1, 2, 3, 4, and
Ψ2 (a; c1, c2;x, y) =
∞∑
m,n=0
(a)m+n
(c1)m(c2)nm!n!
xmyn.
In view of (18) - (21), we define
ω1 = λ1Ψ2
(
1
2
;
1 + 2α
2
,
1 + 2β
2
;−x
2
8t
,−y
2
8t
)
,
ω2 = λ2
(
x2
8t
)1−2α
2
Ψ2
(
1− α; 3− 2α
2
,
1 + 2β
2
;−x
2
8t
,−y
2
8t
)
,
ω3 = λ3
(
y2
8t
) 1−2β
2
Ψ2
(
1− β; 1 + 2α
2
,
3− 2β
2
;−x
2
8t
,−y
2
8t
)
,
ω4 = λ4
(
x2
8t
) 1−2α
2
(
y2
8t
) 1−2β
2
Ψ2
(
3− 2α− 2β
2
;
3− 2α
2
,
3− 2β
2
;−x
2
8t
,−y
2
8t
)
.
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Substituting ωi, i = 1, 2, 3, 4, in (14), we obtain the following special solutions of equation (13):
u1 (x, y, t) = λ1
1√
t
Ψ2
(
1
2
;
1 + 2α
2
,
1 + 2β
2
;−x
2
8t
,−y
2
8t
)
, (22)
u2 (x, y, t) = λ2
x1−2α
t1−α
Ψ2
(
1− α; 3− 2α
2
,
1 + 2β
2
;−x
2
8t
,−y
2
8t
)
, (23)
u3 (x, y, t) = λ3
y1−2β
t1−β
Ψ2
(
1− β; 1 + 2α
2
,
3− 2β
2
;−x
2
8t
,−y
2
8t
)
, (24)
u4 (x, y, t) = λ4
x1−2αy1−2β
t2−α−β
Ψ2
(
3− 2α− 2β
2
;
3− 2α
2
,
3− 2β
2
;−x
2
8t
,−y
2
8t
)
, (25)
where λ1, λ2, λ3, λ4 are constants.
4. A DIFFERENTIAL EQUATION OF THE THIRD ORDER WITH ONE LINE OF
DEGENERATION
Consider the equation
Lu ≡ ymuxxx − uyyy = 0, m = const > 0, (26)
in the domain of Ω = {(x, y) : −∞ < x < +∞, y > 0}. Special solutions of equation (26) are sought
in the form
u = Pω (σ) , (27)
where
P = x−3, σ =
(
− 3
x (m+ 3)
y
m+3
3
)3
, β =
m
m+ 3
.
Substituting (27) into equation (26), we find
Aωσσσ +Bωσσ + Cωσ +Dω = 0, (28)
where
A = P
(
ymσ3x − σ3y
)
,
B = 3
[
ymPxσ
2
x − Pyσ2y + P (ymσxσxx − σyσyy)
]
,
C = [3 (ymPxxσx − Pyyσy) + 3 (ymPxσxx − Pyσyy) + P (ymσxxx − σyyy)] ,
D = ymPxxx − Pyyy .
After elementary calculations, we have
A =
33Pym
x3
σ2 (1− σ) ,
B =
33ymP
x3
[
2 + β
3
+
1 + 2β
3
+ 1−
(
3 + 1 +
4
3
+
5
3
)
σ
]
σ,
C =
33ymP
x3
[
2 + β
3
1 + 2β
3
−
(
1 + 1 +
4
3
+
5
3
+ 1 · 4
3
+ 1 · 5
3
+
4
3
· 5
3
)
σ
]
,
D = −3
3ymP
x3
· 1 · 4
3
· 5
3
.
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By the above equalities, from (28) it follows that
σ2 (1− σ)ωσσσ +
[
2 + β
3
+
1 + 2β
3
+ 1−
(
3 + 1 +
4
3
+
5
3
)
σ
]
σωσσ
+
[
2 + β
3
1 + 2β
3
−
(
1 + 1 +
4
3
+
5
3
+ 1 · 4
3
+ 1 · 5
3
+
4
3
· 5
3
)
σ
]
ωσ − 1 · 4
3
· 5
3
ω = 0.
(29)
Thus, we have obtained the ordinary Clausen differential equation ([27]), which has the form
x2 (1− x)wxxx + [c1 + c2 + 1− (3 + a1 + a2 + a3)x] xwxx
+ [c1c2 − (1 + a1 + a2 + a3 + a1a2 + a1a3 + a2a3)x]wx − a1a2a3w = 0.
(30)
The Clausen equation (30) has the following three linearly independent solutions [27]:
w1 = λ13F2

 a1, a2, a3
c1, c2
x

 , (31)
w2 = λ2x
1−c1
3F2

 a1 + 1− c1, a2 + 1− c1, a3 + 1− c1
2− c1, c2 + 1− c1
x

 , (32)
w3 = λ3x
1−c2
3F2

 a1 + 1− c2, a2 + 1− c2, a3 + 1− c2
c1 + 1− c2, 2− c2
x

 . (33)
Note that the Clausen function can be represented as
3F2

 a1, a2, a3
c1, c2
x

 = Γ (c1) Γ (c2)
Γ (a1) Γ (a2) Γ (c1 − a1) Γ (c2 − a2)
×
1∫
0
1∫
0
ξa1−1ηa2−1(1− ξ)c1−a1−1(1− η)c2−a2−1(1− xξη)−a3dξdη,
Re ci > Re ai > 0, i = 1, 2.,
3F2 (a1, a2, a3; c1, c2;x) = 3F2

 a1, a2, a3
c1, c2
x

 = ∞∑
m=0
(a1)m(a2)m(a3)m
(c1)m(c2)mm!
xm.
Taking into account (31) - (33), it follows from (29) that
ω1 (σ) = λ13F2

 1,
4
3
,
5
3
;
2 + β
3
,
1 + 2β
3
;
σ

 , (34)
ω2 (σ) = λ2σ
1−β
3 3F2


4− β
3
,
5− β
3
,
6− β
3
;
4− β
3
,
2 + β
3
;
σ

 = λ2σ 1−β3 F
(
5− β
3
,
6− β
3
;
2 + β
3
;σ
)
, (35)
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ω3 (σ) = λ3σ
2−2β
3 3F2


5− 2β
3
,
6− 2β
3
,
7− 2β
3
;
4− β
3
,
5− 2β
3
;
σ

 = λ3σ 2−2β3 F
(
6− 2β
3
,
7− 2β
3
;
4− β
3
;σ
)
,
(36)
where F (a, b; c;x) is the Gauss hypergeometric function ([25], [27]). Substituting (34) - (36), we
finally find the following special solutions to equation (26):
u1 (x, y) = λ1x
−3
3F2

 1,
4
3
,
5
3
;
2 + β
3
,
1 + 2β
3
;
(
− 3
x (m+ 3)
y
m+3
3
)3 , (37)
u2 (x, y) = λ2x
β−4yF
(
5− β
3
,
6− β
3
;
2 + β
3
;
(
− 3
x (m+ 3)
y
m+3
3
)3)
, (38)
u3 (x, y) = λ3x
2β−5y2F
(
6− 2β
3
,
7− 2β
3
;
4− β
3
;
(
− 3
x (m+ 3)
y
m+3
3
)3)
, (39)
where λ1, λ2, λ3 are arbitrary constants.
5. THE THIRD-ORDER DIFFERENTIAL EQUATION OF THREE VARIABLES
In the domain Ω = {(x, y, t) : x > 0, y > 0, t > 0}, we consider the equation
Lu ≡ xnym ut − tkymuxxx − tkxnuyyy = 0, m, n, k = const > 0. (40)
The solution to equation (40) is sought in the form
u = Pω (ξ, η) , (41)
where
P =
(
2
k + 1
tk+1
)
−1
, ξ = − k + 1
2(n+ 3)3tk+1
xn+3, η = − k + 1
2(m+ 3)3tk+1
ym+3,
α = n/ (n+ 3) , β = m/ (m+ 3) .
Then substituting (41) into (40), we obtain a third-order partial differential equation
A1ωξξξ +A2ωηηη +A3ωξξη +A4ωξηη +A5ωξξ +A6ωξη +A7ωηη +A8ωξ +A9ωη +A10ω = 0, (42)
where
A1 = Pt
k
(
ymξ3x + x
nξ3y
)
, A2 = Pt
k
(
ymη3x + x
nη3y
)
, A3 = 3t
kP
(
ymξ2xηx + x
nξ2yηy
)
,
A4 = 3t
kP
(
ymξxη
2
x + x
nξyη
2
y
)
, A5 = 3t
k
[
ymPxξ
2
x + x
nPyξ
2
y + P (y
mξxξxx + x
nξyξyy)
]
,
A6 = 3t
k [2 (ymPxξxηx + x
nPyξyηy) + P (y
mξxxηx + x
nξyyηy) + P (y
mξxηxx + x
nξyηyy)] ,
A7 = 3t
k
[
ymPxη
2
x + x
nPyη
2
y + P (y
mηxηxx + x
nηyηyy)
]
,
A8 = 3t
k (ymPxxξx + x
nPyyξy) + 2t
k (ymPxξxx + x
nPyξyy) + t
k (ymPxξxx + x
nPyξyy)
+tkP (ymξxxx + x
nξyyy)− xnymPξt,
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A9 = 3t
k (ymPxxηx + x
nPyyηy) + 2t
k (ymPxηxx + x
nPyηyy) + t
k (ymPxηxx + x
nPyηyy)
+tkP (ymηxxx + x
nηyyy)− xnymPηt,
A10 = t
kymPxxx + t
kxnPyyy − xnymPt.
After some calculations, we have
A1 = −Ptkxnym k + 1
2tk+1
ξ2, A2 = −Ptkxnym k + 1
2tk+1
η2, A3 = 0, A4 = 0,
A5 = −Ptkxnym (α+ 2) k + 1
2tk+1
ξ, A6 = 0, A7 = −Ptkxnym (2 + β) k + 1
2tk+1
η,
A8 = −Ptkxnym k + 1
2tk+1
(
2 + α
3
1 + 2α
3
− 2ξ
)
, A9 = −Ptkxnym k + 1
2tk+1
(
2 + β
3
1 + 2β
3
− 2η
)
,
A10 = Pt
kxnym
k + 1
tk+1
.
Therefore, using the indicated equalities from (42), we define

ξ2ωξξξ +
(
2 + α
3
+
1 + 2α
3
+ 1
)
ξωξξ +
(
2 + α
3
1 + 2α
3
− ξ
)
ωξ − ηωη − ω = 0
η2ωηηη +
(
2 + β
3
+
1 + 2β
3
+ 1
)
ηωηη +
(
2 + β
3
1 + 2β
3
− η
)
ωη − ξωξ − ω = 0.
(43)
From the general theory it is easy to determine that the system of hypergeometric equations
 x
2wxxx + (c2 + c1 + 1)xwxx + (c1c2 − x)wx − ywy − aw = 0
y2wyyy + (d2 + d1 + 1) ywyy + (d1d2 − y)wy − xwx − aw = 0
(44)
has 9 linearly independent solutions
w1 (x, y) = F
1;0;0
0;2;2

 a;
−;
−;
c1, c2;
−;
d1, d2;
x, y

 , (45)
w2 (x, y) = y
1−d1F 1;0;00;2;2

 1− d1 + a;
−;
−;
c1, c2;
−;
2− d1, d2 − d1 + 1;
x, y

 , (46)
w3 (x, y) = y
1−d2F 1;0;00;2;2

 1− d2 + a;
−;
−;
c1, c2;
−;
2− d2, d1 − d2 + 1;
x, y

 , (47)
w4 (x, y) = x
1−c1F 1;0;00;2;2

 1− c1 + a;
−;
−;
2− c1, c2 − c1 + 1;
−;
d1, d2;
x, y

 , (48)
w5 (x, y) = x
1−c1y1−d1
×F 1;0;00;2;2

 c1 + d1 − 2− a;
−;
−;
2− c1, 1 + c2 − c1;
−;
2− d1, 1 + d2 − d1;
x, y

 , (49)
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w6 (x, y) = x
1−c1y1−d2
×F 1;0;00;2;2

 c1 + d2 − 2− a;
−;
−;
2− c1, 1 + c2 − c1;
−;
1 + d1 − d2, 2− d2;
x, y

 , (50)
w7 (x, y) = x
1−c2F 1;0;00;2;2

 1− c2 + a;
−;
−;
c1 − c2 + 1, 2− c2;
−;
d1, d2;
x, y

 , (51)
w8 (x, y) = x
1−c2y1−d1
×F 1;0;00;2;2

 c2 + d1 − 2− a;
−;
−;
1 + c1 − c2, 2− c2;
−;
2− d1, 1 + d2 − d1;
x, y

 , (52)
w9 (x, y) = x
1−c2y1−d2
×F 1;0;00;2;2

 d2 + c2 − 2− a;
−;
−;
1 + c1 − c2, 2− c2;
−;
1 + d1 − d2, 2− d2;
x, y

 , (53)
where
F p;q;kl;i;j

 (ap) ;
(αl) ;
(bq) ;
(βm) ;
(ck) ;
(γn) ;
x, y

 = ∞∑
r,s=0
p∏
j=1
(aj)r+s
q∏
j=1
(bj)r
k∏
j=1
(cj)s
l∏
j=1
(αj)r+s
m∏
j=1
(βj)r
n∏
j=1
(γj)sr!s!
xrys (54)
are hypergeometric function of Kampe de Feriet ([27]). Then, in view of (45) - (53), the system of
hypergeometric equations (43) has the following special solutions
ω1 (ξ, η) = F
1;0;0
0;2;2

 1;
−;
−;
2 + α
3
,
1 + 2α
3
;
−;
2 + β
3
,
1 + 2β
3
;
ξ, η

 ,
ω2 (ξ, η) = η
1− β
3 F 1;0;00;2;2

 4− β3 ;
−;
−;
2 + α
3
,
1 + 2α
3
;
−;
4− β
3
,
2 + β
3
;
ξ, η

 ,
ω3 (ξ, η) = η
2 (1− β)
3 F 1;0;00;2;2

 5− 2β3 ;
−;
−;
2 + α
3
,
1 + 2α
3
;
−;
5− 2β
3
,
4− β
3
;
ξ, η

 ,
ω4 (ξ, η) = ξ
1− α
3 F 1;0;00;2;2

 4−α3 ;
−;
−;
4− α
3
,
2 + α
3
;
−;
2 + β
3
,
1 + 2β
3
;
ξ, η

 ,
ω5 (ξ, η) = ξ
1− α
3 η
1− β
3 F 1;0;00;2;2

 α+ β − 53 ;
−;
−;
4− α
3
,
2 + α
3
;
−;
4− β
3
,
2 + β
3
;
ξ, η

 ,
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ω6 (ξ, η) = ξ
1− α
3 η
2 (1− β)
3 F 1;0;00;2;2

 α+ 2β − 63 ;
−;
−;
4− α
3
,
2 + α
3
;
−;
4− β
3
,
5− 2β
3
;
ξ, η

 ,
ω7 (ξ, η) = ξ
2 (1− α)
3 F 1;0;00;2;2

 5− 2α3 ;
−;
−;
4− α
3
,
5− 2α
3
;
−;
2 + β
3
,
1 + 2β
3
;
ξ, η

 ,
ω8 (ξ, η) = ξ
2 (1− α)
3 η
1− β
3 F 1;0;00;2;2

 2α+ β − 63 ;
−;
−;
4− α
3
,
5− 2α
3
;
−;
4− β
3
,
2 + β
3
;
ξ, η

 ,
ω9 (ξ, η) = ξ
2 (1− α)
3 η
2 (1− β)
3 F 1;0;00;2;2

 2α+ 2β − 73 ;
−;
−;
4− α
3
,
5− 2α
3
;
−;
4− β
3
,
5− 2β
3
;
ξ, η

 .
Multiplying each solution by P =
(
2
k + 1
tk+1
)
−1
, we finally get special solutions for equation (40):
u1 (x, y, t) = λ1PF
1;0;0
0;2;2

 1;
−;
−;
2 + α
3
,
1 + 2α
3
;
−;
2 + β
3
,
1 + 2β
3
;
ξ, η

 , (55)
u2 (x, y, t) = λ2Pη
1− β
3 F 1;0;00;2;2

 4− β3 ;
−;
−;
2 + α
3
,
1 + 2α
3
;
−;
4− β
3
,
2 + β
3
;
ξ, η

 , (56)
u3 (x, y, t) = λ3Pη
2 (1− β)
3 F 1;0;00;2;2

 5− 2β3 ;
−;
−;
2 + α
3
,
1 + 2α
3
;
−;
5− 2β
3
,
4− β
3
;
ξ, η

 , (57)
u4 (x, y, t) = λ4Pξ
1− α
3 F 1;0;00;2;2

 4− α3 ;
−;
−;
4− α
3
,
2 + α
3
;
−;
2 + β
3
,
1 + 2β
3
;
ξ, η

 , (58)
u5 (x, y, t) = λ5Pξ
1− α
3 η
1− β
3 F 1;0;00;2;2

 α+ β − 53 ;
−;
−;
4− α
3
,
2 + α
3
;
−;
4− β
3
,
2 + β
3
;
ξ, η

 , (59)
u6 (x, y, t) = λ6Pξ
1− α
3 η
2 (1− β)
3 F 1;0;00;2;2

 α+ 2β − 63 ;
−;
−;
4− α
3
,
2 + α
3
;
−;
4− β
3
,
5− 2β
3
;
ξ, η

 ,
(60)
u7 (x, y, t) = λ7Pξ
2 (1− α)
3 F 1;0;00;2;2

 5− 2α3 ;
−;
−;
4− α
3
,
5− 2α
3
;
−;
2 + β
3
,
1 + 2β
3
;
ξ, η

 , (61)
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u8 (x, y, t) = λ8Pξ
2 (1− α)
3 η
1− β
3 F 1;0;00;2;2

 2α+ β − 63 ;
−;
−;
4− α
3
,
5− 2α
3
;
−;
4− β
3
,
2 + β
3
;
ξ, η

 ,
(62)
u9 (x, y, t) = λ9Pξ
2 (1− α)
3 η
2 (1− β)
3 F 1;0;00;2;2

 2α+ 2β − 73 ;
−;
−;
4− α
3
,
5− 2α
3
;
−;
4− β
3
,
5− 2β
3
;
ξ, η

 ,
(63)
where λ1, . . . , λ9 are constants.
6. A FOURTH-ORDER DIFFERENTIAL EQUATION WITH TWO LINES OF
DEGENERACY
In the domain Ω = {(x, t) : x > 0, t > 0} , we consider the equation
Lu ≡ xnut − tkuxxxx = 0, n, k = const > 0. (64)
Special solutions of equation (64) will be sought in the form
u(x, t) = P (t)ω (σ) , (65)
where
P =
(
1
k + 1
tk+1
)
−1
, σ = − k + 1
(n+ 4)4tk+1
xn+4. (66)
Substituting (65) into equation (64), we define
tkPωσσσσσ
4
x + 6t
kPσxxσ
2
xωσσσ
+tk
[
3Pσ2xx + 4Pσxσxxx
]
ωσσ +
[
tkPσxxxx − xnPσt
]
ωσ − xnPtω = 0.
After some calculations, we have
σ3ωσσσσ +
(
3 +
3 + α
4
+
2 + 2α
4
+
1 + 3α
4
)
σ2ωσσσ +
(
1 +
3 + α
4
+
2 + 2α
4
+
1 + 3α
4
+
3 + α
4
2 + 2α
4
+
3 + α
4
1 + 3α
4
+
2 + 2α
4
1 + 3α
4
)
σωσσ
+
(
3 + α
4
2 + 2α
4
1 + 3α
4
− σ
)
ωσ − ω = 0,
(67)
where α = n/ (n+ 4). From the general theory ([27]) it is known that the equation
x3wxxxx + (3 + c1 + c2 + c3) x
2wxxx+
+(1 + c1 + c2 + c3 + c1c2 + c1c3 + c2c3)xwxx + (c1c2c3 − x)wx − aw = 0,
(68)
has the following special solutions
w1 = λ11F3 (a; c1, c2, c3;x) , (69)
w2 = λ2x
1−c1
1F3 (1− c1 + a; 2− c1, 1 + c2 − c1, 1 + c3 − c1;x) , (70)
w3 = λ3x
1−c2
1F3 (1− c2 + a; 1 + c1 − c2, 2− c2, 1 + c3 − c2;x) , (71)
w4 = λ4x
1−c3
1F3 (1− c3 + a; 1 + c1 − c3, 1 + c2 − c3, 2− c3;x) , (72)
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where λi are constants, i = 1, 2, 3, 4, and
1F3 (a; c1, c2, c3;x) =
∞∑
m=0
(a)m
(c1)m(c2)m(c3)mm!
xm. (73)
Then from equation (67), in view of (69) - (72), taking into account representation (65), it is easy
to determine special solutions to equation (64):
u1 (x, t) = λ¯1
(
1
k + 1
tk+1
)
−1
1F3
(
1;
3 + α
4
,
2 + 2α
4
,
1 + 3α
4
;− k + 1
(n+ 4)4tk+1
xn+4
)
, (74)
u2 (x, t) = λ¯2
(
1
k + 1
tk+1
)
−
9−α
4
x0F2
(
3 + α
4
,
2 + 2α
4
;− k + 1
(n+ 4)4tk+1
xn+4
)
, (75)
u3 (x, t) = λ¯3
(
1
k + 1
tk+1
)
−
6−2α
4
x20F2
(
5− α
4
,
3 + α
4
;− k + 1
(n+ 4)4tk+1
xn+4
)
, (76)
u4 (x, t) = λ¯4
(
1
k + 1
tk+1
)
−
11−3α
4
x30F2
(
6− 2α
4
,
5− α
4
;− k + 1
(n+ 4)4tk+1
xn+4
)
, (77)
where λ¯i are constants, i = 1, 2, 3, 4.
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