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Zusammenfassung
Satellitenaufnahmen von SAR-Sensoren ko¨nnen mittels Radar-Interferometrie ausgewertet
werden, um differentielle Verschiebungen der Erdoberfla¨che im mm-Bereich zu bestimmen. Die
Persistent Scatterer Interferometrie (PSI) ist eine Methode der SAR-Interferometrie, bei der
Stapel von Interferogrammen systematisch nach Ru¨ckstreupunkten durchsucht werden, die u¨ber
la¨ngere Zeit stabil sind und daher als natu¨rliche geoda¨tische Messpunkte zur kontinuierlichen
Beobachtung von Oberfla¨chenbewegungen dienen. Fu¨r diese Punkte wird im Rahmen der
Parameterscha¨tzung der PSI unter anderem die exakte Position sowie die Punktverschiebung
bestimmt. Mit der Entwicklung hochauflo¨sender SAR-Sensoren erschließt sich auch die
Beobachtung von lokalen und kleinra¨umigen komplexen Oberfla¨chendeformationen sowie daraus
resultierenden Geba¨udebewegungen als potentielles Anwendungsgebiet der PSI.
Lokale Bodenbewegungen ko¨nnen anthropogene oder natu¨rliche Ursachen haben. Mit der inten-
siven Bewirtschaftung des Untergrundes ko¨nnen sie insbesondere auch in urbanen Ra¨umen durch
den Menschen induziert werden. Die im Zusammenhang mit aufquellenden Gipskeuperschich-
ten beobachteten Hebungsgebiete sind beispielhaft fu¨r solche lokalen Deformationsereignisse.
Insbesondere in sta¨dtischen Gebieten mu¨ssen sie mo¨glichst fla¨chendeckend und kontinuierlich
beobachtet werden. Die bisherigen Methoden der PSI sind fu¨r die Bewegungsbeobachtung sol-
cher komplexen Deformationsgebiete nur bedingt geeignet, da sie auf der Annahme einer ra¨um-
lich lokal stetigen Oberfla¨chenbewegung basieren. Neben einer fehlerhaften Parameterscha¨tzung
werden bei der Anwendung in solchen Deformationsgebieten deutlich weniger PS-Punkte iden-
tifiziert.
In dieser Arbeit wird der Frage nachgegangen, inwiefern die bestehenden PSI-Ansa¨tze adaptiert
werden ko¨nnen, um sie fu¨r die Untersuchung lokaler Deformationspha¨nomene zuverla¨ssig anwen-
den zu ko¨nnen. Dabei werden die Methoden der Small Baseline Interferometrie beru¨cksichtigt,
um durch eine separate Bestimmung der Modellparameter auf multiplen Interferogrammstapeln
die Effizienz und Robustheit der Parameterscha¨tzung zu erho¨hen und gleichzeitig eine zuverla¨s-
sige Auswahl der PS-Punkte auch bei großen Bewegungsraten zu ermo¨glichen. Fu¨r die auf der
Periodogrammscha¨tzung basierende Parameterbestimmung werden zwei unterschiedliche Ansa¨t-
ze miteinander verglichen, die auf der Singula¨rwertzerlegung beziehungsweise der Anwendung
der schnellen Fourier-Transformation auf interpolierten Beobachtungsdaten beruhen. Anhand
von Tests mit simulierten Daten wird gezeigt, dass mit der Singula¨rwertzerlegung eine genauere
Scha¨tzung der Parameter mo¨glich ist, wa¨hrend die Fourier-Transformation deutlich schneller ist.
Fu¨r eine optimierte PSI-Auswertung wird deshalb eine Kombination beider Methoden in einem
iterativen Ansatz realisiert.
Die Funktionalita¨t der optimierten PSI-Auswertung wird anhand einer Anwendungsstudie ge-
testet, bei der die Bodenbewegungen im Deformationsgebiet in Staufen (Breisgau) untersucht
werden. Mit dem optimierten PSI-Ansatz ko¨nnen generell mehr PS-Punkte identifiziert werden,
wobei in den Bereichen mit Bewegungsraten u¨ber 20 mm/a die Anzahl zuverla¨ssiger PS-Punkte
nahezu verdoppelt wird. Durch die robuste Parameterscha¨tzung werden insbesondere mehr
Punkte an den Fassaden und auf den Da¨chern von Geba¨uden identifiziert. Sie erlauben eine
differenzierte Aussage u¨ber Geba¨udeverkippungen. Zudem wird die systematische Unterscha¨t-
zung der Bewegungsraten behoben, die bei dem Beispiel von Staufen mit der konventionellen
PSI-Auswertung bisher aufgetreten ist.
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Summary
The interferometric analysis of SAR images from spaceborne sensors provides observations of
differential surface displacements with millimeter accuracy. The persistent scatterer interfero-
metry (PSI) is a particular approach which is applied to stacks of SAR images to detect points
with stable back-scatter. They are referred to as persistent scatterers (PS) and serve as natural
geodetic survey points for a continuous and extensive observation of surface displacement. The
main goal of PSI analysis is the detection of reliable PS and a precise parameter estimation,
most of all the exact localization of backscatter points and their displacement rate. The new
generation of high resolution SAR sensors broadens the application of SAR interferometry. Now
local displacement phenomena can be observed in detail, down to a geodetic monitoring of single
buildings.
The origin of local surface displacements can be natural or man-made. The intense use of the
near subsurface in urban areas increases the potential for artificially triggered deformation and
surface displacement. Uplift of Anhydrite rich rock formations, when exposed to water, is just
one example for artificially induced surface displacement. The hitherto existing PSI approaches
are limited in monitoring of local deformation with large displacement rates, as they are based
on spatially continuous surface displacement with reasonable spatial gradients. Despite a defi-
cient parameter estimation, those PSI approaches find only a few persistent scatterers in such
challenging deformation areas.
This work examines the improvement of existing PSI approaches to the application of deforma-
tion monitoring in urban areas, where surface displacement can be heterogeneous and with large
spatial gradients. The new approach is based on the method of small-baseline interferometry
but makes use of multiple interferogram stacks (Multi-SBAS) to guarantee reliable selection of
persistent scatterers, even in scenarios with large displacement rates. Simultaneously this ap-
proach increases the robustness of parameter estimation. The work focuses on the periodogram
based parameter estimation. A singular-value decomposition based approach and a Fast Fouri-
er Transform based approach are developed and comprehensively tested. While the first one is
more precise, the latter persuades with short computation times. An iterative approach using a
combination of both is proposed to obtain fast and precise displacement estimates.
The developed PSI algorithm is applied to an area with local uplift occurring in the city of
Staufen, Germany. The improved PSI approach detects significantly more PS. In areas with large
displacement rates >20 mm/a, the number of PS is nearly doubled compared to the standard
processing. The increased number of observation points provides the opportunity to detect even
the tilting of buildings in addition to ground displacement. The improved PSI algorithm reduces
processing time and resolves systematic underestimation of the surface displacement rates which
have been observed previously.
iii
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Kapitel 1
Einleitung
Die kontinuierliche und fla¨chendeckende Beobachtung der Landoberfla¨che ist eine zentrale Auf-
gabe der Geoda¨sie. Von besonderem Interesse ist dabei die Quantifizierung von Oberfla¨chen-
bewegungen und daraus abgeleiteten Deformationsraten. Sie stellen eine wichtige Eingangsgro¨-
ße fu¨r die Geophysik und benachbarte geowissenschaftliche Disziplinen dar. Basierend auf der
Beschreibung der Oberfla¨chenkinematik ko¨nnen geodynamische Modelle erstellt und validiert
werden. Die Erfassung von Bewegungsraten tra¨gt wesentlich zum Versta¨ndnis großra¨umiger wie
auch kleinra¨umiger dynamischer Prozesse im Untergrund bei.
Neben dem Interesse an den ursa¨chlichen Mechanismen, die zu Oberfla¨chenbewegungen fu¨hren,
ist in urbanen Gebieten eine mo¨glichst kontinuierliche und detaillierte Beobachtung gefragt, um
das Gefahrenpotential von Bodendeformationen fu¨r die Infrastruktur und Bauwerke abscha¨t-
zen zu ko¨nnen [Kratzsch, 1983]. Wa¨hrend bei kontinuierlichen großra¨umigen Bewegungen im
Bereich mehrerer Kilometer die resultierenden Deformationen gering sind, ko¨nnen bei lokalen,
kleinra¨umigen Prozessen im Bereich weniger Meter bis weniger hundert Meter große Deformatio-
nen auftreten. Sie fu¨hren zu Zerrungen und Pressungen der Erdoberfla¨che, die auf Infrastruktur
und Bauwerksgru¨ndung einwirken bis hin zu Verkippungen, Verschiebungen und Deformationen
von Geba¨uden oder Geba¨udeteilen [Fischer, 2009].
Lokale Bodenbewegungen ko¨nnen sowohl durch natu¨rliche Prozesse, als auch anthropogen, durch
die Bewirtschaftung des flachen und tiefen Untergrundes verursacht werden. Zu den natu¨rli-
chen Auslo¨semechanismen geho¨ren unter anderem Quellvorga¨nge und Lo¨sungsprozesse sowie
Bodensetzungen und Hangrutschungen. Mitunter werden solche natu¨rlichen Prozesse durch den
Eingriff des Menschen induziert. Exemplarisch dafu¨r sind lokale Deformationspha¨nomene im Zu-
sammenhang mit aufquellenden Gipskeuperschichten, die in Deutschland vorwiegend in Baden-
Wu¨rttemberg auftreten [Anagnostou, 1992; Schwenk, 2009; Grimm et al. 2014]. Bei solchen in-
duzierten Deformationen ist die Kausalita¨t von der Bewirtschaftung des Untergrundes und den
beobachteten Scha¨den an der Oberfla¨che ha¨ufig eine wichtige Fragestellung. Die kontinuierliche
geoda¨tische Beobachtung kann zur Beantwortung solcher Fragen wesentlich beitragen.
Neben der terrestrischen Vermessung von eigens angelegten Deformationsnetzen und Wie-
derholungsnivellements sowie der GNSS-basierten punktuellen Bewegungsbestimmung ist
die SAR-Interferometrie eine geeignete Methode fu¨r die Beobachtung solcher Prozesse. Sie
basiert auf der interferometrischen Auswertung koha¨renter fla¨chendeckender Aufnahmen von
Radar-Sensoren mit Synthetischer Apertur (SAR), wobei die natu¨rlich vorhandenen Ru¨ckstreu-
punkte der Erdoberfla¨che als Phasenmesspunkte genutzt werden [Massonnet und Feigl, 1998;
Usai, 2001; Hanssen, 2001; Bamler et al. 2008; Ketelaar, 2009]. Neben den kontinuierlichen
SAR-Missionen der Europa¨ischen Raumfahrtagentur, wie ERS 1/2, Envisat und der aktuellen
Sentinel-1-Mission, sind insbesondere die hochauflo¨senden X-Band-Satelliten TerraSAR-X und
TanDEM-X des Deutschen Zentrums fu¨r Luft- und Raumfahrt (DLR) fu¨r die Beobachtung der
Oberfla¨chenbewegung in urbanen Ra¨umen geeignet.
Die Persistent Scatterer Interferometrie (PSI) ist eine Analysemethode fu¨r die Auswertung von
Interferogrammstapeln, bei der aus der Vielzahl von Ru¨ckstreupunkten die fu¨r eine geoda¨ti-
sche Beobachtung in Frage kommenden besta¨ndigen PS-Punkte identifiziert werden [Ferretti
et al. 2001; Kampes, 2005]. PS-Punkte bezeichnen langzeitstabile Punkte der Oberfla¨che, deren
Ru¨ckstreueigenschaften zeitlich konstant sind. Im Rahmen der PSI-Auswertung werden fu¨r diese
PS-Punkte neben der gesuchten Punktbewegung weitere Signalanteile der interferometrischen
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Phase gescha¨tzt, die sich beispielsweise durch die variierende Orbitposition (Basislinie) sowie die
neutrospha¨rische Laufzeitverzo¨gerung ergeben. Im Rahmen der PSI-Auswertung wird auch die
Phasenmehrdeutigkeit der interferometrischen Phase aufgelo¨st.
Bei der PSI-Auswertung ko¨nnen nach Sousa et al. (2011) zwei unterschiedliche Vorgehenswei-
sen unterschieden werden. Bei dem von Ferretti et al. (2001) entwickelten Ansatz werden die
PS-Punkte im Wesentlichen anhand ihrer zeitlichen Phasenvarianz bezu¨glich umliegender Nach-
barpunkte bewertet und ausgewa¨hlt. Um die bewegten Punkte nicht auszuschließen, wird dabei
fu¨r jeden Punkt eine lineare Bewegung modelliert [Ferretti et al. 2001; Kampes, 2005]. Bei der
anderen Gruppe von PSI-Ansa¨tzen werden die PS-Punkte basierend auf der Phasenvariation ge-
genu¨ber den Nachbarpunkten identifiziert, wobei keine explizite Punktbewegung modelliert wird
[Hooper et al. 2004; Van der Kooij et al. 2005]. Fu¨r die Lo¨sung der Phasenmehrdeutigkeit wird
bei beiden Vorgehensweisen eine ra¨umliche und zeitliche Korrelation der Oberfla¨chenbewegung
vorausgesetzt.
Die Small-Baseline-Interferometrie (SBAS) [Berardino et al. 2002; Casu et al. 2006] und die
SqueeSAR-Methode [Ferretti et al. 2011] sind alternative Ansa¨tze zur Auswertung von Interfe-
rogrammstapeln und Ableitung von Bodenbewegungen. Sie wurden entwickelt, um die Nachteile
der basislinienabha¨ngigen Signaldekorrelation, die prima¨r bei der Beobachtung in unbesiedelten
Gebieten auftreten, zu reduzieren. Wa¨hrend die PSI-Verfahren die Interferogrammkombinatio-
nen bezu¨glich einer Master-Szene auswerten, werden bei der SqueeSAR-Methode alle Interfero-
gramme fu¨r die Parameterscha¨tzung beru¨cksichtigt. Bei dem SBAS-Ansatz wiederum werden aus
allen Interferogrammkombinationen diejenigen mit kleiner Basislinie fu¨r die Parameterscha¨tzung
verwendet.
Die Verfahren der PSI-Auswertung wurden prima¨r fu¨r die Beobachtung von großra¨umigen Bewe-
gungen basierend auf den C-Band-Missionen der ESA konzipiert. Eine große Bedeutung kommt
dabei der Scha¨tzung der langwelligen Anteile der interferometrischen Phase zu. Die hochauf-
lo¨senden X-Band-Missionen des DLR haben die Anwendungsmo¨glichkeiten in urbanen Ra¨u-
men erheblich erweitert, sodass auch die Beobachtung von lokalen und punktuellen Bewegungen
mo¨glich ist. Dabei ko¨nnen die vorhandenen Methoden nur bedingt eingesetzt werden. So ist
beispielsweise die ra¨umliche Phasenabwicklung aufgrund der komplexen Abbildungsgeometrie
in urbanen Ra¨umen eine große Herausforderung [Goel, 2013]. Sie wird durch die Variabilita¨t der
Bewegungsrate bei lokalen Deformationsgebieten zusa¨tzlich erschwert. Des Weiteren mu¨ssen die
PS-Punkte genau geokodiert werden, um Bodenpunkte von Ru¨ckstreupunkten auf Hausfassaden
und Da¨chern zu unterscheiden. Letztere ko¨nnen wertvolle Messpunkte fu¨r die Bestimmung von
Hausverkippungen sein. Fu¨r PS-Punkte, die nicht auf dem Boden verortet werden, ist zudem
die Verschiebung durch die temperaturabha¨ngige Ausdehnung von Geba¨uden zu beru¨cksichtigen
[Fornaro et al. 2013].
1.1 Ziel der Arbeit
In dieser Arbeit wird untersucht, inwiefern die Parameterscha¨tzung der PSI-Auswertung fu¨r die
Beobachtung von lokalen Bodenbewegungen in urbanen Ra¨umen optimiert werden kann, um die
SAR-Interferometrie auch im Kontext kleinra¨umiger und komplexer Deformationen, wie sie beim
Gipskeuperquellen beobachtet werden, zuverla¨ssig anwenden zu ko¨nnen. Dabei werden folgende
Schwerpunkte beru¨cksichtigt beziehungsweise hinterfragt:
 Parameterscha¨tzung
Mit der Parameterscha¨tzung basierend auf variablen Interferogrammstapeln ko¨nnen die
u¨berlagernden Signalkomponenten der interferometrischen Phase gezielt unterdru¨ckt
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werden. Es soll untersucht werden, inwiefern die Trennung der Punktbewegung von den
anderen Einflussgro¨ßen des interferometrischen Signals unter Verwendung des selektiven
Ansatzes der SBAS-Methode genutzt werden kann.
 Effizienz
Die Parameterscha¨tzung ist ein zeitaufwa¨ndiger Schritt der PSI-Analyse, der fu¨r jeden po-
tentiiellen PS-Punkt durchgefu¨hrt werden muss. Die Parameterscha¨tzung soll dahingehend
optimiert werden, dass der bisher verwendete grid-search-Ansatz durch eine effizientere
Methode ersetzt wird.
 Ra¨umliche Auflo¨sung
Bei lokalen und stark variierenden Oberfla¨chenbewegungen ist eine mo¨glichst große Anzahl
an PS-Punkten fu¨r die Modellierung und das Versta¨ndnis der Bewegung notwendig. Bei
einer optimierten PSI-Analyse sollen deshalb mehr PS-Punkte identifiziert werden, ohne
dabei die Genauigkeit der Parameterscha¨tzung zu verschlechtern.
 Thermische Punktverschiebung
Durch die temperaturbedingte Ausdehnung kommt es zu einer Relativbewegung von PS-
Punkten an oder auf Bauwerken gegenu¨ber Bodenpunkten. Die temperaturbedingte Ver-
schiebung soll daher in das funktionale Modell integriert werden.
1.2 Aufbau der Arbeit
Im folgenden Kapitel wird eine U¨bersicht der Modellbildung der SAR-Interferometrie gegeben.
Dabei werden Signalanteile des funktionalen Modells sowie das stochastische Modell eines idealen
PS-Punktes detailliert beschrieben.
Die Scha¨tzung der unbekannten Parameter des funktionalen Modells und des Rauschanteils
ist das allgemeine Ziel der Auswertung von Interferogrammstapeln. In Kapitel 3 werden die
verschiedenen Methoden zur Parameterscha¨tzung vorgestellt, wobei die Beschreibung der PSI-
Ansa¨tze im Vordergrund steht. Am Ende des Kapitels wird aus dieser Zusammenstellung das
Optimierungspotential in Hinblick auf die Zielsetzungen dieser Arbeit abgeleitet.
In Kapitel 4 wird der modifizierte Ansatz zur Separation der Parameterscha¨tzung beschrieben.
Es werden zwei Methoden zur Parameterscha¨tzung mittels Periodogrammen vorgestellt und
basierend auf simulierten Daten eingehend validiert und verglichen.
In Kapitel 5 wird die Anwendung der modifizierten Parameterscha¨tzung zur Bestimmung der
Bewegungsraten im Deformationsgebiet von Staufen gezeigt. Es wird der Gesamtablauf der PSI-
Auswertung beschrieben und anhand der Beispieldaten erla¨utert. Die Darstellung der Ergebnisse
wird durch den Vergleich der entwickelten Methode mit der Referenz-Auswertung abgeschlos-
sen.
Das letzte Kapitel fasst die wesentlichen Aspekte der Arbeit zusammen und gibt einen Ausblick
auf mo¨gliche Erweiterungen.
3
1 Einleitung
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Kapitel 2
Modellbildung der SAR-Interferometrie
In diesem Kapitel soll das funktionale Modell fu¨r Interferogrammstapel rekapituliert werden. Da-
bei wird auf die Effekte der variierenden Aufnahmeposition des Sensors eingegangen sowie auf
die zeitliche Variation der beobachteten Oberfla¨che und der Signalausbreitung in der Atmospha¨-
re. Eine grundlegende Beschreibung von SAR und SAR-Interferometrie ist nicht das Ziel dieses
Kapitels. Eine umfassende Einfu¨hrung in die Thematik Satellitenradar und SAR wird in Curlan-
der und McDonough (1991) sowie Ulaby et al. (1986) gegeben, wa¨hrend in den neueren Werken
Jakowatz et al. (1996) und Qiu et al. (2013) auch die neuen und innovativen Aufnahmemodi von
TerraSAR-X und TanDEM-X ausfu¨hrlich beschrieben werden. Hanssen (2001) sowie Curlander
und McDonough (1991) seien als Grundlagenwerke genannt, in denen die Modellbildung und
Anwendung von SAR-Interferometrie detailliert dargelegt wird.
Im ersten Abschnitt dieses Kapitels wird die geometrische Situation einzelner Radaraufnahmen
und daran anknu¨pfend das Standardmodell der interferometrischen Phase von PS-Punkten vor-
gestellt. In den weiteren Abschnitten werden die zusa¨tzlichen Einflu¨sse betrachtet, welche durch
die zeitliche Variation des Signallaufwegs sowie der Bodenru¨ckstreuung entstehen.
2.1 Abbildungsgeometrie von PS-Punkten
Abbildende Radarsensoren sind gepulste aktive Systeme, die einen starken Radarimpuls aussen-
den und den von Objekten an der Erdoberfla¨che zuru¨ckgestreuten Anteil detektieren. Sie arbeiten
im Wellenla¨ngenbereich von wenigen Zentimetern bis Dezimetern. Abbildung 2.1 zeigt die grund-
legende Geometrie eines satellitengestu¨tzten Radarsystems. Die Position eines Ru¨ckstreupunkts
P0 an der Erdoberfla¨che la¨sst sich bezu¨glich des Sensors im Koordinatensystem a-r-s beschrei-
ben, das seinen Ursprung im Phasenzentrum der Antenne hat. Die Azimutrichtung a wird durch
die Bewegungsrichtung der Antenne definiert und fa¨llt mit dem Geschwindigkeitsvektor des Sa-
telliten zusammen. Als Range-Entfernung bezeichnet man die Distanz r vom abgebildeten Punkt
P0 zum Satelliten. Sie liegt je nach Satellit und Einfallswinkel θ zwischen 550 und 850 km. Im
Allgemeinen ist die Blickrichtung des Satelliten senkrecht zum Geschwindigkeitsvektor, sodass
r die ku¨rzeste Verbindung vom Satelliten zum beobachteten Objekt darstellt. Die Ho¨henachse
s steht senkrecht auf der a-r-Ebene und geht durch den Punkt P0. Sie definiert die Ho¨he des
abgebildeten Objekts bezu¨glich der a-r-Ebene. Um eine Verwechslung mit der ellipsoidischen
Ho¨he des Objekts zu vermeiden, wird sie als Range-Ho¨he bezeichnet. Fu¨r |s|  r bildet die s-
Achse zusammen mit Azimut und Range ein lokales zylindrisches Koordinatensystem, in dessen
Ursprungsachse die Flugbahn des Satelliten verla¨uft.
Mit Radarsystemen werden Objekte der Erdoberfla¨che abgebildet. Die Lage der Ru¨ckstreupunk-
te sowie deren Reflektivita¨tseigenschaften ko¨nnen formal durch eine ortsabha¨ngige komplexwer-
tige Reflektivita¨tsfunktion γ(a, r, s) beschrieben werden. Radarsysteme bilden diese Reflektivi-
ta¨tsfunktion in die a-r-Ebene ab. Durch die limitierte Bandbreite und die zeitliche Diskretisie-
rung erha¨lt man eine Abtastung des Signals mit der Auflo¨sung δa in Azimut und δr in Range
(Abb. 2.1). Bei den satellitengestu¨tzten abbildenden Radarsensoren handelt es sich um Systeme
mit synthetischer Apertur (SAR). Dabei wird bewusst eine kleine Antenne mit großer Apertur
gewa¨hlt, sodass ein Punkt wa¨hrend des U¨berflugs mehrfach koha¨rent aufgenommen wird. Durch
die Range-Doppler-Fokussierung wird eine Antenne mit einer kleinen Apertur synthetisiert, wo-
durch die Reflektivita¨tsfunktion mit einer hohen ra¨umlichen Auflo¨sung bestimmt werden kann
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Abbildung 2.1: Abbildungsgeometrie von Radar mit synthetischer Apertur.
[siehe hierzu z. B. Curlander und McDonough, 1991 und Cumming und Wong, 2004]. Die Auflo¨-
sung von abbildendem SAR ist abha¨ngig von den Sensorparametern, der Abbildungsgeometrie
und dem spezifischen Aufnahmemodus. Sie kann in Azimut und Range verschieden sein. Fu¨r
die Beobachtung von Deformationen in urbanen Ra¨umen werden hochauflo¨sende Beobachtungs-
modi genutzt. Typische Auflo¨sungen liegen im Bereich zwischen 1 m (TerraSAR-X, X-Band,
Spotlight-Modus) und 25 m (Envisat, C-Band, Stripmap-Modus).
Eine Ru¨ckstreuzelle bezeichnet eine abgebildete Fla¨che am Boden oder ein durchdrungenes Vo-
lumen, dessen Gro¨ße durch die geometrische Auflo¨sung in Azimut und Range definiert wird. Bei
abbildenden SAR-Systemen ist das Verha¨ltnis von geometrischer Auflo¨sung zur Wellenla¨nge der
Tra¨gerfrequenz (wenige Zentimeter) meist in der Gro¨ßenordnung von 1 : 102. Eine Ru¨ckstreuzelle
kann daher viele Ru¨ckstreupunkte enthalten. Das resultierende Signal ist die richtungsabha¨ngi-
ge und komplexwertige Summe aller Ru¨ckstreubeitra¨ge dieser Auflo¨sungszelle. Vom Sensor wird
letztendlich nur der Anteil registriert, der in Richtung des Satelliten zuru¨ckgestreut wird. Eine
allgemeine analytische Beschreibung des Signals einer Ru¨ckstreuzelle ist aufgrund der Vielfa¨ltig-
keit der Ru¨ckstreuszenarien nicht mo¨glich. Es existieren aber spezifische Modelle zur quantita-
tiven Beschreibung der Ru¨ckstreuung von speziellen Oberfla¨chenbedeckungstypen, z. B. Wasser,
Eis und Vegetation. Eine Einfu¨hrung in Ru¨ckstreumechanismen und -modelle wird z. B. in Ulaby
et al. (1986) (Kap. 11, 12) gegeben.
Fu¨r die interferometrische Zeitreihenanalyse sind solche Ru¨ckstreuzellen von Interesse, bei de-
nen ein Ru¨ckstreuzentrum mit idealerweise zeitlich konstanter Ru¨ckstreuung dominiert. Das
trifft ha¨ufig fu¨r versiegelte und bebaute Fla¨chen in urbanen Gebieten zu, aber auch fu¨r In-
frastrukturleitungen sowie fu¨r natu¨rliche, wenig vera¨nderliche Ru¨ckstreupunkte wie Steine und
Felsen.
6
2.1 Abbildungsgeometrie von PS-Punkten
Das Signal, das am Sensor empfangen wird und nach der Fokussierung als komplexwertiges Bild
mit den diskreten Bildkoordinaten ak und rl vorliegt, kann nach Curlander und McDonough
(1991) als Faltung der wahren Reflektivita¨tsfunktion γ(a, r, s) mit einem laufwegspezifischen
Phasenterm und der Impulsantwort T aufgefasst werden:
yk,l =
∫
s
∫
a
∫
r
T (ak − a, rl − r)γ(a, r, s) exp
(−j 4piλ−1r) dr da ds. (2.1)
Dabei bezeichnet λ die Wellenla¨nge des Sensors und j =
√−1 die imagina¨re Einheit. Die Impuls-
antwort (point spread function) des Sensors ist:
T (a, r) = sinc
( a
δa
)
sinc
( r
δr
)
. (2.2)
Sie ergibt sich aus der Range-Doppler-Fokussierung der Rohdaten. Nach Gleichung (2.1) ist die
durch das Radarsystem abgebildete Reflektivita¨t y die gewichtete Summe aller Ru¨ckstreupunk-
te. Mit der Range-Doppler-Fokussierung wird der Einfluss von Ru¨ckstreupunkten außerhalb der
Auflo¨sungszelle stark abgeschwa¨cht. Nach Fornaro et al. (2003) kann die dreidimensionale Reflek-
tivita¨tsfunktion γ(a, r, s) durch die eindimensionale Funktion γ(s) approximiert werden, wenn
fu¨r die Impulsantwortfunktion in Azimut und Range eine 2-D Dirac-Funktion angenommen wird.
Die Reflektivita¨tsfunktion γ(s) beschreibt damit das summierte Signal aller Ru¨ckstreuer in der
Range-Ho¨he s. Betrachtet man das registrierte Signal an einer bestimmten Azimut- und Range-
position (a0, r0), so kann man Gleichung (2.1) mit dieser Approximation und unter Auslassen
konstanter Indizes vereinfachen zu:
y0 =
∫
s
γ(s) exp
(−j 4piλ−1r0(s)) . (2.3)
Fu¨r das am Sensor registrierte Signal ist nicht nur die Anzahl an Ru¨ckstreuern und deren In-
tensita¨t relevant, sondern auch deren relative Phasenlage. Ru¨ckstreupunkte, die innerhalb einer
Auflo¨sungszelle liegen, ko¨nnen durch eine einzelne SAR-Beobachtung y0 nicht weiter differenziert
werden. Bei der Beobachtung der Oberfla¨che aus verschiedenen Orbitpositionen hat die Anzahl
und Verteilung der Ru¨ckstreupunkte innerhalb einer Auflo¨sungszelle eine Auswirkung auf das
registrierte Signal. Hinsichtlich zeitlich stabiler Ru¨ckstreuzellen ko¨nnen drei Fa¨lle unterschieden
werden:
 Persistent Scatterer (PS) – Die Ru¨ckstreuzelle entha¨lt nur einen dominanten
Ru¨ckstreuer. Der Begriff “PS-Punkt“ bezeichnet damit gleichermaßen die Auflo¨sungszelle
sowie den Ru¨ckstreupunkt. Auf dieser Modellvorstellung basiert der konventionelle und
erfolgreiche Ansatz von PS-Interferometrie.
 Multi-PS – Die Ru¨ckstreuzelle entha¨lt mehrere dominante und zeitlich stabile Ru¨ckstreu-
er. Befinden sich diese Ru¨ckstreuer in unterschiedlicher Range-Ho¨he, so ko¨nnen sie unter
bestimmten Voraussetzungen durch Inversion von Gleichung (2.3) mittels SAR-Tomografie
aufgelo¨st werden. Das interferometrische Modell wird fu¨r diesen Fall sehr viel komplexer.
 Distributed Scattering (DS) – Die Ru¨ckstreuzelle entha¨lt sehr viele Ru¨ckstreuer, bei
denen keiner durch eine besonders starke Ru¨ckstreuintensita¨t hervorsticht. Die Ru¨ckstreuer
sind homogen verteilt. Man spricht daher von distributed scattering.
Das PS- sowie das Multi-PS-Modell spiegeln am ehesten die Situation in urbanen Gebieten wider,
wa¨hrend das DS-Modell in ariden Gebieten sowie bei unbewachsenen Freifla¨chen in la¨ndlichen
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Gebieten dominiert. Nachfolgend soll auf das interferometrische Signal fu¨r den PS- sowie den
Multi-PS-Fall na¨her eingegangen werden.
2.1.1 PS-Interferometrie
SAR-Interferometrie bezeichnet die interferometrische Auswertung von zwei oder mehreren SAR-
Aufnahmen [Curlander und McDonough, 1991; Hanssen, 2001]. Durch die Variation der Satel-
litenbahn innerhalb eines kontrollierten Orbitschlauchs wird das beobachtete Gebiet bei jeder
U¨berfliegung aus einem leicht unterschiedlichen Blickwinkel aufgenommen. In Abbildung 2.2 ist
die geometrische Situation dargestellt, bei der ein Bodenpunkt P von zwei Orbitpositionen M
und S aufgenommen wird. M bezeichnet den gewa¨hlten Referenzorbit. Das von diesem Punkt
aufgenommene SAR-Bild wird als Master-, alle anderen als Slave-Aufnahmen bezeichnet. Die
Basislinie b ist der Verbindungsvektor der Aufnahmepunkte. Sie la¨sst sich in die Anteile b‖
und b⊥ aufspalten. Die Flugrichtung der Satelliten ist senkrecht zur dargestellten r-s-Ebene.
Die Range-Ho¨he gibt die Entfernung des Punktes P bezu¨glich des Punktes P0 an, der sich in
gleicher Range-Entfernung auf einer bekannten Bezugsfla¨che befindet. Als Bezugsfla¨che dient
entweder das Referenzellipsoid WGS84, oder bei Vorliegen eines ausreichend genauen digitalen
Gela¨ndemodells (DGM) die Gela¨ndeoberfla¨che. Die Punktho¨he h ist mit der Range-Ho¨he u¨ber
den lokalen Einfallswinkel θl verknu¨pft.
s
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Abbildung 2.2: Geometrische Verha¨ltnisse bei 2-Pass-Interferometrie. Der Punkt P wird zu zwei Auf-
nahmezeitpunkten von den Orbitpositionen M und S beobachtet. Die interferometrische
Phase entspricht der Differenz der Laufwege. Sie kann als Funktion von r0 und der Ba-
sislinie sowie der Ho¨he u¨ber dem Referenzniveau beschrieben werden.
Die Basislinie b ist sehr viel kleiner als die Distanz vom Sensor zur Oberfla¨che. Unter der
Fernfeldapproximation ko¨nnen die Laufwege r0 und r1 daher als parallel zueinander angesehen
werden [Hanssen, 2001]. Unter dieser Annahme la¨sst sich der Laufweg von S zum Ursprung
von s im Punkt P0 als Differenz von r0 und der parallelen Komponente der Basislinie mit
r1(r0,b) = r0−b‖ beschreiben. Fu¨r jeden anderen Punkt P auf der s-Achse ergibt sich zudem eine
weitere Komponente s−b⊥ senkrecht zur Blickrichtung von der Orbitposition M. Unter Annahme
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der Fernfeldapproximation la¨sst sich damit der Laufweg von einer beliebigen Sensorposition als
Funktion der Basislinie und der Referenzdistanz definieren:
r1(r0,b) =
√(
r0 − b‖
)2
+ (s− b⊥)2 =
(
r0 − b‖
)√
1 +
(
s− b⊥
r0 − b‖
)2
. (2.4)
Wird fu¨r den beobachteten Punkt eine maximale Ho¨he von 10 km u¨ber dem Referenzniveau
angenommen sowie 2 000 m fu¨r die La¨nge der senkrechten und parallelen Basislinien, so ergibt
sich fu¨r den quadratischen Ausdruck unter der Wurzel eine Maximalabscha¨tzung von(
s− b⊥
r0 − b‖
)2
∼ 4.5 · 10−3. (2.5)
Der Wurzelterm in der Gleichung (2.4) la¨sst sich somit in eine schnell konvergierende Taylor-
Reihe entwickeln. Bricht man nach dem linearen Term ab, so erha¨lt man:
r1(r0,b) ≈ r0 − b‖ +
(s− b⊥)2
2
(
r0 − b‖
) (2.6)
= r0 +
(
b2⊥
2
(
r0 − b‖
) − b‖
)
+
(
s2
2
(
r0 − b‖
) − sb⊥
r0 − b‖
)
(2.7)
= r0 + r
r
1 + r
s
1. (2.8)
Die Range-Entfernung r1 kann demnach in Bezug zur Masterposition und zum Referenzpunkt
durch einen konstanten ho¨henunabha¨ngigen Term rr1 beschrieben werden, der die Entfernungs-
differenz zum Referenzpunkt P0 beschreibt, sowie einem Term, der den zusa¨tzlichen Laufweg
aufgrund der tatsa¨chlichen Position von P in der Entfernung s vom Referenzpunkt angibt. Der
s2-Term beschreibt die Phasena¨nderung entlang von s aufgrund der Kru¨mmung der einfallenden
Wellenfront. Wird die Phasenlage des Signals durch diesen Term korrigiert, so entspricht das
dem Geradebiegen der leicht gekru¨mmten einfallenden Wellenfront und beschreibt damit die
sogenannte Range-Cell-Migration entlang der s-Achse. Dieser Anteil muss immer positiv sein,
da der tatsa¨chliche Laufweg zu P geringfu¨gig la¨nger ist. In Abbildung 2.4 (S. 13) ist der Einfluss
dieses Anteils an der interferometrischen Phase fu¨r ein Master-Slave-Interferogramm dargestellt.
Fu¨r die Konfiguration des TerraSAR-X-Satelliten betra¨gt dieser Korrekturterm fu¨r einen Punkt
in 100 m Ho¨he etwa 1 cm. Die Abha¨ngigkeit von der parallelen Basislinie ist sehr gering, und der
Term kann in der Umgebung von (a0,r0) na¨herungsweise als konstant angesehen werden. Die
Korrektur dieser konstanten Gro¨ße ist nur notwendig, wenn der Gesamtlaufweg von Relevanz
ist [Reigber und Moreira, 2000; Fornaro et al. 2003].
Fu¨r die Referenzphase ist der b2⊥-Term sehr viel kleiner als der Anteil, der sich aus der
parallelen Basislinie ergibt. In der Umgebung von r0(k, l) variiert die senkrechte Komponente
der Basislinie nur geringfu¨gig und der Term kann dort als konstant angenommen werden. Auch
hier gilt, dass eine Korrektur nur dann notwendig ist, wenn der Gesamtlaufweg von Interesse
ist.
Master-Slave-Interferogramm
Die Zeitreihenanalyse mittels PS-Interferometrie basiert auf der Auswertung von Interferogram-
men. Sie werden durch die konjugiert komplexe Multiplikation zweier SAR-Aufnahmen gebildet,
die entweder simultan oder sequentiell aufgenommen wurden. Im Weiteren sollen monostati-
9
2 Modellbildung der SAR-Interferometrie
sche Interferogramme betrachtet werden, die aus den Aufnahmen wiederholter U¨berflu¨ge (repeat
pass) gebildet werden.
Beim einfachen Modell der PS-Interferometrie wird davon ausgegangen, dass der prima¨re Anteil
des Signals von einem singula¨ren Punkt, zumindest jedoch aus einer konstanten Ho¨he stammt
(Abb. 2.2). Das empfangene Signal entspricht fu¨r diesen Fall der Faltung eines Dirac-Impulses
mit der Range-Funktion r(s), wobei die abgebildete Intensita¨t genau der Ru¨ckstreuintensita¨t
des Punktes entspricht:
y =
∫
s
|γ|δ(s− sp) exp
(−j 4piλ−1r(s)) ds (2.9)
= |γp| exp (jψp) , (2.10)
wobei ψp =
−4pi
λ
rp ist. (2.11)
Das eigentliche Interferogramm wird aus zwei Szenen durch punktweise Bildung des komplexen
Produkts
g = y0y
∗
1 (2.12)
erstellt. Dabei bezeichnet ∗ den konjugiert komplexen Wert. Bezu¨glich der zeitlichen Abfolge wird
festgelegt, dass Interferogramme immer zeitlich aufsteigend gebildet werden, d. h. die zweite Auf-
nahme in Gleichung (2.12) ist immer die nachfolgende. Wenn zwischen den Aufnahmezeitpunkten
die Ru¨ckstreueigenschaften konstant bleiben, gilt fu¨r die Amplitude des Interferogramms
|g| = |y0|2 = |γ|2, (2.13)
wa¨hrend die Phase der interferometrischen Beobachtung durch die Differenz der Phasenlage
beider Signale gebildet wird:
φ = exp (j (ψ0 − ψ1)) = exp
(
j
4pi
λ
(r1 − r0)
)
. (2.14)
Sie ist auf das Intervall [−pi,+pi] beschra¨nkt und damit mehrdeutig gegenu¨ber der absoluten
Phasendifferenz
ϕ =
4pi
λ
(r1 − r0) = φ+ 2piz mit z ∈ Z. (2.15)
Die Faltung der Phase von ϕ ∈ R nach φ ∈ [−pi,pi] wird in vereinfachter Form durch den
Faltungsoperator
φ =W (ϕ) = arg (exp (jϕ)) (2.16)
ausgedru¨ckt.
Die absolute interferometrische Phase eines PS-Punktes kann unter Beru¨cksichtigung von Glei-
chung (2.6) als Summe von Referenzphase und einer punktho¨henabha¨ngigen Rangedifferenz ϕh
beschrieben werden:
ϕ = ϕref + ϕh =
4pi
λ
(
b2⊥
2
(
r0 − b‖
) − b‖
)
+
4pi
λ
(
s2
2
(
r0 − b‖
) − sb⊥
r0 − b‖
)
. (2.17)
Vernachla¨ssigt man den konstanten Anteil in Gleichung (2.17) und betrachtet nur die Variation
der interferometrischen Phase in der na¨heren Umgebung des Bezugspunkts P0(a0, r0), so fu¨hrt
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dies mit der Argumentation im vorhergehenden Abschnitt auf
ϕ = −4pi
λ
(
b‖ +
sb⊥
r0 − b‖
)
. (2.18)
Unter Beru¨cksichtigung des Einfallswinkels θ0 ergibt sich die in Hanssen (2001) dargestellte
Gleichung der SAR-Interferometrie:
ϕ = ϕref + ϕh = −4pi
λ
b‖ −
4pi
λ
b⊥h
r0 sin θ0
. (2.19)
Sie beschreibt die interferometrische Phase eines Punktes in der Ho¨he h u¨ber dem gewa¨hlten
Referenzniveau. In der klassischen Anwendung der SAR-Interferometrie wird mit der Gleichung
(2.19) die Ho¨he der abgebildeten Punkte u¨ber dem Referenzellipsoid (i. Allg. WGS84) bestimmt.
Dabei ist das Vorzeichen der Terme von der Orientierung der senkrechten und der parallelen Ba-
sislinie abha¨ngig und in der Literatur nicht immer konsistent gewa¨hlt. Die Orientierung wird hier
derart festgelegt, dass die senkrechte Basislinie gleichsinnig zur s-Achse orientiert ist in Richtung
zunehmender Ho¨he und die parallele Basislinie in Blickrichtung des Satelliten positiv ist. In die-
ser Konstellation bildet der Geschwindigkeitsvektor des Satelliten mit den Koordinatenachsen
b⊥ und b‖ ein Rechtssystem. In dem Beispiel in Abbildung 2.2 sind beide Komponenten der
Basislinie positiv. Die Entfernung zum Punkt P ist von der Aufnahmeposition S geringer, da der
Sensor an dieser Position zum einen geringfu¨gig na¨her an der a-s-Ebene liegt (positive parallele
Basislinie) und zum anderen genauso wie der Punkt P in positive Ho¨he verschoben ist (positive
senkrechte Basislinie).
Slave-Slave-Interferogramm
Die Erstellung von Stapeln, bei denen beliebig vielen Slaveszenen auf ein gemeinsames Azimut-
Range-System einer gewa¨hlten Masterszene koregistriert werden, sind die Grundlage der PSI-
Zeitreihenanalyse. Auf der Basis von M koregistrierten Aufnahmen ko¨nnen maximal N =
(M2−M)/2 Interferogramme berechnet werden, von denen M −1 Master-Slave-Kombinationen
nach Gleichung (2.17) sind. Fu¨r Slave-Slave-Interferogrammkombinationen ergibt sich die inter-
ferometrische Phase aus der jeweiligen Range-Differenz bezu¨glich des Masteraufnahmepunkts
(Abb. 2.3). So la¨sst sich beispielsweise die interferometrische Phase der Slaveaufnahmen von den
Orbitpositionen S1 und S2 mit
ϕ = −4pi
λ
(r1 − r2) ≈ −4pi
λ
(
B‖(1,2) +
b2⊥1
r0 − b‖1
− b
2
⊥2
r0 − b‖2
+
sB⊥(1,2)
r0
)
(2.20)
als Linearkombination der Basislinien im gemeinsamen Mastersystem beschreiben, wenn man
die Approximationen
sb⊥1
r0 − b‖1
− sb⊥2
r0 − b‖2
≈ −sB⊥(1,2)
r0
(2.21)
und
s2
r0 − b‖1
− s
2
r0 − b‖2
≈ 0 (2.22)
zula¨sst.B⊥(1,2) undB‖(1,2) bezeichnen dabei die Komponenten der Basisliniendifferenz der beiden
Slaveaufnahmepunkte im Mastersystem. In Abbildung 2.4 sind die Fehlerbetra¨ge dargestellt, die
durch die beiden Approximationen in Kauf genommen werden. Sie liegen selbst bei großen
Basislinien deutlich unter 1 mm. Unter Beru¨cksichtigung von Gleichung (2.6) folgt damit fu¨r die
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interferometrische Phase eines Slave-Slave-Interferogramms:
ϕ = ϕref + ϕh = −4pi
λ
B‖(1,2) −
4pi
λ
B⊥(1,2)h
r0 sin θ0
. (2.23)
s
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Abbildung 2.3: Geometrische Konstellation bei der Erstellung von Interferogrammstapeln. Alle Szenen
sind auf eine Masterszene koregistriert. Die interferometrische Phase fu¨r eine beliebige
Szenenkombination kann als Funktion der Ho¨he sowie der Basisliniendifferenzen im
Mastersystem beschrieben werden.
Die Gleichungen (2.19) und (2.23) sind unter den genannten Approximationen formal identisch.
Daher wird im Allgemeinen nicht weiter zwischen Master-Slave-Interferogrammen und Slave-
Slave-Interferogrammen unterschieden. Die Basislinien B⊥(1,2) und B‖(1,2) geben den senkrech-
ten und parallelen Anteil der Basislinie S1 − S2 im gemeinsamen Master-System an. Sie sind
im Allgemeinen fu¨r keine der beiden Slave-Szenen exakt parallel bzw. senkrecht zur Blickrich-
tungen, stellen jedoch hinreichend genaue Na¨herungswerte dar. Interessant ist, dass durch die
Differenzbildung der Effekt der Range-Cell-Migration bei Slave-Slave-Interferogrammen kleiner
ist als bei Master-Slave-Interferogrammen. Die Verschiebung der Range-Zelle ist in erster Linie
von der Ho¨he des Punktes abha¨ngig. Sie verschwindet bei der Differenzbildung in Slave-Slave-
Interferogrammen nahezu vollsta¨ndig. Fu¨r Master-Slave-Interferogramme muss sie beru¨cksichtigt
werden, sofern die absolute Phasenlage des Ru¨ckstreuers von Interesse ist [Fornaro et al. 2003].
Abbildung 2.4 zeigt den Approximationsfehler fu¨r beide Fa¨lle. Die Werte wurden fu¨r typische
Range-Entfernungen des TerraSAR-X-Satelliten und Basislinien bis maximal 1000 m bestimmt.
Dargestellt sind jeweils die gro¨ßtmo¨glichen Approximationsfehler.
Mit Gleichung (2.23) ko¨nnen alle Interferogrammkombinationen bezu¨glich des gemeinsamen
Mastersystems beschrieben werden. Dieses steht senkrecht auf der Bahntrajektorie der Mas-
teraufnahme am Punkt M (vgl. Abb. 2.3) und wird durch die Achsen der parallelen sowie der
senkrechten Basislinie aufgespannt. Fu¨r die Masterszene muss die Range-Entfernung r0 explizit
bestimmt werden, fu¨r alle anderen Szenen la¨sst sich die Range-Differenz als Funktion von r0 und
den Basislinien ausdru¨cken. Die Ho¨he des Ru¨ckstreuers geht in das Modell unter Einra¨umung der
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Abbildung 2.4: Approximationsfehler durch Weglassen des s2-Terms fu¨r Master-Slave- bzw. Slave-
Slave-Interferogramme (links) sowie durch Linearisierung des s-Terms in Gleichung
(2.21) (rechts). Beide Abbildungen zeigen die gro¨ßtmo¨glichen Approximationsfehler in
mm bei Variation der senkrechten und parallelen Basislinie im Bereich ±1000 m.
beschriebenen Approximationsfehler linear ein. Bei der PS-Interferometrie in urbanen Ra¨umen
ist die Range-Ho¨he s u¨ber dem Referenzniveau nur na¨herungsweise bekannt. Sie kann u¨ber den
linearen Zusammenhang gescha¨tzt werden.
Orbitfehler
Obwohl die Bahnen der Radarsatelliten mit ho¨chstmo¨glicher Pra¨zision bestimmt werden, sind
die Ephemeriden immer auch fehlerbehaftet Der Fehler pflanzt sich in die aus der Orbitposition
abgeleiteten Range-Entfernungen und die Basislinien fort. Fu¨r das funktionale Modell ergibt
sich damit ein zusa¨tzlicher Term fu¨r die Referenzphase, welcher sich aus den Differenzen von
gescha¨tzter und tatsa¨chlicher Range-Entfernung ergibt. Hinzu kommt ein Korrekturterm fu¨r die
ho¨henabha¨ngige Phase:
ϕorb = ϕ
δr
ref + ϕ
δr
h =
4pi
λ
(δrr2 − δrr1) +
4pi
λ
δB⊥h
(r0 + δr0) sin θ0
. (2.24)
Orbitfehler sind zeitlich nicht korreliert, wenn man fu¨r die zeitliche Auflo¨sung den Wiederhol-
zyklus von mehreren Tagen beru¨cksichtigt. Der Referenzphasenfehler ist bei nicht allzu starker
Konvergenz der Orbitbahnen in erster Na¨herung ein ra¨umlich bilineares Signal. Der zweite Term
ist abha¨ngig von der Ho¨he des Ru¨ckstreupunkts u¨ber dem Referenzniveau. Bei einer guten Na¨-
herung des Referenzniveaus ist dieser Term sehr klein, sodass der Phasenanteil aufgrund der
Orbitfehler na¨herungsweise durch den ra¨umlich korrelierten Beitrag
ϕorb ≈ ϕδrref =
4pi
λ
(δrr2 − δrr1) (2.25)
beschrieben werden kann.
Fu¨r TerraSAR-X werden die Ephemeriden in unterschiedlichen Genauigkeitsklassen zur Verfu¨-
gung gestellt. In dieser Arbeit werden Science-Orbits verwendet, fu¨r die eine nominelle (3-D) 1σ
Toleranz von 20 cm angegeben wird [Breit et al. 2010]. Tatsa¨chlich sind die Orbitfehler jedoch
deutlich geringer. So betrug der RMS nach einer Studie von Mittermayer et al. (2010) wa¨hrend
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der Commissioning-Phase im Mittel 2.4 cm. Nimmt man fu¨r die radiale Basislinie und die Kurs-
ablage (cross track error) jeweils einen Fehler von σorb = 3 cm an, so ist δB⊥ = δB‖ = 3
√
2 cm.
Mit dieser Orbitabweichung ergibt sich bei einer Ho¨he von h = 50 m u¨ber dem Referenzniveau
fu¨r den ho¨henabha¨ngigen Phasenterm nach Gleichung (2.24) ein Wert von 2.5 °, was einer Range-
Differenz von 0.1 mm entspricht und die Approximation nach Gleichung (2.25) rechtfertigt.
Die Bestimmung und Korrektur der Orbitphase ist ein wichtiger Teil der Auswertung von In-
terferogrammen, insbesondere wenn Daten der vergangenen C- und L-Band-Missionen genutzt
werden, bei denen die Orbitfehler im dm-Bereich liegen ko¨nnen. Die Orbitphase kann durch ein
bilineares Polynom in Azimut und Range gescha¨tzt und korrigiert werden. In Ba¨hr und Hans-
sen (2012) werden die Orbitkorrekturen u¨ber einen integrierten Ausgleichungsansatz an einem
Interferogrammstapel bestimmt. Der Referenzphasenfehler ϕδrref ist als ra¨umlich korreliertes und
zeitlich unkorreliertes Signal nicht ohne Weiteres von langwelligen atmospha¨rischen Signalen zu
unterscheiden (siehe auch Kapitel 2.3).
2.1.2 Multi-PS-Interferometrie
Im vorherigen Abschnitt wurde vorausgesetzt, dass innerhalb der Auflo¨sungszelle nur ein domi-
nanter Ru¨ckstreuer enthalten ist und die Beitra¨ge aller weiteren Ru¨ckstreuelemente demgegen-
u¨ber klein und in ihrer Summe stochastisch beschreibbar sind (siehe Kapitel 2.4). In der Realita¨t
kann diese Annahme insbesondere in urbanen Gebieten verletzt werden, wenn bei vielschichti-
ger Bebauungsstruktur mehrere dominante Reflektoren zwar in unterschiedlichen Ho¨hen, jedoch
aufgrund des schra¨gen Einfallens innerhalb einer Auflo¨sungszelle liegen. Untersuchungen von
Fornaro et al. (2003), Adam et al. (2008) und Zhu und Bamler (2010) zeigen, dass multiple per-
manente Ru¨ckstreuer in unterschiedlichen Ho¨hen – z. B. entlang einer Hausfassade – sowohl in
hochaufgelo¨sten TerraSAR-X-Daten als auch in geringer aufgelo¨sten Daten von C-Band-Sensoren
zu beobachten sind. So wurden in Adam et al. (2006) basierend auf einer Datengrundlage von 79
ERS-1/2 Aufnahmen der PSIC4-Testregion in Frankreich ca. 15 % der PS-Punkte als multiple PS
mit zwei dominanten Ru¨ckstreuern identifiziert. Tragen mehrere Ru¨ckstreupunkte zum Signal
einer Ru¨ckstreuzelle bei, so ist die Vereinfachung durch einen Dirac-Impuls nach Gleichung (2.9)
nicht mehr zula¨ssig. Vielmehr muss die Intensita¨t und die relative Phasenlage jedes Ru¨ckstreu-
ers beru¨cksichtigt werden. Das am Sensor registrierte Signal kann als Summe von sich spha¨risch
ausbreitenden Wellen verstanden werden, welche ihren Ursprung an den einzelnen Ru¨ckstreu-
zentren entlang der s-Achse haben und deren u¨berlagerte Intensita¨t an der Orbitposition der
m-ten Aufnahme abgetastet wird:
ym =
∑
i
(∫
s
γiδ(s− si) exp
(
−j 4pi
λ
rm,i(s)
)
ds
)
= exp(jψrm)
∑
i
γi exp
(
jψsm,i
)
. (2.26)
Werden zwei Beobachtungen von den Orbitpositionen S1 und S2 kombiniert, so ist das interfe-
rometrische Signal entsprechend:
g = y1y
∗
2 = exp(jϕ
r)
(∑
i
γi exp
(
jψs1,i
))(∑
i
γi exp
(−jψs2,i)
)
. (2.27)
Die Inversion der Gleichung (2.26), also die Bestimmung von Amplitude und Position bzw. Ho¨he
der einzelnen Ru¨ckstreuer aus den Beobachtungen, ist das Ziel der SAR-Tomografie. Bei gu¨ns-
tiger Verteilung der Aufnahmepositionen entlang der senkrechten Basislinie und einer genu¨gend
großen Anzahl an Szenen kann ein diskret abgetastetes ho¨henabha¨ngiges Ru¨ckstreuprofil erstellt
werden, anhand dessen einzelne Ru¨ckstreuer innerhalb einer Auflo¨sungszelle identifiziert werden
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ko¨nnen [z. B. Reigber und Moreira, 2000; She et al. 2002; Goel und Adam, 2012]. Wa¨hrend fu¨r
den Fall eines dominierenden singula¨ren Ru¨ckstreuers die interferometrische Phase linear von
der senkrechten Basislinie abha¨ngt, ist dies beim Multi-PS-Szenario nicht der Fall.
2.2 Punktverschiebung
Die Verschiebung von PS-Punkten ist die eigentliche Zielgro¨ße der geoda¨tischen Auswertung
von PS-Zeitreihen. Anhand der beobachteten Punktverschiebung sollen letztendlich Aussagen
u¨ber die Bodenbewegung getroffen werden. Vera¨ndert sich die Position eines Ru¨ckstreupunkts
zwischen zwei Aufnahmen, so fu¨hrt dies zu einer A¨nderung der Range-Entfernung und damit zu
einem zeitlich variablen Anteil im interferometrischen Signal. Die Bewegung des Ru¨ckstreuers
zwischen den Aufnahmezeitpunkten t1 und t2 kann durch den Verschiebungsvektor d beschrie-
ben werden. Bei kleinen Verschiebungen, im cm-Bereich oder darunter, bleibt die abgebildete
Intensita¨t |y| des Ru¨ckstreuers konstant. Die Punktverschiebung d erzeugt somit ein reines Pha-
sensignal
ϕdef = −4pi
λ
(r1 − r2) = 4pi
λ
(r2 − r1) = −4pi
λ
dlos. (2.28)
Die beobachtete Verschiebung entspricht dem in Blickrichtung des Satelliten (LOS) wirksamen,
d. h. projizierten Anteil des Bewegungsvektors. Er wird durch den von der Range-Richtung und
der Bewegungsrichtung eingeschlossenen Winkel ∠(d, r) bestimmt,
dlos =
d ◦ r
‖r‖ . (2.29)
Die beobachtete Verschiebung dlos stellt durch diese Projektion immer nur einen Teil des ei-
gentlichen Verschiebungsbetrags ‖d‖ dar und kann ohne weitere Information u¨ber die Bewe-
gungsrichtung nur als Minimalabscha¨tzung der tatsa¨chlichen Bodenbewegung dienen. Betrag
und Richtung der Bewegung ko¨nnen aufgelo¨st werden, wenn Beobachtungen aus drei oder mehr
Blickrichtungen vorliegen. In vielen Anwendungsfa¨llen ist die Bewegungsrichtung durch Annah-
men u¨ber die Bewegungsursache und damit verbundene implizite oder explizite Deformations-
modelle festgelegt. Dies trifft beispielsweise bei der Bewegungsanalyse von Hangrutschungen,
Krustenentlastungen oder großra¨umigen Setzungserscheinungen zu. Fu¨r den ha¨ufig auftreten-
den Fall reiner Vertikalbewegung kann die Ho¨hendifferenz eines Punktes unter Beru¨cksichtigung
des lokalen Einfallswinkels θl (vgl. Abb. 2.2) mit:
∆h = h2 − h1 = − λ
4pi
ϕdef
cos θl
(2.30)
bestimmt werden. Die Bewegung wird in Richtung des Sensors positiv definiert. Sie ist damit
im entgegengesetzten Sinn zur Orientierung der parallelen Basislinie bzw. Range-Richtung. Bei
einer Hebung wird eine negative interferometrische Phase beobachtet. Die Orientierung der LOS-
Bewegung dlos wird, wie aus Gleichung (2.28) hervor geht, ebenfalls positiv in Richtung des
Sensors definiert.
Fu¨r das funktionale Modell der PSI ist eine Aufspaltung der Verschiebungsphase in einen zeitlich
linearen Anteil ϕv mit konstanter Geschwindigkeit v sowie einen nichtlinearen Anteil ϕnlin mit
ϕdef = ϕv + ϕnlin = −4pi
λ
vτ − 4pi
λ
dnlin (2.31)
zweckma¨ßig. Dabei bezeichnet τ = t2−t1 die Zeitspanne, die ein Interferogramm abdeckt. Unter
dem Begriff“Verschiebungsphase“ werden alle Prozesse subsumiert, die eine Relativbewegung des
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Punktes verursachen. Neben der linearen und nichtlinearen Bodenbewegung muss in urbanen
Ra¨umen auch die Verschiebung durch thermische Ausdehnung von Bauwerken beru¨cksichtigt
werden, wenn der PS-Punkt z. B. durch ein Ru¨ckstreuzentrum an einer Fassade oder auf dem
Dach eines Hauses realisiert ist. Damit verbunden ist ein weiterer Phasenterm ϕα im funktio-
nalen Modell. Er kann nach Monserrat et al. (2011) in erster Na¨herung als lineare Funktion
der Temperaturdifferenz zweier Aufnahmezeitpunkte ϑ = T2 − T1 beschrieben werden, wobei
damit gleichermaßen eine thermische La¨ngena¨nderung sowie eine thermisch bedingte Neigung
(fu¨r kleine Neigungswinkel) modelliert werden kann:
ϕα = −4pi
λ
αϑ. (2.32)
Der Koeffizient α hat die Einheit m/K. Er beschreibt die integrierte und in LOS projizierte
Verschiebung, die durch eine Temperatura¨nderung an einem Bauwerk hervorgerufen wird. Der
stoffspezifische lineare Ausdehnungskoeffizient α∗ liegt fu¨r die meisten Baustoffe im Bereich von
10−5 K−1 (siehe Tabelle 2.1). Die daraus resultierende Verschiebungsrate kann fu¨r große Geba¨ude
und Bru¨ckenbauwerke Werte um 1 mm/K erreichen [Fornaro et al. 2013; Reale et al. 2013].
Zusammenfassend kann die Verschiebung eines PS-Punktes durch folgende Gleichung beschrie-
ben werden:
ϕdef = −4pi
λ
(vτ + αϑ+ dnlin) . (2.33)
Die Bodenbewegung ergibt sich aus der beobachteten Punktverschiebung abzu¨glich der ther-
misch bedingten Bewegung. Die Scha¨tzung und Trennung der drei Bewegungskomponenten ist
ein zentraler Punkt der geoda¨tischen PSI-Analyse. Auf die Methodik wird in Kapitel 3 na¨her
eingegangen.
Baustoff α∗ in 10−6 K−1
Beton 7-14
Ziegelmauerwerk 6
Stahl 11
Tabelle 2.1: Lineare Ausdehnungskoeffizienten von Baustoffen nach Metzger (2014) und Touloukian et
al. (1975).
2.3 Variation der Signalausbreitung
In der bisherigen Modellbetrachtung wurde von einer idealen Wellenausbreitung im Vakuum aus-
gegangen. Die elektromagnetische Welle durchla¨uft bei Beobachtungen mit erdnahen Satelliten
jedoch einen Teil der Ionospha¨re sowie die gesamte Neutrospha¨re. Die Effekte der dispergieren-
den Ionospha¨re – vor allem Faraday-Rotation und Phasenverzo¨gerung – sind bei Frequenzen
unter 3 GHz erheblich und ko¨nnen insbesondere im L-Band Bereich (1 GHz) einen großen Anteil
des interferometrischen Signals ausmachen. Fu¨r elektromagnetische Wellen im X-Band-Bereich
(10 GHz) hingegen ist die Variation der interferometrischen Phase durch die ionospha¨rische Ak-
tivita¨t so gering, dass sie bei kleinra¨umigen Beobachtungen, wie sie in dieser Arbeit betrachtet
werden, deutlich unterhalb des Phasenrauschens liegt [Brcic et al. 2011; Danklmayer et al. 2009].
Sie werden daher im funktionalen Modell nicht weiter beru¨cksichtigt. Im Gegensatz dazu hat die
Variation der Neutrospha¨re einen erheblichen Einfluss auf die Ausbreitung des Radarsignals und
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die interferometrische Phase. Dies betrifft alle Frequenzbereiche aktiver SAR-Sensoren gleicher-
maßen. Die Auswirkungen auf Amplitude und Phase werden in diesem Abschnitt erla¨utert.
2.3.1 Variation der Signalamplitude
Formen von flu¨ssigem oder festem Wasser in der Tropospha¨re werden unter dem Begriff der Hy-
drometeore zusammengefasst. Die elektromagnetische Welle wird an diesen Partikeln gestreut
und geda¨mpft. Die Effekte sind frequenzabha¨ngig und insbesondere fu¨r X-Band-Systeme rele-
vant, was eindrucksvoll schon bei einer der ersten TerraSAR-X-Aufnahmen beobachtet werden
konnte [Werninghaus und Buckreuss, 2010]. Die Signalda¨mpfung durch Hydrometeore ist pro-
portional zur Frequenz. Nach Danklmayer et al. (2009) sind zwei Effekte zu unterscheiden:
Reflexion
Ein Teil des einfallenden Signals wird direkt zum Sensor reflektiert; der Hydrometeor ist
als helle Reflexion im Radarbild zu erkennen. Meteorologische Radarsysteme zur Bestim-
mung des Niederschlags arbeiten im C-Band und nutzen gerade diese Eigenschaft, um
Niederschlagsgebiete zu kartieren. Eine funktionale Beschreibung der Ru¨ckstreuintensita¨t
an Hydrometeoren wird z. B. in Oguchi (1983) gegeben.
Da¨mpfung
Beim Durchlaufen von Hydrometeoren wird die elektromagnetische Welle durch die Erwa¨r-
mung des Wassers und die diffuse Ru¨ckstreuung an den Niederschlagspartikeln geda¨mpft.
Die Gesamtda¨mpfung la¨sst sich als Integral der spezifischen Da¨mpfung u¨ber den gesamten
Laufweg beschreiben:
A(t) =
∫
r
γa(r, t)dr. (2.34)
Dabei bezeichnet r die Entfernung vom Bodenpunkt zum Sensor und γa(x, t) die orts-
und zeitabha¨ngige spezifische Da¨mpfung entlang des Laufwegs, deren Gro¨ßenordnung und
Schwankungsbreite von den klimatischen Bedingungen im Aufnahmegebiet abha¨ngig ist. In
Danklmayer et al. (2009) wurde bei der Auswertung von TerraSAR-X-Aufnahmen u¨ber tro-
pischem Regenwald im Amazonasgebiet eine Gesamtda¨mpfung bis zu 30 dB wa¨hrend Star-
kregenereignissen beobachtet. Im mitteleuropa¨ischen Raum treten große Niederschlagsra-
ten eher selten auf und die Wahrscheinlichkeit fu¨r eine signifikante Da¨mpfung ist geringer.
So wurden z. B. im Rahmen der XCAL-Kampagne im su¨ddeutschen Raum nur 4 von
168 Aufnahme wa¨hrend eines mittleren bis starken Niederschlagsereignisses aufgezeichnet
[Danklmayer et al. 2009].
Aufgrund der Unsicherheit der Niederschlagsparameter wird im Allgemeinen keine Korrektur
der Da¨mpfung und Reflexion vorgenommen. Vielmehr werden die betroffenen Aufnahmen von
der weiteren Verarbeitung ausgeschlossen. Die Identifizierung solcher Szenen kann durch optische
Interpretation, durch Abgleich mit Aufzeichnungen von Niederschlagsradar oder im Rahmen der
Amplitudenkalibrierung erfolgen.
2.3.2 Neutrospha¨rische Laufzeitverzo¨gerung
Die Neutrospha¨re hat aufgrund ihres geschichteten Aufbaus einen variablen Brechungsindex
gro¨ßer als eins, wodurch die Ausbreitungsgeschwindigkeit des Radarsignals gegenu¨ber der Aus-
breitung im Vakuum verlangsamt ist. Die integrierte Verzo¨gerung entlang des Laufwegs durch
den nicht ionisierten Teil der Atmospha¨re wird als neutrospha¨rische Verzo¨gerung bezeichnet. Die
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damit verbundene Phase la¨sst sich durch Integration u¨ber den Brechungsindex n(z, x, y) entlang
des Laufwegs darstellen:
ψneu(x, y) =
2pi
λ
∫
z
n (z, x, y) dz. (2.35)
Dabei bezeichnen z die vertikale und x, y die horizontalen Koordinaten eines lokalen kartesischen
Systems am Beobachtungspunkt. Die Phasenverzo¨gerung ist vom Einfallswinkel abha¨ngig. Bei
zenitalem Einfall ist sie minimal und betra¨gt fu¨r Beobachtungspunkte auf Meeresniveau etwa
2.5 m. Mithilfe von winkelabha¨ngigen Abbildungsfaktoren (mapping functions) kann die zenitale
Laufzeitverzo¨gerung von Gleichung (2.35) auf beliebige Einfallswinkel projiziert werden (siehe
z. B. Alshawaf, 2013, S. 20–21).
Die neutrospha¨rische Verzo¨gerung wird in einen feuchten und einen trockenen Anteil unter-
schieden. Der feuchte Anteil beschreibt den Effekt, der auf die Wirkung des atmospha¨rischen
Wasserdampfs zuru¨ckzufu¨hren ist. Er ist ra¨umlich und zeitlich sehr variabel. Der feuchte Anteil
betra¨gt typischerweise bis zu 0.4 m. Unter dem trockenen Anteil wird die Verzo¨gerung durch alle
anderen Gase der Neutrospha¨re zusammengefasst. Dieser Anteil ist weniger variabel und kann
auf Basis der atmospha¨rischen Zustandsparameter am Boden mit ga¨ngigen Atmospha¨renmodel-
len gut modelliert werden [Danklmayer et al. 2009]. Obwohl der feuchte Anteil nur 10–20 % der
Gesamtverzo¨gerung ausmacht, ist er eine wesentliche Fehlerquelle der SAR-Interferometrie und
anderer geoda¨tischer Weltraumverfahren.
Die Unterscheidung der Laufzeitverzo¨gerung in einen trockenen und feuchten Anteil ist physika-
lisch motiviert. Demgegenu¨ber wird in der InSAR-bezogenen Literatur oft die eher pha¨nomeno-
logische Unterscheidung in einen lateral homogenen hydrostatischen sowie einen inhomogenen
turbulenten Anteil verwendet. Die hydrostatische Komponente fasst die Anteile der feuchten und
trockenen Laufzeitverzo¨gerung zusammen, die sich durch die Stratifizierung der Neutrospha¨re
ergeben. Die hydrostatische Laufzeitverzo¨gerung ist damit nicht von der lateralen Position, son-
dern ausschließlich von der La¨nge des Laufwegs abha¨ngig. Im Gegensatz dazu beschreibt der
turbulente Anteil den ra¨umlich variablen Anteil der Laufzeitverzo¨gerung, der sich aus der late-
ralen Variation des Refraktivita¨tsprofils ergibt. Dieser Anteil wird im Wesentlichen durch den
vera¨nderlichen Wasserdampfgehalt bestimmt.
In der Literatur wird ha¨ufig von der “atmospha¨rischen Phase“ gesprochen, wobei prima¨r der
Einfluss der neutrospha¨rischen Phasenverzo¨gerung gemeint ist. Wie bereits am Anfang dieses
Abschnitts dargestellt wurde, ist die Variation der ionospha¨rischen Phasenverzo¨gerung bei klein-
ra¨umigen Betrachtungen sehr gering. Fu¨r die Modellformulierung wird in dieser Arbeit daher
davon ausgegangen, dass die neutrospha¨rische Phasenverzo¨gerung die gesamte beobachtete at-
mospha¨rische Phasenverzo¨gerung beschreibt.
Interferogramme bilden die Differenz der neutrospha¨rischen Verzo¨gerung zu zwei Aufnahme-
zeitpunkten ab. Setzt man den gleichen Laufweg zu beiden Aufnahmepunkten voraus, so ist:
ϕneu(x, y) =
2pi
λ
∫
z
[n (z, x, y, t1)− n (z, x, y, t2)] dz = 2pi
λ
∫
z
∆n (z, x, y) dz. (2.36)
Durch die Differenzbildung verschwindet der Absolutwert der neutrospha¨rischen Verzo¨gerung
zum Referenzzeitpunkt. Das Interferogramm beschreibt lediglich die Variation der Phasenver-
zo¨gerung zwischen den Aufnahmen. Sie la¨sst sich zerlegen, indem die A¨nderung des Refrakti-
vita¨tsprofils ∆n als Summe eines mittleren tropostatischen Anteils ∆n¯ sowie eines residualen
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turbulenten Anteils ∆nt aufgefasst wird:
∆n(z, x, y) = ∆n¯(z) + ∆nt(z, x, y). (2.37)
Die tropostatische Laufzeitverzo¨gerung wiederum ist darstellbar als Summe einer mittleren tro-
postatischen Verzo¨gerung, die sich aus dem Laufweg von der mittleren Szenenho¨he h¯ zum Sensor
ergibt, sowie einem kleinen Beitrag, der die Ho¨he h(x, y) des beobachteten Punktes bezu¨glich h¯
beru¨cksichtigt. Damit erha¨lt man fu¨r die neutrospha¨rische Phasenverzo¨gerung den Gesamtaus-
druck
ϕneu(x, y) =
2pi
λ
 L∫
z=h¯
∆n¯(z)dz +
h¯∫
z=h
∆n¯(z)dz
+ 2pi
λ
L∫
z=h
∆nt(z, x, y)dz, (2.38)
wobei L die Gesamtla¨nge des Laufwegs beschreibt. Mit dieser Aufspaltung la¨sst sich die neutro-
spha¨rische Phase als Summe eines u¨ber die Szene konstanten Phasenterms sowie der positions-
abha¨ngigen Komponenten – hydrostatische und turbulente Phase – beschreiben:
ϕneu(x, y) = ϕ
c
neu + ϕ
hy
neu(x, y) + ϕ
tu
neu(x, y). (2.39)
Wird die mittlere Phase eines Interferogramms reduziert, so gilt fu¨r den Erwartungswert der
variablen Anteile der neutrospha¨rischen Phasenverzo¨gerung unter Annahme eines ergodischen
Prozesses [Hanssen, 2001]:
E (ϕ− ϕ¯) = E
(
ϕhyneu(x, y) + ϕ
tu
neu(x, y)
)
= 0. (2.40)
Die interferometrische neutrospha¨rische Phase ϕneu entspricht der Differenz der neutrospha¨ri-
schen Phasenverzo¨gerung ψneu zu den Aufnahmezeitpunkten. Letztere wird auch als Atmospheric
Phase Screen (APS) bezeichnet. Fu¨r sie gilt ebenfalls, dass der Erwartungswert verschwindet,
d. h.
E (ψneu) = 0. (2.41)
Bei einer genu¨gend großen Anzahl an Aufnahmen kann dieses Kriterium als datumsgebende
Bedingungsgleichung genutzt werden, um den APS aus den differenziellen Beobachtungen zu
bestimmen.
Der hydrostatische Anteil in Gleichung (2.39) kann differenzierter als Funktion der Ho¨he be-
schrieben und im Rahmen der interferometrischen Zeitreihenanalyse gescha¨tzt und korrigiert
werden [z. B. Cavalie´ et al. 2007]. In dieser Arbeit ist die Topografie im Untersuchungsgebiet
vergleichsweise gering, sodass sich die separate Scha¨tzung und Korrektur von ϕhyneu(x, y) eru¨b-
rigt.
2.3.3 Varianz der Laufzeitverzo¨gerung
Die Varianz der neutrospha¨rischen Phase ist von der ra¨umlichen Ausdehnung des Beobach-
tungsgebietes sowie dem zeitlichen Abstand der Beobachtungen abha¨ngig. Um eine mo¨glichst
realistische Modellierung der Laufzeitverzo¨gerung zu erreichen, muss auf ein Modell der Varianz
zuru¨ckgegriffen werden. In diesem Abschnitt werde zwei mo¨gliche Modelle vorgestellt.
Durch die große Dynamik der Wasserdampffelder hat der turbulente Anteil der neutro-
spha¨rischen Verzo¨gerung eine Erhaltungstendenz von nur wenigen Stunden. Anhand von
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GPS-Messungen wurde in Emardson et al. (2003) fu¨r beide Anteile eine zeitliche Korre-
lationsla¨nge zwischen einem und drei Tagen bestimmt, die demnach im wesentlichen auf
den hydrostatischen Anteil zuru¨ckzufu¨hren ist. Bei einer Wiederholrate von 11 Tagen oder
einem Vielfachen davon kann man bei TerraSAR-X-Aufnahmen davon ausgehen, dass der
atmospha¨rische Zustand zu zwei Aufnahmezeitpunkten vollsta¨ndig dekorreliert ist.
Der turbulente Anteil der Phasenverzo¨gerung kann nur bei hinreichend detaillierter Beschrei-
bung der Wasserdampfverteilung in der Atmospha¨re modelliert werden [siehe z. B. Alshawaf,
2013]. Ohne dieses Wissen kann das Signal nur mithilfe stochastischer Merkmale wie der Ko-
varianzfunktion, der Strukturfunktion oder u¨ber das Leistungsspektrum beschrieben werden.
Diese Maße ko¨nnen aus den Interferogrammen selbst bestimmt werden, wenn sichergestellt ist,
dass die interferometrische Phase einzig durch die neutrospha¨rische Verzo¨gerung bestimmt ist.
Das Leistungsspektrum beschreibt dann die Varianz der neutrospha¨rischen Phase als Funktion
der Wellenzahl k (vgl. Abb. 2.5). Wie in Hanssen (2001, S. 131 ff.) dargelegt wird, kann das
Leistungsspektrum der neutrospha¨rischen Phase allgemein durch die Kombination zweier Po-
tenzfunktionen gema¨ß
P (k) =

3
2P0
(
k
k0
)−5/3
, fu¨r k < 23 km
−1,
P0
(
k
k0
)−8/3
, fu¨r 23 km
−1 ≤ k < 4 km−1
(2.42)
approximiert werden. Deren Exponenten folgen aus der Turbulenztheorie nach Kolmogorov.
Basierend auf der Auswertung von Interferogrammen im Gebiet Groningen (Niederlande) wird
in Hanssen (2001) der U¨bergang zwischen den beiden Regimen in Gleichung (2.42) bei k =
2/3 km−1 bestimmt. Der Initialwert P0 kennzeichnet die Varianz der neutrospha¨rischen Phase
bei einer Wellenzahl von k0 = 1 km
−1. Die Approximation des Leistungsdichtespektrums durch
eine Potenzfunktion der Form P (k) ∝ (k/k0)−8/3 wurde auch in Goldstein (1995) und Ferretti
et al. (1999) beschrieben.
Fu¨r Entfernungen unter 250 m kann das Leistungsspektrum der interferometrischen Phase nach
Hanssen (2001) durch die Gleichung
P (k) =
1
4
P0
(
k
k0
)−2/3
, fu¨r k > 4 km−1 (2.43)
approximiert werden. Der Exponent β = −2/3 ist eine empirische Gro¨ße, die nicht mit der Tur-
bulenztheorie erkla¨rt werden kann. Vielmehr wird die Varianz u¨ber kurze Entfernungen durch
andere Beitra¨ge zur interferometrischen Phase wie Dekorrelation, Ho¨henfehler und Sensorrau-
schen dominiert. Die Gleichungen (2.42) und (2.43) bieten eine einfache Beschreibung fu¨r den
Verlauf des Leistungsspektrums der interferometrischen Phase. Der Initialisierungsparameter
P0 skaliert lediglich das Leistungsspektrum und ist damit ein Maß fu¨r die Energie der atmo-
spha¨rischen Zusta¨nde zu den Aufnahmezeitpunkten. Er muss fu¨r jedes Interferogramm bestimmt
werden. In der Studie von Hanssen (2001) werden fu¨r den dort analysierten Datensatz Werte
zwischen 0.3 mm2 und 11 mm2 fu¨r P0 angegeben, wobei der Mittelwert bei 3.1 mm
2 liegt. Der
Verlauf des theoretischen Leistungsspektrums nach Gleichung (2.42) ist in der Abbildung 2.5 fu¨r
P0 = 0.3 mm
2 und P0 = 10 mm
2 dargestellt.
Je nach atmospha¨rischen Zustand kann das Signal der Laufzeitverzo¨gerung mehr oder weniger
stark anisotrop ausgepra¨gt sein. Bei Anisotropie ist das Leistungsspektrum nicht mehr radialsym-
metrisch, sondern muss – ebenso wie die Kovarianzfunktion – als richtungsabha¨ngige Funktion
betrachtet werden. In Refice et al. (2011) und Knospe und Jonsson (2010) wurde gezeigt, dass
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eine richtungsabha¨ngige Kovarianzfunktion die Modellierung der neutrospha¨rischen Phase bei
anisotropen Verha¨ltnissen signifikant verbessert.
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Abbildung 2.5: Entfernungsabha¨ngige Varianz der neutrospha¨rischen Phase. Die durchgezogenen Lini-
en zeigen die minimale und maximale Varianz fu¨r die Ergebnisse von Hanssen (2001)
im Vergleich zu den Ergebnissen von Emardson et al. (2003) (gestrichelte Linie).
Die Ausbreitung elektromagnetischer Wellen in der Neutrospha¨re fu¨hrt gleichermaßen in der
SAR-Interferometrie wie auch bei der Positionsbestimmung mittels GNSS zu Laufzeitverzo¨ge-
rungen. Erkenntnisse u¨ber die Phasenverzo¨gerung aus GNSS-Beobachtungen ko¨nnen daher auf
InSAR u¨bertragen werden und umgekehrt. In Emardson et al. (2003) wurde auf der Grundlage
von ca. 800 GPS-Messungen an 126 Stationen eine alternative Formulierung fu¨r die entfernungs-
abha¨ngige Variation der neutrospha¨rischen Phase bestimmt. Demnach kann deren Standardab-
weichung als Funktion der Horizontalentfernung l und der Ho¨hendifferenz ∆h mit
σneu = cl
α + κ∆h (2.44)
beschrieben werden. Fu¨r den von Emardson et al. (2003) analysierten Datensatz wurde im Mittel
die beste Anpassung fu¨r die Parameter α = 0.5, c = 2.5 mm/
√
km und κ = 5 mm/km erzielt. In
Abbildung 2.5 ist die Funktion fu¨r ∆h = 0 km dargestellt. Der Vergleich mit dem Leistungsspek-
trum nach Hanssen (2001) zeigt, dass die Approximation nach Gleichung (2.44) innerhalb der
von Hanssen (2001) beobachteten Variation liegt, die Funktion jedoch eine geringere Steigung
aufweist.
2.4 Variation der Ru¨ckstreuung
Nachdem im vorhergehenden Abschnitt die zeitliche Vera¨nderung der Signalausbreitung entlang
des Laufwegs betrachtet wurde, soll nun das Modell fu¨r die Vera¨nderung der Ru¨ckstreuung am
Boden vorgestellt werden. Im optimalen Fall kann das resultierende Signal einer Ru¨ckstreuzelle
einem dominanten Ru¨ckstreuzentrum – dem PS-Punkt – zugeordnet werden, der idealerweise
eine zeitlich konstante, d. h. koha¨rente Ru¨ckstreuung aufweist. Die beobachtete Oberfla¨che ist
jedoch natu¨rlichen und anthropogenen Vera¨nderungen ausgesetzt. Auch wenn es sich bei der
Ru¨ckstreuung in urbanen Gebieten ha¨ufig um Reflexionen an unvera¨nderlichen Bauwerken han-
delt, so tra¨gt die ungerichtete Ru¨ckstreuung an Vegetation und anderen vera¨nderlichen Objekten
ebenso zur Gesamtru¨ckstreuung einer Auflo¨sungszelle bei. Durch deren zeitliche Variation um-
fasst das Signal immer auch einen stochastischen, inkoha¨renten Anteil. Die Bestimmung der
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Variation der Ru¨ckstreuung ist ein wesentlicher Bestandteil der PS-Analyse. Das Verha¨ltnis von
koha¨renter zu inkoha¨renter Ru¨ckstreuung ist maßgeblich fu¨r die Identifizierung von PS-Punkten
und u¨berdies ein Merkmal fu¨r deren Zuverla¨ssigkeit.
2.4.1 Modell eines idealen PS-Punktes
Im Folgenden soll das Szenario eines PS-Punktes betrachtet werden, bei dem die Gesamt-
ru¨ckstreuung einer Auflo¨sungszelle als Summe eines koha¨renten Ru¨ckstreuers mit der Amplitude
y0 und additivem Rauschen n = nr + jni beschrieben werden kann [Goodman, 1976]:
y = (y0 + nr) + jni = a exp(jψ). (2.45)
Die Abbildung 2.6 zeigt den Phasor mit der 1-σ Aufenthaltswahrscheinlichkeit fu¨r diese Situa-
tion. Wird der stochastische Beitrag n durch reine Gaußsche Ru¨ckstreuung gebildet, so wird er
nach Goodman (1976) als Specklerauschen bezeichnet, fu¨r das Real- und Imagina¨rteil jeweils
eine unabha¨ngige komplexe Zufallsvariable mit der Varianz σ2n = σ
2(nr) = σ
2(ni) bilden.
y0
y=aejψ
Abbildung 2.6: Modell eines PS-Punktes als Summe von koha¨rentem Signal y0 und additivem Speck-
lerauschen mit der Standardabweichung σn.
Die Wahrscheinlichkeitsdichtefunktion der Summe aus koha¨rentem Signal und Specklerauschen
entspricht einer zirkularen Gaußschen Dichteverteilung mit der Varianz σ2n, die um den Betrag
des koha¨renten Signals verschoben ist (vgl. Abb. 2.6). Die Wahrscheinlichkeitsdichte kann nach
Goodman (1976) als bivariate Funktion von Amplitude und Phase dargestellt werden:
p(a, ψ|y0, σn) = a
2piσ2n
exp
(
−a
2 + y20 − 2ay0 cosψ
2σ2n
)
,
a ≥ 0
−pi ≤ ψ < pi. (2.46)
Eine Separation in die univariaten Dichtefunktionen ist nicht mo¨glich. Fu¨r die Randverteilung
der Amplitude erha¨lt man nach Integration u¨ber ψ:
p(a|y0, σn) = a
σ2n
exp
(
−a
2 + y20
2σ2n
)
I0
(
ag0
σ2n
)
, a ≥ 0. (2.47)
I0 bezeichnet die modifizierte Bessel-Funktion erster Art und nullter Ordnung. Die Wahrschein-
lichkeitsdichtefunktion wurde von S. O. Rice bei der Beschreibung von frequenzbegrenzten Signa-
len und additivem Rauschen eingefu¨hrt und wird daher als Rice-Verteilung bezeichnet [Midd-
leton, 1988; Rice, 1948]. Das Signal-Rausch-Verha¨ltnis (signal-to-noise-ratio, SNR) wird durch
das Verha¨ltnis von Signalintensita¨t zu Rauschintensita¨t bestimmt. Fu¨r das additive PS-Modell
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ist das SNR demnach durch den Quotienten
SNR =
y20
2σ2n
(2.48)
definiert. Wird der Rauschanteil gegenu¨ber dem Signal sehr groß, d. h. y0/σn  1, so geht
der Term der Bessel-Funktion in Gleichung (2.47) gegen eins und die Rice-Verteilung geht in
die Rayleigh-Verteilung fu¨r reine Speckle-Ru¨ckstreuung u¨ber. Ist das Signal-Rausch-Verha¨ltnis
hingegen groß, d. h. y0/σn  1, so na¨hert sich die Rice-Verteilung einer Gauß-Verteilung an.
2.4.2 Phasenvarianz
Die Wahrscheinlichkeitsdichtefunktion der Phase erha¨lt man als Randverteilung nach Integration
von Gleichung (2.46) u¨ber die Amplitude [Goodman, 1976]:
p(ψ|y0, σn) = 12pi exp
(
− y20
2σ2n
)
+ y02piσn cosψ exp
(
− y20
2σ2n
sin2 ψ
)
Φ
(
y0
σn
cosψ
)
, fu¨r − pi ≤ ψ < pi
(2.49)
mit der Integralfunktion
Φ
(
y0
σn
cosψ
)
=
1√
2pi
∫ y0
σn
cosψ
−∞
exp
(
−z
2
2
)
dz. (2.50)
Das SNR bestimmt maßgeblich die Auspra¨gung der Dichteverteilung. Ist der Anteil des koha¨-
renten Signals gegenu¨ber dem Rauschen klein, so dominiert der erste Summand in Gleichung
(2.49) und die Dichtefunktion geht in eine konstante Funktion im Intervall [−pi,pi[ u¨ber, mit
p(ψ|y0, σn) = 1
2pi
. (2.51)
Sie entspricht der Dichtefunktion der Phase bei reinem Specklerauschen. Fu¨r diesen Fall gilt fu¨r
den Erwartungswert und die Standardabweichung der Phase
µψ = 0 und (2.52)
σψ =
pi√
3
= 1.814. (2.53)
Im umgekehrten Fall, also bei Dominanz des koha¨renten Signals gegenu¨ber dem Specklerau-
schen, ist die resultierende Phase der Auflo¨sungszelle gaußverteilt um den Erwartungswert des
koha¨renten Signals:
p(ψ|y0, σn) ∼= y0
2piσn
exp
(
− y
2
0
2σ2n
ψ2
)
. (2.54)
Der Erwartungswert der Phase ist auch in diesem Fall µψ = 0, wa¨hrend die Standardabweichung
mit
σψ ∼= σn
y0
(2.55)
approximiert werden kann (vgl. Abb. 2.6).
Die Beschreibung von PS-Punkten nach Gleichung (2.46) ist eine idealisierte Formulierung der
tatsa¨chlichen Ru¨ckstreuverha¨ltnisse. Sie wird dennoch als Standardmodell eines PS-Punktes
angesehen [Ferretti et al. 2001; Hooper, 2006; Kampes, 2005], was mo¨glicherweise auch darin
begru¨ndet ist, dass dieser Signaltyp oft zur Beschreibung koha¨renter elektromagnetischer Signa-
le genutzt wird. Die statistischen Eigenschaften sind in der Literatur ausfu¨hrlich beschrieben,
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beispielsweise bei der Darstellung von verrauschten monofrequenten Signalen im Kontext der
Datenu¨bertragung [Rice, 1948] sowie bei Speckle-Pha¨nomenen im Zusammenhang mit koha¨ren-
ter Strahlung im optischen Spektrum [Rigden und Gordon, 1962; Goodman, 1975]. Sie soll daher
auch in dieser Arbeit fu¨r die Modellierung von PS-Punkten verwendet werden.
2.4.3 Amplitudendispersion
In Gleichung (2.55) ist die Phasenstandardabweichung eines PS-Punktes als Quotient der Stan-
dardabweichung des Specklerauschens und der Signalamplitude definiert. Bei der Beobachtung
von PS-Punkten sind beide Gro¨ßen zuna¨chst unbekannt. Sie ko¨nnen jedoch bei Vorliegen meh-
rerer Beobachtungen y u¨ber die Amplitudendispersion Da gescha¨tzt werden, die als Verha¨ltnis
von Standardabweichung σa und Mittelwert µa der Signalamplitude definiert ist [Ferretti et al.
2001]:
σψ ∼= σn
y0
∼= σa
µa
= Da. (2.56)
Bei einem großen SNR entspricht die Amplitudendispersion dem Verha¨ltnis von Rauschampli-
tude zu Signalamplitude. Gleichzeitig ist dieser Quotient anna¨hernd gleich der Phasenstandard-
abweichung. Damit bietet die Amplitudendispersion die Mo¨glichkeit die Phasenstabilita¨t einer
Ru¨ckstreuzelle u¨ber einen phasenunabha¨ngigen Proxy zu beurteilen. Bis zu einem Wert von
σn = 0.3 ist diese Approximation hinreichend genau. Die Amplitudendispersion ist bis zu die-
sem Wert ein direktes Maß fu¨r das Phasenrauschen der Ru¨ckstreuzelle. Daru¨ber hinaus ist der
Quotient nicht mehr proportional zum Phasenrauschen, sondern konvergiert fu¨r gro¨ßer werdende
σn gegen den theoretischen Grenzwert von Da,max = 0.523 [Goodman, 1976; Ferretti et al. 2001].
Die Bestimmung des Rauschlevels σn aus der gescha¨tzten Amplitudendispersion ist daher fu¨r
Da > 0.3 zunehmend ungenau und aufgrund der Konvergenz sowie der Streuung des Scha¨tzers
fu¨r Da > 0.4 ein schlecht gestelltes Problem. Auch die Phasenstandardabweichung ist nur in
einem begrenzten Intervall eine gute Approximation fu¨r das Verha¨ltnis von Rauschamplitude
zu Signalamplitude. Fu¨r σn > 4 konvergiert sie gegen den theoretischen Grenzwert fu¨r reines
Specklerauschen nach Gleichung (2.53).
2.5 Koha¨renzscha¨tzung von PS-Punkten
Die Koha¨renz ist das komplexwertige Maß fu¨r die Korrelation zeit- und/oder ortsabha¨ngiger
Signale und damit eine zentrale Gro¨ße bei der Beurteilung von Interferogrammen. Sie ist definiert
u¨ber den Ensemblemittelwert des normierten, konjugiert komplexen Produkts
γ(x1, x2, t1, t2) =
E (y(x1, t1) y
∗(x2, t2))√
E
(
|y1(x1, t1)|2
)
E
(
|y2(x2, t2)|2
) . (2.57)
Dabei kann die Koha¨renz sowohl zwischen verschiedenen Orts- als auch Zeitpunkten bestimmt
werden. Die Koha¨renzmagnitude |γ| kann Werte zwischen 0 (keine Korrelation) und 1 (perfekte
Korrelation) annehmen. Ein Koha¨renzverlust wird daher als Dekorrelation bezeichnet. Im Fall
der SAR-Interferometrie wird die Koha¨renz genutzt, um die zeitliche und ra¨umliche Variation
der Ru¨ckstreuung zu quantifizieren. Bei optimal arbeitenden SAR-Sensoren ist das abgestrahl-
te Signal immer maximal koha¨rent. Ein Koha¨renzverlust ist daher mit einer Vera¨nderung der
Signalausbreitung oder mit variierenden Ru¨ckstreueigenschaften verbunden. Die Koha¨renz er-
mo¨glicht eine Aussage u¨ber die Besta¨ndigkeit der Ru¨ckstreueigenschaften.
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2.5 Koha¨renzscha¨tzung von PS-Punkten
Nach Zebker und Villasenor (1992) ist die Koha¨renzmagnitude u¨ber das Signal-Rausch-
Verha¨ltnis eines Signals darstellbar:
|γ| = SNR
SNR + 1
. (2.58)
Fu¨r signalstarke PS-Punkte, bei denen die Wahrscheinlichkeitsdichtefunktion der Phase durch
Gleichung (2.54) hinreichend gut beschrieben werden kann, ist die Koha¨renz aus der Phasenva-
rianz der interferometrischen Phase σ2ϕ mit
|γ| =
√
1
2σ2ϕ + 1
(2.59)
ableitbar [Just und Bamler, 1994]. Fu¨r stationa¨re PS-Punkte ist
σ2ϕ =
√
2σ2ψ. (2.60)
Die Funktionen γ(SNR) und γ(σn) sind im Anhang A.2 abgebildet.
2.5.1 Bestimmung der zeitlichen Dekorrelation
Bei monostatischen SAR-Systemen gibt es zu jedem Ort und Zeitpunkt nur einen Beobachtungs-
wert. Die Scha¨tzung des Erwartungswerts u¨ber mehrere Ensembles ist daher nicht mo¨glich. Unter
der Annahme von Ergodizita¨t und Stationarita¨t der Beobachtungszeitreihe kann die Koha¨renz-
magnitude an einem Ort ausgehend von Gleichung (2.57) als Funktion der Zeitdifferenz τ mit
|γ(τ)| = |E (y(t) y
∗(t+ τ))|
E
(
|y(t)|2
) =
∣∣∣∣∣ limT→∞ T/2∫−T/2 y(t) y∗(t+ τ)dt
∣∣∣∣∣
lim
T→∞
T/2∫
−T/2
|y(t)|2 dt
(2.61)
bestimmt werden. Bei SAR-Zeitreihen ist das Signal zeitlich diskret abgetastet, wobei das mi-
nimale Abtastintervall τ0 durch den Wiederholzyklus des Orbits bestimmt wird. Im Falle des
Satelliten TerraSAR-X ist τ0 = 11 d. Fu¨r eine diskrete Zeitreihe mit m = 1 . . .M Aufnahmen zu
den Zeitpunkten tm geht die Formulierung von Gleichung (2.61) in eine Summe u¨ber und man
erha¨lt die Koha¨renzmagnitude als diskrete Funktion der Zeitverschiebung τ = mτ0 mit
γτ =
∣∣∣∣ Mτ∑
m=1
y(tm) y
∗(tm + τ)
∣∣∣∣√
Mτ∑
m=1
|y(tm)|2
Mτ∑
m=1
|y(tm + τ)|2
, fu¨r (tm + τ) ≤ T. (2.62)
Dabei muss beru¨cksichtigt werden, dass durch das Einlaufen des Korrelationskerns die Anzahl der
nutzbaren Datenpunkte Mτ fu¨r gro¨ßer werdende τ abnimmt und die Scha¨tzung somit zunehmend
ungenauer wird.
Die Koha¨renzscha¨tzung nach Gleichung (2.62) kann als Maß genutzt werden, um die Zuverla¨ssig-
keit von Ru¨ckstreupunkten in Interferogrammen im Zuge ihrer zeitlichen Stabilita¨t differenzierter
zu betrachten. In verschiedenen Arbeiten wurde die zeitliche Dekorrelation in Abha¨ngigkeit von
der Landbedeckung untersucht, so z. B. in Hao et al. (2008), Ahmed et al. (2011) und Parizzi
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et al. (2010). Dabei wurde die Koha¨renzscha¨tzung u¨ber die ra¨umliche Mittelwertbildung unter
der Annahme lokaler Homogenita¨t nach Hanssen (2001, S. 96 ff) genutzt. Die Koha¨renzscha¨tzung
nach (2.62) stellt eine mo¨gliche Alternative zur punktweisen Bestimmung der zeitlichen Dekorre-
lation dar, wobei alle mo¨glichen Interferogrammkombinationen der Aufnahmen in die Scha¨tzung
eingehen. Im Rahmen der ga¨ngigen PSI-Auswertung wird die Scha¨tzung nach Gleichung (2.62)
bisher nicht genutzt. Jedoch wird bei der SqueeSAR-Methode nach Ferretti et al. (2011) die
gesamte Koha¨renzmatrix durch Scha¨tzung der Koha¨renz zwischen allen Interferogrammen be-
stimmt (siehe Seite 42 ff.).
2.5.2 Phasenkoha¨renz
Nach dem Modell eines idealen PS-Punktes ist die stochastische Komponente zeitunabha¨ngig.
Damit ist auch die Koha¨renz eines idealen PS-Punktes konstant und entspricht dem Erwartungs-
wert aller γτ :
γps = E (γτ ) , (2.63)
wobei in dem Fall der Erwartungswert u¨ber alle Interferogramm-Teilmengen identisch ist zum
Erwartungswert u¨ber alle Interferogramme. Nutzt man fu¨r das n-te Interferogramm die verku¨rzte
Schreibweise
gn = y(tu)y
∗(tv) = yn,u y
∗
n,v, (2.64)
so ergibt sich fu¨r den Koha¨renzscha¨tzer eines PS-Punktes
|γˆps| =
∣∣∣∣ N∑
n=1
gn
∣∣∣∣√
N∑
n=1
|yn,u|2
N∑
n=1
|yn,v|2
. (2.65)
Fu¨r die Bestimmung der Koha¨renz ist es unerheblich, ob eine Szene als Master (yn,u) oder Slave
(yn,v) in das Interferogramm eingeht. Da jede Szene an M − 1 Interferogrammkombinationen
beteiligt ist, ko¨nnen die Interferogramme genau so gebildet werden, dass fu¨r ungeradzahlige M
im Ausdruck des Nenners jede Szene genau (M − 1)/2-mal als Master und genauso oft als Slave
erscheint. Zieht man diesen Faktor aus der Summe und beru¨cksichtigt, dass die Summenterme
identisch sind, so folgt fu¨r den Koha¨renzscha¨tzer eines PS-Punktes schließlich:
|γˆps| =
∣∣∣∣ N∑
n=1
gn
∣∣∣∣
N∑
n=1
|yn|2
=
2
M − 1
∣∣∣∣ N∑
n=1
gn
∣∣∣∣
M∑
m=1
|ym|2
. (2.66)
Die Umformulierung des Nenners hat dabei prima¨r rechentechnische Vorteile, da fu¨r PSI-Stapel
mit mehr als 20 Szenen M  N ist.
In Ferretti et al. (2001) wird unter der Annahme der Unabha¨ngigkeit des Erwartungswertes der
Reflektivita¨t y vom Erwartungswert der Phase φn die Phasenkoha¨renz
γφ =
E (|gn|)
E
(
|yn|2
) ≈ E (y2)E (exp(jφn))
E (y2)
= E (exp(jφn)) (2.67)
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definiert. Der Scha¨tzer fu¨r dieses Koha¨renzmaß ist demnach:
γˆφ =
1
N
∣∣∣∣∣
N∑
n=1
exp (jφn)
∣∣∣∣∣ . (2.68)
Die Phasenkoha¨renz nutzt daher nur eine der zwei stochastischen Gro¨ßen – Amplitudenvarianz
und Phasenvarianz –, die einen PS-Punkt charakterisieren. Ein Vergleich der beiden Scha¨tzer γˆφ
und γˆps ist in Abbildung 2.7 als Funktion der wahren Koha¨renz dargestellt. Dafu¨r wurden analog
zu der Vorgehensweise in Abschnitt 2.4 PS-Punkte mit variablem Rauschanteil modelliert, wobei
fu¨r jeden PS-Punkt eine Zeitreihe mit 39 Aufnahmen modelliert wurde. Die dargestellten Ergeb-
nisse zeigen die Mittelwerte der Scha¨tzer u¨ber jeweils 106 Realisationen. Die wahre Koha¨renz
kann fu¨r ein gegebenes Rauschniveau σn mit (2.48) und (2.58) bestimmt werden. Die Abbildung
zeigt, dass die Phasenkoha¨renz von der tatsa¨chlichen Koha¨renz im Allgemeinen sta¨rker abweicht
als der Scha¨tzer γˆps. Insbesondere im Bereich zwischen 0.7 und 0.9 weicht die Phasenkoha¨-
renz bis zu 8 % von dem tatsa¨chlichen Wert ab. Wegen der deutlich geringeren systematischen
Abweichungen ist der Koha¨renzscha¨tzer nach (2.66) damit vor allem bei Koha¨renzen u¨ber 0.5
erwartungstreuer. In den ga¨ngigen PSI-Ansa¨tzen wird die Phasenkoha¨renz zur Scha¨tzung der
Zuverla¨ssigkeit eines PS-Punktes genutzt. In dieser Arbeit wird die Koha¨renz der PS-Punkte
nach Gleichung 2.66 auf dem vollen Interferogrammstapel gescha¨tzt (s. a. Anhang A.1).
Abbildung 2.7: Abweichung der Scha¨tzer γˆps und γˆφ von der wahren Koha¨renz. Fu¨r das Beispiel wur-
den PS-Punkte mit 39 Aufnahmezeitpunkten (741 Interferogramme) fu¨r verschiedene
Rauschlevel σn modelliert, wobei jeweils die Mittelwerte u¨ber 10
6 Realisationen darge-
stellt sind.
Auch wenn der Scha¨tzer γˆps geringfu¨gig bessere Ergebnisse erzielt, so zeigt auch dieser die fu¨r
Koha¨renzscha¨tzer typische systematische Abweichung. Der Bias ist insbesondere bei niedrigen
Koha¨renzen stark ausgepra¨gt und abha¨ngig von der Gro¨ße der zugrundeliegenden Stichprobe.
Er existiert gleichermaßen fu¨r den zeitlichen wie auch fu¨r den ra¨umlichen Scha¨tzer. In Tough et
al. (1995) und Touzi et al. (1999) werden Bias und Standardabweichung fu¨r letzteren hergeleitet
und diskutiert.
2.6 Zusammenfassung
In den vorangegangenen Abschnitten wurde das Modell von PS-Punkten in der SAR-
Interferometrie vorgestellt. In Analogie zu der terrestrischen Vermessung ko¨nnen sie als
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langzeitstabile Festpunkte angesehen werden, die jedoch nicht physisch realisiert sind. Es
wurden die Effekte der Signalausbreitung sowie der Punktbewegung auf Amplitude und Phase
der interferometrischen Beobachtungen solcher Punkte diskutiert. Die Ru¨ckstreuamplitude
von Ru¨ckstreuzellen, insbesondere aber deren Signal-Rausch-Verha¨ltnis und die Variabilita¨t
in Abha¨ngigkeit von der senkrechten Basislinie geben Auskunft, ob die Modellannahme eines
singula¨ren PS-Punktes fu¨r eine Ru¨ckstreuzelle zula¨ssig ist und sie damit als zuverla¨ssiger
Beobachtungspunkt aufgefasst werden kann. Ein PS-Punkt kann mehr oder weniger gut als
Beobachtungspunkt geeignet sein. Die Koha¨renz und die Phasenstandardabweichung sind
geeignete Maße zur Bewertung der Punktqualita¨t.
Die interferometrische Phase eines PS-Punktes ist die Summe aller Phasenkomponenten, die in
den vorangegangenen Abschnitten besprochen wurden:
φ = ϕref + ϕorb + ϕh + ϕα + ϕv + ϕnlin + ϕneu + ϕnoise + ϕuw. (2.69)
Dabei bezeichnet
ϕuw = φ− ϕ = 2piz fu¨r z ∈ Z (2.70)
die Phasenmehrdeutigkeit. Sie wird durch ra¨umliche und/oder zeitliche Phasenabwicklung (phase
unwrapping) ermittelt.
Die Signalanteile und das Phasenrauschen ϕnoise in Gleichung (2.69) haben unterschiedliche
Korrelationsla¨ngen:
 Die Anteile ϕorb, ϕref und ϕneu sind ra¨umlich korreliert bis hin zur Ausdehnung der ge-
samten Szene, wa¨hrend sie zeitlich unter Beru¨cksichtigung der Orbitwiederholrate als un-
korreliert angesehen werden ko¨nnen. Bei den ga¨ngigen PSI-Ansa¨tzen wird die nichtlineare
Bewegung ϕnlin ebenfalls als ra¨umlich korreliertes Signal angesehen, wobei die Korrelati-
onsla¨nge auch innerhalb weniger Bildpunkte liegen kann.
 Die Komponenten ϕh und ϕα werden bei der Anwendung in urbanen Gebieten im We-
sentlichen durch die Gro¨ße von Geba¨uden bestimmt. Sie sind u¨blicherweise im Bereich
von wenigen Metern fu¨r Einzelpunkte bis hin zu ≤ 100m korreliert, bei großen Geba¨uden
und Bru¨ckenbauwerken mitunter bis wenige hundert Meter. Der Ho¨henfehler wird ha¨ufig
in einen punktspezifischen Blickwinkelfehler und einen ra¨umlich korrelierten topographi-
schen Ho¨henfehler unterschieden. Eine klare Abgrenzung ist jedoch weder mo¨glich noch
notwendig, da beide Terme u¨ber den gleichen funktionalen Zusammenhang beschrieben
werden. Der ho¨henabha¨ngige Phasenterm ist aufgrund der systematischen Orbitdrift ge-
ringfu¨gig u¨ber den Zeitraum weniger Aufnahmen korreliert. Die thermisch bedingte Phase
ist aufgrund der jahreszeitlichen Schwankungen korreliert.
 Die lineare Punktbewegung ϕv ist zeitlich korreliert, ihre ra¨umliche Korrelationsla¨nge ist
variabel.
 Das Phasenrauschen φnoise ergibt sich aus der Differenz des Punktrauschens zu den Auf-
nahmezeitpunkten. Es ist als weißes Rauschen zeitlich und ra¨umlich unkorreliert.
 Die Phasenmehrdeutigkeit ϕuw ergibt sich aus der Summe aller Terme. Den gro¨ßten Anteil
haben dabei die ra¨umlich korrelierten Anteile. Bei großen Bewegungsraten ist die Phasen-
mehrdeutigkeit zudem auch zeitlich korreliert.
Das Ziel der geoda¨tischen PSI-Analyse ist die Bestimmung der Ho¨he des Punktes u¨ber dem Re-
ferenzniveau (ϕh), seine thermisch bedingte Verschiebung ϕα sowie die durch Bodendeformation
hervorgerufene Punktbewegung ϕv +ϕnlin. Bis auf ϕnlin sind diese Anteile durch das funktionale
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Modell beschreibbar. Der zeitlich nichtlineare Anteil der Bewegung kann nur bestimmt werden,
wenn alle anderen Phasenterme in Gleichung (2.69) gescha¨tzt und reduziert wurden.
Gleichung (2.69) wird im Rahmen dieser Arbeit auch zur Modellierung von synthetischen Daten
genutzt. Der variable Anteil der neutrospha¨rischen Laufwegverzo¨gerung dneu wird fu¨r die Auf-
nahmezeitpunkte modelliert, indem aus einer Normalverteilung mit vorgegebener Varianz σ2neu
Zufallswerte gezogen werden. Die neutrospha¨rische Phase der Aufnahme berechnet sich mit
ψneu = dneu
2pi
λ
. (2.71)
Der PS-Punkt selbst wird in allen Fa¨llen als koha¨rentes Signal mit additivem Gaußschem Rau-
schen modelliert. Der Rauschanteil wird gebildet, indem fu¨r Real- und Imagina¨rteil unabha¨ngige
Zufallsvariablen mit der Standardabweichung σn modelliert werden.
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Kapitel 3
Ansa¨tze zur Parameterscha¨tzung und Selektion
stabiler Beobachtungspunkte
Im vorhergehenden Kapitel wurden die Anteile des interferometrischen Signals diskutiert, die bei
der Beobachtung von langzeitstabilen Ru¨ckstreuern in urbanen Gebieten von Bedeutung sind.
Das Ziel der Persistent Scatterer Interferometrie (PSI) ist die Identifizierung solcher Punkte
sowie die Extraktion der Punktbewegung aus den interferometrischen Phasenbeobachtungen. Im
Folgenden werden die ga¨ngigen PSI-Verfahren beschrieben, die auf der integrierten Auswertung
von SLC-Stapeln basieren, bei denen alle Szenen auf eine gewa¨hlte Master-Szene koregistriert
sind.
Neben den verschiedenen Ansa¨tzen der PSI-Auswertung wurden alternative Methoden entwi-
ckelt, die ebenfalls die Analyse von koregistrierten Stapeln zum Ziel haben, jedoch nicht von sin-
gula¨ren dominanten Ru¨ckstreuern innerhalb der Auflo¨sungszelle ausgehen. Bei diesen Verfahren
werden entweder die (wenigen) Ru¨ckstreupunkte innerhalb einer Auflo¨sungszelle identifiziert, wie
bei der SAR-Tomografie, oder es werden Cluster von (vielen) Ru¨ckstreuern stochastisch betrach-
tet, wie bei der SqueeSAR-Methode. Auch diese Ansa¨tze haben zum Ziel, die langzeitstabilen
Punkte bzw. Cluster sicher zu identifizieren und auf diesen die Parameter des interferometrischen
Modells zu scha¨tzen. Der methodische U¨berblick in diesem Kapitel wird durch eine Beschreibung
dieser Ansa¨tze erga¨nzt.
3.1 Persistent Scatterer Interferometrie
Ein erster systematischer Ansatz zur Auswertung langzeitstabiler Ru¨ckstreuer wurde in den
spa¨ten 90ern an der Technischen Universita¨t von Mailand entwickelt mit dem Ziel, auch Infor-
mation aus Interferogrammen zu extrahieren, die aufgrund der ra¨umlichen und/oder zeitlichen
Dekorrelation sehr verrauscht sind. Dazu werden aus der Menge aller Bildpunkte die Stabilpunk-
te selektiert, auf denen die Trennung der einzelnen Signalanteile erfolgen kann. Die Existenz
von langzeitstabilen Ru¨ckstreupunkten in interferometrischen Datenstapeln und deren Selektion
wurde erstmals in Ferretti et al. (2000a) gezeigt. Entsprechend der Eigenschaft der untersuchten
Punkte wurde fu¨r die Methode die Bezeichnung Permanent Scatterer Interferometrie eingefu¨hrt.
Darauf basierend wurden a¨hnliche Algorithmen von Mora et al. (2003) und Crosetto et al. (2003)
vorgestellt, wobei die Stabilpunkte dort als interest points bezeichnet werden. Parallel dazu wur-
de auch am Deutschen Zentrum fu¨r Luft- und Raumfahrt (DLR) eine PSI-Software entwickelt,
die in der Arbeit von Kampes (2005) beschrieben ist. Seit einigen Jahren sind auch kommerzielle
PSI-Pakete verfu¨gbar, z. B. IPTA (Interferometric point target analysis) von der Firma Gamma
Remote Sensing [Werner et al. 2003] und die Software SARscape der Firma EXELIS. An der
Universita¨t Stanford wurde die PSI-Software StaMPS entwickelt [Hooper, 2006], welche auf dem
ebenfalls frei nutzbaren Interferometriepaket DORIS basiert [Kampes et al. 2003]. Der Quellcode
ist frei verfu¨gbar, was dieser Software zu einer weit verbreiteten Anwendung im wissenschaftli-
chen Bereich verholfen hat. Die langzeitstabilen Punkte werden in Hooper (2006) und anderen
Vero¨ffentlichungen als Persistent Scatterer bezeichnet.
In Crosetto et al. (2010) wird ein U¨berblick u¨ber die Anwendungsszenarien der PSI-Analyse und
die Differenzierung der PSI-Algorithmen gegeben. Dabei wird auch herausgestellt, dass die spe-
zifischen Lo¨sungen der PSI-Analyse nicht beliebig u¨bertragbar sind, sondern immer eine daten-
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und problemorientierte Umsetzung darstellen. Je nach Datengrundlage und Anwendungssze-
nario dominieren verschiedene Anteile im zugrundeliegenden funktionalen und stochastischen
Modell. Die PSI-Algorithmen haben durch sta¨ndige Verbesserung und Anpassung verschiedene
Ausrichtungen erhalten. Nach Crosetto et al. (2011) mu¨ssen neben der konventionellen szenenba-
sierten differentiellen Interferometrie (InSAR) folgende stapelbasierte PSI-Ansa¨tze unterschieden
werden:
 Kleinra¨umige PSI-Analyse
Dabei ist – meist in urbanen Gebieten – nur ein relativ kleines Untersuchungsgebiet von
wenigen Quadratkilometern von Interesse. Der Anteil der neutrospha¨rischen Phase ist ge-
ring. Sie muss daher nicht separat bestimmt werden, sondern wird im mathematischen
Modell im Rauschterm subsumiert. Bei der Anwendung in urbanen Gebieten muss jedoch
die thermische Ausdehnung als zusa¨tzliche Signalkomponente beru¨cksichtigt werden, da
die an den PS-Punkten beobachtete Bewegung die Summe aus der thermisch bedingten
Ausdehnung von Bauwerken und der hier gesuchten Bodendeformation ist.
 PSI-Analyse mit linearem Deformationsmodell
Mit diesen Ansa¨tzen ko¨nnen klein- und großra¨umige Deformationen untersucht werden,
die zeitlich kontinuierlich ablaufen. Die Auswahl der PS-Punkte basiert auf der Annah-
me, dass die Bodenbewegung in erster Na¨herung durch eine konstante Bewegungsrate
beschrieben werden kann. Die kritischen Punkte der PSI-Auswertung sind im Allgemeinen
die Abtrennung der atmospha¨rischen Phase und die Lo¨sung der Phasenmehrdeutigkeiten.
Mit der Annahme eines zeitlich linearen Deformationsmodells kann die Fehleranfa¨lligkeit
bei diesen Schritten reduziert werden, wodurch die Selektion der PS-Punkte zuverla¨ssiger
wird. An verschiedenen Stellen wird betont, dass die Annahme eines Deformationsmodells
nicht auf ein lineares Modell beschra¨nkt sein muss. Vielmehr sind algebraische Polynome
beliebiger Ordnung mo¨glich [z. B. Kampes, 2005]. Außerdem ko¨nnen verbleibende nichtli-
neare Bewegungsanteile nach der Phasenabwicklung gescha¨tzt werden. Nach Crosetto et
al. (2011) ko¨nnen bei der PSI-Analyse mit linearem Deformationsmodell in Gebieten mit
sporadischer Punktbewegung oder starker Deformation wertvolle PS-Punkte nicht erkannt
werden, wenn der Anteil der nichtlinearen Bewegung zu groß wird. Die PSI-Auswertung
mit linearem Modell ist u. a. in den Ansa¨tzen von Kampes (2005), Ferretti et al. (2000a)
und Mora et al. (2003) implementiert.
 PSI-Analyse ohne Deformationsmodell
Bei dieser Art der PSI-Auswertung wird kein explizites Deformationsmodell vorausge-
setzt, um sowohl groß- und kleinra¨umige, stark nichtlineare Bewegungen (z. B. sporadisch
auftretende Hangrutschungen) beobachten zu ko¨nnen. So wurde mit der Software StaMPS
bewusst ein PSI-Ansatz ohne implizites Deformationsmodell gewa¨hlt, um die dynamischen
Vorga¨nge an Vulkangeba¨uden untersuchen zu ko¨nnen [Hooper, 2006]. Bei der PSI-Analyse
ohne Deformationsmodell wird fu¨r jeden PS-Kandidaten die zeitliche Stabilita¨t hinsichtlich
der Punkte in der unmittelbaren Nachbarschaft bewertet. Nur solche Punkte mit geringer
Variabilita¨t werden schließlich als PS-Punkte akzeptiert. Um PS-Punkte mit diesem An-
satz auffinden zu ko¨nnen, muss die Bodenbewegung – bezogen auf die PS-Punktverteilung
– ra¨umlich korreliert, d. h. stetig sein. Wenn der Gradient der Deformation zu groß ist,
werden bei diesem Ansatz PS-Punkte systematisch ausgeschlossen (siehe dazu auch die
Auswertung in Kapitel 5). Die modellfreie PSI-Analyse findet auch bei der Auswertung
großer Datenstapel Anwendung, z. B. bei bodengebundenen SAR-Systemen [Crosetto et
al. 2011].
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Wa¨hrend die Gliederung nach Crosetto et al. (2011) im Wesentlichen eine Klassifizierung des zu-
grunde liegenden Modellansatzes ist, ko¨nnen die existierenden PSI-Algorithmen auch hinsichtlich
der Verarbeitungsstrategie unterschieden werden:
 Punkt-Verdichtung
Bei diesem Ansatz werden zuna¨chst nur langzeitstabile Bildpunkte mit einem großen
Signal-Rausch-Verha¨ltnis analysiert. Diese Punkte dienen als ra¨umlich verteilte Saatpunk-
te, anhand derer der langwellige Anteil der interferometrischen Phase gescha¨tzt wird. Er
wird anschließend auf die Punktpositionen eines zweiten Satzes von PS-Kandidaten mit
geringerem Signal-Rausch-Verha¨ltnis interpoliert und von den Beobachtungen reduziert.
Dadurch ko¨nnen trotz ho¨heren Phasenrauschens auch auf diesen Punkten die ra¨umlich
unkorrelierten Anteile bestimmt werden. Die Zuverla¨ssigkeit der Punkte wird anhand der
Koha¨renz der Residuen nach Abzug aller modellierbaren Signalanteile bewertet. Die unsi-
cheren Erga¨nzungspunkte werden wieder ausgeschlossen, wa¨hrend alle anderen gemeinsam
mit den Saatpunkten zu einem Gesamtnetz von PS-Punkten zusammengefu¨gt werden. Die-
ses Vorgehen ist beispielsweise in den Ansa¨tzen von Ferretti et al. (2000a) und Kampes
(2005) implementiert.
 Punkt-Ausdu¨nnung
In dem Ansatz von Hooper (2006) wird eine komplementa¨re Strategie genutzt, um PS-
Punkte aus der Grundgesamtheit aller Bildpunkte zu selektieren. Dabei werden von der
Gesamtmenge aller Punkte diejenigen ausgewa¨hlt, welche mit einer gewissen Wahrschein-
lichkeit PS-Punkte sind. In diesem dichten Netz von PS-Kandidaten wird fu¨r jeden Punkt
die A¨hnlichkeit zu seinen Nachbarpunkten bestimmt. Kandidaten, die eine große Varianz
bezu¨glich der Punkte in ihrer Nachbarschaft zeigen, werden ausgeschlossen. Aus der ur-
spru¨nglich großen Anzahl an PS-Kandidaten wird somit ein vergleichsweise kleiner Anteil
von akzeptierten PS-Punkten separiert.
In Sousa et al. (2011) wurden die beiden Strategien anhand der Implementierungen in den
Software-Paketen DePSI (Punkt-Verdichtung) und StaMPS (Punkt-Ausdu¨nnung) verglichen.
Die Studie zeigt, dass je nach Landbedeckungstyp die Dichte der identifizierten PS-Punkte bei
der Auswertung mit StaMPS gleich groß oder signifikant gro¨ßer ist. Durch die große Anzahl an
PS-Kandidaten ist der StaMPS-Ansatz jedoch auch rechenintensiver. Die Verarbeitungszeit und
der Speicherbedarf sind gegenu¨ber der DePSI-Implementierung erheblich gro¨ßer.
Den Ausgangspunkt fu¨r die PSI-Analyse bildet ein Stapel von koregistrierten SAR-Szenen. Die
Ausgangsdaten ko¨nnen entweder in der origina¨ren Abtastung (SLC-Szenen) oder u¨berabgetas-
tet (2-fach oder 4-fach) weiter verarbeitet werden. Die Nutzung u¨berabgetasteter SAR-Szenen
erho¨ht zwar den Rechenaufwand, fu¨hrt jedoch zu einer gro¨ßeren Anzahl an PS-Punkten im
weiteren Verlauf der PSI-Analyse [Nutricato et al. 2002; Sousa et al. 2011]. Fu¨r eine detaillierte
Beschreibung der Verarbeitungsschritte von den origina¨ren Rohdaten bis hin zum koregistrierten
Bildstapel siehe z. B. Hanssen (2001) S. 42 ff. oder Hooper (2006) S. 35 ff.
Die Master-Szene der Koregistrierung geht beim klassischen PS-Ansatz, bei dem alle Interfero-
grammkombinationen bezu¨glich dieser Szene genutzt werden, in jedes Interferogramm ein. Sie
ist daher aus dem Datenstapel so zu wa¨hlen, dass sie in Bezug auf alle anderen Slave-Szenen die
gro¨ßte mittlere Koha¨renz aufweist. Dabei wird oft das Dekorrelationsmodell nach Zebker und
Villasenor (1992) genutzt, nach dem sich die Gesamtkoha¨renz des n-ten Interferogramms aus
dem Produkt
ρtot,n =
(
1− f
(
τn
τkrit
))(
1− f
(
B⊥,n
Bkrit
))(
1− f
(
fdc,n
fkrit
))
(3.1)
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mit
f(x) =
{
x, fu¨r x ≤ 1
1, fu¨r x > 1
ergibt. Dabei bezeichnet τ die zeitliche und B⊥ die senkrechte ra¨umliche Basislinie. Die ersten
beiden Faktoren beschreiben die zeitliche und geometrische Dekorrelation, wa¨hrend der letzte
Faktor die Doppler-Dekorrelation bei Verschiebung des Doppler-Zentroids fdc beru¨cksichtigt. Die
Funktion entha¨lt jeweils im Nenner die kritischen Grenzwerte, bei denen die jeweilige Teilkoha¨-
renz Null wird. Sie sind abha¨ngig vom Ru¨ckstreumodell sowie den Sensor-Parametern [Zebker
und Villasenor, 1992].
Aus der Erfahrung bei der Bearbeitung von PS-Stapeln zeigt sich, dass die Varianz der neu-
trospha¨rischen Phase der Master-Szene einen großen Einfluss auf Anzahl und Qualita¨t der PS-
Punkte hat. Insbesondere bei X-Band-Datenstapeln ist die Auswirkung der Dekorrelation nach
Gleichung (3.1) klein. Als Master-Szene sollte daher eine Szene mit hoher mittlerer Koha¨renz
und geringer neutrospha¨rischer Phasenvarianz gewa¨hlt werden [s. a. Sousa et al. 2011; Heub-
lein et al. 2014]. Die neutrospha¨rische Phasenvarianz ist jedoch a priori nicht bekannt, sondern
wird erst im Verlauf der PSI-Auswertung gescha¨tzt. Generell kann man jedoch sagen, dass die
Atmospha¨re im mitteleuropa¨ischen Raum in den Wintermonaten ruhiger ist. Die Master-Szene
der Koregistrierung sollte daher zuna¨chst aus diesem Zeitraum gewa¨hlt und spa¨ter bei Bedarf
modifiziert werden.
Folgt man dem Ansatz nach Hooper (2006), so kann der grundlegende Ablauf der PSI-Analyse
in fu¨nf wesentliche Schritte untergliedert werden:
1. Auswahl von PS-Kandidaten
2. Scha¨tzung modellierbarer Signalanteile
3. Selektion der PS-Punkte
4. Phasenabwicklung
5. Scha¨tzung ra¨umlich korrelierter Signalanteile
In den folgenden Abschnitten werden diese Bearbeitungsschritte na¨her erla¨utert, wobei auch auf
die Gemeinsamkeiten und Unterschiede zu den anderen PSI-Ansa¨tzen eingegangen wird.
3.1.1 Auswahl von PS-Kandidaten
Zuna¨chst werden aus der Menge aller Bildpunkte die sogenannten PS-Kandidaten bestimmt. Da-
bei soll eine initiale Untermenge an potentiellen langzeitstabilen Punkten ausgewa¨hlt werden, um
Punkte, die mit hoher Wahrscheinlichkeit keine PS-Punkte sind, von der weiteren Verarbeitung
auszuschließen. Fu¨r eine initiale Scha¨tzung der Punktstabilita¨t wird die Amplitudendispersion
Da verwendet. Als phasenunabha¨ngige Messgro¨ße beschreibt sie nur die Intensita¨tsvarianz des
Signals. Viele Signalanteile des funktionalen Modells sind reine Phasenterme – lediglich die tro-
pospha¨rische Da¨mpfung (Gl. 2.34), die Signalvariation bei mehreren Punktstreuern (Gl. 2.26)
und das Punktrauschen (Gl. 2.47) fu¨hren zu einer Variation der Signalintensita¨t. Die Amplitu-
dendispersion ist invariant gegenu¨ber den reinen Phasenanteilen des interferometrischen Signals
und kann daher als Proxy fu¨r das Punktrauschen genutzt werden [Ferretti et al. 2000a; Hooper,
2006]. Als PS-Kandidaten werden die Punkte ausgewa¨hlt, deren Amplitudendispersion unter
einem vorgegebenen Grenzwert (u¨blicherweise im Bereich zwischen 0.25 und 0.4) liegt. Die Ei-
genschaften der Amplitudendispersion wurden in Kapitel 2.4.3 beschrieben. Dort wurde auch auf
34
3.1 Persistent Scatterer Interferometrie
die schlechte Scha¨tzstatistik und die Sa¨ttigung des Da-Scha¨tzers eingegangen. Es ist unvermeid-
bar, dass bei niedrig gewa¨hlten Grenzwerten ein großer Teil der PS-Punkte nicht in die Gruppe
der Kandidaten aufgenommen wird, wohingegen im umgekehrten Fall bei einem hohen Grenz-
wert durch die zunehmende Anzahl an stark verrauschten Punkten die nachfolgende ra¨umliche
Scha¨tzung negativ beeinflusst wird.
3.1.2 Scha¨tzung modellierbarer Phasenanteile
Im zweiten Schritt werden auf der Teilmenge der PS-Kandidaten die modellierbaren Phasenan-
teile des funktionalen Modells gescha¨tzt und reduziert. Ausgehend von Gleichung (2.69) ist nach
Abzug der Referenzphase φref
1 die Phase des Interferogramms mit Index n an der Stelle x die
Summe der abgewickelten Phasenterme
φxn = ϕ
x
orb,n + ϕ
x
h,n + ϕ
x
α,n + ϕ
x
v,n + ϕ
x
nlin,n + ϕ
x
neu,n + ϕ
x
noise,n + ϕ
x
uw,n. (3.2)
Die Phasenmehrdeutigkeit ϕxuw,n ist zuna¨chst unbekannt. Sie kann u¨ber eine ra¨umliche Pha-
senabwicklung bestimmt werden, wenn die interferometrische Phase der Beobachtungen (φxn)
hinreichend stetig ist, d. h. die kurzwelligen, unkorrelierten Anteile zuvor reduziert werden. Ziel
dieses Schrittes ist daher, die funktional beschreibbaren mehrdeutigen Phasenanteile
φx(.),n =W
(
ϕx(.),n
)
zu bestimmen und von den Beobachtungen zu reduzieren. Dafu¨r werden bei den meisten PSI-
Verfahren zuna¨chst fu¨r jedes Interferogramm die ra¨umlich korrelierten Phasenanteile von Glei-
chung (3.2) separiert. Zwei Ansa¨tze ko¨nnen dabei unterschieden werden:
1. Ra¨umliche Filterung
Bei diesem in Hooper et al. (2004) vorgestellten Ansatz wird der hochfrequente Anteil
durch Anwendung eines ra¨umlichen Filters abgespalten. Mit dem Filter wird auf einem
gleitenden Fenster von typischerweise 32×32 oder 64×64 Zellen der langwellige Phasen-
trend bestimmt. Die PS-Kandidaten werden dafu¨r auf einem a¨quidistanten Raster mit
einer Zellgro¨ße von 40 bis 100 m neu abgetastet. Implizit wird dabei vorausgesetzt, dass
die Phase innerhalb der Zellen nur geringen systematischen Variationen unterliegt. Die
Korrelationsla¨nge des Signals muss daher deutlich gro¨ßer sein als die Dimension der Ras-
terzellen. Das Filter ist in [Hooper, 2006] als adaptives komplexes Filter nach Goldstein und
Werner (1998) implementiert. Der hochfrequente Anteil wird schließlich durch Abtrennen
des langwelligen Phasentrends φ¯ von den Beobachtungen bestimmt. Die Grenzfrequenz soll
dabei so eingestellt sein, dass alle ra¨umlich korrelierten Signalanteile inklusive der Punkt-
bewegung abgespalten werden. Es verbleiben lediglich die Phasenanteile, die durch den
Ho¨henfehler des Punktes und die thermisch bedingte Punktbewegung verursacht werden,
sowie das Punktrauschen. Wird die Phasenmehrdeutigkeit durch den Faltungsoperator
ausgedru¨ckt, so kann das Signal der mehrdeutigen Beobachtung nach der Filterung durch
φ˜xn =W
(
φxn − φ¯n
)
=W
(
φ˜xh,n + φ˜
x
noise,n + φ
x
res,n
)
(3.3)
beschrieben werden [Hooper, 2006]. Die Terme φ˜xh,n und φ˜
x
noise,n kennzeichnen die ra¨um-
lich unkorrelierten Anteile und der Phasenterm φxres subsumiert die verbliebenen hochfre-
quenten Anteile aller ra¨umlich korrelierten Signale. Wenn die Signale ideal trennbar sind,
1Die Reduktion der Referenzphase wird auch als zero-baseline-steering bezeichnet. Dieser Schritt wird standard-
ma¨ßig vor der eigentlichen PSI-Analyse durchgefu¨hrt
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verschwindet dieser Anteil und es verbleiben die Phasenanteile
φ˜xn ≈ W
(
φ˜xh,n + φ˜
x
noise,n
)
. (3.4)
2. Punktdifferenzen
Bei den PSI-Verfahren nach Ferretti et al. (1999), Kampes (2005) und Monserrat et al.
(2011) werden Phasendifferenzen φ˜en zwischen benachbarten PS-Kandidaten ausgewertet,
um ra¨umlich korrelierte Signalanteile zu eliminieren. Die Phasendifferenzen werden entlang
der Kanten eines Dreiecksnetzes bestimmt, in dessen Knoten die PS-Kandidaten liegen.
U¨blicherweise wird das Netz durch eine Delaunay-Triangulation gebildet. Die Doppeldiffe-
renzen der Phase zwischen den zwei Zeitpunkten des Interferogramms n und den Punkt-
positionen x1 und x2 des Delaunay-Netzes enthalten in Abha¨ngigkeit vom Punktabstand
nur noch den kurzwelligen Anteil
φ˜en =W (φn,x2 − φn,x1) =W
(
φ∆h,n + φ
∆
v,n + φ
∆
noise,n
)
, (3.5)
wobei im Gegensatz zur Formulierung von Hooper (2006) bei der PSI-Auswertung mit
Deformationsmodell nach Ferretti et al. (2000b) und Kampes (2005) auch der Phasen-
term φ∆v,n beru¨cksichtigt wird. Er beschreibt die Differenz der Bewegungsrate zwischen
den Punktpositionen x1 und x2. Die Phasendifferenzen φ˜
e
n ko¨nnen in Analogie zu den φ˜
x
n
als Hochpass-gefilterter Signalanteil aufgefasst werden, jedoch mit einer variablen Grenz-
frequenz, die sich aus den Punktentfernungen im Triangulationsnetz der PS-Kandidaten
ergibt.
Unabha¨ngig von der Vorgehensweise werden die langwelligen Phasenanteile mit dem Ziel ge-
trennt, die Scha¨tzung der ra¨umlich unkorrelierten Phasenterme zu ermo¨glichen. Auf den trend-
bereinigten Phasen φ˜n werden die modellierbaren Signalanteile bei beiden Verfahren mit Hilfe
der komplexen Phasenkoha¨renz gescha¨tzt. Dieser Schritt wird fu¨r jede Punktbeobachtung φ˜xn
bzw. jede Phasendifferenz φ˜en individuell durchgefu¨hrt, wobei im Folgenden auf die ortsabha¨n-
gigen Indizes x bzw. e verzichtet wird. In dem Ansatz nach Hooper (2006) wird nur der mit
der senkrechten Basislinie korrelierte Ho¨henfehler h0 des PS-Punktes unter Maximierung der
Zielfunktion
γ(h) =
1
N
∣∣∣∣∣
N∑
n=1
exp
{
j
(
φ˜n + ChB⊥,nh
)}∣∣∣∣∣ (3.6)
gescha¨tzt, indem das Maximum
hˆ0 = arg max
h
γ(h) (3.7)
bestimmt wird. Dabei wird vorausgesetzt, dass das globale Maximum der Scha¨tzfunktion bei h0
liegt:
max γ(h) = γ (h0) . (3.8)
Der ortsabha¨ngige Vorfaktor Ch = − 4piλr0 sin θ ist fu¨r alle Interferogramme konstant.
In der Formulierung nach Ferretti et al. (1999) und Kampes (2005) wird der modellierbare
Anteil der interferometrischen Phase in der gleichen Weise bestimmt, jedoch wird zusa¨tzlich die
Bewegungsrate als unbekannte Gro¨ße in die Scha¨tzfunktion aufgenommen:
γ(h, v) =
1
N
∣∣∣∣∣
N∑
n=1
exp
{
j
(
φ˜n + ChB⊥,nh+ Cvτnv
)}∣∣∣∣∣ . (3.9)
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Anstelle des linearen Bewegungsmodells φv,n = Cvτnv = −4piλ τnv kann dabei auch ein ande-
res Bewegungsmodell, z. B. ein Polynom ho¨herer Ordnung, gewa¨hlt werden [Kampes, 2005]. In
dem Algorithmus von Hooper (2006) wird der lineare Bewegungsterm explizit ausgeschlossen,
um einer U¨berparametrisierung entgegenzuwirken. Eine U¨berbestimmung des Bewegungsmo-
dells kann auch anhand eines Signifikanztests des Scha¨tzparameters v ausgeschlossen werden
[Kampes, 2005].
Bei dem PSI-Ansatz nach Monserrat et al. (2011) wird die zu maximierende Zielfunktion um
die Phasenkomponente der thermisch bedingten Punktbewegung erweitert:
γ(h, v, α) =
1
N
∣∣∣∣∣
N∑
n=1
exp
{
j
(
φ˜n + ChB⊥,nh+ Cvτnv + Cαϑnα
)}∣∣∣∣∣ , (3.10)
mit der Konstanten Cα = −4piλ und der Temperaturdifferenz ϑn zu den Aufnahmezeitpunkten des
Interferogramms n. Unter Beru¨cksichtigung der thermisch bedingten Punktbewegung wird das
funktionale Modell fu¨r den ra¨umlich unkorrelierten Anteil der beobachteten Phase von Gleichung
(3.4) zu
φ˜n =W
(
φn − φ¯n
)
=W (φv,n + φh,n + φα,n + φnoise,n) (3.11)
erweitert.
Unabha¨ngig von der Anzahl der modellierten Parameter in den Gleichungen (3.6), (3.9) und
(3.10) wird der Scha¨tzwert der Parameter immer anhand des globalen Maximums von γ be-
stimmt. Die Zielfunktion kann um weitere Phasenterme erweitert werden, sofern sie als Line-
arkombinationen der gesuchten Parameter darstellbar sind. Fu¨r die Bestimmung des Modells
nach Gleichung (3.11) muss die Funktion γ(v, h, α) rekonstruiert werden, indem der Parame-
terraum durch Testen aller mo¨glichen Phasenverschiebungen systematisch abgetastet wird. Aus
der Position des Maximums ko¨nnen dann die Parameter bestimmt werden:
(
vˆ0, hˆ0, αˆ0
)
= arg max
v,h,α
1
N
∣∣∣∣∣
N∑
n=1
exp
{
j
(
φ˜n + ChB⊥,nh+ Cvτnv + Cαϑnα
)}∣∣∣∣∣ . (3.12)
Die Abtastung des Lo¨sungsraumes ist rechenintensiv und steigt potenziell mit der Anzahl der
Parameter. Der Rechenaufwand kann nach Kampes (2005) etwas reduziert werden, indem ein
mo¨glichst großes Abtastintervall sowie realistische Grenzen festgelegt werden. Jedoch wurde dort
lediglich das Modell nach Gleichung (3.9) mit zwei Scha¨tzgro¨ßen gelo¨st.
3.1.3 Selektion der PS-Punkte
Im Anschluss an die Scha¨tzung der modellierbaren Signalanteile werden aus der Gruppe der
Kandidaten die zuverla¨ssigen PS-Punkte selektiert. Als Qualita¨tsmaß wird in allen PSI-Ansa¨tzen
die Phasenkoha¨renz der Phasenresiduen nach Reduktion der gescha¨tzten Signalanteile genutzt:
γˆ =
1
N
N∑
n=1
exp (jφres,n) (3.13)
Die Residuen ergeben sich aus der Differenz zwischen den gefilterten interferometrischen Phasen
sowie den modellierten Phasentermen. Wie im vorhergehenden Abschnitt beschrieben wurde,
variiert die Anzahl der modellierten Phasenterme. In dem Ansatz von Hooper (2006) ist
φres,n =W
(
φ˜n − φˆh,n
)
. (3.14)
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Bei den Verfahren mit Punktverdichtung werden im ersten Schritt nur Punkte mit geringer
Amplitudendispersion zugelassen. Dabei handelt es sich mit hoher Wahrscheinlichkeit um PS-
Punkte. Die Phasenkoha¨renz kann direkt auf die Residuen der Punktdifferenzen als PS-Kriterium
angewendet werden. In Ferretti et al. (2001) wird eine Mindestkoha¨renz (threshold) von γth =
0.75 angegeben, um einen Punkt als stabilen PS-Punkt zu akzeptieren.
Demgegenu¨ber werden in dem Selektionsansatz nach Hooper (2006) variable Grenzwerte fu¨r
die minimal erforderliche Phasenkoha¨renz genutzt. Dafu¨r werden die Punkte entsprechend ih-
rer Amplitudendispersion Da gruppiert. Darauf basierend wird fu¨r jede Gruppe ein separater
Grenzwert bestimmt, indem die Dichtefunktion der gescha¨tzten Phasenkoha¨renz mit der einer
Kontrollgruppe von generierten Punktbeobachtungen mit gleicher Amplitudendispersion und
zufa¨lligem Phasenrauschen verglichen wird. Die Differenz der beiden Verteilungen entspricht der
unbekannten Dichtefunktion der PS-Punkte fu¨r dieses Da-Intervall. Der Wert γth wird derart
bestimmt, dass die mit diesem Grenzwert akzeptierten PS-Punkte einen festzulegenden maxi-
malen Anteil aus der Kontrollgruppe zufa¨lliger Punkte (z. B. Fehlerrate 10 %) nicht u¨berschrei-
ten. Durch dieses Vorgehen wird den Punkten mit einer gro¨ßeren Amplitudendispersion effektiv
eine kleinere Phasenkoha¨renz zugestanden, um trotzdem als PS-Punkte akzeptiert zu werden
[Hooper, 2006 S. 52 ff.].
3.1.4 Phasenabwicklung
Interferogramme bilden die Phasendifferenz zweier Aufnahmezeitpunkte ab, wobei die absolu-
te Phase auf das Intervall [−pi,pi] gefaltet wird. Die interferometrische Phase entspricht dem
Phasenreststu¨ck dieser Faltung und ist mehrdeutig mit Modulo 2pi. Bei der Phasenabwicklung
wird das urspru¨ngliche Signal – die absolute Phasendifferenz – rekonstruiert, indem die Pha-
sengradienten aufintegriert werden. Die Integration erfolgt dabei sowohl ra¨umlich innerhalb des
Interferogramms als auch zeitlich u¨ber alle Aufnahmen.
Fu¨r eine fehlerfreie Integration mu¨ssen die Phasendifferenzen zwischen benachbarten Punkten
zeitlich oder ra¨umlich eindeutig abgetastet werden. Die Phasendifferenz darf im Allgemeinen
nicht gro¨ßer sein als pi. Ist dies der Fall, so liegt auf der Verbindung eine Diskontinuita¨t vor
[Goldstein et al. 1988]. In zwei- oder dreidimensionalen Netzwerken ko¨nnen solche Diskonti-
nuita¨ten anhand von Schleifenschlussfehlern aufgedeckt werden. Die Aufgabe von Algorithmen
zur Phasenabwicklung besteht im Wesentlichen darin, diese Diskontinuita¨ten aufzuspu¨ren und
entsprechend geeignete Integrationspfade zur Phasenabwicklung zu finden. Die Lo¨sung von Pha-
senmehrdeutigkeiten ist ein ha¨ufig auftretendes Problem der Bildverarbeitung und aller interfe-
rometrischen Messverfahren [Ghiglia und Pritt, 1998]. Die entwickelten Lo¨sungsmethoden sind
oft problemu¨bergreifend einsetzbar. Im Zusammenhang mit konventioneller SAR-Interferometrie
wurden die Algorithmen zur Phasenabwicklung wesentlich weiterentwickelt [z. B. Goldstein et
al. 1988].
Die Phasenabwicklung ist ein sequentieller akkumulierender Prozess mit ungu¨nstiger Fehlerfort-
pflanzung. Bei geringem Signal-Rausch-Verha¨ltnis besteht eine große Wahrscheinlichkeit, dass
an vereinzelten Punkten Diskontinuita¨ten nicht oder falsch zugeordnet werden. Diese singula¨ren
Fehler ko¨nnen sich u¨ber gro¨ßere Gebiete des Netzwerks ausbreiten. Bei den PSI-Verfahren mit
PS-Verdichtung kann die Phase durch Integration entlang eines beliebigen Pfades in dem Trian-
gulationsnetzwerk der PS-Punkte abgewickelt werden. Um jedoch eine stabilere Lo¨sung zu erhal-
ten, wird u¨ber eine Kleinste-Quadrate-Scha¨tzung im u¨berbestimmten Netzwerk eine gewichtete
Integration durchgefu¨hrt. Die punktweise bestimmten Phasenkoha¨renzen γˆx ko¨nnen dabei als
Hauptdiagonalelemente der Gewichtsmatrix eingesetzt werden. In Kampes (2005) wird fu¨r die
Lo¨sung die ganzzahlige Kleinste-Quadrate-Scha¨tzung (integer least squares) genutzt. In Hooper
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(2006) (S. 74 ff.) wird ein Algorithmus zur 3D-Phasenabwicklung auf unregelma¨ßig verteilten
PS-Punkten vorgestellt und mit einer Pseudo-3D-Variante sowie der 2D-Standardlo¨sung vergli-
chen. Bei dem Pseudo-3D Algorithmus wird die Phasenmehrdeutigkeit zuna¨chst in der zeitlichen
Dimension punktweise gelo¨st und als Startwert fu¨r die anschließende Lo¨sung des 2D-Problems
genutzt. Bei der 2D-Methode werden die Phasen der Interferogramme individuell abgewickelt
und dann zu einer Zeitreihe zusammengefu¨gt. Die Algorithmen wurden in der Arbeit anhand ei-
nes simulierten nichtlinearen Bewegungsfeldes getestet – mit dem Fazit, dass die 3D-Algorithmen
gegenu¨ber dem 2D-Ansatz u¨berlegen sind. Der reine 3D-Algorithmus hat nach Hooper (2006) ei-
ne geringere Pra¨zision als die Pseudo-3D-Variante. Dafu¨r sind die systematischen Abweichungen
bei letzterem gro¨ßer, d. h., Fehler werden u¨ber gro¨ßere Entfernungen fortgepflanzt. Um Fehler in
der Phasenabwicklung zu vermeiden, wird sie nur auf den selektierten Stabilpunkten und nach
Reduktion aller modellierbaren Phasenterme durchgefu¨hrt. Diese sind bei Hooper (2006) die
Phase des Ho¨henfehlers und das Phasenrauschen der Master-Szene, das zuvor separat gescha¨tzt
wurde:
ϕuw,n =W−1 (φuw,n) =W−1
(
φn − φˆh,n − φˆm,noise
)
. (3.15)
Betrachtet man das vollsta¨ndige Modell inklusive der thermisch bedingten Ausdehnung, so ent-
ha¨lt die abgewickelte Phase in dem Ansatz nach Hooper (2006) noch die Phasenterme
ϕuw,n = ϕorb,n + ϕdef,n + ϕatmo,n + ϕα,n + ϕs,n, (3.16)
wobei ϕs,n der Anteil der jeweiligen Slave-Szene am gesamten Phasenrauschen ϕnoise,n ist. Bei
den PSI-Ansa¨tzen von Kampes (2005) und Ferretti et al. (1999) wird zuvor auch die Phase der
linearen Punktbewegung φv,n reduziert und die abgewickelte Phase entha¨lt nur den nichtlinearen
Anteil der Bodenbewegung. In der Formulierung von Monserrat et al. (2011) wird zudem das
ra¨umlich variable Phasensignal der thermisch bedingten Ausdehnung φˆα,n reduziert, um die
Fehleranfa¨lligkeit der Phasenabwicklung weiter zu verringern.
3.1.5 Scha¨tzung ra¨umlich korrelierter Signalanteile
Ziel dieses Schrittes ist die Trennung der nichtmodellierten und ra¨umlich korrelierten Signal-
anteile von Gleichung (3.16). Bei den PSI-Ansa¨tzen mit Punktverdichtung ist ein Großteil der
Deformation bereits abgespalten. Zur Scha¨tzung der neutrospha¨rischen Phase wird der Tiefpass-
Anteil von ϕuw auf dem ersten Satz der PS-Punkte bestimmt und mittels Kriging fla¨chendeckend
interpoliert [Colesanti et al. 2003]. Nach der Reduktion dieses Signalanteils von allen Punkten
ko¨nnen weitere PS-Punkte gefunden werden. Im Gegensatz dazu wird in StaMPS eine raum-
zeitliche Filterung von ϕuw durchgefu¨hrt. Fu¨r die Bodenbewegung wird eine zeitliche Korrelati-
on angenommen, wa¨hrend ϕorb, ϕatmo und ϕnoise zeitlich unkorreliert sind. Durch ein zeitliches
Tiefpassfilter ko¨nnen diese Anteile abgetrennt werden und es verbleibt lediglich die Phasenkom-
ponente der Punktbewegung sowie der langperiodischen thermisch bedingten Ausdehnung, die
mit der Jahreszeit korreliert ist. Der auf diese Art abgetrennte zeitlich variable Anteil kann
schließlich wiederum durch ein ra¨umliches Filter in die korrelierten Anteile ϕorb + ϕatmo sowie
das ra¨umlich und zeitlich unkorrelierte Phasenrauschen getrennt werden.
3.2 SAR-Tomografie
Bei den bisher beschriebenen PSI-Verfahren wird davon ausgegangen, dass die Ru¨ckstreuung von
einem dominanten Ru¨ckstreuzentrum innerhalb der Auflo¨sungszelle ausgeht. Bereits in Reigber
und Moreira (2000) wurde anhand von flugzeuggetragenen SAR-Daten gezeigt, dass durch die
Auswertung mehrerer SAR-Aufnahmen aus unterschiedlichen Blickwinkeln die Auflo¨sung der
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ho¨henabha¨ngigen Ru¨ckstreuintensita¨t innerhalb einer Auflo¨sungszelle mo¨glich ist. Das Verfahren
wird als SAR-Tomografie bezeichnet. Die Umsetzung der Methodik auf satellitengestu¨tzte SAR-
Systeme wurde z. B. in Fornaro et al. (2003) und Zhu und Bamler (2010) gezeigt. Dabei kann bei
genu¨gend großer Anzahl von SAR-Aufnahmen die vollsta¨ndige Reflektivita¨tsfunktion innerhalb
der Auflo¨sungszelle rekonstruiert werden. Insbesondere in urbanen Gebieten mit dichter und
hoher Bebauung ko¨nnen mit diesem Ansatz auch multiple PS-Punkte aufgelo¨st werden, die
innerhalb einer Auflo¨sungszelle in verschiedenen Ho¨hen liegen.
Nach Goel (2013) ko¨nnen bei der SAR-Tomografie parametrische sowie nichtparametrische
Ansa¨tze unterschieden werden. Bei den nichtparametrischen Ansa¨tzen wird die kontinuierliche
Reflektivita¨tsfunktion der Auflo¨sungszelle rekonstruiert, indem eine Vielzahl von SAR-
Beobachtungen genutzt werden, um das inverse nichtlineare Problem der Abbildungsgleichung
(2.3) zu lo¨sen (siehe auch Kap. 2.1.2, S. 14).
Parametrische Verfahren fu¨hren zu der Beschreibung der Reflektivita¨tsfunktion als Summe einer
zuna¨chst unbekannten Anzahl an diskreten Ru¨ckstreupunkten. Unter Vorgabe der Anzahl von
Ru¨ckstreupunkten wird die Intensita¨t |γi| sowie die Lage als inverses Problem von Gleichung
(2.26) S. 14 bestimmt. Aus den getesteten Modellen wird dasjenige gewa¨hlt, welches die an den
Antennenpositionen beobachtete Gesamtru¨ckstreuung am besten erkla¨rt [Zhu und Bamler, 2010].
In Adam et al. (2006) wird am Beispiel von C-Band Daten gezeigt, dass die parametrische Be-
schreibung der beobachteten Reflektivita¨tsfunktion mit einem oder mehreren Ru¨ckstreupunkten
im Rahmen der PSI-Auswertung genutzt werden kann. So ko¨nnen Bildpunkte mit multiplen do-
minanten Ru¨ckstreuern von solchen mit singula¨ren Ru¨ckstreuern unterschieden werden. Zudem
kann mithilfe der tomografischen Auflo¨sung das Signal-Rausch-Verha¨ltnis einer Ru¨ckstreuzel-
le besser bestimmt werden, da mit der Tomografie die Signalamplitude der(des) dominanten
Ru¨ckstreupunkte(s) von der ungerichteten Ru¨ckstreuung (clutter) innerhalb der Auflo¨sungszelle
getrennt werden kann.
Die Arbeiten von Zhu und Bamler (2010) zeigen, dass mit sehr hochauflo¨senden TerraSAR-X
Spotlight-Daten die u¨berlagernde Ru¨ckstreuung vom Boden und dem Dach eines benachbarten
Geba¨udes voneinander getrennt werden ko¨nnen. In Zhu und Bamler (2010) wird zudem das
Verfahren der differentiellen Tomografie (D-TomoSAR) vorgestellt, bei dem die Reflektivita¨ts-
funktion als Funktion der Ho¨he des Punktstreuers und seiner Bewegungsrate gescha¨tzt wird.
Damit la¨sst sich gleichzeitig die exakte Lage des Ru¨ckstreupunktes sowie seine Verschiebungsra-
te rekonstruieren. Die Inversion der Reflektivita¨tsfunktion wird durch systematisches Abtasten
des zweidimensionalen Parameterraums bestimmt.
Differentielle SAR-Tomografie hat ein großes Potential fu¨r die geoda¨tische Beobachtung in ur-
banen Ra¨umen, vor allem fu¨r die Unterscheidung von Ru¨ckstreuszenarien mit singula¨ren und
multiplen PS. Eine systematische Integration der Tomografie in bestehende PSI-Algorithmen ist
bisher nicht realisiert. Fu¨r jedes der mittels Tomografie identifizierten Ru¨ckstreuzentren mu¨ssten
bei konsequenter Umsetzung neben der Position des Ru¨ckstreuers jeweils die ra¨umlich nicht kor-
relierten Parameter ϕv und ϕα gescha¨tzt werden. Mit jedem zu bestimmenden Parameter erho¨ht
sich jedoch die Dimension des zu durchsuchenden Lo¨sungsraums, wodurch die rechentechnische
Komplexita¨t potenziell ansteigt [Goel, 2013].
3.3 SBAS
Bei den PSI-Verfahren wird aus einem Datenstapel eine Master-Szene ausgewa¨hlt. Sie ist die
Bezugsszene fu¨r die Koregistrierung des Datenstapels und im urspru¨nglichen Konzept der PSI-
Auswertung auch die gemeinsame Szene aller Interferogrammkombinationen mit den Slave-
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Szenen. Mit der Small-Baseline-Interferometrie (SBAS) nach Berardino et al. (2002) und La-
nari et al. (2004) wurde ein alternativer Ansatz vorgestellt, bei dem der auszuwertende Inter-
ferogrammstapel aus ausgewa¨hlten Master-Slave-Interferogrammen aber auch aus Slave-Slave-
Interferogrammen gebildet wird. Das Verfahren wurde entwickelt, um zeitlich stabile Ru¨ckstreu-
zellen mit homogen verteilter Ru¨ckstreuung (Distributed Scatterer bzw. DS) in die Zeitreihen-
analyse zu integrieren. Solche Ru¨ckstreuszenarien kommen in urbanen Ra¨umen beispielsweise
bei unbewachsenen Freifla¨chen vor. Verteilte Ru¨ckstreuung u¨berwiegt jedoch außerhalb urbaner
Ra¨ume in wenig bewachsenen Brachlandschaften, Gero¨llhalden, in alpiner Umgebung sowie all-
gemein in ariden Gebieten [Ferretti et al. 2011]. Im Gegensatz zur Punktru¨ckstreuung ist bei
verteilter Ru¨ckstreuung die Koha¨renz des interferometrischen Signals stark abha¨ngig von der
senkrechten Basislinie. Nur bei kleinen Basislinien zwischen den Aufnahmepositionen ist das
resultierende Signal einer Ru¨ckstreuzelle mit verteilter Ru¨ckstreuung koha¨rent. Die Interfero-
gramme des SBAS-Stapels werden daher so ausgewa¨hlt, dass deren senkrechte Basislinie einen
festgelegten Grenzwert nicht u¨berschreitet. Idealerweise bilden alle Interferogramme eines SBAS-
Stapels ein zusammenha¨ngendes Netzwerk, mit dem alle Aufnahmepunkte verbunden sind. Um
mo¨glichst kleine Basislinien zu nutzen, werden Master-Slave sowie Slave-Slave Interferogramme
verwendet.
Die Auswertung von SBAS-Stapeln ist in den wesentlichen Punkten identisch zu dem oben
beschriebenen Ablauf der PSI-Auswertung. Die Unterschiede liegen hauptsa¨chlich in der gro¨ße-
ren Anzahl an auszuwertenden Interferogrammen und der damit verbundenen U¨berbestimmung
der Beobachtungspunkte. Die Interferogramme dieses vergro¨ßerten Stapels sind nicht mehr sta-
tistisch unabha¨ngig, sondern algebraisch korreliert. Die U¨berbestimmung kann bei der Lo¨sung
der Phasenmehrdeutigkeit unterstu¨tzend wirken, um Fehler bei der Phasenabwicklung aufzu-
decken und in einem Kleinste-Quadrate-Ansatz auszugleichen. Wenn der Interferogrammstapel
aufgrund der Basislinienrestriktion mehrere nicht zusammenha¨ngende Subnetze entha¨lt, liegt
ein gemischt-bestimmtes Problem vor. Die Integration der Zeitreihe kann in diesem Fall u¨ber
eine Eigenwertzerlegung erfolgen [Berardino et al. 2002].
Da die wesentlichen Bearbeitungsschritte zur Scha¨tzung der Parameter identisch sind, ist es
mo¨glich, den SBAS-Ansatz unabha¨ngig von dem postulierten Ru¨ckstreumodell zu nutzen. Ins-
besondere ist es nicht von Nachteil, den u¨berbestimmten SBAS-Ansatz auch fu¨r PS-Punkte
(d. h. Punktstreuer) anzuwenden. In der Software StaMPS ist der SBAS-Ansatz parallel zum
PS-Ansatz implementiert. Im Rahmen der Auswertung ko¨nnen beide Verfahren angewendet und
kombiniert werden. Ein Vergleich zwischen PS und SBAS wurde z. B. in Hooper (2008) durch-
gefu¨hrt. In der praktischen Anwendung besteht eine wesentliche Einschra¨nkung in dem gro¨ßeren
Ressourcenbedarf fu¨r die Auswertung von SBAS-Stapeln. Wa¨hrend bei der PS-Analyse fu¨r M
Szenen (M -1) Master-Interferogramme berechnet und gespeichert werden, sind es bei SBAS-
Ansa¨tzen u¨blicherweise das 3- bis 5-fache. Der Faktor wirkt sich gleichermaßen auf den beno¨-
tigten Speicherplatz wie auch die Rechenzeit aus. Durch die U¨berbestimmung im SBAS-Ansatz
ko¨nnen jedoch Fehler bei der Lo¨sung der Phasenmehrdeutigkeit aufgedeckt werden.
Urspru¨nglich wurde die SBAS-Methode entwickelt, um solche Bildpunkte zu untersuchen, bei
denen die verteilte Ru¨ckstreuung dominiert, die jedoch ebenso u¨ber lange Zeitra¨ume eine sta-
bile Ru¨ckstreuung zeigen. Die SBAS-Methode kann ohne weiteres zur PSI-Analyse angewendet
werden. Daher wird der Begriff SBAS allgemein auch im Zusammenhang mit der Verarbeitung
von redundanten Interferogrammstapeln mit Master-Slave und Slave-Slave Interferogrammen
genutzt. Wa¨hrend bei der SBAS-Methode nach Berardino et al. (2002) und Hooper (2008)
der Interferogrammstapel aus origina¨r abgetasteten Interferogrammen aufgebaut wird, wurde
in Lanari et al. (2004) ein Ansatz gewa¨hlt, bei dem zusa¨tzlich durch ra¨umliche komplexwertige
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Mittelung (complex mulilooking) ein weiterer rauschreduzierter Interferogrammstapel gebildet
wird. Der langwellige Signalanteil wird voru¨bergehend abgespalten, wa¨hrend auf der Basis des
residualen Anteils der Blickwinkelfehler und die lineare Bewegung gescha¨tzt wird. Am Ende
werden die Signalanteile zusammengefu¨hrt. Insbesondere in nicht-urbanen Gebieten wird durch
die Mittelwertbildung u¨ber benachbarte Bildpunkte mit verteilter Ru¨ckstreuung das Signal-
Rausch-Verha¨ltnis wesentlich verbessert. Dadurch kann die Lo¨sung der Phasenmehrdeutigkeit
und Scha¨tzung der ra¨umlich korrelierten Terme verbessert werden.
3.4 SqueeSAR
Die Entwicklung des SqueeSAR-Algorithmus [Ferretti et al. 2011] kann als konsequente Weiter-
entwicklung der SBAS-Methode nach Lanari et al. (2004) gesehen werden. Wa¨hrend bei letz-
terem ein gefilterter SBAS-Stapel gebildet wird, bei dem die Phasenwerte benachbarter Pixel
u¨ber eine feststehende Fenstergro¨ße gemittelt werden, nutzt der SqueeSAR-Algorithmus im Kern
einen adaptiven Filteransatz, bei dem die Phase u¨ber homogene Ru¨ckstreubereiche mit variabler
Ausdehnung gemittelt wird. Die Extraktion der interferometrischen Phase aus einem Ensemble
von Punkten hat der Methode ihren Namen gegeben. PS-Punkte werden bei diesem Ansatz als
Grenzfall, d. h. als isolierte koha¨rente Punkt ohne Nachbarschaft erkannt.
Der Ablauf des SqueeSAR-Verfahrens gliedert sich in folgende Schritte [Ferretti et al. 2011]:
1. Basierend auf einem Stapel kalibrierter SAR-Szenen wird fu¨r jeden Bildpunkt innerhalb ei-
nes vorgegebenen potentiellen Nachbarschaftsgebietes mit Hilfe eines nichtparametrischen
Tests die A¨hnlichkeit der Amplitudendichteverteilung zu der von allen anderen Bildpunk-
ten in diesem Gebiet bestimmt. Anhand der Testgro¨ße wird ein zusammenha¨ngendes Ge-
biet abgegrenzt, in dem alle Bildpunkte eine homogene Ru¨ckstreuung aufweisen. Sie ent-
stammen einer gemeinsamen statistischen Population.
2. Fu¨r jeden Punkt, dem eine Nachbarschaftspopulation mit einer Mindestgro¨ße nachgewiesen
wurde, wird die volle Koha¨renzmatrix, d. h. die Koha¨renz aller Interferogrammkombina-
tionen, bestimmt. Die Koha¨renz wird dabei mit dem ra¨umlichen Koha¨renzscha¨tzer jeweils
u¨ber alle Punkte der homogenen Nachbarschaft gescha¨tzt.
3. Die komplexwertige Koha¨renzmatrix entha¨lt auf den Nebendiagonalelementen als Argu-
mente die gemittelten interferometrischen Phasen aller Interferogramme. U¨ber einen spe-
ziellen Algorithmus zur Phasentriangulation, der in Ferretti et al. (2011) beschrieben ist,
kann die fu¨r den Homogenbereich gemittelte Phase aller Aufnahmen invertiert werden.
4. Die fu¨r die Homogenbereiche mit verteilter Ru¨ckstreuung invertierten Phasen werden zu-
sa¨tzlich zu den als PS identifizierten Bildpunkten in die PSI-Analyse eingefu¨hrt und wei-
terverarbeitet.
Die im Rahmen des SqueeSAR-Ansatzes bestimmte Kovarianzmatrix ist voll besetzt. Sie ent-
ha¨lt die interferometrische Phase fu¨r alle mo¨glichen Interferogrammkombinationen. Neben der
Identifizierung von Nachbarschaften mit gleicher Ru¨ckstreuung ist dieser Ansatz auch insofern
innovativ, als dass gegenu¨ber den SBAS-Ansa¨tzen unabha¨ngig von der postulierten Koha¨renz a
priori kein Interferogramm ausgeschlossen wird und auch Interferogramme mit großer zeitlicher
bzw. geometrischer Dekorrelation in die Koha¨renzmatrix eingehen.
Mit dem SqueeSAR Algorithmus kann in einem Gebiet, in dem verteilte Ru¨ckstreuung domi-
niert, die Anzahl an zeitlich stabilen Messpunkten (MP) wesentlich erho¨ht werden. So wird
in Ferretti et al. (2011) anhand von Testgebieten in alpinen Regionen gezeigt, dass sich die
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Dichte der Punkte von 85 PS/km2 mit dem klassischen PSI-Ansatz auf 450 MP/km2 (PS+DS)
mit dem SqueeSAR Ansatz erho¨ht. Die im Rahmen des Algorithmus notwendigen Tests auf
Nachbarschaftszugeho¨rigkeit sind rechenintensiv. Nach Ferretti et al. (2011) steigt die beno¨tigte
Rechenzeit gegenu¨ber dem PSI-Algorithmus auf das 4-fache an.
3.5 Optimierungspotential fu¨r die Anwendung in urbanen Gebieten
Mit dieser Arbeit soll die auf dem Verfahren mit Punkt-Ausdu¨nnung basierende PSI-Auswertung
nach Hooper (2006) modifiziert werden, um den fu¨r großra¨umige Bewegungsanalysen konzipier-
ten Ansatz fu¨r die Bewegungsscha¨tzung von kleinra¨umigen und lokalen Punktbewegungen in
urbanen Ra¨umen zu adaptieren. Ausgehend von den Anforderungen an eine solche Auswer-
tung, die in der Einleitung (Kap. 1) genannt wurden, mu¨ssen dafu¨r bei der Umsetzung folgende
Aspekte beru¨cksichtigt werden:
1. Neben der Punktho¨he soll auch die Bewegungsrate des Bodens (i) sowie die Punktbewe-
gung durch thermische Ausdehnung (ii) bei der Parameterscha¨tzung auf den mehrdeutigen
Phasenbeobachtungen beru¨cksichtigt werden.
i Die Modellierung der linearen Bodenbewegung bietet die Mo¨glichkeit, bei kleinra¨umi-
gen Bewegungsfeldern mit hohen Bewegungsraten einen großen Anteil des interferome-
trischen Phasensignals zu beschreiben und vor der Phasenabwicklung zu reduzieren.
Das lineare Bewegungsmodell stellt dabei keine Einschra¨nkung dar. Es wird lediglich
davon ausgegangen, dass ein Großteil der Bewegung durch einen linearen Trend be-
schrieben werden kann. Der nichtlineare Anteil der Bewegung kann nach der Abwick-
lung der residualen Phase z. B. mit der in Hooper (2006) beschriebenen Signaltrennung
gescha¨tzt und modelliert werden. Oft ist die Bestimmung der Bewegungsrate jedoch
die eigentliche Zielgro¨ße der PSI-Analyse. In diesem Fall ist eine raum-zeitliche Phasen-
abwicklung nicht notwendig, solange mit der zeitlichen Abtastung die Bewegungsrate
unterhalb des Nyquistkriteriums abtastet wird.
ii Die Modellierung der thermisch bedingten Punktbewegung ist speziell fu¨r die Anwen-
dung in urbanen Ra¨umen wichtig, da nur so zwischen der gesuchten Bodenbewegung
und der thermisch bedingten Ausdehnung unterschieden werden kann. Die thermische
Phasenkomponente soll dabei nicht durch eine periodische Funktion approximiert, son-
dern durch einen linearen Zusammenhang mit der Temperatur zu den Aufnahmezeit-
punkten modelliert werden.
2. Die Scha¨tzung von drei Parametern auf den mehrdeutigen Phasenbeobachtungen ist bei
einem Gitter-Such-Verfahren sehr rechenintensiv, wenn sie auf der Grundgesamtheit aller
PS-Kandidaten durchgefu¨hrt werden soll. Im Rahmen dieser Arbeit soll eine alternative
Herangehensweise vorgestellt werden, bei der die simultane Bestimmung von drei Parame-
tern durch die iterative, sequentielle Lo¨sung der drei Einparameter-Probleme ersetzt wird
(Kapitel 4).
3. Die Auswahl von PS-Punkten beruht auf der Bestimmung des Funktionswertes am glo-
balen Maximum der Phasenkoha¨renzfunktion nach Gleichung (3.12). Dabei wird davon
ausgegangen, dass die Koha¨renzfunktion neben dem Signal am Koha¨renzmaximum nur
stochastisches Rauschen entha¨lt. Diese implizite Modellannahme kann vermieden werden,
wenn neben dem globalen Maximum weitere lokale Maxima zugelassen werden, wobei je-
weils deren Signifikanz gegenu¨ber dem Signalrauschen bestimmt werden muss (Kapitel
4.5). Damit ist, wie auch in der SAR-Tomografie u¨blich, eine Modellbestimmung mo¨glich.
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Das Ru¨ckstreumodell der Auflo¨sungszelle kann ebenso wie das Bewegungsmodell anhand
der Anzahl signifikanter Maxima bestimmt werden.
4. Die SqueeSAR-Methode zeigt, dass die Nutzung aller Interferogrammkombinationen
vorteilhaft ist, wenn Parameter auf den mehrdeutigen Phasenbeobachtungen gescha¨tzt
werden. Auch in dieser Arbeit soll der gesamte Interferogrammstapel fu¨r eine genauere
Scha¨tzung der Punktkoha¨renz sowie des szenenspezifischen Phasenrauschens aus den
mehrdeutigen interferometrischen Beobachtungen genutzt werden (Kapitel 4 und
5.2.4). Wegen der großen Anzahl an Interferogrammkombinationen muss dabei ein
Datenverarbeitungsschema gewa¨hlt werden, bei dem die Interferogramme nicht statisch
vorgehalten, sondern direkt aus dem koregistrierten SLC-Stapel berechnet werden. Man
erha¨lt damit die Mo¨glichkeit, je nach Bedarf eine beliebige Untermenge der mo¨glichen
Interferogrammkombinationen zu nutzen.
5. Die Abspaltung der langwelligen Signalanteile wird durch die ra¨umliche Filterung der PS-
Kandidaten auf einem fu¨r die Filterung geeigneten Gitter realisiert. Dabei wird die ra¨um-
liche Auflo¨sung reduziert, was bei der Beobachtung isolierter Bewegungen (Bewegung ein-
zelner Objekte) oder bei großen ra¨umlichen Gradienten des Bewegungsfeldes mitunter zu
einer Unterscha¨tzung der Bewegungsraten fu¨hren kann. Zudem kann bei kleinra¨umigen Be-
wegungen keine optimale Grenzfrequenz des Filters festgelegt werden, um das Bewegungs-
signal von den Signalanteilen φh und φα zu trennen. Stattdessen soll in dem PS-Ansatz fu¨r
die Bewegungsanalyse in urbanen Gebieten nur der langwellige Phasentrend mit einer Wel-
lenla¨nge u¨ber 5 km reduziert werden. Damit wird sichergestellt, dass die gesamte Bewegung
im hochfrequenten Signalanteil enthalten ist. Ein Teil der neutrospha¨rischen Phasenverzo¨-
gerung φneu geht als Phasenrauschen in die unter Punkt 2 beschriebene Scha¨tzung ein. Sie
ist mit keinem der zu scha¨tzenden Parameter korreliert. Fu¨r Auswertungen, bei denen das
Untersuchungsgebiet nicht gro¨ßer als ca. 5 km ist, kann bei diesem Vorgehen fu¨r alle Bild-
punkte ein einheitlicher Referenzwert genutzt werden, der durch komplexwertige Mittelung
der interferometrischen Phase auf den zuverla¨ssigen PS-Punkten bestimmt wird.
Die Modellformulierung nach Punkt 1 wird auch bei den aktuellen Weiterentwicklungen der
PSI-Ansa¨tze mit Punkt-Verdichtung beru¨cksichtigt [z. B. Reale et al. 2013; Fornaro et al. 2013].
Der unter Punkt 2 aufgefu¨hrte alternative Ansatz zur robusten Parameterscha¨tzung sowie die
Punkte 4 und 5 stellen den innovativen Anteil dieser Arbeit dar.
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Kapitel 4
Multi-SBAS-Ansatz zur robusten
Parameterscha¨tzung
Ein unerla¨sslicher und zugleich zeitaufwa¨ndiger Schritt aller PSI-Verfahren ist die Scha¨tzung
der linear modellierbaren Signalanteile aus den mehrdeutigen Phasenbeobachtungen. Bei der
Anwendung der PSI in urbanen Gebieten sind insbesondere die Phasenanteile durch die Punkt-
ho¨he u¨ber dem Referenzniveau φh und der Phasenterm φα als Folge der thermisch bedingten
Ausdehnung von Bauwerken relevant. Die Bewegungsrate eines PS-Punktes als Folge der Bo-
denbewegung ist ebenso als lineares Phasensignal φv modellierbar und kann in diesem Schritt
als weiterer Parameter gescha¨tzt werden. Im Folgenden soll eine Methode zur robusten und
effizienten Scha¨tzung dieser Signalanteile vorgestellt werden.
Ausgehend von Gleichung (3.11) kann die interferometrische Phase eines Punktes als Summe
dieser Signalanteile sowie einer zu bestimmenden Phasenmehrdeutigkeit beschrieben werden:
φ˜n =W (Cvτnv0 + ChB⊥,nh0 + Cαϑnα0 + φnoise,n) (4.1)
wobei φ˜n durch Subtraktion eines ra¨umlichen Referenzwertes aus der urspru¨nglichen interfero-
metrischen Beobachtung φn hervor geht. Die Gro¨ßen v0, h0 und α0 beschreiben die gesuchte
Bewegungsrate, die Ho¨he und den thermischen Ausdehnungskoeffizienten des PS-Punktes. Ei-
ne Mo¨glichkeit der Parameterscha¨tzung auf mehrdeutigen Phasenbeobachtungen ist die in Ab-
schnitt 3.1.2 beschriebene Bestimmung des globalen Maximums der Phasenkoha¨renzfunktion
durch einen grid-search-Ansatz. Die systematische Suche der Lo¨sung im R3 ist fu¨r eine große
Anzahl an Bildpunkten mit realistischem Zeitaufwand nicht zu gewa¨hrleisten.
Das Ziel des hier vorgestellten Ansatzes ist, den Rechenaufwand fu¨r jeden Bildpunkt von O3
auf 3O zu reduzieren, indem die simultane Scha¨tzung der Parameter v0, h0 und α0 durch eine
sequentielle Scha¨tzung der Einparameter-Probleme ersetzt wird. Dabei gehen jedoch die jeweils
nicht bestimmten Signalanteile als unkorrelierte Fehler in die Scha¨tzung ein. Hier soll eine Me-
thode als verallgemeinerte Formulierung des SBAS-Methode vorgestellt werden, mit der diese
unerwu¨nschten Signalanteile unterdru¨ckt werden ko¨nnen um eine sequentielle Parameterscha¨t-
zung zu ermo¨glichen.
In Analogie zu der senkrechten Basislinie B⊥,n eines Interferogramms werden die Variablen
τn und ϑn als zeitliche und thermische Basislinie bezeichnet. Sie geben die Zeitdifferenz sowie
die Temperaturdifferenz an, welche die beiden Szenen eines Interferogramms mit Index n u¨ber-
bru¨cken. Jedes Interferogramm kann damit als ein Aufnahmepunkt im τ -B⊥-ϑ-Raum dargestellt
werden. Abbildung 4.1 zeigt eine solche Darstellung fu¨r einen Datensatz mit insgesamt 741 mo¨g-
lichen Interferogramm-Kombinationen. Benachbarte Punkte entsprechen in dieser Darstellung
Interferogrammen mit a¨hnlichen Basislinien, wobei die daran beteiligten Aufnahmen im Allge-
meinen nicht zeitlich (in Bezug auf den Aufnahmezeitpunkt tm), ra¨umlich (mit der Basislinie
bm bezu¨glich der Masterszene) oder in Bezug auf die Temperatur zum Aufnahmezeitpunkt Tm
korreliert sind.
Beim SBAS-Ansatz nach Berardino et al. (2002) wird aus allen mo¨glichen Interferogrammen eine
Untermenge ausgewa¨hlt, bei der die senkrechte Basislinie einen bestimmten Wert nicht u¨ber-
schreitet. Durch die Beschra¨nkung auf kleine Basislinien B⊥ wird der Effekt der geometrischen
Dekorrelation unterdru¨ckt, wodurch die Scha¨tzung der Punktbewegung genauer wird.
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Abbildung 4.1: Schema zur Scha¨tzung der Punktho¨he h mit einer 3× 3 M-SBAS-Zerlegung. Die Inter-
ferogramme sind als Punkte im τ -B⊥-ϑ-Diagramm dargestellt. Bei der SBAS-Methode
wird nur eine begrenzte Untermenge aller Interferogramme bezu¨glich einer Basislinie
genutzt. Hier wird zur Bestimmung der Punktho¨he h0 die thermische Basislinie be-
schra¨nkt (rot umrandetes Gebiet). Der gru¨ne Quader zeigt den Bereich verfu¨gbarer In-
terferogramme, wenn zusa¨tzlich die thermische Basislinie reduziert wird. Eine robuste
Parameterscha¨tzung wird durch die Stapelung der Periodogramme aller neun Subba¨n-
der der 3×3 M-SBAS-Zerlegung erreicht, von denen hier 3 dargestellt sind (gru¨ner und
blaue Quader).
Umgekehrt kann durch die Beschra¨nkung auf kleine zeitliche Basislinien τ die Scha¨tzung der
PS-Ho¨he verbessert werden. Das Beispiel in Abbildung 4.2 zeigt die Phasenkoha¨renz γ(h) nach
Gleichung (3.6) exemplarisch fu¨r einen simulierten PS-Punkt mit v0 = 30 mm/a, h0 = 15 m und
α0 = 0.2 mm/K sowie ein zusa¨tzliches Punktrauschen von σn = 0.3. Das Beispiel (a) zeigt den
Fall des konventionellen PS-Interferogrammstapels, bei dem alle Interferogramme bezu¨glich einer
gewa¨hlten Masterszene gebildet werden. Die Koha¨renzfunktion ist stochastisch und zeigt nicht
das erwartete Maximum bei h0 = 15 m, da durch die Interferogramme mit langer zeitlicher Basis-
linie der Phasenanteil der linearen Punktbewegung als Signalrauschen in die Koha¨renzscha¨tzung
eingeht. Dieser Effekt kann erheblich reduziert werden, indem nur SBAS-Interferogramme mit
kurzer zeitlicher Basislinie betrachtet werden, wie das Beispiel (b) in Abbildung 4.2 zeigt. In
diesem Fall ist das Maximum der Koha¨renz bei einer Ho¨he von 15 m deutlich ausgepra¨gt. Die
verwendeten Interferogramme sind im τ -B⊥-ϑ-Diagramm entlang der B⊥-Achse angeordnet. Die
Menge aller Interferogramme wird auf eine Untermenge reduziert, die in Abbildung 4.1 durch
das rot umrandete Volumen markiert ist. In Abbildung 4.2(c) ist schließlich die Phasenkoha¨renz
bei der Nutzung des gesamten Interferogrammstapels von 741 Interferogrammen dargestellt. In
diesem Fall hat γ(h) wiederum ein sehr kleines Signal-Rausch-Verha¨ltnis. Neben dem globalen
Maximum bei 15 m gibt es mehrere lokale Maxima mit vergleichbarer Amplitude. Die Ho¨he kann
nicht sicher bestimmt werden. Die Aussagekraft der Scha¨tzfunktion kann durch die Erho¨hung
der Anzahl der Beobachtungen folglich nicht verbessert werden, sondern nur durch die systema-
tische Reduzierung des Interferogrammstapels auf die Untermenge von Interferogrammen mit
kurzer zeitlicher Basislinie, was einer Minimierung der algebraischen Korrelationen entspricht.
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Abbildung 4.2: Koha¨renzfunktion γ(h) nach Gleichung (3.6) fu¨r einen simulierten PS-Punkt mit einer
Punktho¨he von h0 = 15 m basierend auf drei verschiedenen Interferogrammstapeln.
(a) PS-Stapel mit allen Interferogrammen bezu¨glich einer Master-Szene.
(b) SBAS-Stapel aller mo¨glichen Interferogramme mit kurzer zeitlicher Basislinie.
(c) Kompletter Interferogrammstapel. Die rechten Abbildungen zeigt jeweils die dazu-
geho¨rigen Interferogramm-Kombinationen in der t-b⊥-Darstellung.
Erfa¨hrt ein Ru¨ckstreupunkt auch eine temperaturbedingte Bewegung, muss auch die thermi-
sche Basislinie der Interferogramme beru¨cksichtigt werden. Zur Scha¨tzung der Punktho¨he soll-
te demzufolge ein SBAS-Stapel mit solchen Interferogrammen gebildet werden, deren zeitliche
und thermische Basislinien einen bestimmten Betrag nicht u¨berschreiten. In Abbildung 4.1 sind
diese Interferogramme durch den gru¨n gezeichneten Quader abgegrenzt. Die Menge der Interfe-
rogramme innerhalb dieses Blocks kann auch als Subband des gesamten Interferogrammstapels
bezeichnet werden. Die Interferogramme innerhalb dieses Bereichs decken nur einen Teil der
zeitlichen und thermischen Bandbreite aller Interferogramm-Kombinationen ab.
Die Bandbreite des SBAS-Stapels kann nicht beliebig klein gewa¨hlt werden. Eine gewisse Anzahl
an Interferogrammen ist notwendig, um eine Mindestauflo¨sung von γ(h) zu gewa¨hrleisten. Zu-
dem haben alle Beobachtungen den Sto¨ranteil φnoise, der als Grundrauschen u¨ber den gesamten
Wertebereich der Koha¨renzfunktion abgebildet wird. Die Variation der Bandbreite fu¨hrt zu zwei
entgegengesetzten Effekten. Durch eine gro¨ßere Bandbreite ist das Maximum pra¨gnanter, weil
mehr Interferogramme in die Scha¨tzung eingehen. Gleichzeitig jedoch wird auch der sto¨rende
Einfluss der nicht betrachteten Phasenterme dominanter und fu¨hrt zur Auspra¨gung von Neben-
maxima, die unter Umsta¨nden das gesuchte Signal u¨berdecken. Eine optimale Bandbreite kann
a priori nicht angegeben werden, weil die Gro¨ße der einzelnen Signalanteile der PS-Kandidaten
nicht bekannt ist. Die Bandbreite muss zuna¨chst konservativ, d. h. klein gewa¨hlt werden.
Das SNR der Koha¨renzfunktion kann jedoch auch bei kleinen Bandbreiten der Subba¨nder ver-
bessert werden, indem die gescha¨tzten Funktionen γs verschiedener Subba¨nder gestapelt werden.
Dabei ist die absolute Lage des Subbandes aufgrund der Linearita¨t unerheblich. Dies wird deut-
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lich, wenn man fu¨r ein beliebiges Subband s in τ und ϑ lokale Koordinaten einfu¨hrt, die auf das
Zentrum dieses Bandes (τs,c, ϑs,c) bezogen werden:
τs,n = τn − τs,c
ϑs,n = ϑn − ϑs,c.
Fu¨r die Koha¨renzfunktion eines Subbandes ergibt sich damit:
γs =
1
N
∣∣∣∣∣
N∑
n=1
exp
(
jφ˜n
)
exp {j (Cvτnv + ChB⊥,nh+ Cαϑnα)}
∣∣∣∣∣ (4.2)
=
1
N
∣∣∣∣∣exp(j(Cvτs,cv + Cαϑs,cα))
N∑
n=1
exp
(
jφ˜n
)
exp {j (Cvτs,nv + ChB⊥,nh+ Cαϑs,nα)}
∣∣∣∣∣ .
Eine Variation des Subbandes bewirkt demnach eine reine Phasenverschiebung der Koha¨renz-
funktion. Bei der Auswertung der Amplitude zur Scha¨tzung der Parameter ist sie unerheblich
und es gilt:
γs = γ. (4.3)
Um das SNR zu erho¨hen und eine robustere Bestimmung der Parameter zu ermo¨glichen, soll
in der hier vorgestellten Methode die Zielfunktion durch Mittelung der Koha¨renzfunktionen
aller Subba¨nder γs bestimmt werden. Im Gegensatz zur SBAS-Methode gehen dabei alle mo¨g-
lichen Interferogramme in die Parameterscha¨tzung ein. Die partiellen Interferogrammstapel der
Subba¨nder sind konventionelle SBAS-Interferogrammstapel. Das Vorgehen kann daher als Multi-
SBAS bzw. M-SBAS bezeichnet werden.
Die vorhergehenden Betrachtungen wurden am Beispiel der Bestimmung der PS-Ho¨he h0 be-
schrieben. Die M-SBAS-Methode ist gleichermaßen auf die Bestimmung von v0 und α0 anwend-
bar, wobei die Scha¨tzung auf jeweils individuellen Interferogrammstapeln beruht.
Auch wenn bei ausreichender Anzahl an Interferogrammen fu¨r die Parameterscha¨tzung kleine
Subba¨nder gewa¨hlt werden, ist immer auch ein Restsignal durch die anderen beiden “vernach-
la¨ssigten“ Signalanteile pra¨sent. Dadurch entsteht ein systematischer Fehler bei der separaten
Parameterscha¨tzung. Im folgenden Abschnitt dieses Kapitels wird die Konvergenz der sequen-
tiellen Parameterscha¨tzung diskutiert. Anschließend werden in Abschnitt 4.2 zwei Methoden
zur Parameterscha¨tzung selbst vorgestellt. Im letzten Teil dieses Kapitels soll der gesamte M-
SBAS-Ansatz mit beiden Methoden anhand von synthetischen Daten getestet und verglichen
werden.
4.1 Sequentieller Ansatz
Die Bestimmung der Parameter auf den mehrdeutigen Phasenbeobachtungen nach Gleichung 4.1
ist durch die Faltung W(.) eine nichtlineare Parameterscha¨tzung. Neben den gesuchten Werten
muss auch die Phasenmehrdeutigkeit 2piz fu¨r jede Beobachtung gelo¨st werden. Das unregelma¨ßig
abgetastete Periodogramm nach Gleichung 3.12 ist eine Mo¨glichkeit der Parameterscha¨tzung,
bei der implizit die Phasenmehrdeutigkeit gelo¨st wird. Die Zielfunktion γ(h, v, α) wird dabei
durch systematisches Absuchen des Parameterraumes in den drei Dimensionen gebildet. Bei ei-
ner sequentiellen Scha¨tzung werden die Parameter stattdessen mittels der wesentlich schneller
zu bestimmenden einparametrigen Zielfunktionen γ(h), γ(v) und γ(α) gescha¨tzt, indem die Ziel-
funktion jeweils separat entlang einer ihrer Dimensionen ausgewertet wird. Die nicht modellierten
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Anteile erho¨hen dabei jedoch das Signalrauschen und fu¨hren bei Korrelation zu einem systemati-
schen Fehler bei der sequentiellen Parameterscha¨tzung. Obwohl mit der M-SBAS-Methode dieser
Effekt reduziert wird, verbleibt ein Restfehler. Dieser kann durch einen iterativen Ansatz mit
aktualisierten Na¨herungswerten korrigiert werden.
Der Separationsansatz ist vergleichbar mit der getrennten Modellbildung bei dem dreidimensio-
nalen Ausgleichungsproblem der Landesvermessung. Dabei werden die Lo¨sungen der Lage- und
Ho¨henbestimmung separat ermittelt [Heck, 2003, 108 ff.]. Wa¨hrend die Separation dort durch
den unterschiedlichen Einfluss physikalischer Gro¨ßen und durch die historische Entwicklung mo-
tiviert ist, soll bei dieser Arbeit mit der getrennten Parameterscha¨tzung die Komplexita¨t des
Problems reduziert werden um eine schnelle Parameterscha¨tzung zu ermo¨glichen.
Geht man davon aus, dass die Phasenmehrdeutigkeit bei der Parameterscha¨tzung zuverla¨ssig
gelo¨st wird, so kann der iterative Ansatz anschaulich anhand des linearen Gleichungssystems
innerhalb des Faltungsoperators W(.) von Gleichung (4.1) beschrieben werden. Daher soll in
diesem Abschnitt das lineare Gleichungssystem
l = Ax− v. (4.4)
mit den Beobachtungsgleichungen
φ˜n = Cvτnv0 + ChB⊥,nh0 + Cαϑnα0 + φn,noise (4.5)
betrachtet werden. Der Vektor x entha¨lt die gesuchten Gro¨ßen, jeweils multipliziert mit dem
bekannten Vorfaktor:
x =
[
Cvv0 Chh0 Cαα0
]T
. (4.6)
Die Modellmatrix (Designmatrix) entha¨lt als Spaltenvektoren die Koeffizienten der zeitlichen,
senkrechten und thermischen Basislinien der Interferogramme:
A =

τ1 B⊥,1 ϑ1
τ2 B⊥,2 ϑ2
...
...
...
τN B⊥,N ϑN
 = [τ B⊥ ϑ] = [a1 a2 a3] . (4.7)
Die Beobachtungen l sind die interferometrischen Phasen. Sie werden den Koeffizienten τn, B⊥,n
und ϑn der Interferogramme zugeordnet. Die Koordinatentripel (τn, B⊥,n, ϑn) beschreiben die
Beobachtungspunkte im τ -B⊥-ϑ-Basisliniendiagramm.
Anhand der (3 × 3) Kovarianzmatrix C = (ATA)−1 kann die Korrelation zwischen den Para-
metern mit
R(k, l) =
C(k, l)√
C(k, k)C(l, l)
k, l ∈ {1, 2, 3} (4.8)
angegeben werden. Sie werden in der Korrelationsmatrix
R =
r1,1 r1,2 r1,3r2,1 r2,2 r2,3
r3,1 r3,2 r3,3
 =
 1 rv,h rv,αrv,h 1 rh,α
rv,α rh,α 1
 (4.9)
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zusammengefasst. Wenn die Beobachtungspunkte homogen verteilt sind, verschwinden die Ko-
varianzen zwischen den Parametern und die Matrix R entspricht der Einheitsmatrix
R = I =
1 0 00 1 0
0 0 1
 . (4.10)
Die Gleichungen der Parameterscha¨tzung nach Gleichung (4.4) zerfallen in diesem Fall in drei
voneinander unabha¨ngige Bestimmungsgleichungen der gesuchten Parameter:
I : a1xˇ1 = l + v
∗
1
II : a2xˇ2 = l + v
∗
2 (4.11)
III : a3xˇ3 = l + v
∗
3.
Dabei gehen in jeder der drei Gleichungen die Beitra¨ge der jeweils anderen Parameter in die
Residuen u¨ber, d. h. sie werden den Verbesserungen zugeschlagen:
v∗1 = v − a2x2 − a3x3
v∗2 = v − a1x1 − a3x3 (4.12)
v∗3 = v − a1x1 − a2x2.
Da sie fu¨r den Fall R = I unkorreliert sind, wird die Lo¨sung nicht vera¨ndert. Fu¨r die Kleinste-
Quadrate-Lo¨sung xˆ des Gesamtsystems nach Gleichung (4.4) und den Lo¨sungsvektor xˇ des
separierten Systems (4.11) gilt:
R = I =⇒ xˇ = xˆ. (4.13)
Durch die zusa¨tzlichen, unkorrelierten Beitra¨ge wird die Zielfunktion um einen konstanten Betrag
erho¨ht. Die Lage des Minimums jedoch wird gegenu¨ber dem urspru¨nglichen Gleichungssystem
nicht vera¨ndert. Sind die Parameter hingegen korreliert, so mu¨ssen diese Korrelationen in der
Gleichung (4.11) beru¨cksichtigt werden. Es kommen zwei weitere Terme hinzu, welche die zu-
sa¨tzlichen Signalanteile aufgrund der Kovarianzen beru¨cksichtigen. So muss beispielsweise die
erste Gleichung des LGS (4.11) zu
l + v = a1xˇ1 + a1r1,2x2 + a1r1,3x3 (4.14)
erweitert werden. Im gu¨nstigsten Fall ist x2 = x3 = 0, womit die korrelierten Anteile verschwin-
den und die Gleichung (4.14) wieder auf die urspru¨ngliche Form des separierten LGS reduziert
wird. Im Gegensatz dazu liegt der denkbar ungu¨nstigste Fall vor, wenn die Beitra¨ge zweier oder
aller drei Parameter betragsma¨ßig gleich sind. Dann weichen die anhand der separierten Glei-
chungen gescha¨tzten Parameter xˇ von den optimalen Scha¨tzwerten xˆ des Gesamtsystems um die
korrelierten Anteile der jeweils unberu¨cksichtigten Parameter ab. Die Scha¨tzparameter xˇ ko¨nnen
je nach Vorzeichen der anderen beiden nicht beru¨cksichtigten Gro¨ßen sowie der Korrelationsko-
effizienten kleiner oder gro¨ßer sein als xˆ. Da der Anteil der beiden unberu¨cksichtigten Gro¨ßen
nur mit der Kovarianz skaliert eingeht, ist die Scha¨tzung xˇ bei geringer bis ma¨ßiger Korrelation
ein guter Na¨herungswert der optimalen Lo¨sung. Reduziert man das mit diesem Na¨herungswert
verbundene Signal von den urspru¨nglichen Beobachtungen l(1), erha¨lt man die bereinigten Be-
obachtungen l(2)
l(2) = l(1) −
3∑
k=1
akxˇk. (4.15)
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Fu¨r sie gilt: ∥∥∥l(2)∥∥∥ ≤ ∥∥∥l(1)∥∥∥ . (4.16)
Durch wiederholte Bestimmung von xˇ und schrittweise Reduktion der damit verbundenen Si-
gnalanteile von den Beobachtungen kann ein iterativer Ansatz gebildet werden, bei dem das
beobachtete Signal nach und nach durch die Beitra¨ge xˇ(i) im i-ten Schritt erkla¨rt wird. Um eine
Konvergenz der Scha¨tzung zu erreichen, darf bei jedem Iterationsschritt jeweils nur der Parame-
ter korrigiert werden, dessen Scha¨tzwert den gro¨ßtmo¨glichen Signalbeitrag liefert. Mit anderen
Worten: Bei jeder Iteration ist der Scha¨tzwert xˇ
(i)
k gesucht, welcher die Signalvarianz am besten
erkla¨rt, d. h. minimiert:
ν = min
k
var
(
l(i) − akxˇ(i)k
)
, k = {1, 2, 3} (4.17)
Die Variable ν bezeichnet den Index des Scha¨tzwerts, der in dem jeweiligen Iterationsschritt
korrigiert wird. Fu¨r komplexwertige Beobachtungen kann der gro¨ßtmo¨gliche Signalbeitrag auch
u¨ber die Maximierung der Phasenkoha¨renz
ν = max
k
1
N
∣∣∣∣∣
N∑
n=1
exp
(
jl(i)n
)
exp
(
−jak,nxˇ(i)k
)∣∣∣∣∣ , k = {1, 2, 3} (4.18)
bestimmt werden.
Bei einem iterativen Ansatz konvergieren die kumulierten Scha¨tzungen xˇik des separierten Glei-
chungssystems gegen den tatsa¨chlichen Lo¨sungsvektor xˆ des konventionellen LGS. Dabei kann
es vorkommen, dass ein Parameter zuna¨chst u¨berscha¨tzt wird, dieser u¨berho¨hte Zuschlag jedoch
spa¨ter wieder korrigiert wird. Zusammengefasst besteht jeder Iterationsschritt aus den folgenden
Teilschritten:
1. Scha¨tzung der Gro¨ßen xˇik der drei separaten Gleichungen im i-ten Iterationsschritt.
2. Bestimmung des Parameterindex ν mit dem gro¨ßten Signalbeitrag.
3. Reduzierung der Beobachtungen li+1 = li − aν xˇiν .
4. Kumulieren des gescha¨tzten Parameters xˆiν = xˆ
i−1
ν + xˇ
i
ν , mit xˆ
0 = 0 im ersten Iterations-
schritt.
Das Ablaufschema ist in Abbildung 4.3 dargestellt.
4.1.1 Konvergenz der Iteration
Fu¨r eine Abscha¨tzung der Konvergenz dieses Verfahrens wird zuna¨chst der 2-Parameter-Fall
x1 = x2 bzw. x3 = 0 betrachtet. Der Anteil des gesuchten Parameters, der im ersten Schritt
aufgrund der Korrelation nicht erkla¨rt werden kann, ist
ρ1 =
∣∣∣∣ xˆ1 − xˇ1xˆ1
∣∣∣∣ . (4.19)
Auch in den darauffolgenden Iterationsschritten kann jeweils nur der Anteil des verbliebenen
Signals gescha¨tzt werden, der nicht korreliert ist. Bezu¨glich der beiden Parameter erha¨lt man
damit fu¨r den Schritt i im 2-Parameter-Fall die Konvergenzprognosen:
ρ
(i)
1 = ρ
(i)
2 = ρ
(i) = |r1,2|i . (4.20)
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Abbildung 4.3: Schema der sequentiellen Parameterscha¨tzung. In jedem Iterationsschritt (i) werden
die Parameter xk separat gescha¨tzt. Der Wert xˇ
(i)
k , welcher die Varianz der Beobach-
tungen am besten erkla¨rt, wird dem Scha¨tzwert xˆk zugeschlagen. Die Beobachtungen
werden entsprechend korrigiert und gehen in eine erneute Scha¨tzung ein. Die maximal
notwendige Anzahl von Iterationsschritten I kann anhand von Gleichung (4.23) abge-
scha¨tzt werden. Alternativ kann die Iteration abgebrochen werden, wenn die Norm der
Verbesserungen einen vorgegebenen Grenzwert µ unterschreitet.
Dabei muss jedoch beru¨cksichtigt werden, dass in jedem Iterationsschritt jeweils abwechselnd
nur ein Parameter verbessert wird. Die Gesamtkonvergenz ist daher fu¨r den 2-Parameter-Fall
insgesamt nur halb so schnell. Gibt man fu¨r jeden der beiden Parameter eine zula¨ssige relative
Fehlertoleranz ε vor, so kann die maximale Anzahl notwendiger Iterationen I abgescha¨tzt werden,
nach der die kumuliert gescha¨tzten Parameter xˇk bis auf den zula¨ssigen Fehler ε an die optimale
Kleinste-Quadrate-Scha¨tzung angena¨hert wurden. Sie ergibt sich aus der Summe
I =
2∑
k=1
min
i
(
ρ
(i)
k < ε
)
. (4.21)
Nach dem I-ten Iterationsschritt ist die Abweichung der kumulierten Scha¨tzgro¨ßen von den
tatsa¨chlichen Werten ho¨chstens gleich ε. Gleichung (4.21) ist eine Maximalabscha¨tzung fu¨r den 2-
Parameter-Fall, wenn die Scha¨tzgro¨ßen gleich groß sind. Sind die Betra¨ge der Parameter deutlich
verschieden, so ist die Anzahl der notwendigen Schritte kleiner.
Fu¨r die Erweiterung der Konvergenzprognose auf den 3-Parameter-Fall kann eine exakte alge-
braische Formulierung im Rahmen dieser Arbeit nicht gegeben werden. Jedoch la¨sst sich fu¨r den
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in der Anwendung relevanten Fall moderater Korrelationen ausgehend von Gleichung (4.21) die
folgende Na¨herungsformel fu¨r die Bestimmung der partiellen Konvergenzen angeben:
ρ
(i)
k =
(
max
k
|rk,l|
)i
, fu¨r k = (1, 2, 3) und k 6= l. (4.22)
Die Anzahl der insgesamt notwendigen Iterationen kann wiederum u¨ber die Summe
I =
3∑
k=1
min
i
(
ρ
(i)
k < ε
)
(4.23)
abgescha¨tzt werden. Dieser Wert ist eine gute Approximation der maximal notwendigen Itera-
tionen bei geringer bis ma¨ßiger Korrelation.
Um eine Vorstellung u¨ber die Korrelation in realen Datensa¨tzen zu bekommen, wurden sie
fu¨r eine variierende Anzahl an Aufnahmen exemplarisch fu¨r den in dieser Arbeit verwendeten
Staufen-Datensatz bestimmt (siehe Kap. 5.1 Seite 84). Die Kovarianzen wurden jeweils auf Basis
aller mo¨glichen Interferogramm-Kombinationen ermittelt, die mit dem Datenstapel – beginnend
mit den ersten 10 Aufnahmen des Datensatzes bis hin zum gesamten Stapel von 39 Aufnahmen
– gebildet werden ko¨nnen. Fu¨r die Toleranz wurde ein Wert von ε = 1 % gewa¨hlt. In Abbil-
dung 4.4 sind die Nebendiagonalelemente der Kovarianzmatrix R sowie die maximale Anzahl
notwendiger Iterationsschritte dargestellt. Wie die obere Grafik zeigt, ist in diesem Beispiel fu¨r
kleine und mittlere Datenstapel bis hin zu 20 Aufnahmen die Korrelation variabel. Daru¨ber
hinaus ist der Verlauf stetig und die Korrelation der Parameter nimmt kontinuierlich ab, wobei
sie zwischen der zeitlichen Basislinie und der thermischen Basislinie nie ganz verschwindet. Die
Korrelationskoeffizienten sind jedoch in keinem Fall gro¨ßer als r = 0.4, womit die Konvergenz-
prognose nach Gleichung (4.23) gut anwendbar ist. Die untere Grafik in Abbildung 4.4 zeigt die
mit dieser Formel bestimmte maximale Anzahl an notwendigen Iterationsschritten.
Betrachtet man nur den Laufzeitaspekt, so kann es gu¨nstiger sein bei der Parameterscha¨tzung auf
kleinen Datenstapeln eine Szene auszulassen, um die Kovarianz zu reduzieren. So kann in dem
hier gezeigten Beispiel die Anzahl der notwendigen Iterationen von 14 auf 8 nahezu halbiert
werden, wenn man bei dem 11 Aufnahmen umfassenden Datensatz nur die ersten 10 fu¨r die
Parameterscha¨tzung nutzt.
Die Abscha¨tzung nach Gleichung (4.23) ist eine Na¨herung fu¨r die maximale Anzahl von not-
wendigen Iterationen. Sie wird nur ausgescho¨pft, wenn alle drei Parameter in etwa zu gleichen
Teilen zum beobachteten Signal beitragen. Bei der u¨berwiegenden Anzahl der PS-Punkte wird
ein Parameter dominieren. Somit wird nicht die maximale Iterationsanzahl beno¨tigt, um die
Scha¨tzgro¨ßen hinreichend genau an die optimale Kleinste-Quadrate-Lo¨sung zu fu¨hren. Es ist
daher zweckma¨ßig, ein zweites Abbruchkriterium einzufu¨hren, mit dem die Iteration alternativ
bereits bei Unterschreitung einer minimalen A¨nderung der kumulierten Scha¨tzgro¨ßen abgebro-
chen wird. Dieses zusa¨tzliche Abbruchkriterium ist auch in Abbildung 4.3 dargestellt. Tatsa¨ch-
lich wird bei der Anwendung mit realen Daten die Iteration in den meisten Fa¨llen durch diese
zusa¨tzliche Abbruchbedingung beendet.
4.1.2 Beispiel
Die Beschreibung der sequentiellen Parameterscha¨tzung soll abschließend anhand eines Beispiels
demonstriert werden. Dafu¨r wurden wiederum die Sensorparameter und der Basisliniensatz des
vollsta¨ndigen Staufen-Datensatzes verwendet. Fu¨r die Parameter wurde v0 = 3.6 cm/y, h0 =
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Abbildung 4.4: Korrelation in Abha¨ngigkeit von der Anzahl der genutzten Aufnahmen fu¨r den in die-
ser Arbeit verwendeten Datensatz (oben). Die Korrelation bestimmt die Anzahl der
notwendigen Iterationsschritte I, um die Abweichung der Scha¨tzungen xˇ unter eine
vorgegebene Toleranz (hier 1 %) bezu¨glich der optimalen Kleinste-Quadrate-Lo¨sung xˆ
zu bringen (unten).
45 m und α0 = 0.2 mm/K vorgegeben. Fu¨r das Phasenrauschen φnoise wurde eine Standard-
abweichung von σn = 0.1 rad angenommen. Um die Abha¨ngigkeit der Konvergenz von der
Korrelation zu demonstrieren, wurden zwei unterschiedliche Szenarien gewa¨hlt. In einem Fall
entspricht der Basisliniensatz A = [τ B⊥ ϑ] den urspru¨nglichen Werten, im anderen Fall wurde
die Korrelation zwischen den Basislinien erho¨ht, indem die korrelierte Modellmatrix
Acor = A + τc, mit c =
[
0 0.3 0.04
]
(4.24)
genutzt wurde. In Abbildung 4.5 sind fu¨r beide Szenarien die Korrelationsmatrizen R sowie die
Punktwolken der Beobachtungspunkte im τ -B⊥-ϑ-Diagramm dargestellt. In der Punktwolken-
darstellung sind zusa¨tzlich die Hauptkomponenten der Modellmatrix A eingezeichnet (blau). Sie
sind im urspru¨nglichen Fall nahezu kollinear zu den Achsen des τ -B⊥-ϑ-Diagramms.
Wie die rechte Grafik zeigt, erha¨lt man mit der sequentiellen Parameterscha¨tzung im urspru¨ng-
lichen Szenario jeweils schon im ersten Schritt gute Na¨herungswerte und die iterativen Lo¨sungen
konvergieren schnell gegen die tatsa¨chlichen Werte. So sind die Abweichungen bereits nach dem
siebten Iterationsschritt fu¨r alle drei Parameter kleiner als 1 %. Der Wert liegt innerhalb der mit
Gleichung (4.23) bestimmten Grenze von maximal acht Iterationsschritten (vgl. auch Abbildung
4.4).
Im Vergleich dazu ist die Konvergenz im zweiten Szenario, bei dem die Korrelation zusa¨tzlich
erho¨ht wurde, wesentlich schlechter. Erst nach 23 Iterationsschritten sind die Abweichungen der
gescha¨tzten Parameter von den Kleinste-Quadrate-Lo¨sungen unter 1 %. Dafu¨r ist insbesondere
die hohe Korrelation zwischen der zeitlichen Basislinie und der thermischen Basislinie ausschlag-
gebend. Das Gesamtsignal wird wechselseitig in kleinen Portionen auf die Scha¨tzgro¨ßen vˇ0 und
αˇ0 aufgeteilt. Die starke Korrelation fu¨hrt dazu, dass die Hauptkomponentenachsen in der τ -B⊥-
Ebene gegenu¨ber dem τ -B⊥-System rotiert sind. Jedoch verla¨uft die dritte Hauptkomponente
weiterhin nahezu entlang der ϑ-Achse. Sie wird trotz starker Korrelation mit der zeitlichen Ba-
sislinie nicht in deren Richtung rotiert. Der Rotationswinkel der Hauptkomponenten gegenu¨ber
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Abbildung 4.5: Iterative Scha¨tzung der Gro¨ßen x = (v0, h0, α0) basierend auf dem separierten Glei-
chungssystem mit normaler Korrelation der A-Matrix fu¨r den Staufen-Datensatz (oben)
sowie ku¨nstlich erho¨hter Korrelation (unten). Links ist jeweils die Matrix R dargestellt,
in der Mitte die Position der interferometrischen Beobachtungen im τ -B⊥-ϑ-Diagramm
und rechts die relative Abweichung der iterativen Lo¨sungen xˇ von der Least-Squares-
Lo¨sung xˆ. Die senkrechte Linie zeigt die Scha¨tzung der Iterationsschritte nach Gleichung
(4.23).
den Achsen des τ -B⊥-ϑ-Systems ist kein guter Indikator fu¨r die Konvergenz, da die Haupt-
komponentenanalyse sensitiv gegenu¨ber der Dimension der Achsen ist und bei unterschiedlichen
physikalischen Einheiten nicht den tatsa¨chlichen Zusammenhang zwischen den Basislinien dar-
stellt.
Die Beispiele zeigen, dass der iterative Ansatz fu¨r starke und mittlere Korrelationen zwischen
den Basislinien angewendet werden kann. Die Grenzen des Verfahrens liegen weniger in der
Korrelation der Beobachtungspunkte sondern in der Reduzierung der Parameter und der damit
verbundenen Erho¨hung des Signalrauschens. Um diesen Punkt zu verdeutlichen ist in Abbil-
dung 4.6 die Projektion der reduzierten Beobachtungen li auf die Koordinatenachsen τ,B⊥ und
ϑ fu¨r die ersten vier Iterationsschritte dargestellt. Die Abbildung zeigt, dass die Varianz der
Bobachtungen nach und nach durch die kumulierten Scha¨tzgro¨ßen xˇk erkla¨rt wird. In jedem
Iterationsschritt wird dabei der Scha¨tzwert ausgewa¨hlt, welcher die Varianz der Restbeobach-
tungen am meisten reduziert. Aufgrund der Phasenmehrdeutigkeit ist die Scha¨tzung bei den
ersten Iterationsschritten besonders anspruchsvoll. Sie wird diesem Fall korrekt gelo¨st, es ist je-
doch auch vorstellbar, dass der Phasentrend entlang der senkrechten Basislinie im ersten Schritt
bei gro¨ßerem Rauschanteil oder noch gro¨ßeren Signalanteilen durch ϕv und ϕα nicht mehr kor-
rekt bestimmt wird. Damit wu¨rde die gesamte sequentielle Scha¨tzung eine falsche Lo¨sung fu¨r
alle drei Parameter ergeben. Mit der M-SBAS-Methode werden die unerwu¨nschten Signalanteile
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Abbildung 4.6: Reduzierung der Signalvarianz bei der sequentiellen Parameterbestimmung. Dargestellt
sind die reduzierten interferometrischen Phasen li in Abha¨ngigkeit von den Basislinien
τ , B⊥ bzw. ϑ fu¨r i = 1..4 von oben nach unten. Die blauen Punkte illustrieren den Fall
mit der tatsa¨chlichen Korrelation zwischen den Basislinien, wa¨hrend die roten Kreise
den Fall mit erho¨hter Korrelation nach Gleichung 4.24 zeigen (s. a. Abb. 4.5).
bestmo¨glich reduziert, sodass das Signal-Rausch-Verha¨ltnis fu¨r die Einparameter-Probleme so
groß wie mo¨glich ist.
4.2 Parameterscha¨tzung basierend auf Periodogrammen
Nachdem im vorhergehenden Abschnitt der iterative Ansatz mit separater Parameterscha¨tzung
betrachtet wurde, soll in den folgenden Abschnitten auf die konkrete Scha¨tzung der Parame-
ter v, h und α in den jeweiligen Einparameter-Problemen eingegangen werden. Um dabei eine
konsistente Darstellung zu ermo¨glichen werden die Basislinien und die abha¨ngigen Parameter
nachfolgend durch die Variablen k und k∗ substituiert. Des Weiteren wird die Kreisfrequenz ω(k)
eingefu¨hrt, wodurch die Zielfunktion des Einparameter-Problems einheitlich mit
γ(k∗r) =
1
N
∣∣∣∣∣
N∑
n=1
exp(jφ˜(kn)) exp(jω
(k)
n k
∗
r)
∣∣∣∣∣ fu¨r k ∈ {τ,B⊥, ϑ} und k∗ ∈ {v, h, α} (4.25)
beschrieben werden kann. Gleichung (4.25) beschreibt bei a¨quidistanter Abtastung ω
(k)
n die Am-
plitude der inversen diskreten Fourier-Transformation. Man kann die Bestimmung der Zielfunk-
tion γ (k∗r) daher auch als inverse Transformation vom Bildbereich der interferometrischen Auf-
nahmen in den Objektbereich auffassen. Die Funktion γ beschreibt je nach Wahl des Parameters
k∗ die normierte Amplitude der Auflo¨sungszelle in Abha¨ngigkeit von der Ho¨he (k∗ = h), der
Bewegungsrate (k∗ = v) oder dem thermischen Ausdehnungskoeffizienten (k∗ = α). In Tabelle
4.1 sind die Substitutionen von k und die entsprechenden Dimensionen der Variablen zusam-
mengestellt.
Wenn im Zuge der Parameterscha¨tzung der gesuchte Wert k∗0 aus der Lage des Maximums von
γ(k∗r) mit
kˆ∗0 = arg max
r
γ(k∗r) (4.26)
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bestimmt wird, so steckt dahinter die Frage nach der Verschiebung der Objektfunktion aus dem
Referenzpunkt mit den Koordinaten h = href , v = 0 und α = 0. Die Verschiebung wird anhand
des linearen Phasengangs der komplexwertigen Schwingung im Bildbereich bestimmt. Fu¨r die
Frequenzscha¨tzung bietet sich die Formulierung von Gleichung (4.25) mit der Periodogramm-
funktion G an [z. B. Buttkus, 1991, S. 199 ff.]:
G(k∗r) = N (γ(k
∗
r))
2 . (4.27)
Mit dieser Formulierung der Zielfunktion wird die Position des Maximums nicht vera¨ndert, sie
ermo¨glicht aber die Bestimmung der Signifikanz dieses Maximums mit den aus der Periodo-
grammscha¨tzung gela¨ufigen Methoden.
Mit Gleichung (4.25) ist eine Bildungsvorschrift fu¨r die Zielfunktion der Scha¨tzung gegeben. Der
Scha¨tzwert kˆ∗0 kann jedoch vom gesuchten Wert k
∗
0 erheblich abweichen, wenn:
i. die Verschiebung des gesuchten Signals u¨ber der durch die Abtastung der Beobachtungsreihe
realisierten Nyquistfrequenz liegt;
ii. die monofrequente Schwingung der Beobachtungsreihe durch andere periodische oder nicht-
periodische Signale bzw. durch Signalrauschen u¨berdeckt wird;
iii. die frei wa¨hlbare diskrete Abtastung von γ(k∗r) ungu¨nstig gewa¨hlt ist, sodass das globale
Maximum von γ nicht ada¨quat abgetastet wird.
Die Scha¨tzung von Periodogrammen aus unregelma¨ßig abgetasteten Beobachtungsreihen ist ein
ha¨ufig auftretendes Problem in vielen ingenieurtechnischen Anwendungen, wie z. B. in der Nach-
richtentechnik [Nion und Sidiropoulos, 2010] und der Bildverarbeitung [Li et al. 1998]. Sie spielt
aber auch eine wichtige Rolle in vielen wissenschaftlichen Auswertungen, insbesondere bei der
Analyse von geophysikalischen und astronomischen Zeitreihen [z. B. Park et al. 1987; Fodor und
Stark, 2000; Stoica et al. 2009]. Auch in der Bioinformatik hat die Bestimmung von Periodizi-
ta¨ten bei der Gensequenzanalyse große Bedeutung [Wichert et al. 2004; Ahdesmaki et al. 2007].
Schließlich ist die SAR-Tomografie selbst zu nennen, fu¨r deren Lo¨sung eine Periodogrammscha¨t-
zung der Beobachtungen an den unregelma¨ßig abgetasteten Orbitpositionen nach Gleichung
(4.25) notwendig ist. Algorithmen zur Periodogrammscha¨tzung werden z. B. in She et al. (2002),
Fornaro et al. (2003) und Zhu (2008) vorgestellt.
Die Methoden zur spektralen Scha¨tzung lassen sich in parametrische und nichtparametrische
Ansa¨tze unterscheiden. Bei parametrischen Ansa¨tzen wird ein funktionales Modell zugrunde
gelegt, d. h. die Anzahl der Sinusoide im Signal wird als bekannt vorausgesetzt. Bei der Scha¨t-
zung werden Amplitude, Phase und meist auch die Signifikanz dieser Schwingungen gegenu¨ber
dem Signalrauschen bestimmt [Sun et al. 2014]. Demgegenu¨ber werden bei den nichtparametri-
schen Ansa¨tzen keine Modellannahmen getroffen. Ziel dieser Ansa¨tze ist die Rekonstruktion eines
Originalbereich k∗ v
[
m
d
]
h [m] α
[
m
K
]
Bildbereich
k τ [d] B⊥ [m] ϑ [K]
ω(k) 4piλ τ
[
d
m
]
4pi sin θ
λr0
B⊥
[
m−1
]
4pi
λ ϑ
[
K
m
]
Tabelle 4.1: Substitution der Basislinien und Scha¨tzparameter mit k bzw. k∗ fu¨r eine einheitliche Be-
schreibung der Parameterscha¨tzung.
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kontinuierlichen Spektrums. Auch die diskrete Fouriertransformation und die Periodogramm-
scha¨tzung nach Welch (1967) geho¨ren zu den nichtparametrischen Methoden der spektralen
Scha¨tzung.
Nichtparametrische Ansa¨tze bieten die Flexibilita¨t, durch eine weiterfu¨hrende Analyse des Spek-
trums die Anzahl signifikanter Schwingungen im Signal zu bestimmen. Diese Vorgehensweise
wird auch bei der SAR-Tomografie genutzt und als Modellselektion bezeichnet [Zhu und Bam-
ler, 2010]. Bei der PS-Auswertung ist nach Gleichung (4.26) zuna¨chst nur ein Maximum, d. h.
eine Schwingung gesucht. Daher ko¨nnen sowohl parametrische als auch nichtparametrische An-
sa¨tze genutzt werden. Jedoch bietet ein nichtparametrischer Ansatz die Mo¨glichkeit, auch hier
das Signal einer Ru¨ckstreuzelle auf verschiedene Modelle hin zu testen. Dies betrifft zum einen
den tomografischen Fall, wenn mehrere Ru¨ckstreupunkte in unterschiedlicher Ho¨he innerhalb
der Ru¨ckstreuzelle vorkommen. Zum anderen kann ein PS-Punkt im γ(v)-Periodogramm auch
durch zwei oder mehrere spektrale Linien repra¨sentiert werden, zum Beispiel wenn er zuna¨chst
in Ruhe ist und im Verlauf der Beobachtung durch Gela¨ndedeformationen eine Verschiebung
mit gleichfo¨rmiger Bewegungsrate erfa¨hrt.
Ein weiterer Grund spricht fu¨r eine nichtparametrische Frequenzscha¨tzung bei der PS-
Auswertung. Bei der M-SBAS-Methode soll die Frequenzscha¨tzung auf allen Subba¨ndern
durchgefu¨hrt werden. Bei einem parametrischen Ansatz wird die Frequenz in jedem dieser
Subba¨nder individuell aus dem Maximum bestimmt. Der endgu¨ltige Scha¨tzwert geht aus deren
Mittelwert hervor. Bei geringem SNR entspricht das Maximum der Frequenzscha¨tzung in den
Subba¨ndern mo¨glicherweise nicht der gesuchten Frequenz. Der Scha¨tzer rutscht in das falsche
Maximum, was zu groben Fehlern fu¨hren kann, wie Beispiel (c) in Abbildung 4.2 zeigt. Wird
hingegen ein nichtparametrischer Ansatz gewa¨hlt, so ko¨nnen diese groben Fehler reduziert
werden, indem erst das SNR durch Stapelung der Spektren erho¨ht und anschließend das
Maximum des gemittelten Spektrums bestimmt wird.
Fu¨r die Parameterscha¨tzung bei der M-SBAS-Methode werden im Folgenden zwei verschiedene
nichtparametrische Ansa¨tze vorgestellt und deren Eignung anhand von Testdaten beurteilt und
verglichen.
4.3 TSVD-Methode
Durch die unregelma¨ßige Verteilung der Aufnahmepunkte in B⊥ und ϑ und eine regelma¨ßige,
aber unterbrochene Abtastung in τ ist eine direkte Anwendung von FFT-basierten Methoden
zur Bestimmung von G(k∗r) nicht mo¨glich. Jedoch kann man sich der in der SAR-Tomografie
ga¨ngigen Methoden bedienen, bei denen die ho¨henabha¨ngige Ru¨ckstreuintensita¨t γ(s) ebenfalls
nichtparametrisch aus den unregelma¨ßig abgetasteten Beobachtungen entlang der Basislinie be-
stimmt wird. Die Problemstellung der Tomografie ist identisch mit der Bestimmung von γ(h)
nach Gleichung (4.25). Sie hat zum Ziel, die Reflektivita¨tsfunktion im Objektraum aus den Be-
obachtungen im Bildraum zu rekonstruieren, indem die Abbildungsgleichung invertiert wird.
Die Abbildung der (normierten) Reflektivita¨tsfunktion auf die Orbitpositionen wird beschrieben
durch
gn = exp
(
jφ˜(ω(k)n )
)
=
R∑
r=1
γ(k∗r) exp
(
jω(k)n k
∗
r
)
. (4.28)
Die Gleichung la¨sst sich in Matrixnotation als
g = Lγ (4.29)
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schreiben. Die Matrix L hat die Dimension (N ×R). Sie beschreibt die Abbildung der Objekt-
funktion an den Orbitpositionen ω
(k)
n . Gleichzeitig beschreibt sie bei a¨quidistanter Abtastung in
ωn die diskrete Fourier-Transformation von γ(k
∗). Gesucht ist der zu L inverse Operator, mit
dem die Objektfunktion γ aus den Beobachtungen rekonstruiert werden kann:
γ = L+g. (4.30)
Da das Signal nur an den durch die Basislinien definierten Positionen abgetastet wird, kann
die inverse Fragestellung zu einem mathematisch schlecht gestellten Problem tendieren, bei dem
die Rauschanteile durch ungu¨nstige Fehlerfortpflanzung dominieren [Zhu und Bamler, 2010].
Unter der Singula¨rwertzerlegung der Abbildungsmatrix L mit der Dimension (R×N) wird die
spektrale Zerlegung in ein Produkt der Form
L = UΣV∗ (4.31)
verstanden, wobei U (N × N) und V (R × R) unita¨re komplexwertige Matrizen sind. Sie ent-
halten als Spalteneintra¨ge die orthogonalen Singula¨rvektoren u und v. Die reelle Matrix Σ
hat die Gestalt einer (N × R)-Rechteckmatrix, deren Eintra¨ge σn = Σ(n, n) die Singula¨rwerte
(auch Spektralwerte) der Abbildungsmatrix sind. Die Matrix V∗ ist die Adjungierte von V,
d. h. konjugiert und transponiert. Die Matrix Σ ist eindeutig bestimmt und bei vollem Rang
der Abbildungsmatrix sind ihre Singula¨rwerteintra¨ge durchgehend besetzt. Umgekehrt gibt die
Anzahl der von Null verschiedenen Singula¨rwerte den Rang ρ von L an.
U¨ber diese Zerlegung kann die Pseudoinverse von L formuliert werden:
L+ = VΣ+U∗, mit Σ+n,r =
{
σ−1n fu¨r n = r ≤ ρ,
0, sonst.
(4.32)
Die Reflektivita¨tsfunktion berechnet sich demnach aus der Summe
γ = L+g =
N∑
n=1
σ−1n vn (u
∗
ngn) , (4.33)
mit den Singula¨rvektoren un (N×1) und vn (R×1). Die Pseudoinverse beschreibt eine eindeutige
inverse Abbildung aus dem Bildraum (Frequenzraum) zuru¨ck in den Objektraum.
Die Singula¨rwerte von L stehen in unmittelbarem Zusammenhang mit der Auflo¨sung der Abbil-
dungsmatrix L+. Die Anzahl der Singula¨rwerte, die von Null verschieden sind, gibt die Menge
der unter dieser Abtastung auflo¨sbaren, d. h. unabha¨ngigen Frequenzen an. Der Wert ist durch
die Aufnahmepositionen ωn definiert und bestimmt die tatsa¨chliche Auflo¨sung von γ unabha¨ngig
von der gewa¨hlten Abtastung k∗n, solange das System γ = L+g mit R > N unterbestimmt ist.
Die Abbildungsmatrix L wurde bisher allgemein eingefu¨hrt. Im Folgenden werden die Symbole
L(τ),L(B⊥) und L(ϑ) verwendet, um die drei Fa¨lle k = {τ,B⊥, ϑ} von Gleichung (4.28) zu
unterscheiden.
Die Frequenzen sind bei unregelma¨ßiger Abtastung nicht einheitlich repra¨sentiert. In Abbildung
4.7 ist die regelma¨ßige Abtastung einer unregelma¨ßigen gegenu¨bergestellt. In beiden Fa¨llen sind
N = 27 Beobachtungen enthalten. Bei der unregelma¨ßigen Abtastung werden einige Positio-
nen ω(k) doppelt belegt, sodass effektiv nur an N = 19 Positionen abgetastet wird. Die damit
59
4 Multi-SBAS-Ansatz zur robusten Parameterscha¨tzung
verbundenen Singula¨rwerte der Abbildungsmatrix L(τ) sind unterschiedlich groß. In U¨berein-
stimmung mit der Anzahl mehrfach abgetasteter Positionen sind 8 Singula¨rwerte exakt Null.
Die verbleibenden Singula¨rwerte sind entsprechend den Mehrfachbesetzungen an den Abtast-
positionen gestaffelt. Die 2× 3-fach besetzten Positionen fu¨hren zu den beiden Singula¨rwerten
σ1,2 = 1.0 und die 4× 2-fach besetzten Position werden mit den Singula¨rwerten σ3−6 repra¨-
sentiert. Demgegenu¨ber sind Singula¨rwerte von L(τ) bei einer regelma¨ßigen Beobachtungsreihe
identisch. Alle Frequenzen sind mit dieser Abtastung gleichermaßen repra¨sentiert. Diese Darstel-
lung entspricht einem exakt bestimmten System mit a¨quidistanter Abtastung an den sogenann-
ten natu¨rlichen Frequenzen, wie es beispielsweise mit dem orthonormalen Funktionensystem der
diskreten Fourier-Transformation realisiert ist.
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Abbildung 4.7: Vergleich der Singula¨rwerte von L(τ) bei a¨quidistanter (rot) bzw. unregelma¨ßiger Ab-
tastung (blau). Die zeitliche Basislinie betra¨gt ein ganzzahliges Vielfaches der Orbit-
wiederholzeit τ0. Die Singula¨rwerte sind daher gequantelt.
4.3.1 Regularisierung
Bei der Rekonstruktion von γ nach Gleichung (4.33) gehen die Singula¨rwerte reziprok ein. Da-
durch werden gerade schlecht bestimmte spektrale Anteile des Signals versta¨rkt. Die Anzahl der
Singula¨rwerte mit kleiner Amplitude bestimmt die Kondition von L. Die Singula¨rwertzerlegung
bietet die Mo¨glichkeit, durch Gewichtung der spektralen Anteile die Kondition zu verbessern und
das schlecht gestellte Inversionsproblem zu regularisieren [Zhu und Bamler, 2010]. Eine Mo¨glich-
keit der Regularisierung besteht darin, die Summierung auf die Singula¨rwerte zu beschra¨nken,
deren Werte oberhalb einer festzulegenden Grenze ε liegen. Das Verfahren wird als Truncated
Singular Value Decomposition (TSVD) bezeichnet [Hansen, 1987]. In Abbildung 4.7 ist diese
Grenze durch die Quantisierung der Singula¨rwerte relativ einfach auszumachen. Die ersten 19
Singula¨rwerte bilden den nutzbaren spektralen Anteil von L(τ), wa¨hrend die letzten 8 Singula¨r-
werte nahezu – wegen numerischer Rundungsfehler jedoch nicht identisch – Null sind. Die Zahl
der verwertbaren spektralen Anteile gibt den effektiven Rang von L(τ) an. Die Quantisierung
der Singula¨rwerte von L(τ) ist auf die zeitlich diskretisierte Abtastung des Interferogrammsta-
pels mit τn = nτ0 und n ∈ N zuru¨ckzufu¨hren. Fu¨r die Matrizen L(B⊥) und L(ϑ) nehmen die
Singula¨rwerte kontinuierlich ab. Der effektive Rang kann nicht direkt abgelesen werden. Er muss
angenommen oder mit Tests bestimmt werden.
In Zhu und Bamler (2010) wird ein alternativer Ansatz der Regularisierung fu¨r das Tomografie-
Problem vorgeschlagen, bei dem die Singula¨rwerte entsprechend ihrem Verha¨ltnis zum Rausch-
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niveau ε mit
σn,tik = σn
(
1 +
ε2
σ2n
)
(4.34)
gewichtet werden, wobei das Rauschniveau u¨ber das Produkt u∗nvn fu¨r jeden Punkt individu-
ell bestimmt wird. Der Vorteil besteht in einer graduellen Reduzierung des Einflusses schlecht
bestimmter spektraler Anteile, jedoch auf Kosten eines erho¨hten Rechenaufwandes fu¨r die Be-
stimmung von ε. Fu¨r die Bestimmung von γ soll daher in dieser Arbeit die TSVD genutzt
werden.
4.3.2 Konstruktion der Abbildungsmatrix
Fu¨r die Erstellung der Transformationsmatrix nach Gleichung (4.28) muss die Abtastung der
Koha¨renzfunktion im Objektbereich festgelegt werden. Dabei ist es zweckma¨ßig, fu¨r die Schritt-
weiten ∆(k) =
{
∆(v),∆(h),∆(α)
}
jeweils auf allen Subba¨ndern eine einheitliche Abtastung zu
wa¨hlen. Damit kann im weiteren Verlauf eine schnelle Stapelung der Koha¨renzfunktionen ohne
weitere Interpolation ermo¨glicht werden. Die Abtastung im Objektbereich soll hier, analog zur
diskreten Fourier-Transformation, a¨quidistant gewa¨hlt werden. Dafu¨r muss jedoch zuna¨chst eine
effektive Abtastung im Bildbereich bestimmt werden. Durch die unregelma¨ßige Verteilung der
Beobachtungspunkte gibt es keine definierte Nyquistfrequenz und kein einheitliches Abtastinter-
vall. Jedoch ko¨nnen die Gro¨ßen approximiert werden, wenn die Punktverteilung gegenu¨ber einer
regelma¨ßigen Abtastung nicht zu sehr degeneriert ist.
Bezeichnet man die Reihe der aufsteigend sortierten Beobachtungspunkte im Subband s mit
ks,n, so ko¨nnen die variablen Abtastintervalle im Bildbereich mit
∆(k)s,n = ks,n+1 − ks,n (4.35)
beschrieben werden. Daraus la¨sst sich anhand des Medians von ∆
(k)
s,n mit
∆¯(k) = min
s
(
med
n
∆(k)s,n
)
(4.36)
ein minimaler mittlerer Punktabstand aller Subba¨nder bestimmen. Fu¨r die ganzzahlig dis-
kretisierte Zeitachse kann als minimaler mittlerer Punktabstand auch die Orbitwiederholrate
∆¯(τ) = τ0 gewa¨hlt werden, wenn in dem Datenstapel einige Szenen-Paare enthalten sind, die an
aufeinanderfolgenden U¨berfliegungen aufgenommen wurden.
Die Bandbreite der Abtastung W
(k)
s in den Subba¨ndern ergibt sich jeweils aus dem gesamten
Intervall
W (k)s = maxn
(ks,n)−min
n
(ks,n) , (4.37)
das von den Interferogrammen eines Bandes abgedeckt wird. Bei einer gu¨nstigen Verteilung der
Basislinien sollte die Bandbreite in den Subba¨ndern nicht viel kleiner sein als der insgesamt
abgedeckte Bereich. So enthalten z. B. die in Abbildung 4.1 dargestellten Subba¨nder Interfero-
gramme, deren senkrechte Basislinien sich jeweils u¨ber den gesamten Bereich von B⊥ erstrecken.
Als effektive Bandbreite aller Subba¨nder wird wiederum der Mittelwert von W
(k)
s herangezogen
W¯ (k) =
1
S
S∑
s=1
W (k)s . (4.38)
61
4 Multi-SBAS-Ansatz zur robusten Parameterscha¨tzung
Mit dem Abtastintervall ∆¯(k) und der Bandbreite W¯ (k) kann eine fu¨r alle Subba¨nder gemeinsame
mittlere Abtastung definiert werden. Entsprechend besitzt die Beobachtungsreihe im Objektbe-
reich die Bandbreite
W (k
∗) =
1
2∆¯(k)
, (4.39)
was der Nyquistfrequenz bei regelma¨ßiger Abtastung entspricht. Multipliziert mit 2pi gibt die-
ser Wert die maximal mo¨gliche (kritische) Phasenverschiebung an, die unter dieser Abtastung
eindeutig bestimmt werden kann. So betra¨gt beispielsweise die kritische Phasenverschiebung
0.286 rad/d fu¨r ∆¯(τ) = 11 Tage.
Im Objektbereich ist das Abtastintervall mit
∆(k
∗) =
1
fovs
1
W¯ (k)
(4.40)
gegeben, wobei mit dem Faktor fovs > 1 eine U¨berabtastung festgelegt werden kann. Damit
ergeben sich im Objektbereich die a¨quidistanten Stu¨tzpunkte
ω(k
∗)
r = r∆
(k∗), mit r∈ Z und
∣∣∣ω(k∗)r ∣∣∣ ≤W (k∗), (4.41)
mit denen die Abbildungsmatrix L konstruiert werden kann. Mit der so beschriebenen Vorge-
hensweise kann ein Kompromiss gefunden werden zwischen einer zu feinen Diskretisierung, die
rechenintensiv ist, und einer zu groben Diskretisierung, bei der die potentiell mo¨gliche spektrale
Auflo¨sung nicht ausgescho¨pft wird. Mit einer leichten U¨berabtastung kann sichergestellt werden,
dass die Amplitude des gesuchten Maximums von γ bestmo¨glich bestimmt wird. Die spektrale
Auflo¨sung der Frequenzscha¨tzung kann damit jedoch nicht verbessert werden. Sie ist durch die
Abtastung im Bildbereich implizit festgelegt.
4.3.3 Scha¨tzung des Periodogramms
Mit der Singula¨rwertzerlegung nach Gleichung (4.31) und der daraus abgeleiteten Rekonstruk-
tion der Objektfunktion mit Gleichung (4.33) ergibt sich zusammenfassend folgender Ablauf fu¨r
die robuste Scha¨tzung des Periodogramms G(k∗):
1. Aufteilung des Interferogrammstapels in die Subba¨nder s = 1...S mit je n = 1...Ns Inter-
ferogrammen in jedem Band.
2. Festlegung einer zweckma¨ßigen Abtastung nach Gleichung (4.41).
3. Singula¨rwertzerlegung und Bestimmung des nutzbaren spektralen Anteils Qs ≤ Ns in
jedem Band.
4. Berechnung des Periodogramms G(k∗) fu¨r jeden Punkt mit:
G(k∗) =
1
SN¯s
S∑
s=1
∣∣∣∣∣
Qs∑
n=1
1
σ
(k∗)
s,n
v(k
∗)
s,n
[(
u(k
∗)
s,n
)∗
g(k)s,n
]∣∣∣∣∣
2
. (4.42)
Dieser Ansatz ist gegenu¨ber der ga¨ngigen Scha¨tzung nach Gleichung (4.25) robuster, da ei-
ne rauschreduzierte Objektfunktion aus den gemittelten Periodogrammen aller Subba¨nder be-
stimmt wird. Zudem wird durch die Analyse der Singula¨rwerte der nutzbare spektrale Anteil
der Beobachtungen bestimmt, der allein in die Rekonstruktion der Objektfunktion eingeht. Der
Ansatz ist zudem schneller als das Gittersuchverfahren bei vergleichbarer Diskretisierung. Die
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Singula¨rwertzerlegung erfordert zuna¨chst zusa¨tzlichen Rechenaufwand, der jedoch nur einmalig
fu¨r jedes Subband anfa¨llt. Dieser Aufwand wird durch die Zeitersparnis kompensiert, die mit der
Reduktion der Summierung auf den nutzbaren spektralen Anteil bei jedem Bildpunkt erreicht
wird.
4.3.4 Beispiel
Die Methode soll anhand eines konkreten Datensatzes demonstriert werden. Dafu¨r wurde exem-
plarisch die Basislinienkonfiguration und die Aufnahmegeometrie des Staufen-Datensatz mit 39
Szenen und 741 mo¨glichen Interferogrammen u¨bernommen (siehe Kapitel 5.1). Die Verteilung der
Szenen und die Interferogramm-Kombinationen sind in der linken Grafik von Abbildung 4.8 dar-
gestellt. Fu¨r die Scha¨tzung der ho¨henabha¨ngigen Objektfunktion G(h) wurde der Datensatz in
3×3 Subba¨nder bezu¨glich der Basislinien τ und ϑ unterteilt, sodass die Periodogramm-Scha¨tzung
in jedem Subband durchschnittlich auf ca. 80 Interferogrammen beruht. Das Subband-Schema
ist in der rechten Grafik der Abbildung dargestellt. Die farbliche Kodierung zeigt die Zugeho¨-
rigkeit des Interferogramms zum jeweiligen Subband. So markieren beispielsweise die gru¨nen
Verbindungslinien die Untermenge der Interferogramme, die eine große zeitliche und kleine ther-
mische Basislinie haben. In diesem Subband ist die Korrelation zwischen den Basislinien gering.
Die Unterteilung der Subba¨nder erfolgt in jeder Dimension getrennt, sodass jede Spalte und
Zeile der Unterteilung jeweils genau 1/3 der Gesamtanzahl der Interferogramme entha¨lt. Die
Anzahl der Interferogramme pro Subband kann daher variieren. Ferner haben die Subba¨nder bei
diesem Unterteilungsschema eine variable Bandbreite. Insbesondere erstrecken sich die Ba¨nder
3 und 9 u¨ber einen ausgedehnten Bereich. Bei großen Bewegungsraten oder starker thermischer
Ausdehnung kann die Periodogramm-Scha¨tzung mitunter verbessert werden, wenn diese Ba¨nder
ausgelassen werden.
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Abbildung 4.8: Basisliniendiagramm aller mo¨glichen Interferogramm-Kombinationen des Staufen-
Datensatzes mit 39 Szenen (links) erweitert um die thermische Basislinie auf der z-
Achse. Fu¨r eine u¨bersichtliche Darstellung wurde nur jedes dritte Interferogramm ab-
gebildet. Die farbliche Kodierung zeigt die Zuordnung jedes Interferogramms zu ei-
nem der neun Subba¨nder (rechts). Die Ba¨nder erstrecken sich entlang der Basislinie
B⊥ senkrecht zur Abbildungsebene. Die grauen Punkte repra¨sentieren die Position der
Interferogramm-Kombination. Im Gegensatz dazu zeigen die schwarzen Kreise in der
linken Abbildung die Beobachtungspunkte selbst.
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In Abbildung 4.8 ist das Subband-Schema fu¨r die Bestimmung von h0 dargestellt. Die Ba¨nder
erstrecken sich entlang der senkrechten Basislinie. Analog werden fu¨r die Scha¨tzung von v0
und α0 zwei weitere Unterteilungen generiert, die sich entlang von τ bzw. ϑ erstrecken. Die
Subba¨nder sind fu¨r die drei Parameterscha¨tzungen verschieden. Sie u¨berschneiden sich jeweils
in einem kleinen Bereich von 1/27.
Mit der Unterteilung der Interferogramme in jeweils 3× 3 Stapel wurden die Abbildungsmatri-
zen L(k) mit der Diskretisierung der Objektfunktion nach Gleichung (4.41) konstruiert. Dabei
wurde eine U¨berabtastung von fovs = 8 gewa¨hlt. Die Wahl dieses Wertes wird in einer syste-
matischen Untersuchung in Kapitel 4.6.2 beschrieben. In Abbildung 4.9 sind die Singula¨rwerte
der Abbildungsmatrizen L(τ), L(B⊥) und L(ϑ) jeweils fu¨r das erste und dritte Subband darge-
stellt. Sie sind bezu¨glich des gro¨ßten Wertes normiert. Die Singula¨rwerte von L(τ) zeigen die
bereits oben beschriebene Quantisierung, wa¨hrend die Singula¨rwerte der anderen beiden Matri-
zen kontinuierlich verlaufen. Auffallend ist ein Abknicken der Wertereihe, das insbesondere bei
den Singula¨rwerten im dritten Band ausgepra¨gt ist.
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Abbildung 4.9: Singula¨rwerte der Matrizen L(τ), L(B⊥) und L(ϑ) normiert auf den gro¨ßten Wert. Im Ge-
gensatz zur abgestuften Verringerung fu¨r L(τ) verlaufen die Singula¨rwerte der anderen
beiden Matrizen kontinuierlich. Der Knick im Verlauf zeigt die Grenze des nutzbaren
spektralen Anteils von L. Die roten Kreise kennzeichnen die Singula¨rwerte, die un-
terhalb des anhand von synthetischen Daten bestimmten Grenzwertes ε liegen. (s. a.
Abb. 4.10).
Fu¨r die Summation des Periodogramms muss der nutzbare spektrale Anteil der Singula¨rwerte
bestimmt werden. Da jedoch die Anzahl der Singula¨rwerte in jedem Subband variiert und der
Verlauf der Singula¨rwertreihe individuell verschieden ist, ist es nicht mo¨glich, einen einheitli-
chen maximalen Summationsindex Qs anzugeben. Vielmehr muss das Rauschniveau ε bestimmt
werden. Die Summationsgrenze entspricht dann in jedem Band dem Index des kleinsten Singu-
la¨rwertes mit
Qs = min
n
(σs,n ≥ ε) . (4.43)
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Das Rauschniveau kann pauschal vorgegeben oder bestimmt werden. Hier wird eine Vorge-
hensweise gewa¨hlt, bei welcher der optimale Grenzwert durch eine systematische Analyse der
Periodogramme G(k∗) in Abha¨ngigkeit von ε ermittelt wird. Dafu¨r wurden fu¨r den Interfero-
grammstapel i = 1...1000 PS-Punkte nach Gleichung (2.69) simuliert, wobei zwei Szenarien mit
den in Tabelle 4.2 vorgegebenen Modellparametern angenommen wurden.
Szenario σn σ
2
φneu
mm2 v0 mm/a h0 m α0 mm/K
a 0.3 9 30 15 0.2
b 0.8 9 10 5.3 0.2
Tabelle 4.2: Modellparameter zur Bestimmung des optimalen Grenzwertes ε.
Fu¨r jeden Punkt wurden die Periodogramme nach Gleichung (4.42) bestimmt, wobei der Grenz-
wert schrittweise von ε = 0.02 auf ε = 0.6 erho¨ht wurde. Als Indikator fu¨r den optimalen
Grenzwert wurde fu¨r jedes ε die mittlere Standardabweichung der Scha¨tzparameter u¨ber alle
simulierten PS-Punkte gewa¨hlt:
σ(k
∗)
ε =
√
var
(
kˆ∗0,ε,i
)
. (4.44)
Das Ergebnis der Analyse ist in Abbildung 4.10 fu¨r beide Szenarien dargestellt. Fu¨r eine bessere
Vergleichbarkeit ist das Verha¨ltnis von σ
(k∗)
ε zum minimalen Wert σ
(k∗)
min fu¨r k
∗ = {τ,B⊥, ϑ} abge-
bildet. Fu¨r alle drei Parameter liegt das Minimum bei beiden Szenarien im Intervall ε = [0.4, 0.5].
Fu¨r die Bewegungsrate ist die Standardabweichung im Bereich zwischen ε = 0 und ε = 0.48 an-
na¨hernd konstant. Hier macht sich die Quantisierung der Singula¨rwerte bemerkbar. In diesem
Bereich werden bei nahezu allen Subba¨ndern nur die Singula¨rwerte mit σn ≈ 0 ausgelassen.
Fu¨r das Szenario (b) ist der Quotient der erreichten Standardabweichung zum minimalen Wert
insgesamt kleiner. Der optimale Grenzwert kann daher anhand des Szenarios (a) bestimmt
werden. Bei der Scha¨tzung von hˆ0 ist in diesem Fall ein deutlich ausgepra¨gtes Minimum zwischen
ε = 0.42 und ε = 0.44 zu sehen (gru¨ne Kurve). In Hinblick darauf wird der Grenzwert einheitlich
auf ε = 0.43 festgelegt.
Die Singula¨rwerte, die unterhalb des Grenzwerts von 0.42 liegen, sind in Abbildung 4.9 rot
dargestellt. Es zeigt sich, dass der anhand der simulierten Daten bestimmte optimale Grenzwert
gerade dem Niveau entspricht, an dem die Reihe der Singula¨rwerte den Knick aufweist. Nach
diesem Punkt fallen die Singula¨rwerte schneller ab. Sie bilden den spektralen Bereich von L(k),
der schlecht bestimmt ist und zur Rausch-Versta¨rkung fu¨hrt. Der Knick ist unabha¨ngig von der
Anzahl der Interferogramme und der konkreten Verteilung der Basislinien in den Subba¨ndern
immer auf dem Niveau des ermittelten Grenzwertes. Der Vergleich der beiden Szenarien zeigt,
dass der Grenzwert auch zutrifft, wenn fu¨r die Simulation unterschiedliche Modellparameter
gewa¨hlt werden. Der empirisch ermittelte optimale Wert fu¨r ε wird nur geringfu¨gig von den
zu scha¨tzenden Parametern und dem Rauschniveau der Beobachtungen beeinflusst. Er ist auch
nahezu unabha¨ngig von den zu scha¨tzenden Parametern. Fu¨r ε sollte bei der Periodogramm-
Scha¨tzung mit der M-SBAS-Methode ein Wert zwischen 0.4 und 0.5 gewa¨hlt werden.
Fu¨r die TSVD-basierte Periodogramm-Scha¨tzung auf M-SBAS Stapeln ist in Abbildung 4.11
abschließend ein konkretes Beispiel fu¨r das Periodogramm G(h) eines simulierten PS-Punktes
dargestellt. Das Beispiel wurde bereits in der Einfu¨hrung dieses Kapitels in Abbildung 4.2 auf
Seite 47 verwendet. Im Vergleich zu der Periodogramm-Scha¨tzung im SBAS-Ansatz (Abb. 4.2c)
65
4 Multi-SBAS-Ansatz zur robusten Parameterscha¨tzung
0 0.1 0.2 0.3 0.4 0.5 0.6
100
101
102
σ
εk*
 
/ σ
m
in
k*
ε
0 0.1 0.2 0.3 0.4 0.5 0.6
100
101
ε
(a) (b)
Abbildung 4.10: Bestimmung des optimalen Grenzwertes ε zur Trennung des nutzbaren spektralen
Anteils der Matrix L(k). Fu¨r simulierte PS-Punkte wurde die Standardabweichung
der Scha¨tzparameter vˆ0 (rote Kreise), hˆ0 (gru¨ne Quadrate) und αˆ0 (blaue Dreiecke)
u¨ber je 1000 Simulationen bestimmt. Mit ε = 0.42 findet sich ein einheitlicher Wert,
fu¨r den die Standardabweichung in beiden Szenarien und fu¨r alle drei Parameter nahe
am minimalen Wert ist.
wird bei der Periodogramm-Scha¨tzung im M-SBAS-Ansatz das Rauschniveau deutlich redu-
ziert. Die Position des Maximums ist in beiden Fa¨llen gleich, die Signifikanz wird jedoch durch
Absenken des Rauschniveaus deutlich erho¨ht.
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Abbildung 4.11: Gescha¨tzte Objektfunktion G(h) fu¨r den simulierten PS-Punkt aus Abb. 4.2 mit der
M-SBAS-Methode im Vergleich zur Scha¨tzung auf dem SBAS-Stapel. Die rote und
blaue Kurve zeigt den Vergleich der Periodogrammscha¨tzung mittels TSVD und FFT.
Der simulierte Wert ist h0 = 15 m (gestrichelte Linie).
Die Signifikanz des Maximums ist ein wesentlicher Parameter, um grobe Fehler bei der Para-
meterscha¨tzung auszuschließen - also diejenigen Fa¨lle, bei denen ein Nebenmaximum im Pe-
riodogramm zufa¨llig das gesuchte Maximum u¨bertrifft. Dieser Fall tritt auf, wenn ein Punkt
gleichzeitig große Signalanteile durch die modellierbaren Phasenverschiebungen φv, φh sowie φα
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hat und/oder großes Phasenrauschen φnoise. Auf die Signifikanz der Parameterscha¨tzung wird in
Abschnitt 4.5 detaillierter eingegangen.
4.4 FFT-Methode
Die TSVD-Methode stellt eine Mo¨glichkeit der robusten Periodogramm-Scha¨tzung dar, die
im Rahmen der iterativen M-SBAS-Methode zur Bestimmung der Modellparameter verwendet
werden kann. Neben der Reduzierung des Rauschanteils wird der notwendige Rechenaufwand
gegenu¨ber einer systematischen Gittersuche reduziert. Die Periodogramm-Scha¨tzung muss im
Rahmen der PS-Analyse fu¨r jeden PS-Kandidaten und fu¨r jeden Scha¨tzparameter in jedem der
I Iterationsschritte durchgefu¨hrt werden. Eine Verringerung der Laufzeit wirkt sich stark auf
die Gesamtlaufzeit der PSI-Auswertung aus. Die Parameterscha¨tzung ist der mit Abstand auf-
wa¨ndigste Teilschritt der PSI-Analyse.
Fu¨r a¨quidistant abgetastete Daten ist die schnelle Fourier-Transformation (FFT) ein optimierter
Algorithmus, mit dem die Periodogramm-Scha¨tzung unter minimalem Zeitaufwand mo¨glich ist.
Die spektrale Auflo¨sung ist bei der FFT in Bezug auf die Anzahl der Beobachtungspunkte opti-
miert, da hier der Objektbereich und der Bildbereich u¨ber ein orthonormales Funktionensystem
verknu¨pft sind (siehe auch Abb. 4.7). Zudem kann gegenu¨ber der TSVD die maximale Auflo¨sung
sowie die Bandbreite explizit angegeben werden. Fu¨r die Anwendung der FFT mu¨ssen die Daten
jedoch auf eine regula¨res Gitter interpoliert werden. Es stellt sich daher die Frage, ob die Vortei-
le der FFT-basierten Periodogramm-Scha¨tzung die Interpolationsfehler u¨berwiegen und dieser
Ansatz eine alternative Mo¨glichkeit fu¨r eine schnelle Parameterscha¨tzung darstellt. Hier soll ein
Schema zur a¨quidistanten Abtastung der interferometrischen Phasenbeobachtungen vorgestellt
und die Anwendung im Rahmen der M-SBAS-Methode demonstriert werden.
4.4.1 Abtastung auf a¨quidistanten Stu¨tzstellen
Ausgehend von der in Kapitel 4.3.4 beschriebenen Unterteilung aller Interferogramme in die
Subband-Stapel und der Formulierung der variablen Abtastintervalle ∆
(k)
s,n der aufsteigend sor-
tierten Beobachtungspunkte innerhalb eines Bandes nach Gleichung (4.35) besteht wie bei der
TSVD-Methode zuna¨chst das Ziel, eine einheitliche Diskretisierung aller Ba¨nder anhand des
mittleren Abtastintervalls ∆¯(k) zu beschreiben. Im Gegensatz zum TSVD-Ansatz wird dieser
Wert jedoch nicht zur Beschreibung einer Quasi-Abtastung verwendet, sondern zur Definition
der a¨quidistanten Interpolationsfehler der Beobachtungsreihe. Der mittlere Abstand ∆¯(k) muss
daher so gewa¨hlt werden, dass die Abtastintervalle einerseits fu¨r eine bestmo¨gliche Auflo¨sung so
klein wie mo¨glich sind, andererseits jedoch so groß wie no¨tig, um mit der gewa¨hlten Diskreti-
sierung eine mo¨glichst große Bandbreite lu¨ckenlos abzudecken, sodass in jedem Abtastintervall
mindestens ein origina¨rer Beobachtungspunkt liegt.
Dabei mu¨ssen zwei Fa¨lle unterschieden werden:
1. A¨quidistante Abtastung mit Unterbrechungen in τ
Entlang der zeitlichen Basislinie sind die Beobachtungen regelma¨ßig, jedoch mit Unterbre-
chungen abgetastet. Die Fehlstellen nehmen mit gro¨ßer werdendem τ zu. Hier kann der
minimale zeitliche Abstand zweier SAR-Aufnahmen im gesamten Interferogrammstapel fu¨r
∆¯(k) herangezogen werden. U¨blicherweise entspricht dieser Wert der Orbitwiederholrate
∆¯(τ) = ∆¯(τ)s = τ0. (4.45)
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2. Unregelma¨ßige Abtastung in B⊥ und ϑ
In diesem Fall wird das mittlere Abtastintervall in jedem Subband mit
∆¯(k)s =
f
(k)
spl
N
(k)
s
N
(k)
s∑
n=1
∆(k)s,n (4.46)
festgelegt. Der Faktor fspl dient dabei der Optimierung des Abtastintervalls. Mit ihm
kann der Inhomogenita¨t der Punktabfolge Rechnung getragen werden. So ist eine leichte
Streckung des Abtastintervalls gegenu¨ber dem Mittelwert mit fspl > 1 nutzbringend, wenn
die Beobachtungen an einer oder mehreren Stellen geha¨uft sind. Damit kann insgesamt eine
gro¨ßere Bandbreite lu¨ckenlos abgedeckt werden.
Anhand der mittleren Abtastung in jedem Subband kann der neue Punktabstand ∆¯(k) fu¨r jedes k
bestimmt werden, mit dem die Beobachtungsreihen in allen Subba¨ndern neu abgetastet werden:
∆¯(k) = med
s
(
∆¯(k)s
)
. (4.47)
Wa¨hrend in der Formulierung nach Gleichung (4.36) fu¨r die TSVD-Methode das kleinste Abtast-
intervall aller Subba¨nder gewa¨hlt wird, sollte fu¨r die Interpolation auf regelma¨ßige Stu¨tzpunkte
bei der FFT-Methode der Median oder Mittelwert aller ∆¯
(k)
s gewa¨hlt werden, um die Anzahl
der nutzbaren Beobachtungen in den Subba¨ndern nicht systematisch zu reduzieren. Der Median
liefert ein robusteres Ergebnis, wenn Subba¨nder mit großen ∆¯
(k)
s vorhanden sind.
Im na¨chsten Schritt muss fu¨r jedes Subband das maximale Beobachtungsintervall Is = (a, b)
gefunden werden, auf dem eine kontinuierliche Neuabtastung mit ∆¯(k) mo¨glich ist. Unabha¨n-
gig von der absoluten Position kann fu¨r I
(k)
s der gro¨ßtmo¨gliche zusammenha¨ngende Abschnitt
ausgewa¨hlt werden, auf dem die Punkte so regelma¨ßig angeordnet sind, dass an jeder Positi-
on dieses Intervalls innerhalb des Abstandes ∆¯(k) mindestens eine Beobachtung zur Verfu¨gung
steht. Mitunter wird unter dieser Voraussetzung durch vereinzelte Lo¨cher nur ein kleines zusam-
menha¨ngendes Intervall gefunden. In diesem Fall kann die Bedingung auch entscha¨rft werden,
indem der zusammenha¨ngende Bereich betrachtet wird, fu¨r den der Abstand zweier Beobach-
tungspunkte die doppelte La¨nge des mittleren Abtastintervalls nicht u¨berschreitet, d. h.:
ks,n+1 ∈ I (k)s ⇐⇒ ks,n ∈ I (k)s ∧ |ks,n+1 − ks,n| < 2∆¯(k). (4.48)
Der Anfangspunkt a und der Endpunkt b von I
(k)
s fallen jeweils mit einem Beobachtungspunkt
zusammen. Auf dem Abschnitt Is wird das Signal an den neuen Stu¨tzstellen
ks,l = ks,0 + (l − 1)∆¯(k) mit l = 1...L(s), ks,0 = a und a ≤ ks,l ≤ b (4.49)
approximiert, wobei fu¨r jedes l die Beobachtungen gs,n mit n = 1...Ns,l genutzt werden, die an
den Positionen ks,n mit (
ks,l − 0.5∆¯(k)
)
≤ ks,n <
(
ks,l + 0.5∆¯
(k)
)
(4.50)
liegen. Die Approximation an den a¨quidistanten Stu¨tzstellen erfolgt durch Mittelwertbildung
u¨ber die normierten interferometrischen Beobachtungen gs,n:
z
(k)
s,l = exp
j arg
 1
Ns,l
Ns,l∑
n=1
g(k)s,n
 . (4.51)
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Wenn mit Gleichung (4.46) auch unbesetzte Abtastintervalle zugelassen werden, muss der mit
Gleichung (4.50) definierte Bereich fu¨r diesen Abtastpunkt erweitert werden, sodass die zwei
na¨chstliegenden Datenpunkte in Gleichung (4.51) eingehen.
Die interpolierte, regelma¨ßig abgetastete Beobachtungsreihe hat, in Abha¨ngigkeit von der La¨nge
des Intervalls I
(k)
s , in jedem Subband eine unterschiedliche Anzahl an Punkten mit den Indizes
l = 1...L
(k)
s . Zur Bestimmung einer einheitlichen Abtastung des gemittelten Periodogramms wird
die maximale Anzahl
L(k) = max
s
L
(k)
s,2 (4.52)
aller Subba¨nder bestimmt. Dabei bezeichnet die Variable L
(k)
s,2 die Anzahl der interpolierten
Punkte, erho¨ht auf die na¨chstgro¨ßere ganzzahlige Zweierpotenz 2n. Die interpolierten Beobach-
tungsreihen werden durch beidseitiges symmetrisches Anha¨ngen von Nullen auf L(k)-Punkte
erweitert (zero padding).
Mit der Diskretisierung ∆¯(k) und W¯ (k) = ∆¯(k)L(k) kann mit den Gleichungen (4.40) und (4.39)
schließlich die Abtastung im Objektbereich beschrieben werden. Durch das symmetrische Auffu¨l-
len mit Nullen ist das Objektspektrum u¨berabgetastet. Die spektrale Auflo¨sung kann damit nicht
verbessert werden, jedoch die Lokalisierung des Maximums. Eine zusa¨tzliche U¨berabtastung mit
fovs > 1 ist daru¨ber hinaus auch bei der FFT-Methode mo¨glich.
Zusammenfassend ergibt sich damit folgender Ablauf fu¨r die Bestimmung des Periodogramms
mittels FFT:
1. Aufteilung des Interferogrammstapels in die Subba¨nder s = 1...S mit je n = 1...Ns Inter-
ferogrammen.
2. Definition der gemeinsamen Abtastung ∆¯(k) in allen Subba¨ndern.
3. Bestimmung des la¨ngsten Intervalls I
(k)
s , auf dem eine a¨quidistante Abtastung mit ∆¯(k)
mo¨glich ist.
4. Interpolation der Beobachtungen g
(k)
s,n an den neuen Positionen ks,l im Intervall I
(k)
s nach
Gleichung (4.51).
5. Erweiterung der interpolierten Reihe auf l = 1...L(k) Punkte.
6. Berechnung des Periodogramms G(k∗r) fu¨r jeden Punkt mit:
G(k∗r) =
1
SL(k)
S∑
s=1
∣∣∣∣∣∣
L(k)∑
l=1
z
(k)
s,l exp
(
jω
(k)
s,l k
∗
r
)∣∣∣∣∣∣
2
. (4.53)
Die Kreisfrequenz ω
(k)
s,l geht mit den in Tabelle 4.1 auf Seite 57 gegebenen Formeln aus den
Positionen ks,l hervor. Die Periodogramm-Scha¨tzung nach Gleichung (4.53) entspricht der in
Welch (1967) vorgeschlagenen und ha¨ufig angewandten Scha¨tzung von Leistungsspektren, mit
dem Unterschied, dass hier keine Gewichtsfunktion verwendet wird.
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4.4.2 Beispiel
Auch die FFT-basierte Periodogramm-Scha¨tzung soll anhand des in Kapitel 4.3.4 (S. 63) einge-
fu¨hrten synthetischen Beispiels veranschaulicht werden. Auch hier soll nur das Periodogramm
G(h) betrachtet werden. In Abbildung 4.12 sind die Punkte der interferometrischen Beobach-
tungen im τ -ϑ-Diagramm sowie die Unterteilung in die (3× 3)-Subba¨nder dargestellt.
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Abbildung 4.12: Beobachtungspunkte fu¨r die Bestimmung von G(h). Die gestrichelten Linien zeigen
die Unterteilung des Datenstapels in die Subba¨nder s = 1...9, die von unten links
nach oben rechts durchnummeriert werden (s. a. Abb. 4.8). Insgesamt stehen mehr
Interferogramme zur Verfu¨gung (schwarze Kreise), als mit dem vorgegebenen Inter-
polationsschema tatsa¨chlich genutzt werden ko¨nnen (rote Punkte).
Die Abbildungen 4.13 und 4.14 zeigen die Vorgehensweise fu¨r die Subba¨nder s = 1 und s = 9.
In der oberen Abbildung ist jeweils die Verteilung der Punkte entlang der B⊥-Achse dargestellt,
zusammen mit den Interpolationsstellen der regelma¨ßigen Abtastung ∆¯(B⊥) auf dem Intervall
I
(B⊥)
1 bzw. I
(B⊥)
9 . Aus der Punktverteilung in allen Subba¨ndern wurde der mittlere Interpolati-
onsabstand mit ∆¯(B⊥) = 9.4 m bestimmt, wobei fspl = 1.5 gewa¨hlt wurde. Der Faktor fspl muss
dabei nur einmal festgelegt werden, da die Punkte in den Subba¨ndern a¨hnlich heterogen verteilt
sind. Mit diesem Interpolationsintervall ergeben sich 42 neue FFT-Punkte fu¨r s = 1 und 34 fu¨r
s = 9. Die maximale Punktanzahl aller Ba¨nder ist in diesem Beispiel L(B⊥) = 64.
Die Grafik (b) der Abbildung 4.13 und 4.14 zeigt jeweils die interferometrische Phase sowie die
auf den Stu¨tzstellen B⊥,1,l bzw. B⊥,9,l interpolierten Werte. Vorrangiges Ziel der Interpolation ist
die Generierung einer regelma¨ßigen Beobachtungsreihe. Wie in Abbildung 4.13 zu sehen ist, wird
dabei durch die Mittelung u¨ber mehrere Beobachtungen die urspru¨ngliche Beobachtungsreihe
zusa¨tzlich gegla¨ttet. Außerdem wird beim Vergleich beider Abbildungen deutlich, dass die Phase
fu¨r s = 9 wesentlich sta¨rker verrauscht ist als im ersten Subband, obwohl das Phasenrauschen fu¨r
alle Interferogramme von gleicher Gro¨ßenordnung ist. Hier wird der Einfluss der Phasenterme
φv und φα deutlich, die bei der Bestimmung von G(h) nicht modelliert werden. Deren Beitrag
ist fu¨r das neunte Subband wesentlich gro¨ßer, weil dieses Band in den Dimensionen τ und ϑ
weiter ausgedehnt ist (vgl. Abb. 4.12).
Das resultierende Subband-Periodogramm ist fu¨r beide Subba¨nder jeweils in der rechten Grafik
dargestellt. Die schnelle Implementierung der FFT ermo¨glicht, das Periodogramm mit einer sehr
feinen Diskretisierung abzutasten. Hier wurde eine U¨berabtastung von 16 gewa¨hlt. Fu¨r s = 1
liegt das Maximum bei hˆ0 = 15.5 m und damit nahe bei dem wahren Wert h0 = 15 m. Das Ver-
ha¨ltnis des Maximums zum na¨chstgro¨ßeren lokalen Maximum betra¨gt etwa 1/2. Demgegenu¨ber
la¨sst sich die Punktho¨he anhand des Periodogramms von s = 1 nicht eindeutig bestimmen. Das
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Abbildung 4.13: FFT-basierte Scha¨tzung des PeriodogrammsG(h) fu¨r s = 1. (a) Urspru¨ngliche Positio-
nen B⊥,n (grau) und a¨quidistante Stu¨tzpunkte fu¨r die FFT (rot) im ersten Subband.
(b) urspru¨ngliche Phasenbeobachtung (grau) und interpolierte Werte (rot). (c) Peri-
odogramm dieses Subbandes mit U¨berabtastung fovs = 16 und dem Maximum bei
hˆ0 = 15.5 m. Die wahre Ho¨he des simulierten PS-Punktes ist h0 = 15 m.
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Abbildung 4.14: Darstellung der interpolierten interferometrischen Phasen an den a¨quidistanten Posi-
tionen und Periodogramm analog zum Beispiel oben, jedoch fu¨r das Subband s = 9.
Aufgrund der ungu¨nstigen Verteilung der Beobachtungen ist das nutzbare Intervall I9
kleiner als das des ersten Subbands. Durch die gro¨ßere Erstreckung dieses Subbandes
in den Dimensionen τ und ϑ wird gleichzeitig das SNR durch die Phasenterme φv
und φα so gering, dass die Parameterscha¨tzung auf diesem Subband zu einem groben
Fehler fu¨hren wu¨rde. Durch die Mittelung u¨ber alle Ba¨nder des M-SBAS Stapels wird
eine robustes Periodogramm gescha¨tzt.
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globale Maximum liegt bei hˆ0 = −143.7 m und entspricht nicht dem gesuchten Wert. Mehre-
re weitere lokale Maxima haben eine Amplitude, die u¨ber 65 % des globalen Maximums liegt.
Das Rauschniveau der Beobachtungsreihe ist in diesem Band so groß, dass eine individuelle
Scha¨tzung zu einem groben Fehler fu¨hren wu¨rde.
Das gemittelte Periodogramm aller Subba¨nder ist zusammen mit dem mittels TSVD-Ansatz
bestimmten Periodogramm in Abbildung 4.11 dargestellt. Sie zeigt, dass bei beiden Ansa¨tzen mit
der M-SBAS-Methode das SNR gegenu¨ber der SBAS-Methode erho¨ht wird und das Maximum
signifikanter ist. Noch deutlicher wird dieser Vorteil im Vergleich dieser Grafik mit den in der
Motivation in Abbildung 4.2 gezeigten Periodogrammen fu¨r den Fall des konventionellen Master-
Stapels, sowie fu¨r den gesamten Interferogrammstapel ohne M-SBAS-Unterteilung.
Der Scha¨tzwert hˆ0, der aus den Periodogrammen in Abbildung 4.11 bestimmt werden kann,
weicht unterschiedlich stark vom wahren (simulierten) Wert h0 = 15 m ab. Fu¨r die FFT-basierte
Methode ist die Abweichung bei diesem Beispiel am gro¨ßten, bedingt durch die Vernachla¨ssigung
der Korrelationen mit den nicht-modellierten Parametern v0 und α0. Dieser systematische Fehler
wird mit der in Kapitel 4.1 beschriebenen iterativen Parameterscha¨tzung behoben. Die Korre-
lation der Parameter v und α wird auch in der Darstellung in Abbildung 4.12 deutlich.
Fu¨r die Parameterscha¨tzung im Zuge der PSI-Auswertung scheinen beide oben beschriebenen
Verfahren geeignet zu sein. Eine bestmo¨gliche optimale Implementierungsstrategie im iterativen
Ansatz wird anhand systematischer Tests in Kapitel 4.6.5 beschrieben.
4.5 Signifikanztest
Im Zuge der Parameterscha¨tzung muss neben der Gro¨ße des gesuchten Parameters kˆ0 auch eine
quantitative Aussage u¨ber die Signifikanz dieser Scha¨tzung angegeben werden. Die Parameter-
bestimmung ist nur so zuverla¨ssig, wie es die Signifikanz des Maximums des Periodogramms
ist. Unabha¨ngig von der gewa¨hlten Methode ist die Parameterscha¨tzung durch die Phasen-
mehrdeutigkeit stark nichtlinear. Wie das Beispiel in Abbildung 4.14 zeigt, kann bei Erho¨hung
des Rauschniveaus das Maximum an einer vollkommen anderen Position erscheinen. Die Wahr-
scheinlichkeitsdichtefunktion ist bei kleinem SNR u¨ber das gesamte betrachtete Gebiet nahezu
konstant. Der Scha¨tzwert kann daher jeden mo¨glichen Wert annehmen. Unabha¨ngig davon ist
das Maximum scharf ausgebildet (s. Abb. 4.14). Anhand der Breite des Maximums kann nicht
auf dessen Signifikanz geschlossen werden.
In Abbildung 4.15 ist die Fragestellung der nichtparametrischen Frequenzscha¨tzung veranschau-
licht. Fu¨r das identifizierte Maximum von G(k∗) bei k∗0 stellt sich die Frage, inwiefern dieser
Wert ein koha¨rentes Signal repra¨sentiert oder durch zufa¨lliges Rauschen entstanden ist. Wenn
der Abstand des Maximums von dem definierten Rauschniveau der Beobachtungsreihe groß ist,
so ist die Wahrscheinlichkeit hoch, dass es sich dabei um das gesuchte Signal handelt. Ist der
Abstand jedoch gering, so ist der Fall wahrscheinlicher, dass es sich um Beobachtungsrauschen
handelt. Fu¨r eine quantitative Aussage der Signifikanz muss daher das SNR bestimmt werden.
Die Fragestellung beschra¨nkt sich dabei nicht nur auf den gro¨ßtmo¨glichen Wert bei k∗0. Weitere
lokale Maxima (z. B. bei k∗1) sollten bei der PS-Analyse nicht a priori ausgeschlossen, sondern
ebenso auf Signifikanz u¨berpru¨ft werden. So kann ein langzeitstabiler Punkt zum Beispiel meh-
rere Bewegungsraten haben, wodurch das Periodogramm G(v) mehrere signifikante Maxima hat.
Im Tomografie-Fall hat das Signal einer Ru¨ckstreuzelle mehrere Maxima bezu¨glich G(h). Solche
Punkte ko¨nnen durch die Beru¨cksichtigung weiterer signifikanter lokaler Maxima identifiziert
werden.
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Abbildung 4.15: Veranschaulichung zur Signifikanz der Parameterscha¨tzung
Die interferometrischen Beobachtungen gn ko¨nnen als Summe einer oder mehrerer harmonischer
Schwingungen g = a exp
(
jω
(k)
n k∗ + φ0
)
, sowie additivem komplexem Gaußschem Rauschen qn
beschrieben werden. Fu¨r ein identifiziertes Maximum von G(k∗) bei k∗ = k∗0 muss nach So et
al. (1999) die Entscheidung getroffen werden, ob es unter Vorgabe eines Signifikanzniveaus α
alleinig durch das Beobachtungsrauschen erkla¨rt werden kann (Nullhypothese)
H0 : gn ∼ qn, mit E (gn) = 0, (4.54)
oder durch das vermutete Signal a exp(jω
(k)
n k∗0), eingebettet in das Rauschen qn (Alternativhy-
pothese)
H1 : gn ∼ E (gn) = a exp
(
jω(k)n k
∗
0 + φ0
)
+ qn. (4.55)
4.5.1 g-Test nach Fisher
Fu¨r den Signifikanztest monofrequenter Schwingungen finden sich nach Wichert et al. (2004)
u¨berwiegend Methoden fu¨r asymptotische Betrachtungen bei einer großen Anzahl an Beobach-
tungspunkten [z. B. Priestly, 1982]. Bei der Parameterscha¨tzung mit der M-SBAS-Methode liegt
die Anzahl der Beobachtungspunkte je nach Wahl der Subba¨nder zwischen 20 und 100. In Fis-
her (1929) wurde ein exakter Test fu¨r die Signifikanz des Periodogrammmaximums beschrieben,
der fu¨r eine begrenzte Anzahl an Beobachtungen geeignet ist. Er basiert auf der sogenannten
g -Statistik, die fu¨r das an den Punkten k∗r mit r = 1...R diskret abgetastete Periodogramm
G(k∗r) einer reellen Beobachtungsreihe (gn ∈ R) wie folgt definiert ist [Fisher, 1929; Ahdesmaki
et al. 2007]:
g =
G(k∗0)∑Ne
r=1G(k
∗
r)
, mit Ne = (R− 1)/2. (4.56)
Die Testgro¨ße g beschreibt das Verha¨ltnis der Energie des (vermuteten) Signals am Punkt k∗0 zu
der Gesamtenergie der Beobachtungsreihe. Große Werte von g weisen auf ein großes SNR hin und
fu¨hren zur Ablehnung der Nullhypothese, dass das Maximum durch einen reinen Zufallsprozess
erkla¨rt werden kann. Fu¨r die Anwendung der g -Statistik im Rahmen der M-SBAS-Methode
mu¨ssen zwei Punkte beru¨cksichtigt werden:
1. Das Periodogramm G ist nicht symmetrisch, wenn die Beobachtungsreihe – wie im Fall
der Interferometrie – komplexwertig ist. Daher mu¨ssen fu¨r g alle Summanden von r = 1
bis R einbezogen werden, d.h Ne = R.
2. Der g -Test nach Fisher geht von der Repra¨sentation des Periodogramms an den regelma¨-
ßigen Frequenzen der diskreten Fourier-Transformation aus. Fu¨r die FFT-Methode ent-
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spricht Ne gerade der Anzahl der Beobachtungspunkte ohne U¨berabtastung bzw. Erwei-
terung durch zero padding. Die Summierung in Gleichung (4.56) kann jedoch auch direkt
anhand des u¨berabgetasteten Periodogramms erfolgen, wenn systematisch Oversampling-
Punkte ausgelassen werden.
Fu¨r das mittels TSVD bestimmte Periodogramm kann die Anzahl der effektiv aufgelo¨s-
ten Frequenzen nicht direkt angegeben werden, sondern muss gescha¨tzt oder anhand von
Monte-Carlo-Simulationen ermittelt werden (siehe z. B. Press (2007), S. 577 ff. und Refe-
renzen dort). Als realistischer Na¨herungswert kann der nutzbare spektrale Anteil von L
verwendet werden, der sich aus der Anzahl der Eigenwerte mit σn < ε ergibt (siehe Kapitel
4.3.4, S. 63).
Die Wahrscheinlichkeit, dass das Periodogramm an einem der Punkte die Testgro¨ße g u¨berschrei-
tet, hat nach Fisher (1929) die exakte Lo¨sung:
P =
Ne∑
p=1
(−1)(p−1)
(
Ne
p
)
(1− pg)Ne−1. (4.57)
und ist approximierbar mit:
P ≈ Ne
(
1− g)Ne−1 (4.58)
Ist die Wahrscheinlichkeit P kleiner als das vorgegebene Signifikanzniveau α, so wird die Nullhy-
pothese unter diesem Signifikanzniveau verworfen und der Scha¨tzwert kˆ∗0 ist als vertrauenswu¨rdig
anzusehen. Die Terme in der Summe (4.57) sind fu¨r p > 1 sehr klein, sodass fu¨r sinnvolle Signi-
fikanzniveaus α < 0.2 sowie Ne < 100 die Verwendung von (4.58) hinreichend genau ist [Fisher,
1929].
4.5.2 Beispiel
In Abbildung 4.16 ist die Anwendung des g -Tests nach Fisher fu¨r den M-SBAS-Ansatz anhand
synthetischer Daten dargestellt. Dafu¨r wurden die interferometrischen Phasen fu¨r 1000 Punkte
mit großem Phasenrauschen simuliert. Die Modellparameter der Simulation sind Tabelle 4.3 zu
entnehmen. Das SNR liegt bei etwa −5 dB. Fu¨r die simulierten Beobachtungsreihen wurde der
σn σ
2
φneu
v0 h0 α0
1.2 9 mm2 30 mm/a 5 m 0.2 mm/K
Tabelle 4.3: Modellparameter zur Demonstration des g -Test nach Fisher.
Parameter h0 mit der M-SBAS-Methode individuell gescha¨tzt. Die linke Grafik in Abbildung
4.16 zeigt das Histogramm der mittels TSVD gescha¨tzten PS-Ho¨he hˆ0 aller Punkte (grau) sowie
das Histogramm der Scha¨tzungen, die unter α = 0.05 als zuverla¨ssig bewertet wurden (rot und
blau).
Die beiden blau markierten Intervalle des Histogramms kennzeichnen den Bereich, der als kor-
rekte Scha¨tzung angesehen wird. Außerhalb dieses Intervalls wurde die bestimmte Ho¨he bei 48
Punkten (rot) als signifikante Scha¨tzung bewertet (Fehler 1. Art). In Bezug auf die Gesamtan-
zahl der Punkte entspricht dies in etwa der vorgegebenen Toleranz von 5 %. In der rechten
Grafik ist das Verha¨ltnis der Punkte mit Fehlern 1. Art zu der Gesamtpunktzahl (rot zu grau)
fu¨r verschiedene α aufgetragen. Die Analyse wurde sowohl fu¨r die FFT-basierte wie auch fu¨r
die TSVD-basierte Periodogramm-Scha¨tzung durchgefu¨hrt. Fu¨r beide Methoden entspricht das
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Abbildung 4.16: Demonstration des Signifikanztests. Links: Scha¨tzung der Punktho¨he hˆ0 fu¨r 1000 si-
mulierte Punkte mit kleinem SNR. Von allen akzeptierten Scha¨tzungen sind die rot
markierten Scha¨tzungen Fehler 1. Art. Rechts: Anteil der Punkte mit Fehlern 1. Art
fu¨r verschiedene α und beide Methoden der Periodogramm-Scha¨tzung.
Verha¨ltnis der Punkte mit Fehlern 1. Art gegenu¨ber der Gesamtpunktzahl in etwa dem unter
der Vorgabe von α erwarteten Anteil.
4.6 Validierung und Vergleich der Methoden
Die beiden Ansa¨tze zur Parameterscha¨tzung sollen abschließend verglichen und getestet werden.
Die Beispiele auf Seite 63 und 70 zeigen, dass beide Methoden geeignet sind um eine Unter-
dru¨ckung des Rauschens gegenu¨ber der Parameterscha¨tzung auf SBAS-Stapeln zu erreichen. In
einem systematischen Test sollen sie eingehend verglichen werden. Dabei soll auch ein optimales
Ablaufschema fu¨r die iterative Parameterscha¨tzung mit dem M-SBAS-Ansatz abgeleitet werden.
Ebenso soll die U¨bertragbarkeit der Ansa¨tze auf kleinere Datenstapel untersucht werden.
Die Anzahl der Iterationsschritte sollte so klein wie mo¨glich gehalten werden, ist jedoch so groß
zu wa¨hlen, dass die aufsummierten Scha¨tzgro¨ßen am Ende der I-ten Iteration die Signalanteile
ga¨nzlich beschreiben und eine bestmo¨gliche Scha¨tzung erreicht wird. Die Grafik in Abbildung 4.4
auf Seite 54 zeigt, dass fu¨r die gegebene Basislinienkonfiguration des betrachteten Datensatzes
bei 39 Aufnahmen mindestens acht Iterationen notwendig sind um die Abweichung der Scha¨tz-
werte bei einer sequentiellen Scha¨tzung unter ein Prozent der optimalen Lo¨sung zu bringen. Der
Großteil der Signalanteile wird bereits wa¨hrend der ersten drei Iterationen erkannt und redu-
ziert. Beru¨cksichtigt man die geringe Korrelation, so ko¨nnen in den darauffolgenden Iterationen
die verbleibenden Signalanteile parallel bestimmt und korrigiert werden. Insgesamt sind somit
nur fu¨nf Iterationen notwendig.
Neben der Verbesserung der Parameterscha¨tzung wird bei jeder Iteration die Signifikanz des
gescha¨tzten Parameters anhand des g -Tests fu¨r jedes G(k∗) bestimmt. Zeigt ein PS-Kandidat
mit Index x in keinem der drei Periodogramme ein koha¨rentes Signal, wird er verworfen. Wenn
jedoch fu¨r mindestens ein k∗
P (k
∗)
x < α (4.59)
ist, wird er weiterhin als PS-Kandidat beru¨cksichtigt. Auch wenn der Punkt zuna¨chst nicht in
allen Periodogrammen ein signifikantes Signal zeigt, ist es im weiteren Verlauf der sequentiellen
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Parameterscha¨tzung mo¨glich, dass er schließlich die Bedingung von Gleichung (4.59) fu¨r alle k∗
erfu¨llt.
Nach dem letzten Iterationsschritt wird die endgu¨ltige Auswahl der PS-Punkte anhand des
erweiterten Kriteriums
x ∈ PS ⇔
(
P (k
∗)
x < α ∀ k∗
)
∧ (γx > γthr) (4.60)
bestimmt. Ein PS-Kandidat wird schließlich als PS-Punkt akzeptiert, wenn er ein signifikantes
koha¨rentes Signal in den Periodogrammen G(k∗) zeigt und zudem seine Koha¨renz u¨ber einem
Grenzwert γthr liegt. Fu¨r die Tests wurde das Signifikanzniveau fu¨r die ersten drei Iterations-
schritte auf α = 0.1 und fu¨r die weiteren auf α = 0.01 festgelegt. Fu¨r die minimal notwendige
Koha¨renz wurde ein Wert von γthr = 0.2 gewa¨hlt.
4.6.1 Testmodelle
Mit der Validierung soll die Eignung der entwickelten Methode fu¨r die Parameterscha¨tzung
anspruchsvoller Fa¨lle getestet werden, also fu¨r solche Beobachtungspunkte, die eine hohe Be-
wegungsrate und/oder ein großes Rauschniveau haben. Dafu¨r wurden fu¨nf Szenarien von PS-
Punkten in Betracht gezogen, deren Parameter in Tabelle 4.4 aufgelistet sind. Bei den ersten
drei Modellen handelt es sich um PS-Punkte mit unterschiedlichem Rauschniveau und varia-
bler Bewegungsrate. Die Phasenterme φv, φh und φα sind fu¨r diese Modelle entsprechend dem
idealen PS-Modell jeweils durch einen Parameter beschrieben. Im Gegensatz dazu handelt es
sich bei Modell #4 um den Multi-PS-Fall, bei dem zwei stabile Punkte nach Gleichung (2.27)
in unterschiedlicher Ho¨he zu dem resultierenden Signal beitragen. Die Punkte haben die gleiche
lineare Bewegungsrate, jedoch eine unterschiedliche thermische Bewegung. Mit Modell #5 wird
der Fall simuliert, bei dem ein Punkt zuna¨chst in Ruhe ist und nach einer gewissen Zeit eine
lineare Bewegung erfa¨hrt.
Fu¨r die Szenarien wurden je 1000 PS-Punkte simuliert. Zur Berechnung der Signalanteile φv,
φh und φα wurden die Aufnahmezeitpunkte, Basislinien und Orbitparameter des Staufen-
Datensatzes herangezogen. Die stochastischen Anteile ψnoise und ψneu wurden fu¨r jeden Punkt
und jede simulierte Aufnahme entsprechend den Vorgaben aus Tabelle 4.4 als Zufallsgro¨ßen
modelliert.
4.6.2 Optimale U¨berabtastung
In einem ersten Test wurde der Einfluss der U¨berabtastung auf die Parameterscha¨tzung unter-
sucht. Die Anzahl der Subba¨nder wurde mit S = 16 fu¨r die TSVD-Methode und S = 9 fu¨r die
FFT-Methode festgelegt. Bei diesem Test wurden nur die Modelle #1 und #3 genutzt. Fu¨r jedes
Modell wurde die U¨berabtastung fovs variiert. Als Bewertungsgro¨ßen wurde das quadratische
Mittel (RMS) sowie die Standardabweichung aller Scha¨tzungen bestimmt. Die Ergebnisse sind
fu¨r beide Methoden und Szenarien in den Tabellen 4.5 zusammengestellt.
Es zeigt sich, dass bei der TSVD-Methode bei einer U¨berabtastung mit fovs ≥ 3 die u¨berwiegende
Anzahl der simulierten Punkte als PS identifiziert wird. Fu¨r fovs = 1 wird nahezu keiner der PS-
Kandidaten als stabiler Punkt akzeptiert. Bei diesen Fa¨llen liegt das Maximum von G(α) gerade
zwischen den Diskretisierungspunkten. Bezu¨glich der Genauigkeit der bestimmten Parameter ist
bei dem Szenario #1 mit geringerem Signalrauschen keine eindeutige Abha¨ngigkeit von fovs fu¨r
einen Wert ≥ 3 auszumachen. Hingegen zeigen die Ergebnisse fu¨r das sta¨rker verrauschte Modell
#3, dass eine Erho¨hung der U¨berabtastung zu einer verbesserten Scha¨tzung fu¨hrt. Ein a¨hnlicher
Trend ist auch fu¨r die FFT-Methode zu erkennen.
76
4.6 Validierung und Vergleich der Methoden
Der Vergleich von TSVD und FFT zeigt, dass die Parameter mit der TSVD-Methode exakter be-
stimmt werden ko¨nnen. So ko¨nnen mit dieser Methode in beiden Szenarien die Bewegungsraten
mit einem RMS deutlich unter 1 mm/a bestimmt werden, wa¨hrend mit der FFT-Methode bei
diesen Beispielen bestenfalls ein RMS von 1.1 mm/a erreicht wird. Weiterhin zeigen die Ergeb-
nisse, dass in beiden Fa¨llen bei kleiner U¨berabtastung mitunter erhebliche Differenzen zwischen
dem RMS und der Standardabweichung bestehen. In diesen Fa¨llen macht sich der Diskretisie-
rungsfehler bemerkbar. Wenn der RMS nur geringfu¨gig gro¨ßer ist als die Standardabweichung,
ist die Diskretisierung ausreichend.
Fu¨r beide Methoden kann mit einer U¨berabtastung eine verbesserte Scha¨tzung erreicht werden.
Gleichzeitig wird auch die Erkennungsquote der PS-Punkte verbessert. Wenn in einem Gebiet
mo¨glichst viele PS-Punkte mit großer Bewegungsrate detektiert werden sollen, ist fovs ≥ 2
zu wa¨hlen. Unter Beru¨cksichtigung der Ergebnisse wird fu¨r die TSVD-Methode ein Wert von
fovs = 8 und fu¨r die FFT-Methode ein Wert von fovs = 16 gewa¨hlt.
4.6.3 U¨bertragbarkeit auf kleinere Datenstapel
Die Aufteilung der Interferogramme in verschiedene Subba¨nder setzt eine Mindestanzahl an
Aufnahmen voraus. Mit einem zweiten Test soll die U¨bertragbarkeit der Methodik auf klei-
nere Datenstapel beleuchtet werden. Dafu¨r wurde der vollsta¨ndige simulierte Datenstapel von
39 Aufnahmen schrittweise verkleinert. Auf diesen verku¨rzten Beobachtungsreihen wurden die
Parameter mit verschiedenen M-SBAS-Zerlegungen gescha¨tzt. Fu¨r die TSVD-Methode wurde
S = {4, 9, 16, 25} und fu¨r die FFT-Methode, je nach Gro¨ße des Datenstapels, S = {4, 9, 16}
gewa¨hlt. Als repra¨sentatives Modell wurde fu¨r diesen Test der Fall #2 gewa¨hlt, der einen Punkt
mit einem geringem Signal-Rausch-Verha¨ltnis von etwa −3 dB beschreibt. Wie Abbildung 4.17
zeigt, ist mit der TSVD-Methode auch auf kleineren Datenstapeln eine robuste Parameterscha¨t-
zung mo¨glich. Fu¨r sehr kleine Datenstapel mit z. B. nur 10 Aufnahmen wird die Abweichung
von den wahren Scha¨tzwerten erwartungsgema¨ß gro¨ßer, jedoch werden mit S = 4 bzw. S = 9
die Parameter auch in diesen Fa¨llen gut gescha¨tzt. Fu¨r den thermischen Ausdehnungskoeffizien-
ten steigt der RMS bei kleinen Datenstapeln unverha¨ltnisma¨ßig stark an, begru¨ndet durch die
geringeren Temperaturdifferenzen u¨ber kurze Beobachtungszeitra¨ume. Wa¨hrend die Parameter
# Beschreibung σn
σ2ψneu
[mm2]
v
[mm/a]
h
[m]
α
[mm/K]
1
großes Signal
0.2 9.0 120 21.3 0.5
geringes Punktrauschen
2
kleines Signal
0.5 9.0 10 5.3 0.2
großes Punktrauschen
3
mittleres Signal
0.3 9.0 50 15.5 0.2
mittleres Punktrauschen
4
Multi-PS
0.3 4.0 (5, 5) (3.0, 40.0) (0.0, 0.3)
mittleres Punktrauschen
5
nichtlineare Bewegung
0.3 4.0 (0, 23) (5.0, 5.0) (0.1, 0.1)
mittleres Punktrauschen
Tabelle 4.4: Parameter der Modellszenarien fu¨r die Validierung der Parameterscha¨tzung mit der M-
SBAS-Methode.
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Model #1 - TSVD
U¨berabtastung
fovs 1 2 3 4 8
akzeptiert [%] 0.4 86 79 93 82
v[mm/a] – 0.5 (0.0) 0.7 (0.6) 0.8 (0.8) 0.6 (0.6)
h[m] – 0.9 (0.4) 1.0 (0.6) 1.2 (1.0) 1.2 (1.2)
α[mm/K] – 0.06 (0.05) 0.02 (0.01) 0.05 (0.04) 0.03 (0.03)
Model #3 - TSVD
U¨berabtastung
fovs 1 2 3 4 8
akzeptiert [%] 0.3 59 96 97 95
v[mm/a] – 2.0 (2.0) 1.1 (1.1) 0.7 (0.7) 0.6 (0.6)
h[m] – 3.3 (3.1) 2.3 (2.1) 1.1 (1.0) 1.3 (1.3)
α[mm/K] – 0.06 (0.06) 0.04 (0.02) 0.05 (0.05) 0.04 (0.04)
Model #1 - FFT
U¨berabtastung
fovs 1 2 4 8 16 32
akzeptiert [%] 27 43 47 50 47 49
v[mm/a] 7.5 (2.0) 1.1 (1.0) 2.3 (2.0) 1.7 (1.5) 1.8 (1.5) 1.8 (1.5)
h[m] 1.0 (0.2) 1.7 (1.7) 1.4 (1.4) 1.2 (1.1) 1.3 (1.2) 1.3 (1.2)
α[mm/K] 0.06 (0.0) 0.06 (0.0) 0.06 (0.05) 0.05 (0.04) 0.04 (0.04) 0.05 (0.04)
Model #3 - FFT
U¨berabtastung
fovs 1 2 4 8 16 32
akzeptiert [%] 96 98 99 100 100 99
v[mm/a] 1.8 (0.0) 1.8 (0.0) 2.0 (1.7) 1.6 (1.4) 1.5 (1.4) 1.5 (1.4)
h[m] 3.5 (3.0) 1.6 (1.4) 1.4 (1.4) 1.3 (1.2) 1.2 (1.2) 1.2 (1.2)
α[mm/K] 0.21 (0.17) 0.03 (0.03) 0.05 (0.05) 0.04 (0.04) 0.04 (0.04) 0.04 (0.04)
Tabelle 4.5: Zusammenstellung der Testergebnisse fu¨r die Modelle #1 und #3 fu¨r beide Methoden und
unterschiedliche U¨berabtastung fovs. In der ersten Zeile ist jeweils der Anteil akzeptierter
PS-Punkte nach dem Kriterium der Gleichung (4.60) aufgefu¨hrt. Darunter ist der RMS
und in Klammern die Standardabweichung fu¨r die gescha¨tzten Parameter der anerkannten
PS-Punkte angegeben.
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Abbildung 4.17: Genauigkeit der FFT-basierten Parameterscha¨tzung mit dem M-SBAS-Ansatz in Ab-
ha¨ngigkeit von der Gro¨ße des Datenstapels und fu¨r verschiedene Subband-Zerlegungen
(S = n × n). Die rechte untere Grafik zeigt die Erkennungsquote als Verha¨ltnis der
als signifikant bewerteten PS-Punkte zur Gesamtanzahl aller simulierten Punkte.
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Abbildung 4.18: Genauigkeit der TSVD-basierten Parameterscha¨tzung mit dem M-SBAS-Ansatz
in Abha¨ngigkeit von der Gro¨ße des Datenstapels und fu¨r verschiedene Subband-
Zerlegungen (S = n× n). Die linke untere Grafik zeigt die Erkennungsquote als Ver-
ha¨ltnis der als signifikant bewerteten PS-Punkte zur Gesamtanzahl aller simulierten
Punkte.
auch bei kleinen Datenstapeln hinreichend gut gescha¨tzt werden, ist die Erkennungsquote bei
weniger als 15 Szenen sehr gering. Zwischen 10 und 15 Aufnahmen verdoppelt sich die Quote
nahezu von ca. 35 % auf 70 %.
Fu¨r die FFT-basierte Scha¨tzung ist die Subbandunterteilung fu¨r kleine Datenstapel nur ein-
geschra¨nkt mo¨glich. Bei einer geringen Anzahl an Interferogrammen sind die nach Gleichung
(4.48) zula¨ssigen Bereiche, auf denen das Signal interpoliert werden kann, zu klein. Fu¨r die rea-
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lisierbaren Unterteilungen zeigt die FFT-basierte Scha¨tzung jedoch einen zur TSVD-Methode
vergleichbaren Trend. Mit S = 4 ist auch mit dieser Methode fu¨r die Bewegungsscha¨tzung ein
RMS unter 1 mm/a mo¨glich. Die erreichbare Erkennungsquote ist vergleichbar mit der TSVD-
Scha¨tzung.
4.6.4 Laufzeit
Die FFT-basierte Scha¨tzung wurde im Zuge der methodischen Entwicklung als laufzeitoptimier-
te Alternative zur TSVD-Methode in Erwa¨gung gezogen. Die Modellla¨ufe wurden auf einem
2-Kern-Prozessor (Intel® Core i5; 2.53 GHz) durchgefu¨hrt. Die notwendigen Laufzeiten zur
vollsta¨ndigen Parameterscha¨tzung von 1000 Punkten sind fu¨r die durchgefu¨hrten Testszenarien
in Abbildung 4.19 zusammengestellt. Demnach ist die Parameterscha¨tzung mittels FFT unab-
ha¨ngig von der Anzahl der Szenen und der gewa¨hlten U¨berabtastung wesentlich schneller als die
Parameterscha¨tzung mittels TSVD. Der Zeitgewinn durch die FFT ist wesentlich gro¨ßer als der
zusa¨tzliche Aufwand fu¨r die Interpolation der Beobachtungsreihen. Die erforderliche Rechenzeit
steigt fu¨r beide Methoden in etwa linear mit fovs sowie der Anzahl der Szenen M . Sie kann durch
eine kleinere Anzahl an Subba¨ndern reduziert werden, jedoch auf Kosten der Erkennungsquote
bei Punkten mit großen Bewegungsraten.
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Abbildung 4.19: Laufzeiten fu¨r die gesamte Parameterscha¨tzung mit fu¨nf Iterationen fu¨r jeweils 103
Punkte in Abha¨ngigkeit von der Gro¨ße des Datenstapels (links) sowie in Abha¨ngigkeit
von der gewa¨hlten U¨berabtastung (rechts).
4.6.5 Optimiertes Iterationsschema
Mit den Erkenntnissen aus den vorangegangenen Tests kann die Parameterscha¨tzung hinsichtlich
der Erkennungsquote und der Genauigkeit der gescha¨tzten Parameter sowie der erforderlichen
Laufzeit fu¨r die Anwendung in der PS-Analyse durch die Kombination der beiden Methoden
TSVD (pra¨zise) und FFT (schnell) weiter optimiert werden. Bei der Anwendung auf reale Da-
tenstapel wird ein großer Teil der mittels Amplitudendispersion ausgewa¨hlten PS-Kandidaten im
Laufe der Parameterscha¨tzung verworfen. Viele dieser nicht-signifikanten Punkte werden bereits
wa¨hrend der ersten drei Iterationsschritte als solche erkannt. Es liegt daher nahe, zu Beginn
der Iteration die schnelle FFT-Methode zu wa¨hlen um Na¨herungswerte der Scha¨tzparameter
zu erhalten und die Anzahl der PS-Kandidaten zu verringern. Anschließend ko¨nnen die Para-
meter mit der TSVD-Methode auf dem reduzierten Satz von PS-Kandidaten mit bestmo¨glicher
Genauigkeit gescha¨tzt werden. Die Korrektur der Na¨herungswerte kann dann parallel erfolgen.
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Ebenso kann das Signifikanzniveau in zwei Stufen angepasst werden. Fu¨r die ersten drei Iterati-
onsschritte kann α = 0.1 gewa¨hlt werden, um auch Punkte mit gro¨ßerem Rauschen zuzulassen.
Bei den abschließenden beiden Iterationen sollte der Anteil fehlerhafter Scha¨tzungen hingegen
durch einen deutlich kleineren Wert, zum Beispiel α = 1 %, reduziert werden.
Fu¨r die Anzahl der Subba¨nder s muss ein Kompromiss zwischen der geringen Laufzeit fu¨r kleine
S und der ho¨heren Erkennungsquote bei großen Signalen fu¨r große S gefunden werden. Hier
wurde S = 9 gewa¨hlt.
In Tabelle 4.6 ist das unter den genannten Vorgaben optimierte Iterationsschema zusammenge-
fasst.
Iteration Ziel Methode Subba¨nder α Korrektur
1
Reduzierung der
FFT 3x3 0.1 sequentiell
PS-Kandidaten
2, 3
Na¨herungswerte
FFT 3x3 0.1 sequentiell
fu¨r Parameter
4
Korrektur der
TSVD 3x3 0.01 parallel
Na¨herungswerte
5
Exakte Parameter
TSVD 3x3 0.01 parallel
Auswahl PS-Punkte
Tabelle 4.6: Optimiertes Iterationsschema fu¨r den M-SBAS-Ansatz fu¨r mittelgroße Datenstapel mit 20
bis 40 Szenen.
In einem abschließenden Test wurde fu¨r alle Simulations-Szenarien aus Tabelle 4.4 die Para-
meterscha¨tzung mit diesem optimierten Iterationsschema durchgefu¨hrt. Die Ergebnisse sind in
Tabelle 4.7 dargestellt. Fu¨r die Modelle #1 bis #3 ist die Genauigkeit der Parameterscha¨tzung
vergleichbar mit den Ergebnissen, die bei alleiniger Anwendung der TSVD-Methode erreicht
werden ko¨nnen (s. Tab. 4.5), jedoch mit einer deutlichen Reduzierung der Laufzeit um etwa
50 %. Die Ergebnisse fu¨r den Modellfall #5 zeigen, dass auch bei nichtlinearer Bewegung der
u¨berwiegende Teil der PS-Punkte erkannt wird. Deren Ho¨he ist im Vergleich zu den anderen
Szenarien mit a¨hnlicher Pra¨zision bestimmbar, wa¨hrend der Fehler fu¨r den thermischen Aus-
dehnungskoeffizienten α0 aufgrund der Korrelation von v und α deutlich gro¨ßer ist.
Parameter
Modell #
1 2 3 4 5
akzeptiert [%] 35 96 96 68 73
RMSv[mm/a] 0.6 0.8 0.7 0.7 –
RMSh[m] 1.3 1.5 1.2 – 1.3
RMSα[mm/K] 0.03 0.04 0.04 0.13 0.19
Tabelle 4.7: Ergebnisse der Parameterscha¨tzung mit optimiertem Iterationsschema fu¨r die in Tabelle 4.4
aufgefu¨hrten Modellszenarien.
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4.7 Zusammenfassung
Die Parameterscha¨tzung und PS-Selektion sind die zentralen Punkte aller PSI-Verfahren. In
diesem Kapitel wurde eine robuste Methode vorgestellt, mit der die Punktbewegung v, die
Punktho¨he h sowie die thermisch bedingte Bewegung von PS-Kandidaten gleichzeitig auf den
mehrdeutigen Phasenbeobachtungen bestimmt werden ko¨nnen. Durch einen iterativen Ansatz
wird die urspru¨ngliche Suche der Lo¨sung x im R3 auf die wesentlich schnellere sequentielle
Bestimmung von drei Lo¨sungen in R reduziert. Die Parameter werden anhand des Maximums
der eindimensionalen Periodogramme bestimmt. Jedoch wird im Zuge der Reduzierung von drei
Parametern auf einen Parameter das SNR durch die jeweils unberu¨cksichtigten Signalanteile
verschlechtert. Mit der M-SBAS-Methode werden diese durch eine Beschra¨nkung der Bandbreite
unterdru¨ckt und das SNR wird folglich erho¨ht. Da in die Modellfunktion nur lineare Phasenterme
eingehen, ko¨nnen die Periodogramme aller Subba¨nder gestapelt werden. Trotz Beschra¨nkung
der Bandbreite in den Subba¨ndern ko¨nnen letztendlich alle interferometrischen Beobachtungen
genutzt werden. Die Folge ist eine effektive Reduzierung des Rauschens.
Ausgehend von dem Gitter-Such-Ansatz der Periodogrammscha¨tzung wurden zwei Methoden
zur optimierten Periodogrammscha¨tzung vorgestellt. Die TSVD-Methode basiert auf dem Lo¨-
sungsansatz der SAR-Tomografie. Dabei wird eine Rauschversta¨rkung bei der Periodogramm-
scha¨tzung unterdru¨ckt, indem der zuverla¨ssig bestimmbare spektrale Anteil der Abbildungsma-
trix u¨ber eine Singula¨rwertzerlegung ermittelt wird. Es stellt sich heraus, dass die Grenze der
nutzbaren Singula¨rwerte von der konkreten Verteilung der Basislinien unabha¨ngig ist. Die FFT-
basierte Periodogrammscha¨tzung ist eine laufzeitoptimierte Alternative zur TSVD-Methode.
Fu¨r deren Nutzung mu¨ssen die interferometrischen Beobachtungen auf regelma¨ßig verteilte Be-
obachtungspunkte interpoliert werden. Die Tests anhand von synthetischen Daten zeigen, dass
auch mit der FFT-Methode eine robuste Parameterscha¨tzung mo¨glich ist. Dabei ist der Fehler
der Scha¨tzung gegenu¨ber der TSVD-Methode geringfu¨gig gro¨ßer, die notwendige Laufzeit kann
jedoch erheblich reduziert werden.
Die M-SBAS-Methode ermo¨glicht zusammen mit dem sequentiellen Ansatz eine schnelle und ro-
buste Parameterscha¨tzung auf mehrdeutigen interferometrischen Phasenbeobachtungen. Sie ist
daher gut geeignet fu¨r die PSI-Analyse mit Separationsansatz, bei der die Parameterbestimmung
fu¨r eine große Anzahl an PS-Kandidaten durchgefu¨hrt werden muss. Die durchgefu¨hrten Tests
zeigen, dass die Parameter auch bei großen Phasengradienten und geringem SNR zuverla¨ssig
gescha¨tzt werden. Die Methode kann in Bezug auf die Laufzeit und die erreichbare Genauig-
keit der Scha¨tzungen optimiert werden, wenn die FFT-basierte Parameterbestimmung mit der
TSVD-basierten Methode kombiniert wird.
Fu¨r die Auswahl von PS-Punkten aus der Menge der PS-Kandidaten muss die Signifikanz des
modellierbaren linearen Phasensignals gegenu¨ber dem stochastischen Phasenrauschen bestimmt
werden. Bei den ga¨ngigen PSI-Verfahren beruht die PS-Selektion auf einem Vergleich der Pha-
senkoha¨renz oder Phasenvarianz mit einem vorgegebenen Grenzwert. Mit dem g -Test wurde
eine Alternative vorgestellt, mit der die PS-Selektion als Test unter Vorgabe eines Signifikanz-
niveaus durchgefu¨hrt werden kann. Gegenu¨ber des Koha¨renzkriteriums kann ein PS-Punkt mit
diesem Test auch auf mehrere signifikante Signale, beispielsweise verschiedene Bewegungsraten,
getestet werden. Fu¨r die Anzahl der effektiven Frequenzen Ne muss ein Wert bestimmt werden.
Wenn die Punktverteilung in den Beobachtungsreihen ausreichend homogen ist, kann fu¨r Ne der
Wert aus der Singula¨rwertzerlegung von L ermittelt werden. Generell sollte, wie hier gezeigt, Ne
anhand von Simulationen getestet werden, um einen optimalen Signifikanztest fu¨r den spezifi-
schen Datenstapel zu ermo¨glichen. Die Simulation muss dabei fu¨r einen Datensatz nur einmalig
durchgefu¨hrt werden und erfordert nur einen geringen zusa¨tzlichen Rechenaufwand.
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Kapitel 5
Anwendungsbeispiel Staufen
In diesem Kapitel wird die Anwendbarkeit der modifizierten PSI-Auswertung fu¨r die Bestim-
mung lokaler Bodenbewegungen in urbanen Gebieten gezeigt und mit dem StaMPS-Algorithmus
verglichen. Als Testgebiet wurde dafu¨r die Kleinstadt Staufen gewa¨hlt. Sie befindet sich am o¨st-
lichen Rand des Rheingrabens, ca. 15 km su¨dlich von Freiburg und 50 km no¨rdlich von Basel
(Abb. 5.1). Im Zentrum von Staufen werden seit Ende 2007 auf einem 8 ha großen Areal starke
Bodenbewegungen registriert. Die Hebungsraten betrugen zeitweise bis zu 11 mm/Monat. Die
Bodendeformation wird durch eine Lo¨sungs-Fa¨llungs-Reaktion in Gipskeuperschichten direkt
unter dem Hebungsgebiet verursacht. Dabei wird Anhydrit unter Aufnahme von Wasser in Gips
umgesetzt. Im Zuge der Mineralumwandlung kommt es zu einer Volumenzunahme des Gesteins
[Nuesch et al. 1995]. Die Umwandlung ist ein natu¨rlicher Prozess, der auftritt, sobald der zuvor
isolierte Anhydritko¨rper mit Wasser in Kontakt kommt. Im ungesto¨rten Untergrund sind die
anhydritfu¨hrenden Schichten des Gipskeupers entweder durch natu¨rliche Barrieren abgedichtet
oder bereits vollsta¨ndig zu Gips umgesetzt. Der plo¨tzlich eintretende Quellvorgang in Staufen
wird auf das Abteufen von Bohrungen zur Installation von Erdwa¨rmesonden zuru¨ckgefu¨hrt.
Dabei wurde durch mindestens eine der Bohrungen der Zufluss des Grundwassers aus einem
gespannten Aquifer in die daru¨berliegende Gipskeuperschicht ermo¨glicht [Engesser et al. 2010,
Ruch et al. 2012]. Die Bodenhebung wird durch den Quelldruck bei der Mineralumwandlung her-
vorgerufen. Im Fall von Staufen liegen die quellfa¨higen Schichten in einer Tiefe zwischen 60 und
120 m. Die Auflast des Deckgebirges kann den Quelldruck von bis zu 7 MPa nicht kompensieren.
Entsprechend große Hebungsraten sind die Folge [Nuesch et al. 1995]. Der Quellvorgang in den
Gipskeuperschichten ist ein fortwa¨hrender Prozess, der nach initialem Wasserzutritt solange an-
ha¨lt, bis entweder das quellfa¨hige Material oder das zur Verfu¨gung stehende Wasser umgesetzt
ist.
Zur Schadensbegrenzung wird seit November 2009 durch das Abpumpen des Grundwassers aus
einem tiefer gelegenen Aquifer der Grundwasserspiegel dauerhaft gesenkt. Zudem wurden be-
ginnend im November 2009 die Ringra¨ume der Bohrungen abgedichtet, um den weiteren Zutritt
von Grundwasser in den quellfa¨higen Anhydritko¨rper zu unterbinden. Die Hebungsrate konnte
dadurch von urspru¨nglich maximal 11 mm/Monat auf mittlerweile ca. 3 mm/Monat reduziert
werden. Im Zeitraum von Mai 2008 bis November 2012 wurde nach Grimm et al. (2014) im
zentralen Bereich des Hebungsgebietes eine Gesamthebung von ca. 38 cm registriert.
Das Hebungsgebiet hat einen Durchmesser von knapp 300 m. Bei den oben genannten Bewe-
gungsraten ist die Bodendeformation entsprechend groß. Es kommt zu Zerrungen und Pres-
sungen an der Oberfla¨che, die erhebliche Auswirkungen auf die Geba¨ude und die Infrastruktur
haben. Trotz der geringen Ausdehnung des Deformationsgebietes wurden bisher u¨ber 250 Ha¨user
bescha¨digt. Die Schadensho¨he wurde bereits im Jahr 2010 auf u¨ber 50 Mio.e gescha¨tzt [Grimm
et al. 2014].
Seit Anfang 2008 werden in Staufen in regelma¨ßigen absta¨nden Nivellements durchgefu¨hrt [En-
gesser et al. 2010, Ruch et al. 2012]. Die Ho¨henmessungen werden seit Ma¨rz 2011 durch Lage-
messungen auf einem eigens angelegten Deformationsnetz erga¨nzt [Asal et al. 2014]. Beginnend
im Juli 2008 wurden fu¨r die Region Staufen SAR-Aufnahmen vom Satelliten TerraSAR-X im
aufsteigenden Orbit aufgezeichnet. Der Datenstapel wurde im Zeitraum Oktober 2009 bis Juli
2010 durch Aufnahmen im absteigenden Orbit erga¨nzt.
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Abbildung 5.1: U¨bersichtskarte mit der Lage des Untersuchungsgebietes Staufen, das fu¨r die Anwen-
dungsstudie gewa¨hlt wurde. Die blauen Punkte zeigen die Standorte von Wetterstatio-
nen, deren Temperaturdaten fu¨r die Bestimmung der thermisch bedingten Punktbewe-
gung genutzt wurden.
Lubitz et al. (2013) haben die LOS-Bewegungsraten in Staufen aus der PSI-Analyse der
TerraSAR-X-Szenen im aufsteigenden Orbit bestimmt und im Kontext des komplizierten
tektonischen Aufbaus der Vorbergzone an der o¨stlichen Grabenrandverwerfung geologisch
interpretiert. Eine PSI-Auswertung beider Datenstapel wurde in Schenk und Westerhaus
(2012) vorgestellt. Dabei wurden die beobachteten Bewegungsraten aus aufsteigendem und
absteigendem Orbit mit den nivellitischen Messungen kombiniert, um den tatsa¨chlichen
Bewegungsvektor der Oberfla¨chenbewegung aus den LOS-Bewegungsraten zu rekonstruieren.
5.1 Datengrundlage
Die Studie basiert auf einem Datensatz, der mit dem Satelliten TerraSAR-X u¨ber zwei Jahre im
Zeitraum Juli 2008 bis Juli 2010 aufgenommen wurde. Von den urspru¨nglich 42 Szenen, die fu¨r
diesen Zeitraum zur Verfu¨gung stehen, konnten drei Szenen aufgrund von Schneebedeckung nicht
fu¨r die PSI-Auswertung genutzt werden. Die Aufnahmen decken ein Gebiet von ca. 30× 50 km
ab, fu¨r die Analyse der Bodenbewegung in Staufen wurde die Auswertung in dieser Arbeit
jedoch auf ein Gebiet von etwa 3 × 3 km2 beschra¨nkt. Fu¨r den gewa¨hlten Ausschnitt ist das
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mittlere Amplitudenbild aller verwendeten Szenen in Abbildung 5.2(a) dargestellt. Die Daten
wurden im Stripmap-Modus im aufsteigenden Orbit aufgenommen. Das Gebiet wird dabei aus
Westen blickend erfasst. Die lokale U¨berflugzeit ist 17:17 UTC. Der Einfallswinkel θ variiert
u¨ber die Range-Distanz zwischen 38.0° und 40.5°, wobei er im Bereich von Staufen bei 39.8°
liegt. Sa¨mtliche Szenen wurden im SRA-Modus (single-receive antenna configuration) in HH-
Polarisation und einer nominellen Azimut-Auflo¨sung von 3.3 m aufgenommen. Die Auflo¨sung in
Range betra¨gt in Blickrichtung des Satelliten 1.8 m, was einer Bodenauflo¨sung von etwa 2.8 m
entspricht. Der Punktabstand der SLC-Daten liegt mit 1.9 m in Azimut und 1.4 m in Range
leicht u¨ber der erreichbaren Auflo¨sung. Abbildung 5.3 zeigt die Aufnahmezeitpunkte der in dieser
GG
UP
(a)
(b)
Abbildung 5.2: (a) Mittleres Amplitudenbild aller TerraSAR-X-Aufnahmen. In dem Gewerbegebiet
Gaisgraben (GG) gab es im Untersuchungszeitraum keine nachweislichen Bewegungen.
Der vergro¨ßerte Ausschnitt des su¨dlichen Bereiches zeigt die Ru¨ckstreuung des instal-
lierten Corner-Reflektors (Kreis in Abb. (a) und (b)). Das Hebungsgebiet befindet sich
im Zentrum von Staufen (UP).
Studie verwendeten Szenen sowie deren senkrechte Basislinie b⊥ bezu¨glich der Aufnahme vom 1.
Januar 2010. Sie wurde als Master-Szene der Koregistrierung gewa¨hlt. Die Basislinien bezu¨glich
dieses Masters liegen zwischen -250 m und 135 m. Die Streuung der Basislinien bestimmt die
erreichbare Genauigkeit bei der Scha¨tzung der PS-Punktho¨he h0. Nach Bamler et al. (2009)
la¨sst sich fu¨r den Fehler der Scha¨tzung eine untere Grenze nach Crame`r-Rao mit
σh =
λr sin θ
4piσb⊥
√
2M
√
SNR
(5.1)
angeben. Dabei bezeichnet M die Anzahl der verfu¨gbaren Szenen und σ2b⊥ die Varianz der
Basislinien bezu¨glich der Master-Szene. Fu¨r einen Punkt mit einem SNR von 2 dB liegt der
Fehler der PS-Ho¨he mit der gegebenen Basislinienverteilung (σb⊥ = 99 m) bei σh = 0.8 m. Bei
einem SNR von 10 dB ist σh = 0.4 m.
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Abbildung 5.3: Basisliniendiagramm der 39 verwendeten Szenen des Staufen-Datensatzes. Die senk-
rechten Basislinien sind in Bezug auf die Masterszene der Koregistrierung vom Januar
2010 angegeben. Die Farbe der Punkte zeigt die Oberfla¨chentemperatur zu den Auf-
nahmezeitpunkten an der LTZ Wetterstation in Mengen.
5.1.1 Temperaturdaten
Fu¨r die Modellierung der thermisch bedingten Punktbewegung muss die Temperatur im Unter-
suchungsgebiet zu den Aufnahmezeitpunkten bekannt sein. Fu¨r die Stadt Staufen sind fu¨r den
Beobachtungszeitraum keine Temperaturaufzeichnungen verfu¨gbar. Gleichwohl sind in der Um-
gebung des Untersuchungsgebietes mehrere Wetterstationen installiert, deren Daten frei verfu¨g-
bar sind. Von diesen ko¨nnen diejenigen genutzt werden, die ebenfalls im Rheingraben liegen und
die Temperatur in Staufen aller Voraussicht nach ohne systematische Abweichung repra¨sentie-
ren. Die in Frage kommenden Temperaturmesspunkte sind in der U¨bersichtskarte in Abbildung
5.1 eingezeichnet.
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Abbildung 5.4: Zusammenstellung der Temperaturen zu den Aufnahmezeitpunkten der Satellitenbilder
an den vom LTZ betriebenen Wetterstationen in der Umgebung von Staufen, sowie an
der vom DWD betriebenen Station Lahr (s. Abb. 5.1).
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Die Stationen Mu¨llheim, Mu¨llheim LTZ und Mengen werden vom Landwirtschaftlichen Tech-
nologiezentrum Augustenberg (LTZ) im Auftrag des Ministeriums fu¨r Landwirtschaft und Ent-
wicklung la¨ndlicher Raum von Baden-Wu¨rttemberg betrieben. An diesen Stationen wird die
Temperatur stu¨ndlich registriert und aufgezeichnet. Fu¨r die drei LTZ-Stationen sind stu¨ndli-
che Temperaturdaten fu¨r alle Aufnahmezeitpunkte verfu¨gbar. Eine weitere Beobachtungsstation
befindet sich in Lahr, ca. 50 km no¨rdlich von Staufen. Sie wird vom Deutschen Wetterdienst
(DWD) betrieben. Fu¨r diese Station stehen ta¨gliche Werte der mittleren Tagestemperatur zur
Verfu¨gung. Der Temperaturverlauf der vier Stationen ist in Abbildung 5.4 dargestellt. Alle LTZ-
Stationen zeigen einen a¨hnlichen Verlauf. Die Standardabweichung der Differenzen liegt bei 1 °C.
Fu¨r die Sommermonate zeigen die Tagesmitteltemperaturen der DWD-Station eine systemati-
sche Abweichung gegenu¨ber den Registrierungen der LTZ-Stationen zur exakten U¨berflugzeit des
Satelliten. Die Tagestemperaturen liegen im Mittel 1 °C unter den Werten der LTZ-Stationen. Die
Standardabweichung der Differenzen betra¨gt 2.3 °C. In dem Basisliniendiagramm in Abbildung
5.3 ist die Temperatur der am na¨chsten gelegenen Station Mengen fu¨r die Aufnahmezeitpunkte
farblich dargestellt.
5.1.2 Corner-Reflektor
Im Rahmen der Untersuchungen wurde im Mai 2009 parallel zu den U¨berfliegungen von
TerraSAR-X ein Corner-Reflektor nordwestlich des Stadtzentrums von Staufen installiert und
in Richtung des Blickvektors des Satelliten orientiert. Der Reflektor ist in Abbildung 5.2(b)
am su¨dlichen Rand des Gaisgraben-Gebietes zu erkennen. Er wurde im Mai 2009 erstmals
terrestrisch eingemessen. Die Position des Phasenreferenzpunktes wurde im Januar 2010
sowie im Juli 2010 wiederholt bestimmt, um mo¨gliche Bodenbewegungen in diesem Gebiet
auszuschließen. Die Einmessung des Reflektors ist in Ba¨hr und Schenk (2010) beschrieben. In
Tabelle 5.1 ist die exakte Position des Phasenreferenzzentrums des Corner-Reflektors fu¨r die
erste Messung im Juni 2009 angegeben. Tabelle 5.2 zeigt die Abweichungen von dieser Position
zu den Wiederholungsmessungen in lokalen topozentrischen Koordinaten. Demnach sind im
Bereich des Reflektors u¨ber den Beobachtungszeitraum keine signifikanten Bodenbewegungen
aufgetreten. Dies wird auch durch Wiederholungsnivellements besta¨tigt, die zwischen Ma¨rz
und November 2009 im Gaisgraben-Gebiet vom Landratsamt Breisgau-Hochschwarzwald
durchgefu¨hrt wurden und den Reflektor eingebunden haben. Im Gaisgraben-Gebiet sind fu¨r
den Untersuchungszeitraum keine systematischen Bodenbewegung beobachtet worden. Es wird
daher in der Auswertung als Referenzgebiet genutzt.
La¨nge [°] Breite [°] Ho¨he [m]
7.7191124 47.8851376 324.051
Tabelle 5.1: Geografische Koordinaten
und Ellipsoidho¨he (ITRF)
fu¨r das Phasenreferenzzen-
trum des Corner-Reflektors
Staufen.
Datum Nord [mm] Ost [mm] Ho¨he [mm]
18.6.2009 0.0 0.0 0.0
12.1.2010 -0.8 -0.2 0.4
06.7.2010 -1.1 -0.4 1.1
Tabelle 5.2: Vera¨nderung des Phasenreferenzpunk-
tes bezu¨glich der ersten Messung im
topozentrischen System.
5.2 PSI-Auswertung mit Multi-SBAS-Ansatz
In diesem Abschnitt wird anhand des Beispieldatensatzes der Gesamtablauf der PSI-Auswertung
beschrieben. Deren Kern ist die Parameterscha¨tzung und PS-Selektion mit der M-SBAS-
Methode. In Abbildung 5.5 ist die Integration des M-SBAS-Moduls in den Gesamtablauf der
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PSI-Auswertung schematisch dargestellt. Die Eingabedaten der PSI-Verarbeitung sind in der
Abbildung rot, Zwischenprodukte blau und die berechneten Ergebnisgro¨ßen gru¨n dargestellt.
Das Ablaufdiagramm zeigt die wesentlichen Verarbeitungsschritte, auf deren Implementierung
nachfolgend detaillierter eingegangen wird. Die Prozesskette wurde im Rahmen dieser Arbeit
in Matlab implementiert. Der Programmablauf und die Datenhaltung sind an die PSI-Software
StaMPS angelehnt.
Abbildung 5.5: Ablaufdiagramm der PSI-Auswertung mit der Parameterscha¨tzung und PS-Selektion
basierend auf der M-SBAS-Methode. Der Prozessablauf geht entsprechend den Pfeilen
von oben nach unten. Der Datenfluss la¨uft von den rot dargestellten Eingabegro¨ßen auf
der linken Seite u¨ber Zwischenprodukte (blau) zu den gru¨n gekennzeichneten Ausgabe-
produkten auf der rechten Seite.
5.2.1 Vorprozessierung und Datenhaltung
Ausgangspunkt fu¨r die PSI-Analyse ist ein koregistrierter SLC-Stapel aller Szenen. Fu¨r die Da-
tenvorverarbeitung wurde das Softwarepaket DORIS der TU-Delft genutzt [Kampes et al. 2003].
Die Koregistrierung des SLC-Stapels wurde mit dem auf einem Ausgleichungsansatz beruhenden
Algorithmus von Hooper (2006) durchgefu¨hrt.
Ein Ziel der M-SBAS-Implementierung ist die schnelle Datenverarbeitung bei mo¨glichst geringem
Speicherbedarf. In der StaMPS-Implementierung werden beim SBAS-Algorithmus zu Beginn
sa¨mtliche Interferogramme berechnet, mit der Referenzphase sowie der topografischen Phase
korrigiert und fu¨r die weitere Verarbeitung gespeichert. Ein solches Vorhalten der reduzierten
Interferogramme wu¨rde bei der Verwendung aller mo¨glichen Interferogrammkombinationen bei
der M-SBAS-Methode zu einem ungerechtfertigt hohen Speicherbedarf fu¨hren. Daher werden die
korrigierten Interferogramme bei der M-SBAS-Methode zur Laufzeit der Auswertung punktweise
berechnet und nur tempora¨r vorgehalten. Auf die Speicherung der reduzierten Interferogram-
me wird verzichtet, auch wenn sie dadurch zu verschiedenen Zeitpunkten der PSI-Verarbeitung
wiederholt bestimmt werden mu¨ssen. Die Korrekturphase, die sich aus der Summe von Referenz-
phase und topografischer Phase ergibt, wird dabei wie in anderen PSI-Verfahren nach Gleichung
(2.23) berechnet. Sie kann mit den auf Seite 11 ff. beschriebenen Approximationen direkt aus
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der Differenz der Referenzphasen bezu¨glich der Master-Szene bestimmt werden. Neben dem
SLC-Stapel der Aufnahmen wird daher fu¨r die PSI-Analyse ein weiterer Datenstapel beno¨tigt,
welcher die Referenzphasen im Master-System fu¨r jede Aufnahme und jeden Punkt beschreibt
(s. Abb. 5.5). Fu¨r die Scha¨tzung der PS-Ho¨he muss zudem die ra¨umlich variable Basislinie fu¨r
jeden Punkt und jede Aufnahme im Master-System vorgehalten werden. Dabei ko¨nnen die senk-
rechte und parallele Basislinie als komplexes Datenpaar abgelegt werden. Insgesamt ergibt sich
damit fu¨r M Szenen ein verha¨ltnisma¨ßig kleines Datenvolumen von 3M×Szenengro¨ße gegenu¨ber
einem Stapel von (M2−M)/2 Interferogrammen dieser Szenengro¨ße, wenn die Interferogramme
a priori berechnet werden. Bei kleinra¨umigen Untersuchungsgebieten und geringen topografi-
schen Ho¨henunterschieden kann die Basislinie der Szenen auch durch einen mittleren Wert fu¨r
das gesamte Beobachtungsgebiet approximiert werden, womit das Vorhalten des Basisliniensta-
pels entfa¨llt. Fu¨r die Bearbeitung in dieser Studie wurden anstelle des Basislinienstapels die
Approximationen durch die mittleren Basislinien gewa¨hlt.
Fu¨r die Bestimmung der Referenzphase wurde in dieser Studie das aus Laserscanner-Befliegungen
erstellte DGM von Baden-Wu¨rttemberg verwendet. Das Ho¨henmodell wurde von urspru¨nglich
1 m Rasterweite auf 2.5× 2.5 m neu abgetastet. Die Gebrauchsho¨hen wurden mit dem Europa¨i-
schen Geoidmodell EGG97 in ellipsoidische Ho¨hen u¨berfu¨hrt.
5.2.2 Amplitudendispersion und Phasentrend
Die Vorauswahl der PS-Kandidaten wird anhand der Amplitudendispersion getroffen. Sie wird
auf den kalibrierten SLC-Daten nach Gleichung (2.56) fu¨r jeden Bildpunkt bestimmt. Als zu-
la¨ssige PS-Kandidaten werden die Punkte mit Da ≤ Da,max fu¨r die weitere PSI-Verarbeitung
betrachtet. Um die Auswirkung auf die Anzahl der akzeptierten PS-Punkte zu untersuchen,
wurde die PSI-Auswertung mit Da,max = 0.44 und Da,max = 0.46 durchgefu¨hrt. Die Ergebnisse
beider Auswertungen werden in Kapitel 5.3.1 verglichen.
Fu¨r eine ra¨umliche Referenzierung der interferometrischen Phasen muss die mittlere atmospha¨-
rische Phase des Szenenausschnittes φ¯ fu¨r jedes Interferogramm bestimmt werden. Ein initialer
Wert wird dafu¨r aus der (komplexwertigen) Mittelung aller PS-Kandidaten bestimmt, deren
Amplitudendispersion nicht gro¨ßer ist als ein festzulegender Grenzwert Da,r. Geeignete Werte
fu¨r Da,r liegen im Bereich zwischen 0.25 und 0.35. Hier wurde ein Grenzwert von Da,r = 0.32
gewa¨hlt. Punkte, die eine solch geringe Amplitudendispersion aufweisen, sind mit hoher Wahr-
scheinlichkeit tatsa¨chliche PS-Punkte. Ihre Phase ist repra¨sentativ fu¨r die Bestimmung von φ¯.
In Abbildung 5.5 ist die Menge dieser Punkte mit PSCref bezeichnet. Um einen mo¨glichen sys-
tematischen Effekt auszuschließen, werden in einem ersten Durchlauf die linearen Phasenterme
mit der M-SBAS-Methode fu¨r diese PSCref gescha¨tzt. Die initiale Referenzphase wird daraufhin
korrigiert, indem die mittlere Phase von den Punkten der Gruppe PSCref bestimmt wird, die
bodennah sind und keine nennenswerte Punktbewegung zeigen.
5.2.3 PS-Selektion und Parameterscha¨tzung
Nachdem die mittlere atmospha¨rische Phase von jedem Interferogramm bestimmt wurde, kann
die eigentliche Parameterscha¨tzung fu¨r alle PS-Kandidaten auf den reduzierten Phasen φ˜ durch-
gefu¨hrt werden. Die Parameterscha¨tzung erfolgt in zwei Stufen. Im ersten Schritt werden mittels
der M-SBAS-Methode aus den PS-Kandidaten die zuverla¨ssigen PS-Punkte bei gleichzeitiger
diskreter Scha¨tzung der Parameter v, h und α ermittelt. Anschließend werden die verbleiben-
den Diskretisierungsfehler auf den Residuen dieser Scha¨tzung mittels gewichteter Ausgleichung
korrigiert.
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Der Ablauf der M-SBAS-Scha¨tzung und die notwendigen Parameter sind in den Kapiteln 4.6.2
bis 4.6.5 beschrieben. Fu¨r das Anwendungsbeispiel wurde das Iterationsschema aus Tabelle 4.6
u¨bernommen. Die Anzahl der Iterationen wurde von fu¨nf auf vier herabgesetzt. Die Signalanteile
sind bereits nach vier Iterationen ausreichend genau bestimmt, sodass die korrigierten Phasen-
beobachtungen im Intervall [−pi,pi] liegen und damit eindeutig sind. Der fu¨nfte Iterationsschritt
wird praktisch durch die exakte Lo¨sung der anschließenden Ausgleichung ersetzt. Wa¨hrend bei
der ersten bis dritten Iteration die FFT-basierte Periodogrammscha¨tzung angewendet wird, fin-
det beim letzten Iterationsschritt ein Wechsel zu der genaueren SVD-basierten Methode statt.
Das M-SBAS-Modul wird in einer blockweisen Verarbeitung mit Gruppen von je 20 000 PS-
Kandidaten ausgefu¨hrt. Da keine ra¨umlichen Abha¨ngigkeiten beru¨cksichtigt werden mu¨ssen und
die Parameterscha¨tzung fu¨r die PS-Kandidaten individuell erfolgt, kann als Gruppierungskri-
terium die Amplitudendispersion Da verwendet werden. Die Verarbeitung erfolgt in Blo¨cken
mit steigendem Da. Alle PS-Punkte eines Blocks haben eine Amplitudendispersion im Inter-
vall Da,min < Da ≤ Da,max. Die Intervallgrenzen werden so gewa¨hlt, dass in jedem Block die
gewu¨nschte Anzahl an PS-Kandidaten enthalten ist. Da die Amplitudendispersion ein Proxy
fu¨r das SNR ist, wird in den ersten Blo¨cken mit kleinem Da ein Großteil der zuverla¨ssigen
PS-Punkte gefunden. Das Verha¨ltnis von PS-Punkten zu PS-Kandidaten wird in den folgenden
Blo¨cken stetig kleiner. Die Verarbeitung wird so lange fortgefu¨hrt, bis eine maximale Amplitu-
dendispersion u¨berschritten wird oder eine vorgegebene minimale Detektionsrate unterschritten
wird. In letzterem Fall wird das Abbruchkriterium unabha¨ngig von der Amplitudendispersion
definiert. Eine aufwa¨ndige Bestimmung der maximalen Amplitudendispersion ist in diesem Fall
nicht notwendig. In dem Anwendungsbeispiel wurde eine maximale Amplitudendispersion von
0.450 gewa¨hlt. Eine blockweise Verarbeitung der PS-Kandidaten hat weiterhin den Vorteil, dass
sie einfach zu parallelisieren ist. Die Blo¨cke ko¨nnen individuell auf verschiedenen Prozessoren
verarbeitet werden.
Wie in Kapitel 4.5 beschrieben, werden die PS-Punkte anhand des Signifikanztests auf den
gemittelten Periodogrammen ausgewa¨hlt. Der Test wird auf jedem der drei Periodogramme
G(v), G(h) undG(α) durchgefu¨hrt. Fu¨r jeden Punkt ergeben sich daher in jedem Iterationsschritt
drei unabha¨ngige Testergebnisse, die auch verschieden ausfallen ko¨nnen. Bezeichnet man mit pk
den bina¨ren Wert, der beschreibt, ob ein Punkt in einem Periodogramm als signifikantes Signal
pk = 1 oder Rauschen pk = 0 identifiziert wurde, so lassen sich mit
K = 1pv + 2ph + 4pα (5.2)
acht verschiedene Klassen der PS-Kandidaten unterscheiden. Idealerweise ist ein PS-Kandidat in
allen drei Periodogrammen signifikant. In diesem Fall ist K = 7. Hingegen ist er fu¨r K = {1, 2, 4}
nur in einem und fu¨r K = {3, 5, 6} in zwei Periodogrammen signifikant. Fu¨r K = 0 zeigt der
PS-Kandidat in keinem der Periodogramme ein signifikantes Signal. Fa¨llt ein PS-Kandidat im
ersten Iterationsschritt in diese Klasse, kann er von der weiteren Verarbeitung ausgeschlossen
werden. Wenn ein PS-Kandidat in eine Zwischenklasse fa¨llt, kann das zwei mo¨gliche Ursachen
haben. So kann der PS-Kandidat sehr große Signalanteile in zwei oder allen drei Parametern
aufweisen, was zu einem kleinen SNR fu¨hrt. Die eigentliche PS-Qualita¨t wird daher im ersten
und zweiten Iterationsschritt noch nicht in allen drei Periodogrammen offengelegt. Andererseits
ist es auch mo¨glich, dass sich die Phase eines PS-Kandidaten bezu¨glich einer Basislinie nicht
linear verha¨lt. So zeigt beispielsweise ein PS-Punkt mit nichtlinearer Bewegung ein signifikantes
Signal in G(h) und G(α), jedoch nicht in G(v). Ein solcher Punkt fa¨llt in die Klasse K = 6.
In Abbildung 5.6 ist diese Art der Klassifizierung fu¨r die PS-Kandidaten des ersten, des letzten
sowie eines mittleren Da-Blocks dargestellt, wobei jeweils die Klassenverteilung nach der ers-
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ten und vierten Iteration verglichen wird. Es zeigt sich, dass bereits nach der ersten Iteration
ein Großteil der PS-Kandidaten eindeutig anerkannt (K = 7) oder abgelehnt (K = 0) wird.
Den gro¨ßten zeitlichen Aufwand erfordert daher gerade diese erstmalige Bestimmung der mo¨gli-
chen vertrauenswu¨rdigen PS-Kandidaten. Die abgelehnten Kandidaten werden nach dem ersten
Iterationsschritt verworfen und die nachfolgende Parameterscha¨tzung findet nur noch auf den
potentiellen Kandidaten mit K > 0 statt. Fu¨r die in Abbildung 5.6 gezeigten Beispiele werden
fu¨r die Blo¨cke mit 0.413 < Da ≤ 0.422 und 0.446 < Da ≤ 0.450 jeweils 77 % bzw. 87 % der PS-
Kandidaten im ersten Schritt abgelehnt. Hingegen werden im ersten Block mit Da ≤ 0.335 etwa
98 % der PS-Kandidaten nach dem ersten Schritt zugelassen. Es zeigt sich fu¨r alle Da-Blo¨cke,
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Abbildung 5.6: Klassifizierung der PS-Kandidaten nach dem ersten und vierten Iterationsschritt der M-
SBAS-Scha¨tzung fu¨r drei ausgewa¨hlte Da-Intervalle des Beispieldatensatzes, die jeweils
20 000 PS-Kandidaten umfassen.
dass die PS-Kandidaten meist schon nach der ersten Iteration eindeutig als akzeptierte oder
abgelehnte PS zugeordnet werden. Lediglich ein kleiner Teil der PS-Kandidaten fa¨llt nach der
ersten Iteration in die Klassen zwei bis sechs. Von diesen werden die meisten spa¨testens nach der
vierten Iteration als eindeutige PS akzeptiert. Diese Punkte haben systematische Signalanteile
durch eine große Punktho¨he und zusa¨tzliche Bewegungsraten v und α. Sie rechtfertigen den ite-
rativen Ansatz, mit dem auch diese Punkte letztendlich als zuverla¨ssige PS-Punkte identifiziert
werden.
Die linke Grafik in Abbildung 5.7 zeigt die Verbesserung der Punktkoha¨renz durch die sequenti-
elle Parameterscha¨tzung fu¨r die Da-Intervalle der Abbildung 5.6. Die Koha¨renz wird bei jedem
Iterationsschritt verbessert. Die Verbesserung ∆γ nimmt dabei im Mittel wa¨hrend der ersten
drei Schritte ab und ist nach der dritten Iteration nahezu null. Im letzten Iterationsschritt wird
nochmals ein etwas ho¨herer Koha¨renzgewinn verzeichnet, da hier ein Wechsel von der FFT-
basierten Periodogrammscha¨tzung zu der genaueren SVD-basierten Methode stattfindet. Diese
Tendenz zeigt sich auch in der rechten Grafik, in der fu¨r jeden Schritt der Anteil aller Punkte
mit K > 0 dargestellt ist, deren Koha¨renzverbesserung in dem entsprechenden Schritt u¨ber 0.1
liegt.
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Abbildung 5.7: Verbesserung der Punktkoha¨renz bei der iterativen M-SBAS-Scha¨tzung fu¨r die akzep-
tierten Punkte der in Abbildung 5.6 dargestellten Da-Intervalle. Abgebildet ist die
mittlere Verbesserung der Punktkoha¨renz nach jedem Iterationsschritt (links) sowie der
Anteil der Punkte, deren Koha¨renzverbesserung u¨ber 0.1 liegt. Der Anstieg im vierten
Iterationsschritt beruht auf dem Wechsel von der FFT-basierten zur SVD-basierten
Scha¨tzung.
5.2.4 Phasenvarianz der Aufnahmen
Um die abschließende Parameterscha¨tzung in einem gewichteten Ausgleichungsansatz durchfu¨h-
ren zu ko¨nnen, muss zuna¨chst die szenenspezifische Phasenvarianz σ2ψ aller Aufnahmen bestimmt
werden. Als stochastische Kenngro¨ße beschreibt sie die ra¨umliche Varianz der residualen Phasen-
beobachtungen zu den Aufnahmezeitpunkten nach Abzug der modellierbaren Signalanteile. Der
ra¨umlich-variable Anteil der neutrospha¨rischen Phasenverzo¨gerung liefert den gro¨ßten Beitrag zu
den Residuen. Anhand der Phasenvarianz kann fu¨r die Parameterscha¨tzung und die Phasenab-
wicklung die Szene mit der geringsten neutrospha¨rischen Laufzeitvariation als Referenz, d. h. da-
tumsgebende Bezugsszene1, gewa¨hlt werden. Zudem ko¨nnen anhand der szenenspezifischen Pha-
senvarianz die Aufnahmezeitpunkte mit ungewo¨hnlich hohem Signalrauschen beispielsweise bei
Niederschlagsereignissen oder durch Schneebedeckung identifiziert und von der abschließenden
Parameterscha¨tzung ausgeschlossen werden. Schließlich gibt die Phasenvarianz auch Aufschluss
u¨ber die Wahrscheinlichkeit, dass eine Phasenbeobachtung in einem Interferogramm mehrdeutig
ist.
Nach der Reduktion der modellierbaren Signalanteile ist die Korrelation der Phasenbeobach-
tungen zwischen den Szenen gering. Die Phasenvarianz eines Interferogramms σ2φ kann daher
u¨ber die Summe der szenenspezifischen Varianzen σ2ψ der an dem Interferogramm beteiligten
Aufnahmen beschrieben werden:
σ2φ,1−2 = σ
2
ψ,1 + σ
2
ψ,2. (5.3)
Werden alle Interferogrammkombinationen betrachtet, so lassen sich die szenenspezifischen Pha-
senvarianzen durch Inversion des LGS
σˆ2φ = Aσ
2
ψ (5.4)
1U¨blicherweise wird in diesem Kontext der Begriff
”
Master-Szene“ verwendet. Jedoch wird in dieser Arbeit kon-
sequent zwischen der Bezugsszene der Koregistrierung (Master-Szene) und der datumsgebenden Bezugsszene
bei der Parameterscha¨tzung unterschieden.
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bestimmen. Als Beobachtungen gehen die fu¨r die Interferogramme gescha¨tzten Varianzen σˆ2φ ein.
Da sie fehlerbehaftet sind, sind die Gleichungen linear unabha¨ngig. Das Gleichungssystem 5.4
ist im M-SBAS-Fall folglich u¨berbestimmt. Die unbekannte Streuung der Phasenbeobachtungen
zu den Aufnahmezeitpunkten kann mittels Ausgleichung des LGS (5.4) bestimmt werden.
Die Phasenvarianzen σˆ2φ werden auf den mehrdeutigen Phasen der Interferogramme gescha¨tzt.
Zum statistischen Fehler des Varianzscha¨tzers kommt eine systematische Verzerrung der Scha¨tz-
werte durch die Faltung der Phase in das Intervall [−pi,pi]. Um eine aufwa¨ndige ra¨umliche Pha-
senabwicklung der Interferogramme zu umgehen und trotzdem eine bestmo¨gliche Bestimmung
der Phasenvarianz zu erhalten, wurde ein Ansatz u¨ber eine Korrekturfunktion gewa¨hlt, mit der
die Phasenvarianz um den Einfluss der Faltung korrigiert werden kann. In Abbildung 5.8 ist
die Varianz der eindeutigen interferometrischen Phase σˆ2ϕ in Abha¨ngigkeit von der Phasenvari-
anz der mehrdeutigen Phase aufgetragen. Die obere Abbildung zeigt den Verlauf fu¨r simulierte
Werte, die mit einer Monte-Carlo-Simulation u¨ber je 200 000 PS- Punkte gewonnen wurden.
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Abbildung 5.8: Polynomscha¨tzung zur Umrechnung von σ2φ nach σ
2
ϕ. Die obere Grafik zeigt den Vari-
anzscha¨tzer der eindeutigen Phase als Funktion der gescha¨tzten Varianz der mehrdeuti-
gen interferometrischen Phasen. Der Kurvenverlauf kann durch ein gebrochenrationales
Polynom P mit einer sehr guten Anpassung im Intervall [0,3.15] approximiert werden.
Um eine analytische Beschreibung der Korrekturfunktion zu finden, wurde eine Approximation
der simulierten Werte mit parametrischen Ansatzfunktionen unter Verwendung der Standardrou-
tinen der Curve Fitting Toolbox von Matlab gesucht. Die optimalen Parameter wurden dabei fu¨r
verschiedene Funktionstypen mittels Levenberg-Marquardt-Algorithmus gescha¨tzt. Eine sehr gu-
te Anpassung der simulierten Werte erha¨lt man mit einer gebrochenrationalen Polynomfunktion
fu¨nften Grades. Die Varianz der eindeutigen Phase la¨sst sich demnach im Intervall σˆφ ∈ [0, 3.15]
durch die Korrekturfunktion
σˆ2ϕ = P (σˆ
2
φ) =
5∑
n=0
pn
(
σˆ2φ
)n
σˆ8φ +
3∑
m=0
qm
(
σˆ2φ
)m (5.5)
approximieren. Anhand der simulierten Phasen konnten fu¨r die Koeffizienten des Polynoms die
in Tabelle 5.3 angegebenen Werte bestimmt werden.
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p0 p1 p2 p3 p4 p5 q0 q1 q2 q3
-0.03 162.50 -168.56 71.31 -14.65 1.21 161.78 -165.23 66.69 -12.84
Tabelle 5.3: Koeffizienten der gebrochenrationalen Funktion P (σˆ2φ) nach Gleichung zur Umrechnung
von σˆ2φ nach σˆ
2
ϕ.
Die Bestimmung der szenenspezifischen Varianz erfolgt schließlich durch Inversion des um die
Korrekturfunktion P erweiterten Gleichungssystems (5.4):
P
(
σˆ2φ
)
= A
(
σcorψ
)2
. (5.6)
Die Inversion ist bis zu einem Wert von ca. σˆ2φ = 3.1 stabil. Die Voraussetzung ist ein mo¨glichst
genauer Scha¨tzwert σˆ2φ, was jedoch aufgrund der großen Anzahl von PS-Punkten bei der PSI-
Analyse in urbanen Untersuchungsgebieten unproblematisch ist.
In Abbildung 5.9 ist die ermittelte Standardabweichung der Szenen fu¨r den Staufen-Datensatz
bezu¨glich des Signallaufwegs in Millimeter dargestellt. Die Grafik zeigt die Inversionsergebnisse
σˆψ des unkorrigierten Ansatzes nach Gleichung 5.4 im Vergleich zu den Scha¨tzungen σˆ
cor
ψ , die mit
der Inversion der korrigierten Gleichung 5.6 bestimmt werden. Die beiden Methoden unterschei-
den sich bei diesem Beispiel aufgrund der durchga¨ngig kleinen Phasenvarianz nur geringfu¨gig.
Die Abweichung der unkorrigierten Scha¨tzung ist fu¨r die Szenen mit großer Standardabweichung
am deutlichsten. Wird die Korrektur nicht beru¨cksichtigt, so wird die Standardabweichung zum
Mittelwert aller Szenen gezogen, d. h. bei den großen Werten unterscha¨tzt und bei den kleinen
u¨berscha¨tzt.
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Abbildung 5.9: Standardabweichung der TerraSAR-X-Aufnahmen in mm Laufweg nach Korrektur der
modellierbaren Signalanteile. Die Werte spiegeln im Wesentlichen die ra¨umliche Va-
riabilita¨t der neutrospha¨rischen Laufzeitverzo¨gerung im Untersuchungsgebiet zu den
Aufnahmezeitpunkten wider.
Die korrelierte neutrospha¨rische Phase ψneu und das unkorrelierte Punktrauschen bilden den
wesentlichen Anteil der dargestellten Standardabweichung. Das Punktrauschen ist weitestge-
hend unabha¨ngig vom Aufnahmezeitpunkt. Die in Abbildung 5.9 dargestellten Werte zeigen im
Wesentlichen die zeitliche Variabilita¨t der neutrospha¨rischen Phase. Abgesehen von drei Auf-
nahmen liegt sie fu¨r diesen Ausschnitt im Bereich zwischen 2.5 mm und 4.5 mm. Die ho¨here
Standardabweichung bei den Aufnahmen vom 6. Juni 2009 und 26. Juni 2010 ist durch eine
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gro¨ßere Variabilita¨t des atmospha¨rischen Wasserdampfs an diesen Tagen erkla¨rbar, wa¨hrend
bei der Szene vom 12. Dezember 2008 teilweise Schneebedeckung die Ursache ist. Im Gegen-
satz zu den anderen beiden Aufnahmen zeigt diese gleichzeitig eine deutliche Abweichung der
Ru¨ckstreuintensita¨t vom Mittelwert aller Szenen.
Die Aufnahme vom 23. Januar 2010 hat mit einem Wert von σˆψ = 2.4 mm die geringste at-
mospha¨rische Variabilita¨t und wird daher als datumsgebende Szene fu¨r die Phasenabwicklung
verwendet. Fu¨r die nachfolgende Parameterscha¨tzung werden nur die Interferogramme bezu¨glich
dieser Szene genutzt.
Anhand des ermittelten szenenspezifischen Rauschens kann die kleinste und gro¨ßte Phasenvari-
anz aller Interferogrammkombinationen angegeben werden. Sie liegt fu¨r das Interferogramm der
Szenen vom 23. Januar 2010 und 22. Juli 2010 bei minimal 0.72 rad und fu¨r das Interferogramm
der Szenen vom 23. Januar 2010 und 26. Juni 2010 bei maximal 1.2 rad. Die Intervallgrenzen
±pi liegen fu¨r diese Werte bei 4.4 × σφ bzw. 2.7 × σφ. Damit liegen selbst im ungu¨nstigsten
Fall u¨ber 99 % der Werte im eindeutigen Intervall. Eine ra¨umliche Phasenabwicklung vor der
abschließenden Parameterscha¨tzung im linearen Modell ist in diesem Fall nicht notwendig.
Die mittlere szenenspezifische Standardabweichung betra¨gt fu¨r den Datensatz im Untersuchungs-
gebiet 3.7 mm. Beru¨cksichtigt man, dass neben der neutrospha¨rischen Phasenverzo¨gerung auch
die punktspezifische Phasenvariation in die ermittelte Standardabweichung eingeht, so ist der in
Kapitel 4.6 fu¨r die Modellierung angenommene Wert von σφneu = 3 mm zur Simulation dieses
Szenarios gerechtfertigt. Diese Werte stimmen auch mit den in Abschnitt 2.3.3 beschriebenen
Modellen der atmospha¨rischen Varianz u¨berein.
5.2.5 Punktkoha¨renz
Wa¨hrend die szenenspezifische Phasenvarianz die Variabilita¨t zu einem Aufnahmezeitpunkt be-
schreibt und somit ein Maß fu¨r die ra¨umlich korrelierten residualen Signalanteile ist, kann mit
Hilfe der Punktkoha¨renz die Dekorrelation durch die mit dem linearen Modell nicht erfassten
und ra¨umlich unkorrelierten Signalanteile einerseits sowie das Punktrauschen andererseits quan-
tifiziert werden. Insbesondere ko¨nnen bei einer zeitlichen Variation der Koha¨renz Gebiete mit
nichtlinearer Deformation aufgedeckt werden. Fu¨r solche PS-Punkte ist eine Phasenabwicklung
zur korrekten Beschreibung der Oberfla¨chenbewegung unerla¨sslich.
Wie in Abschnitt 5.2.1 beschrieben wurde, ist mit der Implementierung der M-SBAS-Methode
die Mo¨glichkeit gegeben, jede Interferogrammkombination direkt wa¨hrend der Verarbeitung zu
bilden. Die große Anzahl an Interferogrammen ermo¨glicht, neben der Punktkoha¨renz nach Glei-
chung (2.66) auch die Koha¨renz auf Teilmengen aller Interferogramme zu bestimmen. Werden
die Interferogramme entsprechend ihrer zeitlichen Basislinie τ gruppiert, so kann die zeitliche
Variabilita¨t der Koha¨renz nach Gleichung (2.62) fu¨r jeden Punkt untersucht werden, indem
sie fu¨r jedes Ensemble separat gescha¨tzt wird. Um den Bias mo¨glichst gering zu halten und
die Genauigkeit des Scha¨tzers zu erho¨hen, werden fu¨r die Koha¨renzbestimmung nicht nur die
Interferogramme einer Basislinie τ genutzt, sondern die Menge aller Interferogramme, die ein
bestimmtes zeitliches Intervall abdecken. Mit wachsender zeitlicher Basislinie nimmt die Anzahl
der Interferogramme, die in jedem Ensemble zur Verfu¨gung stehen, ab.
In Abbildung 5.10 ist die zeitliche Entwicklung der Koha¨renz fu¨r den untersuchten Datensatz
dargestellt. Dafu¨r wurde die Kurzzeitkoha¨renz γτ,s fu¨r die zeitliche Basislinie 11 d≤τ≤22 d sowie
die Langzeitkoha¨renz γτ,l mit der zeitlichen Basislinie 319 d≤ τ ≤ 385 d gegenu¨bergestellt. Die
Langzeitkoha¨renz ist im gesamten Gebiet etwas geringer als die Kurzzeitkoha¨renz. Abgesehen
von diesem allgemeinen Trend gibt es im Zentrum des Hebungsgebietes einen Bereich, in dem
95
5 Anwendungsbeispiel Staufen
die Koha¨renz deutlich abnimmt. Hier ist die Bewegung durch das lineare Modell nicht ausrei-
chend beschrieben. Die gescha¨tzte Bewegungsrate dieser Punkte wird durch einen zusa¨tzlichen
nichtlinearen Anteil erga¨nzt.
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Abbildung 5.10: Gegenu¨berstellung der Punktkoha¨renz fu¨r Interferogramme mit kurzen zeitlichen Ba-
sislinien von 11 bis 22 Tagen und fu¨r solche mit langen zeitlichen Basislinien, die eine
Zeitspanne von 319 bis 385 Tagen abdecken. Eine starke Verringerung der Koha¨renz
ist ein Indiz fu¨r Punkte mit nichtlinearer Bewegung (roter Bereich).
Wie bei allen PS-Analysen u¨blich, wird die endgu¨ltige Auswahl der PS-Punkte anhand der zeit-
lichen Variabilita¨t festgemacht. Dafu¨r wird entweder die Punktkoha¨renz nach Gleichung (2.66)
verwendet oder die Phasenstandardabweichung. Hier wird die Auswahl der PS-Punkte anhand
der Punktkoha¨renz getroffen. Sie wird auf Basis aller Interferogramme nach Abzug der gescha¨tz-
ten Signalanteile sowie der Referenzphase bestimmt. Die PS-Punkte werden endgu¨ltig als zu-
verla¨ssige Punkte anerkannt, wenn die Gesamtkoha¨renz einen Grenzwert γthr u¨berschreitet oder
die Differenz von Kurz- und Langzeitkoha¨renz einen Mindestwert von 0.2 u¨berschreitet:
(γ ≥ γthr) ∨ ((γτ,s − γτ,l) > 0.2) . (5.7)
Bei dem angegebenen Mindestwert fu¨r die Koha¨renzdifferenz handelt es sich um einen Erfah-
rungswert fu¨r den vorliegenden Datensatz. Auf die Wahl der Mindestkoha¨renz γthr wird in Ka-
pitel 5.3.1 na¨her eingegangen.
5.2.6 Parameterscha¨tzung mit gewichteter Ausgleichung
Wie anhand der Validierung in Abschnitt 4.6 gezeigt wurde, sind die Parameter mit der M-
SBAS-Methode bereits mit hoher Genauigkeit bestimmt. Gegenu¨ber dem optimalen Scha¨tzwert
verbleibt jedoch ein Restfehler, der sich aus dem Diskretisierungsfehler der M-SBAS-Lo¨sung
ergibt. Zudem ist eine geringe Abweichung von der optimalen Lo¨sung durch den Separations-
ansatz bei großen Signalbeitra¨gen mo¨glich. Unter der Voraussetzung, dass die Parameter mit
der M-SBAS-Methode bestmo¨glich gescha¨tzt wurden und die um die Scha¨tzwerte reduzierten
Beobachtungen mit hoher Wahrscheinlichkeit im eindeutigen Intervall [−pi,pi] liegen, ko¨nnen die
Parameter abschließend durch Ausgleichung des linearen Modells bestimmt werden. Neben der
96
5.2 PSI-Auswertung mit Multi-SBAS-Ansatz
Verbesserung der gescha¨tzten Parameter ist mit der Lo¨sung im Gauß-Markov-Modell die Mo¨g-
lichkeit gegeben, die Kovarianzmatrix zu bestimmen und die mittleren Fehler der Scha¨tzwerte
anzugeben. Dies ist insbesondere fu¨r die praktische Anwendung von Bedeutung, da Qualita¨ts-
angaben wie das SNR oder die Koha¨renz eines PS-Punktes wenig aussagekra¨ftig sind.
Im Gegensatz zu der Parameterscha¨tzung auf den mehrdeutigen Phasenbeobachtungen zu Be-
ginn der PSI-Auswertung kann bei der Ausgleichung auf den residualen, eindeutigen Phasen-
beobachtungen neben den linearen Termen auch das Absolutglied bestimmt werden. Der Wert
ψd entspricht der Summe aus neutrospha¨rischer Phase und dem individuellen Punktrauschen
der datumsgebenden Szene. So kann fu¨r jeden PS-Punkt ein System von (M − 1) Gleichungen
fu¨r die interferometrische Phase bezu¨glich der datumsgebenden Szene aufgestellt werden. Die
Beobachtungsgleichung fu¨r die Interferogramme ist:
ϕres,n = ψd + Cvτn∆v + ChB⊥,n∆h+ Cthϑn∆α, mit n = 1...(M−1). (5.8)
Als Beobachtungsgro¨ßen gehen die interferometrischen Phasen ein, die um die mittlere atmo-
spha¨rische Phase sowie die Na¨herungslo¨sungen der M-SBAS-Scha¨tzung reduziert wurden:
ϕres,n = arg
{
exp j
(
φn − φ¯n − φn,v0 − φn,h0 − φn,α0
)}
. (5.9)
Zu dem funktionalen Modell von Gleichung (5.8) kann das stochastische Modell unter Beru¨ck-
sichtigung der Korrelationen zwischen den Interferogrammen mit
Σll = σ
2
0Qll = Iσ
2
ϕ + σ
2
ψd
(1− I) (5.10)
formuliert werden, wobei das Symbol 1 eine Matrix definiert, deren sa¨mtliche Elemente eins
sind. Die Kofaktormatrix Qll ist vollbesetzt. Sie entha¨lt auf der Hauptdiagonalen die Varianzen
der Interferogramme. Unter der Annahme, dass mo¨gliche Restkorrelationen zwischen den Szenen
verschwindend gering sind, ko¨nnen die Werte σ2ψ nach Gleichung (5.3) anhand der Phasenva-
rianzen der Aufnahmen beschrieben werden. Der korrelierte Anteil der Interferogramme findet
sich auf den Nebendiagonalelementen der Kofaktormatrix. Er wird im Wesentlichen durch die
Varianz σ2ψd der gemeinsamen datumsgebenden Szene bestimmt. Da nur Interferogramme be-
zu¨glich dieser Szene eingehen, sind die Nebendiagonalelemente der Kovarianzmatrix nach diesem
Modell identisch. Der Varianzfaktor wird mit σ20 = 1 festgelegt.
Fu¨r die Bestimmung der Parameter im Gauß-Markov-Modell kann der ga¨ngige Formelsatz an-
gewendet werden [z. B. Niemeier, 2008, S. 139 ff.]. Die empirische Standardabweichung s0 kann
aus den Residuen v der Ausgleichung mit
s0 =
√
vTQ−1ll v
M − 4 (5.11)
bestimmt werden. Anhand dieses Wertes kann die empirische Standardabweichung der gescha¨tz-
ten Parameter mit
sk = s0
√
qxk,xk (5.12)
bestimmt werden, wobei qxk,xk das k-te Hauptdiagonalelement der Kofaktormatrix Qxx der
Modellparameter bezeichnet.
Die Fehlermaße s0 und sk werden anhand der Residuen bei der Parameterbestimmung fu¨r jeden
PS-Punkt individuell bestimmt. Fu¨r den Staufen-Datensatz ist die mittlere empirische Stan-
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dardabweichung der Gewichtseinheit s¯0 = 1.09. Dieser Wert ist in guter U¨bereinstimmung mit
dem fu¨r das stochastische Modell gewa¨hlten Wert von σ0 = 1.0.
In Abbildung 5.11 ist das Histogramm fu¨r die gescha¨tzte Standardabweichung der Bewegungsrate
sv dargestellt. Sie liegt fu¨r einen großen Teil der PS-Punkte unter 1 mm/a. Die Genauigkeit der
Scha¨tzung la¨sst sich mit der unteren Grenze nach Crame`r-Rao vergleichen. Diese berechnet sich,
in analoger Weise zur Bestimmung der Crame`r-Rao Grenze der Ho¨henscha¨tzung mit Gleichung
(5.1), anhand des mittleren SNR des PS-Punktes sowie der Streuung der Aufnahmezeitpunkte
σt in Tagen mit:
σv =
λ · 365
4piσt
√
2MSNR
. (5.13)
Fu¨r die PS-Punkte des Untersuchungsgebietes la¨sst sich ein mittleres SNR von 2.0 bestimmen.
Dieser Wert erscheint vergleichsweise niedrig, repra¨sentiert aber die Summe aus dem punkt-
spezifischen Phasenrauschen und der neutrospha¨rischen Phasenverzo¨gerung. Setzt man diesen
Wert in Gleichung (5.13) ein, so ergibt sich fu¨r den mittleren Fehler der Bewegungsrate mit der
Abscha¨tzung nach Crame`r-Rao eine untere Grenze von 0.38 mm/a. Sie stimmt in der Gro¨ßenord-
nung mit der ermittelten empirischen Standardabweichung der Punkte u¨berein. Der Mittelwert
von sv liegt erwartungsgema¨ß u¨ber dieser Grenze.
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Abbildung 5.11: Histogramm der gescha¨tzten Standardabweichung sv aller PS-Punkte. Die gestrichelte
rote Linie zeigt die untere Grenze nach Crame`r-Rao von σv = 0.35 mm/a fu¨r eine
mittlere Standardabweichung von σφ = 0.79 rad.
Die Tabelle 5.4 listet die Quantile Q5 und Q95 sowie die Mittelwerte der empirischen Standard-
abweichungen aller gescha¨tzten Parameter ψd,∆v,∆h und ∆α auf. Der Mittelwert von sv liegt
demnach bei 0.65 mm/a. Fu¨r 95 % der Punkte ist die Standardabweichung kleiner als 1 mm/a.
Fu¨r die gescha¨tzte Ho¨he der PS-Punkte ergeben sich Standardabweichungen von sh = 1.33 m im
Mittel und sh ≤ 2.04 m in 95 % der Fa¨lle. Die Genauigkeit der gescha¨tzten thermischen Ausdeh-
nung α liegt im Mittel bei sα = 0.04 mm/K. Dieser Wert erscheint als sehr niedrig, nimmt man
jedoch eine maximale Temperaturdifferenz von ca. 30 K in einem Halbjahr an (s. Abb. 5.4), so
ist er in U¨bereinstimmung mit der ermittelten Standardabweichung der Bewegungsrate sv. Fu¨r
das Absolutglied des linearen Modells wird im Mittel eine Standardabweichung von 0.64 rad be-
stimmt. Dieser Wert liegt u¨ber der szenenspezifischen Standardabweichung von σψd = 0.50 rad.
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Parameter 5 %-Quantil Mittelwert 95 %-Quantil
sψd [rad] 0.32 0.64 0.98
sv [mm/a] 0.33 0.65 0.99
sh [m] 0.67 1.33 2.04
sα [mm/K] 0.02 0.04 0.06
Tabelle 5.4: Mittelwert sowie Quantile Q5 und Q95 der empirischen Standardabweichung der Modell-
parameter aller PS-Punkte.
Die mit der gewichteten Ausgleichung bestimmten Parameterverbesserungen sind in Abbildung
5.12 in Form der kumulativen Histogramme aller PS-Punkte dargestellt. Die Parameterverbes-
serungen stellen den Gewinn dar, der durch die Kombination von M-SBAS-Methode und nach-
gefu¨hrter Ausgleichung erzielt werden kann. Die Verbesserungen werden vorwiegend durch die
Auflo¨sung der diskretisierten Scha¨tzung erreicht. So ist beispielsweise fu¨r die Bewegungsrate im
M-SBAS-Ansatz eine Diskretisierung von ca. 1 mm/a gewa¨hlt worden. Von den Verbesserungen
∆v sind ca. 65 % kleiner oder gleich 0.5 mm/a. Fu¨r die verbleibenden 35 % der PS-Punkte werden
die Parameter daru¨ber hinaus durch die Betrachtung des gesamten LGS gegenu¨ber der Parame-
terscha¨tzung auf den separierten Gleichungen mit der M-SBAS-Methode verbessert.
Die gro¨ßten Werte der Parameterverbesserungen liegen fu¨r die Bewegungsrate bei
∆v = 2.0 mm/a. Bezogen auf den gesamten Beobachtungszeitraum von zwei Jahren be-
tra¨gt die maximale Phasenkorrektur durch ∆v ca. 13 % des Intervalls von 2pi. Mit den
Na¨herungswerten v0, h0, α0 wird der wesentliche Teil der modellierbaren Signale reduziert
und die korrigierten Beobachtungen liegen mit hoher Wahrscheinlichkeit im eindeutigen
Intervall. Der rechentechnische Aufwand fu¨r die gewichtete Ausgleichung auf den eindeutigen
Phasenbeobachtungen ist verglichen mit der Bestimmung der Na¨herungslo¨sungen auf den
mehrdeutigen Phasenbeobachtungen gering. Eine feinere Diskretisierung der Na¨herungslo¨sung
ist bei einer nachgefu¨hrten Ausgleichung fu¨r den Gesamtablauf nicht gewinnbringend. Sie wu¨rde
lediglich die Bearbeitungszeit verla¨ngern.
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Abbildung 5.12: Kumulative Ha¨ufigkeitsverteilung der gescha¨tzten Parameterverbesserungen ∆v, ∆h
und ∆α, bestimmt auf Grundlage aller PS-Punkte.
99
5 Anwendungsbeispiel Staufen
5.3 Bodenbewegung in Staufen
Mit der im vorhergehenden Abschnitt beschriebenen Strategie zur PSI-Auswertung sind im
Testgebiet insgesamt rund 61 000 PS-Punkte als zuverla¨ssige Punkte identifiziert worden. Wie
in Abbildung 5.13 zu sehen ist, liegen die Punkte u¨berwiegend im Siedlungsgebiet von Staufen
und der Ortschaft Grunern su¨dwestlich von Staufen, sowie entlang von Straßen. In Abbildung
5.13 sind die Bewegungsraten in Blickrichtung des Satelliten (LOS, line-of-sight) dargestellt.
Sie zeigen das Hebungsgebiet im Zentrum von Staufen mit LOS-Bewegungsraten weit u¨ber
100 mm/a. Daru¨ber hinaus wurden in dem Gebiet keine markanten Bewegungsraten beobachtet.
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Abbildung 5.13: LOS-Bewegungsraten im Untersuchungsgebiet Staufen, ermittelt auf Grundlage von
39 TerraSAR-X-Aufnahmen im Zeitraum Juli 2008 bis Juli 2010. Fu¨r das Gebiet von
etwa 3× 3 km wurden insgesamt ca. 61 000 PS-Punkte gefunden.
5.3.1 Referenzgebiet Gaisgraben
Bei dem PSI-Ansatz in dieser Arbeit wird keine ra¨umliche Korrelation der zu scha¨tzenden Si-
gnalanteile vorausgesetzt. Insbesondere wird bei der Scha¨tzung der Bewegungsraten keine a¨ußere
Restriktion auferlegt, mit der eine stetige Lo¨sung erzwungen wird. Die angegebenen Bewegungs-
raten repra¨sentieren daher individuelle Scha¨tzwerte. Dass diese Art der PSI-Analyse trotzdem
eine robuste Parameterscha¨tzung erlaubt, kann anhand der ermittelten Bewegungsraten im Re-
ferenzgebiet Gaisgraben gezeigt werden, die in Abbildung 5.14 dargestellt ist. Die Bewegungs-
raten liegen in diesem Gebiet um 0 mm/a und die Variabilita¨t zwischen den Punkten ist gering.
Die Standardabweichung u¨ber alle Punkte liegt knapp unter 1 mm/a. An vereinzelten Objekten
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werden konsistente Absenkungen (blaue Punkte) registriert. Diese Setzungen sind meist durch
mehrere Punkte belegt, die in der Darstellung 5.14 u¨bereinander liegen. Obwohl fu¨r das Gebiet
aus den Nivellements keine signifikanten Bewegungen bekannt sind, ist es vorstellbar, dass diese
Objekte tatsa¨chlichen Setzungen im Bereich weniger Millimeter unterliegen.
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Abbildung 5.14: Bewegungsraten im Referenzgebiet Gaisgraben im Norden des Untersuchungsgebietes
(vgl. Gebiet GG in Abb. 5.2). Das Rechteck zeigt die Lage des Geba¨udes zur Unter-
suchung der thermischen Ausdehnung (s. Abb. 5.20).
Im Laufe der PSI-Auswertung mu¨ssen verschiedene Parameter und Grenzwerte gewa¨hlt
werden. Die meisten sind in Abha¨ngigkeit von der Anzahl der verfu¨gbaren Szenen festzulegen
(s. Kap. 4.6). Sie haben bei sinnvoller Wahl nur einen geringen Effekt auf das Ergebnis der
PSI-Auswertung. Mit den Grenzwerten γthr fu¨r die minimal notwendige Punktkoha¨renz
und Da,max fu¨r die maximal zula¨ssige Amplitudendispersion kann hingegen die erzielbare
Genauigkeit sowie die Anzahl der PS-Punkte beeinflusst werden.
Die Anzahl der mo¨glichen PS-Punkte wird durch die maximal zula¨ssige Amplitudendispersion
gesteuert. Bis zu einem Wert von Da = 0.35 wird der u¨berwiegende Teil der PS-Kandidaten
akzeptiert, daru¨ber hinaus steigt der Anteil der abgelehnten PS-Kandidaten schnell an. Wegen
der Konvergenz der Amplitudendispersion werden jedoch auch vertrauenswu¨rdige Punkte mit
Da-Werten u¨ber 0.4 gefunden. Die Anzahl der PS-Kandidaten steigt fu¨r Da-Werte zwischen
0.4 und 0.5 von 2.5 % auf 25 % aller Punkte. Ein Wert zwischen 0.42 und 0.46 ist ein guter
Kompromiss fu¨r die maximale Amplitudendispersion, um eine große Zahl an PS-Punkten bei
mo¨glichst geringer Laufzeit zu finden [s. a. Hooper, 2006].
In Abbildung 5.15 ist die Standardabweichung der Bewegungsraten sowie die Anzahl der akzep-
tierten PS-Punkte im Referenzgebiet Gaisgraben fu¨r zwei PSI-Analysen mit Da,max = 0.44 bzw.
Da,max = 0.46 in Abha¨ngigkeit von der gewa¨hlten Mindestkoha¨renz dargestellt. Bei einem Wert
von Da,max = 0.44 werden mit dem Signifikanzniveau α = 0.01 rund 7 500 PS-Punkte identifi-
ziert, wa¨hrend fu¨r den Datensatz mit Da,max = 0.46 bei gleichem Signifikanzniveau rund 8 600
PS-Punkte gefunden werden (Abb. 5.15). Je nach Wahl des Parameters γthr wird die Anzahl der
finalen PS-Punkte weiter eingeschra¨nkt. Bis zu einem Wert von γthr = 0.2 bleibt die Anzahl
der Punkte weitestgehend konstant. Die Standardabweichung der gescha¨tzten Bewegungsrate
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a¨ndert sich in diesem Bereich fu¨r den Datensatz mit Da,max = 0.44 nur unwesentlich und liegt
bei σv = 1.8 mm, fu¨r den Datensatz mit Da,max = 0.46 liegt sie zuna¨chst bei σv = 2.5 mm/a, fa¨llt
fu¨r γthr > 0.13 jedoch auf den gleichen Wert. Der Grund fu¨r diesen Sprung ist ein unter diesem
Signifikanzniveau akzeptierter Punkt mit einer Koha¨renz von 0.13, bei dem die Parameterscha¨t-
zung zu groben Fehlern fu¨hrt. Fu¨r γthr > 0.13 ist die Standardabweichung der Bewegungsrate
beider Datensa¨tze vergleichbar, jedoch werden fu¨r den Datensatz mit gro¨ßerer zula¨ssiger Am-
plitudendispersion bis zu einem Wert von γthr = 0.45 mehr PS-Punkte gefunden. Bis zu einem
Wert von 0.35 nimmt mit steigenden Werten γthr die Streuung der Bewegungsrate fu¨r beide Da-
tensa¨tze stufenweise ab. Daru¨ber hinaus wird sie kontinuierlich kleiner und na¨hert sich in etwa
der mittleren empirischen Standardabweichung von σv = 0.65 an. Fu¨r die minimal notwendige
Koha¨renz der finalen PS-Punkte wird daher ein Wert von 0.35 gefordert.
0 0.1 0.2 0.3 0.4 0.5
0.5
1
1.5
2
2.5
3
3.5
4
γthr
σ
v
 
 
0 0.1 0.2 0.3 0.4 0.5
2000 
4000 
6000 
8000 
10000
 
 
γthr
An
za
hl
 P
S
D
a,max
=0.44
D
a,max
=0.46
Abbildung 5.15: Standardabweichung der ermittelten Bewegungsrate (links) sowie Anzahl der PS-
Punkte (rechts) in Abha¨ngigkeit von der minimal zula¨ssigen Punktkoha¨renz γthr und
der maximalen Amplitudendispersion Da,max fu¨r das Referenzgebiet Gaisgraben.
5.3.2 Bewegungsraten im Hebungsgebiet
In Abbildung 5.16 sind die in Blickrichtung des Satelliten bestimmten Bewegungsraten fu¨r das
Hebungsgebiet von Staufen gezeigt. Die gro¨ßten Bewegungsraten werden im Zentrum des He-
bungsbereiches sowie am nordwestlichen Rand mit Werten bis zu 130 mm/a beobachtet. Die
Bewegung ist auf ein vergleichsweise kleines Gebiet von etwa 250× 350 m beschra¨nkt. Dement-
sprechend kommt es zu einer starken Deformation der Erdoberfla¨che. Durch die oberfla¨chenna-
hen Quellvorga¨nge werden neben Vertikalbewegungen auch Horizontalbewegungen generiert. Sie
fu¨hren zu den in Engesser et al. (2010) beschriebenen Scha¨den an den Geba¨uden und Infrastruk-
turleitungen. Die Hebungsraten und die begleitenden Horizontalbewegungen wurden in Engesser
et al. (2010), Ruch et al. (2012), Lubitz et al. (2013), Asal et al. (2014) und Schenk und Wester-
haus (2012) untersucht und beschrieben. Die Bewegung wurde in Engesser et al. (2010) anhand
eines hydrogeologisch-geomechanischen Modells nachvollzogen. In der weiteren Auswertung soll
der Mehrwert der M-SBAS-basierten PSI-Analyse gegenu¨ber den bisherigen PSI-Auswertungen
in Schenk und Westerhaus (2012) sowie Lubitz et al. (2013) aufgezeigt werden. Dafu¨r werden
die mit der PSI-Auswertung bestimmten Punktbewegungen ausschließlich in Blickrichtung des
Satelliten betrachtet. Sie sind bei der SAR-Geometrie im aufsteigenden Orbit positiv, wenn
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sich der Punkt nach oben oder in westliche Richtung bewegt und negativ bei Setzungen bzw.
Horizontalbewegung in o¨stliche Richtung.
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Abbildung 5.16: Bewegungsraten im Hebungsgebiet von Staufen in LOS mit maximalen Werten von
130 mm/a (links). Positive Werte zeigen eine Bewegung zum Sensor, d. h. Hebung
bzw. nordwestlich gerichtete horizontale Bewegung. Die Koha¨renzdifferenz in diesem
Gebiet zeigt eine zusa¨tzliche nichtlineare Bewegung im Kernbereich der Deformati-
on (rechts). Erla¨uterungen zu dem durch das Rechteck gekennzeichneten Gebiet der
linken Abbildung sowie den Punkten P1 bis P3 der rechten Abbildung im Text.
Im Rahmen der PSI-Auswertung wird die exakte Ho¨he des PS-Punktes u¨ber dem Referenzni-
veau bestimmt. Die Punkte mu¨ssen mit der korrigierten Punktho¨he erneut geokodiert werden.
Sie werden dabei hauptsa¨chlich in Ost-West-Richtung verschoben. Mit der aktualisierten Geo-
kodierung kann sich das Bild und die Interpretation der aus der PSI-Analyse hervorgehenden
Oberfla¨chenbewegung deutlich a¨ndern, wie das Beispiel in Abbildung 5.17 veranschaulicht. Es
zeigt fu¨r ausgewa¨hlte PS-Punkte am Westrand des Deformationsgebietes die gescha¨tzte Bewe-
gungsrate und die Punktposition vor (a) sowie nach der Lagekorrektur (b). Durch die Korrektur
werden die PS-Punkte, die an der Hausfassade und auf dem Dach verortet werden, gegenu¨ber
den bodennahen Punkten nach Osten verschoben. Nach der Korrektur liegen die Punkte nahezu
u¨bereinander. Die Variation der Bewegungsrate in diesem Ausschnitt beschreibt damit keine la-
terale Vera¨nderung, wie beispielsweise in der Bewegungskarte von Lubitz et al. (2013) suggeriert,
sondern eine systematische ho¨henabha¨ngige Variation.
Fu¨r die in Abbildung 5.17 dargestellten Punkte ist die ho¨henabha¨ngige Bewegungsrate in Ab-
bildung 5.18 zu sehen. Im v-h-Diagramm sind die Punkte mit den im Zuge der Ausgleichung
bestimmten empirischen Standardabweichungen sv und sh dargestellt. Die Bewegungsrate liegt
fu¨r bodennahe Punkte zwischen 78 mm/a und 93 mm/a. Im Mittel liegt sie bei 83 mm/a. Die
maximale Punktho¨he betra¨gt ca. 13 m. Gegenu¨ber den Bodenpunkten ist die Bewegungsrate der
ho¨her gelegenen Punkte deutlich gro¨ßer. Sie betra¨gt bis zu 105 mm/a bei einer Ho¨he von maxi-
mal 13 m. Die ho¨henabha¨ngigen Bewegungsraten der Punkte zeigen demnach zu der Bewegung
des Bodens eine zusa¨tzliche Verkippung der Geba¨ude in Richtung des Sensors, d. h. nach Westen
gerichtet. Die Geba¨udeverkippungen sind anhand der vor Ort beobachteten Risse in der Bau-
substanz belegt und mit dem geomechanischen Modell einer aufquellenden Gipskeuperschicht
im flachen Untergrund erkla¨rbar [Engesser et al. 2010]. Die Verkippungsrichtung zeigt den Gra-
dienten der Vertikalbewegung an. Sie ist in diesem Bereich des Deformationsgebietes westlich
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Abbildung 5.17: Detailkarten der an den PS-Punkten beobachteten Bewegungsraten vor (a) und nach
der Lagekorrektur (b) der PS-Punkte. Die Lagekorrektur ergibt sich aus der gescha¨tz-
ten PS-Ho¨he h u¨ber dem Referenzniveau. Abbildung (c) zeigt die Position der PS-
Punkte im Satellitenbild nach der Lagekorrektur. Quelle: Esri World Imagery, mit
Satellitenbilddaten von SPOT 5, CNES/Airbus DS.
bis su¨dwestlich orientiert und entspricht damit in etwa dem Azimutwinkel von 260°, unter dem
das Gebiet vom TerraSAR-X-Satelliten beobachtet wird.
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Abbildung 5.18: Darstellung der Bewegungsrate in Abha¨ngigkeit von der ermittelten Punktho¨he fu¨r
die in Abbildung 5.17 gezeigten PS-Punkte zweier benachbarter Geba¨ude im west-
lichen Bereich des Hebungsgebietes. Durch die westwa¨rts gerichtete Verkippung der
Geba¨ude ist die beobachtete Bewegung der Dach- und Fassadenpunkte gro¨ßer als die
der bodennahen Punkte. Die Fehlerbalken zeigen die im Rahmen der Ausgleichung
ermittelten Standardabweichungen sv (rot) und sh (blau).
Damit la¨sst sich fu¨r die Geba¨ude in diesem Bereich eine mittlere Neigungsrate u¨ber den zweija¨h-
rigen Beobachtungszeitraum ableiten. Die Bewegungsdifferenz zwischen den Bodenpunkten und
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den oberen Ru¨ckstreupunkten in 13 m Ho¨he betra¨gt etwa 20 mm/a. Das entspricht einer differen-
tiellen horizontalen Bewegungsrate von 31 mm/a auf 13 m, was wiederum einer Winkela¨nderung
von 0.14°/y entspricht. Dieser Wert ist eine Minimalabscha¨tzung unter der Annahme, dass die
Verkippungsrichtung dem Azimutwinkel der Satellitenblickrichtung entspricht. Andernfalls ist
er gro¨ßer.
Die bodennahen Punkte zeigen in Abbildung 5.18 eine relativ große Streuung der Punktho¨he zwi-
schen −5 m und 0 m. Zu den Unsicherheiten der Parameterscha¨tzung kommen Mehrwegeeffekte
durch multiple Reflexionen, insbesondere durch Zweifachreflexion am Boden und der Geba¨ude-
fassade, die eine exakte Lokalisierung der Reflexionspunkte praktisch unmo¨glich machen. Die
Position der PS-Punkte zeigt das Phasenzentrum der Ru¨ckstreuung.
5.3.3 Nichtlineare Bewegung
Im Deformationsgebiet von Staufen kann die Bewegung fu¨r den Beobachtungszeitraum Juli 2008
bis Juli 2010 nahezu vollsta¨ndig durch eine ra¨umlich variable, jedoch zeitlich konstante Bewe-
gungsrate beschrieben werden [Engesser et al. 2010]. In der rechten Grafik von Abbildung 5.16 ist
die Koha¨renzdifferenz der PSI-Zeitreihe als Indikator fu¨r zusa¨tzliche nichtlineare Punktbewegun-
gen abgebildet. Wa¨hrend die Koha¨renzdifferenz im a¨ußeren Bereich des Deformationsgebietes
≤ 0.2 ist, liegt sie im Kerngebiet bei Bewegungsraten u¨ber 80 mm/a deutlich daru¨ber und zeigt
eine nichtlineare Bewegung an.
In der Abbildung 5.19 sind exemplarisch drei Zeitreihen fu¨r PS-Punkte an den Positionen P1,
P2 und P3 im Bereich der nichtlinearen Bewegung dargestellt. Neben den absoluten Zeitreihen
in den oberen Abbildungen, ist in den unteren Abbildungen jeweils die Bewegung nach Abzug
der mittleren Bewegungsrate gezeigt. Alle drei Zeitreihen zeigen eine deutliche Abnahme vom
linearen Trend beginnend im November 2009. Zu diesem Zeitpunkt wurden erste Gegenmaß-
nahmen zur Einda¨mmung des Gipskeuperquellens getroffen. So wurde im November 2009 damit
begonnen, die Ringra¨ume der Erdwa¨rmesonden sukzessive nachzuverpressen. Zudem wird der
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Abbildung 5.19: Beispiele fu¨r Punkte mit nichtlinearer Bewegung nach der Phasenabwicklung im
Deformationsgebiet von Staufen. Die Punkte ko¨nnen anhand der Koha¨renzdifferenz
(Abb. 5.16) identifiziert werden.
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Grundwasserspiegel seit November 2009 dauerhaft abgesenkt [Engesser et al. 2010]. Die Abnah-
me der Bewegungsrate zeigt sich am deutlichsten bei dem su¨dlich gelegenen Punkt P3. Er liegt in
unmittelbarer Na¨he zum Erdwa¨rmesondenfeld, dem ursa¨chlichen Zentrum der Deformation.
Fu¨r die in Abbildung 5.19 dargestellten PS-Punkte ist aufgrund der nichtlinearen Bewegung
eine Phasenabwicklung notwendig. Sie wurde durch zeitliche Integration der residualen Phasen
bezu¨glich der datumsgebenden Szene durchgefu¨hrt, nachdem die aus der M-SBAS-Scha¨tzung
hervorgehenden linearen Phasenterme abgezogen wurden. Dabei konnte in diesem Fall die Pha-
senabwicklung durch eine einfache zeitliche Integration der Beobachtungen erfolgen. Bei unregel-
ma¨ßiger zeitlicher Abtastung und differenzierten nichtlinearen Bewegungen ist eine kombinierte
raumzeitliche Phasenabwicklung nach Hooper (2006) vorzuziehen.
5.4 Thermisch bedingte Punktverschiebung
Im Rahmen der PSI-Analyse wird die thermisch bedingte Punktverschiebung als eigener Para-
meter gescha¨tzt. Der Effekt kann sehr groß sein, insbesondere bei Bru¨ckenbauwerken und hohen
Geba¨uden. Auch wenn er ha¨ufig vernachla¨ssigbar klein ist, sollte er bei der PSI-Analyse in ur-
banen Ra¨umen immer gescha¨tzt werden, um eine etwaige thermisch bedingte Punktbewegung
nicht fa¨lschlicherweise der Bodenbewegung zuzuschreiben. Die durch Temperatura¨nderungen
hervorgerufene Bewegung ist fu¨r Geba¨ude, die auf einer Stahlkonstruktion beruhen, aufgrund
des gro¨ßeren spezifischen Ausdehnungskoeffizienten und der verha¨ltnisma¨ßig geringen Masse we-
sentlich gro¨ßer als fu¨r Geba¨ude aus Massivbaustoffen wie Mauerwerk oder Beton. Das Beispiel
in Abbildung 5.20 zeigt die identifizierten PS-Punkte auf dem Dach einer Industriehalle im
Gaisgraben-Gebiet sowie die PS-Punkte, die in der unmittelbaren Umgebung dieses Geba¨udes
liegen. Das gewa¨hlte Geba¨ude ist in Abbildung 5.14 durch das rote Rechteck markiert.
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Abbildung 5.20: Beispiel fu¨r thermisch bedingte Bewegung der PS-Punkte auf dem Dach einer Indus-
triehalle. Anhand der ermittelten PS-Ho¨he ko¨nnen die Punkte in Dachpunkte (Kreise)
und bodennahe Punkte (Dreiecke) unterschieden werden. Die Farbe gibt die thermisch
bedingte Bewegungsrate in mm/K an. Das Geba¨ude liegt am westlichen Rand des
Gaisgraben-Gebietes (vgl. Abb.5.14). Quelle: Esri World Imagery, mit Satellitenbild-
daten von SPOT 5, CNES/Airbus DS.
Anhand der ermittelten Ho¨he ko¨nnen die PS-Punkte in bodennahe Punkte mit h < 1 m sowie
Fassaden- bzw. Dachpunkte mit h > 1 m getrennt werden. Fu¨r die Bodenpunkte ist der Betrag
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der gescha¨tzten thermischen Bewegungsrate kleiner als 1 mm/K. Betrachtet man als Signifikanz-
niveau den zweifachen Wert der mittleren empirischen Standardabweichung sα = 0.04 mm/K
aus Tabelle 5.4, so ist bei den Bodenpunkten erwartungsgema¨ß keine signifikante Bewegung
aufgrund von Temperaturschwankungen zu verzeichnen. Demgegenu¨ber zeigen die Punkte auf
dem Dach dieser Industriehalle eine deutliche temperaturabha¨ngige Bewegung. Sie liegt zwi-
schen sα = 0.2 mm/K und sα = 0.3 mm/K. An der Su¨dwestecke des Geba¨udes sind vereinzelte
Punkte als Dachpunkte zugewiesen, die jedoch keine signifikante thermische Bewegung zeigen.
Es liegt nahe, dass es sich bei diesen Punkten eher um bodennahe Ru¨ckstreupunkte handelt, fu¨r
die jedoch eine Punktho¨he u¨ber > 1 m gescha¨tzt wird. Die Standardabweichung der Punktho¨he
liegt im Mittel bei 1.3 m.
In Abbildung 5.21 sind die mittleren differentiellen Verschiebungen der Dachpunkte gegenu¨ber
den in Abbildung 5.20 dargestellten Bodenpunkten fu¨r alle Interferogramme gezeigt. Die in-
terferometrischen Phasen wurden zuvor um die ho¨henbedingte Phase und die lineare Punktbe-
wegung reduziert. Die Verschiebungen sind u¨ber die thermische Basislinie ϑ aufgetragen. Die
vier Grafiken zeigen die Korrelation der differentiellen Punktverschiebung mit der thermischen
Basislinie fu¨r die zur Verfu¨gung stehenden stu¨ndlichen Temperaturaufzeichnungen der drei LTZ-
Wetterstationen der Standorte Mengen, Mu¨llheim und Mu¨llheim LTZ, sowie fu¨r die ta¨glichen
Temperaturmittelwerte der DWD-Wetterstation in Lahr (s. a. Abb. 5.1). Wa¨hrend die Stationen
in Mengen und Mu¨llheim nur etwa 9 bzw. 11 km von Staufen entfernt sind, betra¨gt die Entfer-
nung zur Station Lahr ca. 50 km. Die Abbildungen zeigen fu¨r alle 4 Stationen einen deutlichen
linearen Zusammenhang zwischen der differentiellen Phase und den Temperaturdifferenzen ϑ
der Aufnahmezeitpunkte. Die Korrelation ist fu¨r alle Temperaturmesspunkte a¨hnlich. Quali-
tativ ist kein Unterschied zu erkennen. Fu¨r die vier Temperaturstationen wurde jeweils die
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Abbildung 5.21: Mittlere Phasendifferenz der Dachpunkte gegenu¨ber den Bodenpunkten aller Interfe-
rogramme in Abha¨ngigkeit von der thermischen Basislinie ϑ fu¨r die Temperaturdaten
der Wetterstationen Mengen (a), Mu¨llheim (b), Mu¨llheim LTZ (c) und der DWD-
Station in Lahr (d).
ausgleichende Regressionsgerade bestimmt. Die Koeffizienten des linearen Terms entsprechen
der temperaturabha¨ngigen Bewegungsrate α. Sie sind in Tabelle 5.5 zusammen mit der mitt-
leren quadratischen Abweichung der Beobachtungen aufgelistet. Die Bewegungsrate liegt im
Mittel bei α = 0.21 mm/K. Aufgrund der ja¨hrlichen Temperaturschwankungen bewegen sich die
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Dachpunkte somit um 7 mm. Fu¨r die DWD-Station wird fu¨r α ein geringfu¨gig gro¨ßerer Wert
bestimmt. Die Abweichung ist auf die geringere Variabilita¨t der mittleren Tagestemperaturen ge-
genu¨ber den stu¨ndlichen Aufzeichnungen der LTZ-Station zuru¨ckzufu¨hren. Insbesondere in den
Sommermonaten liegt die mittlere Tagestemperatur der DWD-Station unter der zur U¨berflugzeit
des Satelliten (17:17 UTC) registrierten stu¨ndlichen Temperaturaufzeichnung der LTZ-Stationen
und fu¨hrt zu einem kleinen Skalierungseffekt. Die mittlere quadratische Abweichung ist fu¨r die
DWD-Station aufgrund der gro¨ßeren Entfernung um ca. 10 % gro¨ßer als der mittlere Wert aller
Stationen.
Temperaturstation α[mm/K] RMS [mm2] Entfernung Untersuchungsgebiet [km]
Mengen 0.20 0.82 9
Mu¨llheim 0.20 0.79 11
Mu¨llheim LTZ 0.21 0.76 11
Lahr (DWD) 0.23 0.88 51
Mittel 0.21 0.81
Tabelle 5.5: Thermisch bedingte Bewegungsrate α und RMS des linearen Modells fu¨r die in Abbildung
4.11 dargestellten Regressionsgeraden.
5.5 Vergleich M-SBAS und StaMPS
Ein Ziel der in dieser Arbeit entwickelten modifizierten PSI-Auswertung ist eine robuste Metho-
de zur Parameterscha¨tzung und PS-Selektion, mit der auch in anspruchsvollen Situationen, d. h.
bei großen Bewegungsraten und kleinra¨umiger Variation der Bewegung, eine große Anzahl an
PS-Punkten gefunden wird. Wie die Auswertung der Punktbewegung auf den vorhergehenden
Seiten gezeigt hat, ist das Deformationsgebiet Staufen ein ideales Testgebiet, um die Tauglich-
keit der Methode bezu¨glich dieser Zielsetzung zu u¨berpru¨fen und mo¨gliche Vorzu¨ge gegenu¨ber
anderen PSI-Ansa¨tzen fu¨r solche Anwendungsszenarios zu zeigen. Der in dieser Arbeit verwen-
dete Datensatz wurde bereits in einer vorangegangenen PSI-Auswertung untersucht, bei der das
Software-Paket StaMPS eingesetzt wurde [Schenk und Westerhaus, 2012]. Die PSI-Auswertung
folgte dabei der in Kapitel 3.1 zusammengefassten und in Hooper (2006) detailliert beschrie-
benen Auswertestrategie. Die Ergebnisse werden im Folgenden mit der M-SBAS-Auswertung
dieser Arbeit verglichen. Die Datengrundlage ist in beiden Fa¨llen identisch.
In Tabelle 5.6 ist die Anzahl der PS-Punkte fu¨r das gesamte Untersuchungsgebiet aufgelistet,
die mit den beiden Methoden identifiziert wurden. Von etwa 2.2 Millionen Bildpunkten werden
fu¨r dieses Gebiet bei der StaMPS-Auswertung rund 45 000 PS-Punkte erkannt. Demgegenu¨ber
werden mit der M-SBAS-Methode rund 61 000 PS-Punkte akzeptiert. Die Gesamtpunktzahl ist
gegenu¨ber der StaMPS-Auswertung um 36 % ho¨her.
Die Anzahl der akzeptierten PS-Punkte stellt jedoch nur bedingt ein Qualita¨tskriterium dar.
So ko¨nnen die mit der M-SBAS Methode zusa¨tzlich identifizierten Punkte vom StaMPS-
Algorithmus zuru¨ckgewiesen worden sein, weil sie beispielsweise ein erho¨htes Phasenrauschen
zeigen. Dass dies nicht der Fall ist, zeigt die Tabelle 5.6, in der die Anzahl der PS-Punkte
und die Standardabweichung der Bewegungsraten fu¨r das Referenzgebiet Gaisgraben zu-
sammengestellt sind. Wie in Kapitel 5.3.1 beschrieben, kann u¨ber den Parameter γthr die
Anzahl der PS-Punkte und die mittlere Standardabweichung der gescha¨tzten Bewegungsrate
gesteuert werden. Fu¨r den Vergleich der Auswertung im Referenzgebiet Gaisgraben wurde
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Gesamtes Testgebiet
StaMPS M-SBAS
Anzahl PS 45095 61373
Laufzeit ca. 151 min ca. 34 min
Referenzgebiet Gaisgraben
StaMPS
M-SBAS M-SBAS
γthr = 0.388 γthr = 0.340
Anzahl PS 6018 6027 7712
σv [mm/a] 0.99 0.91 0.99
Tabelle 5.6: Anzahl der PS-Punkte und Genauigkeit der gescha¨tzten Bewegungsraten fu¨r die PSI-
Auswertung mit StaMPS und der M-SBAS-Methode fu¨r das gesamte Untersuchungsgebiet,
sowie das Referenzgebiet Gaisgraben.
der Wert mit γthr = 0.388 und γthr = 0.340 so gewa¨hlt, dass im ersten Fall die Anzahl der
PS-Punkte beider Auswertungen etwa gleich groß ist (erste und zweite Spalte), wa¨hrend im
zweiten Fall die Standardabweichungen der gescha¨tzten Bewegungsraten gleich sind (erste
und dritte Spalte). Demnach kann bei gleicher Punktanzahl mit der M-SBAS Methode die
Standardabweichung um 8 % gesenkt werden, wa¨hrend bei vergleichbarer Standardabweichung
mit dieser Methode die Erkennungsquote um 28 % steigt. Zu der ho¨heren Erkennungsquote der
M-SBAS Auswertung kommt eine deutliche Reduzierung der fu¨r die Parameterscha¨tzung und
PS-Selektion beno¨tigten Rechenzeit (Tab. 5.6). Sie wird mit der M-SBAS-Methode auf weniger
als ein Viertel reduziert. Der Laufzeitgewinn ist abha¨ngig von der Anzahl der Szenen und der
Gro¨ße des bei der StaMPS-Auswertung genutzten SBAS-Stapels.
Die zuverla¨ssigere Parameterscha¨tzung der M-SBAS-Methode wird beim Vergleich der Ergeb-
nisse im Deformationsgebiet Staufen deutlich. Die mit StaMPS ermittelten Bewegungsraten sind
zusammen mit denen der M-SBAS-Auswertung in den Abbildungen 5.22(a) und 5.22(b) darge-
stellt. In Abbildung 5.22(c) ist das Differenzbild der beiden Auswertungen zu sehen. Es zeigt,
dass bei der PSI-Auswertung mit StaMPS im gesamten Zentrum des Deformationsgebietes zu
geringe Bewegungsraten ermittelt werden.
Diese systematische Unterscha¨tzung der Bewegungsraten kann mit der ra¨umlichen Tiefpassfil-
terung der Interferogramme im Zuge der PSI-Auswertung erkla¨rt werden. Sie wurde bereits in
Schenk und Westerhaus (2012) anhand von Inkonsistenzen bei der Phasenabwicklung erkannt.
Zur Behebung wurde die Integration eines a priori Modells mit der remove-restore-Technik vor-
geschlagen. Dabei wird die Punktbewegung in dem Gebiet anhand von Nivellement-Messungen
approximiert und von den interferometrischen Phasen aller PS-Kandidaten reduziert. Die PSI-
Auswertung wird dann auf Basis der residualen Beobachtungen durchgefu¨hrt. Die Gesamtbewe-
gung wird schließlich aus der Summe der gescha¨tzten Bewegungsraten und des zuvor reduzierten
a priori Modells abgeleitet. Mit dieser remove-restore-Technik werden die Bewegungsraten zu-
verla¨ssiger gescha¨tzt. Die Abweichung der modifizierten StaMPS-Auswertung von der M-SBAS-
Lo¨sung ist im Zentrum des Deformationsgebietes gering, wie Abbildung 5.22(d) zeigt. Bei den
im westlichen Bereich auftretenden Geba¨udeverkippungen fu¨hrt jedoch auch die Auswertung
mit der remove-restore-Technik zu einer Unterscha¨tzung der Bewegungsrate. Die Verkippungen
werden in dem aus Nivellement-Messungen abgeleiteten a priori Modell nicht beru¨cksichtigt.
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Abbildung 5.22: Bewegungsraten der PSI-Auswertung mit StaMPS (a) und M-SBAS-Methode (b).
Die Differenz der beiden Auswertungen ist in (c) dargestellt. In (d) ist die Differenz
aus M-SBAS und einer modifizierten StaMPS-Auswertung mit remove-restore-Technik
gezeigt. Grundlage fu¨r die Differenzbilder sind jeweils die PS-Punkte, die in beiden
Auswertungen identifiziert wurden.
Abgesehen von der allgemein ho¨heren Erkennungsquote werden im Zuge der verbesserten Pa-
rameterscha¨tzung mit der M-SBAS-Methode insbesondere bei großen Bewegungsraten deutlich
mehr PS-Punkte gefunden. Die Histogrammkurven in Abbildung 5.23 zeigen die Anzahl der
identifizierten PS-Punkte im Hebungsgebiet Staufen in Abha¨ngigkeit von der gescha¨tzten Be-
wegungsrate fu¨r die drei PSI-Auswertungen. Bei der origina¨ren StaMPS-Auswertung betragen
die maximalen Bewegungsraten 110 mm/a. Im Gegensatz dazu werden bei der Auswertung mit
a priori Modell und mit der M-SBAS-Methode Bewegungsraten bis ca. 130 mm/a registriert.
Die Anzahl der identifizierten PS-Punkte ist fu¨r diese beiden Auswertungen bei nahezu allen
Bewegungsraten gro¨ßer. Tabelle 5.7 zeigt die kumulierte Anzahl der akzeptierten PS-Punkte im
Hebungsgebiet. Die Gesamtanzahl der PS-Punkte kann im Hebungsgebiet um 40 % gesteigert
werden. Werden nur die Punkte mit einer Bewegungsrate u¨ber 20 mm/a einbezogen, so kann
die Erkennungsquote nahezu verdoppelt werden. Auch gegenu¨ber der Auswertung mit a priori
Modell ist die Erkennungsquote deutlich ho¨her.
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Abbildung 5.23: Histogramme der PS-Punkte in Abha¨ngigkeit von der Bewegungsrate im Hebungsge-
biet Staufen.
Hebungsgebiet Staufen
StaMPS StaMPS
M-SBAS
normal mit a priori Modell
Anzahl PS 5383 5789 7744
davon v > 10 mm/a 1297 1557 2164
davon v > 20 mm/a 559 788 1035
Tabelle 5.7: Anzahl der PS-Punkte im Deformationsgebiet Staufen bei der Auswertung mit dem M-
SBAS-Ansatz im Vergleich zu den StaMPS-Auswertungen mit und ohne a priori Modell.
5.6 Zusammenfassung und Diskussion
In diesem Kapitel wurde die Anwendung der M-SBAS-Methode fu¨r die Parameterscha¨tzung und
PS-Selektion in einer vollsta¨ndigen PSI-Auswertung zur Bestimmung von Punktbewegungen in
urbanen Gebieten gezeigt. Das Deformationsgebiet Staufen ist fu¨r einen funktionalen Test gut
geeignet, da die Oberfla¨chenverschiebungen lokal sind und eine große ra¨umliche Variabilita¨t
aufweisen. Das Deformationsgebiet wurde geowissenschaftlich bereits eingehend untersucht und
ein Vergleich mit konventionellen PSI-Auswertungen ist mo¨glich.
Die Anwendungsstudie zeigt, dass im Vergleich zu der StaMPS-Auswertung – die hier als Refe-
renzmethode betrachtet wurde – die Erkennungsquote von PS-Punkten in unbewegten Gebieten
gro¨ßer ist. In den Bereichen mit hohen Bewegungsraten und lateralen Variationen des Bewe-
gungsfeldes zeigt sich das eigentliche Potential des modifizierten Ansatzes. Hier ist eine deutliche
Steigerung der Erkennungsquote mo¨glich, wobei gleichzeitig die Genauigkeit der Parameterscha¨t-
zung erho¨ht wird. Wie das untersuchte Beispiel der Geba¨udeverkippungen am westlichen Rand
des Deformationsgebietes zeigt, kann das Bewegungsfeld bei differenzierter ho¨henabha¨ngiger
Bewegung durch den Ansatz der punktbasierten Scha¨tzung gut rekonstruiert werden. Hinge-
gen werden mit den PSI-Ansa¨tzen, welche auf einer ra¨umlichen Korrelation der Bewegungen
beruhen, bei solchen Pha¨nomenen die Bewegungsraten unterscha¨tzt. Mit der alternativen Para-
meterscha¨tzung kann insbesondere in solchen komplexen Situationen die Oberfla¨chenbewegung
zuverla¨ssiger beobachtet werden.
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Die Lo¨sung der Phasenmehrdeutigkeit ist das zentrale Problem bei der interferometrischen Para-
meterscha¨tzung. Sie setzt eine ra¨umliche und/oder zeitliche Stetigkeit der Phasenbeobachtungen
voraus. Bei dem modifizierten M-SBAS-Ansatz wird keine ra¨umliche Stetigkeit vorausgesetzt.
Daraus ergeben sich bei regelma¨ßiger Aufnahme des Untersuchungsgebietes die oben erwa¨hnten
Vorteile. Jedoch sind damit auch Einschra¨nkungen verbunden, die bei der Nutzung beachtet
werden mu¨ssen:
 Wie das Anwendungsbeispiel zeigt, ko¨nnen durch die Parameterscha¨tzung auf Interfero-
grammstapeln mit kurzen zeitlichen Basislinien auch solche Punkte als PS-Punkte iden-
tifiziert werden, deren Punktbewegung nicht oder nicht ausschließlich durch eine lineare
Bewegung beschrieben werden kann. Die Identifizierung solcher PS-Punkte ist nur mo¨glich,
wenn die nichtlineare Bewegung u¨ber einen la¨ngeren Beobachtungszeitraum unter Beru¨ck-
sichtigung der zeitlichen Abtastung stetig ist. Um den absoluten Anteil der nichtlinearen
Bewegung anzugeben, sollte bei erheblichen nichtlinearen Bewegungen (nach Reduktion
aller linearen Phasenanteile) fu¨r die Phasenabwicklung der residualen Beobachtungen eine
robuste Methode verwendet werden, die eine raum-zeitliche Phasenabwicklung ermo¨glicht.
 Ra¨umliche Variationen der neutrospha¨rischen Phasenverzo¨gerung werden als stochastische
Gro¨ßen betrachtet. Die Methode ist daher fu¨r die Bestimmung großra¨umiger Bewegungen
nicht direkt anwendbar. Sie ist jedoch mit diesen Eigenschaften komplementa¨r zu der
PSI-Auswertung mit StaMPS und ermo¨glicht bei einer Kombination beider Methoden die
robuste Parameterscha¨tzung kleinra¨umiger wie auch großra¨umiger Oberfla¨chenbewegun-
gen.
Bei der Untersuchung von Bewegungen in urbanen Ra¨umen sollte auch die thermisch bedingte
Punktbewegung beru¨cksichtigt werden. Sie wird in dem vorgestellten Modellansatz als linear
abha¨ngiger Parameter der registrierten Temperatur zu den Aufnahmezeitpunkten modelliert. Da
fu¨r diese Anwendungsstudie die Daten mehrerer Wetterstationen zu Verfu¨gung standen, konnte
ein Vergleich der Parameterscha¨tzung mit Temperaturaufzeichnungen von verschiedenen Orten
in der Umgebung des Untersuchungsgebietes durchgefu¨hrt werden. Wenn mo¨glich sollte eine
Wetterstation aus der na¨heren Umgebung des Untersuchungsgebietes gewa¨hlt werden, wobei
das Beispiel der DWD-Wetterstation in Lahr zeigt, dass der mittlere quadratische Fehler der
gescha¨tzten temperatubedingten Bewegungsrate auch bei einer Entfernung von 50 km nur um
etwa 10 % zunimmt. Eine stundengenaue Temperaturaufzeichnung ist der Nutzung von mittleren
Tagestemperaturen vorzuziehen.
Durch den Vergleich der thermischen Bewegungsrate von Punkten in unterschiedlicher Ho¨he
kann eine temperaturbedingte Bewegung von Geba¨uden und Bauwerken erkannt werden. Damit
ist eine Trennung von geodynamisch bedingten periodischen Bodenbewegungen, wie sie bei-
spielsweise durch ja¨hrliche Grundwasserschwankungen verursacht werden, von dem Effekt der
thermisch bedingten Ausdehnung mo¨glich. Sie ist nicht nur bei großen Bauwerken zu beobach-
ten, sondern kann je nach Material und Konstruktion auch bei Geba¨uden gewo¨hnlicher Gro¨ße
ja¨hrliche Variationen u¨ber 5 mm erreichen. Eine Beru¨cksichtigung dieser Einflussgro¨ße ist daher
bei der PSI-Analyse in urbanen Gebieten zu empfehlen.
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Fazit und Ausblick
Die Beobachtung von komplexen Deformationsgebieten mit großen und ra¨umlich variablen Bewe-
gungsraten stellt eine besondere Herausforderung fu¨r die PSI-Auswertung dar. In dieser Arbeit
wurde ein modifizierter Ansatz zur Auswertung von Interferogrammstapeln entwickelt, mit dem
insbesondere solche Deformationsszenarien in urbanen Ra¨umen untersucht werden ko¨nnen, bei
denen neben kleinra¨umig-variablen und punktuellen Oberfla¨chenbewegungen auch Geba¨udever-
kippungen auftreten.
Die wesentlichen Merkmale des entwickelten PSI-Ansatzes sind:
 Modellansatz
Von den Signalanteilen der interferometrischen Phase werden die punktspezifischen Pha-
senanteile φv, φh und φα bei der PS-Selektion beru¨cksichtigt. Die ra¨umlich korrelierten
Signalanteile des Orbitfehlers und der neutrospha¨rischen Phasenverzo¨gerung werden bei
der kleinra¨umigen Auswertung durch Differenzbildung bezu¨glich der mittleren Phase gro¨ß-
tenteils reduziert. Die daru¨ber hinaus verbleibende ra¨umliche Variation wird, wie auch das
Punktrauschen, als stochastischer Anteil der Beobachtungen betrachtet. Bei dem Model-
lansatz in dieser Arbeit wird keine laterale Stetigkeit der Phasenbeobachtungen vorausge-
setzt.
 Individuelle Punktscha¨tzung
Mit diesem Modellansatz unterscheidet sich die Methode von solchen PSI-Ansa¨tzen, bei
denen eine ra¨umliche Stetigkeit der Phasenbeobachtungen vorausgesetzt wird. Bei dem vor-
gestellten Ansatz ist die Erkennungsquote wie auch die Qualita¨t der Parameterscha¨tzung
unabha¨ngig von der Anwesenheit weiterer unterstu¨tzender PS-Punkte in der unmittelba-
ren Nachbarschaft. Daher werden auch isolierte Punkt-Cluster zuverla¨ssig erkannt. Ferner
ist auch bei ra¨umlich stark variierenden Bewegungsraten oder punktuellen Bewegungen
eine zuverla¨ssige PS-Analyse mo¨glich.
 M-SBAS-Ansatz
Die in dem Ansatz verwendete separierte Parameterscha¨tzung basiert auf dem SBAS-
Konzept, bei dem unerwu¨nschte Signalanteile unterdru¨ckt werden, indem die Interfero-
gramme zur Parameterscha¨tzung entsprechend ihrer Basislinie ausgewa¨hlt werden. Mit
der M-SBAS-Methode wird dieser Gedanke konsequent weiterverfolgt, indem mehrere
SBAS-Stapel gebildet werden, die in der Summe alle mo¨glichen Interferogrammkombi-
nationen enthalten. Durch die Mittelung der Periodogramme aller SBAS-Stapel kann das
SNR der PS-Kandidaten deutlich erho¨ht werden. Die scha¨rfere Abtrennung von Signal-
und Rauschanteil verhilft der Methode zu ihrer Resilienz.
 Kombination von TSVD und FFT
Fu¨r die Parameterscha¨tzung werden zwei Methoden verwendet. Fu¨r die schnelle, FFT-
basierte Periodogrammscha¨tzung mu¨ssen die Beobachtungen auf a¨quidistanten Stu¨tzstel-
len neu abgetastet werden, wohingegen fu¨r die langsamere, aber genauere TSVD-basierte
Methode die origina¨ren Beobachtungen verwendet werden. Die Sta¨rken beider Verfahren
lassen sich bei der iterativen Parameterscha¨tzung kombinieren, indem zuna¨chst mit der
schnellen FFT-basierten Methode Na¨herungswerte bestimmt werden, die abschließend mit
der TSVD-Scha¨tzung verbessert werden.
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 Signifikanztest
Ob das Signal eines PS-Kandidaten statistisch signifikant gegenu¨ber seinem Rauschanteil
ist, wird durch den g -Test nach Fisher bewertet. Mit der Vorgabe des Signifikanzniveaus
ist die Anzahl der irrtu¨mlich akzeptierten PS-Punkte pra¨dizierbar.
Die entwickelte M-SBAS-Methode wurde anhand von simulierten Daten validiert, wobei verschie-
dene PS-Szenarien angenommen wurden. Es konnte außerdem gezeigt werden, dass auch kleinere
Datenstapel mit einer Gro¨ße ab etwa 15 Aufnahmen ausgewertet werden ko¨nnen. Die Anwendung
dieser Methode in einer PSI-Auswertung und die Funktionalita¨t wurden anhand eines Beispielda-
tensatzes u¨berpru¨ft. Wird die PSI-Auswertung mit dem StaMPS-Ansatz als Referenzmethode
zugrunde gelegt, so zeigt der Vergleich der beiden Auswertungen, dass mit dem entwickelten
Ansatz im Allgemeinen ca. 28 % mehr PS-Punkte identifiziert werden ko¨nnen. In Bereichen mit
Oberfla¨chenbewegung ist der Zugewinn an PS-Punkten noch gro¨ßer. So wurden mit der M-SBAS-
Auswertung fu¨r das Hebungszentrum Staufen – verglichen mit der StaMPS-Auswertung – fast
doppelt so viele PS-Punkte mit einer Bewegungsrate u¨ber 20 mm/a identifiziert. Des Weiteren
wird durch den Vergleich mit der PSI-Auswertung mit remove-restore-Technik deutlich, dass
bei der entwickelten Methode keine systematische Unterscha¨tzung bei großen Bewegungsraten
auftritt, wie sie mit dem StaMPS-Ansatz fu¨r das Hebungsgebiet Staufen beobachtet wurde.
Ferner wurde bei der Umsetzung der M-SBAS-Methode auf eine effiziente Implementierung ge-
achtet. Obwohl bei diesem Ansatz fu¨r jeden PS-Kandidaten drei Parameter gescha¨tzt werden,
konnte die notwendige Laufzeit gegenu¨ber der Referenz-Auswertung mit nur einem Scha¨tzpa-
rameter auf ein Viertel reduziert werden. Mit der entwickelten PSI-Auswertung ist damit auch
bei großen Bewegungsraten eine schnelle und robuste Bestimmung von Punktbewegungen mo¨g-
lich.
Im Fokus der Arbeit stand die Analyse von kleinra¨umigen Oberfla¨chenbewegungen in urbanen
Ra¨umen, fu¨r die das Hebungsgebiet Staufen ein repra¨sentatives Beispiel ist. Es verbleiben einige
offene Fragestellungen und mo¨gliche Anwendungsszenarien, die bei der Nutzung und Weiterent-
wicklung des M-SBAS-Ansatzes beru¨cksichtigt werden sollten:
 Großra¨umige Untersuchungsgebiete
Mit dem entwickelten PSI-Ansatz ko¨nnen Bewegungsraten fu¨r Untersuchungsgebiete mit
einer Ausdehnung bis zu wenigen Kilometern bestimmt werden. Fu¨r die Analyse großra¨u-
miger Bewegungen bis hin zur Ausdehnung ganzer SAR-Aufnahmen sind PSI-Verfahren
mit expliziter Scha¨tzung der neutrospha¨rischen Phasenverzo¨gerung vorzuziehen. Die
Parameterscha¨tzung und Punktselektion mittels M-SBAS-Methode kann jedoch in den
StaMPS-Ansatz integriert werden, wenn die Auswertung zuna¨chst auf Ausschnitten
von beispielsweise 2 × 2 km2 Gro¨ße durchgefu¨hrt wird. Die identifizierten PS-Punkte
ko¨nnen dann anschließend zusammen mit den gescha¨tzten Korrekturtermen in StaMPS
zusammengefu¨hrt werden. Dort kann in der weiteren Verarbeitung die raumzeitliche
Phasenabwicklung sowie die Trennung der ra¨umlich korrelierten Signalanteile erfolgen. Die
Integration der M-SBAS-Methode ermo¨glicht mehr Punkte zu finden, wobei gleichzeitig
die Gesamtlaufzeit reduziert wird.
 Kurzzeitstabile Ru¨ckstreupunkte
Der flexiblen Nutzung der Interferogramme in Teil-Stapeln wird in dieser Arbeit ein großes
Gewicht zugemessen. Bei einer Parameterscha¨tzung auf zeitlich unterteilten Interfero-
grammstapeln ko¨nnen neben den langzeitstabilen PS-Punkten auch kurzzeitstabile Punkte
identifiziert werden. Sie haben fu¨r die PSI-Analyse in urbanen Gebieten ein großes Poten-
tial. Eine mo¨gliche Anwendung ist die Beobachtung von Oberfla¨chenbewegungen im Rah-
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men von Baumaßnahmen. Mit der schnellen Parameterscha¨tzung und PS-Selektion der
M-SBAS Methode ist ein systematisches Durchsuchen von Interferogrammstapeln nach
solchen kurzzeitstabilen Punkten mo¨glich.
 Tomographie
Die Parameterscha¨tzung der M-SBAS-Methode ermo¨glicht auch die Detektion von mul-
tiplen signifikanten PS-Punkten innerhalb einer Ru¨ckstreuzelle. Bei der Anwendung im
großsta¨dtischen Bereich sollte diese Mo¨glichkeit getestet werden.
 Nutzung der thermischen Bewegungsrate
Die thermisch bedingte Bewegung ist in erster Linie ein Sto¨rsignal, das von den Beob-
achtungen separiert wird um die tatsa¨chliche Bodenbewegung zu erfassen. Der Effekt
tritt auch bei anderen geoda¨tischen Beobachtungen auf. So zeigen beispielsweise GNSS-
Permanentstationen, die auf Da¨chern angebracht sind, gegenu¨ber Stationen, die in der
na¨heren Umgebung am Boden monumentiert sind, eine systematische Variation in der
Ho¨henkomponente, die der Geba¨udebewegung zugesprochen wird [Kaniuth und Stuber,
2005]. Da in der Regel keine Parallelmessungen am Boden stattfinden, kann dieser Bewe-
gungsanteil nicht zuverla¨ssig von anderen periodischen Einflu¨ssen getrennt werden. Mit der
aus der PSI-Analyse bestimmten thermischen Bewegungsrate kann dieser Anteil reduziert
werden.
SAR-Sensoren haben sich durch die sta¨ndige Weiterentwicklung zu pra¨zisen geoda¨tischen Mess-
instrumenten entwickelt. Insbesondere die Persistent Scatterer Interferometrie hat eine großes
Potential fu¨r die kontinuierliche Beobachtung und Analyse kleinra¨umiger sowie großra¨umiger
Oberfla¨chenbewegungen und daru¨ber hinaus gehende Anwendungen. Das belegen die zahlrei-
chen Fallstudien und methodischen Weiterentwicklungen, die seit den Anfa¨ngen in den spa¨-
ten 90er Jahren durchgefu¨hrt wurden. Deren gemeinsames Ziel ist es, das Potential der SAR-
Interferometrie als geoda¨tisches Messverfahren weiter zu etablieren, zu verbessern und von der
wissenschaftlichen, projektbezogenen Nutzung zur Anwendung bei allta¨glichen Vermessungsauf-
gaben zu u¨berfu¨hren.
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A.1 Koha¨renzscha¨tzung auf vollsta¨ndigen Interferogrammstapeln
Die Phasenkoha¨renz γφ nach Ferretti et al. 2001 und die Punktkoha¨renz γPS eines PS-Punktes
wurden in Abschnitt 2.5.2 auf Seite 26 eingefu¨hrt. Fu¨r den Fall eines PS-Interferogrammstapels
mit (M -1) nicht-redundanten Interferogrammen bezu¨glich einer gewa¨hlten Masterszene kann
man Gleichung 2.5.2 fu¨r die Phasenkoha¨renz schreiben als:
γˆφ =
1
M − 1
∣∣∣∣∣
M∑
m=2
exp (j(ψ1 − ψm)
∣∣∣∣∣ (A.1)
Dabei soll die erste Aufnahme des Datenstapels die Masterszene sein, auf die alle anderen Auf-
nahmen mit Index m bezogen werden. Die Phasenterme ψ1 und ψm sind unbekannt. Deren
Variation bestimmt letztendlich die Phasenkoha¨renz. Die Masterphase la¨sst sich als konstanter
Term aus der Summe ziehen, womit die Phasenkoha¨renz fu¨r den PS-Fall auch in der Form
γˆφ =
1
M − 1
∣∣∣∣∣exp (jψ1)
M∑
m=2
exp (−jψm)
∣∣∣∣∣ (A.2)
=
1
M − 1
∣∣∣∣∣
M∑
m=2
exp (−jψm)
∣∣∣∣∣ (A.3)
geschrieben werden kann. Das bedeutet, das Phasenrauschen der Master-Szene geht effektiv
nicht in die Berechnung der Koha¨renz ein und wird dadurch systematisch verzerrt, wobei der
Effekt bei kleineren Koha¨renzen gro¨ßer ist. Der Effekt ist ausschließlich in der gemeinsamen
Master-Aufnahme begru¨ndet. Vertauscht man fu¨r einen Teil der in Gleichung (A.1) eingehen-
den Interferogramme die Master-Aufnahme mit der Slave-Aufnahme, so wird der Bias reduziert.
Geht die Referenz-Aufnahme des PS-Stapels genau ha¨lftig als Master und Slave (d. h. mit und
ohne Konjugation) ein, so kann die systematische Verzerrung eliminiert werden, wobei jedoch
die Varianz der Scha¨tzung σ2γˆφ erho¨ht wird. Um diesen Zusammenhang zu verdeutlichen wur-
de γˆφ anhand eines synthetischen PS-Datensatzes mit 39 Aufnahmen und drei verschiedenen
Rauschpegeln getestet. Bei den ersten 38 Interferogrammen bezu¨glich der ersten Master-Szene
wurde fu¨r die Interferogramme 30 bis 38 die Master- und Slave-Szene getauscht. In Abbildung
A.1 ist die gemittelte Phasenkoha¨renz sowie die Standardabweichung fu¨r den Scha¨tzer γφ so-
wie den Scha¨tzer γPS nach Gleichung (2.65) u¨ber je 10 000 simulierte Punkte dargestellt. Die
gestrichelten schwarzen Linien zeigen die wahren Koha¨renzen. Sie ko¨nnen u¨ber die Gleichungen
(2.48) und (2.58) aus dem jeweiligen Rauschpegel σn bestimmt werden. Wie die Grafiken zeigen,
fu¨hrt eine Vertauschung der Referenzszene (markiert durch die gru¨ne Linie in Abbildung A.1)
zu einer deutlichen Reduktion des systematischen Fehlers, wobei gleichzeitig die Standardab-
weichung des Scha¨tzers sprunghaft ansteigt. Am sta¨rksten ist dieser Effekt bei dem mittleren
Rauschpegel von σn = 0.5 zu sehen. Fu¨r diesen Fall ist die Koha¨renz unter Verwendung der ers-
ten 29 Interferogramme gegenu¨ber dem tatsa¨chlichen Wert um ca. 30 % u¨berscha¨tzt. Werden die
Interferogramme 30 bis 38 mit getauschter Master-Slave-Zuordnung in den Scha¨tzer einbezogen,
so geht der Mittelwert schnell gegen den tatsa¨chlichen Wert der Koha¨renz. Gleichzeitig wird
jedoch die Standardabweichung der Scha¨tzung trotz Zunahme des Stichprobenumfangs erho¨ht.
Fu¨r den Fall σn = 0.5 nimmt sie zwischen den Scha¨tzungen mit 29 bzw. 38 Aufnahmen um ca.
200 % zu. Die Modellierung wurde fu¨r beide Koha¨renzscha¨tzer, d. h. die Phasenkoha¨renz γˆφ und
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Abbildung A.1: Koha¨renzscha¨tzung in Abha¨ngigkeit von der Interferogrammanzahl (a) Mittelwert und
(b) Standardabweichung der Scha¨tzer σγˆφ und σγˆPS u¨ber 10 000 simulierte Punkte fu¨r
drei verschiedene Rauschniveaus. Die gestrichelten Linien in (a) zeigen die theoretische
Koha¨renz entsprechend dem Rauschniveau. In (c) ist die Master-Slave-Kombination
der Interferogramme angegeben. Bei den Szenen 30 bis 38 wurden Master- und Slave-
Szene getauscht, wodurch der systematische Bias reduziert werden kann. Der Koha¨-
renzbereich zwischen 0.2 bis 0.4 ist fu¨r die Anwendung wichtig, da in diesem Intervall
der Grenzwert fu¨r die zuverla¨ssigen PS-Punkte gewa¨hlt wird.
den Scha¨tzer γˆps durchgefu¨hrt. Aus den in Abbildung A.1 dargestellten Ergebnissen lassen sich
folgende vergleichende Aussagen bezu¨glich der Koha¨renzscha¨tzer zusammenfassen:
 Der systematische Verzerrung durch die konstante Referenzszene betrifft beide Scha¨tzer
gleichermaßen.
 Der Scha¨tzer γˆφ zeigt gegenu¨ber γˆps und dem tatsa¨chlichen Wert eine Verschiebung, die
in Abschnitt 2.5.2 diskutiert wurde.
 Je nach Rauschniveau konvergieren die Scha¨tzer unterschiedlich schnell gegen den optima-
len Wert. Die Konvergenz ist fu¨r γˆps meist geringfu¨gig schneller.
Fu¨r eine unverzerrte und gleichzeitig pra¨zise Koha¨renzscha¨tzung muss daher eine mo¨glichst große
Anzahl an Interferogrammkombinationen in die Scha¨tzungen eingehen. Insbesondere bei mittle-
ren und niedrigen Koha¨renzen sowie bei kleinen Datenstapeln ist der Gewinn unter Anwendung
aller Interferogrammkombinationen erheblich. Als Teilschritt der PSI-Auswertung sollte die Ko-
ha¨renzbestimmung daher auf dem vollen SBAS-Stapel basierend durchgefu¨hrt werden.
Die Verwendung aller Interferogramme im Rahmen der Koha¨renzscha¨tzung ist eine Resampling-
Methode, bei der das Mittel aus M separaten Koha¨renzscha¨tzungen bestimmt wird, wobei die
Masterszene – die effektiv nicht in die Scha¨tzung mit eingeht – permutiert. Das entspricht der
Bestimmung der Koha¨renz aller Aufnahmen mittels delete-1-Jackknife-Methode [siehe z. B. Wu,
1986 und Shao und Tu, 1995].
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Abbildung A.2: Kurven der Funktionen γ(σn) und SNR(σn) nach Gleichung (2.48) (A) und γ(SNR)
nach Gleichung (2.58) (B).
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