Meta-analysis is increasingly used to synthesize major patterns in the large literatures within ecology and evolution. Meta-analytic methods that do not account for the process of observing data, which we may refer to as 'informal meta-analyses', may have undesirable properties. In some cases, informal meta-analyses may produce results that are unbiased, but do not necessarily make the best possible use of available data. In other cases, unbiased statistical noise in individual reports in the literature can potentially be converted into severe systematic biases in informal meta-analyses. I first present a general description of how failure to account for noise in individual inferences should be expected to lead to biases in some kinds of metaanalysis. In particular, informal meta-analyses of quantities that reflect the dispersion of parameters in nature, for example, the mean absolute value of a quantity, are likely to be generally highly misleading. I then re-analyse three previously published informal meta-analyses, where key inferences were of aspects of the dispersion of values in nature, for example, the mean absolute value of selection gradients. Major biological conclusions in each original informal meta-analysis closely match those that could arise as artefacts due to statistical noise. I present alternative mixed-model-based analyses that are specifically tailored to each situation, but where all analyses may be implemented with widely available open-source software. In each example meta-re-analysis, major conclusions change substantially.
Introduction
Many questions in ecology and evolution concern the distribution of effects across space, time, taxa and ecological conditions. Consequently, synthetic works have a critical role to play in organizing the general knowledge that accumulates in the vast literatures within ecology and evolution. Recently, meta-analytical approaches have become increasingly popular for describing accumulated results (Nakagawa & Poulin, 2012) .
Meta-analyses are studies that employ a quantitative approach to draw robust conclusions about natural phenomena, by drawing on all available and appropriate estimates, typically as reported in the primary scientific literature. This is an intentionally inclusive definition, appealing to the motivation, conception and likely perceived comprehensiveness and general validity, of meta-analytic exercises. This definition is consistent with the original and subsequent O'Rourke, 2007; uses of the term. Within exercises conducted in the meta-analytic spirit, a range of approaches exists. 'Informal meta-analysis', as I will refer to some studies conducted in the meta-analytic spirit, makes inferences about phenomena in nature (e.g. the effect of an environmental perturbation on some aspect of a species' biology, or the strength of natural selection) by reporting summary statistics of the distribution of estimated values in a meta-dataset (i.e. a database constructed from the available literature). Although the motivation, and typically the perceived validity, of such studies falls entirely within the domain of the meta-analytic enterprise, some authors object to their characterization as meta-analyses, preferring instead to categorize as meta-analyses only those studies that use specific statistical methods that are deemed to be meta-analytical (Koricheva & Gurevitch, 2013, p. 8; Vetter et al., 2013) . More 'formal meta-analyses' will generally apply some system for accounting for the varying precision or quality of individual elements of a meta-database. However, it seems undesirable to place arbitrary limits on what such methods should be.
Some meta-analyses will investigate average effects, that is, means of distributions of quantities, or factors that influence the mean, such as covariates or 'moderator variables' . For example, a meta-analysis in a conservation context may seek to determine whether some environmental condition has a negative impact on some aspect of an organism's biology. Sometimes, the key questions of interest pertain to higher-order aspects of the distributions of effects. We may be interested in the average magnitudes, or average absolute values, of some phenomena, rather than the average values. For example, the directionality of many phenomena, such as the form of natural selection, is either arbitrary in general (selection of development rate vs. development time) or is arbitrary at the level of meta-data. We might therefore be interested in the variance or standard deviation of effects, the averages of absolute values, the average magnitude of differences between treatments or other aspects of the variation in effects.
Statistical noise, or sampling error, generates variation in estimated parameter values, over and above any true variation in those parameter values. Consequently, informal meta-analyses of some types of parameters will generally mistake unbiased statistical noise at the level of individual parameter estimates for biologically interesting variation at the level of meta-datasets. In general, informal meta-analytic inference of the means of natural phenomena will be unbiased by sampling error (this assertion conflicts with a recent survey of the topic ; see further formal treatment below). Other quantities, such as average magnitudes (i.e. mean absolute values), will be upwardly biased in informal meta-analyses. For example, variation in estimated selection gradients in temporally replicated studies can be erroneously interpreted as evidence for pervasive variation in natural selection, if sampling error is not taken into account . Additionally, complexities in the observation process in individual studies, over and above pure statistical noise, can also generate spurious, but superficially biologically interesting and convincing, results in meta-analyses. For example, the inclusion of studies conducted at different scales can generate serious spurious meta-analytical patterns in synthetic studies of species richness-productivity relationships (Whittaker, 2010) .
Here I first analyse some simple models of meta-analyses. This clarifies what types of informal meta-analyses may be, or may not be, biased by statistical noise in individual studies. I then conduct a simulation study of the performance of three different approaches to meta-analysis, specifically focusing on cases where interest is not directly in the quantities that are reported in the literature, but rather in some derived value. For example, a derived value may be the absolute value (e.g. magnitude) of some quantity, when what is actually reported in the literature is the quantity itself, not the absolute value. I suggest a general approach of modelling distributions of quantities in the literature as they are reported and then subsequently deriving different quantities that may be of interest. I then re-analyse three important informal meta-analyses. In each instance, I first present simple arguments showing why the main results in each of three different informal meta-analyses are inevitably and strongly influenced by sampling error. I discuss, in each situation, how white noise at the level of individual studies is converted to biases by informal meta-analytic procedures. For each study, I present alternative model-based versions of the key analyses. In each case, major results change substantially.
Statistical noise and bias in metaanalysis: a model
In this section, I consider a very simple model of a meta-analysis. This allows both analytical and simulation results to be presented to show different situations where meta-analyses might be unbiased or biased.
Model structure
I assume that N studies exist, each reporting a single estimate of some quantity, x. Each estimate of x will be denotedx i ; the 'hat' symbol indicates that we are dealing with an estimate, not a known quantity, and i indexes the estimates from the N studies. I assume that each available value ofx i is obtained by some method (which may differ among the N studies) that is unbiased. Formally, 'unbiased' means that for each estimate,
simplicity, I model that true values as normally distributed. Formally, we can write this as
which simply states that each (in practice, unknown) true value is drawn from a normal distribution with some mean (l x ) and variance (r 2 x ). Features of the distribution of true values of x that may be of interest in a meta-analysis could be the mean (l x ), the variance (r 2 x ), or some other property of the distribution of x, such as the mean absolute value E [|x|] .
I also assume that each estimate is associated with information about its uncertainty. We cannot know the true values, x i , associated which each estimatex i in a meta-database. Rather, eachx i value will be drawn from some distribution defined by the true value, x, and its measurement error. For simplicity, I assume that the distributions of measurement errors are normal, such thatx
e i $ N 0; r 2 ðmÞ i À Á ;
which simply states that each estimate is drawn from a normal distribution around the true value for that study, and the 'noise' in thex i values around the x i values is defined by each estimate's sampling variance, r 2 (m) i (which is the square of the standard error). Conclusions drawn assuming normal sampling error should be quite generally informative: for example, the sampling distribution of a mean (if x i values are the means of some quantity in each study) is t-distributed, but this distribution approaches a normal distribution quite rapidly with increasing sample size.
Meta-analysis of the mean
We may be interested in the mean of some quantity in nature. In our model, this is l x . For example, our x i values may be differences in bird singing volume between two habitats (e.g. natural vs. urban), and we may be interested in the overall mean difference, l x . We might estimate the overall mean bŷ
that is, our estimator of l x ,l x , may simply be the average of all available estimates. A number of sources on meta-analysis place emphasis on the need to weight results from individual studies in some way determined by their sampling variance (e.g. Arnqvist & Wooster, 1995; Vetter et al., 2013) . These views represent cautions against analyses such as that represented by eqn 4. For example, Handbook of Meta-analysis in Ecology and Evolution, Chapter 7, p. 81, , state that:
. . .it is essential to be able to derive a variance [meaning r 2 (e) i in the model here] for the metric obtained in each study [for eachx i ] , and to use these to weight the effect sizes in the meta-analysis. Unweighted analyses produce biased estimates of overall effects [e.g. of quantities such as l x ].
Formally, this view contends that E½l x À l x 6 ¼ 0 whenl x is that obtained by the informal meta-analysis method in eqn 4. Of course, we never know l x , and so, we never know whether our estimate,l x , is too large or small in any given case. However, we can use statistical theory and/or simulation to determine whether a given meta-analytic procedure, such as that in eqn 4, would on average give too high or too low an estimate, if applied over many meta-analyses. Equation 3 states that the mean of sampling errors is zero (this is just a corollary of the assumption reports ofx in the literature is unbiased). In general, the expectation of a sum is equal to the sum of expectations 1 :
. For our possible meta-analysis in eqn 4, the mean of true values and the mean of sampling errors would correspond to E[A] and E [B] . These are defined as l x (in eqn 2) and zero (in eqn 3b), respectively. So, E[x + e] = E[x] + E[e] = l x + 0 = l x . Therefore, provided that eachx i is an unbiased estimate of x i , and then, the mean ofx i values is an unbiased estimator of l x . This proves that an average of unbiased estimates of x, that is, ofx i values, is an unbiased estimator of their means, even if no formal meta-analysis is implemented.
Just because a simple summary statistic of values in a meta-database is not biased does not necessarily mean that it is the best analytical approach. In general, different studies will have different sampling variances. Thosex values with the smallest sampling variances contain the most reliable information about the true distribution of x. Weighting schemes for calculating meta-analytic estimates of quantities such as l x (reviewed in have been developed to minimize the sampling variance of meta-analytic quantities, that is, to make them as precise as possible, and not to reduce bias. When information about statistical uncertainty is available (e.g. when standard errors are reported), such approaches should be used. However, in the absence of standard errors, or when they are inconsistently reported, it is possible that an informal, summary statistic-based, meta-analysis such as that represented by eqn 4 can be highly precise (potentially more precise than a formal meta-analysis that can only use a restricted database of estimates with standard errors) and unbiased.
Meta-analysis of the mean absolute value (i.e. the average magnitude)
However, there is no guarantee that any particular informal meta-analysis will be unbiased. In this section, I consider that a meta-analysis may seek to determine, not the mean of x, but the average magnitude of x. These may seem like very similar problems, but we will see that meta-analyses of these different parameters involve very different considerations. For simplicity, assume that all estimates of x have the same standard error and therefore that all values of r 2 (e) i are equal. In our model, both true values and sampling errors are normal, and so, the distribution of estimates is also normal. Situations where the mean magnitude will be of interest will often be when the mean is close to zero, such that both positive and negative values occur; so an simple instructive case to consider will be the situation when l x = 0. The mean absolute value of a centred normally distributed variable is the mean of a v distribution with one degree of freedom, times the standard deviation of that variable (this arises simply from the definition of the v distribution). The mean of a v distribution is ffiffiffi 2 p CððkÀ1Þ=2Þ Cðk=2Þ , where Γ( ) represents the gamma function. We are interested in the situation where k = 1, and so using Γ(1) = 1 and Cð 
when l x = 0. This equation for the mean absolute value of a centred normal variable allows us to obtain an expression for bias in a summary statistic-based metaanalysis of mean absolute values. If we were to estimate mean absolute value bŷ
then the expected value of this estimator would be ffiffiffi 2 p r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi r 2 ðxÞ þ r 2 ðmÞ p :
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi r 2 ðxÞ þ r 2 ðeÞ p is the standard deviation of estimates of x, assuming errors to be independent of true values. In contrast, the mean absolute value of true values of x would be ffiffiffi 2 p r rðxÞ:
From the definition of bias, we can obtain the bias in the informal meta-analysis of mean absolute values as 
If there is any sampling error in estimates of x, then ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi r 2 ðxÞ þ r 2 ðeÞ p will be greater than ffiffiffiffiffiffiffiffiffiffiffi r 2 ðxÞ p , and the summary statistic-based meta-analysis of mean absolute value will be upwardly biased.
Analytical options for meta-analysis: a small simulation study
Here, I explore the results of three possible meta-analytic procedures for inference of means and mean absolute values, that is, average magnitudes, of arbitrary quantities. The first method is an informal, summary statistic-based meta-analysis. The second option is to derive sampling variances of any derived quantities in a meta-database, for use with established meta-analytic procedures. This is the standard approach in meta-analysis, although transformation is often not required. I refer to this as the 'transform-then-analyse' approach. The third option is to apply meta-analytic mixed-model analysis to estimate parameters of the distribution of x (i.e. the quantities in the literature as they are reported, even if some transformation of x, say the absolute value, are ultimately of interest), accounting for sampling error in individualx i estimates and then to derive the desired quantity of interest (e.g. E[|x|]). I refer to this as the 'analyse-then-transform' approach. This last approach has previously been used as an alternative to summary statistic-based informal meta-analysis [see re-analysis of temporal variation in selection as first reported on by ], but it has yet not been explored as a general approach to meta-analysis.
Simulation scheme
For each replicate simulation, I simulated a meta-database of 50 studies. Each study had one associated value ofx i and an associated standard error, r 2 (m) i . Thex i values were drawn from a normal distribution according tox i $ N l x ; r 2 ðmÞ i À Á , and the true values of x were simulated according to x i $ N l x ; r 2 ðxÞ ð Þ . This closely follows the model that was investigated analytically, above. I simulated all combinations of values of l x of 0 and 0.25, and a range of values of r 2 (x) between 0.01 and 1.0. Furthermore, for all combinations of values, I simulated two different average magnitudes of statistical noise. Each x i value's associated value of r standard deviation of either 0.25 or 0.5. This is merely a convenient way of ensuring that some estimates within each simulated meta-analysis are more precise than others (although none is absolutely perfect) and also of simulating meta-analyses that contend with different overall levels of statistical noise. For each combination of true mean and variance of x, and of statistical noise, I simulated 1000 replicate meta-analyses.
The true overall mean of x, that is l x , is simply one of the parameters of the simulation. However, the true value mean absolute value of x is determined both by l x and by r 2 (x). As such, the true value of E[|x|] in each study is defined by a folded normal distribution
where / is the standard normal cumulative distribution function, which is simply the mean of a normal distribution defined by l x and r 2 (x), folded about the origin. For each simulation, I implemented the informal meta-analyses of the mean and mean absolute value by calculating the mean of the simulatedx i values and the mean of their absolute values. To implement the 'transform-then-analyse' meta-analysis, I had to first obtain the sampling variance of the transformed values ofx i , that is, the sampling variance of jx i j. This is defined by the variance of a folded normal distribution, for eachx i and its corresponding sampling variance r 2 (m) i r 2 ðmÞ jxij ¼x
I then applied a mixed-model-based meta-analysis of the jx i j values and their derived sampling variances. A mixed-model meta-analysis is a generalization of various weighting schemes that exist in the meta-analysis literature. The mixed model took the form
where y i are the data in the meta-analytic database; in the 'transform-then-analyse' procedure, the y i s are the jx i j values. l y is the model intercept, which is the metaanalytic estimator of the mean of whatever the y i values are. m i are the measurement errors for each value of y i . Of course, we cannot know these errors in each case, but the model integrates over the possible values that the m i can take, using the information available about their sampling variances. This is accomplished by defining the measurement errors to come from a distribution m i $ N 0; r 2 ðmÞ i À Á , where the sampling variances r 2 (m) i are appropriate to whatever the y i are; in the case of the simulated 'transform-then-analyse' metaanalyses, the r 2 (m) i values associated with the jx i j values are those given by eqn 8. Finally, the residuals, that is, the e i values are modelled according to e i $ N 0; r 2 ðeÞ ð Þ , where r 2 (e) is estimated by the mixed model. r 2 (e) is thus the meta-analytic estimator of the variance of x, that is, of r 2 (x) in the notation used in the analytical sections, above.
Finally, the 'analyse-then-transform' meta-analysis was simulated using a mixed model of the form described by eqn 9, except thex i values were used for the y i , along with their associated sampling variances (the simulated standard errors, squared). This provided meta-analytic estimates of the simulated l x and r 2 (x) values (i.e. the l y and r 2 (e) values estimated from the mixed model). These estimates were then used to obtain estimated mean absolute values, using the expression for the mean of a folded normal distribution (eqn 7). I fitted all meta-analytic mixed models using the rma() function from the R package METAFOR (Viechtbauer, 2010) .
Simulation results and conclusions from analytical models and simulations
As suggested by theory, all three meta-analytic approaches yielded unbiased results of the overall means and are not considered further. Also as expected from analytical results (eqn 6), naive summary statisticbased meta-analysis of mean absolute values are upwardly biased, across a range of parameters (Fig. 1) . Simulation results support various features of the analytical expression for bias (eqn 6): the bias is greatest when sampling variance is high and especially when sampling variances are high relative to true variances. Although the theoretical analysis did not deal with situations where the true mean is nonzero 2 , the simulations give fairly intuitive results. When the true mean is not zero, mean absolute values are less biased, in informal meta-analyses.
For the range of parameters investigated, the standard 'transform-then-analyse' formal meta-analytic approach was consistently biased. The bias was intermediate between the naive meta-analysis and the 'analyse-then-transform meta-analysis'. The bias in this formal approach to meta-analysis arises because the model for sampling error in the random effects metaanalysis is a poor reflection of the distribution of sampling errors of absolute values. The distribution of sampling errors will be highly skewed for modest estimates with substantial uncertainty (i.e. when r(m) i is 2 Expressions for bias in the mean absolute value when the mean is nonzero can be written down; however, I was unable to make them simple enough to be generally informative. Expressions for bias in informal meta-analysis of mean absolute values can be constructed either using folded normal distributions or the noncentral v distribution. In both cases, the expressions involve complicated functions, the parameterization using the folded normal involves the error function and the parameterization using the noncentral v distribution requires generalized Laguerre polynomials; neither is conducive to useful simplifications. large relative to jx i j), whereas the mixed-effects metaanalysis assumes normal errors.
The 'analyse-then-transform' approach, that is, of modelling the raw meta-data, that is, thex i values rather than the derived jx i j values, and then deriving the mean absolute value, was unbiased across the majority of the range of parameter values. To some extent, this can be interpreted as the analysis being a match to the data-generating mechanism. It is true that I simulated the data under the statistical model that the mixed-effects meta-analysis applies to values ofx i and their associated standard errors. However, this type of model might in fact often be a very reasonable approximation to how values in many meta-datasets are Mean |x| (true or estimated)
True (simulated) value Naive meta−analysis Transform−then−analyse Analyse−then−transform Fig. 1 Bias in estimates of the mean absolute value of a meta-analytic quantity (x; all notation follows that given in the text) in three different approaches to meta-analysis. The different panels show results for different true mean values (l x ) and mean standard errors ( rðeÞ) and across a range of true standard deviations of the meta-analytic quantity (r(x)). The 'transform-then-analyse' meta-analytic option calculates estimated absolute values and their standard errors, from the signed values and their standard errors in the meta-dataset, and then applies a random effects meta-analysis. The 'analyse-then-transform' option directly models the mean and variance of the (signed) values in the meta-dataset (accounting for their uncertainty via reported standard errors) and then obtains the mean absolute value from the inferred distribution of the original statistic.
obtained. This meta-analytic approach was slightly upwardly biased at the very lowest values of the true variance of x. This is because I constrained the estimate of r(x) to be positive, and so at the smallest true values of r(x), the estimate must be at least a slight overestimate (in general, it is hard to imagine an estimator of a variance that is constrained to be positive, that will not be upwardly biased for small true values). As the absolute value depends positively on the variance, this generates slight upward bias at the smallest true values. Here, I have only focused on meta-analysis of the mean and of the mean absolute values. There are of course many other quantities that may be of interest in a meta-analysis. Most quantities that are derived from quantities in the literature, according to a nonlinear function, will be biased in informal and 'transform-thenanalyse' meta-analyses. In addition to the mean (but not the mean absolute value), quantities such as regressions should generally be unbiased, even if sampling error is not explicitly considered. For example, consider a metadataset with estimates of birds' singing rates from different studies. Suppose that standard errors of singing rates were not available. We have seen that the estimate of mean singing rate would not be biased in a summary statistic-based informal meta-analysis. Similarly, we should not expect an inference of the average regression of singing rate on a predictor variable, such as a measure of forest cover, to be biased in informal meta-analyses. In contrast, quantities such as variances, mean absolute values or the mean absolute differences among treatments, all depend on the dispersion of values among studies, and will therefore be biased in informal meta-analyses, and will also be biased in 'transform-then-analyse' approaches to formal meta-analysis.
Re-analyses of informal meta-analyses
The average magnitude of natural selection reported on an informal metaanalysis of selection gradients and differentials . One of their most important findings is that nontrivial directional selection is common in nature. They report an average magnitude of variance-standardized directional selection gradients of 0.23 (the full distribution is depicted in Fig. 2a) 
3
. As we have seen (eqn 6), this finding potentially represents a substantial overestimate, due to sampling error. The average standard error of selection gradient estimates in the database is about 0.15. So, in the improbable but instructive hypothetical scenario where there was no selection in any study (just statistical noise arising from finite sample size), the estimated mean absolute value of selection gradients that would be inferred in an informal meta-analysis would be on the order of ffiffiffi 2 p r Á 0:15 ¼ 0:12:
Re-analysis
I used a mixed model to decompose the observed variation in selection gradients into that arising from statistical noise and that which may represent real variation. The model took the form
b i are estimated selection gradients, and l is the model intercept, or the estimated mean selection gradient. m i are measurement errors, which are of course unknown, although we know they are drawn from estimate-specific distributions approximately following m i $ Nð0; SE 2 i Þ. e i are residuals and are assumed to follow e i $ Nð0;r 2 ðbÞÞ, wherer 2 ðbÞ is estimated. I then derived an estimate of the mean absolute value of selection as the mean of a folded normal distribution (eqn 7) defined by the mixedmodel estimates ofl b andr 2 ðbÞ. To produce a comparable mixed-model-based analysis that does not account for sampling error, I also fitted the model
I fitted both models using MCMCGLMM , using default diffuse priors. I then derived the mean absolute value of selection gradients as the expectation of a folded normal distribution defined by the parameters estimated in the models defined by eqns 10 and 11.
Accounting for statistical noise generates an estimate of the variance of selection gradients of 0.0156 (i.e. from the model in eqn 10; this is the posterior mode of the parameter in the mixed model; this statistic is used for estimates throughout), with a 95% credible interval of 0.0121-0.0207. By contrast, the model in eqn 11 yields a variance of estimated selection gradients of 0.0775 (95% CI: 0.0689-0.0890). The corresponding standard deviations are 0.12 (95% CI: 0.11-0.14) and 0.28 (as for the estimate from the raw data, see above, with 95% CI: 0.26-0.30).
The model-based estimate of the average magnitude of selection gradients obtained as the mean of a folded normal distribution is 0.10 (95% CI: 0.09-0.12). The corresponding estimate based on the estimated selection gradients without accounting for sampling error is 0.23 (95% CI: 0.21-0.24), which closely matches the estimate obtained by simply calculating the mean of the absolute values of all the estimated directional selection gradients in the database. There is a small difference in the mean absolute value of directional selection gradients in the database as a whole (0.23) and in that subset of the database that has standard errors (about 0.19). It probably arises from studies with very small sample size being overrepresented in the portion of the database without standard errors.
Although the purpose of the present work is not necessarily to perform a comprehensive re-analysis of any given study, the average strengths of selection for different strata of the data set are clearly of interest. I therefore ran the basic mixed-model analyses, with and without accounting for sampling error, for several major subsets of the database, continuing to focus on directional selection gradients. Because (i) analyses are (correctly) much less apparently powerful when accounting for sampling error, and (ii) sample sizes for some strata are small and further reduced by incomplete reporting of the standard errors necessary for meta-analysis, I did not conduct every possible analysis. Rather I subsetted the database taxonomically for vertebrates, invertebrates and plants, by trait type for life history and morphology, and by fitness component for fecundity, mating success and survival.
The general pattern that the magnitude of selection is inflated in analyses that do not account for statistical noise at the level of individual estimates is supported at every level within the database that I considered (Table 1) . Selection for life-history traits is weakest, but The normal approximation to the distribution of selection gradients assumed in the residual structure of a model such as that in eqn 10 may generally provide a pragmatic and robust approach to investigating components of variation in any observed data set. However, we may be interested in other aspects of the distribution. For example, it is very reasonable to think that the true distribution of selection gradients may have thicker tails than the normal distribution. I therefore constructed a model that is analogous to that in eqn 10, except that the underlying variation in selection gradients is modelled with a three-parameter t-distribution. This model takes exactly the same form as eqn 10, except that the normal distribution from which the e i are drawn is replaced by the three-parameter t-distribution with mean zero (because the model contains an intercept), and estimated variance and degrees of freedom.
The distribution of selection gradients from the t-distribution based model is depicted in Fig. 2b . Comparison to Fig. 2a shows the dramatic difference between the distribution of estimated selection gradients and the underlying distribution of selection gradients. The inset figure depicts the relationship between unit variancestandardized trait values and relative fitness that is implied by the average magnitude of estimated selection gradients, which is very strong selection (see arguments in ; |b| = 0.22 corresponds to approximately a 2.5-fold change in fitness over a range from two standard deviations below to above the mean phenotype. Such a selection gradient clearly does occur in nature (Fig. 2b) , but is far rarer than the original informal meta-analysis suggested. The mean absolute magnitude of directional selection gradients in the t-distribution model 4 is 0.090 (95% CI: 0.076-0.108). Obtained as R jxjdðxjl; r 2 ; kÞ dx, where d(x|l, r 2 , k) is the density of the three-parameter t-distribution with mean l, variance r 2 and degrees of freedom k. Other inferences about the mean absolute value of selection Knapczyk & Conner (2007) argued that the mean magnitude of selection gradients in Kingsolver et al.'s meta-analysis was not inflated by sampling error. Their analysis relied on subsampling from a restricted array of very large data sets. This is a potentially very useful approach, but it relies on an assumption that the relevant properties of the restricted array of data sets are the same as in the larger database. Close inspection reveals that this cannot be the case in this instance. The restricted array of estimates of b in Knapczyk & Conner (2007) contains some very large selection gradients including b = 1.12 for selection of flower number via seed production, and three gradients of the fifteen in the Knapczyk & Conner (2007) data set have an absolute value above 0.5. Inspection of the raw data from the Kingsolver et al. (2007) data set, and this larger sampling error can only inflate the apparent frequency of very large selection gradient estimates. If such large (true) selection gradients were similarly frequent in the study systems from which the Kingsolver et al. data set was constructed, then similarly large (or larger) estimated selection gradients would be similarly common, and they are not (Fig. 2a) . Furthermore, the few selection gradient estimates of similar magnitude in the metadatabase come exclusively from studies with very small sample size ) -precisely those that would be expected to yield estimates of large magnitude due to sampling error alone.
Note that Knapczyk & Conner (2007) made no errors that cause their data set to be nonrepresentative; it is simply by inspection of the distribution of estimates in the database that it is apparent that no true underlying distribution of selection gradients, observed with sampling error, can be compatible with the high frequency of very large estimates in the Knapczyk & Conner (2007) analysis. The similarity between the results of Conner et al.'s analyses and the distribution of selection gradient estimates in the data set is coincidental and does not conflict with the inevitability that sampling error will (potentially greatly) inflate estimates of the magnitude of effects in informal meta-analyses. were the first to discuss the effect of sampling error to inevitably inflate inferences of mean absolute values, and applied a post hoc correction sampling error and investigated its effect on the inference of the mean absolute values of selection gradients. Their correction was not expected to completely alleviate the problem, and the degree to which it solved the problem was not clear. Their partially corrected estimate of the mean absolute value of selection gradients was consequently intermediate to that given by the original informal meta-analysis, and the formal model-based analysis was presented here.
Finally, reported on an effort to apply a formal meta-analysis to an updated database of selection gradient estimates. They performed several analyses of a database originally presented in , which combined data sets from and . Their position on the effects of accounting for error is unclear. They specifically state, with respect to quantities such as the mean absolute value of selection gradients, both that their results are similar to previous studies and also that there are large effects of accounting for error (which previous studies did not do). Kingsolver et al.'s (2012) inference of the mean absolute value of selection, accounting for sampling error, is much greater than their inference based on a naive analysis (which they refer to as 'uncorrected | b|'). This is a mathematical impossibility, or at least could only occur if the properties of selection gradient estimates that are reported with and without standard errors are vastly greater than seems plausible. It seems likely that some error occurred in those analyses. My own re-analysis of the combined data set reveals a mean absolute value of estimated selection gradients (i.e. via informal meta-analysis) of about 0.21, both for the subsets of the data with and without reported standard errors. This contrasts sharply with the 'uncorrected' value of about 0.05 reported in . I was able to closely replicate their estimate of the mean |b| from formal mixed-effects meta-analysis (the analyse-then-transform approach) of about 0.14.
It may initially seem that the inference of the mean absolute value of selection from the combined and databases should be superior, as it is based on a larger sample size. However, the credible intervals of the mean |b| from the and combined data sets do not overlap (95% CIs of 0.09-0.12 and 0.14-0.17, respectively). Therefore, there must be some underlying difference between the two databases. Specifically, in that portion of the estimates from the study, which are temporally replicated studies, it must have stronger selection on average. I suspect that people will be mostly inclined to invest long-term efforts in studies of traits that they already know to be under selection. If this is the case, then the studies contributing to the original data set might give the best impression of the average magnitude of selection across a wide range of trait types and scenarios.
The frequency and magnitude of sexually antagonistic selection present an informal meta-analysis of sexually antagonistic selection. They report that 41% of pairs of selection coefficient estimates, obtained for each sex for homologous traits, are sexually antagonistic, that is, take opposite signs in the sexes. The standard deviations of male and female selection coefficients (gradients and differentials combined) are 0.37 and 0.34, and the correlation between them is 0.19. The coefficient estimates are plotted in Fig. 3a . The coefficient estimates that have associated standard errors are plotted in Fig. 3b .
The mean standard errors of selection coefficients are 0.17 for males and 0.20 for females. The sex-specific sampling errors are expected to be uncorrelated, that is, due to statistical noise alone, there are few conditions in which studies that overestimate the true value of a selection coefficient in one sex are no more or less likely to overestimate the corresponding coefficient in the other sex. I simulated a set of random numbers, with one number corresponding to every selection coefficient in the meta-database that had a reported standard error. These random numbers all had expectations of zero, and variances determined by the square of the standard error. The distribution of these samples reflects the instructive though implausible scenario of the distribution of estimated sex-specific selection coefficients that would arise in the hypothetical situation where no selection occurred in either sex in any study from the literature. Thus, this scenario can give some insight into the influence of sampling error alone on inferences of the frequency of sexually antagonistic selection. The distribution of these hypothetical data points is given in Fig. 3c ; in this scenario, statistical noise causes approximately 50% of estimates to appear to be sexually antagonistic. A key feature of the pattern in Fig. 3c is that, no matter how many estimates are included in the informal meta-analysis, a substantial impression of sexually antagonistic selection will result, as a result of sampling error at the level of the individual studies.
We can treat the problem more formally. used a measure of sexually antagonistic selection based on the absolute difference between paired male and female selection coefficientŝ
whereŜ m andŜ f are estimated male and female variance-standardized selection coefficients (either differentials or gradients). 
where r 2 (S m ) and r 2 (S f ) are the variances in true selection coefficients in males and females, and r (S m , S f ) is the covariance of true selection coefficients. The variance of the distribution of differences in estimated selection coefficients in males and females is
where r 2 ðmÞ Sm and r 2 ðmÞ Sf are the sampling variances of male and female selection coefficients.
The mean absolute value of the difference between two independent draws from the same normal distribution is (Nair's 1936, eqn. 35) . The bias in an informal metaanalysis of SA can therefore be written using eqns 13-15
The expression is inelegant, but we can see that the quantity in brackets will be positive any time that r 2 ðmÞ Sm and/or r 2 ðmÞ Sf are positive, which in practice will always be the case.
I constructed a bivariate response mixed model to partition (co)variation in sex-specific pairs of selection coefficients into portions arising from sampling error and reflecting the underlying biological pattern. The model took the form
where S m,i and S f,i are the male and female-specific estimates for pairs of selection coefficients 5 indexed by i.
Sampling errors are assumed to be drawn according to The analysis is conducted on a mix of selection differentials and gradients, following . This combination is reasonable as the values are all variance standardized.
where residual variances and covariance of male and female selection gradients, r 2 (m), r 2 (f), and r(m, f), as well as the sex-specific means in eqn 17 are estimated parameters. I implemented the model in JAGS (Plummer, 2010) , with diffuse normal priors on the sex-specific means and a redundant prior parameterization on the residual covariance matrix of selection coefficients.
The mean selection coefficient in each sex is positive: males: 0.092 (95% CI: 0.040-0.153) and females: 0.074 (95% CI: 0.030-0.108). Critically, male and female selection coefficients covary strongly and positively. The residual covariance matrix obtained by fitting the model described in eqn 17 (95% CIs in brackets) is note that the sub-diagonal element is reported as the correlation. The consequence of this positive correlation of male and female coefficients is that sexually antagonistic selection is rare, and when it occurs, it is typically not highly antagonistic. Simulated values drawn from the inferred joint distribution of male and female selection coefficients are plotted in Fig. 3d . The proportion of pairs of selection coefficient estimates that differ in sign 6 is 20% (95% CI: 12-25%). Furthermore, when selection is sexually antagonistic, it is also weakest. Figure 4 shows the distributions of two possible metrics of sexually antagonistic selection. These metrics are both calculated from the raw data, that is, by informal meta-analysis, and calculated from the 'analyse-thentransform' analyses made possible by the bivariate response random regression model. The first metric ( Fig. 4a) is the distribution of products of male and female selection coefficients. This quantity is negative when selection takes different signs in the two sexes, and positive when selection is of the same sign. Values near zero indicate that there is little selection in one or both sexes. The second metric (Fig. 4a) is measure based on the absolute value of differences in male and female coefficients.
The model specified by eqn 17 does not account for different levels of nonindependence in the data. Accounting for statistical nonindependence is not expected (on average, i.e. the analysis presented to this point is not expected to be biased) to change the inference about the underlying variance and covariance of sex-specific selection coefficients. However, accounting for nonindependence may change our impression of how precisely we have characterized any given overall effect. A potential source of non-independence considered by is study-level covariance: pairwise reports of sex-specific selection coefficients from the same study may be similar. There is no particular reason why this must be the case, but clearly it is. I therefore fitted the model
where r denotes study, and j indexes the studies to which individual records belong. As above, the upper left elements are variances associated with male selection coefficients, the bottom right correspond to female selection coefficients, and the entries above the diagonal are covariances and below the diagonal are correlations. The covariance matrix from which the r values are assumed to come is constructed and estimated equivalently to the residual covariance matrix (described above), and all other model components are treated as they were for the model described by eqn 17. The between-study and within-study covariance matrices of paired sex-specific selection coefficients are Accounting for nonindependence among data points that come from the same studies therefore does not appreciably change the overall pattern. The credible intervals of the total variance components obtained from the second model are slightly larger and so probably more appropriate. Differences in whether or not selection is sexually antagonistic or not seem to arise more from differences among traits, than from differences among studies.
Sexual dimorphism and sexually antagonistic selection considered whether any association exists between sexual dimorphism and sexually antagonistic selection. This is a very interesting problem. A negative relationship between these phenomena might indicate that the evolution of sexual dimorphism generally has resolved sexual conflict, whereas a positive relationship would indicate a general pattern of ongoing 6 Obtained by R R SmÁSf jSmjÁjSf j Á Nð½S m ; S f T ; l; rÞdS m dS f , where l and r are the mean vector and covariance matrix of selection coefficients. conflict between the sexes. In the context of the analyses pursued to this point, a relationship between sexual dimorphism and sexually antagonistic selection would primarily be manifested as a (statistical) dependence between sexual dimorphism and the covariance between male and female selection coefficients. Methods for estimating the dependence of a covariance on a continuous variable are not well developed. Standard modelling procedures do not exist to accommodate hypotheses about how covariance structures vary according to continuous variables. Therefore, determining how typical magnitudes of sexually antagonistic selection covaries with a predictor such degree of sexual dimorphism would deserve an independent study in itself. Here, I make only a preliminary attempt. A model structure that may be pragmatic would be to treat the correlation of male and female selection gradients as a continuous function of the degree of sexual dimorphism, and model the shape of that function as a sigmoidal relationship ranging between À1 and +1. I therefore parameterized the correlation as r Sm;Sf ;i ¼ 2e
where a and b are the regression parameters controlling the shape of the logistic curve that is scaled between negative and positive one (note that
1þe aþbÁD i would represent a logistic curve between 0 and 1). r Sm;Sf ;i can then be thought of as the correlation that would be observed among a group of paired sex-specific selection coefficients, all from systems with sexual dimorphism D i . I used the absolute value of the measure of sexual dimorphism available in the database, which is the difference between sex-specific means. I specified the variances of the sex-specific selection coefficients independently and then obtained the dimorphism-dependent covariance of paired sexspecific selection coefficients as r Sm;Sf ;i ffiffiffiffiffiffiffiffiffiffiffiffi ffi r 2 ðmÞ p ffiffiffiffiffiffiffiffiffiffiffi r 2 ðf Þ p . The parameters of the regression of r Sm;Sf ;i on the degree of sexual dimorphism are a: 2.2 (95% CI: 0.5-4.3), and b: 2.1 (95% CI: À7.8 to 25.0). About 80% of the posterior distribution of b is greater than zero. Thus, the overall pattern appears to be for sexual dimorphism to be associated with a reduction in the degree of sexually antagonistic selection, although the value of the coefficient controlling this pattern has a posterior distribution that substantially overlaps zero. It is not surprising that this regression has a very large standard error. Considering that each pair of estimates does not provide a concrete data point, but rather a very uncertain inference about sexually antagonistic selection, the formal meta-analysis may correctly have great uncertainly in measures that seem easily estimable in an informal meta-analysis. The correlation between male and female coefficients in the absence of sexual dimorphism is thus about 0.85, whereas at higher levels of dimorphism, the correlation approaches one.
Population and species differences in reaction norm shape report on differences between average values, slopes, curvatures and higher-order aspects of the shapes of reaction norms between species and populations. Their primary conclusions include (i) that shapes, that is, slopes and curvatures, of reaction norms evolve more than average trait values and (ii) that curvature of reaction norms evolves more than the slope. Statistical noise will inflate apparent differences between parameters such as means 7 , slopes and intercepts. Furthermore, depending on the scaling of the environmental variables, statistical noise will contribute differently to apparent variation in means, slopes and curvatures. Therefore, sampling error alone will create specific patterns in the mean absolute differences of averages, slopes and curvatures of pairs of reaction norms.
A simple simulation may be instructive. Again, we will start with a simple situation with trivial biology and focus on how unbiased statistical noise in the literature may be converted into superficially, and misleadingly, biologically interesting patterns in a naive meta-analysis. Assume that some large number of studies are conducted, and that in each, two populations are assayed for mean phenotype in each of three (ordered) environments. Assume that every population in every study and in every environment has the same mean value (the mean value is actually irrelevant) and that the standard error of the mean is 1 unit in every case (this value is also completely irrelevant to the pattern that results, so long as it is nonzero). For this null scenario, I simulated data and calculated the difference in means between populations (species) for each of the simulated studies, as well as the differences in slopes and curvatures, following the expressions used by . The distribution of the magnitudes, that is, absolute values, of these differences is plotted in Fig. 5 . report estimates of mean absolute differences in reaction norm components from an analysis that is weighted by (the square root of) sample size. Note that weighting does not solve the problem illustrated here. A well-designed weighting scheme will be analogous to the transform-then-analyse approach to meta-analysis, which can perform poorly for arbitrary derived quantities (Fig. 1) . Consider that these simulations assume equal error across all estimates, which may occur if (among other things) there are equal sample sizes. As such, weighting by sample size would provide a trivially identical result to an unweighted analysis, and the spurious pattern would remain.
The pattern in Fig. 5 can also be obtained analytically. Again, I will focus on the scenario where there are three environmental treatments, as these dominate the available data. Assume, as above, that a pair of reaction norms (e.g. a congeneric or conspecific pair) are identical. Let the mean phenotypes in the three environments for one population be denotedx 1 ,x 2 and x 3 , and denote the corresponding three estimated mean phenotypes in the other population withŷ 1 ,ŷ 2 andŷ 3 . Assume that all mean values are estimated with the same precision, such thatx i $ Nðl; rðmÞÞ, y i $ Nðl; rðmÞÞ.
The variance of the mean of thex orŷ values is
which is simply the variance of three independent random values, each with the same variance. The average showing means) for bias in reaction norm parameters in an informal meta-analysis. For the special (and most frequent in the database) case of three environments, the analysis/simulation gives the expected values of the differences in average value, average slope and average curvature between two reaction norms that are identical, but where residual variation exists in environmentspecific estimated means. The case in this plot is for a residual variance of one unit; however, this variance is arbitrary. The critical results are that (i) even in the limit of infinite data, the metrics do not converge on their true values (if zero, in this example), and (ii) the differences in the different metrics due to statistical noise alone follow a superficially interesting biological pattern. Here, three different words will be used for aspects of the average value of a reaction norm. The mean will represent the population mean, which is the mean value of the reaction norm weighted by the distribution of the environment that the population experiences. The intercept will be the value of the reaction norm at a given value of the environmental variable that is defined as the origin. The term 'average' will be used to refer to these values collectively, when the distinctions are not critical. 0 1 6 ) 1 8 8 
The mean difference between different reaction norm components is given by the expression 2 ffiffi p p r, just as we used for the mean difference in male and female selection coefficients. Consequently, in the absence of any differences in reaction norms between conspecific or congeneric populations, a pattern in estimated mean differences in means, slopes and curvatures will arise by sampling error alone. In our toy model, the pattern will be: 
Distributions of intercepts, slopes and curvatures can be modelled using mixed-effects models, just as differences in mean values can, and were, in the preceding examples. To obtain model-based estimates of differences in properties of reaction norms, I fitted the model
This is a quadratic random regression mixed model. x ijk are the environment-specific estimated mean values, and E i are the corresponding values of the environmental covariate (expressed as treatment intervals in the raw data). I standardized the environment-specific estimated means in two ways. divided by the overall mean, and I did this as well. Furthermore (and see discussion below), a scaling that may better facilitate inference of both intraspecific and congeneric variation in reaction norms is to log (actually ln(x + 1), as there are zero values in the data) transform and so I used logged data as well. i indexes studies, and j indexes paired estimates within studies. A, B and C are the average intercept, slope and curvature. The a, b, and c terms are the study-specific (or rather trait within study) random intercept, slope and curvature terms, associated with study r, species s and population p. I modelled these terms as being drawn from the multivariate normal distribution where the parameters of the covariance matrix of a i , b i and c i values are estimated parameters, with x 2 {k, j, i} and y 2 {r, s, p}. I modelled the residuals as coming from a common distribution, that is, e ij $ N 0; r 2 ðeÞ ð Þ . I have preferred Bayesian approaches for all analyses (except simulations) to this point. Although the random regression mixed model of variation in reaction norms can be fitted in a Bayesian analysis, I found that its results were extremely sensitive to prior specifications for the variance components. This is not surprising (with hindsight), because only studies with four or more environmental treatments can contribute to inferences about intercepts, slopes curvatures and residual variance. To avoid the need to use essentially arbitrary priors, I fitted this model by restricted maximum likelihood, using lme4 (Bates et al., 2014) . Standard errors for variance components in random regression models are not easily obtained from this software and in any case can be misleading when variance components are small and imprecisely estimated. I therefore report only the (restricted) maximum-likelihood estimates of the parameters of the simplest model that reports parameters that are analogous to the main quantities reported by . These should be interpreted in the light that, given the model and the currently available data, the inferences about curvature are highly uncertain.
The scaling of the environmental variable, E in eqn 23, is important to consider. Murren et al.'s (2014) calculations of means, slopes and curvatures assume that all intervals between environmental treatments have equal meaning. This is one of two potential treatments. Assuming equal biological meaning of all intervals assumes that those studies that use fewer environmental treatments cover a proportionately
smaller portion of the relevant range of the environmental variable. I think that an alternative treatment may be more sensible. It seems to me more likely that, on average, most studies are designed to span most of the relevant range of environmental conditions, whatever that range may be for the study, species, populations, environmental variable and traits in question. If this second option represents a more reasonable model of how reaction norm studies are generally designed, the consequences of assuming equal scaling of intervals, rather than equal scaling of the total environmental range, may be serious. If two studies covered the same range of the environment, the one with fewer increments of environmental conditions within that range would have greater calculated slopes and curvatures than the study with more increments and thus would also have relatively exaggerated differences between slopes and curvatures if equal scaling of increments was assumed.
Because neither treatment of the environmental variables is an obviously superior approach for every study in the database, I applied both standardizations. These can be seen as useful extremes, with truths for how each study was designed typically lying somewhere in between. First (my a priori preference), I standardized the environmental variable in each study to span the range from À2 to +2. The exact bounds are not necessarily important, although I chose À2 and +2 on the grounds that it might very roughly put the environmental variable in units of standard deviations, under the supposition most researchers will design studies with environmental variation that span the approximate limits of meaningful variation. If 'meaningful variation' is approximately normally distributed, 2 SD units spans most of the range. As a second treatment, that reflects Murren et al.'s (2014) assumptions, I meancentred the environmental covariates, giving each increment equal value of one unit.
The model described by eqn 23 does not explicitly account for sampling error. Rather, the different major potentially biasing factors (statistical noise, variation among treatments not associated with the focal reaction norm, and variation over and above quadratic effects) are treated together by the residual variance, in this case. The residual variance therefore combines these three major effects. The core difference between the quadratic random regression model and the analysis is that there is some place, other than complexity in the form of reaction norms, for variation over and above that associated with reaction norms to be represented. It would be preferable to specifically model statistical noise; as it is, there will still be some effect of statistical noise to inflate inferences of reaction norm shape evolution. However, the standard errors necessary to explicitly model statistical noise are inconsistently reported in the literature, and as the relative amount of error in mean phenotype estimates is typically substantially smaller than that which occurs in selection coefficient estimates (see examples above), the effect could be modest. The analyses that I present should thus be considered conservative relative to my assertion that reaction norm shape evolution should be much more modest than reported by .
The most immediately relevant variance components of the fitted mixed model defined by eqn 23 are given in Table 2 . These model parameters represent variation among reaction norms. Mean absolute differences in intercepts, slopes and curvatures are monotonic functions of the variance (true variance and/or sampling variance) according to E½jx i À x j j ¼ 2 ffiffi p p rðxÞ (see above). As such, the variances of intercepts, slopes and curvatures are the first pieces of information that the random regression mixed models provide about the relative importance of evolution of intercepts, slopes and curvatures. Under both standardizations, variation in intercepts is the major component of variation in intercepts, The main results are (a) variation in random coefficients among populations and (b) variation in random coefficients among populations, along with (c) residual variances of each of the four models with different standardizations of environmental variables and environment-specific mean phenotypes. Parts (d) and (e) report results from the same models, but transformed to represent mean absolute differences, rather than variances, and where the measures of curvature are rescaled to second derivatives, rather than quadratic terms. Note that in parts (d) and (e) mean absolute differences are reported for second derivatives, which are twice the values of quadratic coefficients (and so their variance is four times that of the variance of quadratic coefficients), to allow comparison with metrics calculated in .
2 9 ( 2 0 1 6 ) 1 8 8 2 -1 9 0 4 both among species (Table 2a ) and among populations (Table 2b) . Transformation of these variances can put the relationships in a slightly different terms, that might also be useful for interpretation, and that relate more directly to the quantities (mean absolute differences) reported by . In Table 2d and e, the mixed-model results are reported in terms of mean absolute differences, and the results for curvature are reported as mean absolute differences in second derivatives. There is no overall pattern for reaction norm evolution to be dominated by evolution of reaction norm shape, although evolution of reaction norm shape among species may be somewhat more important than among populations. All these interpretations should be made keeping in mind that a modest quantity of data contributes to the inferences about variation in reaction norm curvatures. The variances of reaction norm parameters among congeneric species, as estimated form the mixed model, has a different interpretation than the quantity estimated with summary statistics by . Because any data from a given species necessarily are collected on individuals from some population within that species, the summary statistic-based approach includes both among-population and among-species variation in the inferences about congeneric differences in reaction norms. In contrast, the species-level variation inferred from the mixed-model analysis is more hierarchical, representing the variation attributable to species.
Probably the best way to visualize the information about evolution of quadratic reaction norms that is contained in the fitted mixed models is by predictive simulation. Figures 6 and 7 show simulated pairs of reaction norms (with environmental variables standardized to common ranges), for intraspecific and congeneric reaction norms, respectively. Thus, these are not fitted results for any specific pairs of reaction norms in the meta-dataset, but rather, these are visualizations of the fitted model, converted for presentation into a format that closely corresponds to the main biological questions. Figures 6 and 7 show that among-species differences in reaction norm shapes are indeed generally greater than within-species differences. Although reaction norms do vary in shape at both levels, most differences are in the mean, especially in the centre of the ranges of the reaction norms, where the quadratic form of the random regressions should provide the most reasonable approximations.
Discussion
The primary goal of this article is to highlight the conditions under which it is necessary to account for the observation process in synthetic meta-analysis and how this can be accomplished with mixed models. In support of this goal, I suggest that many quantities of potential meta-analytic interest might best be obtained by modelling the distribution of quantities that are reported in the literature (rather than quantities derived from literature reports) and subsequently using these models to address biological questions. It should be clear that many meta-analytic questions, especially those relating to average magnitudes (or average magnitudes of differences, as in the second and third example re-analyses), absolutely require procedures that can separate biological signal from statistical noise. It must be stressed that, in each of the three examples, the results presented here and their modified interpretation are not a result of more powerful analyses. Even with infinite sample size (i.e. number of studies in a metadataset), the misleading conclusions of the informal meta-analyses would have occurred.
Importantly, it has been possible to clarify that there are conditions under which meta-analyses that do not account for statistical error will be biased. Meta-analytic quantities that do not depend on the dispersion of the values reported in the literature should generally fall into this category. This may be a useful finding in itself. Quantitative information about uncertainty, for example, standard errors, is not universally reported and in fact is disappointingly inconsistently reported in some literatures (e.g. in analyses of natural selection). Although meta-analytic inferences of a given data set will always be more precise if differences in precision among studies are taken into account, formal meta-analyses may not necessarily be most powerful when a choice must be made between a large data set without, and a smaller data set with, standard errors.
In the course of developing the mixed-model-based meta-re-analyses, several useful biological results have come to light. First, the average magnitude of selection gradients is likely not as large as has been reported. In fact, the average magnitude of selection gradients as estimated in the analyse-then-transform meta-analysis is approximately half (0.10 vs. 0.19 or 0.23, depending on what subset of the data is considered) that which was previously reported. This is a rather substantial difference in terms of interpretations of potential rates of adaptive evolution, and a very substantial difference in terms of the size of studies that may need to be designed to characterize typical strengths of selection in the wild. Second, the frequency at which sexually antagonistic selection occurs is probably much less than that suggested by summary statistics of paired estimated sex-specific selection coefficients. Furthermore, when sexually antagonistic selection does occur, it is far more subtle than the impression given from considering the joint distribution of male and female selection coefficient estimates. Third, evolution of reaction norms is not generally dominated by evolution of their shape. In fact, the formal meta-analysis yields the opposite qualitative finding to that of the informal analysis: at least at
the population level, most trait evolution seems to be of mean values across environments, particularly for divergence among conspecific populations.
None of these new findings should be viewed as a negative result. Relatively more modest selection than is suggested by summary statistics applied to estimated
Environmental treatment
Reaction norm values (scale is relative) Fig. 6 Simulated (log) quadratic approximations to intraspecific pairs of reaction norms, based on a random regression mixed-model analysis. The mixed-model analysis was conducted with the range of environmental variables in each study standardized to lie between À2 and +2. The values are somewhat arbitrary, and these specific values reflect loose assumptions that the relevant environmental variable might be normally distributed in nature and that researchers use their available resources to cover the majority of this range; under these assumptions, the scaling from À2 to +2 would make each unit equal to one SD of the environmental variable in nature. Quadratic approximations, or models of families of quadratic approximations, are most likely to provide good fits in the proportion of the range where the most data are available; the darker colouring from the environmental rage of À1 SD to +1 SD is arbitrary, but intended to draw focus to the range over which the model is likely to be most reliable.
selection gradients goes some way towards explaining stasis (Meril€ a et al., 2001; Walsh & Blows, 2009) , at least in general terms. In practical terms, the approximate halving of the inference of the typical strength of selection means that the sample sizes required to characterize 'typical' selection will be quadrupled, following power calculations such as those in . Similarly, it is useful to know that patterns of sexual antagonism (note that, in general, homologous traits generally have very high genetic correlations between the sexes; Poissant et al., 2010) may generally be much more subtle than is suggested by the main high profile results on the topic (for, e.g. Chippindale et al., 2001 and Foerster et al., 2007) . Finally, the revised finding that reaction norm shapes are not incredibly evolutionarily labile may be an interesting indication that developmental systems are relatively stable (see also Voje et al., 2014) .
Reaction norm values (scale is relative) Fig. 7 Simulated (log) quadratic approximations to congeneric pairs of reaction norms, based on a random regression mixed-model analysis. See text and caption of Fig. 6 for an explanation of the scaling and interpretation of the environmental variables.
Some statistical procedures may seem initially useful for dealing with sampling error in meta-analysis. First, it is important to note that the issues discussed here are not a result of a lack of statistical hypothesis testing in previous meta-analyses. Only formal statistical methods that account for observation processes, as necessary for the specific goals of a given meta-analysis, will prevent white noise at the level of individual data sets from being converted into severe biases in meta-analyses. Second, weighting by sample size, the inverse of standard errors, or other aspects of precision, will not necessarily solve the problems discussed here, when the interest in a meta-analysis is in any feature other than the mean of a phenomenon. Formal meta-analytic weighting methods, for example, the method of moments estimators of means and variances (reviewed in Rosenberg, 2013), will perform very similarly to the transform-then-analyse mixed-model approach in the simulation section of this paper (dotted line in Fig. 1 ) when applied to derived quantities that depend on the dispersion. Third, subsetting meta-data to consider only statistically significant results may seem like a way to make inferences using only the most reliable portion of a meta-dataset, but such a practice will generally make the problems much worse. The subset of results in any literature that are statistically significant will generally provide very upwardly biased impressions of the magnitudes of phenomena (Gelman & Weakliem, 2009) .
How is one to know if some specific inference will be biased by statistical noise in a meta-analysis? For each of the three examples I re-analysed, instructive analytical results about bias was obtainable (typically for simplified, but instructive, models). However, for other meta-analyses of the many potentially complex but interesting quantities that may be of interest in ecology and evolution, analyses such as these may not be tractable. Two useful guiding principles should be that (i) biases should arise if the quantity of interest in an aspect of the dispersion (e.g. standard deviation, variance, mean difference) of quantities that are reported in the literature (see for, e.g. and (ii) if the quantity of interest is obtained from a nonlinear transformation (e.g. absolute value) of the quantities that are reported in the literature. A simulation approach may be useful in any specific situation. Before or after a meta-dataset is assembled, one can simulate some biologically null (or otherwise) 'true' values and then generate simulated estimates by adding error to those simulated true values (these errors can be drawn from distributions defined by standard errors, if available). Researchers can then apply their metaanalytic methods (informal or otherwise) to these simulated data to check whether sampling error causes appreciable deviation from their simulated patterns. This is the procedure that I did in the simple simulations to demonstrate how sampling error would affect the informal meta-analyses of sexually antagonistic selection (Fig. 3) and variation in reaction norms (Fig. 5) . This type of simulation led to the deletion of a meta-analysis of measures of spatial autocorrelation (e.g. of Moran's I, which is a complex transformation raw data from each study) in selection from Siepielski et al. (2013) , as it uncovered severe biases arising from sampling error and nonrandom selection of study sites.
Further developments of meta-analytic techniques may be required for analysis of many parameters of interest in evolutionary biology. In this paper, I have focused on analysis of quantities that are nonlinear transformations of quantities that are reported in the literature. Another class meta-analytic problems that is worthy of more methodological attention may be the analysis of bounded quantities. For example, meta-analysis of variance may potentially be of interest, but variances cannot (typically) be less than zero. Consequently, sampling errors of variance estimates will be asymmetric, potentially causing bias (similarly to simulations herein for the transform-then-analyse approach; Fig. 1 ). For variances, have suggested that analyses could be conducted on the log scale. Results of such log-scale analyses could subsequently be transformed back into the original scale, if desired. Another situation where conducting meta-analyses on a different scale (and subsequently transforming results) could prove useful is in analysis of quantities such as heritability (e.g. see informal metaanalyses in Postma, 2014) and other estimates of phenomena that are biologically useful to express as bounded quantities (e.g. measures of reproductive isolation, Sobel & Chen, 2014, or phenotypic or genetic correlations). Means for transformation of estimates and their sampling variances to a scale where errors will be symmetric are not currently obvious in such cases.
Additional development of the 'analyse-then-transform' approach to meta-analysis advocated here may be very useful as well. For meta-analytic inferences such as those made here, derived quantities (e.g. the mean magnitude of selection) may depend on complexities of the distribution of untransformed quantities. It is reassuring that the analyses assuming normal distributions and t-distributions of directional selection gradients yielded very similar inferences of the average magnitude of selection. It seems plausible that inferences based on normal distributions might typically be quite pragmatic. However, it should not be surprising if situations arise where the use of much more flexible random distributions in meta-analysis (Higgins et al., 2009) proves useful or even necessary.
The surge in popularity of meta-analysis may be occurring at the cost of qualitative synthesis. There is probably a great deal that can be gained from considering the expert opinion of a person who has invested time and thought in a particular topic. Much of what can be gained by qualitative review may easily be missed in the developing paradigm where synthesis is achieved primarily via meta-analysis. The insight provided by those rare studies that are particularly cleverly designed so as to strike at the core of an outstanding issue is greatly diluted in a meta-analysis. The most creative and insightful studies may even be excluded from meta-analyses, if they rely on particularly clever, but nonstandard, approaches. We should not dismiss the service provided to any given field by a dedicated worker determining just what specific qualitative insights may be buried in large literatures. Postma, E. 2014 Given the multiple commentaries on published here, we focus our comments on Morrissey's re-analyses of previous synthetic analyses of phenotypic selection gradients (b and c). Morrissey argues that formal meta-analyses of selection that account for sampling error are important; we agree and have conducted such analyses . We are therefore surprised at Morrissey's focus here on the Kingsolver et al.
(2001) study and its associated nonparametric analyses, given the greatly expanded data sets, additional analyses and new statistical tools that have become available in the past 15 years Siepielski et al., , 2011 . In , we conducted mixed-effects modelling of b in a Bayesian framework using MCMCglmm . This framework accounted for potential effects of both sampling errors and studyand species-level autocorrelation. We also incorporated moderator variables (e.g. trait type, fitness component or taxonomic group) in the models to evaluate whether moderators influenced b. [The model statements used in these analyses were provided in the Supplement of .] We applied these analyses to the data set of [updated and much larger than that of ], to estimate the posterior distribution (and mean) of b; a folded normal distribution was then used to make inferences about |b| . Contrary to brief summary of , we reported in that paper that accounting for sampling error substantially reduced the estimated mean magnitude of selection (|b|), but that differences in average b or |b| among different trait types, fitness components or taxonomic groups were similar for analyses that do Fig. 1 (Fig. 2) as reflecting estimates from models which do and do not incorporate standard errors. In fact, the distinction between uncorrected and corrected values reflects a much broader difference between estimates from simple summary statistics of the kernel density distribution of selection coefficients versus those from a formal meta-analytical model that incorporates standard errors and random effects structure to account for study and species-level autocorrelation (see Kingsolver et al., 2012: page 1104 for a description of the comparisons made, and Fig. 2 , Table S2 for results).
A common problem for conducting formal meta-analyses is that estimates of standard errors (or equivalent) may not be available. For example, despite repeated calls for such information, more than half of the estimates of b or c reported in the literature do not include values for standard errors Siepielski et al., 2011) . is largely silent on the issue of missing data, but his re-analyses of phenotypic selection appear to only include information from data records where standard errors are available. We argue that excluding more than half of the data throws out valuable and hard-won information and has the potential to generate biases in the resulting estimates. The goal of meta-analyses is to summarize the available evidence (Gurevitch et al., 1992) : informal meta-analysis of all available data may be more valuable than analyses of a fraction of the data that includes sampling error. In addition, there are many methods for imputing unknown standard errors (reviewed in Lajeunese, 2013) . For example, unknown standard errors may be imputed using: the mean or median of the known standard errors (Wiebe et al., 2006) ; the relationship between known standard errors and sample size, with sample size being a more commonly reported metric ; or using multiple imputation techniques (Rubin & Schenker, 1991) . Whereas none of these methods perfectly solves the issue of missing standard errors, they can provide an important bridge between informal and formal meta-analysis until better reporting practices are adopted in the literature. Indeed, although imputation methods have the potential to introduce bias, comparisons of meta-analyses that use only data with available variances versus those that use data sets with imputed variances have yielded similar results (Philbrook et al., 2007) . At a minimum, a comparison of results from reduced data sets (i.e. with standard errors, e.g. and the full data set (i.e. with and without standard errors, e.g. can provide insight into potential bias associated with excluding those studies that do not report standard errors.
The focus in Morrissey (2016) on sampling error alone ignores a variety of other important issues in metaanalysis including nonrandom sampling of populations, reporting bias and spatial, temporal and phylogenetic autocorrelation. These are issues that will not be solved by reporting and incorporation of standard errors into metaanalytic models . With the increased effort of providing raw data (Reichman et al., 2011; Vision & Cranston, 2014; Mills et al., 2015) through data repositories such as Dryad (datadryad.org), we may soon be in the position to use full data sets, rather than summary statistics, to conduct meta-analyses. The availability of such complete data sets may open the door for novel explorations of the major features characterizing evolutionary patterns and processes.
Despite these criticisms, we applaud Morrissey's (2016) efforts to describe and advocate the use of formal meta-analytic models in ecology and evolution. But specifying and implementing formal mixed-effects metaanalyses for heterogeneous biological data can be challenging. As a personal example, in the late stages of the publication process of , Jarrod Hadfield recognized several errors in our model implementation and generously gave us advice and suggestions on our R code to correct these; these errors had not been identified by other reviewers of the manuscript, including several with expertise in meta-analysis. (Of course as authors we are solely responsible for any remaining errors of analysis or interpretation in the paper.) We strongly believe that making detailed code associated with meta-analyses available would be most valuable in moving this field forward. Freely available, compiled data sets on phenotypic selection and many other topics in ecology and evolution have been instrumental in motivating new studies and analyses; freely available code and workflows could greatly expand the use of such models and allow the community to explore extensions and alternatives to these models. Of course both code and data can be used inappropriately, but we are convinced that their free availability leads to less confusion and more rapid understanding.
On the utility of meta-analyses in the study of natural selection
R . C A L S B E E K & M . A . M C P E E K
Department of Biological Sciences, Dartmouth College, Hanover, NH, USA
The history of attempting to measure natural selection on quantitative characters goes back nearly 120 years (Bumpus, 1899) . On a wintery morning in February, 1898, D.H. Bumpus came upon 136 English sparrows knocked to the ground by a late season storm. Gathering them up and returning to his laboratory, he measured a handful of characters from these birds (64 of which subsequently perished) and attempted to differentiate the living and dead based on variation in phenotype. His conclusion? Selection tended to cull individuals most divergent from the average 'type'.
Seventy years passed before and provided a statistically rigorous framework for estimating the strength and form of selection in the wild. The observation that selection gradients taken from traditional general linear models could be used to accurately estimate natural selection revolutionized the way evolutionary biologists thought about and measured selection. As a result, the number of studies reporting selection gradients has exploded in recent decades.
With the trove of data filling the scientific literature, researchers have begun asking various derived questions about the intensity and form of selection in the wild: How strong is selection in general? How does selection vary through time? How does selection resolve conflicts between the sexes? How does the environment influence evolution? Several recent papers have attempted to summarize the existing literature on natural and sexual selection to address these questions: typical strength of selection Hoekstra et al., 2001; , temporal variability and sex specificity ). In Morrissey's (2016) study, these 'informal meta-analyses' are re-analysed using a novel mixed-model meta-analytical approach.
Morrissey explores three flavours of meta-analyses: informal, formal and a Bayesian mixed-model approach that is the major contribution of his paper. Informal meta-analyses typically do not account for the varied methods of collecting or variability associated with the observed data. Depending on the nature of the question being asked, informal meta-analyses can range from perfectly reasonable to highly biased. In particular, the well-understood problem of upward bias that arises from summarizing mean absolute values makes informal meta-analyses problematic. Formal meta-analyses include some accounting for error in individual estimates of a quantity. Formal meta-analyses may therefore be preferable to informal meta-analyses but themselves suffer from other problems. In particular, formal meta-analyses tend to do well at minimizing error (i.e. improving precision) but do not necessarily get us any closer to knowing a true mean value. Morrissey offers a Bayesian mixed-model approach to measure some meta-quantity while accounting for sampling error. This new method he argues is free from the biases introduced by previous formal and informal meta-analyses. So if we wish to know the mean strength of selection in the wild, Morrissey suggests that this Bayesian mixed-model approach provides a less biased estimate than traditional methods.
When applied to the previously published studies cited above, Morrissey concludes that selection is not as strong on average as we thought, not as variable as we thought, not as sexually antagonistic as we thought, and that reaction norms evolve not by variation in shape but by differences in mean trait values across environments. Our initial reaction to these conclusions is that one should be unsurprised by the revision of results. The sample sizes used in most selection studies are small, at least relative to those needed for precise estimates of linear selection (not to mention quadratic selection estimation: (Brodie, 1992; Blows & Brooks, 2003) . Thus, error terms around the value of published values of selection tend to be large. Traditional metaanalyses may therefore provide a biased summary of how selection operates (on average) in the wild. Moreover, even the best of parameter estimates from metaanalyses are probably inflated, because studies in the literature are likely to be heavily influenced by publication bias . Researchers that attempt to measure selection only to find weak or undetectable relationships between fitness and phenotype are probably less likely to submit those results for publication or to have those results accepted for publication when submitted.
With that said, we pose the question: Does it matter? Previous reviews of selection (e.g. are interesting in our estimation, not because they provide an average strength of selection, but because they provide some insight into the range of values that selection gradients may take (see e.g. figure  3 in ; figure 3 in . Although the mean value of selection in nature may be of passing interest, we should point out that any measure of selection is only relevant to that population in which it is measured and only for that time period during which it occurred. Calculating mean values of selection over time, through space, or among species ignores this salient point. To see that this is true, one need only to consider the change to values of genetic variance and covariance, so central to the predicted evolutionary response to selection, that occurs each generation. The dynamic properties of quantitative genetic parameters make long-term future predictions of evolutionary change a fool's errand .
A second problem related to the first is that differences in the shape or intensity of selection as it acts among populations are often the most interesting facets of these studies. Indeed, the most powerful insights regarding natural selection usually come from studies (whether experimental or observational) that compare differences in the agent of selection. However, these interesting ecological differences that underlie variation in selection are erased when selection coefficients are pooled into mean values. This is exemplified by Calsbeek & Cox (2010) , who manipulated whole-island populations of lizards to study the importance of predation and competition as agents of natural selection. Calsbeek and Cox showed that the strength of selection was strongly tied to variation in population density (a proxy for competition intensity) but not with predation intensity. The ostensibly interesting result that natural selection on characters like body size and running stamina tended to be strong and positive at high population density but weakly negative at low population density would be completely missed by a study-wide averaging of selection gradients (which would indicate a net selection coefficient of approximately zero).
Finally, the diversity and heterogeneity of data represented among measures of natural selection are so great that the application of any meta-analytic methods, no matter how rigorous, may be problematic. Estimates of selection differentials and gradients are made on a huge diversity of phenotypic traits using a large set of proxies for fitness. Thus, the underlying statistical distributions from which these measures are drawn are surely not the same. Moreover, even for those that are drawn from the same distribution, the underlying parameters will not be the same. For example, we simulated various data sets of selection differentials and gradients by repeatedly applying directional selection to a population of 1000 individuals with a specified phenotypic variance and strength of selection. We found that the variance in the selection differentials and gradients changed as the initial phenotypic variance in the population changed. Thus, even differences in phenotypic variance among populations from which estimates are made cause violations of the assumptions of meta-analysis methods that Morrissey derives.
There is clearly value in a meta-analytical approach. As the scientific literature burgeons, the utility of summarizing major patterns in ecology and evolution will also grow. The mixed-model approach developed by Morrissey offers a less biased means of estimating parameters using meta-analyses. However, distilling the multifarious nature of natural selection to a few summary statistic values seems uninformative. We echo final paragraph that real understanding of the operation of natural selection will come from synthesizing the similarities and the differences among studies on different traits, different measures of fitness and different taxa experiencing different ecologies. In the case of selection gradient studies, the meta-whole may be less than the sum of its parts.
COMMENTARY
Evolutionary divergence of reaction norms in ecological context: a commentary (Bradshaw, 1965; Schlichting & Pigliucci, 1998; Sultan, 2015) , rich data sets of reaction norm variation across organisms, trait types and ecological conditions are ripe for syntheses. Quantitative syntheses have enhanced our understanding of other fundamental mechanisms of evolution (e.g. heritable genetic variation Mousseau & Roff, 1987) and generated new hypotheses. The field of evolutionary biology has moved forward by scholars following up with new empirical data to test these hypotheses. Several decades after Mousseau & Roff's (1987) synthesis of heritability estimates, Wood et al. (2016) expanded on this research to consider the role of population size, employing modern meta-analytical techniques. This work demonstrates how revisiting synthetic scholarship through time can offer new and confirmatory insights.
Given the diverse commentaries on Morrissey (2016) in this collection, in our comments here, we focus on aspects of reaction norm evolution. Specifically, we (i) emphasize the fundamental goals of our evaluation of divergence in reaction norms among species pairs and ecotypes , (ii) reiterate the collection procedure we employed in developing the database of studies and some biological implications of those search methods in interpretation of our results, (iii) highlight the distinction between treatment of the environment and our method that considers environmental novelty, (iv) discuss variation in reaction norm estimates and (v) conclude by advocating for further syntheses in reaction norm biology.
Evolution of reaction norms
Work evaluating the diversification of reaction norms between pairs of populations single clades or pairs of species raised in contrasting environments (e.g. Gilchrist & Huey, 2004; Wund et al., 2008; Pfennig et al. 2010; Griffith and Sultan 2012) demonstrates that variation in environment types and trait types results in evolution of diversity of forms. Inspired by this literature, in 2014, we described a mean-standardized approach to evaluating the evolutionary divergence in closely related species or in ecotypes of the same species within a study for attributes of reaction norm including differences in trait offset (overall difference in trait value across all environments) slope and curvature . We reported that all three attributes of divergence were detected. Further, we advocated that, taken together, slope and curvature differences warrant further consideration as important aspects of reaction norm evolution. Our sampling was broad in scope with respect to the types of reaction norms included (i.e. quadratic (e.g. thermal performance curves) to sigmoidal (e.g. developmental switches) shapes were part of the sample). In general, we found important roles for moderators of observed evolutionary divergence in reaction norms, including the environment type, trait type, organism type and environmental range. More finescale analysis of particular factor levels within moderators prompted us to call for further investigations into the history of environmental heterogeneity, novelty of the environment and the potential to diverge.
Since publication, other authors have examined our database and used it as a basis for additional empirical and synthetic work. For example, Stamps (2016) suggested that particular behavioural traits need to be more explicitly considered. Others have employed our divergence approach to examine thermal reaction norms of closely related species to evaluate generalist vs. specialist strategies (Berger et al., 2014) or to contextualize adaptive responses (While et al. 2016) or model results .
Literature inclusion criteria and comparison of modelling approaches
We ended our discussion with a call for further investigation of reaction norms with refined models as theory and methods of meta-analyses are swiftly developing. Thus, we applaud efforts in advancing the field. Nonetheless, a clarification of the methods for inclusion of an empirical study into our database highlights the differences in the evolutionary ecological context of our work and that of . Specifically, we did not include studies investigating whether genetic variation for plasticity could be uncovered; we only included those studies which the authors of the study had ecological reasons for anticipated divergence. Thus, we did not include any study with pairs of populations; we only included ones considered 'ecotypes' with an explicit ecological basis for anticipated phenotypic divergence. Therefore, Morrissey's simulation example includes a greater element of noise than our empirical biological sample.
We note that does not present a formal meta-analysis of our reaction norm data set for the same reason did not; standard errors and variances were not reported in most studies of reaction norms included in our data set. As an alternative, proposed a quadratic random regression mixed model (QRRMM). In this model, any variation not fit by the quadratic regression is considered part of the residual variation; thus, any shape variation not captured by a simple quadratic represents residual variation. In addition, because most studies in our database only considered three environmental levels for measuring the reaction norms, only approx. 30% of the data provide information about the variation in the (quadratic term) of the reaction norm. As a result, using the quadratic model therefore is distinct from Murren et al.'s (2014) approach as we did not explicitly evaluate a particular reaction norm shape type. Rather, we employed an inclusive perspective on shape variation. When evaluating a dataset that is drawn from a range of shape types and varies in sample size for the reaction norm attributes, it is not surprising that this method favours detection of mean differences. While the QRRMM approach offers promising new directions to explore particularly under conditions where a specific quadratic shape is assumed, it is not surprising that applying this model results in a different conclusion than .
The environment and importance of novel environments
The inclusion of the treatment interval is another key difference between our approach to the analysis of reaction norms and the approach of by . His interpretation of how cross-environment studies are designed is 'most studies are designed to span the relevant range of environmental conditions' . This is in contrast with our data collection, which included a clear focus on environments that were both inside and outside the native range (Table 1, . The bounding and 'meaningful limits' proposed by have dual effects; doing so substantially reduces the number of data records potentially used in the analysis and second eliminates any evaluation of responses to novel environments. We agree that for a narrow subset of environments (e.g. temperature reaction norms) bounding is biologically appropriate as thresholds exist at both the low and high end of environments for biological function -yet the biological context (environmental novelty) for such selections remains a meaningful distinction. While we may make these nuanced evaluations for well-studied systems with clear expectations, environment types such as ordered predator severity or multivariate changes such as in transplant studies may not easily lend themselves to a bounding approach. Moreover, novel environmental conditions do not necessarily have clear phenotypic expectations regarding whether slopes or curvature might be exaggerated or reduced (e.g. Ghalambor et al., 2007; Schlichting, 2008) . Therefore, we currently do not know if the 'centre of the ranges of the reaction norms' represents the most frequently encountered environment or how to interpret whether novel environments are included as part of the gradient.
Concluding comments
Meta-analytic approaches and quantitative syntheses are fundamental to evaluating emerging processes, contributing to hypothesis generation and complementing traditional reviews. Until all databases are curated and publically available, some syntheses will be incomplete. In reaction norm literature, most studies report means but many do not report measures of variation around means. Even with such incomplete information, such syntheses are still valuable . We encourage scholars to consider implementing diverse analytical methods and develop new ones. In doing so, however, it is important to recognize that reanalyses that apply specific assumptions and employ a particular subset of data that meet these assumptions can unsurprisingly result in different conclusions. New methods that consider range shifts and other elements of diverse reaction norms may be especially useful in this regard. We close by advocating for authors of reaction norm studies (including syntheses) to make data publically available, at a minimum, by reporting both estimates of central tendency and errors, but ideally at the level of individual records rather than summary statistics.
Advancing meta-analysis beyond simple parameter estimation
S . M . S C H E I N E R
Division of Environmental Biology, National Science Foundation, Arlington, VA, USA
In evolutionary biology, questions of general importance are rarely amenable to answers from single experiments or studies. Because we deal with living organisms and because evolution is fundamentally about change and diversity, answers come from aggregating information from many experiments or studies. Meta-analysis is a formal way to do such aggregating.
Over the past 25 years, meta-analysis methodology in general and its use in ecology and evolution have made great strides resulting in a substantial increase in the rigour of synthetic studies. That work, however, has focused on a narrow class of parameters (e.g. means and regression slopes) and a specific methodology. shows that for some types of parameters, the standard methodology produces biased estimates. These other parameters include those that are central to evolutionary theory, such as the magnitude of selection coefficients and the shape of reaction norms. The standard methodology was developed with a goal of improving the precision of parameter estimates; Morrissey broadens that to considerations of estimation bias. His results in no way invalidate the previous work on meta-analysis methods; they merely show that such methods are not appropriate for all questions. The outcome should be a renewed focus on meta-analysis methods that expands our conception of what is considered part of metaanalysis and its toolbox of available techniques.
Meta-analysis is a way to formalize information aggregation. It can be defined broadly, as by who coined the term: 'the statistical analysis of a large collection of analysis results from individual studies for the purpose of integrating the findings'. Or it can be defined more narrowly, as by Koricheva & Gurevich (2013) in a recent handbook on meta-analysis: 'a set of statistical methods for combining the magnitudes of the outcomes (effect sizes) across different data sets addressing the same research question'. The problem with the latter definition is that all questions are not about effect sizes, nor are all data aggregated from data sets addressing the same research question. I agree with Morrissey that meta-analysis should be considered to be broader than just a specific set of statistical methods.
In aggregating data, we can ask a variety of types of questions. The meta-analysis tradition represented by Koricheva and Gurevitch is primarily about hypothesis testing: Does the mean effect size of some sort of treatment differ from zero? The meta-analysis of Morrissey is more about parameter estimation: What is the mean magnitude of the directional selection gradient in natural populations?
A third type of question is about the frequency of occurrence of some phenomenon like the one we (Palacio-L opez et al., 2015) asked in a meta-analysis about adaptive plasticity: How often do plant traits show adaptive plasticity? That question is not about mean effect sizes. We do not expect reaction norm slopes to centre around some particular parameter values; just the opposite, we expect them to vary widely. The question is about the percentage of times that reaction norms are greater than a (admittedly arbitrary) threshold and show a particular pattern when compared among populations. Such questions are sometimes derided as 'vote counting' but doing so is a mischaracterization.
Meta-analysis was developed, in part, as a way of advancing research syntheses beyond simply counting up the number of studies that reached statistical significance. For example, if one was interested in the importance of competition as a structuring process in plant communities, one could survey the literature for all studies that experimentally manipulated competition (e.g. growth alone vs. growth with another individual) and counted the ones that found a statistically significant effect. If, say, 25% were statistically significant, one would then declare that competition was an important process approximately a quarter of the time. That would be wrong and Koricheva and Gurevitch correctly condemn such an approach because it fails to account for variation in statistical power among the studies. Instead, they properly advocate that for each study an effect size be calculated that accounts for such variation and then those corrected effect sizes be aggregated and tested for a departure from zero.
But standardized effect sizes can be used in other ways. In our analysis (Palacio-L opez et al., 2015), we determined the mean effect size that represented a one standard deviation difference among treatments and used that to determine the frequency of traits that fell into various categories (e.g. not plastic, adaptively plastic, nonadaptively plastic). Importantly, we also looked at the effect of changing that threshold and provided the bootstrapped cumulative distribution function so that readers could choose their own threshold. This procedure is a different, but equally valid, use of effect sizes. I emphasize that our study followed the other advice in Syntheses in evolutionary biology are subject to an aspect of data quality that differs from the common use of meta-analysis such as those in medical research. In those studies, there is a single phenomenon being analysed (e.g. the efficacy of various treatments for some disease) and studies are chosen for inclusion in a metaanalysis depending on the appropriateness of the research design. Performing a meta-analysis of the magnitude of direction selection is of a different nature because not only must the study be properly designed, but also the very existence of the data depends on what system the researchers decided to measure. Morrissey raised this issue in his comparison of the results of and . The latter analysis focused specifically on temporal dynamics and Morrissey points out that long-term studies are more likely to be done when selection has already been shown, or is strongly suspected, to be occurring.
In general, meta-analyses in ecology and evolution are liable to researcher selection bias. Scientists tend to look in places where they expect to find interesting results. If you are interested in natural selection, you tend to start with traits that you think are under selection. If you are interested in phenotypic plasticity, you tend to start with traits that you think are plastic. One correction for this bias within individual studies is to measure many traits beyond the focal one(s). The nonfocal traits act as a control for the focal traits. For studies of antagonistic sexual selection, one should measure traits that are not expected to be under sexual selection. Applying Morrissey's suggested techniques to those data would show whether the putative sexually selected traits show differences as great or greater than the nonfocal traits. For our meta-analysis of the ubiquity of plasticity, we used two approaches to correct for such bias. First, we included all measured traits from each study and we included studies that were not originally focused on trait plasticity. Any conclusions from a meta-analysis in evolutionary biology must be tempered by considering to what extent the data are a representative sample.
Morrissey's re-analysis of the data of solidifies our own conclusions. He found that with respect to reaction norms, most trait evolution occurs on mean values across environments, rather than on the parameters of the reaction norm. This result is consistent with our finding that trait plasticity is less ubiquitous than local adaptation. My informal polling of evolutionary biologists finds that most researchers think that phenotypic plasticity is very common. That misconception is likely due to two reasons. First, nearly all organisms probably have at least one trait that is phenotypically plastic. That does not mean that all, or even most, traits are plastic, nor that the plasticity is adaptive. But the existence of some plasticity leads to recall bias. Second, published studies of plasticity are almost always focused on traits that the researcher knew was plastic before starting the study. Otherwise, why bother to study it, resulting in study selection bias. Meta-analyses in particular and scientists in general need to guard against such biases. Most meta-analyses in ecology and evolution are concerned with an overall effect (average effect sizes) of a biological phenomenon. However, some meta-analyses are interested in average magnitudes or the mean of absolute effect sizes. For example, in a meta-analysis of selection gradients where signs of such gradients can be arbitrary, one uses absolute values of selection gradients as effect size (e.g. . Michael Morrissey's Target Review (2016) clearly demonstrates that when average magnitudes are of interest, one must correct for the statistical noise (sampling error) of effect sizes. Otherwise, meta-analytic results, that is average magnitudes, will be biased. This is in contrast to a classical situation of overall average of effect sizes, which is unbiased when not accounting for sampling error (variance). Morrissey terms meta-analyses that do not deal with sampling error as 'informal meta-analysis'. Such meta-analysis is also referred to as unweighted meta-analysis, as effect sizes are not weighted by the inverse of corresponding sampling error variances (e.g. Jennions et al., 2001) .
Many may believe that informal (unweighted) metaanalysis provides biased estimates, whereas formal (weighted) meta-analysis provides unbiased estimates (cf. . However, it has been long been pointed out that unweighted mean is unbiased . What is new is that shows that unweighted mean is unbiased only when it comes to average values but not average magnitudes. Morrissey mathematically describes why this is the case. However, we are slightly concerned many potential readers may skip his mathematically derivations (cf. Fawcett & Higginson, 2012) , and they may not truly understand why we get unbiased or biased averages in different meta-analyses.
Therefore, we present an intuitive visualization of Morrissey's main results in this commentary.
The upper panels (a and b) of Fig. 1 depict idealized normal distributions of effect sizes. The lower panels (c and d) depict the folded normal distributions corresponding to a and b, respectively; they are a visualization of absolute values of effect sizes, such as selection gradients. The left panels (a and c) are based on the normal distributions with the mean of 0, whereas the right panels are based on the normal distributions with the mean of some positive value. The distributions in red are without sampling error variance (i.e. visualization of formal meta-analysis), whereas the ones in blue are with sampling error variance (i.e. visualization of informal meta-analysis). Note that the blue distributions have heaver tails as they include sampling error variance. Figure 1 conveys three important messages.
First, the mean values of the two normal distributions superimpose each other in Panels a and b. In other words, the average values are the same between the red and blue distributions (formal and informal meta-analyses, respectively). Put it in yet another way, the mean from informal meta-analysis will be unbiased. On the other hand, the means of the two folded normal distributions (Panels c and d) are different, with the blue distributions having larger means. That is, the distributions with sampling error provide upwardly biased estimates.
Second, relating to the first point, the upward bias in informal meta-analysis will be worse when the original (unfolded) normal distribution has a mean closer to zero than otherwise (compare Panel c with Panel d). One can easily visualize that if the mean of a normal distribution gets far enough from 0, then the corresponding folded normal distribution will be just that normal distribution. Then, the bias described here (Panels c and d) will be negligible. However, in most of cases when we are interested in absolute values (magnitudes), the mean of the original values will probably be close to zero (e.g. the examples in Morrissey, 2016). Thus, not controlling for statistical noise will overestimate the average magnitude of interest.
Third, the upper panels (a and b) actually give an intuitive explanation for why formal (weighted) metaanalysis is often preferred over informal (unweighted) meta-analysis. The red normal distributions (formal meta-analysis) are narrower than the blue normal distributions (informal meta-analysis, a and b). In other words, formal meta-analysis is more precise or statistically more powerful than informal meta-analysis .
Although we are very much in support of Morrissey's main thesis in his article, we would like to express some difference in opinion on his concluding paragraph. There, he warns about the danger of using meta-analysis in general, stating that meta-analysis can dilute a handful of very good studies, or that meta-analysis can even exclude creative studies, which use nonstandard methodologies. Thus, he emphasizes the importance of qualitative synthesis. These are indeed possibilities, and we do not necessarily disagree. However, we also want to point out that meta-analysis is equipped with tools that can detect unique studies. Figure 2 shows a funnel plot (Egger et al., 1997) of an imaginary meta-analytic dataset; a funnel plot has the meta-analytic mean (average) at the centre of the funnel with each effect size being plotted according to its precision (the inverse of standard error). Points a and b are more unusual than points c and d, although all the points are outside of the funnel (95% confidence intervals around the mean). This is because points a and b both have high precisions, but are far away from the meta-analytic mean. Points d and c, in contrast, have low precision, and thus, their large deviation from the mean may be expected. Also, point a is probably more remarkable than point b, because the sign of point a is the opposite of the mean. Our main message here is that graphical tools developed for meta-analysis can be used to identify special and unique studies that deserve more attention in a quantitative rather than qualitative manner. Nonetheless, these tools cannot completely replace researchers carefully reading every empirical study, evaluating the quality and importance of each work. Morrissey (2016) is an enjoyable but challenging read that highlights misapplication of meta-analysis to questions in evolutionary biology. The problems highlighted in the three case studies all arise when estimating the mean magnitude rather than the mean value of a relationship (i.e. using absolute rather than signed effect sizes). A statistical maven speaks, but the language remains technical, and the message might be lost, or worse, misunderstood. I therefore focused my efforts on summarizing some key messages in a form that I could use to teach students. My commentary is directed to such readers. The result is a cartoon (Fig. 1) . I hope it provides accessible insights into the problems Morrissey raised. We can note the following: 1 Biased estimates of the mean magnitude of an effect arise whenever the estimated effect in a study is not in the same direction as the true effect (shown by the grey part of the sampling variance bar). This still contributes a positive estimate of the absolute effect size. The dark part of the bar and the bar above each line (which is the same length as the grey bar) shows the extent to which this creates an asymmetric in estimates of the absolute effect size. 2 Weighting studies by the inverse of their sampling variance, which is often closely linked to sample size (e.g. for Fisher's z transformation of r, it is 1/[N-3]), is useful. It reduces bias in estimates of the mean magnitude of the effect. Compare effect A with B, or C with D. The effect that is estimated with a smaller sampling variance is less likely to cross the zero boundary such that the distribution of estimated absolute values is biased upwards. Consequently, if studies are weighting by their sample variance, the bias in the estimated mean is reduced. I do not think this insight is obvious from Morrissey's review. 3 With greater variance in true effect sizes, there is a lower likelihood that the sampling variance will produce estimates either side of the zero boundary that inflate the estimated mean magnitude of an effect. That is, for distribution I, far fewer of the true effects are greater than or equal to C or D than is the case for distribution II. 4 The underlying statistics for commonly implemented meta-analyses assume that (i) the true distribution of effect sizes is symmetric and (ii) that the sampling variance is symmetric. Assumption (i) is false for absolute effect sizes when the distribution of true effects includes zero (compare, say, I and III).
Although not illustrated, in I, the distribution of absolute effect sizes is an asymmetric folded normal distribution; for III, it is not (ignoring the very few true effects below zero). Obviously, as the situation moves from III towards I, the problem increases. Assumption (ii) is incorrect when the sampling variance includes values opposite in direction to the true effect (most likely for case A and least likely for case C). None of the above qualifiers negate Morrissey's insight that transforming then analysing observed effect sizes inflates the estimated mean magnitude of an effect. The technical validity of Morrissey's analysethen-transform mixed model approach to resolve the problem is beyond me, but it makes sense because it uses the appropriate variances. Ultimately, Fig. 1 simply illustrates that variances are being misspecified for meta-analysis of absolute values. In hindsight, the problem is fairly obvious, but in what other situations do problems arise? Morrissey suggests that 'many Fig. 1 The mean true effect is zero. Three distributions of the true effect size are shown (I-III). I has a lower variance (smaller standard deviation) than II. Cases A to D represent studies in which the true effect size (indicated by a solid circle) is either a value close to, or far from, zero. For simplicity, only cases with positive true effects are shown. The symmetric bars around the true mean indicate the sampling variance. For simplicity, we can think of these as the range of estimates that will be obtained 95% of the time for a given study. Studies with a smaller bar have a lower sampling variance (i.e. a larger sample size).
quantities of potential meta-analytic interest might best be obtained by modeling the distribution of quantities that are reported in the literature' but which?
Primary studies ('the literature') can report findings in ways that violate underlying model assumptions and bias estimates. For example, a publication bias towards statistically significant results generates an asymmetric distribution of effect sizes that biases mean estimates upwards for nonzero true effects (Jennions et al., 2013) . A similar problem arises for 'quantities' that tend to go unreported when negative, such as heritability. Also, some reported 'quantities' already have distributions that violate assumptions underlying standard meta-analyses . Unfortunately, Morrissey's three case studies all seem to vary on the 'absolute value' problem. A longer list of problematic quantities (whether reported in the primary literature or 'literature reports') could help to identify broader categories of concern. In my view, highlighting 'quantities that do not depend on the dispersion of the values reported in the literature' is unhelpful. The follow-up suggestion to be cautious if 'the quantity of interest is an aspect of the dispersion' is intriguing, and I do not dispute it, but the underpinning reasoning is opaque.
Morrissey's case studies are excellent reminders that conceptual problem are often associated with an incorrect or even unstated null hypothesis. The sexual antagonism case study is a great example. Whenever estimates are imprecise, secondary relationship will contain spurious pairings. Morrissey cleverly illustrates this by simulating pairs of estimated selection gradients where there is no selection on either sex. Estimates of sexual antagonism arose in 50% of cases (his fig. 3c ). Simulations are indeed valuable, but you do not always need a formal simulation. Here, simply consider what happens when you toss a coin twice -in 50% of cases, you get a head (positive) and a tail (negative). It is a short leap to work out what happens with a coin that has a side bias.
Morrissey concludes with a cautionary note that meta-analysis is reducing the use of qualitative synthesis (i.e. narrative reviews). No one can dispute that individual studies can be deeply insightful. However, it is always perilous to extrapolate. Textbooks are littered with nonreplicable studies that once seemed solid. There is no alternative to quantitatively synthesizing data from multiple studies. Perhaps we should refine our inclusion criteria (based on study design not outcome), but that merely means we should conduct better meta-analyses. Misapplication of many statistical analyses is rife, but we do not abandon them. If so, where to for mixed models? The same reasoning holds for meta-analysis.
COMMENTARY
On bias and precision in metaanalysis: the error in the error
T . F . H A N S E N

Department of Biology, CEES & EVOGENE, University of Oslo, Oslo, Norway
Bias is a funny term. Its vernacular meaning is a lack of objectivity resulting in partial or prejudiced view or reporting on a subject. To anyone but a statistician, a characterization of a method as biased sounds like a devastating criticism. In statistics, however, bias has a precise meaning as the difference between the expected value of an estimator and the true value of the parameter it seeks to estimate. Some good estimators are biased, and some unbiased estimators are not good. A better criterion for a good estimator is accuracy, the expected distance from the true value. If p is the true value of the parameter, andpðxÞ an estimator calculated from data, x, then:
Bias ¼ E½pðxÞ À p;
Imprecision ¼ Var½pðxÞ;
where E and Var denote expectation and variance over x, and by convention, we use squared Euclidean distance. These entities are related as follows:
An unbiased estimator may still be imprecise and in expectation far from the true value, and a precise estimator may still be biased and in expectation far from the true value. shows that current practice of 'informal' meta-analysis often results in biased estimates because imprecision in the original statistics is converted into bias in the meta-analysis due to nonlinear transformations (e.g. deleting sign to get magnitude). He then shows how such bias can be corrected by use of mixed-model statistics taking account of the precision of individual studies, and he shows by examples that such corrections can have large effects and even reverse the conclusions of a study (see also .
While supporting Morrissey's mixed-model approach and formal meta-analysis more generally, not just to correct bias, but even more for their ability to weigh studies according to precision, I would like to comment on a crucial premise: the need to quantify the accuracy of the individual studies. Even when available, the standard errors needed for this purpose are themselves inaccurate as estimators of precision, and even more so as estimators of accuracy.
While publication bias is a well-known problem (Palmer, 2000) , there are many other sources of inaccuracy in individual studies relative to the goal of a meta-analysis. Selection gradients vary in what organisms, traits, environments and fitness components they pertain too, and in what methods and controls are used. Of course, one task of meta-analysis is to describe the effects of such differences, but heterogenous collections of estimates bring into question the meaning of meta-analytical statistics influenced by the relative frequency of different types of studies. As an example, in informal meta-analyses of evolvabilities, Houle (1992) and Hansen et al. (2011) found median evolvabilities of 0.25% and 0.26%, but Garcia-Gonzalez et al. (2012) got 1.28% . This dramatic difference is largely due to a lower proportion of linear morphological traits with low evolvability in the latter study. Clearly, an average evolvability over all traits is not particularly meaningful, but the question remains as to how finely we need to divide the data before we can claim a meaningful average.
A key operation in meta-analysis is to bring estimates from different studies onto a common scale, and much discussion has gone into the development of general measures of effect size, etc. (e.g. . This is not trivial, because parameters have biological meaning deriving from theoretical context that may be obscured by transformations and adjustments of scale . For example, argued that standardizing selection gradients with trait standard deviations obscures the strength of the fitness-trait relation. criticizes for not taking account of differences in precision when comparing intercepts and slopes of reaction norms, but we may also ask whether slopes and intercepts are on comparable scales in the first place. Is a unit change in slope comparable to a unit change in intercept?
Meta-analyses are vulnerable to outright errors and incomplete reporting in the original studies. Many systemic errors of reporting evolutionary parameters have been revealed. Stinchcombe et al. (2008) estimated that 78% of all reported quadratic selection gradients are off with a factor of two due to reporting regression coefficients in place of second derivatives. Garcia-Gonzalez et al. (2012) revealed a number of errors in reporting measures of additive genetic variation, including a common confusion of additive variance with sire variance, which renders the estimates off with a factor of four. Voje et al. (2014) (Hansen & Bartoszek, 2012; Voje et al., 2014) .
Standard errors also have sampling errors. Even leaving aside biases due to sampling from structured populations, imprecise measures of precision should be a concern for many meta-analyses. This problem is particularly acute in comparative studies, which is a form of meta-analysis across species (e.g. Lajeunesse, 2009; Hadfield & Nakagawa, 2010) . Here, trait means from different species are often based on small (< 10) and uneven sample sizes. The standard error of a mean is calculated as follows:
where s 2 is the standard unbiased minimum-variance estimator of the sample variance and n is sample size. Assuming a normal distribution with true variance r 2 , the squared standard error, which is what is needed for a meta-analysis, is v 2 -distributed with variance
Replacing r with s, the relative error is as follows:
With a sample size of 10, the relative error is 47%, leaving the standard error too imprecise to be of much use, and even with n = 50, the relative error will be a non-negligible 20%. This raises the question of whether it is advisable to use published standard errors from small to moderately sampled studies to weigh and correct bias. The weighting of studies according to estimated precision is particularly problematic because the most unreliable estimates are also those with the leastprecise standard errors, and some of them will be treated as reliable simply due to error in their standard errors. Methods for weighting and bias correction with phylogenetically correlated data exist (e.g. Hadfield & Nakagawa, 2010; Hansen & Bartoszek, 2012; Garamszegi, 2014) , but many available standard errors are too imprecise for use.
One solution is to assume that all estimates have the same sampling variance and then obtain a precise estimate of this across studies. The precision of individual estimates can then be given as s 2 /n i , where s 2 is the global variance and n i is the sample sizes of the individual estimates. Grabowski et al. (2016) developed an improvement on this using a weighted average of a species' own sampling variance and a sampling variance estimated from other species.
Meta-analyses of selection gradients are less vulnerable to this problem, because sample sizes are usually larger. The median sample size in the data set was 134 with a range from 10 to many thousands. The squared standard error of a simple regression slope is r 2 e =nr 2 x , where r 2 e is residual variance and r 2 x is predictor variance. Assuming no error in the predictor variance, the relative error is approximately ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2=ðn À 2Þ p . An n = 134 study would then have a relative error in SE 2 of about 12%, which may be acceptable, but the weighting of smaller studies is unreliable, and it may be advisable to estimate their precision by other means.
The standard errors needed for formal meta-analysis and bias correction are often not reported. In the Hereford et al. (2004) database, only 20% of univariate selection gradients came with standard errors, and in Thurman & Barrett's (2016) recent meta-analysis of selection coefficients on genetic variants, 97% of estimates were given without standard error. These numbers are even from vetted minorities of studies usable for informal meta-analysis. In all meta-analyses with which I have been involved, we have not been able to use a majority of studies due to inconsistencies, transformations and lack of reporting basic statistics. As so often in evolution and ecology, haphazard standards of reporting and the lack of attention to the meaning of estimates greatly impair our ability to generalize on the basis of past work. What do we seek to do with scholarly synthesis, and how can meta-analysis best contribute?
In the broadest, and in my opinion (and others, Scheiner, 2016 in particular, see also ) most useful, definition of meta-analysis, we seek to analyse multiple results from the primary literature to make quantitative inferences about the distributions of biologically interesting parameters in nature. A range of parameters might be of interest in meta-analysis: means, variances, mean absolute values, differences between pairs of estimates, signs (e.g. positive or negative values) and so on. The considerations for inference of each of these might be very different: approaches that are useful for estimation of one sort of metaanalytic quantity (e.g. means) may be misleading when applied to other meta-analytic quantities (e.g. mean absolute values, or 'average magnitudes'). Calsbeek & McPeek (2016) highlight various quantities that might be of interest, and question that these might not be possible to study via meta-analysis. I agree entirely that such quantities may be of interest. I disagree that they are beyond the reach of meta-analysis. They are only beyond the scope of meta-analysis if we understand meta-analysis to be about estimating overall means. They suggest an example where mean selection is trivial, but where selection is positive or negative in different contexts. Indeed, such a contribution to the primary literature contains information far beyond the mean value of selection coefficients in nature. It contains information about the mean magnitude, the within-study variance in selection and the environmental dependence of selection. I see all these as quantities that meta-analysis can get at, at least in principle. Most meta-analyses of such quantities will need to use tools beyond those that are appropriate for meta-analysis of the mean.
I think that Scheiner's (2016) categorizations of goals of meta-analysis are quite useful. He suggests three classes of question, which I might characterize as: (1) the sign of mean effects, particularly hypothesis tests pertaining to the meta-analytic mean, for example is E[x] greater than zero?, (2) parameter value estimation, for example what is the value of E[x]? and (3) consistency, for example how often is x greater than zero? In my opinion, the future of methods to answer all of these questions lies in model-based approaches: 'The great advantage of the model-based over the ad hoc approach, it seems to me, is that at any given time we know what we are doing ' (Box, 1979) . Given modelbased estimates of the mean, variance and potentially other aspects of the distribution of some quantity x, all three questions can be addressed (using transformation of model-based inferences about x, as necessary). Examples of model-based tests of consistency are 's inference of the frequency of sign changes of natural selection through time, and the frequency of sexually antagonistic selection .
Some of the main proponents of meta-analysis in evolutionary biology (Jennions, 2016; Nakagawa & Lagisz, 2016 ) express some discomfort with my statements about the place of meta-analysis among approaches to scholarly synthesis. Meta-analytic inference of the distributions of various parameters in nature is undoubtedly a valuable method of contributing to scholarly synthesis. The point of contention is, I think, that I do not believe that meta-analysis should be seen as the foremost mode of synthesis. I do not believe that 'there is no alternative to quantitatively synthesizing data from multiple studies'. I have invested some months in trying to understand how different meta-analytic approaches behave, and how best to make inferences about quantities such as the mean magnitude of selection and prevalence of sexually antagonistic selection. This reflects my opinion that meta-analysis is an important part of scholarly synthesis! What aspects of scholarly synthesis are poorly handled when meta-analysis dominates? Take, for example, the general phenomenon that viability selection can generate nonrandom patterns in evolutionary parameters among surviving individuals. In principle, this can even reverse the sign of net natural selection, where nonrandom mortality prior to trait expression generates a 'missing fraction' (Grafen, 1988; Hadfield, 2008) . There are insufficient empirical studies of this topic for meta-analysis. However, one particularly convincing study of the missing fraction used fitness differences among selection lines to show that viability selection prior to expression of a trait (flower size) reversed the sign of net selection of that trait (Mojica & Kelly, 2010) . The results of this study are not easily summarized in a standardized effect size measure. Even if they were (and even if the resulting effect size has a very high precision), they would have almost no contribution to the results of a meta-analysis on selection (they would be represented by just one of hundreds of estimates). This is key to meta-analysis: no one study dominates. But what Mojica and Kelly's study tells us -by virtue of the cleverness of its design, which incidentally precludes its incorporation in to a metaanalysis -should carry a lot more weight than most other studies. Importantly, it is not a matter of 'weight' in the statistical sense so important to meta-analysis. What matters is that the importance we attribute different kinds of results is key to synthesis, and sorting out importance cannot generally be done statistically. Missing fraction problems, and other such issues, have not gone completely unmentioned in papers reporting on meta-analysis (e.g. . However, such issues are, in my opinion, greatly undertreated. The missing fraction, and other issues such as missing traits , are probably the key challenges in understanding selection in the wild, but they are marginalized in favour of more easily generated results if meta-analysis is seen as the foremost means of synthesis.
Meta-analysis of transformed quantities, and meta-analytic considerations generally
Several contributors highlight the range of considerations that are important in any meta-analysis. Very important among these are considerations relating to publication bias or other processes that may render entries in a database nonrepresentative of some pattern or process in nature. That such issues are not the focus is in no way an indication that I view them as unimportant! Rather, the purpose of my article is to explore the additional considerations that arise in meta-analyses where the interest is in transformations (e.g. absolute values) of quantities from the primary literature. Sam Scheiner's more general discussion of some of the nuances of how these biases may arise is invaluable.
Insofar as publication biases, or other issues such as nonrepresentative distributions of study taxa, study locations, etc., may be relevant to the interpretation of the original meta-analyses , I would expect the same considerations to apply to the new analyses. Where new considerations of this nature arose in the course of conducting and interpreting the re-analyses, I hope most readers will agree with Scheiner (2016) that they are not ignored (c.f. Kingsolver et al.'s 2016 question as to why I re-analyse the 2001, rather than 2012, selection database).
What degree of 'formality' is required? reiterate my point that the re-analysis of the reaction norm data does not employ a formal meta-analysis in the same sense as the other re-analyses, which fully integrate over the distributions of error defined by reported standard errors. I discussed why I think the reanalysis is likely to provide robust results, in contrast to the original analysis. It is not clear to me what aspect of my arguments object to. Their point seems to be that the new results should be seen as suspect (although they also argue that their original informal -less formal, perhaps -meta-analysis should be seen as yielding biologically credible results, I deal with their other arguments of this nature below). I have certainly not argued that only the highest possible degree of formality in dealing with sampling error is acceptable. In fact, I have taken great pains to argue that there are meta-analyses that are unbiased by sampling error (untransformed means), and to note that in such cases, 'informal' meta-analysis might be most precise (and thus also most accurate overall) if they allow more data to be used. In the specific case of the metaanalysis of reaction norms, it can be demonstrated that the original approach necessarily converts white noise into biologically misleading patterns (Morrissey, 2016, equations 20-22) . The alternative analysis contains an error structure, that is, a residual variance, into which residual variation in the data (whether underlying differences in environment-specific means over and above that associated with slopes and curvatures, or statistical error) can be represented without necessarily causing misleading patterns in mean absolute differences in reaction norm means, slopes and curvatures.
Can we list meta-analytic quantities that require 'formal' accounting for error (as suggested by Jennions, 2016)? I fear that any such attempt on my part would only reveal a terrible lack of creativity, through failure to consider the great range of quantities that may be of meta-analytic interest in evolutionary biology. Furthermore, there could be circumstances where available data, and its ultimate interpretation, might mean that two different analyses of very similar types of quantities could entail very different statistical considerations in support of their biological goals. Perhaps an additional figure could compliment those contributed by Nakagawa & Lagisz (2016) and Jennions (2016) , in helping to communicate the kinds of situations where transformations can convert sampling error into biologically misleading results, and in particular to give an example other than that of meta-analysis of the mean absolute value. Figure 1 illustrates the phenomenon that the expectation of a nonlinear transformation of a random variable is not generally equal to the transformation of the expectation of the random variable. A special case of this principle is Jensen's (1906) inequality. Jensen's inequality is this: The expectation (mean) of a nonlinear transformation of a random variable is not generally equal to the transformation of the mean of the original variable. A
corollary of this is that the mean (and other moments, e.g. variance, skew, etc.) of a nonlinear transformation of a random variable depends on moments other than the mean of the original variable. Consider a metaanalysis of y, where y = e x , and x values and their standard errors are what are available from the literature (Fig. 1a) . If the true values of x (representative draws from the solid black distribution) were known, each associated value of y could be calculated, and the y values could be subjected to informal meta-analysis (to characterize the dotted black distribution). If, on the other hand, we had estimates of x, that isx values in the notation used in , the variance of the distribution ofx (solid grey line) would be greater than the variance of the underlying distribution of x (solid black line). The corresponding distribution ofŷ values (grey dotted line), obtained byŷ ¼ ex, has a different mean (a larger one in this case) than the mean of true values of y. This occurs even though the mean of true x values is unbiased. Part (b) of Fig. 1 shows the same relations for y = |x|, that is, for meta-analysis of magnitudes.
One specific meta-analytic quantity has arisen in the commentaries, and so may be worth comment, at least within the context that it arose. This is the range. Calsbeek & McPeek (2016) mention the range of values that selection gradients may take, as an important message from informal meta-analyses. I think that the range (either interpreted informally, or formally as the difference between largest and smallest values) may be one of the most sensitive parameters to sampling error. A small number of outliers, most likely arising from imprecise studies, can easily make the range seem very large. See, for example, the very different shapes of the distributions of estimates, and of the model-based inference, in fig. 2a vs. b.
As an additional alternative to attempting to list quantities that will or will not be biased in different kinds of meta-analyses, perhaps a bit of attention to the 'nuts and bolts' of how one might explore bias in any particular analysis could be useful. In Box 1, I present the general type of approach that has been useful to me in the past for trying to understand the behaviour of different statistical analyses. This material suggests how one might check if a given analysis seems to be robust, by simulating data, and attempting to recover the simulated values. I demonstrate this for both the informal and the formal meta-analysis of mean absolute values. Another use of simulation is to check whether some statistical procedure, perhaps in an R package where any given user may not completely understand the usage, is doing what we want it to do. This is demonstrated by applying a mixed model-based metaanalysis to simulated data and transforming its results to recover a simulated mean absolute value of a quantity such as selection coefficients.
Bias in general and in meta-analysis I am not sure that I agree with position that accuracy is generally the best judge of a statistical method. Indeed, if some practical decision needs to be made, for example what habitat patch is best for investment of limited conservation resources, then Fig. 1 Illustrations of nonlinear transformations of distributions with different variances. In both (a) and (b) distributions of some quantity, x, and some quantity obtained as a nonlinear transformation of x, y, are given for a hypothetical distribution of true values of x, p(x) depicted with solid grey lines, and a hypothetical distribution of estimates of x, which necessarily has greater variance, depicted with dashed grey lines. The exponential (a) and absolute value (b) transformations modify the two distributions in different ways, in both cases yielding different values of the mean of the transformed distributions. In both (a) and (b), the pairs of probability distribution functions depicted on the y-axis represent the transformations of the corresponding distributions depicted on the x-axis, according to the nonlinear transformations f(x).
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Box 1
Analytical approaches (e.g. Morrissey, 2016 equations 6, 16, 20, 21 and 22 and associated text) to understanding biases in meta-analyses may not always be evident. Simulation approaches (e.g. , figs 1, 2, 3c and 5) might be more generally accessible. If one wanted to explore the properties of a meta-analysis of selection (let us denote the meta-analytic quantity x, for generality, though), a simple simulation might be a good start.
If we thought that the mean selection gradient might be near zero, that selection gradients of AE 0.1 or so might be reasonably common in nature (or if they were, that we would want a meta-analysis of them to be reasonably robust), and that we might have a reasonably large meta-analytic database at our disposal, we might simulate according to:
n<-1000 # meta-analytic sample size x<-rnorm(n,0,0.1) # n 'true' values with a mean of 0 and sd of 0.1 mean(abs(x)) # meta-analytic truth
Of course in a real analysis we do not know the true x values, only their estimates. That is the beauty of simulation. We now have a target.
A standard error of 0.15 is pretty common for selection gradients. We could be fancy and simulate different SEs for different estimates (do try this at home!), but it is quicker here to just add some error from a common distribution: To check if this is a fluke, one could rerun the simulation several times or could increase n. It is not a fluke. Clearly, this is a situation where we might want to undertake a more formal meta-analysis. Repetition of this simulation scheme for different parameter values (and replicates within parameter values) underlies fig. 1 in .
Rather than providing example code, which may be appropriate to one specific analysis (or that despite my best efforts, may contain a serious flaw), but not in other contexts, perhaps some exposition of operations required to analyse the simulated data above might provide the cleanest and most instructive example. Also, by doing this in a simulation context, we can further verify the behaviour of the methods.
The steps for a formal version of the analysis are (a) 'analyse', wherein we develop a model of the mean and variance of x, and (b) 'transform' wherein we take the model-based inference of the distribution of x and derive an inference of E[|x|]. 'Analyse' can be carried out with a meta-analytic mixed model. There are different options out there, but the random effects metaanalysis function rma() in the package metafor suits: The information about what rma()'s arguments yi and vi are can be found via help(rma), listed under 'Arguments'. Similarly, in the help file under 'Value', we can find out that rma() returns a list that (among other things) contains a variable b with the estimated coefficients of the model (in this case the intercept, which is the mean), and a variable tau2 which is the residual (i.e. after accounting for error, and any fixed effects, of which we have none) variance. So, we can check whether we adequately recovered the parameters of the distribution of x: m$b # meta-analytic mean, hoping for 0
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highly accurate but somewhat biased information about habitat patches may be more useful than unbiased but inaccurate information. In the presence of trade-offs between bias and precision, the potential utility of biased estimators needs to be better appreciated and is certainly a worthwhile contribution (see also Walther & Moore, 2005) . However, in the absence of a pressing practical use for a specific biological result, I am not so sure one should generally opt for estimators that maximize accuracy. For curiosity-driven science, I think that unbiased estimators, accompanied by credible statements about uncertainty, are probably most generally useful. Completely unbiased estimators may generally not be available for many interesting quantities. The new estimates that I present are all based on bounded estimators of bounded quantities. As such, when true values are near the bounds (e.g. if the true mean absolute value of selection was very small, and the power of the meta-analysis is low), we would expect some degree of bias. Given that most of the meta-analytic quantities are reasonably precisely estimated, I would expect bias due to boundary effects to be modest. Given several dozen (or many more as in the specific examples considered here, even when subsetted by availability of SEs) records in a database, meta-analyses will typically be quite precise. Consequently, minimizing bias will generally maximize accuracy. For example, the standard error of the formal and informal metaanalysis of E[|b|] is on the order of 0.01 (based on the 95% credible intervals; Morrissey, 2016; units for bias and SEs are the same as the original units of the estimand which in this case are r Not bad! Now for the transformation. We want the mean of a normal distribution with this mean and SD, folded about the origin. R code for the mean of the folded normal, wrapped into a function, is as follows:
mu.fnorm<-function(mu,sigma){ sigma*sqrt(2/pi)*exp((-1*mu^2)/(2*sigma^2))+mu*(1-2*pnorm(-1*mu/sigma,0,1)) } This is given in , but I took this off Wikipedia just now (trying hard to mind the density functions and cumulative functions and so on). So maybe it is best to check that it is right. A quick brute force simulation seems in order again (this also demonstrates the use of the function we just made): Good, it seems to be working. We can now apply it to do the final 'transform' step of our simulated meta-analysis: These are pretty simple steps. Equivalent operations for other meta-analytic quantities will not necessarily be so straightforward. But, the basic steps of the procedure might serve well.
2 9 ( 2 0 1 6 ) 1 9 2 2 -1 9 3 1 standard deviation of phenotype). The bias in an informal meta-analysis of approximately 0.12 ( ffiffiffiffiffiffiffiffi 2=p p times the mean standard error if the true mean is likely to be near zero; , is an order of magnitude greater. In this situation, the proportion of inaccuracy that results from bias (remembering that accuracy is related to the squares of standard errors and biases) is approximately 99%. In small meta-analyses, imprecision would be a relatively larger contributor to inaccuracy. In my opinion, the informal meta-analyses that I discuss are not merely biased in a strict statistical sense. Their methods convert unbiased uncertainty into artifactual and potentially biologically misleading patterns.
Although it is important that a technical demonstration that a method is biased should not necessarily be taken as a fatal criticism (without supporting work to show that the bias hinders biological interpretation, for example as in Morrissey, 2016 equations 6, 16, 20, 21 and 22, their associated maths, and figs 1, 3 and 5), I think it is also important that any colloquial criticism of bias should be examined technically. suggest that subsetting data sets to include only those estimates that are accompanied by standard errors could create bias. For this to be true, two conditions would have to hold. First, reporting of standard errors would have to covary with some feature(s) of the studies. Second, those features of the studies would have to covary with the (true, underlying) properties of the distribution of selection gradients (or other quantity of interest). Both of these things could be true. People studying some types of organisms, for example, might have different tendencies to report standard errors, and the distribution of selection gradients may differ among taxa. The magnitude of the bias would depend on the product of the magnitudes of these two necessary relationships. I see no argument -and none is providedto suggest that any such biases would be nontrivial, nor that they would diminish the benefit of alleviating the demonstrably misleading biases that can arise in informal meta-analysis. suggest that comparing the informal meta-analytic estimators between subsetted and unsubsetted data sets could provide insight into biases associated with subsetting. I am less optimistic that comparison of the outcome of two biased analyses would yield insights into the outcome of a different analytical option.
Another property of estimators that may be useful to discuss in the context of meta-analysis is consistency. Consistency is the tendency of an estimator to converge on a true parameter value, given an arbitrarily large amount of data. In meta-analysis, 'a large amount of data' should be taken to mean many studies, each of which might nonetheless have nontrivial imprecision. Biased and unbiased estimators may be either consistent or inconsistent; these properties are depicted graphically in Fig. 2 . Given the meta-analytic spirit of accumulating data to eventually obtain the best possible inferences about nature, consistency of meta-analytic estimators could be regarded as a major consideration. The informal original summary statistic-based estimators of the mean magnitude of selection, frequency of sexually antagonistic selection and differences in evolution of Fig. 2 Bias and consistency in estimators. Consistent estimators converge on the true value as sample size becomes arbitrary large. In addition to bias, precision and overall accuracy at a given sample size, consistency of meta-analytic estimators may be a relevant consideration. Estimators in the original analyses of the mean magnitude of selection, of sexually antagonistic selection, and of evolution of aspects of reaction norms are all biased and inconsistent estimators. As meta-analyses become large (i.e. many studies included, but where sample size of those studies is not arbitrary large), these original estimators converge with high precision on biased inferences. So, in a strict sense, I do not agree with Calsbeek & McPeek's (2016) statement that formal meta-analyses minimize error but do not necessarily take us closer to knowing the true mean value. In my opinion, the most important property of formal meta-analysis, in the context of quantities such as mean absolute values, is minimization of bias in conjunction with consistency. By harnessing formal meta-analysis to create procedures that are consistent, we can avoid being trapped at artefactual values. There is, however, a very important sense in which we should not assume a result is true, just because it is generated using statistical procedure the has desirable properties. There are all sorts of other reasons why meta-analysis might give chronically misleading results. I am very glad that many of these have come up in the commentaries, and hope that some of my own comments can help in advancing our understanding of the wider range of considerations in meta-analysis.
Data quality and availability, especially of measures of uncertainty (SEs)
In practice, standard errors are indeed imperfect information about the distribution of sampling error for a number of reasons. point that they are estimates is particularly interesting, and very worthy of being pointed out as it will clearly be important for meta-analyses of very low-powered studies. I would think that in cases where there is variation in precision of estimates, this problem with standard errors might be somewhat alleviated. The standard error of a very small sample size estimate, even if underestimated, is probably nonetheless typically large enough to essentially tell a meta-analytic model 'ignore me', if more precise estimates are available. Additionally, the normal approximation of distributions of sampling error inherent to most formal meta-analytic techniques may not always be adequate, as sampling error distributions can certainly be more complex.
Standard errors can also be imperfect in other ways. For example, although point estimates from the OLS methods used to generate most estimated selection gradients are virtually unbiased by nonnormal residuals, it is possible that standard errors resulting from these analyses could be inadequate. I have simulated various scenarios, for example, with a Poisson model of errors, derived the associated selection gradients analytically, and compared to results from OLS analyses. I have generally found that OLS standard errors are surprisingly representative of sampling standard deviations. My simulations along these lines have not been comprehensive. Variable selection (i.e. various strategies for eliminating nonsignificant terms from a regression model) leads to standard errors that are too small (Chatfield, 1995) . Fortunately, variable selection is not normally applied in selection analyses, but in literatures where variable selection is more common, it will lead to downwardly biased SEs, as well as being a contributor to the file drawer problem. suggest that I may have been able to use data on sample sizes to impute standard errors of selection gradients. In fact, standard errors of selection gradients, which are multiple regression coefficients, depend on sample size as well as on the residual variance of the model (in a selection analysis, this is the part of the opportunity for selection that is not explained by the traits), and on the covariance matrix of the traits. These quantities are less consistently reported than standard errors or sample sizes, and standard errors can depend on them every bit as much as on sample size. In fact, variation in sample size is a fairly modest determinant of precision in selection gradient estimates. In the database, the r 2 of the regression standard errors of directional selection gradients on sample size is 0.012; exclusion of one study with large sample size and consistently higher reported standard errors yields an r 2 of about 0.047. Excluding the one anomalous study (with large sample size and particularly large standard errors) and regressing standard errors on ffiffiffiffiffiffiffiffi 1=n p yields an r 2 of 0.146. Accounting for fitness measure (e.g. survival, reproductive success, 'total fitness') increases the r 2 to 0.177. This does not seem the basis for a successful imputation scheme. It is not clear what kinds of errors might occur in an imputation scheme, and what the consequences of such errors would be, although it does seem like some aspects of the problem could be tractable. Moreover, I do not agree that exclusion of a large number of estimates is such an unfortunate feature of the new analyses that I present. First, as discussed above, I disagree that this is likely to cause bias. Second, the analyses nonetheless use very large amounts of data and are highly precise (see confidence intervals reported in .
Another aspect of data quality pertains to the extent to which studies directly report quantities of interest, or whether they report proxies. In the case of natural selection, we might want to know the total effect of multivariate selection on the trait-fitness relationship for a given trait, that is, 'selection of' (Sober, 1984) , or the effect of a given trait on fitness, that is, 'selection for'. The most-reported selection coefficients are direct selection gradients, b. I have argued that these do not necessarily represent 'selection for', if traits have effects on one another (Morrissey, 2014) . The true values of direct selection gradients are not just functions of the biology of a given study system. They are also arbitrarily dependent on the set of traits included in a given study. This arises, over and above missing trait (or Finally, aspects of data quality that might be most important in the primary literature might not be those that make the primary literature most useful for metaanalysis. For example, biased estimators might be useful in individual studies, if and when there are bias-precision trade-offs (see above and particularly Hansen, 2016's discussion). However, meta-analysis will be best served if primary sources report unbiased estimators of quantities in nature. When different estimators are available for a given quantity, it might be advisable to report the most unbiased estimators possible, to support meta-analysis, even if other estimators are best suited to a given study's goals.
derivatives. From each of these model-based inferences about variation in reaction norm parameters, I derived inferences of mean differences in intercepts, slopes and average curvatures (Morrissey, 2016, table 2) . provide no argument as to why they do not see the model-based inferences as reflective of the quantities they originally sought to estimate. question is quite useful: How are differences in averages, average slopes, and average curvatures to be compared? They are in different units. I agree entirely. My model-based inferences of these quantities are intended to closely replicate the quantities reported in . The primary goal was to generate inferences of these quantities using a method that will not convert statistical noise into misleading differences between the quantities of biological interest equations 20-22) . My analyses are not necessarily indicative that I think that these quantities, in themselves, are particularly useful biologically. I certainly do not think that the mean differences in slopes and curvatures, either as calculated in Murren et al. or otherwise, can be simply added together to support the contention that reaction norm shape evolution is greater than evolution of mean values. My hope is that visualization of these functions , figs 6 and 7) can give a useful representation of the tendency for reaction norms to differ in various aspects. Calsbeek & McPeek (2016) describe a simulation where changing the variance of a trait changes the variance (sampling variance, that is, variance across replicate simulations, I presume) of selection gradients. That a change in the distribution of phenotype should change the mean or precision of selection coefficients (standardized or otherwise) is perfectly natural. Differences in precision among estimates are accommodated by the basic mixed model-based meta-analytic approaches used in the re-analyses of the average magnitude of selection and prevalence of sexually antagonistic selection (see esp. Morrissey, 2016 equations 10 and 17). Calsbeek & McPeek (2016) attribute the interpretation that 'The dynamic properties of quantitative genetic parameters make long-term future predictions of evolutionary change a fool's errand' to a review paper that I wrote in 2010 with Alastair Wilson and Loeske Kruuk. We did not intend this message. That paper is primarily about the ways in which evolutionary prediction using inferences about phenotypic selection can be sensitive to missing variables. This is a very important caveat, but in my opinion, a very different one. Impressions of dynamical properties of quantitative genetic parameters may easily be inflated by sampling error, as I suggested with Jarrod Hadfield in 2012. In fact, although we did not present it as a general approach (I, for one did not see it as such at the time, rather it seemed a tailored solution to a specific problem), the analyse-then-transform approach to metaanalysis was formally applied in that paper, and this aspect of our paper originated with Jarrod.
Where from and where to for metaanalysis of evolutionary parameters? I see the paper as a major milestone in evolutionary quantitative genetics. In fact, it came out when I was an undergraduate, and to a large extent, I think it was my introduction to the power of the quantitative genetic approach. By appealing to formal theory, quantitative geneticists have been able to guide themselves in how to characterize genetic variation and natural selection, using how these quantities figure the equations of evolutionary prediction (e.g. the Lande equation; as a guide. This allows studies of selection and genetic variation to transcend individual traits, species, etc., and at least in principle, communicate in the same language: that of the mechanics of evolution.
The informal (summary statistic-based) approach in the paper seems to have set the standard for meta-analysis in our field. For some purposes, this will serve very well. For example, report that the mean quadratic selection gradient is near zero. This inference of the mean is a statistically robust finding , as is Kingsolver & Pfennig (2004) 's subsequent result showing that direct selection gradients of body size and morphological traits tend to be positive. However, when the mean or median is not the message (Gould, 1985) , as is so often the case in evolutionary biology, it will typically be necessary to adopt a different set of tools. Otherwise, biologically misleading results may be all but inevitable.
