An adaptive mesh refinement strategy that couples feature detection with local error estimation is presented. The strategy first selects vortical regions for refinement using feature detection, and then terminates refinement when an acceptable error level has been reached. The feature detection scheme uses a local normalization of the Q-criterion, which allows it to properly identify regions of swirling flow without requiring case-specific tuning. The error estimator relies upon a Richardson extrapolation-like procedure to compute local solution error by comparing the solution on different grid levels. Validation of the proposed approach is carried out using a theoretical advecting vortex and two practical cases, namely, tip vortices from a NACA 0015 wing and the wake structure of a quarterscale V22 rotor in hover.
I. Introduction
A DAPTIVE mesh refinement (AMR) is a useful approach for computational fluid dynamic (CFD) simulations that contain isolated relevant features like shocks or tip vortices, which are small in size with respect to the surface geometry but have a profound impact on the resulting flowfield. The fixed-wing aerodynamics community has used adaptively refined grids for high-fidelity solutions of transonic and supersonic flows [1] [2] [3] . In addition to shocks, trailing tip vortices occur in fixed-wing flight but are of greater interest for rotorcraft flight, in which the vortices shed from the blade tips can dominate the unsteady dynamics of the turbulent wake and can significantly impact vehicle performance, vibration, and noise. Accurate wake resolution can therefore lead to improvements in the prediction of rotor performance metrics [4] , such as the figure of merit, a nondimensional parameter that represents the efficiency of a rotor in hover. Additionally, wake modeling is important because rotorcraft fly in their own wake, which may become entrained during hover and interact with the fuselage during forward flight [5] . However, despite the need to accurately resolve tip vortices, the rotorcraft community has not exercised AMR to the degree that the fixed-wing community has to model shocks, mainly due to the complexities in the unsteadiness of rotary-wing problems. Similar to shock modeling for fixed-wing cases, the spatial scales of trailing vortices are relatively smaller than the chord distance, thereby requiring relatively fine meshes and making the use of uniformly fine grids largely impractical [5] . Therefore, in this work, we develop an unsteady AMR strategy that targets vortical features with the goal of enhancing the resolution for both fixed-and rotarywing problems.
In particular for rotorcraft, complexities involving the inherently unsteady flowfield and the relative motion between the rotor and the fuselage make the implementation of efficient adaptive schemes especially challenging. Moreover, high-fidelity rotorcraft CFD are highly unsteady and require time-accurate simulations. Adjointbased AMR has shown promise for steady CFD applications [1, 6, 7] , but time accurate solutions require the adjoint problem to be fully solved backwards in time, which is intractable for large-scale rotorcraft simulations that can involve 10 5 to 10 6 time-steps. Therefore, in this work we seek an alternative error-based refinement approach that specifically targets the vortex cores in a local manner without having to solve the full adjoint. Our approach first identifies the vortex cores using feature detection, and then the level of mesh resolution is set according to local solution error.
In our earlier work [8, 9] , we developed four locally normalized methods that appropriately guided the AMR process based upon popular methods by the feature detection community [10] [11] [12] [13] . A major goal of this development was to eliminate the parameter tuning that is required for common (dimensional) approaches, e.g., vorticity-based. Whereas dimensional approaches require highly tuned thresholds to select regions for refinement, the normalized schemes are able to mark regions with key vortical features using a fixed threshold, regardless of vortical strength, size, and/or resolution. However, while these nondimensional schemes effectively deal with the issue of identifying regions for refinement, the degree of mesh resolution still needs to be specified by the user. To reduce user dependency and improve computational efficiency, in this study, we examine a method of automatically setting the degree of mesh resolution by using the solution error as a guide.
The objective of the current paper is to develop a solution-based error estimator that can be coupled with the nondimensional featurebased AMR. The error estimator is used to limit the amount of applied grid resolution so that additional refinement will be halted once the solution error is sufficiently low. Similar to a global functional, which is commonly used by adjoint approaches, our approach uses a local functional that is based upon quantities of interest to vortical motion. In effect, we aim to reduce the local error estimate through additional mesh refinement. Moreover, the Richardson estimator is quite practical because it is relatively simple to implement and efficient to execute.
The remainder of the paper is organized as follows. A description of the adaptive overset grid-based CFD approach used for the present work is presented first in Sec. II. Thereafter, Sec. III briefly reviews the nondimensional feature-based approach, which is used to identify candidate regions for mesh refinement. Section IV offers a theoretical analysis of the Richardson error estimator, along with spatial accuracy validation tests. Then, the coupled AMR strategy that combines the feature identification with the Richardson estimator is presented in Sec. V. Section VI applies the combined strategy to an unsteady advecting vortex, a lifting NACA 0015 wing, and the tilt rotor aeroacoustic model (TRAM) in hover. Lastly, Sec. VII summarizes the major findings and discusses areas for additional work.
II. Computational Infrastructure
This work is developed as part of the CFD/computational structural dynamics (CSD) rotary-wing analysis package Helios [14] , which employs a dual-mesh overset-based flow solution paradigm. It comprises an unstructured solver operating on a nearbody prismatic/tetrahedral grid and a high-order accurate adaptive solver operating on an off-body Cartesian domain [15, 16] . The two solvers are coupled using an overset domain connectivity algorithm that applies implicit hole-cutting and adds fringe regions to allow for relative grid motion [14] . The near-body grids can rotate and deform with the rotating grid system, while the off-body grids remain stationary (Fig. 1) . Further description of Helios's main components are given elsewhere [14] .
The purpose of this mixed (near/off-body) meshing strategy is to apply unstructured grids near the surface to resolve complex geometry and boundary layer effects and block-structured Cartesian off-body grids to resolve the far-field wake using a combination of high-order numerics and AMR. The OVERFLOW [17, 18] code implements a similar paradigm, but the near-body grid system uses a structured curvilinear system. The work in the present paper is largely motivated by the need to automate the off-body mesh refinement process in Helios by specifically targeting vortical features in the wake.
A. Off-Body Solver Overview SAMARC [19] is the off-body Cartesian solver that combines structured adaptive mesh refinement application infrastructure (SAMRAI) [20] [21] [22] with ARC3DC [23] , a block-structured Cartesian inviscid Euler solver with high-order spatial and temporal discretizations. SAMRAI manages the generation of meshes around flow features and geometries and handles the mesh partitioning, domain decomposition, and the message-passing interface (MPI)-based parallel communication on distributed memory computer systems. The off-body domain comprises a multilevel Cartesian grid system stored as a union of rectangular blocks in the approach proposed by Berger et al. [24, 25] . New-level construction occurs from coarsest to finest, and there is an agglomeration operation that groups regions of the same level together to create block-based refinement. Cells tagged for refinement will be organized in such a manner as to form rectangular blocks that contain finer grid levels above their coarser equivalents (Fig. 2) . The use of the blockstructured paradigm along with algorithms that preserve computational efficiency in the SAMRAI library make adaptive solutions relatively cheap. Considering a comparable unstructured grid, the Cartesian-based block-structured grid storage requirement is considerably smaller, which allows for fast and efficient refinement on large parallel machines, even for highly unsteady problems with refinement occurring at every time-step [26, 27] . Additionally, the cost of the structured Cartesian grid solver is more than an order of magnitude less on a per-node basis compared to unstructured solvers. Additional details regarding the time-stepping algorithm and multilevel solver approach are given in the next section.
B. Block Solution Procedure
ARC3DC is a higher-order, finite-difference code that solves the Euler equations
where the state and flux vectors are Fig. 1 The Helios dual-mesh paradigm with unstructured near-body grids and the block-structured Cartesian grids in the off-body. Fig. 2 Block-structured AMR grid containing a hierarchy of nested refinement levels.
where is density, p is pressure, E is the total energy, H is the stagnation enthalpy, and u, v, and w represent the x-, y-, and zvelocities. Solving the Euler equations is acceptable for rotorcraft flow in the off-body domain, where the average cell-Reynolds numbers are large and viscous effects are small. The full computational domain, which may comprise thousands of separate blocks, is solved in parallel on a block-by-block basis. During runtime, SAMRAI supplies the individual blocks to ARC3DC, which has been specifically designed to capitalize on these lightweight, Cartesian-based grids. The block-solution procedure facilitates the implementation of ARC3DC's higher-order explicit spatial and temporal discretizations. Fifth-order spatial and third-order temporal differencing is applied and both formulations are discussed below.
For demonstrative purposes, a one-dimensional, semi-discrete form of the Euler equations [Eq. (1)] using central differencing can be written as
where x represents the spacing in the x-dimension and the j 1 2 locations represent the fluxes at the half-cell. For a sixth-order accurate scheme, the flux at the cell interface is
ARC3DC uses a central-plus-artificial-dissipation that was first proposed by Jameson [28] . Specifically, the discretization scheme [29] relies upon a scalar-based formulation in which the dissipation is determined by the eigenvalues of the flux Jacobian, A j 1
2
. Although additional coefficients may be employed to achieve a higher-order accurate formulation, in its simplest form it can be written as
Using fifth-order dissipation (fifth-order accurate), the overall discretization scheme in ARC3DC becomes
For unsteady flows, high spatial accuracy is essential, but it is of limited value without also maintaining temporal accuracy. For this purpose, Runge-Kutta (RK) time-integration methods [30] [31] [32] are particularly suitable as they exhibit high accuracy and efficiency and have encountered widespread success [33] [34] [35] . Thus, ARC3DC uses the third-order explicit Runge-Kutta method (RK3) due to Wray [36] This section describes the RK3 scheme implemented on the multilevel Cartesian structured AMR grid system. For each RK substep, we first update level boundaries using interpolated values from the coarser level, then perform the function evaluation on the level to compute a solution, and finally inject that solution into the coarser level wherever there is overlap. A more detailed explanation follows.
Consider the first substep in the RK3 algorithm, in which u m is computed using u (Fig. 3a) . Then it applies the functional evaluation fu to overwrite the coarser level solution with the more accurate finer solution wherever grid levels overlap (Fig. 3b) . Parallel implementation of this algorithm is straightforward and is discussed in more detail elsewhere [19] . The hierarchical block-structured storage maintains the solution across all levels, which simplifies the computation of the Richardsonbased error estimate. Before the final step of the algorithm, the u m ! u m 1 injection, a solution error between levels e m fu m ; u m 1 may be computed. Additional details on how the error is computed and combines with the feature detection to drive refinement are given in a subsequent section.
III. Feature Detection
In our earlier work [37] , a family of feature-detection methods was proposed that employed a nondimensionalization based on local shear-strain rates, which emphasized generality and allowed for automation. Four methods were developed based upon the Qcriterion [10] , 2 [11] , ci [12] , and [13] . The four methods demonstrated similar and desirable tagging behavior, as each identified nearly identical regions of vortical flows using a fixed threshold of unity. In this work, the nondimensional Q method is used for all the tests and its formulation is briefly discussed as follows.
The Q-criterion [10] is generally written as Q 1 2 kk 2 kSk 2 , which represents the difference between the strain (S) and rotation () components of the velocity gradient tensor. While Q measures the relative rotational strength, it is still dependent upon the characteristic length and velocity scales of the specific problem. Therefore, to yield a suitable nondimensional form, we divide by kSk
Using the shear-strain rate tensor is a particularly appropriate normalization for two reasons: it has the same units as Q, and its functional behavior is well behaved with respect to Q. The shearstrain value is zero at the center of an ideal vortex, and it is commensurate with Q near the radial extent of the vortex.
Using a threshold of unity, i.e., marking regions for refinement whenQ > 1, automatically detects the entire core region without tagging the surrounding area outside of the core. Moreover, using a threshold value of unity remains satisfactory, regardless of vortical strength, size, or type [9] . Conditions may arise wherein kSk ! 0, thereby leavingQ unbounded. However, at the center of a vortex, where this is likely to occur, an infiniteQ value is acceptable because the core will be routinely tagged as it is greater than unity. Additionally, near-zero strain rates may occur in freestream regions that contain minor rotational perturbations. For these cases, a small noise filter can be applied that does not affect robustness or limit overall accuracy [37] .
IV. Error Estimation
The normalized feature detection approach is highly automated, but it cannot indicate when sufficient mesh resolution has been attained. In this section, we formulate a Richardson estimator, suitable for both unsteady and steady flows, which can serve as a termination criterion for refinement.
A. Local Truncation Error
Before constructing the error estimator, we first examine the local truncation error (LTE) for unsteady flows for two reasons. First, the LTE serves as a verification of the spatial and temporal order-ofaccuracy convergence rates of the numerical discretization scheme. Second, it represents the best attainable spatial error convergence and can therefore be used as a performance benchmark for the Richardson estimator.
The general formulation of the LTE is derived first for the one-dimensional (1-D) wave equation for which an exact solution is available. Following this, the LTE of an unsteady advecting vortex is examined. In the simple 1-D linear wave equation,
u is a general scalar that represents the exact solution, represents the wave-speed, and t and x represent the temporal and spatial dimensions, respectively. To solve Eq. (7) numerically, it first must be discretized, so that a discrete solution variable w is defined. For illustrative purposes, Eq. (7) is temporally discretized with the Forward Euler method and spatially discretized with first-order upwinding. The discrete difference equation at an arbitrary node j can be written as
where t and x represent the time-step and cell size, respectively. The LTE measures how well the discrete equation models the exact solution for a single time-step, and therefore it may be estimated using the exact and numerical solutions. Because w n1 is guaranteed to satisfy the difference equation, it is likely that the exact solution (u n1 ), when inserted into R, which is the residual of Eq. (8), will not satisfy it. The resulting non-zero term is the LTE, which for Eq. (8) can be written as
In turn, we note that this is equivalent to
Because the LTE is dependent upon space and time, it is usually expressed in terms of their delta quantities when discussing the numerical order-of-accuracy. For example, if LTE Ot q Ox p , the numerical scheme is considered to be qth-and pthorder accurate in time and space, respectively. Although the aforementioned derivation used the Forward Euler method for time discretization, it can be shown that this analysis is equally applicable to multistage Runge-Kutta time integration schemes, such as those used in the ARC3DC solver [38] .
Having expressed the LTE for a general unsteady case, we now examine how spatial and temporal refinement will work to reduce the error present for an advecting Shu-Erlebacher-Hussaini [39] vortex. The vortex is advanced for a single time-step from its initial state, which enables a complete analysis of the spatial and temporal convergence as a function of the mesh size and time-step. The exact solution is found by translating the initial solution at a velocity set by the freestream, and the following information explains the computational solution procedure. The vortex is placed at the center of a domain defined by x 2 0; 32 and y 2 0; 32, and the parametric study is conducted with t f5; 5=2; 5=4; . . . ; 5=512g and x f2; 1; 1=2; . . . ; 1=32g. For reference, the vortex convects through the domain at 0.1 Mach, which, given the size of the applied time-steps, translates the vortex at core widths ranging between 0.5 and 9:76 10 3 grid units. Regarding grid resolution, the vortex core radius is approximately 1.2, so that the coarsest and finest grids contain 1 and 75 points along the diameter, respectively. Examining such a wide range of scales ensures that the asymptotic solution limit is attained for both t and x, so that the error behavior can be fully assessed. Figure 4a contains the spatial accuracy study, where the xmomentum error is plotted as a function of x. A series of time-steps are applied and the resulting LTE is shown. For the larger time-steps, the temporal error dominates the spatial error, causing the LTE to stall in the limit of small spatial resolution. However, when t is small enough or when t x is approximately less than or equal to unity, fifthorder accuracy is clearly demonstrated. This ratio also happens to represent the Courant-Friedrichs-Lewy number (CFL t x ) number used in ARC3DC and is bounded by RK3's CFL limit of 3 p , showing that smaller time-steps are required for both accuracy and stability.
The complementary temporal accuracy study is shown in the convergence plot in Fig. 4b , in which a series of different spatial resolutions are applied across a range of time-steps. Although it showcases the same data as that presented in Fig. 4a , the lines now represent constant x to illustrate temporal convergence. Thirdorder accuracy is achieved in regions where
is approximately equal to or greater than unity, and stalled convergence occurs when t is large compared to x. This study thus verifies that the numerical discretization scheme used is third-order accurate in time and fifth-order accurate in space.
B. Richardson Extrapolation
Although the LTE represents a convenient form of the discretization error, it cannot be used practically because the exact solution must be known. If the asymptotic solution exhibits logarithmic error convergence, which was shown in the previous section, recursively finer meshes will better approximate the exact solution. This idea is key to the Richardson estimator, where finer discrete solutions are used in place of the exact solution to compute the error. Note that this computed error is a relative error between the fine and coarse grid levels, but its convergence will be shown to be comparable to the LTE. Before presenting its formulation, we first cover the basic assumptions of Richardson extrapolation, which, as discussed by Roy [40] , must include 1) uniform and systematic refinement, 2) smooth and asymptotic solutions, and 3) dominant discretization error:
1) The block-wise refinement used in SAMARC ensures the assumption of uniform refinement. Cell aspect ratio, cell skewness, and cell-to-cell stretching all remain constant because of the systematic and isotropic refinement on each level provided by the Cartesian grid system.
2) The condition of smooth and asymptotic solutions is generally valid for well-resolved rotorcraft flowfields, as they do not contain discontinuities, e.g., shocks. It is expected that while the coarse baseline mesh may not completely resolve the wake dynamics, the applied sequence of increasingly refined meshes will tend towards asymptotic behavior. Recall that the error estimator is being used to terminate refinement, which is likely to only occur after the vortex cores are sufficiently resolved.
3) Discretization error measures how well the discrete solution, generated through an iterative or equivalent time-marching process, is able to approximate the actual physical system for the matching set of continuous equations. The ability of the discretization scheme to achieve this was shown in the earlier wave equation formulation.
Derivation
A Taylor series approximation can be used to express the exact solution in terms of the discrete solution and higher-order terms. For example, the discrete solution w h is computed on a grid with spacing h x,
where w h denotes the discrete solution, p refers to the applied spatial order-of-accuracy, and C i represents a set of unknown constants. Applying Landau notation, the higher-order terms can be grouped together so that a single term is extracted from the infinite sum,
If the higher order term is dropped, Eq. (11) represents a single linear equation. This equation can be used to create a system of linearly independent equations for each grid level available, which, when combined, can be used to develop a better approximation of u. Equation (11) uses a grid size of h, and so for demonstrative purposes, it is assumed that a finer solution is available on h=2,
With some algebraic manipulation, Eqs. (11) and (12) can be combined to form an approximation of u,
Note that the constants C i cancel and the aforementioned expression has improved the order-of-accuracy by one, as compared to the original discrete representation in Eq. (10) .
Beyond improving accuracy of the functional estimate, a similar technique can be used to compute the error. Solving for C 0 in Eq. (11), the error on w h=2 can be defined as the difference between the exact and computed solutions, i.e., u w h=2
Note that the denominator is a function of p (applied spatial orderof-accuracy) and is therefore constant on all grid levels. As such, the error can be simply expressed as the difference between the coarse and fine solutions.
For steady problems, Eq. (13) can be directly applied to compute the error between two systematically refined grids. However, because our prime interest is in developing a well-behaved unsteady error estimation technique, we now consider how a time-accurate solution influences the spatial and temporal errors. Let us assume that a fine and a coarse solution are separated by n levels of refinement, so that the coarse and fine solutions exist on grids with spacing h and h=2 n , where n f1; 2; 3; . . .g. The wave equation is reconsidered [Eq. (7)], and if a discrete second-order accurate solution is computed, the difference is 
Here, we also assume that the size of the time-step taken on the coarse and fine grids is identical and that the flow solution has advanced only a single time-step from the initialization of u f and u c , so that u n f u n c 0. Recall from Sec. II.C that the multilevel algorithm injects the finest solution available into its overlapping coarser level before the start of each time-step, and so this assumption remains valid. Consequently, the computed error represents the error generated during a single time-step. The fine-coarse difference can now be rewritten as 
For illustrative purposes, second-order accurate derivatives can be used so that the first bracketed term on the right hand side will resemble 
Note that term on the right-hand side includes both x p c and t k , indicating that the spatial and temporal effects are still coupled.
Comparing
estimator. Rather, the Richardson estimate comprises only coupled space-time terms, which will effectively remove the small-t stalled convergence behavior observed in the LTE analysis. We note that this result is naturally a consequence of using the same physical time-step between different grid levels, but this assumption is generally valid in practical simulations.
If the time-integration scheme involves time refinement in conjunction with the spatial refinement, and the spatial operator orderof-accuracy is p, whereas the time order-of-accuracy is q, a larger coarser level time-step may be applied and still maintain temporal error convergence as long as
The time integration scheme used in this work, however, applies a uniform time-step across all grid levels; time refinement is not used.
Validation
To validate the Richardson estimator, we consider the same advecting vortex problem from our earlier LTE study. Note that the number of grid levels considered will be one fewer because the extrapolation process can only generate n 1 error estimates from n solutions. Moreover, two separate studies will be conducted in this section. The first study will compute error on the coarse level using the finest solution available. This essentially represents the ideal case, because the finest solution is a reasonably good approximation to the exact solution. In the second case, for each grid level, the next-finer solution will be used, which represents what would be used in a practical implementation. ), using a form of Eq. (17) that is normalized by t. Here, as x ! 0, fifth-order spatial convergence is observed for all t and the error decay rate does not stall, even for large t. With the exception of t 5 on the two coarsest grids (x 1; 2), which is numerically unstable, the spatial convergence is generally unaffected by variations to time-step size and exhibits smooth monotonic convergence. These rates of convergence are in agreement with the LTE analysis presented earlier.
Next, Fig. 5b contains the same Richardson error quantity, but it is computed using the solution from the next-finer level. All time-step plots match the general behavior as found in Fig. 5a . Spatial error convergence is relatively asymptotic, even for the highly underresolved cases. Moreover, the monotonic profiles illuminate the inherent numerical stability associated with the Richardson estimator, allowing it to be a robust control mechanism for grid ) and b) solution on next-finer level for 5th-order spatial discretization.
adaption. Temporal accuracy studies presented elsewhere [38] similarly demonstrate ideal convergence.
The aforementioned two-part study verifies that the reported error is strongly dependent upon the solution on coarser grid, rather than the finer grid. While Eq. (17) indicated that the computed error is dominated by x c , this test confirms that using a very fine solution, which closely approximates the exact solution, offers no additional benefit as compared to using the solution from the next-finer level. In practice, error on the finer grid will be computed by comparing it to its coarser equivalent, although the error converges according to the coarse mesh solution. For those fine mesh points that lie between coarse mesh points, interpolation will be used.
Time-Accurate Behavior
The previous spatial convergence studies demonstrated that the Richardson estimator is suitable for unsteady flows using a single time-step. We next examine the error during a full time-accurate simulation. Furthermore, to understand how convective and dissipative errors individually contribute to total error, two analogous time-dependent cases, one in which the vortex remains stationary, and the other in which it advects through the domain, are studied. It is desired that the error from a non-stationary vortex is comparable to a stationary one, so that varying advection rates do not influence reported error. Both cases use five levels of refinement where h L f8=3; 4=3; 2=3; 1=3; 1=6g, allowing the coarsest and finest levels to contain about one and seventeen points across the core, respectively. Contour plots of vorticity for the four finest grids, illustrating core resolution, are shown in Fig. 6 . Adaptively refined meshes are not yet applied, as this fundamental test computes error on uniformly refined meshes.
First, for the stationary case, the vortex is placed at the origin and experiences no mean-flow. The solution is advanced 100 time-steps of t 0:8. The time-history of a pressure-based error, which represents the static pressure difference between two grid levels, on the four finer meshes during the simulation is presented in Fig. 7a . Although the result is somewhat benign, the constant error across all levels represents ideal behavior. Recall that at the end of each timestep, the finer solution is injected into their coarser parents. This, combined with the higher-order spatial difference operators, prevents any error fluctuation, and the Richardson error is therefore constant. We also note that the sequentially refined meshes lead to greater reductions in error, thereby demonstrating asymptotic grid convergence.
For the next case, all run parameters are similar for the stationary vortex case, but now the vortex convects about four vortex core widths from x i f 4; 0g to x f f4; 0g. Figure 7b shows a plot of the error behavior. The magnitudes are comparable, but some oscillatory behavior is observed. This occurs because the error is computed at the overlapping grid points, allowing the vortical center, which contains the largest error, to be adequately resolved, depending upon its relative position to the nearest node. Interestingly, the number of cycles is predictable, as the L1 error exhibits three periods during the simulation equal to the number of L1 grid points that it eclipses. The same trend is observed for the L2 error, except the period is cut in half due to the -to-2 refinement strategy employed by the grid system. Additional refinement produces higher frequency content but at increasingly smaller amplitudes. However, despite these oscillations, the error remains periodically constant over the course of the unsteady simulation. The maximum, minimum, and average error amplitudes shown in Table 1 are comparable to the stationary case.
C. Selecting an Error Function
An advantage of the Richardson estimator is that any locally computed function can be easily used to measure solution error. Nevertheless, one must be careful in selecting the proper functional value to characterize the local error. Specifically, the following criteria are applied to help design a suitable error functional.
First, the functional error should be inherent to the flow and not derived, i.e., quantities directly computed from the state variables are acceptable whereas vorticity is not. This criterion is imposed to prevent discretization error, which is likely to occur in Fig. 6 Initial contours of vorticity that depict vortical resolution for the time-accurate error analysis study. Relative to the maximum magnitude found on L4, the lack of flow resolution on L1 has reduced its strength by about 30%. under-resolved vortices, from affecting the measurement of the solution error. Second, the functional error must be Galilean invariant. This property ensures that moving reference frames do not influence the computed value, which is necessary to ensure that background flowfields do not affect either the magnitude or profile of the error. Lastly, the functional error should be well scaled. By this we mean that the error should scale with respect to the convective scales inherent to the specific problem. Therefore, for a given problem, the error levels should remain constant, even if the vortical strength is increased or decreased, possibly indicating that the body is generating more or less lift.
To compare different error functions, we use the same case setup from Sec. IV.B.3 and compute the error on L3 by comparing the solutions on L2 and L3. Note that a stationary vortex is tested, as the low-Mach limit case proved more challenging for some of the selected candidates. Figure 8 plots the error reported by three estimators: pressure, dynamic pressure, and mass flux. In each case, the error, computed as the difference between the fine and coarse grids, is normalized by its associated global maximum value, e.g., p error p fine p coarse =p max , and is plotted for a range of vortical strengths, 2 0:05; 5:0. A local normalization is not applied because it leads to strong error overshoot conditions in regions of stagnant flow. Figure 8 demonstrates that pressure error is strongly correlated with vortical strength, whereas dynamic pressure and mass flux are significantly less. Moreover, in the limit that the vortex contains sonic flow ( ! 5), mass flux is slightly better behaved than dynamic pressure. Similar tests indicate the mass flux error is well behaved for different freestream Mach numbers as well. Additionally, there is no additional computational overhead in computing the mass flux because it is contained in the state vector. As such, it will be used to estimate error for all cases in Sec. VI. However, before presenting these results, the coupled refinement strategy that combines feature detection and error estimation is offered in the next section.
V. Refinement Strategy
The overall mesh refinement strategy that couples the featuredetection methodology with the Richardson error estimator is outlined in this section. The software package responsible for controlling the AMR process is called guided adaptive mesh refinement (GAMR) and operates by identifying vortical structures and adding refinement in regions where the solution error is unacceptably large. Although GAMR is implemented within SAMARC (see Fig. 9 ), the module can be easily integrated into any solver that uses a multi-level Cartesian-based AMR paradigm. The rest of this section specifically addresses the refinement and coarsening algorithm followed by GAMR.
To explain the refinement process, we begin with a sine-like feature on L N , as illustrated by Fig. 10a . Let us assume that L N represents the finest level in a particular region of the mesh so that new-level construction may occur above it. For example, if a grid system contained L0, L1, and L2 grids, the only permissible way of building a finer L3 region would be if the L2 solution required it.
Initially, the wave is identified by feature detection, as shown by Fig. 10b . Once complete, the computed nodes with unsuitably high error are marked for refinement, while those below the prescribed error tolerance are not refined. Figure 10c illustrates this process, as some of the previously tagged cells (green x's) are untagged (red x's). The tagging process is now complete and Fig. 10d shows the newly created L N1 grid above L N . Note that cells adjacent to the flagged nodes are refined because SAMARC performs all refinement operations in a cell-wise fashion. This general process is followed for each grid level, with the exception of the coarsest baseline grid (L0). 9 Coupling GAMR with SAMARC, the AMR-capable, off-body flow solver. Here, feature detection occurs as normal, but error-adaptive control cannot be applied because no error estimate exists because the Richardson technique requires an overlapping solution. In addition, during a single re-grid cycle, a maximum of one level can be added to an existing grid-level hierarchy. Although the relative error between L N and L N 1 may be used to determine if L N2 (and finer) should be constructed, such a strategy is likely to produce erratic mesh behavior. Error reductions may be highly nonlinear, making larger extrapolations less accurate. Instead, we prefer to have the mesh gradually evolve with the flow feature using a fast re-grid rate, which is practical due to the efficient AMR infrastructure.
In addition to refinement, coarsening operations are employed to remove refinement where no longer necessary. Recall that SAMARC operates one level at a time, and performs re-grid operations from coarse to fine. Therefore, if a feature has moved and is no longer contained in a cell situated in L n or if the error drops below the tolerance, all the overlaid levels at or above L n1 will be removed automatically.
As a final note, the relative CPU speeds of the feature detection and error estimation routines are quite small, on the order of one percent of a single off-body CFD iteration. This is significantly more economical than an adjoint solution, which is at least expensive as a single flow solution step. Moreover, these algorithms have been designed with high-performance computing in mind and are executed in parallel.
VI. Results
In this section, the coupled strategy is allowed to drive the off-body refinement process within Helios. The test cases include an advecting vortex, and the flow over a NACA 0015 wing, and a rotating quarterscale V-22 (TRAM) rotor. In each case, the key objective is to demonstrate that the degree of applied grid resolution can be automatically controlled by the combined feature detection and error estimation approach. The associated tolerance will govern the level of solution fidelity, and the grid points will be distributed in a manner that targets regions containing highest error.
A. Advecting Vortex
In our previous work, the nondimensional feature detection methods were shown to effectively drive the AMR process for an unsteady advecting vortex. Now, the Richardson error estimator is coupled with the nondimensional Q method and is allowed to limit the amount of resolution applied to the vortex. To understand the impact of different error thresholds on the time-dependent solution, Figure 11a represents the starting vortex on the six overlapping grid regions, where the grid spacing is h L f1; 1=2; 1=4; 1=8; 1=16; 1=32g. The diameter of the vortex is about 2, and so the coarsest (L0) and finest (L5) resolutions contain about 3 and 64 points across the core, respectively.
For the simulation, the vortex is placed at the origin of a domain defined by x 2 10; 10 and y 2 10; 10. The vortex convects rightward (x) at Mach 0:1 for a distance of 20 core widths, with periodic boundary conditions used in x, and Neumann conditions in y. A single period is t 400, and by enforcing a CFL of 1.0 on the finest level, t 0:01. For all cases, a fixed re-grid period of thirty time-steps is employed. This frequency ensures that the mesh is adapted before the vortex enters and exits an L5 cell. Therefore, during the entire 40,000 time-steps, 1,333 re-grid operations are performed. Additionally, the maximum number of mesh levels is restricted to six (L5). This restriction provides an upper bound on the number of grid points, and maintains a reasonable t for ARC3DC's explicit solution procedure.
Figures 11b-11d display the final solutions when applying the three different error tolerances. Although each travels an equal distance, larger error tolerances provide less mesh refinement, which leads to increased numerical dissipation of the vortical core. For the largest tolerance of 10 3 , the vortex has encountered severe dissipative effects and only retains a small fraction of the starting vorticity. Note that the discontinuous vorticity contour lines in Fig. 11b do not represent the true solution, but occur because the visualization software occasionally encounters difficulty when computing vorticity on a multiblock grid. Next, when the tolerance is lowered to 10 4 , the solution dramatically improves, providing two additional mesh levels, which help retain the initial size and strength of the vortex. Finally, when it is lowered to 10 5 , more mesh levels are provided, but the relative improvement of the overall feature resolution, compared to the previous result, is less. Table 2 compares the number of supplied grid points and the resulting solution error for three different error tolerances. The solution error represents the difference between the exact and computed solutions and is normalized with respect to the exact value. From the tabulated data, we arrive at two key conclusions. First, with regard to computational expense, there exists a strong correlation between the number grid points and applied error tolerance. Each time the tolerance is dropped by an order of magnitude, about three to four times as many points are added. Second, with regard to computational accuracy, there exists a similar correlation between the applied error tolerance and the reported solution error. Lowering the error tolerance, results in comparably lower solution error.
While the task of selecting an appropriate error tolerance is dependent upon the particular application, the error tolerance of 10 4 provides a near-optimal solution for this case. With this tolerance, about 16 mesh points are placed along the vortical center and this level of resolution is sufficient according to previous results for similar vortex convention problems that use high-order spatial discretization [37] .
B. NACA 0015 Wing
This test case is based on the original experiment of McAlister and Takahasi [41] , where a series of vortex core measurements were taken at several downstream locations for different angles of attack, freestream velocities, and wing-tip shapes. The current test case considers the steady flow around a full-span NACA 0015 square wing at a 12 deg angle of attack. The wing experiences uniform inflow with a Mach number of 0.1235 and a Reynolds number of 1: 5 10 6 . Dirichlet conditions are imposed along the far-field boundary. The Helios dual-mesh infrastructure, outlined by Sec. II, is employed and the hybrid unstructured/structured-Cartesian grid system at the start of the simulation (before any solution-based refinement) is illustrated in Fig. 12 . The unstructured grid surrounds the wing section and is embedded within the Cartesian mesh. The offbody domain pictured here is comprised of four mesh levels where h L0 0:2, h L1 0:1, h L2 0:05, and h L3 0:025, where the grid distance has been nondimensionalized by the chord length. In general, re-gridding is performed every 100 iterations and convergence is obtained after about 250 adaption steps.
Previous work simulated this case with feature-only adaption and it was demonstrated that feature-based AMR leads to significant improvements in far-field vortex resolution. As in the advecting vortex case, we now apply three error tolerances of 10 2 , 10 3 , and 10 4 to control the refinement process. To control computational costs, the maximum allowed number of grid levels was restricted to four. The Richardson error estimator is therefore only active through three grid levels; addition of finer levels beyond L3 is restricted. The final solutions and grids are shown in Fig. 13 . As before, larger error tolerances limit the amount of mesh resolution applied, leading to increased numerical dissipation. Setting e tol 10 2 only allows the vortex to travel about six chord lengths downstream, while a threshold of 10 3 doubles the distance to about twelve chords back. Further reducing the tolerance to e tol 10 4 allows for the cores to reach the end of the domain, a distance of nearly twenty chords.
A quantitative comparison of the solutions is given in Table 3 . A solution generated with feature-only refinement, i.e., without errorbased control (e tol 0), is used as a benchmark, and the relative error for each case is computed at 6, 12, and 18 chord lengths downstream. The smallest error tolerance of 10 4 results in perfect agreement with the feature-only solution, and does so with about 4% fewer grid points. The next larger tolerance of 10 3 uses about two million fewer points, matches the solution very well at 6 chord lengths and only incurs an error of 13% at 12 chord lengths. However, near the twelfth chord length station, the finest grids are removed and this leads to an error increase to 42% at 18 chord lengths downstream. Lastly, when e tol 10 2 , the vortex is under-resolved at all the chord locations shown. The amount of error reported is 24% after the first six chord lengths, and it further increases to 57% over the next six chords. After this, the relative error decreases slightly to 48% over the next six chords. This demonstrates how crucial grid resolution is to vortex preservation in the wake.
Although these plots clearly demonstrate that a Richardson estimator is capable of controlling the amount of resolution that a vortical feature receives, the importance of the feature detection 
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39:3x L5 Fig. 12 The NACA 0015 near-body unstructured grid with the unadapted off-body Cartesian grid system.
should not be overlooked. By only allowing refining where features are found, and not to all regions with high error, the current approach avoids refining the entire turbulent wake region. According to the Richardson estimator, the wake contains high error but the feature detection procedure prevents this region from being flooded with points. Figure 14 demonstrates that by targeting the vortex cores, refinement is specifically directed towards them. We note that for certain problems, it may be necessary to further resolve the wake region as well, in which case it is possible to rely entirely upon the Richardson error to guide the AMR process. However, we do not consider such limited cases in the present study.
C. Tilt Rotor Acoustic Model (TRAM)
The tilt rotor acoustic model (TRAM) is a quarter-scale model of the Bell/Boeing V-22 Osprey tiltrotor aircraft right-hand 3-bladed rotor. The isolated TRAM rotor was tested in the Duits-Nederlandse Windtunnel Large Low-speed Facility (DNW-LLF) in the spring of 1998. Aerodynamic pressures, thrust, and power were measured along with structural loads and aeroacoustics data. Wake geometry, in particular the locations of tip vortices, was not part of the data collected. Further details on the TRAM experiment and extensive CFD validations with OVERFLOW can be found in the work of Potsdam and Strawn [4] .
For the computational tests, M tip 0:625, Re tip 2: 1 10 6 , and the collective is set to 14 deg. A noninertial reference frame is used, such that the rotor stays fixed. Although the freestream Mach number is low, the speed of the flow relative to the blade is high due to the rotational terms. The TRAM geometry is comprised of three blades and a center body. The near-body volume mesh contains 2: 8 10 6 nodes and extends to approximately two chord lengths from the blade surface. The maximum number of off-body levels is seven, which corresponds to a length that is 10% of the rotor tip chord. The unstructured grid is shown embedded within the unadapted Cartesian mesh in Fig. 15 .
To test the Richardson estimator the adaptive error-based control is turned off in regions where the computed error is below e tol . Three different error tolerances, of 10 2 , 10 3 , and 10 4 , are applied. As in the NACA 0015 case, the maximum allowed number of grid levels was restricted to seven to control the computational cost. The Richardson error estimator is active only through the six levels of refinement; addition of finer levels beyond L6 was restricted. The resulting flow-fields and adaptive Cartesian grid systems are shown in Fig. 16 . Again, the results clearly indicate that, by using the solution error computed by the Richardson estimator, the off-body mesh resolution can be effectively controlled. Similar to the NACA case, the amount of far-field refinement is continually reduced when the error tolerance is increased. When e tol 10 2 , only a relatively small amount of off-body refinement is applied and the cores remain coherent for just about one-half revolution. Lowering the tolerance to 10 3 preserves the helical vortex system for more than a revolution, and further decreasing e tol to 10 4 produces a solution similar to the feature-only case.
It should also be mentioned that between the NACA and TRAM cases, similar error threshold levels resulted in similar off-body fidelity. This is especially notable because the maximum vorticity magnitude in the off-body of the NACA case is about two orders of magnitude greater than in the TRAM case. While additional comparative studies are necessary to understand the effects of different error thresholds upon rotor performance and wake prediction, it is verified here that the proposed error estimator procedure has the potential to guide refinement without laborious tuning of the threshold parameters.
VII. Conclusion
An adaptive mesh refinement (AMR) strategy is developed for unsteady vortex-dominated flows that couples feature detection with a Richardson-like error estimation to control grid resolution. The refinement strategy follows a two-part approach. First, feature detection is used to identify regions of the off-body domain for mesh refinement. Local solution error, as computed by the Richardson error estimator, is then used to control the amount of mesh resolution. The combined feature detection-error estimation approach restricts mesh refinement to important coherent structures in the flowfield, an aspect that is particularly relevant for tip vortex resolution in fixedwing and rotorcraft applications. This paper focuses on the development of the Richardson estimator, and implementation in the context of Cartesian-based off-body refinement.
Richardson extrapolation is commonly used to improve discrete functional approximations, but our approach uses a form of interpolation to compute the error between two solutions from overlapping grid levels. The error estimation process requires a coarse and (relatively) finer solution, which have been generated using the same time-marching process. After each time-step, the error may be computed simply as the difference between the two solutions. This error calculation is akin to computing the local truncation error, which approximates the discretization error, but which requires an exact solution along with its discrete equivalent. For most practical computational fluid dynamic (CFD) problems of interest, the exact solution is unknown, so that our approach approximates the exact solution with the discrete fine solution. Spatial convergence tests reveal that the Richardson estimator is on par with the local truncation error, even for very coarse meshes where the vortex may be under-resolved. Additional tests verify that the estimator is well behaved for both steady and unsteady flows, and a mass flux error is shown to be relatively insensitive to variations of vortical strength, as compared to other error functionals (such as pressure).
The capability of the approach is demonstrated using three cases, an advecting vortex, tip vortices from a NACA 0015 wing, and the wake of a quarter-scale V22 tilt rotor acoustic model (TRAM) rotor. For all cases, an error tolerance of 10 4 was found to adequately preserve the vortex system and offer relatively small error far downstream. Moreover, the results are in very good agreement with results obtained using a feature-only process with a fixed number of mesh levels. Overall, the proposed method shows good potential for an automated procedure for resolving vortical features in aerodynamics applications.
Future work will apply the developed approach for more complex rotorcraft applications, in particular those involving multiple components such as fuselage and tail rotor interaction.
