Abstract-This paper evaluates the performance of uniform and sparse nonuniform sampling techniques (namely nested and coprime sampling) for line spectrum estimation, in presence of nonideal conditions such as perturbation in sampling instants, and limited data for computing statistical averages. Coprime and nested sampling are well-known deterministic sampling techniques that operate at rates significantly lower than Nyquist, and yet allow perfect reconstruction of the spectra of wide sense stationary signals. However, theoretical guarantees for these samplers assume ideal conditions such as synchronous sampling, and ability to perfectly compute statistical expectations. This paper studies the performance of coprime and nested samplers when these assumptions are violated. Using a general grid-based signal model that applies to both spatial and temporal line spectrum estimation, the effect of perturbations in sampling instants is evaluated by deriving fundamental Cramér-Rao Bounds (CRB) for line spectrum estimation with perturbed samplers. For the first time, simplified expressions for the Fisher Information matrix for perturbed coprime and nested samplers are derived, which explicitly highlight the role of coarray. Even in presence of perturbations, it is possible to resolve O(M 2 ) spectral lines under appropriate conditions on the size of the grid. The effect of finite data on the CRB is also studied, and necessary and sufficient conditions are derived to ensure that the CRB decreases monotonically to zero with the number of measurements, even when there are more sources than sensors. Finally, the theoretical results derived in this paper are supported by extensive numerical experiments.
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Digital Object Identifier 10.1109/TSP.2016.2637309 the power spectrum density) can be reconstructed without any loss of information. This can have profound significance in both temporal and spatial sampling. For spatial line spectrum estimation (or direction-ofarrival/DOA estimation), sparse non-uniform samplers such as nested [1] and coprime [2] arrays can resolve up to O(M 2 ) sources using only M sensors, by exploiting the virtual coarray and its enhanced degrees of freedom. On the other hand, traditional spatial sampling techniques such as the Uniform Linear Array (ULA), which have been studied for decades, are well known to be capable of resolving O(M ) sources using M sensors [3] , [4] . In order to use the enhanced degrees of freedom offered by these sparse arrays, two main approaches have been proposed. The first category of algorithms are subspace based, where traditional subspace algorithms such as MUSIC, are applied on the spatially smoothed co-array manifold [5] . In the second approach, a sparse model is assumed and l 1 minimization is proposed to recover the directions of sources [6] , [7] . In this case, the range of all possible directions is discretized into a grid, and the DOA estimation problem is then reformulated as a sparse representation problem [6] , [8] [9] [10] . We will review this approach in more detail in Section II-A, and use the grid based model for the rest of this paper.
In temporal domain, sparse samplers such as nested and coprime have emerged as efficient sub-Nyquist sampling techniques that can enable reconstruction of the power spectrum of WSS signals as though they were sampled at the Nyquist rate [2] , [5] , [11] , [12] . Unlike common compressive sensing approaches that use sparsity to enable sampling at sub-Nyquist rates, nested and coprime sampling only requires the random process to be WSS. For a line spectrum process, co-prime sampling (with coprime numbers M, N ) is shown to be capable of recovering O(MN) sinusoidal frequencies [5] .
In spatial domain, most co-array based algorithms exploit the geometry of an unperturbed array manifold [1] , [5] , [13] , [14] . Array perturbations however, are known to severely deteriorate the performance of DOA estimation algorithms [15] , [16] . This is mainly due to strong dependence of these algorithms on the availability of an accurately known array manifold. These perturbations can appear as sensor gain or phase error, sensor location error, mutual coupling, and so forth. In recent times, the problem of gain and phase calibration errors in sensor arrays is regaining attention, especially since it can be recast as an appropriate convex optimization problem using the idea of lifting [17] [18] [19] . In [20] , the authors consider the problem of DOA estimation with unknown sensor gain and phase under a grid based model, and analyze the problem by reformulating it as a bilinear problem. They also establish conditions under which the bilinear problem has unique solution. However, their formulation does not consider the co-array of and hence their guarantees do not extend to the case of O(M 2 ) sources. The authors in [21] study the robustness of the compressive sensing problem to additive perturbations E to the dictionary matrix A. However, the dictionary under consideration in this paper has a specific Vandermonde like structure, which is not analyzed in [21] . Most classical apporaches for array calibration such as [15] , [16] , [22] as well as recent techniques that examine the effect of perturbed dictionaries [21] or employ ideas from lifting [19] to resolve perturbations, do not exploit the geometry of the virtual co-array or difference-set. Similarly, in temporal domain, existing studies on sampling jitter [23] [24] [25] and perturbations cannot be applied to sparse sub-Nyquist sampling. This is due to the fact that these sparse samplers are used to reconstruct the autocorrelation sequence, and they are incapable of reconstructing the time domain signal without aliasing. More recently, the authors in [26] [27] [28] [29] [30] have considered the effect of perturbations on sparse sub-Nyquist samplers for power spectrum (or autocorrelation) estimation. In [27] , [28] , practical algorithms based on total-least squares have been proposed to resolve phase errors in antenna arrays that can also exploit the structure of the autocorrelation matrix. The authors in [26] consider a general framework to study the effect of grid mismatch (or perturbation on the array manifold) on autocorrelation estimation and also propose a total least squares based algorithm for joint estimation of perturbation and correlation. However, they do not establish fundamental conditions under which the line spectrum parameters (along with the nuisance perturbation terms) can be consistently estimated in an algorithm-independent fashion. In [12] , the authors provide fundamental lower bounds on the sampling rate of any sampler for stable covariance estimation. These bounds are obeyed by any sampling set (including that corresponding to a perturbed nested or coprime sampler). However, our goal is to understand the effect of perturbation on the mean squared error (MSE) of line spectral parameters in presence of perturbations (via explicit computation of related Cramér-Rao bounds), which is fundamentally different from the analysis pertaining to achievable rates in [12] . In our earlier work [31] , we considered a grid-less and unperturbed DOA estimation problem, and established conditions under which its corresponding Fisher Information Matrix (FIM) is invertible. In this paper, we extend our previous work in [29] , [30] , [31] and conduct a deeper study on the effect of perturbed sampling and investigate the invertibility of FIM in presence of perturbations.
Another goal of this paper is to understand fundamental performance limits of any line spectrum estimation algorithm using sparse samplers, when only a finite number of samples are available for computing statistical averages. In [11] , the statistical properties of empirical autocorrelation estimates using finite data have been analyzed and the mean squared error of these estimates, as a function of the data length, have been derived. However, the goal in this paper is to characterize the Cramér-Rao Bounds on the mean squared error of line spectral parameters and not the autocorrelation estimates, which are independent of any particular algorithm that may be used to compute these estimates.
A. Contributions of the Paper
r Fisher information matrix and the co-array: A main contribution of this paper is to develop simplified expressions for the FIM of perturbed arrays and samplers for line spectrum estimation (assuming a Gaussian distribution for the samples of the line spectral process) which explicitly shows the role of co-array. It is well known that for Gaussian distributions, non-singularity of FIM, implies local identifiability of the unknown parameters [32] . Moreover, singularity of FIM implies non existence of any unbiased estimator with finite variance [33] . By conducting a deeper study of the pattern of repeated elements in the co-array, we are able to establish conditions under which sparse samplers are capable of resolving O(M 2 ) sources even in presence of perturbations.
r Sparsity and idenitifability: Although our model is grid based (which renders the model sparse), the construction of FIM does not assume sparsity as a prior. Yet, we are able to establish that the FIM thus constructed continues to be non singular around sparse solutions, as long as the grid size is smaller than a certain number directly related to size of co-array. This demonstrates that it is possible to identify sparse solutions for an overcomplete grid based array manifold even without using sparisty as a regularizer. We also investigate the case when the grid size becomes too large so that the FIM is no longer invertible. Under such conditions, we derive identifiability results by constraining the perturbations to be smaller than a certain quantity.
r Effect of finite number of temporal samples: We study the CRB as a function of the number of temporal measurements for both spatial and line spectrum processes. For temporal line spectrum estimation, we perform blockbased periodic non-uniform sampling of the line spectrum process, and derive necessary and sufficient conditions under which the CRB monotonically decays to zero as the number of blocks grows to infinity. The CRB for spatial line spectrum estimation also shows an identical behavior with respect to the number of snapshots.
B. Organization and Notations
The paper is organized as follows. In Section II, we present a generalized grid based model for line spectrum estimation in both spatial and temporal domains. In Section III, we derive simplified expressions for the Fisher Information Matrix, and establish explicit conditions on the size of grid, and size of co-array such that the FIM is non singular for almost all choices of δ. Our derivations do not impose a sparse prior on the model, and yet the guarantees continue to hold for sparse solutions. In Section IV, we study the case when FIM is singular and argue that it may become necessary to impose sparsity priors on the parameter of interest to render it identifiable. Section V studies the effect of finite number of temporal samples on spatial and temporal line spectrum estimation with Nyquist and sub-Nyquist samplers. In Section VI, we conduct numerical simulations to support our theoretical claims. Section VII concludes the paper.
Notation: Throughout this paper, matrices are represented by bold uppercase letters, vectors by bold lowercase letters. The symbol x i denotes the ith entry of a vector x, while x a:b represents the (Matlab-style) subvector of x starting at a and ending at b. Similarly, X (a:b,c:d) stands for the submatrix of X consisting of the (a, b)th through (c, d) In this Section, we consider a general signal model for line spectrum estimation (which can be used to represent both spatial and temporal line spectrum) and study the effect of sampling perturbations. These perturbations represent (i) sensor location errors in the context of spatial sampling, and (ii) jitter in the case of temporal sampling.
A. A Unified Grid-Based Model for Line Spectrum Estimation
We consider a line spectrum process, whose power spectrum consists of K spectral lines (which can be spatial, or temporal, as explained later) contaminated with additive white noise, uncorrelated with the signals. We assume a grid-based model for line spectrum estimation such that the spectral lines lie on a predefined grid of N θ points, each of which represent a candidate frequency ω n , 0 ≤ n ≤ N θ − 1. Assuming that we collect M samples of this line spectrum process, acquired at the sampling instants d 1 , d 2 , · · · , d M , the mth sample of the observed signal can be written as
Here w m , 1 ≤ m ≤ M represent M samples of white Gaussian noise, uncorrelated with the signal. The vector
T is a sparse vector with K non zero elements (i.e. x 0 = K) representing (possibly complex) amplitudes of the K spectral lines. When the non zero elements of x are random variables, it is well known that (2) represents a wide-sense stationary (WSS) line spectrum process if and only if the non zero elements of x are also statistically uncorrelated [34] . We will use this assumption throughout the paper. Defining y = [y 1 
A key distinguishing feature of the signal model for spatial line spectrum estimation is that we acquire samples in both space and time, by observing a number of temporal snapshots (say, L) at each of the M sensors. This leads to the following space-time signal model for spatial spectrum estimation, which is a more generalized form of (2):
Here y[l] denotes the lth time snapshot of the signal received at the array of M antennas. It is typically assumed that the L temporal samples are statistically independent. [35] , [36] . 2) Temporal line spectrum process: It is well known that a line spectrum process in temporal domain can be represented as
where 
Hz.
To facilitate a unified Cramér-Rao Bound based analysis, we will henceforth assume that the non-zero amplitudes x k in (5) are slowly time varying functions of time.
In particular, each non-zero amplitude is a function of time (denoted explicitly as x k (t)), that assumes a constant value of x k [l] over the lth block of length M p T seconds, and changes independently from one block to another. In particular,
are zero-mean independent random variables. Such assumption of independence across blocks is a standard practice in spectral analysis using Bartlett type of spectrum estimators [37] . The samples of s(t) in (5), contaminated with white measurement noise, can therefore be represented as
Here w m [l] is the additive white noise uncorrelated with the signal, and E(
where γ k represents the power of the kth source, and δ [.] is the Kronecker delta function. Defining an equivalent digital frequency ω = 2πf T and assuming that the K spectral lines lie on a grid of N θ candidate frequencies ω n , 0 ≤ n ≤ N − 1 with
we obtain the same model (4) as spatial line spectrum estimation introduced earlier. Notice that (4) represents an M dimensional vector valued wide-sense stationary (WSS) process [34] such that
B. Uniform and Non-Uniform Sampling for Line Spectrum Estimation
Our goals in this paper are to study how perturbation and finite number of samples affect the quality of line spectrum estimators. To this end, we will consider two sampling strategies: (i) uniform Nyquist sampling and (ii) non uniform sparse Sub-Nyquist sampling, special instances of which are nested and coprime sampling. For uniform sampling, the sampling instants satisfy d m = m − 1, 1 ≤ m ≤ M . For nested sampling, assuming that M is an even number, we have
For coprime sampling, let us consider coprime numbers N 1 and
Then, for coprime sampling, the sampling instants d m satisfy
In the context of spatial sampling, it is well known that with M spatial samples (or sensors), nested and coprime sampling can resolve O(M 2 ) spectral lines, whereas uniform sampling can identify only O(M ) such lines [1] , [2] . In the context of temporal sampling, nested and coprime sampling operate at O(M ) times slower rates compared to uniform Nyquist sampling, and yet they can successfully resolve the spectral lines without aliasing [5] . The guarantees for nested and coprime sampling have so far been derived under idealistic assumptions such as a perfectly calibrated sensor array, or ignoring the effect of random jitter on temporal sampling. We will now evaluate the performance of these samplers in the presence of perturbations in the sampling instants that can result from calibration errors in sensor arrays, and random jitter in temporal sampling.
C. Effect of Perturbation in Sampling Instants
It is generally known that perturbations can seriously affect the performance of line spectrum estimation algorithms. For non uniform samplers such as nested and coprime arrays, the difference co-array has been shown to play a key role in their ability to resolve more sources than the number of sensors. Although perturbation of sensor locations in antenna arrays has been studied since decades [16] , [19] , [38] , [39] , their effect on the difference co-arrays of sparse samplers, and the ability to resolve O(M 2 ) sources with M sensors, is much less understood. We aim to bridge such a gap by explicitly characterizing the role of perturbation in the co-array domain and establishing conditions for identifiability of DOAs in presence of perturbation.
For both uniform and non-uniform sampling, the perturbed sampling instants are given by d m + δ m , 1 ≤ m ≤ M where δ m represents the unknown perturbation. For rest of this paper, without loss of generality, we will assume that the first sample is at the origin of our reference, i.e., d 1 = δ 1 = 0. For example, in spatial spectrum estimation, this means that the location of other sensors are measured relative to that of the first sensor. For spatial spectrum sampling, using (4), the signal received at a perturbed antenna array can be written as
and A grid (δ) is obtained from A grid by replacing d m with d m + δ m . Note that (7) also represents the signal model for temporal line spectrum process in presence of sampling jitter (where δ represents the unknown jitter), with L = 1.
1) The co-array model:
Since the non-zero elements of x are assumed to be uncorrelated, the vectorized form of the covariance matrix of the signal y in (7) is given by
We can suppress the effect of noise (σ 2 w ) by removing the rows in z and A ca (δ) corresponding to the difference 0 in S ca . We further sort the rows in ascending order with respect to their locations in the difference set and only retain the elements corresponding to the positive half to obtain
where
×N θ , and |S ca | is the number of distinct elements in the difference set. We use the notation M ca to denote the number of elements in the unperturbed difference set, i.e.
2) Number of recoverable spectral lines: Recall that the support of sparse γ represents the frequencies of spectral lines. One way to recover the support is to assume that the true γ represents the sparsest solution to (10) and solve
The size of the recoverable sparse support (or equivalently, the number of spectral lines, K) in this case, fundamentally depends on the Kruskal Rank of A ca (δ).
In Absence of Perturbation: In absence of perturbation (δ = 0), the sparse vector γ can be uniquely recovered if Supp(γ) ≤ M ca /2, where M ca is given by (11) . For uniform sampling, the unperturbed difference set is given by
Hence, for uniform sampling, we have M ca = O(M ). For nested sampling [1] with even number of sensors and two levels of nesting,
Perturbation and Size of Support:
The presence of perturbation has a non trivial effect on the size of the recoverable support. By a simple equations-versus-unknown argument, it can be seen that for nested samplers, the number of distinct equations in (10) is still O(M 2 ), whereas the number of unknowns is M + K, since we have M unknown values for the perturbation and K unknown values for the spectral lines.
Since the number of unknowns only increases by O(M ), it may be still possible to identify K = O(M 2 ) spectral lines in presence of perturbations. In this paper, we present a more formal study of the effect of perturbation, based on the Cramér-Rao bound, in which we study conditions under which the Fisher Information Matrix (FIM) is guaranteed to be non singular, even in presence of perturbation. The analysis is not based on any particular algorithm, rather on the received signal model itself, which alone determines the Fisher Information Matrix.
III. EFFECT OF PERTURBATIONS: A CRAMÉR-RAO BOUND BASED STUDY
Recall that under the grid-based model, the sampled line spectrum process is given by
We assume that 
In the sequel, we will assume the noise power σ 2 w to be known, since our goal is to understand how the presence of unknown δ affects the recovery of the desired parameter γ.
Remark 1: In line spectrum estimation, a typical assumption is that x k = C k e jφ k , where
are i.i.d random phases, uniformly distributed in the range [0, 2π). Although this model also leads to a line spectrum process, for the ease of exposition, we assume that x k are normally distributed as stated above. This leads to a Gaussian model for the overall process y and the associated Fisher Information Matrix becomes analytically tractable.
Comment on Notations: For simplicity of notation, we will use
, respectively, in the sequel. Moreover, we will use the notations
A. Cramér-Rao Bound
Singularity of the Fisher Information Matrix implies non existence of a consistent estimator for γ and δ [33] , unless the parameters satisfy certain constraints. Hence, non-singularity of the FIM is a necessary condition for any algorithm to be able to exactly recover γ (in the limit as L → ∞). However, it is non trivial to derive explicit conditions relating the array geometry and the range of parameters, for which the FIM is guaranteed to be non singular. In the following, we will conduct a deeper study of the algebraic structure of the perturbed FIM and derive explicit conditions under which such a guarantee will hold. As an important result, we will derive exact conditions on the size of the grid N θ , size of the co-array M ca , under which, the FIM will be shown to be non singular for almost all values of δ and γ.
We would like to point out the following facts about the results derived in this paper:
r Sparsity not assumed: Although the parameter γ may be sparse (if K < N θ ), we do not impose a sparse prior on the model for deriving the FIM and hence the guarantees hold regardless of our prior knowledge about the sparsity of γ. In other words, under the derived conditions, a Maximum Likelihood method can recover a sparse γ (as L → ∞) from an overcomplete observation model (2) with N θ > M , without assuming it to be sparse.
r Number of spectral lines not assumed to be known: We also do not assume knowledge of the number of spectral lines, K, in deriving the FIM. Hence, the guarantees hold uniformly for any number of sources, as long as the established conditions are satisfied. We now turn to deriving the desired Cramér-Rao bound. The probability density function (pdf) of the received signal is given by
T is the vector of parameters and R y is a function of ψ. The Fisher Information Matrix (FIM) is defined as
Let us denote W = R y −T ⊗ R y −1 , and define
The following theorem provides necessary and sufficient conditions under which the FIM in (14) is non singular:
T as the parameters to be estimated, the FIM defined in (14) is invertible, iff the matrix B, defined as follows, is full column rank:
Proof: When the observed signal consists of L i.i.d zero mean Gaussian random vectors with covariance matrix R y , the corresponding Fisher Information Matrix (FIM) can be derived as [35] 
The Fisher information Matrix (FIM) for our model (13) can be divided into blocks corresponding to parameters γ and δ as:
Notice that
Hence, from (17) and (15), we obtain
The FIM J can therefore be expressed as
Since W = R y −T ⊗ R y −1 is positive definite, it follows that rank(J) = rank(B). Hence J is non singular (i.e. has rank N θ + M − 1) if and only if B ∈ C N θ +M −1 has full column rank.
For the unperturbed signal model, the FIM is given by J γγ and the following corollary establishes a sufficient condition for non-singularity of the FIM. Remark 2: If the array manifold is such that A ca,0 contains a Vandemonde matrix, and other rows of A ca,0 are only repetitions of rows from that Vandermonde matrix (in other words, the co-array does not contain any "holes"), the condition N θ ≤ M ca also becomes necessary for J γγ to be invertible. This happens for uniform and nested samplers, but not for coprime samplers.
Remark 3: (Cramér-Rao Bound) If the FIM is invertible, the Cramér-Rao bound can be obtained by computing the inverse of J. Moreover, using the Schur complement of J, the CRB corresponding to the parameter γ can be written as follows
is the projection matrix onto the null space of
B. Necessary Condition on Size of Grid
The size of the co-array alone dictates the non-singularity of FIM in absence of perturbation. However, for a perturbed signal model, it only imposes a necessary condition (not sufficient) on the invertibility of the FIM.
Corollary 2: If N θ > |S ca |, J is singular. Proof: Since |S ca | denotes the number of distinct elements in the perturbed co-array, it also represents the number of distinct rows of A ca . Hence rank(A ca ) ≤ |S ca | and when N θ > |S ca |, A ca is necessarily column rank deficient, implying B is also column rank deficient. Therefore, by Theorem 1, J is singular.
Remark 4: Singularity of the FIM matrix J implies that there exists no unbiased estimator for ψ with finite variance [33] . The above necessary condition imposes a restriction on the size of the grid with respect to the size of the co-array. Recall that, in deriving J, the number of sources K was assumed unknown. Furthermore, γ was not even assumed to be sparse; so in principle, the number of unknowns in γ is indeed the number of points (N θ ) on the entire grid. Hence, the necessary condition implies an equation-versus-unknown type of bound, where the number of equations are given by the distinct elements of the co-array. If the grid size N θ becomes larger than |S ca |, we will necessarily need to impose sparse prior on γ for it to be identifiable. We will further elaborate on this point in Section IV.
C. Sufficient Conditions for Invertible FIM
We now derive sufficient conditions under which the matrix B is full column rank. Note that J is a function of δ, and our goal will be to study for what range of values of δ, we can argue its non-singularity for almost all γ ∈ R N θ . We divide our analysis into two cases: In the first scenario, we find sufficient conditions under which J is invertible for almost all γ when δ = 0. Based upon this result, we will argue that under the same conditions, J will be invertible for almost all δ ∈ R M −1 as well. Notice that studying the non-singularity of J for δ = 0 is fundamentally different from a problem setting where the location of the sensors are known to be not perturbed. We call the latter the "unperturbed problem". More precisely, in the unperturbed problem, the FIM is equal to the top left block of J γγ of J. Hence, the unpertubed problem is identifiable if and only if J γγ is invertible, which simply reduces to A ca,0 being full column-rank. However, in our case, since δ is an unknown parameter, the invertibility of J γγ does not imply the invertibility of J at δ = 0.
1) Non-singularity of J at δ = 0: Establishing sufficient conditions under which J is non singular at δ = 0 requires careful study of the co-array structure of the physical antenna array under question, and the details vary, depending on the array geometry. The following theorems state our main results for uniform sampling and a slightly modified version of nested sampling:
Theorem 2: (Uniform Sampling) For uniform sampling, if N θ ≤ 2M − 2, J| δ=0 is invertible for almost all γ ∈ R N θ . This implies a rather small grid size for the ULA. However, for nested samplers, the grid size (for which J| δ=0 is guaranteed to be non singular) can be as large as O(M 2 ). To prove this, we use a slightly modified version of the original nested sampler (assuming M is even), where the sampling instants are given by d i where
for 1 ≤ i ≤ M/2. In this case, we can verify that M ca = M 2 /2 + 1. For the original nested array [1] , M ca = M 2 /2 + M − 1. We use this configuration to simplify the proof of the following theorem, which establishes conditions for nonsingularity of the FIM associated with this modified array:
Theorem 3: (Modified Nested Sampling) For a modified nested sampler (given by (22) , with even M ), if N θ ≤ M 2 /2, J| δ=0 is invertible for almost all γ ∈ R N θ . Proof: The proofs can be found in Appendices I-A and I-B.
Remark 5:
We would like to point out that a slightly stronger result can be established for the original nested array (which has more degrees of freedom, M ca = M 2 /2 + M − 1), for which the grid size can be shown to be
The proof technique will be similar to the one shown in Appendix I-B, with some modifications, which we avoid for ease of exposition.
Remark 6: This result indicates that for grids of size O(M 2 ) (as long as the size is less than M 2 /2), J is guaranteed to be non singular for almost all γ even when we do not know the number of sources K. This holds for overcomplete grid-based array manifolds A where the number of grid points can be as large as O(M 2 ), without the apriori assumption that the source scene is sparse.
2) Non-singularity of FIM: δ = 0: The non-singularity of J for almost all δ immediately follows from the conditions developed for δ = 0:
Theorem 4: For uniform and nested sampling, J is invertible for almost all δ ∈ R M −1 and γ ∈ R N θ , if N θ ≤ 2M − 2 (for uniform sampler) and N θ ≤ M 2 /2 (for modified nested sampler).
Proof: Since elements of J are analytic functions of δ, det(J) is also an analytic function of δ. Therefore, as long as as det(J) is not trivially zero for all δ, det(J) has isolated zeros in δ [40] . However, in Theorems 2, and 3, we have shown that for uniform and modified nested sampling, det(J) = 0 at δ = 0 as long as N θ ≤ 2M − 2 and N θ ≤ M 2 /2 respectively. This rules out the possibility that det(J) is trivially zero ∀δ. Therefore, the zeros of det(J) are isolated in R M −1 , which has a total measure of zero. Thus, for almost all δ ∈ R M −1 and γ ∈ R N θ , det(J) = 0, i.e., J is invertible. Thus, we have established the following key results regarding source localization using perturbed ULA and nested arrays:
r If we do not assume the number of spectral lines K to be known (or, equivalently, do not assume the vector of source powers, γ, to be sparse), N θ ≤ 2M − 2 is sufficient for J to be non singular for almost all choices of γ and δ.
r For nested sampliers, under the same assumption of K to be unknown, we can ensure the invertibility of J for almost all choices of γ and δ using a much larger overcomplete dictionary, where
IV. NON-SINGULARITY OF FIM FOR SPARSE VECTORS
The guarantees for non-singularity of J established so far holds for almost all choices of γ ∈ R N θ . However, they do not necessarily ensure non-singularity of J at a sparse γ, since the set of all sparse γ has zero measure in R N θ . We therefore need to refine our arguments to make them applicable to the set of sparse γ as well. This can be studied for two distinct range of values of N θ .
A. Non-singularity for Small Grid Size
In this case, we assume that N θ ≤ 2M − 2 for uniform samplers, and N θ ≤ M 2 /2 for the modified nested sampler. We show that the Fisher Information Matrix is invertible at almost all sparse γ. In particular, we have the following result: 
B. Singularity and Identifiability for N θ > M ca
According to Corollary 2, when N θ > |S ca |, the Fisher Information Matrix is necessarily singular. As we will show next, the parameter γ also becomes non identifiable in this case, and it becomes necessary to assume priors (such as sparsity) on γ to render it identifiable.
Definition 1: Let f (y; γ, δ) be the probability density functions of y parameterized by (δ, γ). The parameters (δ, γ) are identifiable if f (y; γ, δ) = f (y; γ , δ ) implies δ = δ , γ = γ .
Assuming that y has zero mean Gaussian distribution, the above definition of identifiability boils down to the uniqueness of the covariance matrix with respect to the parameters. In particular, for our model (13), uniqueness of the vectorized covariance matrices implies
We will analyze the consequences of non identifiability for two cases: δ = 0 and δ = 0. 1) δ = 0: In this case, A ca,0 contains a Vandermonde matrix with M ca distinct rows. One way to ensure identifiability of γ is to assume that it is K−sparse (or, equivalently, assume the number of sources to be known). In such a case, A ca,0 γ = z will permit a unique solution in
, (see [41] ), where k-rank(.) represents the Kruskal rank of a matrix. Owing to the Vandermonde structure of A ca,0 , its Kruskal rank is M ca . Hence, in this case, we can ensure identifiability of γ for δ = 0, by assuming it to be sparse and ensuring that K < M ca /2. 2) δ = 0: Finding explicit sufficient conditions for identifiability in this case is a nontrivial problem and can be a topic for future research. This is due to the fact that the dictionary A ca itself is a function of δ and it no longer has a Vandermonde structure, which makes it very difficult to ascertain its Kruskal rank. However, assuming the perturbation to be small, we can obtain sufficient conditions for identifiability that relate δ, γ and the smallest singular value of the unperturbed manifold A ca,0 , as discussed next.
C. Sufficient Conditions for Identifiability for Small Perturbations
In this section, we derive sufficient conditions for (23) to hold, in terms of an upper bound for δ.
Definition 2: For a vector
Also, define Δ by replacing the vector δ with δ ∈ R M in (24) . Assuming that δ is small we can write the linear approximation of A ca (δ) as
for 1 ≤ r, s ≤ M , which can be also written as
For this linearized model, we now proceed to establish sufficient conditions such that (23) holds. We assume that the number of sources is known to be at most K, so that all vectors γ in our ambiguity set are at most K−sparse. Suppose there exists δ = δ and γ = γ (both at most K−sparse) such that 
Let us assume that each nonzero entry of γ and γ lie within the range [γ min γ max ]. Moreover, assume that each entry of δ and δ is bounded above by δ max . We have
Moreover,
in which LHS, RHS refer to the left hand side and right hand side of the equation (27) , and σ min (.), σ max (.) indicate the smallest and largest singular value of a given matrix, respectively.
. Hence, σ max (Υ) < 2π. We also have σ max (Ã ca,0Υ ) < 2πσ max (Ã ca,0 ) < 2π Ã ca,0 F < 2πM √ 2K and σ max (Δ) ≤ 2δ max . Hence, a sufficient condition for identifiability is
LHS > RHS
From (28) and (29) we can say that one way to ensure LHS > RHS is to have
which is true if
Considering all possible supports, (31) is satisfied if
whereσ min = min σ min (Ã ca,0 ) over all submatricesÃ ca,0 with 2K columns. We now summarize this result as the following theorem: 
V. EFFECT OF FINITE TEMPORAL SAMPLES ON CRAMÉR-RAO BOUND
Given the unified signal model (4) for spatial and temporal line spectrum estimation, we now study the performance of sparse (such as nested) and uniform samplers as a function of the number (L) of temporal snapshots. For temporal line spectrum, we fix the number of samples (M ) in each block, and study the behavior of the CRB as we increase the total number of blocks L. As argued earlier, since the support of γ reveals the source directions (on the grid), successful recovery of γ also ensures successful recovery of source directions for the grid based model.
Recall from (4) that for spatial spectrum estimation, we consider L time snapshots of the signal received at an array of M sensors. Similarly, for temporal line spectrum estimation, we collect a total of ML measurements over L blocks, with M samples in each block. For both cases, we have the following measurement model:
We assume that the L temporal snapshots (or equivalently, the measurements across L blocks) are independent. In particular, we assume that
where R x = diag(γ). Since our goal in this section is to study the effect of L on the Cramér-Rao bound, we consider an unperturbed model (i.e. δ = 0), and hence, the FIM is a function of only the parameter γ. From (18), the FIM for γ is readily given by Since the CRB goes to zero as L → ∞ (as long as N θ ≤ M ca ), it also implies that asymptotically in L, the Maximum Likelihood Estimator of γ (which asymptotically attains the CRB) will correctly identify γ and therefore recover the source directions as well (by identifying the support of γ).
Role of Array Geometry: The array geometry plays a role in ensuring the existence of the CRB, since M ca is completely determined by the geometry. Hence, for a ULA, the CRB exists if and only if N θ ≤ 2M − 1 whereas for nested array, the CRB exists if and only if N θ ≤ M 2 /2 + M − 1. However, in the regime N θ ≤ M ca , the CRB decays to 0 with O(1/L) irrespective of the array geometry.
Need for independence across blocks: For line spectrum estimation, the CRB behaves differently with respect to M (number of samples within a block) and L (the number of blocks). The assumption of independence across blocks is critical to ensure that the CRB decays to 0 as L → ∞ (at the rate 1/L), when M is held constant. However, the CRB does not necessarily decay to zero if we instead let M → ∞ (and hold L constant). This is because within a block, the M samples are highly correlated, which can lead to saturation of the CRB at a non zero value as M → ∞. We will exhibit this effect in our numerical simulations.
VI. EXPERIMENTAL RESULTS
We conduct two sets of experiments to 1) Study the effect of perturbed sampling on Cramér-Rao bounds for line spectrum estimation with sparse and uniform samplers, and 2) Study the behavior of Cramér-Rao Bounds with increasing the number of temporal samples for temporal spectrum estimation.
A. Perturbation in Spatial Line Spectrum Estimation
We evaluate the Cramér-Rao bound corresponding to the parameter γ in presence of perturbation δ, and compare it with the RMSE of a maximum likelihood estimator for jointly estimating γ and δ. Following [42, Section 8.5], the log-likelihood function corresponding to our problem can be written as
is the sample covariance matrix. We assume that the noise variance σ 2 w is known. We find the optimum values for γ and δ by maximizing L(δ, γ) subject to the constraint γ ≥ 0, using fmincon function of MATLAB. Notice that the sparsity of γ is not exploited since we do not use a regularized log likelihood function.
We consider different scenarios with respect to the number of grid points, number of sensors, array structure, and sparsity of the sources. Throughout the simulations, we consider three different arrays: a ULA, a nested array, and, and a co-prime array (with coprime numbers N 1 = 4 and N 2 = 7), all with the same number of sensors, M = 14 (for coprime array, the number of sensors is M = 2N 1 + N 2 − 1). In all cases, we assume the spatial frequencies to lie on a uniform grid with N θ grid points. We study the performance for different values of N θ . The variance of noise is fixed at σ 2 w = 0.1 in all the experiments. We assume the spatial perturbations to be δ = αδ 0 , where
and α is a scalar, which determines the strength of the perturbation. We define RMSE of the maximum likelihood estimator as
, whereγ is the estimated γ, and N tests indicates the number of Monte-Carlo simulations for each value of α or L. In all the simulations, N tests = 100. Moreover, in all the plots, CRB is computed from the trace of the Schur complement defined in (21) .
In the first simulation, we choose N θ = 35. We consider two scenarios: in the first setting, we have as many sources as the grid size (i.e. K = N θ ), all with unit power. In the second case, (which we will refer to as the sparse setting), we assume that there are only K = 4 active sources with powers equal to one. In this case, the support of γ is given by S = {3, 7, 11, 16}. As stated earlier, the ML algorithm does not assume γ to be a sparse vector a priori. Fig. 1 shows the RMSE of the ML estimate relative to the Cramér-Rao bound for both sparse and non-sparse settings. The label "n" indicates nested array while the label "c" corresponds to the coprime array, both with M = 14 sensors. Furthermore the label "s" indicate the case where γ is sparse with K = 4. Since N θ > 2M − 1, the CRB for ULA does not exist and is not plotted. It can be seen that the CRB for both coprime and nested arrays do not show significant variation over the range of α considered. However, the CRB for K = 4 (sparse setting) is significantly lower than that for K = N θ (non-sparse setting) However, as we increase the number of snapshots L, the RMSE of the ML estimator can be seen to decrease as expected, and its MSE approaches the corresponding Cramér-Rao bound. Moreover, the CRB for the sparse setting is smaller Fig. 1 . The RMSE of ML estimate compared with CRB in different cases. In these plots, "c", "n" indicate coprime and nested arrays, respectively. Moreover, "s" indicates the cases where the sources are sparse with K = 5 (without using this sparsity in solving ML problem or finding the CRB).
than that for the non-sparse model, although sparsity is not exploited as a prior. In Fig. 2 , we compare the CRB for ULA, nested and coprime arrays as a function of α when N θ = 25. Since N θ = 25 < 2M − 2, the CRB for ULA exists and can be compared against that for nested and coprime arrays. It can be seen that the coprime array exhibits the lowest CRB over this range of α whereas the ULA has the highest CRB.
Our experiments so far indicate that in the regime N θ < 2M − 1, the CRB for both ULA and sparse arrays are very close to each other. However, the main distinction between these samplers is in the way their CRBs behave as the grid size N θ increases. Our second experiment demonstrates this, where we compare the CRB of ULA, nested and coprime arrays as a function of N θ (keeping M constant) and depict the result in 2 . It can be seen that beyond a certain grid size, the CRB corresponding to each type of array suddenly jumps to very large values, indicating that the FIM becomes singular beyond that point. We also observe that the value of N θ at which this happens, is much smaller for the ULA than that for the nested and coprime arrays. This supports the fact that nested array is capable of resolving O(M 2 ) sources even in the presence of perturbations, whereas ULA fails when N θ > 2M − 1 = 27. Also, the FIM for coprime arrays becomes singular at a smaller grid size compared to a nested array with same number of sensors.
In the third simulation, we examine the probability of FIM being invertible for different number of sensors and grid sizes for ULA and the nested array. For this experiment, we again consider K = N θ sources located on the grid points, all with powers equal to one. In each trial, we randomly generate a δ whose entries are uniformly chosen from the range [−0.5 0.5] (keeping δ 1 = 0). For every M and N θ , we count the events for which J is invertible, and average the result over 100 runs. The result is demonstrated in Fig. 4 . The white pixels represent values of (M, N θ ) for which J is invertible with high probability. The blue line indicates the value of M as a function of N θ , below which the FIM evaluated at δ = 0 is nonsingular. This value is computed empirically from the experiments. The red line, however, shows the theoretical bound on N θ that we derived in Theorems 2, 3 (We used the bound proposed in Remark 5 for nested array). We see that for a ULA, the blue line and the red line match exactly, meaning that the sufficient condition that we derived in Theorem 2 is also necessary. However, there is a small gap between the red and blue lines for the nested array, indicating the possibility of a gap between necessary and sufficient condition for non-singularity of J at δ = 0. Moreover, we observe that for both ULA and nested array that there is a white area under the red and blue lines which represents the region where J δ =0 is invertible, although J δ=0 is not. This happens due to the fact that the perturbations can slightly increase the rank of A ca (δ). Therefore, J can be invertible even though A ca,0 is not full column rank.
B. Effect of Finite Temporal Samples on CRB
We now study the CRB as functions of both L (number of independent blocks or snapshots) and M (the number of samples within each block) and demonstrate that it behaves quite differently with respect to these two quantities. The behavior of the CRB with respect to L is depicted in Fig. 1(b) , which shows that as we increase L, the CRB monotonically decays to zero at the rate 1/L, verifying the claim in Theorem 7. We next investigate the effect of increasing the number (M ) of measurements in each block, while keeping L fixed at L = 1. We choose N θ = 40, and σ Fig. 5 , we separately plot the CRBs corresponding to the zero and the non-zero elements of γ, as functions of M . As can be seen, the CRB corresponding to the zero and non-zero elements of γ exhibit completely different behaviors. For the chosen parameters, the CRB for the zero elements monotonically decrease as we increase M . However, the CRB corresponding to the non-zero elements do not decrease below a certain non-zero limit (which is 1 in this case) and they essentially saturate. This means that the CRB corresponding to non-zero powers remain strictly lower bounded by a positive constant even as M → ∞. Hence, by increasing the size of the blocks (for temporal line spectrum estimation), or the number of antennas (for spatial line spectrum estimation), it is not possible to reliably estimate the parameter γ. We will analytically characterize this interesting behavior in future. 
VII. CONCLUSION
In this paper, we studied the effects of perturbations and finite sample on the performance of coprime and nested sensing, in both spatial and temporal domains. For DOA estimation with spatial sensor arrays, the perturbations cause uncertainty in sensor locations and are treated as unknown deterministic parameters of the problem. We established verifiable conditions under which the FIM is guaranteed to be non singular for such a model. For nested arrays with M sensors, the FIM continues to be non singular as long as the grid size is O(M 2 ). We separately considered the case of sparse sources and established sufficient conditions for identifiability even when the FIM becomes singular. We also studied the effect of finite number of temporal samples on the CRB, for both temporal and spatial line spectral estimation, and showed that the CRB converges to zero as we increase the number of snapshots for spatial line spectrum estimation (or equivalently, the number of blocks for temporal line spectrum estimation).
APPENDIX I

A. Proof of Theorem 2
First, let us define some notations which will be used in the proof. . Notice that the difference between A u ca,0 andĀ ca,0 is that for A ca,0 we also keep the zero and negative lags of the co-array.
Recall from Theorem 1 that non-singularity of J is equivalent to B = [A ca,0 H δ ] being full column rank. Our proof technique involves deriving sufficient conditions under which B has full column rank.
Recall that H δ = (H δ ) :,2:M , i.e., the matrix comprised by the last M − 1 columns ofH δ . After establishing that both H δ and A ca,0 have full column rank, we establish that there exists no intersection between the column spaces ofH δ and A ca,0 . Then it directly follows that the column spaces of H δ and Acaz do not intersect as well, thereby proving that B is full column-rank.
Notice that every column ofH δ is a vectorized form of the matrices R δ i where
H , and
. However, the matrix R δ i is only supported on its ith column and its ith row. Hence, vec(R δ i ) is supported only on very specific rows as follows Similarly, the (m + N θ )th row ofĀ ca,0 is equal to its mth row. We will use this fact throughout the proof. Since A ca,0 is full column rank as long as N θ ≤ M ca , and H δ is full column rank for almost all γ (Lemma 1), the only way for B to be column rank deficient is when there exist non zero α ∈ C N θ ,β ∈ C M −1 such that
We first show that there exist no α = 0 and β = 0 such that A ca,0 α =H δ β. This will, in particular imply non existence of non zero α andβ such that ((37)) holds. We prove this by contradiction, i.e. let us assume there exist nonzero α ∈ C N θ , β ∈ C M satisfying A ca,0 α =H δ β. This means that for every 1 ≤ r, s ≤ M we have (1) . . .
We notice that f α (1) = 0. Otherwise, we would have had A ca,0 α = 0, implying α = 0, which contradicts the fact that α = 0. For simplicity, we index the rows of (39) However, (40) and (41) cannot hold at the same time since p + N θ = p. Therefore, the range spaces of A ca,0 and H δ do not coincide except for the zero vector. Using the facts that H δ is full column rank for almost all γ, A ca,0 is full column rank for N θ ≤ 2M − 1, and the range spaces of A ca,0 and H δ do not intersect as long as N θ ≤ 2M − 2, we conclude that B has full column rank for almost all γ and δ as long as N θ ≤ 2M − 2. 2λ (2) . . . Hence,γ has a measure zero in R K . Hence, for almost all K-sparse γ, λ (m ) = 0. This implies that H δ has full column rank, and we can repeat the rest of the proofs of Theorems 2, 3 to establish that J is non singular for almost all K−sparse γ ∈ R N θ , γ 0 ≤ K.
