Abstract. Let [θ] denote the integer part and {θ} the fractional part of the real number θ. For θ > 1 and
The sequence of roots and the arithmetic function M θ (n)
Let N, N 0 , and Z denote the positive integers, nonnegative integers, and integers, respectively. An arithmetic function is a function whose domain is the set N of positive integers. Let θ be a real number, and let [θ] denote the integer part of θ and {θ} the fractional part of θ. Thus, θ = [θ]+{θ}, where [θ] ∈ Z and 0 ≤ {θ} < 1. Let θ = min({θ}, 1 − {θ}) denote the distance from θ to the nearest integer.
A famous theorem of Koksma [6] (see Kuipers and Niederreiter [7, Corollary 4.2] ) states that the sequence of the fractional parts of the nth powers of θ, that is, ({θ n }) ∞ n=1 , is uniformly distributed in the interval [0, 1] for almost all real numbers θ > 1. Nonetheless, there is no known number θ whose powers are uniformly distributed modulo 1. It is a famous unsolved problem to understand the distribution of the fractional parts of the powers of a rational number, and, in particular, of 3/2 (cf. [1, 3, 4, 5, 9, 10, 11] ).
There is a large body of research on the fractional parts of powers, but there seems to have been no investigation of the dual problem of the distribution of the fractional parts of the nth roots of a positive real number θ = 1. Mahler and Szekeres [8] and Bugeaud and Dubickas [2] have considered the distribution modulo 1 of the sequence θ n 1/n ∞ n=1
, but this is different from the sequences that will be considered in this paper.
Let θ be a positive real number. For every positive integer n such that {θ 1/n } = 0, we define the arithmetic function
Let M θ (n) = ∞ if {θ 1/n } = 0. Note that M θ (n) = ∞ for infinitely many n ∈ N if and only if θ = 1. We observe that if 0 < θ < 1 and n > − log θ/ log 2, then 1/2 < θ 1/n = {θ 1/n } < 1. It follows that 1 < θ 1/n −1 < 2 and M θ (n) = θ 1/n −1 = 1.
Thus, the function M θ (n) is eventually constant for 0 < θ < 1, and so it suffices to consider only θ > 1.
For θ > 1, let N 0 (θ) denote the smallest integer n such that n > log θ/ log 2. If n ≥ N 0 (θ), then 1 < θ 1/n < 2 and so 0 < {θ 1/n } = θ 1/n − 1 < 1 and M θ (n) = 1 θ 1/n − 1 .
We can use Maple to compute the function M θ (n) for various θ and for n from 1 to 90. Here is the data for θ = 3/2, 2, 17, and π and 1 ≤ n ≤ 90. We put a box around M θ (N 0 (θ)). We obtain the following eventually increasing sequences of integers. 2  3  5  6  8  9  11 12 13 15 16 18 19 21  22 24 25 26 28 29 31 32 34 35 37 38 39 41 42  44 45 47 48 49 51 52 54 55 57 58 60 61 62 64  65 67 68 70 71 73 74 75 77 78 80 81 83 84 86  87 88 90 91 93 94 96 97 99 100 101 103 104 106 107  109 110 112 113 114 116 117 119 120 122 123 125 126 127 12 12 13 13 13 14 14 15 15  15 16 16 16 17 17 17 18 18 18 19 19 19 20 20  21 21 21 22 22 22 23 23 23 24 24 24 25 25 25  26 26 27 27 27 28 28 28 29 29 29 30 30 30 31   θ = π   7  1  2  3 3 4 5 6 7 8 9 9 10 11 12  13 14 15 16 16 17 18 19 20 21 22 23 23 24 25  26 27 28 29 30 30 31 32 33 34 35 36 37 37 38  39 40 41 42 43 44 44 45 46 47 48 49 50 51 51  52 53 54 55 56 57 58 58 59 60 61 62 63 64 65  65 66 67 68 69 70 71 72 72 73 74 75 76 77 78 It is an open problem to understand and "predict" these sequences of integers. The goal of this paper is to obtain basic results about the function M θ (n) and to ask some questions suggested by the experimental data.
Proof. For all real numbers x we have
Let 0 < ε < 1. For x > 0, the inequality
implies that there exists an integer N (ε) > log θ/ log 2 such that 1 + (1 − ε)x n n < e x < 1 + (1 + ε)x n n for all n ≥ N (ε). Taking nth roots, subtracting 1, and reciprocating, we obtain
If θ > 1, then x = log θ > 0, and so
Equivalently,
for all ε > 0, and so lim n→∞ M θ (n)/n = 1/ log θ. This completes the proof.
be a strictly increasing sequence of positive integers and let (ε i ) ∞ i=1 be a sequence of integers such that
and so ψ = θ. In particular, if ε i = 0 for all i, then M ψ (n) = M θ (n) for infinitely many positive integers n only if ψ = θ. This completes the proof.
The asymptotic estimate for M θ (n) given in Theorem 2 can be sharpened for 1 < θ ≤ e. Theorem 4. Let θ be a real number such that 1 < θ ≤ e. For every integer n > log θ/ log 2,
Proof. If 1 < θ ≤ e and x = log θ, then 0 < x ≤ 1. By Lemma 2 in Appendix A, for every integer n ≥ 2 we have 1 + x n n < e x < 1 + x n − 1 n and so n − 1
This proves (1), and inequality (1) implies (2).
for every integer n ≥ 2.
Proof. We have 1/2 < {e} = e − 2 < 1 and so 1 < (e − 2) −1 < 2 and M e (1) = 1. For n ≥ 2 we have 1 < e 1/n ≤ e 1/2 < 2. Applying Theorem 4 with θ = e, log θ = 1, and n ≥ 2, we obtain n − 1 ≤ M e (n) < n and so M e (n) = n − 1. This completes the proof.
Theorem 5. For x ≥ 1, define the function
Let θ > 1 and n > log θ/ log 2. Then M θ (n) = x if and only if (4) g(x) log θ ≤ n < g(x + 1) log θ.
Proof. Let n > log θ/ log 2. We have M θ (n) = x if and only if
Solving this equation for n, we obtain (4). By Lemma 3 in Appendix A, for x ≥ 1 the function g(x) is positive and strictly increasing, and satisfies inequality (15). Inserting the estimates from (15) into (4) gives (5).
Corollary 2. Let θ > 1. If n 1 and n 2 are integers such that n 2 > n 1 > log θ/ log 2, then
Proof. Let n 2 > n 1 > log θ/ log 2. Theorem 1 implies that
Applying inequality (16), we obtain
This completes the proof.
Inequality (6) implies that the function M θ (n) has bounded gaps. For example, if θ = 2, then, for n ≥ 2, the function M 2 (n) is strictly increasing and
is a binary sequence, that is, a sequence of 0s and 1s.
Proof. Let
Rearranging inequality (5), we obtain
Because x is an integer, we have x = L or x = L + 1. This completes the proof.
An arithmetic function f (n) is eventually strictly increasing if there exists an integer n 0 such that f (n) < f (n + 1) for all n ≥ n 0 . Theorem 6. Let θ > 1. The arithmetic function M θ (n) is eventually strictly increasing if and only if θ ≤ e.
Proof. By Corollary 1, we have M e (n) = n−1 for n ≥ 2, and so M e (n) is eventually strictly increasing.
Let 1 < θ < e. Then 0 < log θ < 1. By Theorem 5, for every integer n > log θ/ log 2, we have M θ (n) = x if and only if g(x) log θ ≤ n < g(x + 1) log θ.
The length of this interval is (g(x + 1) − g(x)) log θ. Applying (16) with y = x + 1, we obtain 1
Because lim n→∞ M θ (n) = ∞, we have
for all sufficiently large n, and so
This implies that the interval [g(x) log θ, g(x+1) log θ) contains at most one integer, that is, there is an most one integer n such that M θ (n) = x. This means that the function M θ (n) is eventually strictly increasing. Let θ > e. Then log θ > 1. If x and y are positive integers such that
then the lower bound in (16) gives
Because the length of I is greater than y − x + 1, it follows that I contains at least y − x + 1 integers n, that is, there are at least y − x + 1 integers n such that x ≤ M θ (n) ≤ y − 1. By the pigeonhole principle, at least one of the intervals [g(x + i − 1) log θ, g(x + i) log θ) with i = 1, . . . , y − x contains two integers, and so there exist integers n and n + 1 such that M θ (n) = M θ (n + 1) = i. It follows that if θ > e, then the function M θ (n) is not eventually strictly increasing. This completes the proof.
Explicit values and linear periodicity
In Corollary 1 we proved that M e (n) = n − 1 for all n ≥ 2. This allows us to compute other explicit values of the function M θ (n). For example, if ℓ ≥ 2 and n ≥ 1, then
Let k and ℓ be relatively prime positive integers, and let θ = e k/ℓ . Let q ∈ N satisfy q > 1/(ℓ log 2). If n = kq, then n > log θ/ log 2 and
If n = kq + r, where 1 ≤ r ≤ k − 1, then
and so
These results suggest examining the function M θ (n) for numbers θ such that log θ is rational. We compute M θ (n) for log θ = 2/3, 4/5, 2/7, and 3/7 and 1 ≤ n ≤ 90. We put a box around M θ (N 0 (θ)). We shall call an arithmetic function f eventually linearly periodic if there are positive integers k, ℓ, and n 0 such that f (n + k) = f (n) + ℓ for all n ≥ n 0 . We define the difference function ∆(f ) of an arithmetic function f as follows: ∆(f )(n) = f (n + 1) − f (n). The difference function is eventually periodic if there are positive integers k and n 1 such that ∆(f )(n + k) = ∆(f )(n) for all n ≥ n 1 .
For example, consider the function f whose sequence of values is 1, 2, 4, 5, 7, 8, . . ., that is,
for all n ∈ N, and so f is eventually linearly periodic. We can also write
where
The sequence of values of the difference function ∆(f ) is 1, 2, 1, 2, 1, 2, . . ., and so ∆(f )(n + 2) = ∆(f )(n) for n ≥ 1, that is, ∆(f ) is eventually periodic. Note that f (n) = M e 2/3 (n) for 1 ≤ n ≤ 90. Lemma 1. Let f be an arithmetic function. Let k, ℓ, and n 0 be positive integers.
The following are equivalent:
(1) f is eventually linearly periodic, and f (n + k) = f (n) + ℓ for all n ≥ n 0 .
(2) There is a function χ defined on Z/kZ such that
eventually periodic, and ∆(f )(n + k) = ∆(f )(n) for all n ≥ n 0 .
Proof. If f is eventually linearly periodic, then there are positive integers k, ℓ, and n 0 such that n 0 ≡ 0 (mod k) and f (n + k) = f (n) + ℓ for all n ≥ n 0 . It follows that f (n + qk) = f (n) + qℓ for all q ≥ 0 and n ≥ n 0 . For r = 0, 1, . . . , k − 1, we define a r = f (n 0 + r) and
If n ≥ n 0 , then there exist unique integers q ∈ N 0 and r ∈ {0, 1, . . . , k − 1} such that n = n 0 + qk + r. It follows that n ≡ r (mod k) and
Conversely, this implies that
for n ≥ n 0 , and so (1) and (2) are equivalent. Similarly, if f is eventually linearly periodic and, for all n ≥ n 0 , we have
and so ∆(f ) is eventually periodic. Conversely, suppose that ∆(f )(n + k) = ∆(f )(n) for all n ≥ n 0 . Let ℓ = f (n 0 + k) − f (n 0 ). If n ≥ n 0 and f (n + k) − f (n) = ℓ, then
It follows by induction that f (n + k) = f (n) + ℓ for all n ≥ n 0 . This proves that (1) and (3) are equivalent.
Corollary 4. Let f be an arithmetic function. If f is eventually linearly periodic, and if k, ℓ, and n 0 are positive integers such that f (n+ k) = f (n)+ ℓ for all n ≥ n 0 , then
Proof. The function χ is bounded, and so
Let θ > 1. The computational data suggest that M θ (n) is eventually linearly periodic if there exist positive integers k and ℓ such that θ = e k/ℓ . The data for θ = e 2/3 and θ = e 2/7 lead to the following explicit formula for M θ (n) for numbers of the form θ = e 2/ℓ .
Theorem 7.
Let ℓ be an odd integer, ℓ ≥ 3, and let θ = e 2/ℓ . There exists an integer n 0 such that if n ≥ n 0 , then
Proof. Choose n 0 > 2/(ℓ log 2) such that M θ (n) = x ≥ 3 for all n ≥ n 0 . Applying inequality (5) with log θ = 2/ℓ, we obtain
If n = 2q ≡ 0 (mod 2), then
If n = 2q − 1 ≡ 1 (mod 2), then
Because ℓ is odd, it follows that ℓq = x + (ℓ + 1)/2, and so
The first fundamental result of this paper is the following necessary and sufficient condition for the eventual linear periodicity of M θ (n). Proof. Let k, ℓ ∈ N and θ = e k/ℓ . By Theorem 1, lim n→∞ M θ (n) = ∞, and so there exists an integer n 0 > k/(ℓ log 2) such that M θ (n) > 2k for all integers n ≥ n 0 . Let n ≥ n 0 and M θ (n) = x. Then x > 2k. Applying inequality (5) to θ = e k/ℓ and log θ = k/ℓ, we obtain
The inequality on the left of (7) implies that
Because 2ℓn − 2kx − k is an integer, it follows that
Adding k to each side of this inequality, we obtain
Similarly, the inequality on the right of (7) is equivalent to 2ℓn − 2kx < 3k.
Because 2ℓn − 2kx and 3k are integers, we have
It follows that
Thus, the function M θ (n) is eventually linearly periodic. Conversely, if θ > 1 and M θ (n) is eventually linearly periodic, then there exist positive integers k, ℓ and n 0 such that M θ (n + k) = M θ (n) + ℓ for all n ≥ n 0 . It follows that M θ (n + qk) = M θ (n) + qℓ for every integer n ≥ n 0 and every positive integer q. Applying inequality (5) to M θ (n) = x and M θ (n + qk) = x + qℓ, we obtain log θ x + 1 2 − 1 x ≤ n < log θ x + 3 2 and log θ x + qℓ + 1 2 + 1 x + qℓ ≤ n + qk < log θ x + qℓ + 3 2 .
Combining these inequalities gives
This inequality holds for all positive integers q, and so log θ = k/ℓ. This completes the proof.
4. An algorithm for M e k/ℓ (n)
The second fundamental result of this paper is an algorithm to compute M e k/ℓ (n).
Theorem 9. Let k, ℓ, and n be positive integers. For each r ∈ {0, 1, . . . , k − 1} there exist unique integers u r and v r such that
Proof. We begin with the observation that if v r and x are integers such that v r < 2k < x, then v r 2k + 1
Let n satisfy inequality (11) . Let x = M e k/ℓ (n). Theorem 1 implies that x > 2k. If r ∈ {0, 1, . . . , k − 1} and n ≡ r (mod k), then there exists q ∈ N 0 such that n = kq + r. Inequality (5) gives
Rearranging, we obtain
From (8) and (9)
Because ℓq + u r − 1 is an integer, it follows that
Because 0 ≤ v r /2k < 1, we have
We shall apply Theorem 9 to compute M e 3/7 (n). With k = 3 and ℓ = 7, we have r u r v r χ(r (mod 3)) 0 0 3 -1 1 2 5 -4/3 2 5 1 -2/3 and so
if n ≡ 1 (mod 3) 
Problems and remarks
(1) For θ > 1 with log θ irrational, find patterns in the sequence (M θ (n)) ∞ n=1 . Is it possible to "predict" the value of M θ (n)? How "pseudo-random" is the deterministic sequence M θ (n)? (2) Describe the set of all sequences of the form (M θ (n)) ∞ n=n0 for θ > 1. (6) The Bernoulli numbers are the coefficients in the Taylor series
This series converges for |x| < 2π. Equivalently,
Writing θ = e x , we obtain
2r−1 n 2r−1 . . Is this also true for irrational log θ, that is, if θ > 1 and log θ is irrational, then does M θ (n) = [n/ log θ − 1/2] for all sufficiently large n? We observe that, if 0 < k 1 /ℓ 1 < log θ < k 2 /ℓ 2 , then
and, by Theorem 1,
Fix a positive integer n, and let y = [n/ log θ − 1/2]. If log θ is irrational, then
and there exist positive rational numbers k 1 /ℓ 1 and k 2 /ℓ 2 such that
However, for θ > 1 and n ≥ log θ/ log 3/2, we have 1 < θ 1/n ≤ 3/2 and so {θ 1/n } = θ = θ 1/n − 1. Thus, the functions M ′ θ (n) and M θ (n) eventually coincide.
Let 0 < θ < 1 and let ψ = θ −1 > 1. Then
If n ≥ − log θ/ log 3/2, then 2/3 ≤ θ 1/n < 1 and 1 < ψ 1/n ≤ 3/2, hence
and it suffices to consider M ′ θ (n) only for θ > 1. Thus, there is no essential difference between the functions M θ (n)and
is any sequence of real numbers, then we can examine the arithmetic function
Consider, for example, the sequence A = n 1/n ∞ n=1
. For every integer x ≥ 2, what is the smallest integer n such that M A (n) = x? 6. Acknowledgements I wish to thank Dakota Blair, Dick Bumby, and Kevin O'Bryant for helpful comments and discussions about this paper.
Appendix A. Estimates for the exponential and logarithmic functions
This section contains the proofs of the estimates for the exponential and logarithmic functions that were used in Sections 2 and 3.
Lemma 2. For all real numbers x > 0 and integers n ≥ 1,
For all real numbers x such that 0 < x ≤ 1 and for all integers n ≥ 2, 
This proves (13).
If 0 < x ≤ 1 and n ≥ 2, then x < n/(n − 1). Equivalently, 1 + x n < 1 + nx (n − 1)(n + x) .
Applying the binomial theorem, we obtain 1 + x n < 1 + nx (n − 1)(n + x) < 1 + x (n − 1)(n + x) n = n(n − 1 + x) (n − 1)(n + Proof. For x > 0, the function g(x) is positive, and is strictly increasing because g ′ (x) = 1 x(x + 1) log 2 (1 + 1/x) > 0.
Let t > −1, and consider the function h(t) = 4 2 + t + log(1 + t). This gives the upper bound for g(x). Let 0 < t < δ < 1. Using the Taylor polynomial of degree 1 for the function log(1 + t), we obtain a real number u satisfying 0 < u < t such that log(1 + t) = t − t It follows that 1 log(1 + t)
Because this inequality is true for all δ > t, we have 1 log(1 + t) ≥ 1 t + 1 2 − t.
Replacing t with 1/x gives the lower bound for g(x). Inequality (16) is an immediate consequence of (15).
