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ABSTRACT Motivated by a quasi-chemical view of protein hydration, we deﬁne speciﬁc hydration sites on the surface of glob-
ular proteins in terms of the local water density at each site relative to bulk water density. The corresponding kinetic deﬁnition
invokes the average residence time for a water molecule at each site and the average time that site remains unoccupied. Bound
waters are identiﬁed by high site occupancies using either deﬁnition. In agreement with previous molecular dynamics simulation
studies, we ﬁnd only a weak correlation between local water densities and water residence times for hydration sites on the surface
of two globular proteins, lysozyme and staphylococcal nuclease. However, a strong correlation is obtained when both the average
residence and vacancy times are appropriately taken into account. In addition, two distinct kinetic regimes are observed for hy-
dration sites with high occupancies: long residence times relative to vacancy times for a single water molecule, and short res-
idence times with high turnover involving multiple water molecules. We also correlate water dynamics, characterized by average
occupancy and vacancy times, with local heterogeneities in surface charge and surface roughness, and show that both features
are necessary to obtain sites corresponding to kinetically bound waters.
INTRODUCTION
Conﬁgurational complementarity in protein-protein interac-
tions is a hallmark of molecular recognition, and leads nat-
urally to a consideration of the molecular nature of protein
hydration (1,2). The essential features of complementarity
embodied in protein structures can be captured to some extent
using continuum solvent models. However, water molecules
strongly associated with the protein make important contri-
butions by occupying space or providing hydrogen-bond
donors and acceptors at the protein-water interface that con-
strain conformational space, and these effects are lost if the
bound water molecules are not explicitly taken into account.
In the quasi-chemical (QC) view of protein hydration, it is
natural to consider strongly associated water molecules as
part of the protein (3–5). Protein solution thermodynamics is
then modeled in terms of quasi-components comprised of the
protein and associated water molecules immersed in a sta-
tistical ﬁeld due to the remaining solvent medium. We im-
plemented this QC view in previous work by deﬁning speciﬁc
hydration sites near the protein surface characterized by high
water occupancies (6). An important ﬁnding of our earlier
study was to show that the spatial distribution of these hy-
dration sites plays an essential role in determining the con-
ﬁgurational complementarity of protein-protein interactions.
Speciﬁc hydration sites in that study were characterized by
their local water densities, which we expressed in terms of the
logarithm of the chemical equilibrium constant, h, for water
partitioning at a speciﬁc site relative to bulk water,
h [ ln ðr=rbÞ ¼ bDmexw : (1)
Here Dmexw is the excess chemical potential of water at the
hydration site relative to bulk water, r/rb is the corresponding
ratio of water densities, and b1 ¼ kT, the thermal energy.
Equation 1 provides a thermodynamic framework for select-
ing hydration sites representing bound water molecules based
on explicit-water molecular dynamics (MD) simulations that
supply the required densities. Our criterion for strongly
associated or bound water was h . 2, which corresponds
to a local density more than seven times that of bulk water, or
roughly that found for the maximum density in the ﬁrst
hydration shell of simple monovalent or divalent ions (7,8).
Relaxing this criterion to include a larger number of more
weakly associated water molecules was found to have a
minimal effect on the osmotic second virial coefﬁcient for
protein-protein interactions in dilute aqueous solution (6).
Thus, h. 2 deﬁned a lower bound on the number of explicit
water molecules that must be considered to obtain the full effect
of water association on these protein-protein interactions.
Protein hydration can also be characterized by water dy-
namics near the protein surface. Experimental techniques
such as magnetic resonance dispersion (9), nuclear magnetic
resonance (10), and quasi-elastic neutron scattering (11)
measure relaxation times for waters buried in the interior
of proteins and residence times for waters within the ﬁrst
hydration shell. These times are typically on the order of
10 ns1 ms and 10 ps1 ns, respectively, for small globular
proteins. Much faster water relaxation times (0.5–100 ps) in
the vicinity of a surface tryptophan residue are probed by
ﬂuorescence spectroscopy (12). Based on these timescales,
water molecules have been broadly categorized as: 1), in-
ternal water (residence time t ; 1 ns to 1 ms); 2), water
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molecules that interact with the protein surface (t ; 10–100
ps); and 3), bulk water (t ; 1 ps) (9).
Water dynamics near protein surfaces have also been ex-
tensively investigated by MD simulations, and characterized
by mean residence times derived from various correlation
functions. The survival probability correlation function
(13–17) is one such correlation function that has been widely
used. The survival probability is deﬁned as the probability
of ﬁnding a water molecule within a region of interest; e.g.,
the ﬁrst hydration shell, for a speciﬁc period of time. The
hydrogen-bond correlation function (18) and the solvation
energy correlation function (19) have also been used. The
hydrogen-bond correlation function is deﬁned in terms of
the probability of ﬁnding a water molecule hydrogen-bonded
to a protein atom for a speciﬁc period of time, with the hy-
drogen bond typically deﬁned by the donor-acceptor distance
and angle. The solvation correlation function is deﬁned in
terms of ﬂuctuations in the potential energy of solute-solvent
interactions.
In each case, the correlation function derived from a MD
simulation is ﬁt to either a single exponential or a series of
exponential functions, or a stretched exponential function
(13–19). A single exponential ﬁt gives the water residence
time directly. For a series of exponential functions, the mean
water residence time is calculated as the weighted average of
the characteristic time constants, whereas, for a stretched ex-
ponential function, themean residence time is deﬁned in terms
of both the characteristic time and the stretched exponent.
It is widely accepted that molecular features of the protein
surface inﬂuence water dynamics. However, previous at-
tempts to derive a correlation between water dynamics and
local chemical heterogeneities of the protein surface have
produced results that are inconclusive or even contradictory
(13,15–18,20). For example, the MD simulation study of
water dynamics near copper plastocyanin (13) and crambin
(15) found that the mean residence times computed from the
survival probability correlation function depend on the
chemical nature of proximal amino acids with tcharged $
tpolar . tnonpolar  tbulk. A similar ordering of water resi-
dence times was observed for all 20 amino acids in the end-
capped AXA tripeptide motif (20). However, an entirely
different dependence of the water survival time was reported
inMD simulation study of bovine pancreatic trypsin inhibitor
(17): tpolar . tnonpolar . tcharged.
MD simulations have also shown that both the survival
probability time for waters around negatively charged resi-
dues (15,16) and the time that water molecules remain hy-
drogen-bonded with negatively charged residues (13) are
signiﬁcantly longer than that for waters near positively
charged residues. In contrast, the hydrogen-bond correlation
time for water near positively charged residues was found to
be higher than that near negatively charged residues in the
MD simulation study of HP-36 (18).
The correlation between local water densities and the
chemical nature of proximal amino acids appears to be even
weaker than that between water residence times and the local
chemical environment (20), suggesting at best a weak cor-
relation between local water densities and residence times.
Indeed, the lack of a correlation was observed between water
densities and water residence times at hydration sites around
myoglobin in an MD simulation study of that protein (14). In
this study, water was found to reside longer in clefts and
notches of the protein surface irrespective of the local
chemical environment, suggesting that local topological
features of the protein surface may be the dominant factor
inﬂuencing water dynamics on the protein surface.
Here we analyze protein hydration described by the dy-
namics of water association with the protein surface, and
compare this description to a thermodynamic description
based on the QC view of protein hydration. Our interest in the
spatial distribution of protein hydration naturally leads us to
consider the relationship between the spatial heterogeneity of
water dynamics near the protein surface and the local to-
pology and the chemical composition of the protein surface.
THEORY
Our analysis of water dynamics is based on speciﬁc hydration
sites near the protein surface, and uses a master equation to
describe the chemical reaction dynamics for transitions be-
tween occupied and unoccupied states of these sites (21,22).
The rate constants in this two-state model are related to
quantities that can be extracted directly from MD simula-
tions: the average time, t1, a site is occupied by a water
molecule, and the average time, t0, that site remains unoc-
cupied. The resulting probability of ﬁnding n occupied states
out of a total number of N realizations is given by the bino-
mial distribution,
Pn ¼ N!
n!ðN  nÞ! q
nð1 qÞNn; (2)
with q ¼ t1/(t1 1 t0). The mean of this distribution, Ænæ,
gives the local water density at a site of unit volume,
r [
Ænæ
N
¼ t1
t11 t0
: (3)
Deﬁning the average cycle time, tcyc ¼ t1 1 t0, and
substituting for h in Eq. 1, provides the desired relationship
between the local water density and the average occupancy
and vacancy times at each hydration site,
h ¼ ln t1
tcyc
 
 ln t1
tcyc
 
bulk
: (4)
The ratio for bulk water is ﬁxed by the density of water at
the conditions of interest (Eq. 3). For a hydration site 1 A˚3 in
volume and water at 300 K, we have
h ¼ 3:41 ln t1
tcyc
 
: (5)
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The maximum value of h ¼ 3.4 is obtained when
t1/tcyc ¼ t11 t0;
and can be realized by two different kinetic pathways. A site
can be occupied by a single water molecule for long periods
of time relative to the time it is unoccupied—i.e., t1 t0—or
it can be occupied for relatively short periods of time with high
turnover—i.e., t0 / 0 at small t1. These two pathways
distinguish sites with bound waters from those sites that are
simply highly accessible to water. Of course, a practical def-
inition of kinetically bound water sites will depend on the
extent to which t1 is taken to be greater than t0. However, the
least restrictive kinetic criterion for water association in either
case is t1 . t0, which corresponds to h . 2.7.
We also note that the second moment of the binomial
distribution, Eq. 2, relates local water density ﬂuctuations to
the fractional vacancy time at each hydration site,
Æn2æ Ænæ2
Ænæ
¼ t0
t11 t0
: (6)
Thus, the average occupancy and vacancy times of speciﬁc
hydration sites in this kinetic description of preferential hy-
dration includes information on both water densities and ﬂuc-
tuations in water densities locally near the protein surface.
METHODS
Lysozyme (PDB ID: 1LYZ) (23) was solvated in a cubic box 62 A˚ on a side
containing 7107 TIP3P water molecules (24) and staphylococcal nuclease
(PDB ID: 1JOO) (25) was solvated in a cubic box of 82 A˚ containing 18,480
TIP3P water molecules. MD simulations of these proteins were carried out at
300 K and 1 bar using NAMD 2.6 (26) with the CHARMM27 force ﬁeld
(27). The average water residence time in the ﬁrst hydration shell of proteins
is on the order of a few picoseconds. We can consider a protein to be es-
sentially rigid on this timescale; therefore, the protein atoms were held ﬁxed
throughout the simulation. Bulk water properties were determined from an
independent MD simulation of 512 TIP3P water molecules at the same
temperature and pressure.
Temperature was held constant in these simulations by applying Langevin
dynamics to all heavy atoms using a damping coefﬁcient of 1 ps1. Constant
pressure was maintained using a Nose´-Hoover Langevin piston with a period
of 200 fs and a decay of 100 fs. Periodic boundary conditions were imposed,
and the particle-meshEwaldmethodwith a real-space cutoff of 12 A˚was used
in computing the electrostatic interactions. The same cutoff was applied to
nonbonded nonelectrostatic interactions. The TIP3P water geometry was
constrained by the SHAKE algorithm (28). The system was initially mini-
mized for 20,000 steps and then equilibrated for 200 ps. Conﬁgurations were
saved every 0.1 ps over a production run of 2 ns with a time step of 2 fs.
Speciﬁc hydration sites were deﬁned as before (6) by constructing a net-
work of grid points separated by 1 A˚ to ﬁll the proximal volume within 3.5 A˚
of the heavy atoms on the protein surface. Water occupancy and vacancy
times for each site were recorded over the course of the MD simulation, and
arithmetic averages computed for both characteristic times. Different studies
adopt different approaches to compute the average water occupancy or res-
idence times. In most cases, the average residence time is estimated by ﬁtting
a series of exponential functions or a stretched exponential function to a time
correlations function. The average residence times obtained from such ﬁts
are biased by the few infrequent long times a water molecule resides in the
region of interest. By adopting the arithmetic averaging here, we obtain
a more realistic representation of the frequency of water exchanges at a
hydration site.
Using these methods, the number of hydration sites with h . 2 obtained
from the MD simulation of lysozyme was 150 out of 8290 sites. This number
is slightly higher than that reported previously—135 out of 7855 sites
(6)—and is attributed to the different reference frames that were used in
constructing the network of grid points around the protein in the two studies.
The pattern of high-occupancy hydration sites (h. 2) around the protein was
found by visual inspection to be the essentially same, however, independent
of the reference frame. For staphylococcal nuclease, 224 out of 12,936 hy-
dration sites were found with h . 2.
RESULTS AND DISCUSSION
Fig. 1 conﬁrms the relationship given by Eq. 4 between the
water density at a speciﬁc hydration site and the average site
occupancy and cycle times. The results show that the local
water density is only weakly correlated with the average
occupancy time, although a slightly better correlation is ob-
tained for the occupancy time compared to the cycle time.
This observation is in agreement with the ﬁndings of the MD
simulation study of myoglobin in which no correlation was
found between local water densities and residence times at
speciﬁc hydration sites around this protein (14).
Plots of the average occupancy time, t1, versus the average
vacancy time, t0, for all hydration sites on the surface of
lysozyme and for the high occupancy sites (h . 2.0) on the
surface of staphylococcal nuclease, are shown in Figs. 2
and 3, respectively. Only 23 of the 150 high occupancy sites
on lysozyme and 25 of the 224 high occupancy sites on
FIGURE 1 Natural logarithm of the ratio of average occupancy times
(n1 ¼ t1/t1,b), average cycle times (n2 ¼ tcyc,b/tcyc), and the combination of
the two times (n ¼ n1n2), deﬁned in Eq. 4, as a function of h (Eq. 1) for
hydration sites within 3.5 A˚ of the surface of lysozyme. The subscript b here
denotes the characteristic time for bulk water. Only those sites correspond-
ing to h. 2.0 are shown. These characteristic times were obtained fromMD
simulations of lysozyme in TIP3P water at 300 K and 1 bar. Correlation
coefﬁcients for the linear ﬁts of the data are 0.654, 0.176, and 0.999,
respectively.
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staphylococcal nuclease are found below the t1 ¼ t0 diag-
onal line, and as such, satisfy the kinetic criterion for bound
water. These sites are also isolated from one another for the
most part, as determined by computing clusters of sites that
are within 4 A˚ of one another. For lysozyme, we obtained 18
clusters for the 23 sites with only a single cluster containing a
maximum of three sites, while for staphylococcal nuclease,
we obtained 23 clusters for the 25 sites with no cluster having
more than two sites. The weak correlation between site water
densities and residence times follows directly from the ob-
servation that a large fraction of the high occupancy sites are
characterized by high turnover of water occupancies with
occupancy times that span a relatively narrow range: t1; 0.3–
0.4 ps, or roughly twice that for a site in bulk water (0.18 ps).
Different regimes of kinetic behavior on the t1–t0 plots of
Figs. 2 and 3 can be related to local chemical and topological
features of protein surfaces by considering the four idealized
models of protein surfaces depicted in Fig. 4. These models
were chosen collectively to include an overall composition of
surface charges (Fig. 4, b and d) and surface roughness (Fig.
4, c and d) representative of small globular proteins, in
general. The corresponding t1–t0 plot for the 10 highest
occupancy sites (highest h-values) in each case is shown in
Fig. 5. The overall range of t1–t0 values in this plot is
strikingly similar to that obtained for lysozyme and staphy-
lococcal nuclease (Fig. 2, inset, and Fig. 3), although the
range of t1–t0 values for the individual models are much
more restricted. The similarity in the overall range suggests
that these four idealized protein surfaces collectively en-
compass the different kinetic regimes of hydration behavior
observed for lysozyme and staphylococcal nuclease.
For the smooth dipolar surface in Fig. 4 a (no surface
roughness), local heterogeneities exist only in the equatorial
region separating the hemispheres of neutral and negatively
charged atoms. It is striking that the highest occupancy sites
are found only at this interface, rather than within the hemi-
sphere of charged atoms. The same behavior is observed
when the two hemispheres are neutral and positively charged
or positively and negatively charged (not shown), indicating
that the local water density is sensitive to local heterogene-
ities in surface charge, rather than the magnitude of the sur-
face charge density. However, none of the high occupancy
sites correspond to kinetically bound waters; i.e., t0 
t1 ; 0.2–0.3 ps (Fig. 5). These sites also fall outside the
range for high occupancy sites (h . 2.0) for lysozyme and
staphylococcal nuclease due to the high circumferential
mobility of water molecules in the equatorial region.
When the charges are dispersed over the surface (Fig. 4 b),
the average vacancy time is reduced signiﬁcantly without
much impact on the average occupancy times for the highest
occupancy sites (Fig. 5). Nonetheless, t1 , t0 for all these
sites, indicating that heterogeneities in the surface charge
alone do not produce sites corresponding to kinetically bound
waters. Virtually identical kinetic behavior is observed when
local heterogeneities in surface roughness are introduced
(Fig. 4 c). However, the highest occupancy sites are now
found in clefts and grooves on the rough surface.
FIGURE 2 Average occupancy time, t1, and average vacancy time, t0,
for each hydration site in a grid ﬁlling the proximal volume within 3.5 A˚ of
the heavy atoms on the surface of lysozyme, obtained from MD simulation
of this protein in TIP3P water at 300 K and 1 bar. (Solid triangles, h . 2.7;
open circles, 2.7 . h . 2.0; and shaded crosses, h , 2.0.) The dashed
t1¼ t0 line separates sites that correspond to kinetically bound waters (solid
triangles) from the sites corresponding to high water occupancies (h . 2.0)
(open circles), while the dash-dot line separates the high occupancy sites
from all other hydration sites (shaded crosses). The inset shows only those
data for t1, t0 # 2 ps.
FIGURE 3 Average occupancy time, t1, and average vacancy time, t0,
for each hydration site in a grid ﬁlling the proximal volume within 3.5 A˚ of
the heavy atoms on the surface of staphylococcal nuclease, obtained from
MD simulation of this protein in TIP3P water at 300 K and 1 bar. (Solid
triangles, h . 2.7; open circles, 2.7 . h . 2.0; and shaded crosses, h ,
2.0.) The dashed t1 ¼ t0 line separates sites that correspond to kinetically
bound waters (solid triangles) from the sites corresponding to high water
occupancies (h . 2.0) (open circles), while the dash-dot line separates the
high occupancy sites from all other hydration sites (shaded crosses).
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It is only when the surface is rough and the surface charge
is dispersed (Fig. 4 d) that we ﬁnd the highest occupancy sites
corresponding to t1 . t0 (Fig. 5). In this case, t0 ; 0.2–0.3
ps and t1 spans the same range of values obtained for lyso-
zyme and staphylococcal nuclease (Fig. 2, inset, and Fig. 3).
We conclude, therefore, that local heterogeneities in both
the surface charge and roughness are necessary to obtain
speciﬁc hydration sites on the protein surface that correspond
to kinetically bound waters.
We also calculated osmotic second virial coefﬁcients for
protein-protein interactions using different characterizations
of preferential hydration deﬁned by the kinetically bound
water sites alone or by all the high occupancy sites. The re-
sults are shown in Table 1. The interaction part of the second
virial coefﬁcient, b22, calculated here accounts for nonideal
contributions due to protein-protein interactions, and is ob-
tained by subtracting the Donnan contribution. Details of this
calculation using a molecular thermodynamic model of
protein solutions are given elsewhere (6,29).
In this previous work, we showed that a number of highly
complementary protein-protein contact conﬁgurations are
eliminated by including a spatially heterogeneous distribu-
tion of explicit water molecules strongly associated with the
protein surface at speciﬁc hydration sites. Short-ranged pro-
tein-protein interactions thus become less favorable. This
effect is seen in Table 1 by comparing b22 calculated for a
continuum solvent (no explicit water molecules) to that cal-
culated with all high occupancy hydration sites taken into
account. For both lysozyme and staphylococcal nuclease,
b22 becomes less negative—less favorable protein-protein
interactions—when explicit waters at the high occupancy
hydration sites are taken into account. In contrast, the con-
tribution from the kinetically bound water sites alone is
negligible; the calculated b22 is essentially the same as that
for the continuum solvent. The observation reﬂects our
ﬁnding that explicit water molecules at the kinetically bound
hydration sites are located in regions of high surface rough-
ness and charge heterogeneity, which tend to be buried; thus,
they have less impact on reducing the complementarity of
protein-protein contact conﬁgurations compared to explicit
water molecules located at the other high occupancy hydra-
tion sites, which are more solvent-accessible.
FIGURE 5 Average occupancy time, t1, and average vacancy time, t0,
for the 10 highest occupancy sites on the surface of four idealized (spherical)
models of globular proteins obtained fromMD simulations in TIP3P water at
300 K. (Circles) Smooth dipolar surface; (diamonds) smooth random
surface; (crosses) rough apolar surface; and (triangles) rough random
surface. The dashed line and the dash-dot line are deﬁned in Figs. 2 and 3.FIGURE 4 Ten highest occupancy sites on the surfaces of spheres with the
following chemical and/or topological features: (a) smooth dipolar surface;
(b) smooth random surface; (c) rough apolar surface; and (d) rough random
surface. The four spheres have a radius of 10 A˚, and are ﬁlled with neutral
atoms in the interior. Atoms on the surface are: neutral (green); negatively
charged (0.51 e, red); or positively charged (10.51 e, blue). The models
are constructed to be electrostatically neutral by placing an atom of opposite
charge below the surface for every charged atom on the surface. The gray
spheres represent water oxygens at these high-occupancy sites. Lennard-
Jones parameters for all atoms are s ¼ 3.4 A˚ and e ¼ 0.12 kcal/mol.
TABLE 1 Interaction part of second virial coefﬁcient, b22,
as a function of hydration conditions for lysozyme at pH 7
and ionic strength 0.007 mol/L and staphylococcal
nuclease at pH 6.5 and ionic strength 0.01 mol/L
Hydration condition
No. of
sites b22 3 10
4 mol ml/g2
Lysozyme
Continuum solvent 0 87.44
Kinetically bound waters sites (h . 2.7) 23 86.81
High occupancy sites (h . 2.0) 150 82.92
Staphylococcal nuclease
Continuum solvent 0 80.58
Kinetically bound waters sites (h . 2.7) 25 80.87
High occupancy sites (h . 2.0) 242 64.54
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CONCLUSIONS
Preferential hydration of protein surfaces was analyzed by
computing average water residence times and vacancy times
at speciﬁc hydration sites on the protein surface. This analysis
revealed two distinct kinetic regimes for those hydration sites
deﬁned thermodynamically to have high local water densi-
ties: long residence times relative to vacancy times for a
single water molecule, corresponding to kinetically bound
water molecules, and short residence times with high turn-
over involving multiple water molecules. Those sites corre-
sponding to kinetically bound water molecules comprise only
a small fraction of the total number of high occupancy sites,
and are correlated with local heterogeneities in both surface
charge and roughness. Moreover, these sites have little im-
pact on calculated osmotic second virial coefﬁcients for
protein-protein interactions. The impact of preferential hy-
dration on these weak protein-protein interactions is due
primarily to the preferential hydration of sites characterized
by high occupancy and high turnover—i.e., those sites on the
protein surface that are accessible to water.
In deriving a relationship between kinetic and thermody-
namic views of preferential hydration (Eq. 4), we found that
the thermodynamic characterization in terms of the local
water density at speciﬁc hydration sites and the kinetic char-
acterization in terms of water occupancy and vacancy times at
these sites are not equally informative. Speciﬁcally, while it is
possible to obtain the local water density from a knowledge of
site occupancy and vacancy times, it is not possible to derive
the average occupancy and vacancy times knowing just the
local densities for the hydration sites. Indeed, the weak cor-
relation that we found between local water densities and av-
erage residence times follows directly from this analysis and
the observation that most high occupancy sites on the two
protein surfaces we studied have a narrower range of occu-
pancy times compared to the range of vacancy times.
The thermodynamic and kinetic perspectives of preferen-
tial hydration would be equally informative if just the ratio of
water occupancy and vacancy times at each site was sufﬁ-
cient for an accurate description of hydration. We ﬁnd,
however, two distinct regimes of kinetic behavior for lyso-
zyme and staphylococcal nuclease, and collectively, for the
four spherical models of a protein surface—one characterized
by speciﬁc hydration sites with high turnover in occupancies
(t1; constant, t0), and the other characterized by speciﬁc
hydration sites with strongly associated or kinetically bound
waters (t0 ; constant , t1). We conclude, therefore, that a
more complete description of the preferential hydration of
protein surfaces is achieved when occupancy and vacancy
times are taken to be independent of one another.
Of course, the corollary is that an additional parameter in
the thermodynamic analysis is required to obtain an equiv-
alent description of preferential hydration. Recognizing that
the average site occupancy and vacancy times in the kinetic
model characterize both water densities (Eq. 3) and ﬂuctua-
tions in water densities (Eq. 6) locally near protein surfaces,
we submit that the logical, although not necessarily practical
choice for an additional thermodynamic parameter is the
water-water pair distance distribution function. Extracting
this parameter from MD simulations in the heterogeneous
environment of the protein-water interface with the spatial
resolution demonstrated here for t0 and t1 is a formidable, if
not impossible task. An advantage of the kinetic model is that
water occupancy and vacancy times characteristic of speciﬁc
hydration locally at sites on the protein surface are indeed
readily accessible from MD simulations.
Finally, the kinetic analysis of preferential hydration pre-
sented here does not take into account any coupling of water
dynamics to the protein dynamics, since the protein was held
ﬁxed in our MD simulations. This coupling undoubtedly
would be important in an analysis of water dynamics near
protein surfaces. In the context of our focus on protein hy-
dration, though, we note that the water occupancy times
corresponding to the high occupancy/high accessibility sites
are all less than 0.5 ps, which is more than an order-of-
magnitude smaller than the characteristic time for side-chain
rotations of the amino acids on a protein surface (30). We
conclude, therefore, that our kinetic characterization of pref-
erential hydration is unaffected by protein dynamics on these
longer timescales, other than introducing the need to consider
an ensemble of protein conﬁgurations that would be accessible
on timescales for the protein-protein interactions of interest.
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