The Lebesgue constants for cardinal spline interpolation  by Richards, Franklin
JOURNAL OF APPROXIMATION THEORY 14, 83-92 (1975) 
The Lebesgue Constants for Cardinal Spline Interpolation* 
FRANKLIN RICHARDS 
Mathetmtics Research Center, Utkersity of Wisconsitt, Madisott, Wisconsin 
Cottmuniwted by I. J. Schoetdxq~ 
If (yJ t I,, let Y,y be the unique bounded cardinal spline of degree fis - 1 
interpolating to y at the integers, i.e., 
_(P,y(v) = y,,v -L 0, &I, &2. 
The norm of this operator: !i Y, 11 = sup /i T,JJ Ii, 11 y ,I is called a Lebesgue con- 
stant. A formula for I/ Y’, 11 is obtained, and with it we will show that 
y A z log I1 -t 2 2 log 4 + y + o(l) as 12 -t m 
x 71 i 77 
where y is the Euler-Mascheroni constant. 
1. I~TRoOI-I~TI~N- 
If II is a natural number, let us define the space -VA = {S(x)) of bounded 
cardinal splines of degree n - 1 to consist of those functions satisfying the 
following conditions: 
(ii) ’ S 1 = s11p 
a <.Jirn 
j S(x)’ < cc, 
(iii) S(x) reduces to a polynomial of degree at most 12 - 1 on each of 
the intervals [V + n/2, v + n/2 + I], v -- 0, &l, 12 ,..., i.e., S(X) has knots 
at the integers or half integers if y1 is, respectively, even or odd. 
JfJs ~= ( 1: )Yp E I, * _ ” .~ a, the space of (real or complex) doubly infinite bounded 
sequences, then there is a unique element Tny E Tfn interpolating the given 
data at the integers, i.e., 
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The operator 5YrL: I, ----f .YcL is called the cardinal spline interpolation operator 
of order 17, and its norm 
is referred to as the nth Lebesgue constant for cardinal spline interpolation. 
These numbers have been investigated previously for low values of n (see 
[2, 6-81). The purpose of this paper is to examine the asymptotic behavior 
of the Lebesgue constants as the degree becomes large. More specifically, 
the following result is obtained. 
THEOREM 1. Let y be the Euler-Mascheroni constant. Tllrn 
(1.1) 
It seems of interest to compare this with results obtained for polynomial 
interpolation operators. Let 
be a given infinite triangular array, and for each ,f~ Cl -1, I], let &J 
denote the unique polynomial of degree less than 11 satisfying 
ErdGs [l] has shown that there exists a constant c independent of the array 
(1.2) such that 
.YJ,, (2 ST) log I? c. (1.3) 
On the other hand, if 
arc the zeros of the nth Chebyshev polynomial, Rivlin [3] has shown that 
(1.4) 
Hence we make the surprising observation that “near-best” polynomial 
interpolation Lebesgue constants display nearly the same asymptotic 
behavior as cardinal spline interpolation Lebesgue constants. 
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2. A FORMULA FOR ij Y,Ij. 
We now discuss certain functions and concepts that will play a major role 
in our discussion. Define 
#n(t) = (‘+!Lj” (2.1) 
and 
q%(t) = c slrn(t + 274. (2.2) j=-m 
Then the Fourier transform of #,(t)/cp,Jt) is 
(2.3) 
which is characterized by the properties (see [4]) 
(i) L, E ,Yn, 
(ii) L,(v) = {I’ 
u = 0, 
10, u = -41, &2,..., 
(iii) / L,,(X)1 -+ 0 exponentially as ; x : + co, 
i.e., L,,(X) is the “fundamental” cardinal spline of degree n - I. Thus 
Since 
(LgJl)(s) = t J’“Ln(s - u) --cc: -cl x < co. (2.4) 
,1=--1) 
and Cy’--, I L,(x - v)! has period I, it is clear that 
On the other hand, if we assume 17 3 3 and consider the sequence 
jYZ> 
((- l)".', 
1 s&n L,(.Y - l.1 = , ( ~ , )‘,. 
v = I, 2,..., 
u = 0, ~-- I ) -2,. . , 
0 -: .Y c: 1. (2.5) 
then 
86 FRAPU’KLIN RICHARDS 
and the maximum occurs at x =: -A (see 121). Thus 
(2.7) 
The following theorem gives a more useful formula for jl LYn I,. 
THEOREM 2. Defirre the Junction, 
y,(t) -= i (-1)’ &(t + 24). (2.X) 
, .I 
Then $12 :; 3, we have 
Y II (2.9) 
Proof. By (2.3), 
But 
are just geometric series. An easy calculation yields 
Plugging into (2.10) we obtain 
r (- 1)’ &I(~ 24) 
-:- 2; , rl_ .I:, y,(t) 
set i (I -I- (- l)“-il cos N7) dt, 
(2.12) 
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by the periodicity of qn(t) and the fact that sec((r -+ 2~j)jZ) = f-- l>i set tj2. 
But since r?$(t) = CL_- (-1)” $r& t 2xj) converges uniformly and the 
resulting integrand is an even function, it fohows that 
It will be shown in the next section that [~Jt)jq~Jf)] see f/2 is continuous on 
[ --7~, .ir]. Hence letting N --+ cc in (2.13), the second term on the right will 
--+ 0 by the Riemann-Lebesgue lemma, and the term on the left will --+ j/ Tn jj 
by (2.7). This proves (~2.9). 
3. THE FUNCTIONS y,,(t) AND y,(t) 
In order to use formula (2.9) to prove Theorem 1, it will be necessary to 
simplify the integrand. Thus we must examine in more detail the functions 
y)%(t) and ylL(t). Consider the functions 
(3.1) 
(3.2) 
‘Then 
g)R(f) = (2 (3.3) 
and 
(3.4) 
Schoenberg 14, S] has shown that pll(t) and a,(t) are trigonometric 
polynomials in the variable t/3 and that gin(f) ~2, 0, -a < f < a. From 
13.4) it follows that m(t) > 0, -T -c f < T, and yJ7~) = y,( -3~) -= 0. 
Thus [yJt)/~,~(t)] set t/2 is indeed a continuous, nonnegative function on 
C-V, n], as claimed in $2. 
The following lemma states that it is “all right” to replace the functions 
21Jt) and qn(t) in (2.9) by their “dominant” terms. 
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LEMMA 1. Ifrz > 3 and 0 -c t -c 7r, then 
and 
Yn(f) / $&) _ $r--2q - 1 1 c 2- ‘/. 
ProoJ Consider the functions 
and 
- 
(3.5) 
(3.6) 
--] (3.7) lp 
1 1 p [ 1 =-- ___-__ (j -I u)” (.j -I- 1 - Zl)n 1 
(3.8) 
By (3.3) and (3.4), it is seen that 
oxTr ; $&(t) --yf:l - 257) -- - ’ i ” yp;; / QjTL -. r;;;).l u)?1- -l j 
The fact that 0 < u < 4 will be used repeatedly. We compute 
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Thus (3.5) is proved. From (3.8) we have 
where 
0 < q(u, n) = l/(j + up - l/Q + 1 - u)‘L 
l/lP - l/(1 - u)” . 
It follows easily that 
lP[(j + 1 - u)n - (j + u)ll] 
%h j7) g (j f- u)ll (j + 1 - g” (1 - uZ/(l ~ @) ’ 
and since 
(j + 1 - u)” - (j + $1 
1 -22u 
n-1 
= 1 (.j + 1 - u)n-l-i (,j + u)~ < n(j + 1 - u)“-I, 
t=” 
we get 
~“(1 - u)” n 
aduy “) ’ (j + u)n (j + 1 - 14,) ” c*)” (j + : - u) 
Therefore, 
This establishes (3.6). 
Let 
rn(tN$n(f> + hz(f - 273-N 
R7L(t) = yn(t)[&(t) - #,(t - 2n)] ’ O Xc * xx 7r. (3.9) 
An immediate consequence of Lemma 1 and (2.9) is 
LEMMA 2. If n 3 3, there exists a point f, E [0, R-] such that 
(3.10) 
and 
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Thus if the sequence 
is 0(2/‘), then 
4. PROOF 01’ TMOREM 1 
Formula (3.12) will now be used to prove Theorem 1. Since 
where h(t) E C[O, ~1, (3.12) gives us 
z A,, ~-- B, (4.1) 
The second integrand remains bounded and converges ae. to h(t) as n --+ CC. 
Thus by bounded convergence, 
(4.2) 
Dividing the numerator and denominator of the first integrand in (4.1) by t” 
and making the change of variables t -)- x 277,‘t - 1 we obtain 
Assume for the time being that 17 is even, i.e., 17 2~. Then 
Since si == J”; and the integrand is even. one gets 
(4.3) 
(4.4) 
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Each of these integrals may be evaluated by complex integration as follows. 
Let R > 1 and consider the contour proceeding from z -- -R to z = R 
along the real axis, and then back to z -2 -R along the upper half of a circle 
of radius R centered at the origin, The integrands 
,2?~~--Bv/yzZ/,, + , ), i v .~ 1, 2,..., 111 
have only simple poles inside the contour at the points 
Z, = pi(2r-l)/2,,< r = I, 2,..., 111 
and corresponding residues 
-l-4" 
L=- nl(2r-l)(2"--l)pnl 
2n1 2:n e- 
Summing and letting R + M we see that 
Hence A,, is a Riemann sum for the divergent integral (l/x) J”; csc x &. 
Now csc x - I/.Y -- lj(r - x) is a continuous and hence Riemann 
integrable function on [0, ~1 and 
177 
I i 
1 I 
csc x - - - rk2log~. 
- 0 .Y % -- .v i % 
(4.6) 
Using (4.4) and (4.5) and replacing the resulting Riemann sum by means of 
(4.6) we have 
Here 
and yn 4 y, the Euler-Mascheroni constant. Now observe that the integrand 
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of (4.3) is an increasing function of II, and hence A,,_~I _ > A, . Thus the 
estimate (4.7) is valid for all IZ > 3. Using (4.1) we obtain 
(4.8) 
After considering the remark at the end of the last section, we see that we may 
replace I & /~* by 1; 9% II in (4.8). This concludes the proof of Theorem 1. 
In concluding the paper, we state without proof a result concerning the 
monotonicity of the sequence :j Y,L 1~. II I) 2.... . 
THEOREM 3 
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