The kernel function is introduced to solve the nonlinear pattern recognition problem. The advantage of a kernel method often depends critically on a proper choice of the kernel function. A promising approach is to learn the kernel from data automatically. Over the past few years, some methods which have been proposed to learn the kernel have some limitations: learning the parameters of some prespecified kernel function and so on. In this paper, the nonlinear face verification via learning the kernel matrix is proposed. A new criterion is used in the new algorithm to avoid inverting the possibly singular within-class which is a computational problem. The experimental results obtained on the facial database XM2VTS using the Lausanne protocol show that the verification performance of the new method is superior to that of the primary method Client Specific Kernel Discriminant Analysis (CSKDA). The method CSKDA needs to choose a proper kernel function through many experiments, while the new method could learn the kernel from data automatically which could save a lot of time and have the robust performance. Keywords kernel function; learning the kernel matrix; CSKDA; face verification 1．Introduction
new method is superior to that of the primary method Client Specific Kernel Discriminant Analysis (CSKDA). The method CSKDA need to choose a proper kernel function through many experiments, while the new method could learn the kernel from data automatically which could save a lot of time and have the robust performance. In this paper the second part introduces the method CSKDA; The third part writes up the paper's method; The forth part gives the experimental results and analysis, and finally we get the conclusion. 
The Fisher discriminant function can be defined as
is the between-class scatter matrix and i w S is the within-class scatter matrix. The solution to the problem can be found easily as
, that is the i -th Fisher subspace [16] . Then using the testing samples projected to the client specific Fisher space to classify. 3．Learning the kernel matrix [24] Let N N j 
denotes p coefficients for specifying the spectral variants. [19] The Fisher discriminant function can be defined
Optimization
S is the between-class scatter matrix and w S is the within-class scatter matrix However, we can see from equation (5) that the inverse of the within-class scatter matrix should be calculated for each client. Here we use the trace of a scatter matrix to quantify its scatter. Let the (i,j)-th entry of  K be expressed as
column of the n n  identity matrix.
We use
to characterize the between-class and within-class scatter matrix respectively: 
Similarly, we can rewrite that 
  (16) One possible optimality criterion for maximization is [24] . An alternative approach is to regard the maximization of
as a nonlinear fractional programming problem [25] , we define the following criterion function:
is a parameter that can be determined. The optimal value of (17) is given by ,and the between-class scatter matrix in the kernel space can be rewritten as follows 
and further let (21) and assuming the population mean to be zero, it can be shown that the mean vector of impostors of i-th class is
In the rest of the section, we propose to utilize an equivalent Fisher criterion function [11] 
Where bi S is the between-class scatter matrix of the client and tne imposter models, t S is the population scatter matrix.
  (25) The solution to the problem can be found easily as
Thus the overall client i specific discriminant transformation i a , which defines the client specific fisher face of the claimed identity, is given as
Classification
The testing image z ，project to the subspace
While in the learning kernel matrix  K , we can get the )) ( ( z r  . . If the distance exceeds a predefined threshold c t the claim is rejected, otherwise the claimed identity is accepted. The classification based on imposter model: the distance between the testing sample and the i-th imposter mean vector is defined as:
If the distance exceeds a predefined threshold c t the claim is accepted, otherwise the claimed identity is rejected.
4． Experimental results and analysis
In order to test the performance of the proposed algorithm, face verification experiments have been conducted on the XM2VTS database, which is a multi-modal database consisting of video sequences of talking faces recorded for 295 subjects at one month intervals. The data has been recorded in 4 sessions with 2 shots taken per session [14] . From each session two facial images have been extracted to create an experimental face database of size 55  51. Figure 1 shows examples of images in XM2VTS. The experimental protocol (known as Lausanne evaluation protocol) divides the data set into 200 clients and 95 impostors [14] . Within the protocol, the verification performance is measured using false acceptance and false rejection rates. The operating point where these two error rates equal each other is typically referred to as the equal error rate (EER) point. All the results were obtained using histogram equalization (HEQ) in conjunction with a global threshold determined by the EER point.
This paper use the minimize distance classifier. In the evaluation process, we modified the threshold to get the FAR and FRR same in order to require the final threshold. And then the paper use the final threshold to testing the method.
The comparison between the new method and CSKDA use the Client model and the imposter model classification and make them to OnC and OnI for short. In the The results imply that the new method could get the better performance through learning the kernel matrix in the different parameters . The experimental results obtained on the facial database show that the verification performance of the new method is superior to that of the primary method Client Specific Kernel Discriminant Analysis (CSKDA). The classification based on imposter model is better than the client model. Moreover, there is a special relationship between FAR and FRR. When one larger, the other smaller. The method CSKDA need to choose a proper kernel function through many experiments, while the new method could learn the kernel from data automatically which could save a lot of time and have the robust performance. 5．Conclusion
The kernel function is introduced to solve the nonlinear pattern recognition problem. The advantage of a kernel method often depends critically on a proper choice of the kernel function. A promising approach is to learn the kernel from data automatically. Over the past few years, some methods which have been proposed to learn the kernel have some limitations: learning the parameters of some prespecified kernel function and so on. In this paper, the nonlinear face verification via learning the kernel matrix is proposed. The method CSKDA need to choose a proper kernel function through many experiments, while the new method could learn the kernel from data automatically which could save a lot of time and have the robust performance.
