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Preface
The aim of the dissertation is to study the injective aspect of functions defined on n-
dimensional complex domain. There are basically two topics discussed in the dissertation.
First one is relation of injectivity with Jacobian and another one is about injectivity of
Poisson integral. Both the problems are discussed for different classes of functions.
It is a well known result of complex analysis of several variables that ‘ ‘An analytic
function is locally injective in a neighbourhood of a point if and only if its Jacobian does
not vanish at that point”. By a complex valued harmonic function, we mean a complex
valued function whose real and imaginary parts are harmonic. In 1936 [11], H. Lewy
proved above mentioned result for complex valued harmonic functions. However, Lewy’s
theorem fails for harmonic functions on n-dimensional complex domains. In 1974, J. C.
Wood disproved it in higher dimensions by giving a counterexample in his thesis [17]. So,
we study the same problem for a class of functions which is bigger than that of analytic
functions but smaller than that of harmonic functions, namely, pluriharmonic functions.
In 1976 [13], M. Naser proved that Lewy’s theorem holds true for 2-dimensional complex
domains for pluriharmonic functions. Interestingly, for n > 2 this problem is open for
pluriharmonic functions.
By the Poisson integral formula, a real valued continuous function on a circle can be
extended to a harmonic function. For a continuous complex valued function on circle,
using Poisson integral formula for its real and imaginary parts, it can be extended to
va complex valued harmonic function. Tibor Radoˇ posed a question about injectivity of
this Poisson integral. In 1926, Hellmuth Kneser [8] supplied a proof of this result. In
1945, [3] Gustave Choquet, unaware of the work done by Rado´ and Kneser discovered
this result with a different proof. This theorem fails in higher dimensions. In 1996 [10],
R. S. Laugesen provided a counterexample for this.
The dissertation is divided into five chapters followed by bibliography at the end.
Chapters 2 to 5 are embodiment of our study in the present dissertation. The chapterwise
organization of the dissertation is as under.
Chapter 2 entitled “ Introduction to several variable complex analysis” provides an
introduction to the theory of several variables. Some results of several variables are
discussed with proof. A map on n-dimensional complex domain is said to be separately
analytic if it is analytic in each variable separately. It is quite fascinating that a function
which is seperatley analytic is analytic jointly, which is the content of Hartog’s theorem.
When dealing with several variables, study of Hartog’s theorem on separate analyticity
becomes necessary. So we have included rigorous proof of Hartog’s theorem, following the
treatment of Ho¨rmander [3] and Paul Garret [2]. We conclude this chapter by giving
some similarities and differences between one variable and several variable complex theory.
In Section 2.1, we have included introduction to several variable complex theory.
A series of lemmas are proved to finally prove Hartog’s theorem on separate analyticity.
Analogous of Cauchy’s integral formula and some other results of one variable complex
vi
theory for functions of several variable are included.
In Section 2.2, we have explained the similarities and differences between one variable
complex theory and several variable complex theory.
Chapter 3 entitled “ Invertibility and Jacobian”, discusses relation of Jacobian of a
function with its injectivity. We begin the chapter by giving formal definition of Jacobian
of a funciton and then relating it with derivative of the funciton.
In Section 3.1, we have discussed relation of injectivity with Jacobian for the one
dimensional case. We have discussed proof of Lewy’s theorem given in [11].
In Section 3.2, we have discussed work done by M. Naser [13]. In fact, Lewy’s
theorem comes out as a corollary to Naser’s work.
Chapter 4 entitled “ Injectivity of harmonic extensions” discusses injectivity of Pois-
son integral. In this chapter some properties of Possion integral are discussed and Rado´-
Kneser-Choquet theorem is proved.
Chapter 5 entitled “ Counterexamples in higher dimensions” includes counterex-
amples for results mentioned in chapters 3 and 4. R. S. Laugesen’s counterexample is
explained thoroughly. This example is also termed as ‘ tennis ball example’, as the con-
struction given in the example comes out to be as that of a tennis ball. J. C. Wood [17],
in 1974 included a counterexample to Jacobian problem in his thesis unaware of the fact
that such an example was not known at that time. In 1991, when told by P. Duren, he
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presented this counterexample in his paper [18].
viii
References
[1] L.V. Ahlfors, Complex analysis: An introduction to the theory of analytic functions of
one complex variable, McGraw Hill, (1979).
[2] D. Bshouty and A. Lyzzaik, Problems and conjectures in planar harmonic mappings,
J. Analysis, 18(2010), 69-81.
[3] G. Choquet, Sur un type de transformation analytique ge´ne´ralisant la re´presentation
conforme et de´finie au moyen de fonctions harmoniques, Bull. Sci. Math., 69(1945),
156-165.
[4] J. B. Conway, Function theory of one complex variable, Springer-Verlag, New York,
(1995).
[5] P. Duren, Harmonic mappings in the plane, Cambridge tracts in mathematics, 156
Cambridge univ. press, Cambridge, 2004.
[6] Paul Garret, Lecture notes, Univ. of Minnesota, USA, 2005.
ix
x REFERENCES
[7] L. Ho¨rmander, An introducntion to complex analysis in several variables, North Hol-
land, Amsterdam, 1989.
[8] H. Kneser, Lo¨sung der Aufgabe 41, Jahresber Deutsch Math.-Verein., 35(1926), 123-
124.
[9] Steven G. Krantz, Function theory of several complex variables, AMS Chelsea Pub-
lishing, Providence, Rhode Island, (1992).
[10] R. S. Laugesen, Injectivity can fail for higher dimensional harmonic extensions,
compl. Vari. Theo. Appl., 28(1996) 356-357.
[11] H. Lewy, On the non-vanishing of the Jacobian in certain one to one mappings, Bull.
Amer. Math. Soc., 42(1936), 689-692.
[12] W. S. Massey, Singular homology theory, Springer-Verlag, New York, (1980).
[13] M. Naser, A generalisation of a theorem of Lewy on harmonic mappings, Math. Notes
Acad. Sci. USSR, 13(1973), 113-115.
[14] Toshio Nishino, Function theory in several complex variables, AMS, Providence,
Rhode Island, (2001).
[15] T. Rado´, Aufgabe 41, Jahresber Deutsche Math.-Verein, 35(1926), 49.
[16] W. Rudin, Function theory in the unit ball of Cn, Springer-Verlag, New York, (1980).
[17] J. C. Wood, Harmonic mappings between surfaces, Thesis, Univ. of Warwick (1974).
REFERENCES xi
[18] J. C. Wood, Lewy’s theorem fails in higher dimensions, Math. Scand., 69(1991), 166.
xii REFERENCES
Contents
1 Some preliminary concepts of theory of one variable 1
1.1 Complex Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Harmonic Mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Introduction to Several variable complex analysis 11
2.1 Properties of several variables . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Relation with theory of one variable . . . . . . . . . . . . . . . . . . . . . . 22
3 Invertibility and Jacobian 29
3.1 One-dimensional case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Higher dimensional case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Injectivity of harmonic extensions 49
5 Counterexamples in higher domains 59
5.1 Jacobian problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Poisson extension problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
xiii
Chapter 1
Some preliminary concepts of theory
of one variable
1.1 Complex Analysis
By complex space, denoted by C, we mean the space given by {a+ib : a, b ∈ R}. Complex
analysis is the study of functions defined on C. Although C can be related with R2 under
the mapping (a+ ib)→ (a, b), yet functions on C behaves totally different from function
on the euclidean space R2. We will see all this in this section. Let us begin by recalling
some of the definitions and introducing terminologies.
Definition 1.1.1. A subset Ω ⊆ C is called a region if it is open and connected. Domain
is another commonly used term for a region.
Definition 1.1.2. Let Ω ⊂ C be an open set. A function f : Ω→ C is said to be differ-
entiable at a point z0 ∈ Ω if
lim
h→0
f(z0 + h)− f(z0)
h
exists. We say f is differentiable on Ω if it is differentiable at each point of Ω. We say f
is continuously differentiable if its derivative, denoted by f ′, is continuous.
1
2 Some preliminary concepts of theory of one variable
For a complex valued function f , we will denote real and imaginary parts of f by ℜf
and ℑf respectively. We say a function f is of class Cn if f is n times differentiable and
the nth derivative is continuous.
Definition 1.1.3. A function f is said to be injective if no two distinct elements has the
same image under f . An injective or one-one function is also called univalent function.
Definition 1.1.4. A function f : Ω → C is said to be analytic if it is continuously
differentiable on Ω.
Let f : Ω → C be analytic. Let us denote by the real and imaginary parts of f by u
and v respectively,
u(x, y) = ℜf(x+ iy) and v(x, y) = ℑf(x+ iy).
At a point z = x+ iy ∈ Ω, f is differentiable, that is
lim
h→0
f(z0 + h)− f(z0)
h
exists. First assume that h→ 0 through real axis, so we have
f(z0 + h)− f(z0)
h
=
u(x+ h, y)− u(x, y)
h
+ i
v(x+ h, y)− v(x, y)
h
.
Letting h→ 0, we get
f ′(z) = ux(x, y) + ivx(x, y),
where ux and vx denote partial differentiation of u with respect to x.
Now, assume h→ 0 through imaginary axis, therefore we have
f(z0 + h)− f(z0)
h
= (−i)
u(x, y + h)− u(x, y)
h
+
v(x, y + h)− v(x, y)
h
.
Letting h→ 0, we get
f ′(z) = −iuy(x, y) + vy(x, y).
Comparing real and imaginary parts from both the equations,we get
ux = vy and uy = −vx,
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these equations are called Cauchy Riemann equations. Further differentiating, we get-
uxx = vyx and uyy = −vxy,
which implies that
uxx + uyy = 0.
A function u satisfying this equation is called harmonic. Thus u is harmonic. In a similar
way, v is also harmonic. We observe that real and imaginary parts of an analytic function
are harmonic and satisfy Cauchy Riemann equations.
Remark 1.1. Converse of the above statement is also true, which is stated as:
Theorem 1.1.1. Let u, v : Ω ⊆ C→ C be functions having continuous first order partial
derivatives. Then f : Ω→ C defined as
f(z) = u(z) + iv(z)
is analytic if and only if u, v satisfy Cauchy Riemann equations.
Such u and v are called harmonic conjugates. It is worth mentioning that if Ω happens
to be whole of C or some open disk, then for any u harmonic on Ω there is a harmonic
function v on Ω such that f = u+ iv is analytic.
Definition 1.1.5. Consider power series
∑
an(z−a)
n. The radius of convergence of this
power series is defined as
1
R
= lim sup |an|
1
n .
We now state some of the results of function theory of one complex variable, which
we will be using frequently in the further chapters. We will omit the proofs of the results
stated here. For proof one can see [1] and [2].
Theorem 1.1.2. Let f be analytic in B(a, R), then
f(z) =
∞∑
n=0
an(z − a)
n for |z − a| < R,
where an =
1
n!
f (n)(a) and this series has radius of convergence greater than equal to R.
4 Some preliminary concepts of theory of one variable
Theorem 1.1.3. If f : Ω→ C is analytic. Then f is infinitely differentiable.
Remark 1.2. This is one of the most interesting aspects of functions analytic on domains
of C. In Rn (n ≥ 2), such a result does not hold. In fact, a function which is once
differentiable may not even be twice differentiable. But in case of a function defined on a
domain of C, if f is once differentiable, it becomes infinitely differentiable.
Theorem 1.1.4. If f : Ω → C is analytic and not identically zero. Then the set
{z : f(z) = 0} does not have a limit point in Ω.
Corollary 1.1.1. Zeroes of a non-constant analytic function are isolated.
Remark 1.3. This result fails to hold in several complex variable theorey. We will see
this in next chapter.
Definition 1.1.6. A curve γ in C is a continuous function
γ : [a, b]→ C.
γ is said to be closed if γ(a) = γ(b). For a curve γ, image set of γ denoted by, {γ}, is
called trace of γ.
Definition 1.1.7. For a function γ : [a, b]→ C, variation of γ with respect to a partition
P = {a = t0 < t1 . . . , tn = b} of [a, b] is defined as
v(γ;P ) =
n∑
k=1
|γ(tk)− γ(tk−1)|.
The total variation of γ is defined as
V (γ) = sup{v(γ;P ) : P is a partition of P}.
Definition 1.1.8. A curve γ is said to be of bounded variation if V (γ) ≤ M for some
M > 0.
Definition 1.1.9. A curve with bounded variation is called a rectifiable curve.
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Definition 1.1.10. Let γ be a closed rectifiable curve in C. Then for z0 /∈ {γ}, index of
γ with respect to z0, denoted by n(γ; z0), is defined as
n(γ; z0) =
1
2πi
∫
γ
(z − z0)
−1dz.
Definition 1.1.11. Let U be a subset of C. A maximal connected subset of U is called
component of U .
Theorem 1.1.5. Let γ be a closed rectifiable curve in a region Ω ⊆ C. Then n(γ; z0) is
constant for z0 belonging to a component of Ω \ {γ}. And n(γ; z0) = 0 for z0 belonging to
an unbounded component of Ω.
Theorem 1.1.6. Let Ω ⊆ C be a region and let f be analytic on Ω with a1, a2, . . . , an
zeroes of f (counted according to multiplicity). If γ is a closed rectifiable curve in Ω not
passing through any of the a′is and if γ is homologus to zero, then
1
2πi
∫
γ
f ′(z)
f(z)
dz =
n∑
i=1
n (γ; ai) .
Theorem 1.1.7. Suppose f is analytic in B(a, R) and let α = f(a). If f(z) − α has a
zero of order m at z = a, then there is an ǫ > 0 and a δ > 0 such that for |ζ − α| < δ,
the equation f(z) = ζ has exactly m simple roots in B(a, ǫ).
Now, we state a very beautiful result due to Goursat, which says that we do not need
to impose the condition of f ′ to be continuous in the definition of analytic functions.
Theorem 1.1.8. Let Ω ⊆ C be open and f : Ω→ C be differentiable. Then f is analytic
in Ω.
1.2 Harmonic Mappings
Harmonic functions play a vital role in the field of physics and in solving partial differential
equations. In complex analysis as well, class of harmonic functions are one the most
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studied and useful functions. In the case of function theory of one variable, an analytic
function has a distinguishing property. In this case real and imaginary parts of an analytic
function are harmonic functions which are harmonic conjugate to each other and related
via Cauchy Riemann equations. This has vast implications in physics, namely if one
is considered as a potential, then the other is the flow which the potential induces. A
harmonic function is uniquely determined by its boundary values. We can construct a
harmonic function with prescribed boundary values and determine its conjugate locally
uniquely upto an additive constant. Thus theoretically, they give us a way to construct
analytic function on certain kind of domains (simply connected). This makes it easy to
construct analytic functions of one complex variable. Another importance of harmonic
mappings in complex theory of one variable is that real and imaginary parts of an analytic
function are harmonic. Thus in order to study some aspects of analytic functions it suffices
to study the harmonic mappings. And a vast number of interesting results for analytic
functions follows from the study of harmonic mappings. The main properties of analytic
functions can be deduced by studying the harmonic functions.
Definition 1.2.1. (Harmonic mapping) Let u : G ⊆ C → R be of class C2. Then u
is said to be real harmonic if it satisfies the Laplace’s equation
∂2u
∂x2
+
∂2u
∂y2
= 0.
A mapping u : G ⊆ C → C is said to be complex harmonic if its real and complex parts
are real harmonic. That is ℜu,ℑu : G ⊆ C → R are real harmonic. Equivalently, a
complex valued function f defined on C is complex harmonic if and only if
∂2f
∂z∂z¯
= 0.
Remark 1.4. If f = u+ iv : G ⊆ C→ C is analytic funtion, then u and v satisfy Cauchy
Riemann equations:
∂u
∂x
=
∂v
∂y
and
∂u
∂y
= −
∂v
∂x
.
Again differentiating partially we get that
∂2u
∂x2
=
∂2v
∂x∂y
and
∂2u
∂y2
= −
∂2v
∂y∂x
,
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which in turn implies that
∂2u
∂x2
+
∂2u
∂y2
= 0.
Thus u is real harmonic, similarly, v is real harmonic and hence f is complex harmonic.
Thus we get that every analytic function is complex harmonic.
It is noteworthy that for a function f = u + iv : G ⊆ C → C to be harmonic, we
require that u and v to satisfy Laplace’s equation. On the other hand, for f to be analytic,
we require real and imaginary parts of f to satisfy Cauchy Riemann equations. Already,
we have seen that Cauchy Riemann equations implies Laplace’s equation. Hence class of
complex harmonic functions contains the class of analytic functions.
Remark 1.5. For a harmonic function u defined on whole of C or on some open disk,
there exists a harmonic function v defined on the domain such that f = u+ iv is analytic.
Such v is called harmonic conjugate of u.
Remark 1.6. A complex harmonic map need not be analytic.
Example of a complex harmonic map, which is not analytic
Consider map u : G = C \ {0} → C defined as
u(z) = log|z| =
1
2
log(x2 + y2), z = x+ iy,
then u satisfies Laplace’s equation and it does not have any harmonic conjugate. So,
u+ iv is not harmonic for any choice of harmonic map v.
Thus, in particular if we take v to be defined on G as
v(z) = a for all z ∈ G,
where a is any non-zero constant. Then v is harmonic. Thus f = u + iv is complex
harmonic but not analytic.
Remark 1.7. Composition of a harmonic function with an analytic function is harmonic.
More precisely, harmonic of an analytic function is harmonic. But composition of two
8 Some preliminary concepts of theory of one variable
harmonic functions may not be harmonic. For example consider map given by f(z) = z+z¯
and g(z) = z2, then both f and g are harmonic but composition given by g◦f(z) = (z+ z¯)2
is not harmonic. Note that this example also shows that analytic of a harmonic map may
not be harmonic.
Remark 1.8. Product of two analytic functions is analytic, this is no longer true for
harmonic functions. For example, consider u defined as
u(x+ iy) = x
is harmonic. But u.u(z) = x2, is not harmonic.
Definition 1.2.2. Let G ⊆ C be open and u : G → R be continuous. Then u is said to
have mean value property (MVP) if whenever B(a, r) ⊆ G,
u(a) =
1
2π
∫ 2π
0
u(a+ reit)dt.
Lemma 1.2.1. Let G ⊆ C be open and u : G → R be harmonic. Then whenever
B(a, r) ⊆ G,
u(a) =
1
2π
∫ 2π
0
u(a+ reit)dt.
Above mentioned lemma says that a harmonic function has mean value property. The
converse of this statement is also true, which is stated as:
Lemma 1.2.2. Let G ⊆ C be open and u : G → R be continuous. Suppose that u has
mean value property. Then u is harmonic in G.
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Chapter 2
Introduction to Several variable
complex analysis
The theory of functions of several complex variables is a branch of mathematics which
deals with the complex valued functions defined on a domain consisting of complex
n−tuples. The general theory of functions of several complex variables came into the
light far later than the theory of functions of one variable. Many examples of such func-
tions were available in the nineteenth century mathematics, for example theta function
and any function of one complex variable that depends on some complex parameter. But
theory did not become full fledged area in mathematical analysis, since its importance
was not uncovered till that time. The foundation of the subject was laid by Weierstrass
in the nineteenth century and with the work of Friedrich Hartogs and Kiyoshi Oka in
the 1930s, a general theory began to emerge. Hartogs proved some basic results includ-
ing Hartogs result on separate analyticiy. After 1945 important work in france, mainly
seminar of Henri Cartan and in germany, work of Hans Grauert and Reinhold Remmert,
quickly changed the picture of the theory and the theory began to bloom.
The theory of functions of several complex variables is quite difficult to grasp compared
to the theory of one complex variable. Main reason is the freedom that the domains have
11
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in Cn due to the increase in the dimension. Another reason is that both the real and
imaginary parts of an analytic function are now pluriharmonic functions. Which means
more restriction on real and imaginary parts than merely being harmonic. Unlike theory
of one variable, where we can start by constructing harmonic functions with prescribed
values on the boundary of the domain, we can not always construct a pluriharmonic
function with prescribed values on certain portion of the boundary. In some of the cases
we can construct such functions, but not always. Therefore, it is difficult to construct
analytic functions of several complex variables. Since function theory of one complex
variable generally proceeds by constructing analytic functions, we can not simply use the
one-variable approach to the case of several complex variables.
2.1 Properties of several variables
Let n ∈ N, by Cn we denote n-dimensional complex space. Cn has elements of the form
(z1, z2, . . . , zn) : zi ∈ C (1 ≤ i ≤ n).
Definition 2.1.1. Let a ∈ Cn and rj > 0, j = 1, 2, . . . , n, a polydisk centered at a with
polyradius r = (rj), denoted by P (a, r), is the subset of C
n defined as
P (a, r) := {z ∈ Cn : |zj − aj | < rj, for j = 1, 2, . . . , n}.
We denote this polydisk by P (a, r).
Note that this polydisk can be written in the following way
P (a, r) = {z ∈ Cn : |zj − aj | < rj , 1 ≤ j ≤ n}
=
∏
1≤j≤n
Dj , where Dj = {z : |zj − aj | < rj}.
Closure of P (a, r) is given by
P (a, r) = {z ∈ Cn : |zj − aj | ≤ rj, for j = 1, 2, . . . , n},
and it is called closed polydisk centered at a with polyradius r. In case when rj = r for
j = 1, 2, . . . , n, we call P (a, r) polydisk centered at a with radius r.
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Remark 2.1. A multi index is of the form α = (α1, . . . , αn), that is, a multi index is an
element of Nn. By zv we will denote zv11 z
v2
2 . . . z
vn
n . We will write
∂α
∂zα
for
∂α1
∂zα11
. . .
∂αn
∂zαnn
.
Similarly, we will write α! = α1! . . . αn! and |α| = α1 + . . .+ αn.
Definition 2.1.2. By a domain in Cn we mean an open and connected subset of Cn. Let
Dj , (1 ≤ j ≤ n) be domains in C, and consider the subset D of C
n defined as
D =
n∏
j=1
Dj
= {z = (z1, z2, . . . , zn) ∈ C
n : zj ∈ Dj, j = 1, 2, . . . , n}.
D is called the product domain in Cn.
Definition 2.1.3. A function f : Ω ⊆ Cn → C is said to be holomorphic if for each
z0 ∈ Ω, there is r = r(z0) > 0 such that P (z0, r) ⊆ Ω and f can be written as
f(z) =
∑
v
av(z − z
0)v, for all z ∈ P (z0, r),
where v denotes multi index.
Definition 2.1.4. A complex polynomial in Cn is of the form
P (z) =
∑
v
cvz
v,
where v is a multi index and cv 6= 0 for finitely many cv ∈ C. The degree of P is defined
as
degP = max{v1 + . . .+ vn : v is a multi index, cv 6= 0}.
Example: Consider complex polynomial on Cn given by
P (z1, z2, . . . , zn) = z1,
the degree of P is 1. Consider another complex polynomial on C6 defined by
P1(z) = z
3
1 + z
4
3z
2
5 + z
5
4 + z
1
2z
2
3z
2
4 ,
on C6. The degree of P1 is = max{v1 + . . . + vn : v is a multi index, cv 6= 0} = 6. Note
that every complex polynomial in Cn is analytic on whole of Cn.
14 Introduction to Several variable complex analysis
Definition 2.1.5. A complex polynomial P (z) =
∑
v
cvz
v is homogeneous if degree of
each of the term in the polynomial is same. In other words, the set {v1 + . . . + vn : v ∈
Cn, cv 6= 0} is singleton.
Example: The polynomial P in the previous example is homogeneous but P2 is not
homogeneous. Another example of homogeneous polynomial can be given as
P2(z) = z
2
1z3 + z1z2z3 + z
3
2 + z
3
3
on C4.
Definition 2.1.6. A function f : Ω ⊆ Cn → C is said to be holomorphic in each variable
separately if for each i = 1, 2, . . . , n and for each fixed z1, z2, . . . , zi−1, zi+1, . . . , zn, the
function gi defined on Ωi as
gi(z) = f(z1, z2, . . . , zi−1, z, zi+1, . . . , zn)
is holomorphic in one variable sense, where Ωi = {z ∈ C : (z1, z2, . . . , zi−1, z, zi+1, . . . , zn) ∈
Ω}.
Definition 2.1.7. Let G ⊆ C be a region and u : G → R be continuous. Then u is said
to be subharmonic in G if
u(a) ≤
1
2π
∫ 2π
o
u(a+ reit)dt, whenever B(a, r) ⊆ G,
and u is said to be superharmonic if
u(a) ≥
1
2π
∫ 2π
o
u(a+ reit)dt, whenever B(a, r) ⊆ G.
Remark 2.2. Let G ⊆ C be open and u : G→ R be harmonic. Since a harmonic function
has mean value property, therefore we have
u(a) ≤
1
2π
∫ 2π
o
u(a+ reit)dt, whenever B(a, r) ⊆ G.
Thus every harmonic function is subharmonic and superharmonic.
In fact, u : G ⊆ C→ R is harmonic if and only if u is subharmonic and superharmonic.
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Lemma 2.1.1. (Osgood’s Lemma)Let f be a complex valued function defined on an
open subset U of Cn. Suppose that f is analytic in each variable separately and f is jointly
continuous in U . Then f is jointly analytic on U .
Proof. Consider a polydisk P =
∏
1≤i≤n
Di such that P ⊆ U . Since f is analytic separately,
therefore for fixed z2, z3, . . . , zn, the map g defined as
g(z) = f(z, z2, z3, . . . , zn); z ∈ D1
is analytic.
Therefore, by Cauchy integral formula, for z1 ∈ C1, where C1 is a circle bounding z1,
we have,
g(z1) =
1
2πi
∫
C1
g(ζ1)
ζ1 − z1
dζ1
=
1
2πi
∫
C1
f(ζ1, z2, z3, . . . , zn)
ζ1 − z1
dζ1.
Now, for fixed z1, z3, . . . , zn, the map defined by
h(z) = f(z1, z, z3, . . . , zn)
is analytic, and therefore by Cauchy integral formula, for z2 ∈ C2, where C2 is a circle
bounding z2,
we have,
h(z2) =
1
2πi
∫
C2
h(ζ)
ζ2 − z2
dζ2
=
1
2πi
∫
C2
f(z1, ζ2, z3, . . . , zn)
ζ2 − z2
dζ2.
So we get that,
f(z1, z2, z3, . . . , zn) =
1
2πi
∫
C1
f(ζ1, z2, z3, . . . , zn)
ζ1 − z1
dζ1
=
1
2πi
∫
C1
1
ζ1 − z1
dζ1
1
2πi
∫
C2
f(ζ1, ζ2, z3, . . . , zn)
ζ2 − z2
dζ2.
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Proceeding like this, we obtain
f(z1, z2, z3, . . . , zn) =
1
2πi
∫
C1
1
ζ1 − z1
dζ1
1
2πi
∫
C2
f(ζ1, ζ2, z3, . . . , zn)
ζ2 − z2
dζ2
. . .
1
2πi
∫
Cn
f(ζ1, ζ2, ζ3, . . . , ζn)
ζn − zn
dζn
=
1
2πi
n ∫
C1
∫
C1
. . .
∫
Cn
f(ζ)
(ζ1 − z1)(ζ2 − z2) . . . (ζn − zn)
dζ1dζ2 . . . dζn
=
1
2πi
n ∫
C
f(ζ)
(ζ1 − z1)(ζ2 − z2) . . . (ζn − zn)
dζ1dζ2 . . . dζn.
For |z1| < |ζ1|, we can write
1
ζ1 − z1
=
1
ζ1
(
1− z1
ζ1
)
= ζ1
∑
v1
zv11
ζv11
=
∑
v1
zv11
ζv1+11
.
Which implies that,
f(z1, z2, . . . , zn) =
1
(2πi)n
∫
C
∑
v1
f(ζ)zv11
ζv1+11 (ζ2 − z2) . . . (ζn − zn)
dζ1dζ2 . . . dζn.
Proceeding in the same manner for z2, we get
f(z1, z2, . . . , zn) =
1
(2πi)n
∫
C
∑
v1v2
f(ζ)zv11 z
v2
2
ζv1+11 ζ
v2+1
2 (ζ3 − z3) . . . (ζn − zn)
dζ1dζ2 . . . dζn.
Continuing like this , we can write
f(z1, z2, . . . , zn) =
1
(2πi)n
∫
C
∑
v1v2...vn
f(ζ)zv11 z
v2
2 . . . z
vn
n
ζv1+11 ζ
v2+1
2 ζ
v3+1
3 . . . ζ
vn+1
n
dζ1dζ2 . . . dζn.
Interchanging summation and integration, which is justified by Fubini’s theorem,
f(z) =
∑
v
avz
v,
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where av = av1v2...vn =
1
(2πi)n
∫
C
f(ζ)
ζv1+11 ζ
v2+1
2 ζ
v3+1
3 . . . ζ
vn+1
n
dζ1dζ2 . . . dζn. Hence f is jointly
analytic.
We now state Schwarz’s lemma and its corollary without proof. For proof one can see
[1].
Lemma 2.1.2. (Schwarz’s lemma) Let g be a holomorphic functin on {z : |z| < 1},
with g(0) = 0 and |g(z)| ≤ 1. Then |g(z)| ≤ |z| and |g′(0)| ≤ 1.
Corollary 2.1.1. Let g be a holomorphic function on {z : |z| < r}, with |g(z)| ≤ B for
a bound B. Then for z, ζ in the disk,
|g(z)− g(ζ)| ≤ 2B
∣∣∣∣r(z − ζ)r2 − ζ¯z
∣∣∣∣ .
Lemma 2.1.3. Let f be separately analytic and bounded on a closed polydiskD =
∏
1≤i≤n
Di,
where Di = {zi ∈ C : |zi| ≤ ri}. Then f is jointly continuous and hence analytic.
Proof. Let |f(z)| ≤ B for z ∈ D. We will show that
|f(z)− f(ζ)| ≤ 2B
∑
1≤j≤n
rj |zj − ζj|
r2j − ζjzj
.
Since
f(z)− f(ζ) =f(z1, z2, . . . , zn)− f(ζ1, z2, . . . , zn)
+ f(ζ1, z2, . . . , zn)− f(ζ1, ζ2, . . . , zn) + . . .
+ f(ζ1, ζ2, . . . , ζn−1, zn)− f(ζ1, ζ2, . . . , ζn).
Therefore, it is enough to prove the inequality in one varibale case, which follows from
corollary to Schwarz’s lemma.
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We will prove Hartog’s theorem by induction on n. Assume that Hartog’s theorem
is true for domains in Cn−1. We prove it for domains in Cn. For this we will need the
following lemmas.
Lemma 2.1.4. Let f be separately analytic on a (non-empty) closed polydiskD =
∏
1≤i≤n
Di,
where Di are closed disks in C. Then there exists non-empty closed disks Ei ⊂ Di,
1 ≤ i ≤ n− 1, with En = Dn such that f is bounded on E =
∏
1≤i≤n
Ei.
Proof. For each r > 0, consider
Ωr = {z
′ ∈
∏
1≤i≤n−1
Di :≤ |f(z
′, zn)| ≤ r for all zn ∈ Dn}.
By induction hypothesis, for each fixed zn, the map z
′ → f(z′, zn) is analytic and therefore
continuous. So, if a sequence {z′j} in Ωr converges to z
′, then for fixed zn ∈ Dn , since f
is continuous as a function of n− 1 variables, we get that
f(z′j , zn)→ f(z
′, z).
Therefore we have,
|f(z′, zn)| = | lim f(z
′
j , zn)|
= lim |f(z′j, zn)|
≤ lim r
= r,
which gives that z′ ∈ Ωr. So, we get that each of Ωr is closed.
Also, it follows that
∪∞r=1Ωr =
∏
1≤i≤n−1
Di.
Note that since each of Di is compact therefore
∏
1≤i≤n−1Di is compact and hence com-
plete, which is expressed as a countable union of closed sets.
Therefore, by Baire′s category theorem, which says that, a complete metric space can
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not be expressed as a countable union of nowhere dense subsets, we get that atleast one
of Ωr has non-empty interior. Let us assume that Ωr0 has non-empty interior. Thus we
can find
∏
1≤i≤n−1
Ei ⊂ Ωr0 . Also f is bounded on E =
∏
1≤i≤n
Ei, En = Dn.
Now we prove Hartog’s theorem on separate analyticity, in the case when domain of
the function is a polydisk. General case can be deduced from this. We will also use
Hartog’s lemma on subharmonic functions, which we state here without proof:
Lemma 2.1.5. Let (uα) be a family of real-valued subhamronic functions in an open set
U of C. Suppose that the functions are uniformly bounded from above, and that
lim sup
α
uα(z) ≤ C
for every z ∈ U . Then, given δ > 0 and compact K ⊂ U there exists α0 such that for
z ∈ K and α ≥ α0
uα(z) ≤ C + δ.
Lemma 2.1.6. If for a power series
∑
v
avz
v, the set {avw
v : v is a multi index}, where
w ∈ Cn, is bounded. Then the power series
∑
v
avz
v is convergent in polydisk P (0, w).
Proof. Let B be the bound of the set {avw
v : v is a multi index}. And let z ∈ P (0, w),
then |zi| < wi. That is
∣∣∣ ziwi
∣∣∣ < 1, and therefore the series∑
v
∣∣∣ z
w
∣∣∣v is convergent. Therefore
there exists k ∈ N such that ∑
|v|≥k
∣∣∣ z
w
∣∣∣v < ǫ
B
.
For |v| ≥ k, consider ∑
|v|≥k
avz
v| ≤
∑
|v|≥k
|avz
v|
=
∑
|v|≥k
|avw
v|
∣∣∣∣ zvwv
∣∣∣∣
≤
∑
|v|≥k
B
∣∣∣∣ zvwv
∣∣∣∣
< ǫ.
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Hence the series
∑
v
avz
v is convergent in P (0, w), since z ∈ P (0, w) was arbitrary.
The above mentioned lemma is known as Abel’s lemma.
Lemma 2.1.7. Let f be a separately analytic function on a polydisk D =
∏
1≤i≤n
Di, where
Di = {zi ∈ C : |zi| < r} are disks in C. Then f is jointly analytic in D.
Proof. By lemma 2.1.3, we can get a smaller poldisk, say E ⊆ D, E =
∏
1≤i≤n−1
Ei × Dn
such that f is bounded in E with bound, say, B, where radius of disk Ei is ǫ ≤ r for
i = 1, 2, . . . , n− 1.
Since f is analytic as a function of n− 1 variables, therefore for fixed zn, we have
f(z) = cα(zn)(z
′)α for z′ ∈
∏
1≤i≤n−1
Ei,
where cα(zn) =
∂α
∂z′α
f(0, zn)
α!
. By Cauchy’s integral formula in z′,
∂α
∂z′α
f(0,zn)
α!
= 1
(2πi)n−1
∫
C1
∫
C2
. . .
∫
Cn−1
f(ζ)
(ζ1−z1)α1+1(ζ2−z2)α2+1...(ζn−1−zn−1)
αn−1+1
dζ1dζ2 . . . dζn−1.
Proceeding as in Osgood’s lemma, again by expanding geometric series and interchang-
ing summation and integration, it can be shown that cα(zn) are analytic functions as a
function of variable zn.
For 0 < r1 < r2 < r and fixed zn with |zn| < r, from the convergence of the power series,
we get
|cα(zn)| r2
|α| → 0 as |α| → ∞. (2.1)
Also, since the map zn → cα(zn) is analytic, therefore log |cα(zn)| is harmonic and
therefore subharmonic. Consider family (uα) of subharmonic functions, where uα(zn) =
1
|α|
log |cα(zn)|. From Cauchy’s inequality, we have
|cα(zn)| ǫ
|α| < B,
which gives log |cα(zn)| < logB − |α| log ǫ. Therefore we have uα(zn) <
[
logB
|α|
− log ǫ
]
.
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And thus the family (uα) is uniformly bounded above. Also from (2.1), we get that
|uα(r2)| < log
(
1
r2
)
as |α| → ∞. (2.2)
For r1 < r2, log r1 < log r2. Thus log
(
1
r2
)
< log
(
1
r1
)
. Let δ0 be such that log
(
1
r2
)
+
δ0 ≤ log
(
1
r1
)
. By, Hartog’s lemma on subharmonic functions for δ0 and compact set
{zn : |zn| < r1}, we get that for large |α|
uα(zn) ≤ log
(
1
r2
)
+ δ0.
And log
(
1
r2
)
+ δ0 ≤ log
(
1
r1
)
gives that
uα(zn) ≤ log
(
1
r1
)
.
Thus for large |α|
|cα(zn)| r
|α|
1 ≤ 1
uniformly on |zn| < r1. By Abel’s lemma, the series f(z
′, zn) =
∑
α
cα(zn)z
′α converges
absolutely and uniformly on any compact subset of D. Hence f is analytic in the polydisk
D, since eacch term in the series is analytic.
Now we finally present proof of Hartog’s result, which follows easily from the several
lemmas stated above.
Theorem 2.1.1. (Hartog’s theorem on separate analyticity) Let f be a complex
valued function defined on an open subset U of Cn. Suppose that f is separately analytic,
then f is analytic as a function of n variables.
Proof. Let z ∈ U , choose r > 0 such that the polydisk of radius 2r around z is contained
in U . Then by lemma 2.1.3, we get that there is a polydisk D containing z and a smaller
polydisk E inside D such that f is analytic on E. Following the argument of lemma 2.1.6,
we see that the power series for f on smaller polydisk converges on the larger polydisk
D. Since D contains the point z, we get that f is analytic at z. Hence f is analytic on
U .
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2.2 Relation with theory of one variable
Let n > 1, consider Cn consisting of n-tuples of complex variables. One of the most
important results of theory of one complex variable is Cauchy’s integral formula. Several
important results are followed from this inequality. We will now prove this integral formula
for functions analytic on domains in Cn.
Theorem 2.2.1. (Cauchy’s Integral Formula) If f is analytic in a domain D of Cn.
Let a = (a1, . . . , an) be a point in D. Let
△ = {(z1, . . . , zn) : |zi − aj | ≤ rj}
be a closed polydisk centered at a which is contained in D. Then for z ∈ △
f(z) =
(
1
2πi
)n ∫
∂△
f(ζ1, . . . , ζn)
(ζ1 − z1) . . . (ζn − zn)
dζ1 . . . dζn.
Proof. We will prove it by induction on n. For n = 1, Cauchy integral formula holds for
functions of one complex variable. Assume the result for functions defined on domains of
Cn−1.
Let (z1, . . . , zn) ∈ △ be fixed. Since f is analytic as a function of variable z1, we can write
f(z1, z2, . . . , zn) =
1
2πi
∫
C1
f(ζ1, z2, . . . , zn)
ζ1 − z1
dζ1,
where C1 is a circle centered at a1 bounding z1.
Now for any fixed point ζ1 on the circle C1, f(ζ1, z2, . . . , zn) is an analytic function of
n− 1 variables z2, . . . , zn. Therefore it follows from inductive hypothesis that
f(ζ1, z2, . . . , zn) =
1
(2πi)n−1
∫
C2
. . .
∫
Cn
f(ζ1, ζ2, . . . , ζn)
(ζ2 − z2) . . . (ζn − zn)
dζ2 . . . dζn
for zi ∈ △0 = {(z2, . . . , zn) : |zj − aj| ≤ rj, j = 2, . . . , n} where Ci : 2 ≤ i ≤ n is a circle
centered at ai bounding zi.
On substitution we get
f(z1, z2, . . . , zn) =
1
(2πi)n
∫
C1
. . .
∫
Cn
f(ζ1, ζ2, . . . , ζn)
(ζ1 − z1)(ζ2 − z2) . . . (ζn − zn)
dζ1 . . . dζn.
2.2. Relation with theory of one variable 23
It follows from Cauchy’s integral formula that any analytic function f in D has partial
derivatives of all order with respect to each variables zj (j=1,...,n). From the proof of
Osgood’s lemma we note that any analytic function on D ⊆ C can be written in the form
f(z) =
∑
v avz
v;
where
av = av1v2...vn =
1
(2πi)n
∫
C
f(ζ)
ζv1+11 ζ
v2+1
2 ζ
v3+1
3 . . . ζ
vn+1
n
dζ1dζ2 . . . dζn.
From Cauchy’s integral formula we can write any partial derivative
∂v1+...+vn
∂zv11 . . . ∂z
vn
n
of f as
v1! . . . vn!
(2πi)n
∫
C
f(ζ)
(ζ1 − z1)v1+1 . . . (ζn − zn)vn+1
dζ1dζ2 . . . dζn.
This gives that
av(z) =
1
v1! . . . vn!
∂vf(0)
∂zv11 . . . ∂z
vn
n
,
and which in turn gives analogus of Cauchy’s representation formula for theory of one
complex variable.
Remark 2.3. Another proof for cauchy’s integral formula follows from proof of Osgood’s
lemma.
Theorem 2.2.2. (Identity Theorem) Let f and g be analytic in an open connected
subset D of Cn. If f(z) = g(z) for all z ∈ U ; where U is a non-empty open subset of D.
Then f(z) ≡ g(z) in D.
Proof. Let us denote the interior of the set {z ∈ D : f(z) = g(z)} by E. Therefore E is
open. If we show that E is relatively closed, then using connectivity of D we can say that
E = D and then we are done.
Let us denote by E, closure of E in C and let w ∈ D ∩ E. Since D is open, we can choose
a number r > 0 such that the polydisk, P (w, r) around w of radius r is contained in D.
Also since w ∈ E, therefore there is w′ ∈ E such that w′ ∈ △
(
w, r
2
)
; where △
(
w, r
2
)
is a
polydisk centered at w of radius r
2
.
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It is clear that f(z)− g(z) is analytic in △
(
w′, r
2
)
and hence has a power series represen-
tation around point w′ having radius of convergence greater than or equal to
r
2
.
Since w′ ∈ E, f(z)−g(z) = 0 in an open neighbourhood of w′, therefore all the coefficients
in the power series expansion of f vanish. Thus
f(z)− g(z) ≡ 0
on △(w′, r) and noting that w ∈ △(w′, r), we get that w ∈ E. Which shows that E is
relatively closed in D. Thus E is an open and closed subset of D. By using connectivity
of D, we get that D = E. Hence f(z) ≡ g(z) on D.
Remark 2.4. In theory of one complex variable, we study that zero set of an analytic
funtion contains no limit point. In other words, zero set of an analytic function of one
complex variable contains isolated points. But this is far from being true in function the-
ory of several complex variables.
Example: Consider function f : C2 → C defined as
f(z, w) = z for z, w ∈ C.
It is easy to see that f is analytic on C2. Here zero set of of f is given by
{(0, w) : w ∈ C}
contains no isolated points. As any neighbourhood of a zero point (0, w0) will definitely
contain points of the form (0, w) : w 6= w0. Contrary to the case of one complex variable,
zero set of an analytic function in a domain D ⊆ Cn, n ≥ 2, contains no isolated points.
Identity theorem says that a the zero set of a non-zero analytic map on an open
connected set can not have non-empty interior. This is also true in the theory of one
complex variable. In one variable complex theory, something stronger is true. Which is
that zeroes of a non-zero analytic function are isolated. This does not hold in domains
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in Cn;n ≥ 2, it can be seen by the previous example. More generally, consider function
f : Cn → C defined as
f(z1, . . . , zn) = z1.
Zeroes of f is given by the set {(0, z2, . . . , zn) : zi ∈ C, i = 2, . . . , n}; which does not
contain isolated points. In fact, in general we have the result that a function analytic in a
domain of Cn;n ≥ 2 has no isolated zeroes. We will prove this result by using Hurwitz’s
theorem. We first state Hurwitz’s theorem and then using it we will prove that an analytic
function Cn;n ≥ 2 can not have isolated zeroes.
Theorem 2.2.3. (Hurwitz’s theorem) Let G ⊆ C be open and connected. Let fn be
a sequence of analytic functions on G such that fn → f uniformly on compact subsets
of G, where f is analytic on G. Assume that f is not identically zero on a closed ball
B(a, r) ⊆ G and does not vanish on |z − a| = r. Then there exists an N ∈ N such that
for all n ≥ N , fn and f have the same number of zeroes in B(a, r).
Remark 2.5. This result does not hold if f has zeroes on boundary of the disk. For
example consider a sequence of analytic functions (fn), defined on open unit disk D ⊆ C
given by
f(z) = z − 1 +
1
n
; z ∈ C.
fn converges to an analytic function f given by
f(z) = z − 1.
f has no zeroes in the disk D, but each fn has a zero in D, namely, 1−
1
n
. Here Hurwitz’s
theorem does not hold since f vanishes at a point of the unit circle ∂D.
Theorem 2.2.4. Let Ω ⊆ Cn, n ≥ 2 be a region. Then f has no isolated zeroes.
Proof. Assume that f has a zero at z0 ∈ Ω, that is f(z0) = f(z1, . . . , zn) = 0. Consider a
sequence of functions gk defined on Ω1 as
gk(z) = f
(
z, z2 +
1
k
+ . . .+ zn +
1
k
)
, .
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where Ω1 = {z1 : (z1, z2, . . . , zn) ∈ Ω}. Then clearly gk is a sequence of analytic functions
which converges to an analytic function g given by
g(z) = f(z, z2, . . . , zn).
We see that g(z1) = 0, let B(x0, r) be a neighborhood of z0 such that g 6= 0 on
(
B(x0, r)\
{x0}
)
∪ ∂B (we can choose such a neighborhood since zeroes of an analytic functions in
domains of C are isolated) . Therefore by Hurwitz’s theorem, there is an integer K ∈ N
such that gk and g have same number of zeroes in B(x0, r), therefore we get
gk
(
zk1
)
= 0 for zk1 ∈ C;
∣∣z1 − zk1 ∣∣ < r.
That is
f
(
zk1 , z2 +
1
k
+ . . .+ zn +
1
k
)
= 0.
If r ≤
n
ǫ
, then for k ≥ K with k >
n
ǫ
, we see that
||
(
zk1 , z2 +
1
k
+ . . .+ zn +
1
k
)
− (z1, z2, . . . , zn) || =
∣∣zk1 − z1∣∣ +
∣∣∣∣z2 + 1k − z2
∣∣∣∣ + . . .+
∣∣∣∣zn + 1k − zn
∣∣∣∣
<
ǫ
n
+
ǫ
n
. . .+
ǫ
n
= ǫ.
In case
ǫ
n
< r, then applying Hurwitz’s theorem on B′
(
z0,
ǫ
n
)
and following the same
procedure as above, we can get the same inequality as above. Thus we see that f has
zeroes arbitrarily close to (z1, z2, . . . , zn) and since (z1, z2, . . . , zn) was an arbitrary zero,
we get that zeroes of f are not isolated.
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Chapter 3
Invertibility and Jacobian
In this chapter, notion of Jacobian of a function is introduced. We will discuss relation of
Jacobian of a function with the injectivity of the function. We will discuss inverse function
theorem for functions analytic on domains of C. Then we will discuss Lewy’s theorem
for harmonic mappings. We will also discuss the generalization of Lewy’s theorem for
pluriharmonic functions given by M. Naser. (See [4] and [5]).
3.1 One-dimensional case
We begin this section by giving definition and some properties of Jacobian of a function
defined on Cn.
Jacobian of functions on Cn
Let Ω ⊆ Cn be a region and f : Ω→ Cn be any differentiable map, then f can be written
as (f1, f2, . . . , fn); where fi : Ω→ C, (1 ≤ i ≤ n) is given by
f(z) = (f1(z), f2(z), . . . , fn(z)).
Then for any z ∈ Ω
f(z + h) = f(z) + hf ′(z) + o(|h|2),
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for h near origin in Cn. For 1 ≤ k ≤ n, let h = λek = (0, 0, . . . , λ, 0 . . . , 0); where λ is an
arbitrary scalar. Then
f(z + λek) = f(z) + λekf
′(z) + o
(
|λek|
2)
= f(z) + λekf
′(z) + o(|λ|2). (since |ek| = 1 for all k)
Thus f(z+(0,0,...,λ,0,...,0))−f(z)
λ
= f ′(z)ek + o
(
|λ|2
λ
)
. Taking limits as λ→ 0, we get-
(Dkf) (z) = f
′(z)ek
or
f ′(z)ek = (Dkf) (z)
=
n∑
j=1
(Dkfj)(z)ej .
Which gives k-th column vector in the matrix representation of map f ′ with respect to
the standard basis of Cn. Matrix representation of f ′, called Jacobian matrix of f is given
by


∂f1
∂z1
∂f1
∂z2
. . . ∂f1
∂zn
∂f2
∂z1
∂f2
∂z2
. . . ∂f2
∂zn
. . . . . . . . .
∂fn
∂z1
∂fn
∂z2
. . . ∂fn
∂zn


.
Determinant of this matrix, denoted as Jf (z) is called Jacobian of f . Note that since
determinant is a continuous function, therefore if Jf(z) 6= 0, then either Jf > 0 or
Jf (z) < 0. If Jf > 0 we say f sense preserving or orientation preserving and if Jf(z) < 0,
then f is said to be sense reversing or orientation reversing.
Note: Denoting variables zi as xi + yi and fi as ui + vi, consider f as a map
f : R2n → R2n defined as
f(w) = (u1(w), v1(w), . . . , un(w), vn(w)),
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where w = (x1, y1, . . . , xn, yn). Then Jacobian matrix of f is given by


∂u1
∂x1
∂u1
∂y1
. . . ∂u1
∂xn
∂u1
∂yn
∂v1
∂x1
∂v1
∂y1
. . . ∂v1
∂xn
∂v1
∂yn
. . . . . . . . . . . . . . .
∂vn
∂x1
∂vn
∂y1
. . . ∂vn
∂xn
∂vn
∂yn


.
Jacobian of this matrix, denoted as JR(f) is called real Jacobian of f . By applying appro-
priate row or column transformations, JR(f) is same as
det


(
∂ui
∂xj
) (
∂ui
∂yj
)
. . . . . .(
∂vi
∂xj
) (
∂vi
∂yj
)

 ,
where the blocks in the matrix are n×n matrices with real entries. So if we assume that f
is analytic, then it is analytic in each variable separately. Therefore by Cauchy Riemann
equations for each 1 ≤ j ≤ n, we get that
∂ui
∂xj
=
∂vi
∂yj
and
∂ui
∂yj
= −
∂vi
∂xj
.
Now again using appropriate row or column transformations involving i, and using these
Cauchy Riemann equations observe that JR(f) is same as
det


(
∂ui
∂xj
+ i
∂vi
∂xj
) (
∂ui
∂xj
− i
∂vi
∂xj
)
. . . . . .(
∂vi
∂xj
) (
∂vi
∂xj
)

 .
Now Subtracting columns on the right block from i times the left blocks, we get that
JR(f) = det


(
∂fi
∂xj
)
0
. . . . . .(
∂vi
∂xj
) (
∂fi
∂xj
)

 .
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So we get that JR(f) = |f(z)|
2.
Theorem 3.1.1. Let f : Ω ⊆ C→ C be analytic. Then f is locally one-one at z0 if and
only if the Jacobian Jf (z0) = f
′(z0) 6= 0.
Proof. Let f be analytic and locally one-one at z0 ∈ Ω, let V ⊆ Ω be such that f |V is
one-one. Denote this restriction by g. Let us assume that g′(z0) = 0. Thus z = z0 is a
zero of g(z) − g(z0) of order k, k > 1. Therefore by theorem 1.1.7 by sufficiently small
ǫ > 0 there exists δ > 0 such that for ζ with |g(z0)− ζ | < δ, the equation
g(z) = ζ
has exactly k simple roots in the disk |z−z0| < ǫ. Which gives that g can not be one-one,
which is a contradiction. Thus g′(z0) = f
′(z0) 6= 0.
Conversely, assume that f ′(z0) 6= 0, z0 ∈ Ω. Thus the function f(z)− f(z0) has a zero of
order 1 at z = z0. And therefore again by theorem 1.1.7, for sufficiently small ǫ > 0 there
is a δ > 0 such that for ζ with |f(z0)− ζ | < δ (denote this ball by D), the equation
f(z) = ζ
has exactly one root in the disk B = {z : |z − z0| < ǫ}. Take U = f
−1(D) ∩ B, it is easy
to check that f is one-one on U . Hence we obtain that f is locally one-one at z0.
Now, we will discuss the above result for harmonic maps. That is, for a one-one
harmonic map on C, Jacobian does not vanish. We will need the following definitions.
Definition 3.1.1. For a map u : U ⊆ Rn → R, gradient of u, denoted as grad u, is
defined as
(
∂u
∂x1
,
∂u
∂x2
, . . . ,
∂u
∂xn
)
.
Remark 3.1. Let u : U ⊆ R2 → R be any map. Then Taylor expansion of u about a
point (a1, a2, . . . , an) ∈ R
n is given by
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u(x1, x2, . . . , xn) = u(a1, a2, . . . , an)+(x1−a1)ux1(a1, a2, . . . , an)+(x2−a2)ux2(a1, a2, . . . , an)
+ . . .+(xn−an)uxn(a1, a2, . . . , an)+
1
2!
[∑n
i,j=1(xi − ai)(xj − yj)uxixj(a1, a2, . . . , an)
]
+ . . .
In particular, Taylor expansion of u around origin (0, 0) ∈ R2 is given by
u(x, y) = u(0, 0) + xux(0, 0) + yuy(0, 0) +
1
2!
[
(x− a)2uxx(0, 0)
+ (x− a)(y − b)uxy(0, 0) + (y − b)(x− a)uyx(0, 0) + (y − b)
2uyy(0, 0)
]
+ . . . .
Theorem 3.1.2. Let the mapping u = (u1, u2) : U ⊆ R
2 → R2 be one-one and continuous
in a neighbourhood U of origin (0, 0) ∈ R2 and let u(0, 0) = (0, 0). If the function u1 is
harmonic, then grad u1(0, 0) 6= 0.
Proof. Let us assume that grad u1(0, 0) = 0.
That is
(
∂u1
∂x
(0, 0),
∂u1
∂y
(0, 0)
)
= 0, so the gradient of u1 takes form
u1(x, y) = u1(0, 0) +
1
2!
[
(x− a)2u1xx(0, 0) + (x− a)(y − b)u1xy(0, 0)
+ (y − b)(x− a)u1yx(0, 0) + (y − b)
2u1yy(0, 0)
]
+ . . .
=
1
2!
[
(x− a)2u1xx(0, 0) + (x− a)(y − b)u1xy(0, 0)
+ (y − b)(x− a)u1yx + (y − b)
2u1yy(0, 0)
]
+ . . .
(since u(0, 0) = (0, 0) implies that u1(0, 0) = 0)
So, we get that order of zero of u1 at (0, 0) is ≥ 2, say k. Now, since u1 is harmonic,
therefore u1 locally has a harmonic conjugate, say v1 such that u1+ iv1 is analytic, denote
this function by f . So, u1 = ℜf , where f is a function analytic on U . Consider the set
M = {x ∈ U : u1(x) = 0}. M consists of k smooth arcs, γi, (i = 1, . . . , k) which intersect
at 0. To see this note that u1 can locally be written as real part of an analytic function
f and grad u1(0) = 0 implies that f
′(0) = 0, which gives that z = 0 is a zero of order
k ≥ 1. Thus f can be written as f(z) = zkg(z), g(z) 6= 0, which gives that M consists of
k number of smooth arcs. Since for x ∈ M , u1(x) = 0 and u(0, 0) = (0, 0), we notice that
the image of each of γi under the map u2 is an interval on the u2 axis containing the origin
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(image of each such arc under u2 consists origin, since (0, 0) ∈ M and u(0, 0) = (0, 0)).
Thus we get that origin separates the set M into 2k non intersecting parts in the plane
x = (x1, x2), and the image of orgin in the u plane separates the image of M into two
parts. And since 2k > 2, we get a contradiction. Hence we get that grad u1(0, 0) 6= 0.
Corollary 3.1.1. (Theorem of Lewy) Let the mapping u = (u1, u2) : U ⊆ R
2 → R2
be one-one and harmonic in a neighborhood U of origin (0, 0) ∈ R2. Then the Jacobian
J(x, y) =
[
∂(u1, u2)
∂(x, y)
]
does not vanish at the origin.
Proof. If u(0, 0) = c, where c ∈ R2 is non-zero, then by considering map u′ given by
u′(x, y) = u(x, y) − c, we get u′ is one-one, harmonic with u′(0, 0) = (0, 0). So without
loss of generality we may assume that u(0, 0) = (0, 0). So the taylor expansion for u1
about origin in R2 takes form
u1(x, y) = xu1x(0, 0) + yu1y(0, 0) + . . ..
Writing a1 for u1x(0, 0) and a2 for u1y(0, 0), we get this representation as
u1(x, y) = a1x+ a2y + . . . .
Similarly taylor expansion for u2 about origin in R
2 becomes
u2(x, y) = b1x+ b2y + . . . ,
where b1 = u2x(0, 0) and b2 = u2y(0, 0) So Jacobian matrix of u is given by

∂u1
∂x
∂u1
∂y
∂u2
∂x
∂u1
∂y

 =

a1 + . . . a2 + . . .
b1 + . . . b2 + . . .

 ,
where dots denote terms containing x and y’s. So Jacobian of u takes the form
J(x) =
[
∂(u1, u2)
∂(x, y)
]
= a1b2 − a2b1 + . . . ,
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where dots denote the terms containing x and y’s.
Therefore
J(0) = a1b2 − a2b1.
Assume that the Jacobian of u vanishes at the origin. Therefore we get that
a1b2 − a2b1 = 0.
That is
a1
b1
=
a2
b2
, call this ratio as λ, then a1 = λb1 and a2 = λb2. In this case, consider
map v defined on U as
v = (v1, v2), where v1 = u1 − λu2 and v2 = u2.
Consider gradient of v1
grad v1 =
(
∂v1
∂x
,
∂v1
∂y
)
=
(
∂u1
∂x
− λ
∂u2
∂x
,
∂u1
∂y
− λ
∂u2
∂y
)
=
(
a1 − λb1 + . . . , a2 − λb2 + . . .
)
,
where dots denotes terms containing x and y’s. Thus we get that grad v1 vanishes at
the origin. Note that v is harmonic, since u1 and u2 are both harmonic. And since the
map u → v is one-one and also the map x → u is one-one. Therefore, the map x → v
is one-one, since composition of one-one maps is one-one. Also g1 is harmonic, so we get
that grad v1 6= 0 (by theorem 3.1.2). Hence we get a contradiction to our assumption that
J(0) = 0.
Corollary 3.1.2. Let the mapping u = (u1, u2) : U ⊆ R
2 → R2 be one-one and plurihar-
monic in a neighbourhood U of origin (0, 0) ∈ R2. Then the Jacobian J(x, y) =
[
∂(u1, u2)
∂(x, y)
]
does not vanish at the origin.
Proof. An immediate corollary to previous result. Since every pluriharmonic map is
harmonic.
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3.2 Higher dimensional case
In previous section, we studied Lewy’s theorem for harmonic functions. In chapter [5], we
will see that Lewy’s theorem does not hold in Cn ≥ 2. So question comes whether Lewy’s
theorem holds for pluriharmonic functions in Cn. We will now study generalization of
Lewy’s theorem for pluriharmonic functions on C2. For n > 2 this problem is open for
pluriharmonic functions.
Let n be a fixed natural number. Fix 1 ≤ j ≤ n. For z = (z1, z2 . . . , zn) ∈ C
n, we denote
Dj =
∂
∂zj
and Dj =
∂
∂zj
,
where
∂
∂zj
=
1
2
(
∂
∂xj
− i
∂
∂yj
)
and
∂
∂z¯j
=
1
2
(
∂
∂xj
+ i
∂
∂yj
)
.
With these notations, note that a mapping f = u + iv : G ⊆ Cn → C is harmonic if
Dj ◦Dj = 0 for all 1 ≤ j ≤ n.
Definition 3.2.1. (Pluriharmonic function) Let Ω ⊂ Cn be open. And let f be a
real valued function defined on Ω such that f ∈ C2(Ω). We say f is pluriharomnic if
Dj ◦Dkf = 0 for all j, k = 1, 2, . . . , n.
Remarks
1. A complex valued function f defined on a domain of Cn is said to be pluriharmonic if
real and imaginary parts of f are pluriharmonic. So, if we denote f = u + iv, then f is
pluriharmonic if u and v are pluriharmonic. That is
Dj ◦Dku = 0 and Dj ◦Dkv = 0 for all 1 ≤ j, k ≤ n,
thus Dj ◦Dkf = Dj ◦Dku+ iDj ◦Dkv = 0 for all 1 ≤ i, k ≤ n.
2. Let f be an analytic function defined on Ω ⊆ Cn. Thus f is analytic in each variable,
so we get that ∂f
∂z¯j
= 0 for all 1 ≤ j ≤ n. We have Djf = 0 for all 1 ≤ j ≤ n and
therefore Di ◦Djf = 0 for all 1 ≤ i, j ≤ n. Thus f is complex pluriharmonic. Therefore
every analytic function is complex pluriharmonic.
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3. We recall that a functin f on a domain in C is analytic if and only if it is independent
of z¯ , that is
∂
∂z¯
f = 0.
4. Example of a pluriharmonic function which is not analytic
Consider map f : G ⊆ C→ C given by
f(z) = z¯,
then clearly f is not analytic. But D1 ◦ D¯1f =
∂
∂z
∂
∂z¯
f = 0. Therefore f is pluriharmonic
but not analytic.
5. Let f be a pluriharmonic function defined on Ω ⊆ Cn. That is, Di ◦ D¯j = 0 for all 1 ≤
i, j ≤ n. In particular Di ◦Dif = 0 for all 1 ≤ i ≤ n. And notice that
Di ◦Di =
∂
∂zi
∂
∂z¯i
=
1
2
(
∂
∂xi
− i
∂
∂yi
)
1
2
(
∂
∂xi
+ i
∂
∂yi
)
=
1
4
(
∂2
∂x2i
+
∂2
∂y2i
)
(since f ∈ C2(Ω)).
Therefore
Di ◦Dif = 0(
∂2
∂x2i
+
∂2
∂y2i
)
f = 0 for all i(
∂2
∂x2i
+
∂2
∂y2i
)
u+ i
(
∂2
∂x2i
+
∂2
∂y2i
)
v = 0(
∂2
∂x2i
+
∂2
∂y2i
)
u = 0 and
(
∂2
∂x2i
+
∂2
∂y2i
)
v = 0 for all i.
We see that f is complex harmonic. Therefore the class of pluriharmonic functions is
contained in the class of complex harmonic functions.
6. Example of a real valued harmonic map which is not pluriharmonic.
Consider a map u : G ⊆ C2 → R defined by
u(z) = u(z1, z2) = x1y1x2y2,
then u is harmonic but not pluriharmonic.
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Lemma 3.2.1. Let φ be a real valued function of class C2 in a domain Ω ⊆ Cn. Then φ
is pluriharmonic if and only if for any complex line L, the restriction of φ to L ∩ Ω is a
harmonic function as a function of one variable on each component of L ∩ Ω.
Proof. Consider any complex line L = {ct+ b : t ∈ R, c, b ∈ Cn}, where c 6= 0 is direction
of line L passing through the point b. For ct+ b ∈ Ω, consider function
ψ(t) = φ(c1t+ b1, . . . , cnt+ bn).
Then
∂2ψ
∂t∂t¯
(t) =
n∑
i,j=1
∂2φ
∂zi∂z¯j
(ct+ b)cic¯j,
which gives the desired result.
Remark 3.2. Let h be a multivalued function defined on an open subset U of Cn. Then
for a curve γ in U , by △γ h, we denote the change in value of h from starting point of
γ to end point of γ. For example let h be the argument function. Then for any circle γ
in U , value of h at the starting point is 2πn, for some n ∈ N, and value of h at the end
point is 2πn+ 2π. So the difference is given by △γh(z) = 2π, no matter what branch we
pick. For other multivalued functions, this may not be true.
Theorem 3.2.1. Let h be a continuous one-one function of the neighborhood U of the
point 0 ∈ C2 into the space R4, h = (h1, h2, h3, h4). If h1 = ℜP + r, where P is a homoge-
neous holomorphic polynomial of degree k ≥ 1 in C2 and r = o(|z|k), then grad h1(0) 6= 0.
Proof. Let f = P + r, without loss of generality we may assume that P (z1, 0) 6= 0, since
this can be achieved by a non singular linear transformation. Let us denote by K the
cone
{z ∈ U : |P (z)| ≤ c |z|k},
where constant c is chosen in such a way that the section of K by an arbitrary plane
{z2 = constant} is connected. Let δ be so small that the section of K by plane {z2 = δ
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is contained in the section of U by the same plane, that is K ∩ {z2 = δ} ⊆ U ∩ {z2 = δ}.
Then for any closed curve γ in this section, using argument principle,
△γArg f = 2kπl, (3.1)
where l is an integer. Note that K contains every zero of P and therefore △γArg P =
2kπl = △γArg f . Note that f(z0, 0) = z
k
1 (1+ o(1)), and if h1(z1, 0) = 0 then ℜ f(z1, 0) =
0. In the section {z2 = 0} ∩ V = {z : |z1| < ρ}, choose a point (a1, 0) such that |a1| <
ρ
2
at which f = h1 > 0. (for this consider γ as a circle of radius
ρ
2
, from (3.1) we can choose
such a point)
In a similar way, we can decrease δ such that h(a1, z2) > 0, where |z2| < δ. Denote the
circle {|z1| =
ρ
2
, z2 = c} by γc. Define
α(z) = Arg f(z),
where z = (a1, z2), |z2| < δ. Choose a branch of argument for which |α(z)| <
π
2
. Now we
will extend this function to the points on the circle, γc. Take a point (z1, c) on the circle
γc. Let γz′ and γz” be arcs of γc joining (a1, c) and (z1, c) in the positive and negative
directions respectively. Move along γc in the positive direction until
△γz′Arg f + α(a1, c) < kπ +
π
2
and in the negative direction until
△γz”Arg f + α(a1, c) > kπ +
π
2
.
We define
α(z1, c) = △γzArg f(z) + α (a1, c) ,
where γz is either γz′ or γz”. Now we will extend this function to the points of the set[
({z2 = c} ∩ {|z1| < ρ, |z2| < δ}) \ {h1 = 0}
]
, which can be joined, without leaving the
set, to the points of the set γc \ {h1 = 0}.
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For this, let z ∈
[
({z2 = c} ∩ {|z1| < ρ, |z2| < δ}) \ {h1 = 0}
]
and λ be the curve joining
z to the point z0 ∈ γc \ {h1 = 0}, we define
α(z) = α(z0) +△γArg f.
First of all notice that if we fix point z0, and if λ1 and λ2 are two curves joining z and z0,
then since starting and end points of both λ1 and λ2 are same and also |△λArg f | < π,
we get that definition of α does not depend on choice of λ, if z0 is fixed. Now let us
assume that z can be joined to two points z0 and z
′ ∈ γc by curves λ0 and λ1 respectively.
Take λ2 = λ0 ∪ λ¯1, then λ does not intersect {h1 = 0} and therefore |△λ2Arg f | < π. Let
λ3 be a curve joining z0 and z
′ such that |△λ3| ≤ kπ. (we can choose such a curve since
△γcArg f = 2kπ)
Take λ = λ2 ∪ λ3, then
|△γArg f | < kπ + π.
And since kπ + π ≤ 2kπ, we ge that △γArg f = 0 and thus we get that definition of α
does not depend on the choice of the point z0.
Take U1 as an arbitrary neighborhood of zero contained in V . Then U1 intersects
every component of the set {(z1, 0) : |z1| < ρ, z1 /∈ L}. Since L divides the disk
|z1| < ρ into 2k non intersecting open angles with vertices at 0, therefore we get that
{(z1, 0) : |z1| < ρ, z1 /∈ L} consists of 2k componets. And U1 intersects each one of them,
therefore U1 \ {h1 = 0} consists atleast 2k connected components.
Notice that here U1 was an arbitrary neighborhood of zero. In particular, take U1 as
the inverse image of sufficiently small sphere. Since the plane h1 = 0 in R
4 divides each
sphere into exactly two components, and since h is a homeomorphism, therefore we must
have 2k = 2, that is, k=1. Hence we obtain that P is a linear polynomial. Therefore
grad P 6= 0.
Corollary 3.2.1. Let hi, (i = 1, 2, 3, 4) be pluriharmonic functions in the neighborhood
U of the origin in C2, such that the mapping h = (h1, h2, h3, h4) : U → R
4 is one-one.
Then the real Jacobian JR(h) of h does not vanish at the origin.
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Proof. Since h1 is pluriharmonic, therefore locally h1 can be written as real part of an
analytic function f . Considering taylor series expansion for f , and taking P to be ho-
mogeneous polynomial corresponding to the lowest degree terms in the expansion and
r = ℜ (g − P ). We see that h1 = ℜP + r. We see that h1 is in the required form as in
previous lemma. Now the result follows from the procedure as in Lemma 3.1.2.
Theorem 3.2.2. (Inverse function theorem for domains in Cn)
Let Ω ⊆ Cn be open and f : Ω → Cn be holomorphic. Suppose that f ′(z) is invertible at
some point z ∈ Ω (that is Jf(z) 6= 0). Then there are neighborhood U of z and V of f(z)
such that f : U → V is one-one, onto and f−1 : V → U is holomorphic.
Proof. We have Ω ⊆ Cn is open, f : Ω → Cn is holomorphic and f ′(z) is invertible at
some point z ∈ Ω. Since f ′(z) is invertible as a linear operator on Cn, it is also invertible
as a linear operator on R2n. Therefore by real version of inverse function theorem, we get
that f is one-one map from some neighborhood U of z onto a neighborhood V of f(z),
whose inverse is of class C1. Let us denote this inverse of f by g. Then g is of class C1.
Now, the only point to be shown is that g = (g1, g2, . . . , gn) is a holomorphic map.
Since g is inverse of f , we get that g(f(z)) = z for all z ∈ U . Which implies that
gi(f(z)) = zi for all i; 1 ≤ i ≤ n.
Applying Dk and using chain rule, we get
n∑
j=1
(Dkfj(z))(Djgi(f(z))) = 0.
If we denote cik =
n∑
j=1
(
Dkfj(z)
) (
Djgi(f(z))
)
, then matrix C = AB, where A = (akj) =(
Dkfj(z)
)
and B = (bji) =
(
Djgi(f(z))
)
, and since Jf (z) 6= 0, we get that A is invertible,
which gives that B = 0. That is, Djgi(f(z)) = 0 for all j = 1, . . . , n, which gives that
gi is analytic. And since gi was arbitrary, we get that each component of g is analytic.
Hence g is analytic.
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Converse of the above result is also true, we will need some results to prove it. So we
will first prove these results and then we will prove converse of the above theorem.
Theorem 3.2.3. (Rado´s theorem) Let Ω ⊆ Cn be a region. Assume that f : Ω→ C is
continuous and f is analytic in an open subset of Ω where f(z) 6= 0. Then f is analytic
on Ω.
Proof. Without loss of generality we may assume that f is continuous on D, and analytic
on D, where D is open unit ball. Let E be the set given by
E = {z : f(z) = 0},
then f is analytic on D\E and |f | < 1. Note that restriction of f on boundary T = ∂D of
D is continuous. So we can extend this to a complex harmonic function on D by Poisson
integral formula. Let us denote this extension by g. Let α be any positive constant.
Define
φ = ℜ(f − g) + α log |f |.
Since f is analytic, we get that log |f | is harmonic in D \E. Also ℜf is harmonic and ℜg
is harmonic, since g is complex harmonic. Thus φ is harmonic in D \ E.
As z → z0 ∈ E; z ∈ D \ E
φ(z)→∞.
When z → eiθ ∈ T
φ(z)→ α log
∣∣f (eiθ)∣∣ < 0,
(here we are using that log |f | < 0 for |f | < 1 )
therefore we get by maximum priciple for harmonic functions that
φ(z) ≤ 0.
Letting α→ 0, we get that
ℜ(f − g) ≤ 0 in D \ E.
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Again by taking α to be negative constant and repeating the same argument, we will get
that
ℜ(f − g) ≥ 0 in D \ E.
Thus ℜf = ℜg. Now considering imaginary part of f , g and repeating the same argument,
we get ℑf = ℑg. Thus
f(z) = g(z) on D \ E.
By continuity we obtain
f(z) = g(z) on D \ E.
Also, since g is harmonic extension of f . So f = g on T. Thus We have
f(z) = g(z) on T ∪D \ E.
Also f = 0 on E and therefore f = 0 on ∂E, g = f = 0 on ∂E. So by maximum principle
for harmonic functions we get that g = 0 on E. Hence
f ≡ g on D.
For a region Ω in Cn, we use the notation H(Ω) for the collection of functions analytic
on Ω.
Definition 3.2.2. (H∞-Removable) Let Ω be a region in Cn. A relatively closed subset
E of Ω is said to be H∞- removable in Ω if every bounded funtion f ∈ H(Ω \ E) has an
extension F ∈ H(Ω).
Lemma 3.2.2. [6] If Ω is a region in Cn, g ∈ H(Ω), if f is not identically zero and
E = {z ∈ Ω : g(z) = 0}.
Then E is H∞−removable in Ω.
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Theorem 3.2.4. If Ω ⊆ Cn and f : Ω → Cn is holomorphic and one-one, then f ′(z) is
invertible for all z ∈ Ω.
Proof. Assume that f is analytic and is one-one. We need to show that Jacobian Jf of f
has no zeroes in Ω. Since f is one-one,
f−1(w) = φ or f−1(w) = zw.
That is f−1(w) is compact for all w ∈ Cn, therefore we get that f is an open map.
Let Ω′ = f(Ω), then
f : Ω ⊆ Cn → f(Ω)
is one-one, onto and continuous. Also, since f is an open map, f−1 is continuous. Thus
f : Ω ⊆ Cn → f(Ω)
is a homeomorphism.
We define a map g on Ω′ = f(Ω) as
g(w) = g(f(z)) = J(f−1(w)) = J(f−1(f(z))).
Then g is continuous, since if we take a sequence {wn} in Ω
′ such that wn → w, then
f−1(wn)→ f
−1(w)
An(f
−1(wn))→ A(f
−1(w))
detAn(f
−1(wn))→ detA(f
−1(w)),
(where An and A are Jacobian matrices corresponding to f
−1(wn) and f
−1(w) respec-
tively)
That is g(wn)→ g(w). Thus g is continuous. Let M be the set given by
M = {z : J(z) = 0}.
Then since determinant function is continuous and M is inverse image of the set {0}, M
is closed in Ω′. Also, since f−1 is continuous, we get that f is closed. Therefore f(M) is
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closed and Ω \ f(M) is open. Thus g is continuous on an open subset Ω′ \ f(M) of Ω′.
So we get that g is analytic on Ω′ \ f(M).
Now, notice that when w ∈ f(M) = {f(z) : z ∈M} = {f(z) : J(z) = 0}, then
g(w) = J(f−1(w)); J(z) = 0.
Also when w /∈ f(M), we have w 6= f(m) for any m ∈M .
That is w 6= f(z) such that J(z) = 0. That is f−1(w) 6= z such that J(z) = 0, and
thus we see that J(f−1(w)) = g(w) 6= 0. Therefore g = 0 exactly on f(M). Thus by
Rado´’s theorem, we get that g is analytic on Ω′. Therefore using lemma 3.2.2 we get
that f(M) is H∞ removable. That is every bounded function h analytic on Ω′ \ f(M)
extends to an analytic function h′ on Ω′. Observe that whenever w ∈ Ω′ \ f(M), J(z) 6=
0, f is one to one in a neighborhood of z onto a neighborhood of w. So, we get that f−1
exists locally at w. Therefore f−1 exists whenever w ∈ Ω′ \ f(M) and f(M) is H∞-
removable. Thus f−1 is analytic on Ω′, and f−1(f(z)) = z, which gives that Jf−1Jf = I,
where I is an n × n matrix. Therefore we see that the Jacobian matrix is invertible and
hence we get that Jf(z) has no zeroes in Ω.
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Chapter 4
Injectivity of harmonic extensions
Poisson inegral formula can be considered as a way to find a real valued harmonic function
with certain boundary conditions. It has a lot of applications. For example, if the
boundary conditions give the temperature of a perfectly insulated plate then the harmonic
extension gives the temperature of interior of the plate. We will begin the chapter by
introducing Poisson integral formula and discussing some of its properties. This chapter
is based on the work done by Choquet [2], Kneser [4] and Rado´ [6].
Definition 4.0.1. A function f : Ω ⊆ C→ C is said to homeomorphism if it is bijective
and f and f−1 are both continuous.
Definition 4.0.2. The function Pr(θ) =
∑∞
n=−∞ r
|n|einθ 0 ≤ r < 1,−∞ < θ < ∞ is
called Poisson kernel.
Remark 4.1. Let z = reiθ 0 ≤ r < 1, consider
1 + reiθ
1− reiθ
=
1 + z
1− z
= (1 + z)(1 + z + z2 + . . .)
= 1 + 2
∞∑
1
zn
= 1 + 2
∞∑
1
rneinθ.
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And therefore Pr(θ) = ℜ
(
1 + reiθ
1− reiθ
)
.
Remark 4.2. We can write
1 + reiθ
1− reiθ
=
1 + reiθ
1− reiθ
.
1− re−iθ
1− re−iθ
=
1 + reiθ − re−iθ − r2
|1− reiθ|2
=
1 + 2ir sin θ − r2
1 + r2 − 2r cos θ
.
Therefore,
Pr(θ) = ℜ
(
1 + reiθ
1− reiθ
)
=
1− r2
1 + r2 − 2r cos θ
,
and hence Pr is a periodic function of period 2π.
Remark 4.3. For every δ > 0, Pr(θ)→ 0 uniformly on δ ≤ |θ| ≤ π as r → 1
−.
Theorem 4.0.1. Let D = {z : |z| < 1} be unit ball in C and suppose that f : ∂D → R
is continuous. Then there is a unique function F : D → R which equals f on ∂D and is
harmonic in D.
Proof. Define F on D as
F (reiθ) =


1
2π
∫ π
−π
Pr(θ − t)f(e
it)dt 0 ≤ r < 1,
f(eiθ) r = 1,
then clearly F equals f on ∂D. We claim that F is harmonic on D. For this it suffices to
show that F is real part of an analytic function.
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For 0 ≤ r < 1
F (reiθ) =
1
2π
∫ π
−π
Pr(θ − t)f(e
it)dt
=
1
2π
∫ π
−π
ℜ
(
1 + rei(θ−t)
1− rei(θ−t)
)
f(eit)dt
=
1
2π
ℜ
[∫ π
−π
1 + rei(θ−t)
1− rei(θ−t)
f(eit)
]
dt.
Thus F is harmonic on D and therefore continuous on D. Now, we will show that F is
continuous on ∂D. Firstly consider point z = 1 on ∂D.
Let ǫ > 0 be given, we need to show that F is continuous at point 1. For that we will
show that,
for given ǫ > 0, there is ρ ∈ [0, 1] and δ > 0 such that
for all ρ < r ≤ 1 and |θ| < δ |F
(
reiθ
)
− F (1)| < ǫ.
Consider,
F (reiθ)− F (1) = F (reiθ)− f(1) (since F = f on ∂D)
=
1
2π
∫ π
−π
Pr(θ − t)f(e
it)dt−
1
2π
∫ π
−π
Pr(θ − t)f(1)dt
=
1
2π
∫ π
−π
Pr(θ − t)
(
f(eit)− f(1)
)
dt.
Now since f is continuous at z = 1, so corresponding to ǫ > 0, there exists δ > 0 such
that ∣∣f(eit)− f(1)∣∣ < ǫ
3
, whenever |t| < δ.
Therefore,
|F (reiθ)− F (1)| ≤
1
2π
∣∣∣∣
∫
|t|<δ
Pr(θ − t)
(
f(eit)− f(1)
)∣∣∣∣ + I1
≤
ǫ
3
+ I1, where I1 =
1
2π
∫
δ≤|t|≤π
Pr(θ − t)
(
f(eit)− f(1)
)
dt.
Thus we have
|I1| ≤M
1
π
∫
δ≤|t|≤π
Pr(θ − t)dt,
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where M = sup{|f(eit)| : −π ≤ t ≤ π}. (supremum exists, since f is continuous on ∂D,
which is compact)
Also, for |θ| < δ
2
and |t| < δ, |θ − t| ≥ δ
2
and since for |α| > δ
2
, Pr(α) → o uniformly on
δ ≤ |t| ≤ π as r → 1−, therefore there exists ρ ∈ [0, 1] such that for all ρ < r < 1
|Pr(α)| <
ǫ
6M
.
Therefore we get |I1| ≤
ǫ
3
, and hence for ρ < r < 1 and |θ| <
δ
2
,
∣∣F (reiθ)− F (1)∣∣ < ǫ,
which gives that u is continuous at z = 1. Now take any point eiβ, β ∈ (−π, π) on ∂D
other than the point z = 1.
Define a map G on D as
G(z) = F (eiβz).
Then for z ∈ ∂D,
G(z) = f(eiβz)
= g(z), (say),
where g is continuous on ∂D. Also for z ∈ D,
G(z) = F (eiβz)
= F
(
eiβreiθ
)
= F
(
rei(β+θ)
)
=
1
2π
∫ π
−π
Pr(θ + β − t)f(e
it)dt
=
1
2π
∫ π−β
−π−β
Pr(θ − s)f
(
ei(s+β)
)
ds (putting s = t− β)
=
1
2π
∫ π−β
−π−β
Pr(θ − s)g(e
is)ds
=
1
2π
∫ π
−π
Pr(θ − s)g(e
is)ds (since Pr is periodic with period 2π).
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So, G has same structure as that of F , therefore proceeding as in case of F , we get that G
is continuous at the point z = 1. And since G(1) = F (eiβ), we get that F is continuous at
the point w = eiβ . And since w = eiβ was an arbitrary point, we get that f is continuous
on ∂D.
Remark 4.4. Note that since
1 + rei(θ−t)
1− rei(θ−t)
=
1− r2 + 2ir sin θ
|1− rei(θ−t)|2
, (after rationalising)
=
1− r2 + 2ir sin θ
|eit − reiθ|2
,
therefore Poisson integral formula for f takes the form
F (z) = F (reiθ)
=
1
2π
ℜ
[∫ π
−π
1 + rei(θ−t)
1− rei(θ−t)
f(eit)
]
dt
=
1
2π
ℜ
∫ 2π
0
1− r2
|eit − z|2
f(eit)dt.
For a continuous complex valued function f on unit circle in C, consider real and
imaginary parts of f , say f1 and f2 respectively. Then f1, f2 : D ⊆ C → R are continu-
ous. Therefore applying Poisson integral formula to each of them, we will get harmonic
extensions F1, F2 of f1 and f2 respectively, which agrees with them on the circle, given by
Fj(re
iθ) =
1
2π
∫ π
π
Pr(θ − t)fj(e
it)dt (j = 1, 2).
Take F = F1 + iF2,
F (reiθ) =
1
2π
∫ π
π
Pr(θ − t)f1(e
it)dt+ i
1
2π
∫ π
π
Pr(θ − t)f2(e
it)dt
=
1
2π
∫ π
π
Pr(θ − t)(f1(e
it) + f2(e
it))dt
=
1
2π
∫ π
π
Pr(θ − t)f(e
it)dt.
Also F agrees with f on the circle, since F1, F2 agrees with f1 and f2 resp.
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So we see that a complex valued continuous function can be extended to a complex
harmonic function on D, which agrees with the given function on the circle.
Now comes the question of injectivity of this harmonic extension. This question was
posed by Rado´ and was proved by kneser [4] in 1926. In 1945, Choquet [2], supplied
a proof with different approach. On their names, this result has been given the name
Rado´-Kneser-Choquet theorem.
Lemma 4.0.1. Let g be a real valued function, harmonic on unit disk D in C and con-
tinuous on ∂D. Assume that g has the property that after a rotation of co-ordinates,
g (eit − e−it) ≥ 0 on [0, π] and g (eit − e−it) > 0 on a subinterval [a, b] with 0 ≤ a ≤ b ≤ π.
Then
∂g
∂z
6= 0 on D.
Proof. For proving
∂g
∂z
6= 0, it suffices to show that gz(0) 6= 0. Since if z0 ∈ D is any
point, then consider the map φ(z) = z0−z
1−z¯0z
, then φ is a self homeomorphism of D with
φ(0) = z0 and φ
′(z) 6= 0 on D. Let us consider map h(z) = g ◦ φ(z). Then using remark
1.7, we obtain that h is harmonic. Also it can be easily checked that h (eit − e−it) ≥ 0 on
[0, π] and h (eit − e−it) > 0 on a subinterval [a, b] with 0 ≤ a ≤ b ≤ π. Also
hz(z) = gz (φ(z))φ
′(z).
(here we are using that φz¯ ≡ 0, since φ is analytic)
Therefore hz(0) = gz(φ(0))φ
′(0). Thus if we prove gz(0) 6= 0, then using the same argu-
ment for h, we get hz(0) 6= 0, which give that gz(z0) 6= 0. Thus it suffices to show that
gz(0) 6= 0.
We know
g(z) =
1
2π
∫ 2π
0
1− |z|2
|eit − z|2
g(eit)dt (4.1)
=
1
2π
∫ 2π
0
1− zz¯
(eit − z)(e−it − z¯)
g(eit)dt. (4.2)
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Now, since
∂
∂z
(
g(eit)
1− zz¯
(eit − z)(e−it − z¯)
)
=
g(eit)
e−it − z¯
∂
∂z
(
1− zz¯
eit − z
)
(4.3)
=
g(eit)
e−it − z¯
eit(e
−it−z¯)
(eit − z)2
(4.4)
= g(eit)
(
eit
(eit − z)2
)
. (4.5)
Thus using 4.2 and 4.5, we obtain
gz(0) =
1
2π
∫ 2π
0
g(eit)e−itdt,
which gives that
ℑgz(0) = ℑ
(
1
2π
∫ 2π
0
g(eit)e−itdt
)
= −
1
2π
∫ 2π
0
g(eit) sin t dt
= −
1
2π
∫ π
0
g(eit) sin t dt +
1
2π
∫ 0
−π
g(eit) sin t dt (since g and sin are periodic with period 2π)
= −
1
2π
∫ π
0
g(eit) sin t dt−
1
2π
∫ π
0
g(e−it) sin t dt
= −
1
2π
∫ π
0
(
g(eit)− g(e−it)
)
sin t dt,
thus we get that ℑgz(0) 6= 0. Since g(e
it) − g(e−it) ≥ 0 with strict inequality on a
subinterval of [0, π] and sin is non-negative on [0, π]. Hence gz(0) 6= 0.
Theorem 4.0.2. (Rado´-Kneser-Choquet Theorem) Let f be an orientation preserv-
ing and univalent on unit circle ∂D = {z : |z| = 1} in C. Let F be complex harmonic
extension of f . Then F defines sense preserving, univalent, onto function on {z : |z| < 1}.
Proof. Without loss of generality we may assume that f runs around ∂D counterclockwise
(otherwise we may consider conjugate of f). We first show that F is locally univalent.
Assume that f is not locally univalent at z0 ∈ D. Thus by corollary 3.1.1 the matrix
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
ux vx
uy vy

 has determinant zero at z = z0. Thus

ux vx
uy vy



a
b

 = 0
for some (a, b 6= 0) at z = z0. Thus we get
aux + bvx = 0 and
auy + bvy = 0.
Therefore if we denote the function au + bv by g, then gz(z0) = 0. Note that g satisfies
hypothesis of lemma 4.0.2. Therefore we get a contradiction. Thus we obtain that f
is locally univalent. Also, since f is orientation preserving on ∂D, we get that F is
orientation preserving throughout D. Now we show f is univalent. Assume that F (z1) =
F (z2) for z1, z2 ∈ D. Then the map F (z) − F (z2) has two zeroes in D, which gives
that winding number of F (z)− F (z2) about the origin is 2. Which is a contradiction to
the univalence of f on ∂D (here we are using that f(z) − F (z2) is univalent, since f is
univalent). Thus F is univalent. Surjectivity of F follows from lemma 5.2.1.
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Chapter 5
Counterexamples in higher domains
This chapter is based on the work done by R. S. Laugesen and J. C. Wood. It is shown
that Rado´-Kneser-Choquet theorem fails to hold in Cn, n ≥ 2 by explaining construction
of an example given by Laugesen. (See [4] and [7]).
5.1 Jacobian problem
In chapter 3, we have seen that the Jacobian of a one-one harmonic map on a domain
of R2 can not vanish. Here we will see that this no longer holds in Rn;n ≥ 3. This
counterexample was given by J. C. Wood in his thesis [6].
Theorem 5.1.1. There exists a harmonic function on R3 such that f is one-one but its
Jacobian vanishes.
Proof. Consider map f : R3 → R3 given by
f(x, y, z) = (x3 − 3xz2 + yz, y − 3xz, z).
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We will show that each component fi(x, y, z)(i = 1, 2, 3) of f is harmonic.
▽
2f1(x, y, z) =
∂2f1
∂x2
+
∂2f1
∂y2
+
∂2f1
∂z2
=
∂(3x2 − 3z2)
∂x
+
∂(z)
∂y
+
∂(y − 6xz)
∂z
= 6x+ 0− 6x
= 0.
Thus f1 is harmonic. Now,
▽
2f2(x, y, z) =
∂2f2
∂x2
+
∂2f2
∂y2
+
∂2f2
∂z2
=
∂(−3z)
∂x
+
∂(1)
∂y
+
∂(−3x)
∂z
= 0.
Which implies that f2 is harmonic.
Similarly,
▽
2f3(x, y, z) =
∂2f3
∂x2
+
∂2f3
∂y2
+
∂2f3
∂z2
= 0.
Thus f3 is harmonic.
Since each of the component is harmonic, we get that f = (f1, f2, f3) is harmonic.
Now we are going to show that f is one-one. Let us assume that f(x, y, z) = f(a, b, c) for
(x, y, z) and (a, b, c) ∈ Rn, which gives z = c, y − 3xc = b − 3ac and x3 − 3xc2 + yc =
a3 − 3ac2 + bc which further implies that x3 − a3 = 3c2(x − a) − (y − b)c = 0. Thus
x = a (since g(x) = x3 on R is one-one) and y − 3xc = b − 3ac implies y = b. Thus
(x, y, z) = (a, b, c). Hence we get that f is one-one. Finally we will show that Jacobian of
f vanishes.
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Jacobian matrix of f is given by

∂f1
∂x
∂f1
∂y
∂f1
∂z
∂f2
∂x
∂f2
∂y
∂f2
∂z
∂f3
∂x
∂f3
∂y
∂f3
∂z

 =


3x2 − 3z2 z y − 6xz
−3z 1 −3x
0 0 1

 .
So Jacobian of f is given by determinant of this matrix, which is 3x2, and it vanishes on
the plane {x = 0}.
Remark 5.1. This example can be trivially extended to form a counterexample in Rn, n ≥
3 . We present this counterexample in the next theorem.
Theorem 5.1.2. There exists a harmonic function on Rn, n ≥ 3 such that f is one-one
but its Jacobian vanishes.
Proof. Consider f : Rn → Rn defined as
f(x1, x2, . . . , xn) = (x1, x2, . . . , xn−3, xn−2
3 − 3xn−2xn
2 + xn−1xn, xn−1 − 3xn−2xn, xn).
Then as in case of R3, each of the components is harmonic, giving that f is harmonic.
Also it can be easily verified that f is one-one. It’s Jacobian is given by
3xn−2
2.
Which vanishes on the plane
{xn−2 = 0}.
5.2 Poisson extension problem
By Poisson integral formula each real valued continuous function on a circle in C can be
extended to a harmonic function on the disc, which agrees with the given map on the
circle. For a given homeomorphism of the unit circle onto itself, it can be extended to
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a complex valued harmonic function which maps unit circle onto itself, by considering
real and imaginary parts of the function and applying Poisson integral formula to them.
As seen in the previous chapter, this extension is injective due to Rado´-Kneser-Choquet
theorem. In this chapter, we will see that this result fails to hold in Rn, n ≥ 3 and
consequently in Cn, n ≥ 2.
Lemma 5.2.1. If f is a map which maps the sphere Sn−1 in Rn homeomorphically onto
itself, then the harmonic extension F of f maps the unit ball Bn onto itself.
Proof. Let n ≥ 3 and let f be a self-homeomorphism of Sn−1. We claim that F maps Bn
onto Bn. Let x ∈ Bn, by post rotating both F and f , we may assume that
F1(x) = |F (x)|, F2(x) = 0, . . . , Fn(x) = 0.
By strong maximum principle, which states that if h is a non constant harmonic map on
a bounded domain U which has an extension to U , then h satisfies
|h(x)| < max {|h(y)| : y ∈ ∂U} ,
we get that
|F1(x)| < max{F1(x) : x ∈ S
n−1}.
That is |F1(x)| < max f1 = 1. Thus |F (x)| < 1, which implies that F maps B
n into Bn.
We will now show that F maps Bn onto itself. On contrary, suppose there is
y ∈ Bn \ F (Bn). (5.1)
Define a map Ψ : Bn → Sn−1 as
Ψ(x) =
F (x)− y
|F (x)− y|
.
Using (5.1) we see that Ψ is continuous.
Also note that
|Ψ(x)| = 1 for all x ∈ Bn \ F (Bn).
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Let us denote
ψ = Ψ |Sn−1: S
n−1 → Sn−1,
that is
ψ(x) =
f(x)− y
|f(x)− y|
.
(since F = f on Sn−1)
Then ψ is continuous, since restriction of a continuous map is continuous. For injectivity of
ψ note that any ray from y intersects Sn−1 in exactly one point. Therefore if ψ(x) = ψ(x′),
then we will get that f(x) and f(x′) lie on the same ray. And since f(x) and f(x′) lie on
the sphere, we get that f(x) = f(x′), and since f is injective, we get that ψ is injective.
For surjectivity of ψ, let w ∈ Sn−1. Then consider the ray y + tw; t ∈ [0,∞). This ray
will intersect the sphere in exactly one point, say p = y + t0w; t0 ∈ (0, 2). Now using the
fact that f is surjective, we get that there is a point x0 such that f(x0) = p. That is
f(x0)− y = t0w, therefore we get that
f(x0)− y
|f(x0)− y|
=
t0w
|t0w|
= w,
thus we that f(x0) = w and hence ψ is surjective.
Now, consider ψ−1 ◦Ψ : Bn → Sn−1, for x ∈ Sn−1,
ψ−1 ◦Ψ(x) = ψ−1 ◦ ψ(x) (since x ∈ Sn−1 and ψ is restriction of Ψ to Sn−1)
= x.
That is ψ−1 ◦ Ψ fixes sphere pointwise. Which is a contradiction to the result ([12],
Prop.III 2.3). Thus we conclude that if f maps the sphere homeomorphically onto itself,
then the harmonic extension F of f maps the unit ball onto itself.
Lemma 5.2.2. Let 0 ≤ φ ≤ π, then
gφ(π − θ) = π − gφ(θ) for 0 ≤ θ ≤ π.
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Proof. Case 1: When 0 ≤ φ ≤ π
2
Subcase 1: When 0 ≤ θ ≤ π
2
, which implies that π
2
≤ π − θ ≤ π. And therefore by
definition of gφ, we get that
gφ(π − θ) = π − gφ(θ).
Subcase 2: When π
2
≤ θ ≤ π. Then by definiton of gφ, gφ(θ) = π − gφ(π − θ).
That is
gφ(π − θ) = π − gφ(θ).
Case 2: When π
2
≤ φ ≤ π
Subcase 1: When 0 ≤ θ ≤ π
2
, which implies that π
2
≤ π − θ ≤ π. And therefore by
definition of gφ,
gφ(π − θ) = π − gφ(φ− φ+ θ) = π − gφ(θ).
Subcase 2: When π
2
≤ θ ≤ π and thus again by definition of gφ, it follows that
gφ(π − θ) = π − gφ(θ).
Lemma 5.2.3. Let 0 ≤ φ ≤ π, then
gφ(3π − θ) = 3π − gφ(θ) for π ≤ θ ≤ 2π.
Proof. First we prove that 0 ≤ φ ≤ π, π ≤ θ ≤ 2π implies gφ(2π − θ) = 2π − gφ(θ).
We know
gφ(θ) = π + gφ(θ − π)
= π + π − gφ(π − θ + π) (since 0 ≤ θ − π ≤ π)
= 2π − gφ(θ).
Also note that, π ≤ θ ≤ 2π implies that 3π−2π ≤ 3π−θ ≤ 3π−π, which further implies
that π ≤ 3π − θ ≤ 2π.
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Therefore,
gφ(3π − θ) = π + gφ(3π − θ − π) ( by definition of gφ)
= π + gφ(2π − θ)
= π + 2π − gφ(θ)
= 3π − gφ(θ).
Theorem 5.2.1. A self homeomorphism f of S2 exists, whose harmonic extension F is
not injective in B3.
Proof. We want to construct a function f on R3 such that harmonic extension F of f is
not one-one. For that we will construct a function f on R3 with the following properties:
1. f fixes the poles (0, 0, ±1).
2. f is symmetric in the plane {x = 0}. That is
f1(−x, y, z) = −f1(x, y, z)
f2(−x, y, z) = f2(x, y, z)
f3(−x, y, z) = f3(x, y, z).
3. f is symmetric in the plane {y = 0}. That is
f1(x,−y, z) = f1(x, y, z)
f2(x,−y, z) = −f2(x, y, z)
f3(x,−y, z) = f3(x, y, z).
4. F is folded in z-direction, that is, there is z ∈ (0, 1) such that
F3(0, 0, z) < F3(0, 0,−z).
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Construction in R3: We take p > 0 as a parameter (to be fixed later).
Let p > 0 be fixed, for 0 ≤ φ ≤ π
2
, consider function q defined as
q(φ, p) = (1− sin φ cosφ)p.
We claim 0 < q ≤ 1. Since sinφ cosφ ≤ 1 and 1− sin φ cosφ 6= 0, for if 1− sin φ cosφ = 0,
then sin 2φ = 2, which is absurd. Thus q > 0.
Also we have sinφ ≥ 0 and cos φ ≥ 0 in
[
0, π
2
]
, and thus − sinφ. cosφ ≤ 0. So we get that
1− sin φ cosφ ≤ 1.
Thus 0 < q ≤ 1. Also we have,
q(0, p) = 1 (5.2)
q
(π
2
, p
)
= 1. (5.3)
And for each 0 < φ <
π
2
, as p→∞
(1− sin φ cosφ)p → 0, ( since 1− sinφ cosφ < 1). (5.4)
That is, for 0 < φ <
π
2
, q(φ, p)→ 0 as p→∞. (5.5)
Now for 0 ≤ φ ≤
π
2
, define
gφ(θ) =


π
2
(
2θ
π
)q(φ,p)
; if 0 ≤ θ ≤
π
2
π − gφ (π − θ) ; if
π
2
≤ θ ≤ π
π + gφ (θ − π) ; if π ≤ θ ≤ 2π
.
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For φ = 0, we have
go(θ) =


π
2
(
2θ
π
)q(0,p)
; if 0 ≤ θ ≤
π
2
π − g0 (π − θ) ; if
π
2
≤ θ ≤ π
π + g0 (θ − π) ; if π ≤ θ ≤ 2π
=


π
2
(
2θ
π
)
; if 0 ≤ θ ≤
π
2
π − g0 (π − θ) ; if
π
2
≤ θ ≤ π
π + g0 (θ − π) ; if π ≤ θ ≤ 2π
=


θ; if 0 ≤ θ ≤ π
2
π − g0 (π − θ) ; if
π
2
≤ θ ≤ π
π + g0 (θ − π) ; if π ≤ θ ≤ 2π
=


θ; if 0 ≤ θ ≤ π
2
π − (π − θ) ; if π
2
≤ θ ≤ π
π + g0 (θ − π) ; if π ≤ θ ≤ 2π
=


θ; if 0 ≤ θ ≤ π
2
θ; if π
2
≤ θ ≤ π
π + g0 (θ − π) ; if π ≤ θ ≤ 2π
=


θ; if 0 ≤ θ ≤ π
2
θ; if π
2
≤ θ ≤ π
θ; if π ≤ θ ≤ 2π.
So we get that,
g0 = id.
Similarly, it can be shown that
gpi
2
= id.
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For 0 < φ <
π
2
, let 0 < θ < π
2
, which implies that
0 <
2θ
π
< 1. (5.6)
And in this interval, from definition of g, we have
gφ(θ) =
π
2
(
2θ
π
)q(φ,p)
.
Using (5.5) and (5.6), we get that
as p→∞, gφ(θ) varies near
π
2
. (5.7)
Now consider the case when π
2
≤ θ ≤ π, which implies that
0 ≤ π − θ ≤
π
2
. (5.8)
In this case, again by definition of g
gφ(θ) = π − gφ(π − θ).
Therefore by (5.7) and (5.8) we get that
gφ(θ) varies near
π
2
when
π
2
≤ θ ≤ π. (5.9)
Now when π ≤ θ ≤ 2π, that is 0 ≤ θ − π ≤ π,
gφ(θ) = π + gφ(θ − π).
So by (5.7) and (5.9) we get that
gφ(θ) varies near 3
π
2
when π ≤ θ ≤ 2π. (5.10)
We will now show that gφ is a homeomorphism on interval
[
0, π
2
]
.
Clearly, gφ is continuous, since if we take a sequence θn → θ,
then
2θn
π
→
2θ
π
5.2. Poisson extension problem 69
(
2θn
π
)q(φ,p)
→
(
2θ
π
)q(φ,p)
π
2
(
2θn
π
)q(φ,p)
→
π
2
(
2θ
π
)q(φ,p)
gφ (θn)→ gφ (θ) ,
and thus we get that gφ is continuous.
Also gφ is one-one, since if
gφ(θ1) = gφ(θ2) for some 0 ≤ θ1, θ2 ≤
π
2
,
which implies that
π
2
(
2θ1
π
)q(φ,p)
=
π
2
(
2θ2
π
)q(φ,p)
,
which further implies that (
2θ1
π
)q(φ,p)
=
(
2θ2
π
)q(φ,p)
,
thus θ1 = θ2 and hence we get that gφ is one-one.
Now, using that the translation of a homeomorphism is a homeomorphism, we get
that
{gφ : φ ∈
[
0,
π
2
]
} is a collection of homeomorphisms on [0, 2π] . (5.11)
Now for φ ∈
[
π
2
, π
]
, define
gφ(θ) =


π
2
− gπ−φ
(
π
2
− θ
)
; if 0 ≤ θ ≤ π
2
π − gφ (π − θ) ; if
π
2
≤ θ ≤ π
π + gφ (θ − π) ; if π ≤ θ ≤ 2π
.
We note that for φ ∈
[
π
2
, π
]
, π − φ ∈
[
0, π
2
]
, and thus by previous part, we get that gφ is
a homeomorphism in this case as well.
And by eq. (5.7), (5.9) and (5.10), we get that
gφ varies near 0, π, 2π for φ ∈
[π
2
, π
]
. (5.12)
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Now, using all this we define a function g on [0, π]× [0, 2π] as
g(φ, θ) = (φ, gφ (θ)) ;φ ∈
[π
2
, π
]
, θ ∈ [0, 2π].
Notice that each component is a homeomorphism by previous parts, and thus g is a self
homeomorphism of [0, π]× [0, 2π].
Clearly, g preserves line of lattitude {φ = constant}. Also g fixes boundary of [0, π] ×
[0, 2π]. Any point on the boundary of [0, π]× [0, 2π] is given by
(φ, 0); 0 ≤ φ ≤ π (5.13)
(0, θ); 0 ≤ θ ≤ 2π (5.14)
(φ, 2π); 0 ≤ φ ≤ π (5.15)
(π, θ); 0 ≤ θ ≤ 2π (5.16)
When 0 ≤ φ ≤ π and θ = 0. Now we consider two cases:
Case 1: When 0 ≤ φ ≤
π
2
g(φ, 0) = (φ, gφ(0))
= (φ, 0) .
Case 2:When
π
2
≤ φ ≤ π
g(φ, 0) = (φ, gφ(0))
=
(
φ,
π
2
− gπ−φ
(π
2
− 0
))
=
(
φ,
π
2
− gπ−φ
(π
2
))
=
(
φ,
π
2
−
(π
2
)(2π
2π
)q(π−φ,p))
= (φ, 0).
When φ = 0 and 0 ≤ θ ≤ 2π. Now we consider three cases:
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Case 1: When 0 ≤ θ ≤
π
2
,
g(0, θ) =
(
0,
π
2
(
2θ
π
)q(0,p))
=
(
0,
π
2
(
2θ
π
))
= (0, θ).
Case 2: When
π
2
≤ θ ≤ π,
g(0, θ) = (0, π − g0 (π − θ))
=
(
0, π −
π
2
(
2 (π − θ)
π
)q(0,p))
= (0, π − π + θ)
= (0, θ).
Case 3: When π ≤ θ ≤ 2π, then
g(0, θ) = (0, π + g0 (θ − π))
= (0, π + θ − π) (since g0=id)
= (0, θ).
When 0 ≤ φ ≤ π and θ = 2π. Now we consider two cases:
Case 1: When 0 ≤ φ ≤
π
2
g(φ, 2π) = (φ, gφ (2π))
= (φ, π + gφ (2π − π))
= (φ, π + gφ (π))
= (φ, π + π − gφ (π − π))
= (φ, π + π − gφ(0))
= (φ, 2π).
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Case 2: When
π
2
≤ φ ≤ π
g(φ, 2π) = (φ, gφ (2π))
= (φ, π + gφ (2π − π))
= (φ, π + π − gφ(0))
=
(
φ, 2π −
π
2
+ gπ−φ
(π
2
))
= (φ, 2π)
When 0 ≤ θ ≤ 2π and φ = π. Now we consider three cases:
Case 1: When 0 ≤ θ ≤ π
2
g(π, θ) = (π, gπ(θ))
=
(
π,
π
2
− gπ−π
(π
2
− θ
))
=
(
π,
π
2
− g0
(π
2
− θ
))
=
(
π,
π
2
−
π
2
+ θ
)
= (π, θ).
Case 2: When
π
2
≤ θ ≤ π
g(π, θ) = (π, π − gπ (π − θ))
=
(
π, π −
π
2
+ gπ−π
(π
2
− π + θ
))
=
(
π,
π
2
+ g0
(
−
π
2
+ θ
))
=
(
π,
π
2
−
π
2
+ θ
)
= (π, θ).
Case 3: When, π ≤ θ ≤ 2π
g(π, θ) = (π, gπ(θ))
= (π, π + gπ (θ − π)) ,
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we will consider two subcases here:
Subcase 1: When 0 ≤ θ − π ≤
π
2
, then
g(π, θ) = (π, π + gπ (θ − π))
=
(
π, π +
π
2
− g0
(π
2
− θ − π
))
= (π, θ) .
Subcase 2: When
π
2
≤ θ − π ≤ π, then
g(π, θ) = (π, π + π − gπ (π − θ + π))
= (π, 2π − gπ(2π − θ))
=
(
π, 2π +
π
2
− g0
(π
2
− 2π + θ
))
= (π, θ) .
Hence in all the cases we have seen that, g fixes boundary of [0, π] × [0, 2π]. Now for
0 ≤ φ ≤ π, we define another function hφ as
hφ(θ) =


π
(
φ
π
)1+p(π−4θ)
; if 0 ≤ θ ≤ π
4
π − hπ−φ(
π
2
− θ); if
π
4
≤ θ ≤
π
2
hφ (π − θ) ; if
π
2
≤ θ ≤ π
h
φ(θ−π); if π ≤ θ ≤ 2π
.
Then as in the case of gφ it can be easily checked that hpi
4
= id, hφ
(
3π
4
)
= φ and
hφ(0) = hφ(2π). Also for all h0 ≡ 0 and hπ ≡ π. And using all this it can be easily verified
that the map h : [0, π]× [0, 2π]→ [0, π]× [0, 2π] defined as
h(φ, θ) = (hφ(θ), θ)
is a homeomorphism and fixes the lines {φ = 0} and {φ = π}. Now we define a map k on
[0, π]× [0, 2π] as
k = h ◦ g.
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That is k(φ, θ) = h(g(φ, θ))
= h(φ, gφ(θ))
= (hφ(gφ (θ)) , gφ(θ)).
Notice that k fixes pointwise lines {φ = 0} and {θ = φ}. Since any point on the line
{φ = 0} is given by {(0, θ) : 0 ≤ θ ≤ 2π} and
k(0, θ) = (h0(g0(θ)), g0(θ))
= (h0(θ), θ) (since g0 = id)
= (0, θ) (since h0 = 0).
Also, any point on line {θ = φ} is given by {(π, θ) : 0 ≤ θ ≤ 2π} and
k(π, θ) = (hπ(gπ (θ)) , gπ(θ))
= (hπ (θ) , θ) (since gπ = id)
= (π, θ) (since hπ ≡ π).
Now in order to define f on S2, take (x, y, z) ∈ S2, therefore
x = sin φ cos θ
y = sin φ sin θ
z = cosφ.
Define f on S2 as
f(x, y, z) = f(sinφ cos θ, sin φ sin θ, cosφ) = (sin φ′ cos θ′, sinφ′ cos θ′, cosφ′) = (x′, y′, z′),
where k(φ, θ) = (hφ (gφ (θ)) , gφ(θ)) = (φ
′, θ′).
Putting φ = 0, we see that
k(0, θ) = (h0(g0(θ)), g0(θ))
= (0, g0(θ)) (since h0 ≡ 0)
= (0, θ) (since g0 = id).
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So we get that
f(0, 0, 1) = (0, 0, 1).
That is, f fixes north pole. Now putting φ = π, we see that
k(π, θ) = (hπ(gπ (θ)) , gπ (θ))
= (π, gπ (θ)) (since hπ ≡ π)
= (π, θ) (since gπ = id)
So we get that,
f(0, 0,−1) = (0, 0,−1).
That is, f fixes south pole.
Now we will show that f is symmetric about the plane {x = 0}.
That is f1(−x, y, z) = −f1(x, y, z)
f2(−x, y, z) = f2(x, y, z)
f3(−x, y, z) = f3(x, y, z).
We have,
f(x, y, z) = f(sinφ cos θ, sinφ sin θ, cosφ)
= (sinφ′ cos θ′, sinφ′ cos θ′, cosφ′)
= (f1(x, y, z), f2(x, y, z), f3(x, y, z)).
f1(x, y, z) = sinφ
′ cos θ′ (5.17)
f2(x, y, z) = sinφ
′ sin θ′ (5.18)
f3(x, y, z) = cos φ
′. (5.19)
So, f(−x, y, z) = f(− sinφ cos θ, sinφ sin θ, cosφ).
When 0 ≤ θ ≤ π
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f(−x, y, z) = f(− sinφ cos θ, sinφ sin θ, cosφ)
= f(sinφ cos(π − θ), sinφ sin(π − θ), cosφ)).
Now, in order to prove symmetry about the plane {x = 0}, consider
k(φ, π − θ) = (hφ(gφ(π − θ)), gφ(π − θ))
= (hφ(π − gφ(θ)), π − gφ(θ)) (using lemma 5.2.2)
= (hφ(π − θ
′), π − θ′) (where k(φ, θ) = (φ′, θ′))
= (hφ(θ
′), π − θ′)
= (φ′, π − θ′),
we obtain that
f1(−x, y, z) = sinφ
′ cos(π − θ′)
= − sinφ′ cos θ′
= −f1(x, y, z),
f2(−x, y, z) = sin φ
′ sin(π − θ′)
= f2(x, y, z),
and f3(−x, y, z) = cosφ
′.
Thus we get that f is symmetric with respect to plane {x = 0}. In case when π ≤ θ ≤ 2π,
by considering angle 3π−θ instead of angle π−θ and using lemma 5.2.3, symmetry about
the plane {x = 0} can be obtained. Now we will show that f is symmetric with respect
to plane {y = 0}.
That is f1(x,−y, z) = f1(x, y, z) (5.20)
f2(x,−y, z) = −f2(x, y, z) (5.21)
f3(x,−y, z) = f3(x, y, z). (5.22)
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f(x,−y, z) = f (sin φ cos θ,− sin φ sin θ, cosφ)
= f (sin φ cos(2π − θ), sinφ sin (2π − θ) , cosφ) .
Now in order to prove symmetry about the plane {y = 0},
consider
k(φ, 2π − θ) = (hφ(gφ(2π − θ)), gφ(2π − θ))
= (hφ(2π − gφ(θ)), 2π − gφ(θ)) (using lemma 5.2.2)
= (hφ(2π − θ
′), 2π − θ′)
= (hφ(θ
′), 2π − θ′) (since hφ(2π − θ) = hφ(θ))
= (φ′, 2π − θ′).
Therefore
f1(x,−y, z) = sin φ
′ cos(2π − θ′)
= sin φ′ cos θ′
= f1(x, y, z),
f2(x, y, z) = sinφ
′ sin(2π − θ′)
= − sin φ′ sin θ′
= −f2(x, y, z),
and f3(x,−y, z) = cos φ
′ = f3(x, y, z). Thus f is symmetric with respect to plane {y = 0}.
Let F be extension of f . We claim that there is z , 0 < z < 1 such that
F3(0, 0, z) < F3(0, 0,−z).
Step-1 Let (x, y, z) ∈ S2 such that x, y 6= 0 and z > 0. We claim that f3(x, y, z) → −1
as p → ∞. That is cosφ′ → −1 as p → ∞. So if we show that φ′ → π as p → ∞, then
we are done. Since f is symmetric with respect to planes {x = 0} and {y = 0}, without
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loss of generality, we may assume that x, y > 0.
That is, without loss of generality we may assume that 0 < φ <
π
2
and 0 < θ <
π
2
. First
of all notice that, in this case gφ(θ) =
π
2
(
2θ
π
)q(φ,p)
, and since q(φ, p) → 0 as p → ∞, we
get that
gφ(θ)→
π
2
as p→∞. (5.23)
Now consider
φ′ = hφ(gφ(θ))
= π − hπ−φ
((π
2
− gφ (θ)
))
(using definition of hφ and equation (5.23))
= π − π
(
π − φ
π
)1+p(π−4(pi2−gφ(θ)))
(using definition of hφ and equation (5.23)),
→ π as p→∞.
(here we have used that 0 ≤
π − φ
π
≤ 1 for 0 < φ <
π
2
and gφ(θ)→
π
2
as p→∞)
Therefore we get that
f3(x, y, z)→ cosφ
′ = −1 as p→∞.
That is, f drags the northern hemisphere towards the south pole.
Step -2
Consider case when x, y > 0 and z < 0. In this case , we have π
2
< φ < π and 0 < θ < π
2
.
Now,
gφ (θ) =
π
2
− gπ−φ
(π
2
− θ
)
=
π
2
−
(π
2
)(2 (π
2
− θ
)
π
)q(π−φ,p)
.
→ 0 as p→∞.
(since 0 < π − φ <
π
2
and therefore q(π − φ, p)→ 0 as p→∞)
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Now,
φ′ = hφ(gφ(θ))
= π
(
φ
π
)1+p(π−4gφ(θ))
→ 0 as p→∞.
Since 0 < φ < π ⇒ φ
π
< 1, so we get that φ′ → 0 as p→∞.
That is f3(x, y, z) → cosφ
′ = 1 as p → ∞. Thus we see that f drags the southern
hemisphere towards north pole.
Since f is symmetric in the planes {x = 0} and {y = 0}, so for any point (0, 0, z) on
z−axis
f(0, 0, z) = (f1(0, 0, z), f2(0, 0, z), f3(0, 0, z))
= (−f1(0, 0, z),−f2(0, 0, z), f3(0, 0, z)).
Thus f(0, 0, z) = (0, 0, f3(0, 0, z)), that is f maps z-axis onto itself. Since f is symmetric
in planes {x = 0} and {y = 0}, therefore F is symmetric in these planes, and consequently
F maps z-axis onto itself.
Now write u for the harmonic function in B3 which equals identically −1 northern hemi-
sphere {z > 0} and equals 1 on southern hemisphere {z < 0} of S2. Then for any
z ∈ (0, 1), we have
u(0, 0, z) = −1 < 0 < 1 = u(0, 0,−z),
and since F3 → u pointwise as p→∞. So, F3(0, 0, z) < F3(0, 0,−z), which gives that F3
is not injective and since F maps z-axis onto itself, we get that F is not injective.
Theorem 5.2.2. There exists a self homoeomorphism f ∗ of Sn−1 exists whose harmonic
extension F ∗ is not injective in Bn.
Proof. Denote self homeomorphism of S2 by f and its harmonic extension on B3 by F
constructed in the previous theorem.
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Let n ≥ 4, for x = (x1, x2, . . . , xn) ∈ S
n−1, consider
R(x) =
√
|xn−2|2 + |xn−1|2 + |xn|2 =
√
1− |x1|2 − . . .− |xn−3|2.
Consider f ∗ : Sn−1 → Sn−1 given by
f ∗(x) =


(x1, . . . , xn−3, 0, 0, 0) ; if R(x) = 0(
x1, . . . , xn−3, R(x)
(
f
(
xn−2
R(x)
, xn−1
R(x)
, xn
R(x)
)))
; if R(x) > 0
.
Consider north pole x0 = (0, 0, . . . , 0, 0, 1) of S
n−1, then R(x0) = 1 > 0, and since f fixes
north pole of S2, we get that
f ∗(0, 0, . . . , 0, 0, 1) = (0, 0, . . . , 0, 0, 1).
Similarly, f ∗ fixes south pole, and since f ∗ is idednity on first n − 3 co-ordinates and
using the symmetry of map f in planes {xn−2 = 0} and {xn−1 = 0} in S
2, it can be easily
checked that f ∗ is symmetric in planes {xi}, i = 1, 2, . . . , n− 1 and hence so is F
∗.
Write u∗ for the harmonic function which equals identically −R(x) on the northen hemi-
sphere {x ∈ Sn : xn > 0} and equals R(x) on southern hemisphere {x ∈ S
n : xn < 0} of
Bn. Then for any xn ∈ (0, 1),
u∗(0, 0, . . . , xn) = −1 < 0 < 1 = u(0, 0, . . . ,−xn),
and by the Poisson formula F ∗n → u
∗, and hence
F ∗n(0, 0, . . . , xn) < F
∗
n(0, 0, . . . ,−xn).
Therefore F ∗n is not injective and hence F
∗ is not injective, since F ∗ maps xn−axis onto
itself.
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