Abstract-Spatial field sampling with mobile sensor has recently been addressed in the literature. This work introduces and proposes solution to a fundamental question: can a spatial field be estimated from samples taken by a mobile sensor at unknown sampling locations along a path? Spatially one-dimensional and bandlimited, and temporally fixed fields are considered. It is assumed that field samples are collected on spatial locations realized by an unknown renewal process. That is, the sampling locations and the inter-sample distribution in the renewal process are both unknown. It is shown that average mean-squared error in field estimation decreases as O(1/n) where n is the samplingrate employed by the mobile sensor. The sampling rate can be increased by controlling the mean value of the inter-sample spacing by a location unaware mobile sensor.
I. INTRODUCTION
Consider a mobile sensor which has to acquire a spatially smooth field by moving along a path or spatial trajectory [1] , [2] . With precise location information, spatial field reconstruction or estimation will reduce into the classical non-uniform sampling problem, which has been addressed extensively in the literature [3] . In the context of spatial sampling with mobilesensor, a more challenging setup is when the locations of samples collected are not known. Unknown sampling locations is an interesting paradigm in spatial field estimation, and it will be explored in this work.
By using a GPS (global positioning system) on the sensor or by using distributed signal processing techniques [4] , sensor localization can be achieved. For a mobile sensor, its location can also be predicted by using its path, its velocity, and an accurate clock [1] ; to this end, basic laws of velocity and displacement are needed. All these mechanisms will add to the cost of mobile sensor or increase the data-recording overhead or both. For this reason, it would be desirable to not have the location information of mobile sensor, and yet reconstruct the spatial field to a desired accuracy. This is the core motivation behind the paper.
To keep this novel exposition with unknown sampling location analytically tractable, and to understand the effect of unknown locations in isolation, one-dimensional temporallyfixed and bandlimited field would be considered. It will be assumed that the mobile sensor samples the field at locations obtained by an unknown renewal process. By unknown renewal process, it is meant that neither the distribution of the inter-sample locations nor the locations at which field samples are obtained are known. In this challenging setup, sampling rate will be used in this work to decrease expected meansquared error in field-reconstruction. Consistent estimates will be developed which would ensure that the mean-squared error will decay to zero with increasing sampling rates.
The field sampling setup with a mobile sensor is illustrated in Fig. 1 . For analytical tractability, the spatial field is assumed to be temporally fixed in this first exposition. The mobile sensor collects the spatial field's values at unknown locations s 1 , s 2 , . . ., s m realized from a renewal process with unknown inter-sample distribution. The goal is to estimate the field from the samples collected by the mobile sensor.
. . . 1 . . . Fig. 1 . A mobile sensor, while the field is not changing with time, collects the spatial field's values at unknown locations s1, s2, . . ., sm. It is assumed that s1, . . . , sm are realized from a renewal process with unknown distribution properties to model the sensor's nonuniform velocity and lack of location information. The field g(x) has to be estimated from g(s1), . . . , g(sm).
Main result: For the sampling setup in Fig. 1 and with some analytical conditions on the inter-sample location distribution, the expected mean-squared error in field is upper-bounded by O(1/n), where n is the average sampling rate, that is, the expected number of samples realized by the renewal process in the interval of sampling. To reiterate, this result holds when the sampling locations are obtained at unknown locations generated from an unknown renewal process.
Prior art: The topic of unknown but uniformly distributed sampling locations was recently introduced in the context of spatial sampling in a finite interval [5] . If n sensors are uniformly distributed in an interval, as in [5] , then their ordered (noise-affected) readings can be used to obtain a bandlimited field estimate with mean-squared error of O(1/n). This result is similar to the result of the current work and setup seems similar as well. The main distinguishing features between the current setup and the setup in [5] are: 1) it is known that ordered uniformly distributed random variables can be understood as realizations of a Poisson (renewal) process [6] . In contrast, in this current work the renewal process distribution is assumed to be unknown. This setup is much more challenging than in the previous work [5] , since the distribution properties are assumed to be unknown in the current work.
2) The analysis in [5] utilizes established facts on the mean-squared deviations of ordered uniformly distributed random variables [7] . The mean-squared error analysis in this work is derived from first principles. 3) One important implication of analysis done in this work is that both the estimate and the mean-squared error result are universal in nature (see (4) and Theorem 3.1).
Sampling of discrete-time bandlimited signals from samples taken at unknown locations was first studied by Marziliano and Vetterli [8] . A recovery algorithm for bandlimited signals from a finite number of ordered nonuniform samples at unknown sampling locations has been proposed by Browning [9] . This algorithm works in a deterministic setup. Estimation of periodic bandlimited signals, where samples are obtained at unknown locations obtained by a random perturbation of equi-spaced deterministic grid, has been studied by Nordio et al. [10] . More generally, the topic of sampling with jitter on the sampling locations [11] , [12, Chap. 3.8 ] is well known. Perfect reconstruction of a spatial field where location unaware sensors are deployed on a discrete grid has been recently addressed in a detection setup [13] . Sensing of a sparse field from unlabeled measurements (lack of location information) has also been studied recently [14] ; in this case, the sensing matrix consists of independent and identically distributed entries.
This work is different in the following non-trivial mannerthe sampling locations are generated according to an unknown renewal process, where even the distribution defining the renewal process is unknown.
1 Notation: Spatial fields will be denoted by g(x) and its variants. Its L ∞ -norm and spatial derivative will be denoted by g ∞ and g (x), respectively. The number of (random) samples will be denoted by M , while n will denote the expected value of M . Expectation will be denoted by E. The set of integers, real numbers, and complex numbers will be denoted by Z, R, and C, respectively. Organization: Sampling and reconstruction models are described in Section II. The estimation of spatial field with known bandwidth and samples taken on an unknown renewal process is addressed in Section III. Simulations are presented in Section IV. Finally, conclusions will be presented in Section V.
II. FIELD MODEL, DISTORTION, AND MOBILE-SENSOR SAMPLING MODEL
The models used for theoretical analysis in Section III will be discussed in this section. Field model is discussed first.
A. Field model
It will be assumed that the field is one dimensional, temporally fixed, has finite-support, and spatially bandlimited. Let g(x) be the field, where x is the spatial dimension. 2 Without loss of generality, it is assumed that |g(x)| ≤ 1. Let [0, 1] be the interval of interest over which the spatial field has to be acquired. The field being bandlimited on [0, 1] implies that g(x) has a Fourier series with bounded Fourier series coefficients
where 2bπ is the field's bandwidth. By the Bernstein inequality [15] , it follows that
The bandwidth 2bπ (or b) is assumed to be known.
B. Distortion criterion
A mean-squared error criterion will be used as the distortion metric. If G(x) is any estimate of the field g(x), then the distortion is defined as
where A[k] is the Fourier series representation of G(x).
C. Renewal sampling model
It will be assumed that X 1 , X 2 , X 3 , . . . is a renewal process, and it determines the separations between the sampling locations of a mobile sensor. By definition, each X i is positive. The mobile sensor, while traveling in the interval of interest [0, 1], records field samples at the locations S 1 := X 1 ,
where M is the random number of samples in the interval [0, 1]. The random variable (M + 1) is a (measurable) stopping condition since it is the first value of (M + 1) such that [16] 
Let X be the common inter-sample distribution of the renewal process X 1 , X 2 , . . .. In our sampling model, it is assumed that 0 < X ≤ λ n and E(X) = 1 n where λ > 1 is a finite constant independent of n. Since E(X) = (1/n), so M/n ≈ 1 asymptotically. The parameter n is the average sampling rate. The first condition in the above equation implies that 0 < nX ≤ λ; that is the sampling intervals, though random, are bounded. The random variable M is the (random but large) number of samples recorded to determine the field g(x) by a mobile sensor, which is unaware of the sampling locations S 1 , S 2 , . . . , S M . The role of λ in the context of mobile-sampling can be understood as follows. In the context of mobile sampling, if v max is the maximum velocity of a mobile-sensor and if T is the time within which it records a sample, then λ/n = v max T . Then the parameter n can be controlled by either reducing v max or by reducing T or both. As long as v max and T are finite (and small), a finite λ in our model is justified.
The main help in field reconstruction is from the sampling rate n. It will be shown that as the parameter n becomes large, there exists an estimate of the field which converges to the true field g(x) with respect to the distortion in (3). Our estimate will work without the knowledge of S 1 , S 2 , . . . , S M , and the distribution of X will also be unknown.
III. FIELD ESTIMATION FROM SAMPLES OBTAINED ON AN UNKNOWN RENEWAL PROCESS
In this section, the Fourier series of the periodic bandlimited field g(x) will be estimated by observing field samples obtained on an unknown renewal process. Recall that unknown renewal process refers to unknown sampling locations and unknown inter-sample spacing distribution. The sampling locations were defined as
Field values g(S 1 ), g(S 2 ), . . . , g(S M ) are available for the estimation of the field g(x). The key to our estimation procedure will be the field's Fourier series coefficient estimate
where −b ≤ k ≤ b. This formula is a Riemann-sum like approximation to the Fourier series integral formula in (1) with the intuition that the sample locations given by S i , 1 ≤ i ≤ M are "near" the grid points i/M, 1 ≤ i ≤ M . This intuition, after analysis, is formalized in the next theorem. Theorem 3.1: Let A[k] be as defined in (4) . Let X i be independent and identically distributed positive (inter-sample spacing) random variables such that X i > 0, E(X i ) = 1/n, and distribution of X i has support in (0, λ/n]. Then
and the distortion in (3) is bounded as D ≤ (2b + 1)C/n. The constant C depends on λ and b, but not on n.
Proof: Only a proof sketch is provided due to space constraints. The estimate A[k] is given by
is random due to presence of M . By the triangle inequality [17] ,
will be upper-bounded using the smoothness properties of g(x) (see Bernstein's inequality in (2)) and using ideas from exchangeable sequences [16] . First,
Note that where C 1 > 0 depends on λ and is independent of n.
Similarly, for a[k] − A R [k], the following statement is noted [18] :
Putting together results from (9), (10), and (11) in (6),
≤ C n for some C > 0 which does not depend on n. This proves the main result of the theorem. ♣
The following remarks are noted for the above result. Remark 1: The estimate works on the intuition that S i is nearly equal to (i/M ), and statistical averaging (with large n) is expected to ensure convergence of A[k] towards a[k]. It was shown that the rate of this convergence is O(1/n). The simulations presented in Fig. 2 illustrate a mean-squared error proportional to 1/n. It would seem that the O(1/n) upperbound is order-optimal for the estimate presented in (5). It would be desirable to find an estimate for a[k] which has the smallest mean-squared error, to ensure the smallest distortion as a function of sampling rate n. In our experience, this problem is difficult because the renewal process distribution is not known as well as the field samples are non-linear functions of the unknown sampling locations.
Remark 2: It is assumed that the distribution of X has a support in (0, λ/n], where λ > 1 is a finite. This assumption results in tractable analysis, but distributions with infinite support such as the exponential distribution are not covered. If nX is exponentially distributed, then the renewal process is Poisson. For Poisson process, conditioned on M , the random variables S 1 , S 2 , . . . , S M will correspond to ordered Uniform[0, 1] random variables [16] . For the special case of Poisson renewal process based sampling, the mean-squared error between A[k] and a[k] has been shown to be O(1/n) in the literature [5] .
Remark 3: Renewal process with small mean (of 1/n) result in a 'pontogram', which is connected to the Brownian Bridge [19] . In the spatial-sampling context, if M (x) is the number of samples taken up till location x (with M (1) = M in this work's notation), then √ n[M (x) − xM (1)] will be a generalized pontogram as a function of x ∈ [0, 1]. Then, it is known that the worst deviation of the pontogram from a Brownian bridge is negligible (with high probability) as n increases [19, Theorem 2.1] . This indicates that, in the limit of large n, the mobile sensor will be sampling the spatial field on a Brownian bridge! The properties of a bandlimited field being observed on a Brownian bridge (at unknown points) is an interesting topic of study for future research.
Like in a Brownian bridge, the variance of sample-locations in the middle is larger than those at the edges of the sampling interval. In the future, it would be interesting to design estimates of a[k] which utilize this property.
IV. SIMULATION RESULTS
Simulation results will be presented in this section. The generation of spatial field is explained first. It is assumed that there is a field g(x) with Fourier series coefficients given by The random sampling-locations were obtained using four different renewal distributions: (i) a generalized Pareto distribution with shape parameter 0.5, and scale and threshold parameters 1.0, scaled by 3n to ensure mean is 1/n; (ii) an equiprobable law which selects the values 0.1/n and 1.9/n; (iii) an exponential law with mean 1/n; and, (iv) a Uniform[0, 2/n] law. Note that in all these selections, the expected value of the inter-sample spacing will be 1/n. In all these four cases, using the estimate in (5), Fourier series coefficient were estimated for field reconstruction. Field's bandwidth was assumed to be known in simulations.
Simulation results are illustrated in Fig. 2 . In the first plot in Fig. 2 , the graphs are obtained using the Uniform[0, 2/n] law. The convergence of random realizations of G(x) to g(x) can be observed with increasing n. The graph for n = 10000 is near identical to the true field and cannot be seen in the plot. Similar plots were observed for the other distributions.
In the second plot in Fig. 2 , the mean-squared error, averaged over 10000 Monte-Carlo trials is illustrated for the above-mentioned distributions. These mean-squared error plots for the equiprobable law and the Uniform[0, 2/n] distributions are coherent with the result in Theorem 3.1. The mean-squared error plot for the exponential distribution is coherent with the literature [5] , even though the renewal distribution does not satisfy λ < ∞ made in Theorem 3.1. The generalized Pareto distribution is heavy-tailed and the same O(1/n) meansquared error law does not seem to hold for it in simulations. This will be an interesting topic for future research.
V. CONCLUDING REMARKS
This work introduced the estimation of bandlimited spatial fields from samples taken at unknown sampling locations, where the locations are generated from a renewal process with unknown distribution. Oversampling was used to combat against unknown sampling locations. A spatial field estimate, which converges to the true spatial field in the mean-squared sense at the rate O(1/oversampling), was presented and its analysis was the main result of the work. (12) . In the first plot, the random realizations of G(x) are illustrated with renewal distribution as Uniform[0, 2/n]. The convergence of G(x) to g(x), with increasing values of n, can be observed. The field estimate for n = 10000 is nearly identical to the true field (and is not visible in the plot). In the second plot, the distortion averaged over 10000 random trials is shown for four distributions mentioned in Section IV. The distortion decreases as O(1/n) for all the distributions except the heavy-tailed generalized Pareto distribution (compare with the result in Theorem 3.1).
This work leads to many interesting questions in the context of field reconstruction with unknown sampling locations. Is the distortion result developed in this work order-optimal? What is the effect of sample quantization on the distortion? If locations are known for a fraction of the samples, how should the field estimation change? How should non-bandlimited field sampling be addressed? All these classical questions need a revisit if sampling locations are unknown. The works of Masry [20] , Wang and Ishwar [21] , and Kumar and Prabhakaran [22] can be used to address questions related to non-bandlimited field sampling or field estimation with single-bit quantized samples, while using a location unaware mobile sensor.
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