Abstract. We prove existence of global attractors for parabolic equations of the form
Introduction
In this paper we study the existence of global attractors for semilinear parabolic equations of the form (1.1) u t + β(x)u − ij ∂ i (a ij (x)∂ j u) = f (x, u), x ∈ Ω, t ∈ [0, ∞[ , u(x, t) = 0, x ∈ ∂Ω, t ∈ [0, ∞[ . Here, N = 3 and Ω is an arbitrary open set in R N , bounded or not, β: Ω → R and f : Ω × R → R are given functions and Lu := ij ∂ i (a ij (x)∂ j u) is a linear secondorder differential operator in divergence form. We do not make any smoothness assumption on ∂Ω and a ij (·).
Notice that, without smoothness assumptions on ∂Ω and a ij (·), it is not possible to study (1.1) in the L q setting for q = 2. The reason is that one cannot use the regularity theory of elliptic partial differential equations to characterize the fractional power spaces generated by −L + β(x). On the other hand, in order to work in the L 2 setting one must impose growth conditions on f . In particular, for N = 3 the critical exponent is ρ = 5. The lack of regularity also prevents us from being able to use the ε-regular mild solutions introduced by Arrieta and Carvalho in [2] to treat the critical case. Therefore we shall assume in this paper that f has subcritical growth.
There is vast literature concerning existence of global attractors for reactiondiffusion equations on bounded domains (see e.g. [10, 12, 5, 16, 8] ). In this case the asymptotic compactness property for the solutions of the equations follows from the compactness of the Sobolew embedding H 1 ⊂ L 2 . For unbounded domains 1 this embedding is no longer compact and so new ideas are needed to obtain the asymptotic compactness property.
In [6] Babin and Vishik considered an equation of the form u t + u − ∆u = f (u) + g(x), x ∈ R N , t ∈ [0, ∞[ , with f satisfying the dissipativeness condition f (u)u ≤ 0 and the monotonicity condition f ′ (u) ≤ ℓ . They overcame the difficulties arising from the lack of compactness by introducing weighted Sobolev spaces. More recently, Wang considered the same equation in [17] and established the asymptotic compactness of the solutions in the space L 2 , under the same hypotheses as those in [6] . To this end, he developed a technique based on tail-estimates of the solutions outside large balls. The simple remark in [13] shows that the solutions are actually asymptotically compact in the natural energy space H 1 . The equation studied in [6, 17] has a very special form. In [4] Arrieta et al. considered the more general equation u t − ∆u = f (x, u), x ∈ Ω, t ∈ [0, ∞[ , u(x, t) = 0, x ∈ ∂Ω, t ∈ [0, ∞[ .
In that paper Ω is an unbounded domain with uniformly C
2 -boundary. The function f has the form f (x, u) = m(x) +f 0 (x, u) +g(x) and satisfies the dissipativeness condition f (x, u)u ≤ C(x)|u| 2 + D(x)|u|, where C is such that the semigroup generated by ∆ + C(x) decays exponentially. The operator ∆ could be replaced by a general second order differential operator in divergence form like L, provided the coefficients a ij are sufficiently smooth. The authors proved several results about existence of attractors in various Sobolev spaces, depending on the growth of f and on the summability properties of m, g, C and D. Their technique is based on the abstract comparison results of [3] and ultimately on the maximum principle for the heat equation. In order to apply the comparison results of [3] , one needs to check that the nonlinear function f 0 satisfies the following property: for every r > 0 there exists a constant k such that the mapping u(·) → f 0 (·, u(·)) + ku(·) is increasing on the ball of radius r in the functional space in which the problem is set. In general this property is not satisfied, so one needs to 'prepare' the function f 0 before applying the comparison theorem. This means that one must first find some (local) L ∞ -bound for the solutions and then modify f 0 so as to obtain a globally Lipschitzian function. Such L ∞ -bounds are obtained through a bootstrapping argument which is possible only if ∂Ω and a ij satisfy suitable smoothness assumptions.
In this paper we prove existence of global attractors for the parabolic equation (1.1) on an arbitrary unbounded domain Ω in R 3 , without smoothness assumptions on a ij (·) and ∂Ω. To this end we exploit the tail-estimate technique of Wang and the remarkable fact that the equation admits a natural Lyapunov functional. Our hypotheses on the function f are very general and, in particular, they cover the cases considered in [3] . Moreover, since our proof does not depend on the maximum principle, it works also for systems of equations with gradient nonlinearities.
In order to present our results in more detail, let us first describe the notation used in this paper.
Notation.
Let Ω be an arbitrary open set in R N . Given any measurable function v: Ω → R and any ν ∈ [1, ∞[ we set, as usual,
. We also use the common notation D(Ω) resp. D ′ (Ω) to denote the space of all test functions on Ω, resp. all distributions on Ω. If w ∈ D ′ (Ω) and ϕ ∈ D(Ω), then we use the usual functional notation w(ϕ) to denote the value of w at ϕ.
Given a function g: Ω × R → R, we denote by g the (Nemitski ) operator which associates with every function u:
If X is a normed space and u: I ⊂ R → X is differentiable into X at t ∈ I then we often denote the derivative of u at t by ∂(u; X)(t), in order to indicate its dependence on X.
Unless specified otherwise, all linear spaces considered in this paper are over the real numbers. Definition 1.1. Let w: Ω → R be a measurable function and let γ ∈]0, 1] be a real number. We say that w ∈ E γ if and only if one of the following conditions is satisfied:
(1) γ ∈]0, 1[ and there exists a constant C > 0 such that for all ε > 0 and all
Remark. Denote by L ν u (R N ) the set of measurable functions v:
where, for y ∈ R N , B(y) is the open unit cube in R N centered at y. By carefully checking the proof of Lemma 3.2 in [14] , we obtain that if the trivial extension w of
We make the following assumptions:
. . , N , and for every ξ ∈ R N and a.e.
(2) β: Ω → R is a measurable function with the property that for every
(Ω) (this is slightly less restrictive than the requirement that β ∈ E γ for some
2) a: Ω → R is a measurable function with the property that a ∈ E γ for some
f (x, s) ds ≤ c(x) for a.e. x ∈ Ω and every u ∈ R.
Under Hypothesis 1.2 the differential operator u → −Lu + β(x)u defines a positive self-adjoint operator A: D(A) ⊂ X → X on the Hilbert space X = L 2 (Ω). D(A) endowed with the graph norm of A is continuously included in H 1 0 (Ω). The operator A generates the family
for all α, β ∈ R. Under Hypothesis 1.3 one can find an α ∈ ]0, 1[ such that the function f generates a locally Lipschitzian Nemitski operator f :
general results on abstract parabolic equations (see e.g. [11] ), (1.1) generates a local semiflow π on H 1 0 (Ω). The choice of α depends on ρ and γ. The semiflow π does not depend on the choice of α.
The main result of this paper can now be stated as follows. 
Preliminaries
We assume the reader's familiarity with attractor theory on metric spaces as expounded in e.g. [10] or, more recently, in [8] and we just collect here a few relevant concepts from that theory. A
π is called asymptotically compact if whenever B ⊂ Y is ultimately bounded, (x n ) n is a sequence in B and (t n ) n is a sequence in [0, ∞[ with t n → ∞ as n → ∞, then the sequence (x n πt n ) n has a convergent subsequence.
The following result is well-known: 
A −α is injective and we define X α = X α A to be the range of A −α . We define A α : X α → X to be the inverse of A −α . We also set X 0 = X and A 0 = Id X . We call A −α , resp. A α the basic fractional power of A of order −α, resp. α and we call X α the fractional power space of A of order α. X α is a Banach space with respect to the norm
Now let X be a Hilbert space and A: D(A) ⊂ X → X be self-adjoint in X with re σ(A) > 0. Then A is sectorial in X and, for α ∈ ]0, ∞[,
where (E(t)) t∈R is the spectral measure defined by A. In this case the set X α is a Hilbert space with respect to the scalar product
A be the dual space of X α . We endow X −α with the scalar product ·, · X −α dual to the scalar product ·, · X α , i.e.
We have the following basic result.
For all α, γ ∈ R, θ ∈ [0, 1] and x ∈ X γ with α ≤ γ and β = (1 − θ)α + θγ, the interpolation inequality
and set
and for all α, β and γ ∈ R, and
The map ϕ β−α,−α is an isometry of the Hilbert space
Finally, whenever
Here, the dot '.' denotes function application between an element of X −α and X α .
Remark 2.3. In view of Proposition 2.2, for α, β ∈ R with β ≥ α one often regards ϕ β,α as an inclusion map and X β as a (dense) subset of X α . Sometimes (cf e.g. [15] ) the notation
Proposition 2.2 is well-known (see e.g. the book of Amann [1] ) but it is not easy to find in the literature a proof that is both elementary and complete. Therefore, in the Appendix, we provide an elementary proof which presupposes only minimal knowledge of spectral measures. α and π be the local semiflow on X α generated by the solutions of the differential equation 
Some results on semilinear parabolic equations
where C ′ ∈ [0, ∞[ is a constant which only depends on (α, C, L, T ). Estimate (3.2) implies the assertion of the Proposition. β , β ∈ R, be the family of fractional power spaces generated by A + kI. Let α ∈ [0, 1[, g: X α → X be Lipschitzian on bounded subsets of X α and π be the local semiflow on X α generated by the solutions of the differential equation
Proof. By results in [11] , K ⊂ X 1 . Let (u n ) n be an arbitrary sequence in K. Then there is a sequence (u n ) n of solutions of π lying in K such that u n (0) = u n for every n ∈ N. Let β ∈ ]0, 1[ be such that β > α. By [11, Theorem 3.5.2, and its proof] there is a constant C ∈ ]0, ∞[ such that for every n ∈ N, u n is differentiable into X β and
There is a strictly increasing sequence (n m ) m in N and a u ∈ K such that u n m → u in X α as m → ∞. Thus, using the notation of Proposition 2.2,
We thus conclude that ϕ 0,α−1 v n m → −ϕ 0,α−1 Au + ϕ 0,α−1 g(u) in X α−1 as m → ∞. This together with (3.4) and the interpolation inequality from Proposition 2.2 implies that v
The theorem is proved.
Some linear estimates
Remark 4.1. Under Hypothesis 1.2 item (1) let the operator L:
The definition of distributional derivatives implies that
It follows by density that
Proof. This is just a simple computation.
·, · 1 is a scalar product on H 
Thus if v, Bu 1/2 = 0 for all u ∈ X, then v = 0. This shows that R(B) is dense in X 1/2 . We claim that
In fact, if u and v ∈ R(B) then u = Bũ and v = Bṽ for some u and v ∈ X. Thus
The claim is proved. Since B 1/2 is continuous from X to X with bound |B 1/2 | it follows that, for all
there is a sequence (u n ) n in R(B) converging to u in Y . It follows that (u n ) n is a Cauchy sequence in Y , so, by (4.5), it is a Cauchy sequence in X 1/2 and so it converges to a v ∈ X 1/2 . By what we have proved so far, (u n ) n converges to v and to u in X. Thus u = v so u ∈ X 1/2 . It follows that Y ⊂ X 1/2 . The same argument, with 'Y ' and 'X 1/2 ' exchanged with each other, proves that X 1/2 ⊂ Y . The last statement of the lemma follows from (4.5) by density. 
Lemma 4.2 implies that
We have thus proved that −A is symmetric and dissipative. We will now prove that −A is m-dissipative. To this end, we must prove that for every
Define the bilinear form b:
It follows from Hypothesis 1.2 and Lemma 4.2 that there are constants C and 
Some nonlinear estimates
In this section we assume that f : Ω × R → R is a function satisfying Hypothesis 1.3. 
where β = (6 − p)/(2p). Let B be the inclusion map from
Since, by interpolation of fractional power spaces, Proof. It is easy to check that w ∈ E γ if and only if there exists a constant
(Ω) defined by the assignement u → |w| 1/2 u. Since, by interpolation of fractional power spaces, 
(by Lemma 5.1) and the mapping u → |a| 1/2 u is bounded from X α to X (by Lemma 5.2). If ρ = 2 and a 2 ∈ E 1 then let α = 0. Let F : Ω × R → R be defined by
is defined, linear and bounded, hence f (u) ∈ X −α . 2, 6] . In particular, f (u): Ω → R and F (u): Ω → R are measurable. Now, for u ∈ X 1/2 we have that
If ρ = 2, then for every
where r = (6/5)(ρ + 1). It follows that for every u ∈ X 1/2 the map h → f (u) · h is linear and bounded from X 1/2 to L 1 (Ω). Now, for u, h ∈ X 1/2 ,
where r = (6/4)ρ. This shows that the operator F :
Thus, indeed, the function f (u):
dx, is defined, linear and bounded, hence f (u) ∈ X −α . Similarly, we obtain for u, h ∈ X 1/2 and
This shows that the operator f : X 1/2 → X −α is defined and Lipschitzian on bounded subsets of X 1/2 . Now suppose ρ = 2 and a 2 ∈ E 1 . Then similar arguments show that
and
Again this shows that the operator f : X 1/2 → X −α = X is defined and Lipschitzian on bounded subsets of X 1/2 .
Tail estimates and the existence of attractors
Let A be the operator defined in Proposition 4.5 and X α , α ∈ R, A (α) , α ∈ R and A (−α) , α ∈ ]0, ∞[, be the spaces and the operators defined in Proposition 2.2 with respect to A = A. If ρ = 2, then, by what we have proved so far, the parabolic equatioṅ
. Let π be the local semiflow on X 1/2 which is conjugate to π via the conjugation ϕ (1/2),−α :
. While the local semiflow π depends on α, it is not difficult to prove that Proposition 6.1. For ρ ∈ ]2, 4[, the local semiflow π is independent of the choice of
, where p = (q/(q−1)) and q = (6/(ρ + 1)).
From the definition of π we thus obtain, choosing α = 0 if ρ = 2, that
whereu(t) := ∂(u; X 1/2 )(t) = ∂(u; X 0 )(t).
Proof. By Proposition 5.3 the function L is Fréchet differentiable and
If ρ > 2, then the last statement of Proposition 2.2 implies that
and so, by Proposition 5.3 and 6.2,
This proves formula (6.1) for ρ ∈ ]2, 4[. A similar but simpler argument proves (6.1) for ρ = 2. 
It follows that every solution of π is bounded in Y and so, as π does not explode in bounded subsets of Y , π is a global semiflow. Proposition 5.3 also implies that every bounded set B is π-ultimately bounded, with
solution of π along which L is constant, then, by Proposition 6.3,u(t) = 0 for all t ∈ ]0, ∞[ and this clearly implies that u is a constant solution so u(0) is an equilibrium of π. Let u 0 be an equilibrium of π. Suppose first that ρ > 2. Then A (1−α) u 0 is defined and
so the set of all equilibria of π is bounded in Y . A similar but simpler argument shows that, if ρ = 2, then again the set of all equilibria of π is bounded in Y . The proposition is proved.
We can now state our basic result on tail estimates. 
To prove (6.5), we may suppose that v ∈ X 1 since the general case follows by the density of
so, using (6.4), we obtain
This proves (6.5).
Then V k is Fréchet differentiable and
By results in [14] ,
so, using (6.5), we obtain
This implies that
This clearly implies that (6.3) holds for every t ∈ [0, τ ]. This proves the theorem for ρ ∈ ]2, 4[. Similar, but simpler arguments prove the theorem for ρ = 2. The theorem is proved.
We can now prove Theorem 6.6. The semiflow π is asymptotically compact.
Proof. Let B be an ultimately bounded subset of Y = H 1 0 (Ω), (v n ) n be a sequence in B and (t n ) n be a sequence in [0, ∞[ with t n → ∞ as n → ∞. We must show that there is a subsequence of (v n πt n ) n which converges in Y .
There is a t B ∈ [0, ∞[ and an R ∈ [0, ∞[ such that |vπt| H 1 0 ≤ R for all v ∈ B and t ∈ [t B , ∞[. We may assume w.l.o.g. that t n ≥ t B + 1 for all n ∈ N. For n ∈ N let s n = t n − t B and u n : [0, ∞[ → H 1 0 (Ω) be defined by u n (s) = v n π(t B + s) for s ∈ [0, ∞[. Then, for n ∈ N, τ n := s n − 1 ≥ 0 and u n is a solution of π with
We claim that (6.6) There is a strictly increasing sequence (n m ) m in N and a v ∈ H
Using Proposition 3.1 (with appropriately modified notation) we see that
. This means that (u n m (s n m )) m converges to vπ1 in X 1/2 and completes the proof of the theorem. Thus we only have to prove (6.6). Let β K be the Kuratowski measure of noncompactness on X = L 2 (Ω). Then for every k ∈ N and n 0 ∈ N,
By Theorem 6.5 and the fact that τ n → ∞ as n → ∞, for every ε ∈ ]0, ∞[ there are a k ∈ N and an n 0 ∈ N such that |ϑ k u n | L 2 < ε for all n ≥ n 0 . Thus, for every
, results in [14] imply that the map u
(Ω) and so
We therefore obtain that
and so there is a strictly increasing sequence ( 
Appendix
We will prove Proposition 2.2. We require the following simple and known result. Proof of Proposition 2.2. It is immediate that for all α, β ∈ R with β ≥ α the map ϕ β,α : X β → X α is defined, linear and bounded. The density of X δ in X γ for all γ, δ ∈ ]0, ∞[ with δ > γ implies that (7.1) for all α, β ∈ R with β ≥ α the map ϕ β,α is injective and ϕ β,α [X β ] is dense in X α . Now formula (2.3) and an integration using Hölder inequality shows that
Formula (2.2) and the definition of the maps ϕ β,α implies that
Using this formula (for β = 0) we see that (7.4) |ϕ δ,α x| X α = |A α x| X , for all α ∈ R, δ ∈ [0, ∞[ and x ∈ X δ with δ ≥ α. Now (7.1), (7.2) and (7.4) imply the interpolation inequality
with α ≤ γ and β = (1 − θ)α + θγ.
A straightforward proof by cases also shows that
2) implies that ϕ β,β−α is an isometry from the space X β endowed with the (in general incomplete) norm x → n β−α (x) := |A β−α x| X to the Hilbert space X β−α . The same formula with β = 0 shows that ϕ 0,−α is an isometry from the space X = X 0 endowed with the (in general incomplete) norm x → n −α (x) = |A −α x| X to the Hilbert space X −α . Since A −β is a bijective isometry from X endowed with the norm n −α to X β−α endowed with the norm n β−α it follows from Lemma 7.1 that
is a linear bijective isometry. Now, for α ∈ R and β ∈ ]0, ∞[ we may define the map A
We also set A (α) := A 1 (α) . The above definitions and simple density arguments show that (7.11) For all γ, γ ′ ∈ R with γ > γ ′ and all β ∈ R,
Since for α, β ∈ R with β ≥ α the map ϕ β,α is bijective onto its range, we may, for all α, β ∈ ]0, ∞[ define the map
We also set A (−α) := A 
This implies that, for u and v ∈ X
Since A Hence, for u ∈ X β , we obtain from (7.15), Ax, x X ≥ δ x, x X , x ∈ X.
Hence, by (7.16), for u ∈ X 1 and x = ϕ 1−α,−α ϕ 1,1−α u, . Clearly, 1 ∈ Z and so induction on m ∈ N using (7.18) and (7.20) imply that Z contains all integers. Since nonnegative symmetric operators on a Hilbert space have unique nonnegative square roots, it follows by induction on k ∈ N (again using (7.18) and (7.20) ) that Z contains all numbers of the form m/2 k with m, k ∈ N. The set Z 0 of such numbers is dense in ]0, ∞[. Now let β ∈ ]0, ∞[ be arbitrary and (β n ) n be a sequence in Z 0 converging to β. By formula (2.1) we have that |B −β n x − B −β x| X −α → 0, x ∈ X −α and |A −β n x − A −β x| X → 0, x ∈ X.
In particular, using the fact that We also claim that To prove this claim, let x, y ∈ X β−α be arbitrary and let x = ϕ β−α,−α x, y = ϕ β−α,−α y. Suppose first that x = ϕ β,β−α u, y = ϕ β,β−α v with u, v ∈ X β . Then, by (7.15) , B β x = ϕ 0,−α A β u and B β y = ϕ 0,−α A β v. Therefore, using (7.14) we obtain If β − α < 0, then, by (7.14), Here, the dot '.' denotes function application between an element of X −α and X α . To prove this claim, assume first that x ∈ X 1 . Then, by (7.15), A (1−α) x = ϕ 0,−α Ax and so using the Fréchet-Riesz theorem and (7. so the claim follows in this special case. The general case follows by the density of X 1 in X 1−α and in X 1/2 . The proposition is proved.
