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A supercritical scalar field equation with a forcing term
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Abstract
This paper is concerned with the elliptic problem for a scalar field equation with a
forcing term
−∆u+ u = up + κµ in RN , u > 0 in RN , u(x)→ 0 as |x| → ∞, (P)
where N ≥ 2, p > 1, κ > 0 and µ is a Radon measure in RN with a compact support.
Under a suitable integrability condition on µ, we give a complete classification of the
solvability of problem (P) with 1 < p < pJL. Here pJL is the Joseph-Lundgren exponent
defined by
pJL :=∞ if N ≤ 10, pJL := (N − 2)
2 − 4N + 8√N − 1
(N − 2)(N − 10) if N ≥ 11.
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1
1 Introduction
This paper is concerned with the solvability of the elliptic problem for a scalar field equation
with a forcing term 

−∆u+ u = up + κµ in RN ,
u > 0 in RN ,
u(x)→ 0 as |x| → ∞,
(1.1)
where N ≥ 2, p > 1, κ > 0 and µ is a nontrivial (nonnegative) Radon measure in RN with
a compact support. In particular, we are interested in problem (1.1) in the supercritical
case p > pS , where
pS :=∞ if N = 2, pS := N + 2
N − 2 if N ≥ 3.
In general, the existence of the solutions of elliptic problems with supercritical nonlinearity
is widely open since it is difficult to find the Sobolev embedding fitting suitably to a weak
formulation of the solutions and many direct tools of calculus of variations are not appli-
cable. See [7] and [8], which include a nice survey and recent progresses for supercritical
elliptic problems.
In this paper, under a suitable integrability condition on µ, we prove the existence of
the critical constant κ∗ > 0 in the following sense (see Theorem 1.1):
(a) Problem (1.1) possesses a solution if 0 < κ < κ∗;
(b) Problem (1.1) possesses no solutions if κ > κ∗.
Furthermore, we show the following result (see Theorem 1.2), which is the main result of
this paper:
(c) Let 1 < p < pJL and κ = κ
∗. Then problem (1.1) possesses a unique solution.
Here
pJL :=∞ if N ≤ 10, pJL := (N − 2)
2 − 4N + 8√N − 1
(N − 2)(N − 10) if N ≥ 11.
The exponent pJL is called the Joseph-Lundgren exponent (see [19]) and pJL > pS for
N ≥ 3. It is a well-known critical exponent appearing in the study of the bifurcation
structure of the radially symmetric solutions and the stability of the solutions of Lane-
Emden-Fowler equation ∆u+ up = 0 (see e.g., [13], [14], [15], [19], [20], [23] and references
therein). Throughout the proof of assertion (c) we give a new characterization of the
Joseph-Lundgren exponent pJL.
We recall some results closely related to this paper. Deng and Li [9, 10] proved asser-
tions (a) and (b) in H1(RN ) under the assumption that
µ ∈ H−1(RN ) and |x|N−2µ ∈ L∞(RN ).
Furthermore, they proved assertion (c) in the case of 1 < p ≤ pS and the following:
2
(d) Assume either 1 < p < pS or p = pS with 3 ≤ N ≤ 5. Then problem (1.1) possesses
at least two solutions in H1(RN ) if 0 < κ < κ∗;
(e) Let p = pS and N ≥ 6. Under a suitable symmetric condition on µ, problem (1.1)
possesses a unique solution in H1(RN ) for all sufficiently small κ > 0.
On the other hand, the third author of this paper and Naito [21] considered problem (1.1)
with
µ =
n∑
j=1
cjδaj , (1.2)
where n ∈ {1, 2, . . . }, cj > 0, aj ∈ RN and δaj is the Dirac measure supported at aj . They
proved assertions (a), (b), (c) and (d) in the case of
1 < p <∞ if N = 2, 1 < p < N
N − 2 if N ≥ 3. (1.3)
We remark that problem (1.1) with (1.2) possesses no solutions if p ≥ N/(N−2). There are
many related results on assertions (a)–(e). See e.g., [1], [3]–[6], [9]–[12], [16]–[18], [21], [22],
[24], [26]–[29] and references therein. However, unfortunately, they are not applicable to
the proof of assertion (c) in the supercritical case even if µ ∈ C(RN ) and µ has a compact
support.
In this paper we prove assertions (a)–(c) and give a complete classification of the solv-
ability of problem (1.1) in the case of 1 < p < pJL. As far as we know, there are no
available results for complete classifications of the solvability of problem (1.1) in the su-
percritical case. Multiple existence of solutions concerning assertions (d) and (c) will be
discussed in a forthcoming paper.
We introduce some notation and formulate a definition of solutions of (1.1). For x ∈ RN
and r > 0, let B(x, r) := {y ∈ RN : |x− y| < r}. Define
C0(R
N ) :=
{
f ∈ C(RN ) : lim
|x|→∞
f(x) = 0
}
,
Lrc(R
N ) := {f ∈ Lr(RN ) : f has a compact support in RN},
where 1 ≤ r ≤ ∞. We denote by G the fundamental solution of −∆v + v = 0 in RN , that
is
G(x) :=
1
(2π)N/2|x|(N−2)/2K(N−2)/2(|x|), x ∈ R
N \ {0}, (1.4)
where K(N−2)/2 is the modified Bessel function of order (N − 2)/2.
Definition 1.1 Let µ be a Radon measure in RN , κ > 0 and 1 < p ≤ q <∞.
(i) We say that u is a (C0+L
q
c)-solution of (1.1) if u ∈ C0(RN )+Lqc(RN ) and u satisfies
u(x) = [G ∗ up](x) + κ[G ∗ µ](x) > 0 for almost all x ∈ RN .
(ii) We say that u is a (C0 + L
q
c)-supersolution of (1.1) if u ∈ C0(RN ) + Lqc(RN ) and u
satisfies
u(x) ≥ [G ∗ up](x) + κ[G ∗ µ](x) > 0 for almost all x ∈ RN .
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(iii) We say that u is a minimal (C0 + L
q
c)-solution of (1.1) if u(x) ≤ v(x) for almost all
x ∈ RN for any (C0 + Lqc)-solution v of (1.1).
Now we are ready to state our results of this paper. Theorem 1.1 is concerned with
assertions (a) and (b).
Theorem 1.1 Let µ be a nontrivial Radon measure in RN with suppµ ⊂ B(0, R) for some
R > 0. Let p > 1 and assume that
G ∗ µ ∈ Lq(RN ) for some q > max
{
p,
N(p− 1)
2
}
. (1.5)
Then there exists κ∗ ∈ (0,∞) with the following properties :
(i) If 1 < κ < κ∗, then problem (1.1) possesses a minimal (C0 + L
q
c)-solution uκ. Fur-
thermore, uκ(x) = O(G(x)) as |x| → ∞;
(ii) If κ > κ∗, then problem (1.1) possesses no (C0 + L
q
c)-solutions.
Remark 1.1 We give some comments on assumption (1.5).
(i) Let µ ∈ H−1(RN ). Then G ∗ µ ∈ H1(RN ), which together with the Sobolev embedding
implies that µ satisfies (1.5) in the case of 1 < p < pS.
(ii) Let µ satisfy (1.2). Then condition (1.5) holds under assumption (1.3).
Due to Remark 1.1, Theorem 1.1 is somewhat new even in the subcritical case (compare
with [1, 5, 9, 10, 12, 21]). The proof of Theorem 1.1 is based on the construction of
approximate solutions and the supersolution-subsolution method.
In Theorem 1.2 we show the unique solvability of problem (1.1) with κ = κ∗ in the case
of 1 < p < pJL.
Theorem 1.2 Let 1 < p < pJL and assume the same conditions as in Theorem 1.1. Then
problem (1.1) with κ = κ∗ possesses a unique (C0 + L
q
c)-solution.
The main ingredient in the proof of the existence of the solution with κ = κ∗ is to prove
uniform local estimates of {wκ}0<κ<κ∗ , where wκ := uκ − Uκj∗ ≥ 0, uκ is the minimal
solution given in Theorem 1.1 and Uκj∗ is an approximate solution to (1.1) (see (3.2) and
(3.7)). Here wκ ∈ H1(RN ) and it is a weak solution of a nonlinear elliptic problem (see
(4.3)). Applying elliptic regularity theorems to {(wκ)1/2ν}0<κ<κ∗ , where ν ∈ (0, 1), with
the aid of a delicate inequality (see Lemma 5.1), we obtain a uniform local estimate of
{(wκ)1/2ν}0<κ<κ∗ , instead of {wκ}0<κ<κ∗ . This argument gives a new characterization of
pJL. Indeed, the argument requires to find ν ∈ (0, 1) satisfying
4ν(1− ν)p > 1, pS + 1
2ν
>
N
2
(p− 1). (1.6)
The existence of ν ∈ (0, 1) satisfying (1.6) is equivalent to 1 < p < pJL (see Lemmas 5.4
and 5.5). Consequently, in the case of 1 < p < pJL, we obtain a uniform local estimate of
{(wκ)1/2ν}0<κ<κ∗ for some ν ∈ (0, 1). Furthermore, we apply elliptic regularity theorems
again to prove that uκ converges, as κ → κ∗, to a solution uκ∗ of (1.1) with κ = κ∗. The
proof of the uniqueness of the solution with κ = κ∗ is by contradiction and the construction
of supersolutions.
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The rest of this paper is organized as follows. In Section 2 we prepare some inequalities
of the fundamental solution G and recall two lemmas on eigenvalue problems. In Section 3
we construct approximate solutions to (1.1) and obtain some estimates of the approximate
solutions. Section 4 is devoted to the proof of Theorem 1.1. In Sections 5 and 6 we prove
Theorem 1.2.
2 Preliminaries
In this section we recall some properties on the fundamental solution G = G(x). In what
follows, for any nonnegative functions f and g in RN , we say that f(x) ≍ g(x) as x→ 0 if
there exists c > 0 such that c−1g(x) ≤ f(x) ≤ cg(x) in a neighborhood of 0. Similarly, we
say that f(x) ≍ g(x) as x→∞ if there exists c > 0 such that c−1g(x) ≤ f(x) ≤ cg(x) in a
neighborhood of the space infinity.
2.1 Fundamental solution G
We collect some properties of the fundamental solution G. It follows from (1.4) that
G(x) ≍
{
|x|−(N−2) if N ≥ 3,
− log |x| if N = 2, as |x| → 0,
G(x) ≍ |x|−N−12 e−|x| as |x| → ∞.
(2.1)
By the Ho¨lder inequality, the Hardy-Littlewood-Sobolev inequality and the Sobolev in-
equality we have the following properties (see [21, Appendix]):
(G1) For r ∈ [1, N/(N − 2)), there exists Cr > 0 such that
‖G ∗ v‖Lr(RN ) ≤ Cr‖v‖L1(RN ), v ∈ L1(RN );
(G2) For r ∈ (1, N/2), there exists C ′r > 0 such that
‖G ∗ v‖Lr′ (RN ) ≤ C ′r‖v‖Lr(RN ), v ∈ Lr(RN ),
where 1/r′ = 1/r − 2/N ;
(G3) Let r > N/2. Then
G ∗ v ∈ C0(RN ) and ‖G ∗ v‖L∞(RN ) ≤ C‖v‖Lr(RN )
for v ∈ Lr(RN );
(G4) For v ∈ L1(RN ) ∩ Lr(RN ) with some r > N/2, then
G ∗ v ∈ C0(RN ) ∩ L1(RN ) ∩H1(RN ).
Let
g := G ∗ χB(0,1),
where χB(0,1) denotes the characteristic function of the ball B(0, 1). Then
g ∈ C∞, g(x) > 0 in RN , g(x) ≍ G(x) as |x| → ∞, |∇g|
g
∈ BC(RN ). (2.2)
Furthermore, for any σ > 1, there exists a constant C > 0 such that
0 < [G ∗ gσ](x) ≤ Cg(x) for x ∈ RN . (2.3)
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2.2 Eigenvalue problem
We recall two lemmas of the eigenvalue problem
−∆φ+ φ = λa(x)φ in RN , φ ∈ H1(RN ), (2.4)
where a ∈ LN/2(RN )∩Lr(RN ) for some r > N/2 and a(x) > 0 for almost all x ∈ RN . See
[21, Lemmas B2 and B3].
Lemma 2.1 Then problem (2.4) has the first eigenvalue λ1 > 0 and the corresponding
eigenfunction φ1 with φ1 > 0 in R
N . Furthermore,
λ1 = inf
{
‖ψ‖2H1(RN )
/ ∫
RN
aψ2 dx : ψ ∈ H1(RN ),
∫
RN
aψ2 dx 6= 0
}
.
Lemma 2.2 Let λ1 be the first eigenvalue to problem (2.4) and assume that λ1 > 1. Then,
for any f ∈ H−1(RN ), there exists a unique solution v of
−∆v + v = a(x)v + f in RN , v ∈ H1(RN ).
3 Approximate solutions
Let µ be a nontrivial Radon measure in RN with suppµ ⊂ B(0, R) for some R > 0. Assume
(1.5). Let u be a (C0 + L
q
c)-solution of (1.1). Then
µ0(x) := [G ∗ µ](x) > 0 for almost all x ∈ RN , µ0 ∈ C∞(RN \B(0, R)). (3.1)
For any κ > 0, we define {Uκj }∞j=0 and {V κj }∞j=0 by
Uκ0 := κµ0, U
κ
j := G ∗ (Uκj−1)p + κµ0, j = 1, 2, . . . ,
V κ0 := U
κ
0 , V
κ
j := U
κ
j − Uκj−1, j = 1, 2, . . . .
(3.2)
By induction we easily obtain
0 < Uκj (x) ≤ Uκj+1(x),
0 < Uκj (x) ≤ Uκ
′
j (x) if κ ≤ κ′,
Uκj (x) ≤ u(x),
(3.3)
for j ∈ {0, 1, 2, . . . } and almost all x ∈ RN . In what follows, the letter C denotes generic
positive constants and it may have different values also within the same line.
Lemma 3.1 Assume the same conditions as in Theorem 1.1.
(i) For any κ > 0, there exists c > 0 such that Uκj (x) ≥ cg(x) for j ∈ {1, 2, . . . } and
almost all x ∈ RN .
(ii) For any 0 < κ < κ′ and j ∈ {0, 1, 2, . . . },
0 < V κj (x) < V
κ′
j (x) (3.4)
for almost all x ∈ RN .
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Proof. We prove assertion (i). Let R > 0 be as in Theorem 1.1. Let z ∈ RN \B(0, R+2).
It follows that
Uκ0 (x) = κ
∫
RN
G(x− y) dµ(y) ≥ κ inf
y∈B(0,R)
G(x− y)
∫
B(0,R)
dµ ≥ C
for almost all x ∈ B(z, 1). Since g = G ∗ χB(0,1), by (2.2), (3.2) and (3.3) we have
Uκj (x) ≥ Uκ1 (x) ≥
∫
RN
G(x− y)(Uκ0 (y))p dy
≥ C
∫
B(z,1)
G(x− y) dy = Cg(x− z) ≥ Cg(x)
for j ∈ {1, 2, . . .} and almost all x ∈ RN . Thus assertion (i) follows.
We prove assertion (ii). Let 0 < κ < κ′. It follows from (3.1) and (3.2) that
V κ
′
0 − V κ0 = Uκ
′
0 − Uκ0 = (κ′ − κ)µ0 > 0,
V κ
′
1 − V κ1 = (Uκ
′
1 − Uκ
′
0 )− (Uκ1 − Uκ0 )
= G ∗ [(Uκ′0 )p − (Uκ
′
0 )
p] = G ∗ [(V κ′0 )p − (V κ
′
0 )
p] > 0,
for almost all x ∈ RN . Then (3.4) holds for j = 0, 1.
Assume that (3.4) holds for some j = j0 ∈ {1, 2, . . . }. It follows from (3.1) and (3.2)
that
V κ
′
j0+1 − V κj0+1 = G ∗ [(Uκ
′
j0 )
p − (Uκ′j0−1)p]−G ∗ [(Uκj0)p − (Uκj0−1)p]
= G ∗ [(Uκ′j0−1 + V κ
′
j0 )
p − (Uκ′j0−1)p]−G ∗ [(Uκj0−1 + V κj0)p − (Uκj0−1)p].
(3.5)
On the other hand, the function
[0,∞) ∋ s→ (t+ s)p − sp
is monotone increasing for any fixed t ≥ 0. Since (3.4) holds for j = j0, we deduce from
(3.3) and (3.5) that
V κ
′
j0+1 − V κj0+1 ≥ G ∗ [(Uκj0−1 + V κ
′
j0 )
p − (Uκj0−1)p]−G ∗ [(Uκj0−1 + V κj0)p − (Uκj0−1)p]
= G ∗ [(Uκj0−1 + V κ
′
j0 )
p − (Uκj0−1 + V κj0)p] > 0.
Thus (3.4) holds for j = j0 + 1. By induction we obtain (3.4) for j ∈ {0, 1, 2, . . . } and
Lemma 3.1 follows. ✷
Since q > max{p,N(p − 1)/2}, we can find r∗ ∈ (1,∞) such that
max
{
N
2
,
q
q − 1
}
< r∗ <
q
p− 1 ,
1
q
6∈
{
j
(
2
N
− 1
r∗
)
: j = 0, 1, 2, . . .
}
. (3.6)
Define a sequence {qj}∞j=0 by
1
qj
:=
1
q
− j
(
2
N
− 1
r∗
)
. (3.7)
By (3.6) there exists j∗ ∈ {1, 2, . . . } such that
1
qj∗−1
> 0 >
1
qj∗
. (3.8)
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Lemma 3.2 Assume the same condition as in Theorem 1.1. Let K > 0. Then there exists
c1 > 0 such that
‖V κj ‖Lqj (RN ) + ‖g−1V κj ‖L∞(RN\B(0,R)) ≤ c1κ(p−1)j+1,
‖Uκj ‖Lq(RN ) + ‖g−1Uκj ‖L∞(RN\B(0,R)) ≤ c1κ,
(3.9)
for j = 0, . . . , j∗− 1 and 0 < κ < K. Furthermore, for any j ∈ {j∗, j∗+1, . . . }, there exists
c2 > 0 such that
V κj ∈ BC(RN ) and ‖g−1V κj ‖L∞(RN ) ≤ c2κ(p−1)j+1,
‖Uκj ‖Lq(RN ) + ‖g−1Uκj ‖L∞(RN\B(0,R)) ≤ c2κ,
(3.10)
for 0 < κ < K.
Proof. Since suppµ is closed, we can find R′ ∈ (0, R) such that suppµ ⊂ B(0, R′). Let
{Rj}j∗j=0 be such that R′ < R0 < R1 < · · · < Rj∗ < R. Then it follows from (1.5) and (2.2)
that
‖Uκ0 ‖Lq(RN ) = κ‖G ∗ µ‖Lq(RN ) ≤ Cκ,
0 < Uκ0 (x) ≤ κ sup
y∈B(0,R′)
G(x− y)
∫
B(0,R′)
dµ ≤ Cκg(x) in RN \B(0, R), (3.11)
for 0 < κ < K. Since V κ0 = U
κ
0 , by (3.11) we have (3.9) for j = 0.
Assume j∗ ≥ 2 and that
‖V κj ‖Lqj (RN ) + ‖g−1V κj ‖L∞(RN\B(0,Rj )) ≤ Cκ(p−1)j+1,
‖Uκj ‖Lq(RN ) + ‖g−1Uκj ‖L∞(RN\B(0,Rj )) ≤ Cκ,
(3.12)
hold for some j = j0 ∈ {0, . . . , j∗ − 2} and all κ ∈ (0,K). It follows from (3.2) and (3.3)
that
0 < V κj0+1(x) = U
κ
j0+1(x)− Uκj0(x) = [G ∗ {(Uκj0)p − (Uκj0−1)p}](x)
≤ p[G ∗ {(Uκj0)p−1V κj0}](x)
= p
(∫
B(0,Rj0 )
+
∫
RN\B(0,Rj0 )
)
G(x− y)Uκj0(y)p−1V κj0(y) dy
(3.13)
for almost all x ∈ RN . Since r∗ < q/(p − 1), we observe from (3.12) that
‖(Uκj0)p−1‖Lr∗(RN ) ≤ ‖(Uκj0)p−1‖Lr∗ (B(0,Rj )) + ‖(Uκj0)p−1‖Lr∗ (RN\B(0,Rj))
≤ C‖Uκj0‖p−1Lq(B(0,Rj )) + Cκ
p−1‖gp−1‖Lr∗(RN\B(0,Rj )) ≤ Cκp−1.
(3.14)
Then, by (3.12) we have
‖(Uκj0)p−1V κj0‖Lrj0 (RN ) ≤ ‖(Uκj0)p−1‖Lr∗(RN )‖V κj0‖Lqj0 (RN ) ≤ Cκ(p−1)(j0+1)+1 (3.15)
for 0 < κ < K, where 1/rj0 = 1/r∗ + 1/qj0 . Since
1
rj0
≤ 1
r∗
+
1
q
< 1,
1
rj0
− 2
N
=
1
qj0
−
(
2
N
− 1
r∗
)
=
1
qj0+1
> 0, (3.16)
8
by (3.13) and (3.15) we apply (G2) to obtain
‖V κj0+1‖Lqj0+1(RN ) ≤ C‖(Uκj0)p−1V κj0‖Lrj0 (RN ) ≤ Cκ(p−1)(j0+1)+1 (3.17)
for 0 < κ < K. This together with (2.2) implies that∫
B(0,Rj0 )
G(x− y)Uκj0(y)p−1V κj0(y) dy
≤ sup
y∈B(0,Rj0 )
G(x− y)
∫
B(0,Rj0 )
Uκj0(y)
p−1V κj0(y) dy ≤ Cκ(p−1)(j0+1)+1g(x)
(3.18)
for x ∈ RN \B(0, Rj0+1). Furthermore, by (2.3) and (3.12) we see that∫
RN\B(0,Rj0 )
G(x− y)Uκj0(y)p−1V κj0(y) dy
≤ Cκ(p−1)(j0+1)+1[G ∗ gp](x) ≤ Cκ(p−1)(j0+1)+1g(x), x ∈ RN .
(3.19)
By (3.13), (3.18) and (3.19) we have
‖g−1V κj0+1‖L∞(RN\B(0,Rj0+1)) ≤ Cκ
(p−1)(j0+1)+1 (3.20)
for 0 < κ < K. In addition, by (3.2), (3.12), (3.17) and (3.20) we obtain
‖Uκj0+1‖Lq(RN ) + ‖g−1Uκj0+1‖L∞(RN\B(0,Rj0+1)) ≤ Cκ
for 0 < κ < K. This together with (3.17) and (3.20) implies (3.12) for j = j0 + 1. Since
(3.9) holds for j = 0, by induction we obtain (3.12) for j ∈ {0, . . . , j∗−1}. This yields (3.9)
for j ∈ {0, . . . , j∗ − 1}.
It remains to prove (3.10). Similarly to (3.15), by (3.12) with j = j∗ − 1, we have
‖(Uκj∗−1)p−1V κj∗−1‖Lrj∗−1 (RN ) ≤ ‖(Uκj∗−1)p−1‖Lr∗ (RN )‖V κj∗−1‖Lqj∗−1 (RN ) ≤ Cκ(p−1)j∗+1
for 0 < κ < K, where 1/rj∗−1 = 1/r∗ + 1/qj∗−1 < 1. On the other hand, it follows from
(3.7) and (3.8) that
1
rj∗−1
=
1
r∗
+
1
q
− (j∗ − 1)
(
2
N
− 1
r∗
)
=
2
N
+
1
qj∗
<
2
N
.
Then, similarly to (3.13), we see that
(Uκj∗−1)
p − (Uκj∗−2)p ∈ Lrj∗−1 with rj∗−1 >
N
2
. (3.21)
Combining (3.2) with (3.21), we observe from (G3) that
V κj∗ ∈ C0(RN ), ‖V κj∗‖L∞(RN ) ≤ Cκ(p−1)j∗+1 for 0 < κ < K.
Furthermore, similarly to (3.20), we obtain
‖g−1V κj∗‖L∞(RN\B(0,Rj∗ )) ≤ Cκ(p−1)j∗+1 for 0 < κ < K.
This together with (3.9) implies (3.10) for j = j∗. Repeating this argument, we obtain
(3.10). Thus Lemma 3.2 follows. ✷
We obtain estimates on Uκ+ǫj − Uκj and V κ+ǫj − V κj in the following two lemmas.
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Lemma 3.3 Assume the same condition as in Theorem 1.1. Then, for any j ∈ {0, 1, 2, . . . }
and κ > 0, there exists c > 0 such that
0 ≤ Uκ+ǫj − Uκj ≤ cǫUκj in RN for 0 < ǫ ≤ 1. (3.22)
Proof. It follows from (3.2) that 0 ≤ Uκ+ǫ0 − Uκ0 = ǫµ0 = κ−1ǫUκ0 in RN . So (3.22) holds
for j = 0 and 0 < ǫ ≤ 1.
Assume that (3.22) holds for some j = j0 ∈ {0, 1, 2, . . . } and all 0 < ǫ ≤ 1. Similarly to
(3.13), by (3.2) we have
Uκ+ǫj0+1 − Uκj0+1 = G ∗ [(Uκ+ǫj0 )p − (Uκj0)p] + ǫµ0
≤ pG ∗ [(Uκ+ǫj0 )p−1(Uκ+ǫj0 − Uκj0)] + ǫµ0
≤ CG ∗ [((1 + ǫ)Uκj0)p−1ǫUκj0 ] + κ−1ǫUκ0 ≤ CǫUκj0+1 in RN
for 0 < ǫ ≤ 1. This implies that (3.22) holds for j = j0 + 1 and 0 < ǫ ≤ 1. Therefore, by
induction (3.22) holds for j ∈ {0, 1, 2, . . . } and 0 < ǫ ≤ 1. Thus Lemma 3.3 follows. ✷
Lemma 3.4 Assume the same conditions as in Theorem 1.1. Let κ > 0. Then there exists
c1 > 0 such that∥∥∥V κ+ǫj − V κj ∥∥∥
Lqj (RN )
+
∥∥∥g−1[V κ+ǫj − V κj ]∥∥∥
L∞(RN\B(0,R))
≤ c1ǫmin{1,p−1}, (3.23)
for j = 0, . . . , j∗ − 1 and 0 < ǫ ≤ 1. Furthermore, for any j ∈ {j∗, j∗ + 1, . . . }, there exists
c2 > 0 such that ∥∥∥g−1[V κ+ǫj − V κj ]∥∥∥
L∞(RN )
≤ c2ǫmin{1,p−1} (3.24)
for 0 < ǫ ≤ 1.
Proof. Let {Rj}j∗j=0 and {rj} be as in the proof of Lemma 3.2. In the case of j = 0, since
V κ+ǫj − V κj = κ−1ǫUκ0 , by Lemma 3.2 we have (3.23) for 0 ≤ ǫ ≤ 1.
Let j∗ ≥ 1 and j = 1. By (3.2) we see that
V κ+ǫ1 − V κ1 = G ∗ [(Uκ+ǫ0 )p − (Uκ0 )p]
= G ∗ [p(Uκ+ǫ0 )p−1(Uκ+ǫ0 − Uκ0 )]
≤ CǫG ∗ [(Uκ0 )p] = Cǫ(Uκ1 − Uκ0 ) = CǫV κ0 .
Then Lemma 3.2 implies (3.23) with j = 1.
Let j∗ ≥ 2 and assume that∥∥∥V κ+ǫj − V κj ∥∥∥
Lqj (RN )
+
∥∥∥g−1[V κ+ǫj − V κj ]∥∥∥
L∞(RN\B(0,Rj ))
≤ Cǫmin{1,p−1} (3.25)
for some j = j0 ∈ {0, . . . , j∗ − 2} and all 0 < ǫ ≤ 1. It follows from (3.2) that
V κ+ǫj0+1 − V κj0+1 = G ∗ [(Uκ+ǫj0 )p − (Uκ+ǫj0−1)p]−G ∗ [(Uκj0)p − (Uκj0−1)p]
= G ∗ [h(1) − h(0)], (3.26)
where
h(t) := α(t)p − β(t)p,
α(t) := tUκ+ǫj0 + (1− t)Uκ+ǫj0−1, β(t) := tUκj0 + (1− t)Uκj0−1.
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On the other hand,
h′(t) = pα(t)p−1V κ+ǫj0 − pβ(y)p−1V κj0
= pα(t)p−1(V κ+ǫj0 − V κj0) + p(α(t)p−1 − β(t)p−1)V κj0 .
(3.27)
It follows from Lemma 3.3, (3.3) and (3.14) that
0 ≤ α(t)p−1 ≤ (Uκ+ǫj0 + Uκ+ǫj0−1)p−1 ≤ C(Uκ+ǫj0 )p−1 ≤ C(Uκj0)p−1 ∈ Lr∗(RN ). (3.28)
Then, similarly to (3.15), by (3.25) we obtain
‖α(t)p−1(V κ+ǫj0 − V κj0)‖Lrj0 (RN )
≤ ‖α(t)p−1‖Lr∗ (RN )‖V κ+ǫj0 − V κj0‖Lqj0 (RN ) ≤ Cǫmin{1,p−1}
(3.29)
for 0 < ǫ ≤ 1. On the other hand, by Lemma 3.3 and (3.3) we see that
0 ≤ α(t)− β(t) = t(Uκ+ǫj0 − Uκj0) + (1− t)(Uκ+ǫj0−1 − Uκj0−1)
≤ Cǫ(tUκj0 + (1− t)Uκj0−1) ≤ CǫUκj0 ,
max{α(t), β(t)} = α(t) ≤ Uκ+ǫj0 ≤ CUκj0,
for 0 < ǫ ≤ 1. In the case of 1 < p ≤ 2, we have
α(t)p−1 − β(t)p−1 = (α(t) − β(t) + β(t))p−1 − β(t)p−1
≤ (α(t) − β(t))p−1 ≤ Cǫp−1(Uκj0)p−1.
(3.30)
On the other hand, in the case of p > 2,
α(t)p−1 − β(t)p−1 ≤ (p− 1)α(t)p−2(α(t)− β(t)) ≤ Cǫ(Uκj0)p−1. (3.31)
Similarly to (3.14), by (3.9), (3.30) and (3.31) we see that
‖(α(t)p−1 − β(t)p−1)V κj0‖Lrj0 (RN )
≤ ‖(α(t)p−1 − β(t)p−1)‖Lr∗ (RN )‖V κj ‖Lqj0 (RN ) ≤ Cǫmin{p−1,1}
(3.32)
for 0 < ǫ ≤ 1. Therefore, by (3.27), (3.29) and (3.32) we have
‖h(1) − h(0)‖Lrj0 (RN ) ≤
∫ 1
0
‖h′(t)‖Lrj0 (RN ) dt ≤ Cǫmin{1,p−1} (3.33)
for 0 < ǫ ≤ 1. Then, similarly to (3.17), we deduce from (G2), (3.16) and (3.26) that∥∥∥V κ+ǫj0+1 − V κj0+1
∥∥∥
L
qj0+1(RN )
≤ C‖h(1)− h(0)‖Lrj0 (RN ) ≤ Cǫmin{1,p−1} (3.34)
for 0 < ǫ ≤ 1.
On the other hand, it follows that
0 ≤ V κ+ǫj0+1 − V κj0+1 =
(∫
B(0,Rj0 )
+
∫
RN\B(0,Rj0 )
)
G(x− y)(h(y, 1) − h(y, 0)) dy.
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By (3.33) we have∫
B(0,Rj0 )
G(x− y)(h(y, 1) − h(y, 0)) dy
≤ sup
y∈B(0,Rj0 )
G(x− y)
∫
B(0,Rj0 )
(h(y, 1) − h(y, 0)) dy ≤ Cg(x)
(3.35)
for x ∈ RN \ B(0, Rj0+1). Since (3.12) holds for j = j0, from (3.25), (3.28), (3.30) and
(3.31) we deduce that
0 ≤ α(t)p−1(V κ+ǫj0 − V κj0) ≤ Cǫmin{1,p−1}gp,
0 ≤ (α(t)p−1 − β(t)p−1)V κj0 ≤ Cǫmin{1,p−1}gp,
for x ∈ RN \B(0, Rj0). This together with (3.27) implies that∫
RN\B(0,Rj0 )
G(x− y)(h(y, 1) − h(y, 0)) dy ≤ Cǫmin{1,p−1}G ∗ gp ≤ Cǫmin{1,p−1}g. (3.36)
By (3.35) and (3.36) we obtain∥∥∥g−1[V κ+ǫj0+1 − V κj0+1]
∥∥∥
L∞(RN\B(0,Rj0+1))
≤ Cǫmin{1,p−1} (3.37)
for 0 < ǫ ≤ 1. This together with (3.34) implies that (3.25) holds for j = j0+1. Therefore,
by induction we see that (3.25) holds for j ∈ {0, 1, . . . , j∗ − 1} and 0 < ǫ ≤ 1.
We prove (3.24). By (3.25) with j = j∗ − 1, similarly to (3.33), we have
‖h(1) − h(0)‖Lrj∗−1 (RN ) ≤
∫ 1
0
‖h′(t)‖Lrj (RN ) dt ≤ Cǫmin{1,p−1}
for 0 < ǫ ≤ 1. It follows from (3.21) that rj∗−1 > N/2. Then we deduce from (G2) and
(3.26) that ∥∥∥V κ+ǫj0+1 − V κj0+1
∥∥∥
L∞(RN )
≤ Cǫmin{1,p−1} (3.38)
for 0 < ǫ ≤ 1. Furthermore, similarly to (3.37), we have∥∥∥g−1[V κ+ǫj∗ − V κj∗ ]
∥∥∥
L∞(RN\B(0,Rj∗ ))
≤ Cǫmin{1,p−1} (3.39)
for 0 < ǫ ≤ 1. By (3.38) and (3.39) we have (3.24). Thus Lemma 3.4 follows. ✷
4 Proof of Theorem 1.1
For any κ > 0, define
Sκ := {u : u is a (C0 + Lqc)-solution of (1.1)}.
According to Definition 1.1, (3.2) and (3.3), the following lemma holds.
Lemma 4.1 Assume the same condition as in Theorem 1.1. Let κ > 0. Then the following
conditions are equivalent:
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(i) u = w + Uκj∗ is a (C0 + L
q
c)-solution of (1.1);
(ii) w ∈ C0(RN ) is positive in RN and w satisfies
w = G ∗ [(w + Uκj∗)p − (Uκj∗−1)p] in RN . (4.1)
Furthermore, we have:
Lemma 4.2 Assume the same condition as in Theorem 1.1. Let κ > 0. If w ∈ C0(RN ) is
a positive solution of (4.1), then there exists c > 0 such that
0 ≤ w(x) ≤ cg(x) in RN . (4.2)
Furthermore, w ∈ H1(RN ) and w is a weak solution of
−∆w + w = (w + Uκj∗)p+ − (Uκj∗−1)p in RN , (4.3)
that is ∫
RN
[∇w · ∇ψ + wψ] dx =
∫
RN
[(w + Uκj∗)
p
+ − (Uκj∗−1)p]ψ dx (4.4)
for ψ ∈ H1(RN ). Here s+ := max{s, 0} for s ∈ R.
Proof. Let R > 0 be as in Theorem 1.1. Let ζ ∈ C∞(RN ) be such that
0 ≤ ζ ≤ 1 in RN , ζ = 1 in B(0, R + 1), ζ = 0 in RN \B(0, R + 2).
Let W := (w + Uκj∗)
p − (Uκj∗−1)p. Set
w1(x) :=
∫
RN
G(x− y)ζ(y)W (y) dy, w2(x) :=
∫
RN
G(x− y)(1− ζ(y))W (y) dy.
Since
W ≤ p(w + Uκj∗)p−1(w + V κj∗),
it follows from (3.9) and (3.10) that ζW ∈ L1(RN ) ∩ Lr(RN ) for some r > N/2. Thus we
deduce from (G4) that
w1 ∈ C0(RN ) ∩ L1(RN ) ∩H1(RN ). (4.5)
Furthermore,
w1(x) ≤ sup
y∈B(0,R+2)
G(x− y)
∫
B(0,R+2)
W (y) dy ≤ Cg(x) (4.6)
for x ∈ RN \B(0, R+ 3).
On the other hand, by (2.1), (3.1), (3.2) and Lemma 3.2, we deduce from a bootstrap
argument that w2 ∈ C2,θ(RN ), where 0 < θ < 1, and w2 is a classical solution of
−∆w2 + w2 = (1− ζ)W in RN .
Let x0 ∈ RN \ B(0, R + 3). Since w ∈ C0(RN ), by Lemma 3.1 (i), (3.1), (3.3) and (3.10)
we can find a positive constant C > 0 such that
W ≥ p(Uκj∗−1)p−1(w + V κj∗) ≥ C in B(x0, 1).
13
Thus we have
w2(x) ≥
∫
B(x0,1)
G(x− y)W (y) dy
≥ C
∫
B(x0,1)
G(x− y) dy = Cg(x− x0) ≥ Cg(x), x ∈ RN .
Since w = w1 + w2, it follows from (3.10) and (4.6) that
(1− ζ)W
w2
≤ p(w + Uκj∗)p−1
w + V κj∗
w2
≤ Cp(w + Uκj∗)p−1 in RN \B(0, R+ 3). (4.7)
Let ǫ ∈ (0, 1). Since w ∈ C0(R), by (3.10) and (4.7) we can find L > R+ 3 such that
−∆w2 + w2 = (1− ζ)W ≤ Cp(w + Uκj∗)p−1w2 ≤ ǫw2 in RN \B(0, L).
Let γ > 0 be such that
γG(
√
1− ǫx) ≥ w2(x) on ∂B(0, L).
Set
z(x) := w2(x)− γG(
√
1− ǫx) for x ∈ RN \B(0, L).
Since
−∆z + (1 − ǫ)z ≤ 0 in RN \B(0, L), z ≤ 0 on ∂B(0, L), lim
x→∞ z(x) = 0,
we deduce from the maximum principle that z ≤ 0 in RN \B(0, L). Then we have
0 < w2(x) ≤ γG(
√
1− ǫx) ≤ Ce−
√
1−ǫ|x| in RN \B(0, L).
Since ǫ is arbitrary and p > 1, we can find σ > 1 such that
0 ≤W = [(w1 + w2 + Uκj∗)p − (Uκj∗−1)p] ≤ Cgσ in RN \B(0, L).
Then it follows from (2.3) that
w(x) =
∫
B(0,L)
G(x− y)W (y) dy +
∫
RN\B(0,L)
G(x− y)W (y) dy
≤ sup
y∈B(0,L)
G(x− y)
∫
B(0,L)
W (y) dy +
∫
RN\B(0,L)
G(x− y)g(y)σ dy ≤ Cg(x)
for x ∈ RN \B(0, L+1). Since w is continuous inRN , we obtain (4.2). Moreover, we observe
that W ∈ L1(RN ) ∩ Lr(RN ) for some r > N/2. Then (G4) implies that w ∈ H1(RN ).
Furthermore,∫
RN
[∇w∇ψ + wψ] dx =
∫
RN
[−w∆ψ +wψ] dx
=
∫
RN
∫
RN
G(x− y)W (y)[−∆xψ(x) + ψ(x)] dx dy
=
∫
RN
W (y)ψ(y) dy for ψ ∈ C∞c (RN ).
Therefore w is a weak solution of (4.3) in RN . Thus Lemma 4.2 follows. ✷
We show that the existence of supersolutions of (1.1) ensures the existence of the solution
of (1.1).
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Lemma 4.3 Assume the same condition as in Theorem 1.1. Let v be a (C0+L
q
c)-supersolution
of (1.1). Then
Uκj (x) ≤ v(x) (4.8)
for almost all x ∈ RN and all j ∈ {0, 1, 2, . . . }. Furthermore,
Uκ∞(x) := lim
j→∞
Uκj (x)
exists for almost all x ∈ RN and it is a minimal (C0 + Lqc)-solution of (1.1).
Proof. Let R be as in Theorem 1.1. Since v is a (C0 + L
q
c)-supersolution of (1.1), we can
find L > R such that
v ∈ C(RN \B(0, L)), v ∈ Lq(B(0, L)). (4.9)
Similarly to (3.3), by induction we obtain (4.8). Furthermore, by (3.2), (3.3) and (4.8) we
see that Uκ∞ exists and satisfies
Uκ∞(x) = [G ∗ (Uκ∞)p](x) + κ[G ∗ µ](x), 0 < Uκ∞(x) ≤ v(x), (4.10)
for almost all x ∈ RN . Setting w∞ = Uκ∞ − Uκj∗ , we have
w∞ = G ∗ [(w∞ + Uκj∗)p − (Uκj∗−1)p] in RN .
Let ζ ∈ C∞(RN ) be such that
0 ≤ ζ ≤ 1 in RN , ζ = 1 in B(0, L+ 1), ζ = 0 in RN \B(0, L+ 2).
Let W∞ = (w∞ + Uκj∗)
p − (Uκj∗−1)p and set
I(x) :=
∫
RN
G(x− y)ζ(y)W∞(y) dy, J(x) :=
∫
RN
G(x− y)(1− ζ(y))W∞(y) dy.
By (4.9) and (4.10) we see that Uκ∞ ∈ Lq(B(0, L + 2)). Similarly to (4.5), it follows from
(G3) and q > N/2 that I ∈ C0(RN ). Since v ∈ C0(RN ) + Lqc(RN ), by Lemma 3.2 and
(4.10) we have (1 − ζ)W∞ ∈ L∞(RN ). Then we deduce from (1.4) that J ∈ C(RN ).
Therefore we obtain Uκ∞ ∈ C(RN \ B(0, L + 2)). Combining v ∈ C0(RN ) + Lqc(RN ) with
(4.10), we observe that Uκ∞(x) → 0 as x → ∞. Thus Uκ∞ is a minimal (C0 + Lqc)-solution
of (1.1), and the proof is complete. ✷
By the use of Lemma 4.3 we prove the following lemma.
Lemma 4.4 Assume the same conditions as in Theorem 1.1. Then
(i) Sκ 6= ∅ for sufficiently small κ > 0;
(ii) If Sκ 6= ∅, then problem (1.1) possesses a minimal (C0 + Lqc)-solution uκ.
Proof. We prove assertion (i). Let
gBC(RN ) := {f : g−1f ∈ BC(RN )}.
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Then gBC(RN ) is a Banach space with the norm |||f ||| := supx∈RN |g(x)−1f(x)|. Let
0 < κ < 1 and define
Fκ[v] := G ∗ [(v + Uκj∗)p+ − (Uκj∗−1)p] for v ∈ gBC(RN ).
For any v ∈ gBC(RN ), we have
0 ≤ (|v|+ Uκj∗)p − (Uκj∗−1)p ≤ p(|v|+ Uκj∗)p−1(|v| + V κj∗). (4.11)
It follows from Lemma 3.2 that
‖|v| + Uκj∗‖Lq(RN ) ≤ C|||v|||+ Cκ, ||||v| + V κj∗ ||| ≤ |||v||| + Cκ(p−1)j∗+1, (4.12)
for 0 < κ < 1. Thus, by (4.11) and (4.12) we have (v + Uκj∗)
p
+ − (Uκj∗−1)p ∈ Lq/(p−1)(RN ).
Then it follows from (G3) and q/(p − 1) > N/2 that Fκ[v] ∈ C0(RN ). Set
I1(x) :=
∫
B(0,R+1)
G(x− y)[(v + Uκj∗)p+ − (Uκj∗−1)p](y) dy,
I2(x) :=
∫
RN\B(0,R+1)
G(x− y)[(v + Uκj∗)p+ − (Uκj∗−1)p](y) dy.
By (4.11) and (4.12) we have
I1(x) ≤ p
∫
B(0,R+1)
G(x− y)(|v|+ Uκj∗)p−1(y)g(y)(g−1|v|+ g−1V κj∗)(y) dy
≤ C‖|v|+ Uκj∗‖p−1Lq(RN )||||v| + V κj∗|||
≤ C‖|v|+ Uκj∗‖p−1Lq(RN )||||v| + V κj∗|||g(x)
for x ∈ B(0, R + 2). Similarly, it follows that
I1(x) ≤ p sup
y∈B(0,R+1)
G(x− y)
∫
B(0,R+1)
(|v|+ Uκj∗)p−1gg−1(|v|+ V κj∗) dy
≤ C‖|v|+ Uκj∗‖p−1Lq(RN )||||v|+ V κj∗ |||g(x)
≤ C(|||v||| +Cκ)p−1(|||v||| + Cκ(p−1)j∗+1)g(x)
for x ∈ RN \B(0, R+ 2). Similarly, we observe from (2.3) and Lemma 3.2 that
I2(x) ≤ p
∫
RN\B(0,R+1)
G(x− y)g(y)p(g−1|v|+ g−1Uκj∗)p−1(y)(g−1|v|+ g−1V κj∗)(y) dy
≤ C(|||v||| + Cκ)p−1(|||v||| + Cκ(p−1)j∗+1)
∫
RN\B(0,R+1)
G(x− y)g(y)p dy
≤ C(|||v||| + Cκ)p−1(|||v||| + Cκ(p−1)j∗+1)g(x)
for x ∈ RN . From I1 + I2 = Fκ[v] ∈ C0(RN ), it follows that
|||Fκ[v]||| ≤ C(|||v||| + Cκ)p−1(|||v||| + Cκ(p−1)j∗+1) for 0 < κ < 1. (4.13)
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Since
|Fκ[v]− Fκ[v˜]| = G ∗ |(v + Uκj∗)p+ − (v˜ + Uκj∗)p+| ≤ pG ∗ [(|v|+ |v˜|+ Uκj∗)p−1|v − v˜|],
similarly to (4.13), we obtain
|||Fκ[v]− Fκ[v˜]||| ≤ C(|||v|||+ |||v˜|||+ Cκ)p−1|||v − v˜|||, v, v˜ ∈ gBC(RN ),
for 0 < κ < 1. Then we can find positive constants δ and κ0 such that
BgBC(0, δ) ∋ v → Fκ[v] ∈ BgBC(0, δ),
|||Fκ[v]− Fκ[v˜]||| ≤ 1
2
|||v − v˜||| for v, v˜ ∈ BgBC(0, δ),
for 0 < κ < κ0, where BgBC(0, δ) := {f ∈ gBC(RN ) : |||f ||| ≤ δ}.
Define a sequence {wk} ⊂ gBC(RN ) by
w0 := 0, wk := Fκ[wk−1] (k = 1, 2, . . . ).
Due to Lemma 3.1, by induction we see that
0 < w1 < w2 < · · · < wk < · · · in RN .
Applying the fixed point theorem, we can find a positive function w∞ ∈ gBC(RN ) such
that
lim
k→∞
|||w∞ − wk||| = 0, w∞ = Fκ[w∞].
Then, by Lemma 4.1 we see that u = Uκj∗+w∞ is a (C0+L
q
c)-solution. Therefore assertion (i)
follows. Assertion (ii) is proved by Lemma 4.3. The proof is complete. ✷
Let uκ be a minimal (C0 + L
q
c)-solution of (1.1). Consider the linearized eigenvalue
problem of (1.1) at uκ
−∆φ+ φ = λp(uκ)p−1φ in RN , φ ∈ H1(RN ). (Eκ)
Since q > N(p − 1)/2 and uκ is a (C0 + Lqc)-solution of (1.1), applying Lemma 2.1, we see
that problem (Eκ) has the first eigenvalue λ
κ
1 > 0 and
λκ1 = inf
{
‖ψ‖2H1(RN )
/
p
∫
RN
(uκ)p−1ψ2 dx
: ψ ∈ H1(RN ),
∫
RN
(uκ)p−1ψ2 dx 6= 0
}
.
(4.14)
Then the following two lemmas hold.
Lemma 4.5 Let φκ1 be the first eigenfunction of problem (Eκ) such that φ
κ
1 > 0 in R
N .
Then φκ1 ∈ C0(RN ) and
φκ1(x) = pλ
κ
1
∫
RN
G(x− y)(uκ(y))p−1φκ1(y) dy, x ∈ RN . (4.15)
Furthermore, there exists c > 0 such that
c−1g(x) ≤ φκ1(x) ≤ cg(x) in RN . (4.16)
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Proof. Since (uκ)p−1 ∈ Lq/(p−1)(RN ) with q/(p − 1) > N/2 and φκ1 ∈ H1(RN ), we
apply regularity theorems for elliptic equations to see that φκ1 ∈ C0(RN ). Indeed, since
φκ1 ∈ H1(RN ), it follows that
lim
R→∞
sup
x∈RN\B(0,R)
∫
B(x,1)
|φκ1 |2 dx ≤ lim
R→∞
∫
RN\B(0,R−1)
|φκ1 |2 dx = 0.
Then, applying [25, Theorems 1 and 8] to (Eκ), we see that φ
κ
1 ∈ C0(RN ).
Set
φ˜(x) := pλκ1
∫
RN
G(x− y)(uκ(y))p−1φκ1(y) dy.
Then, by a similar argument as in the proof of Lemma 4.2 we see that
φ˜(x) ≤ Cg(x) in RN ; (4.17)
φ˜ ∈ C0(RN ) ∩H1(RN );
φ˜ is a weak solution of −∆φ+ φ = pλκ1(uκ)p−1φκ1 in RN .
Then we deduce that z := φκ1 − φ˜ ∈ H1(RN ) and z is a weak solution of −∆z + z = 0 in
RN . Then it easily follows that z = 0 in RN , i.e., φκ1 = φ˜ in R
N . Thus we have (4.15).
Since φκ1 ∈ C0(RN ) and φκ1 > 0 in RN , Lemma 3.1 (i) together with (4.15) implies that
φκ1(x) ≥ C
∫
B(0,1)
G(x− y) dy = Cg(x) in RN .
This together with (4.17) implies (4.16). Thus Lemma 4.5 follows. ✷
Lemma 4.6 Define
κ∗ := sup{κ > 0 : Sκ 6= ∅}.
Let 0 < κ < κ∗ and let λκ1 be the first eigenvalue to problem (Eκ). Then λ
κ
1 > 1 and∫
RN
[|∇ψ|2 + ψ2] dx ≥ pλκ1
∫
RN
(uκ)p−1ψ2 dx > p
∫
RN
(uκ)p−1ψ2 dx (4.18)
for ψ ∈ H1(RN ) \ {0}. Furthermore,
1 < λκ
′
1 ≤ λκ1 if 0 < κ ≤ κ′ < κ∗. (4.19)
Proof. Let 0 < κ < κ′ < κ∗. Set
wκ := uκ − Uκj∗, wκ
′
:= uκ
′ − Uκ′j∗ , ψ := wκ
′ − wκ.
By Lemma 3.1 we see that
wκ
′
= lim
j→∞
[Uκ
′
j − Uκ
′
j∗ ] = limj→∞
[
V κ
′
j + V
κ′
j−1 + · · ·+ V κ
′
j∗+1
]
> lim
j→∞
[
V κj + V
κ
j−1 + · · ·+ V κj∗+1
]
= lim
j→∞
[Uκj − Uκj∗] = wκ.
(4.20)
Since the function
[0,∞) ∋ s→ (t+ s)p − sp
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is strictly monotone increasing for any fixed t > 0, we observe from Lemma 3.1 (i) that
(wκ
′
+ Uκ
′
j∗ )
p − (Uκ′j∗−1)p = (wκ
′
+ V κ
′
j∗ + U
κ′
j∗−1)
p − (Uκ′j∗−1)p
> (wκ
′
+ V κj∗ + U
κ
j∗−1)
p − (Uκj∗−1)p = (wκ
′
+ Uκj∗)
p − (Uκj∗−1)p ≥ 0.
(4.21)
Since φκ1 is the eigenfunction of (Eκ) and positive, by (4.20) we have
pλκ1
∫
RN
(uκ)p−1ψφκ1 dx > 0. (4.22)
Furthermore, by (4.4) and (4.21) we obtain
pλκ1
∫
RN
(uκ)p−1ψφκ1 dx =
∫
RN
[∇ψ∇φκ1 + ψφκ1 ] dx
=
∫
RN
[(wκ
′
+ Uκ
′
j∗ )
p − (Uκ′j∗−1)p − (wκ + Uκj∗)p + (Uκj∗−1)p]φκ1 dx
>
∫
RN
[(wκ
′
+ Uκj∗)
p − (wκ + Uκj∗)p]φκ1 dx ≥ p
∫
RN
(uκ)p−1ψφκ1 dx.
(4.23)
Here we used Lemma 4.2. Combining (4.22) with (4.23), we see that λκ1 > 1. This together
with (4.14) implies (4.18) and (4.19). Thus Lemma 4.6 follows. ✷
Now we are ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. We show that κ∗ <∞. Consider the eigenvalue problem
−∆ψ + ψ = λψ in B(0, 1), ψ = 0 on ∂B(0, 1), ψ ∈ H10 (B(0, 1)). (4.24)
Let λB and ψB be the first eigenvalue and the first eigenfunction of problem (4.24), re-
spectively, such that ψB > 0 in B(0, 1). Set ψB = 0 outside B(0, 1). Then ψB ∈ H1(RN )
and ∫
RN
[|∇ψB |2 + ψ2B ] dx =
∫
B(0,1)
[|∇ψB |2 + ψ2B ] dx = λB
∫
B(0,1)
ψ2B dx > 0. (4.25)
On the other hand, it follows from Lemmas 3.1 and 4.6 that∫
RN
[|∇ψB |2 + ψ2B ] dx > p
∫
RN
(uκ)p−1ψ2B dx
≥ p
∫
RN
(Uκ0 )
p−1ψ2B dx = pκ
p−1
∫
RN
µp−10 ψ
2
B dx
(4.26)
for 0 < κ < κ∗. By (3.1), (4.25) and (4.26) we see that
κp−1 ≤ λB
p
∫
B(0,1)
ψ2B dx
/∫
RN
µp−10 ψ
2
B dx
for 0 < κ < κ∗. Then we deduce that κ∗ < ∞. This together with Lemma 4.4 implies
assertions (i) and (ii) of Theorem 1.1. Thus the proof of Theorem 1.1 is complete. ✷
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5 Uniform estimates of wκ
For 0 < κ < κ∗, let uκ be the minimal (C0 + L
q
c)-solution of (1.1) and set wκ := uκ − Uκj∗.
In this section we obtain uniform estimates of {wκ}0<κ<κ∗ in H1(RN ) and L∞(RN ) and
prove the following proposition:
Proposition 5.1 Let 1 < p < pJL and assume the same conditions as in Theorem 1.1.
Then problem (1.1) with κ = κ∗ possesses a (C0 + L
q
c)-solution.
We prepare an inequality in order to estimate the nonlinear term of (4.3).
Lemma 5.1 Let p > 1, ǫ > 0 and δ ≥ 0. Then there exists a constant c > 0 such that
tp − sp ≤ (1 + ǫ)tp−1(t− s) + c(t− s)1−δsp−1+δ for t ≥ s ≥ 0. (5.1)
Proof. Let δ > 0 and ǫ > 0. For sufficiently small β > 0, we have
s[tp−1 − sp−1] = (p− 1)s
∫ t
s
τ (p−1)(1−β)τ−βδτ (p−1)β−1+βδ dτ
≤ Ct(p−1)(1−β)[t1−βδ − s1−βδ]s(p−1)β+βδ
≤ Ct(p−1)(1−β)(t− s)1−βδs(p−1)β+βδ
≤ (t− s)
[
ǫtp−1 + C(t− s)−δsp−1+δ
]
for t > s ≥ 0. This implies that
tp − sp = tp−1(t− s) + tp−1s− sp
= tp−1(t− s) + s[tp−1 − sp−1]
≤ (1 + ǫ)tp−1(t− s) + C(t− s)1−δsp−1+δ
for t ≥ s ≥ 0. Thus Lemma 5.1 follows. ✷
We obtain a uniform estimate of {wκ}0<κ<κ∗ in H1(RN ).
Lemma 5.2 Let 0 < κ < κ∗. Let uκ be the minimal (C0 + L
q
c)-solution of (1.1) and set
wκ := uκ − Uκj∗. Then
sup
0<κ<κ∗
‖wκ‖H1(RN ) <∞. (5.2)
Proof. Let ǫ and δ be sufficiently small positive constants. By (3.10) we can find V˜ ∈
H1(RN ) such that V κ
∗
j∗
≤ V˜ in RN . Then it follows from (4.4) and (5.1) that
‖wκ‖2H1(RN ) =
∫
RN
[(wκ + Uκj∗)
p − (Uκj∗−1)p]wκ dx
≤ (1 + ǫ)
∫
RN
(wκ + Uκj∗)
p−1(wκ + V κj∗)w
κ dx
+ C
∫
RN
(Uκj∗−1)
p−1+δ(wκ + V κj∗)
1−δwκ dx
≤ (1 + ǫ)2
∫
RN
(uκ)p−1[(wκ)2 + CV˜ 2] dx
+ C
∫
RN
(Uκ
∗
j∗ )
p−1+δ
(
(wκ)2−δ +M2−δ
)
dx,
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where M := ‖V κ∗j∗ ‖L∞(RN ). This together with Lemma 4.6 implies that
‖wκ‖2H1(RN ) ≤
(1 + ǫ)2
p
[
‖wκ‖2H1(RN ) +C‖V˜ ‖2H1(RN )
]
+ C
∫
RN
(Uκ
∗
j∗ )
p−1+δ(wκ)2−δ dx+ C.
(5.3)
On the other hand, it follows from q > max{N(p − 1)/2, p} > 1 that
2 <
2q
q − p+ 1 < pS + 1. (5.4)
By (3.10), applying the interpolation inequality in Lebesgue spaces and the Sobolev in-
equality, we obtain∫
RN
(Uκj∗)
p−1+δ(wκ)2−δ dx ≤ ‖Uκ∗j∗ ‖p−1+δLq(RN )‖wκ‖2−δ
L
(2−δ)q
q−p+1−δ (RN )
≤ C‖Uκ∗j∗ ‖p−1+δLq(RN )[‖wκ‖LpS+1(RN ) + ‖wκ‖2]2−δ
≤ C‖Uκ∗j∗ ‖p−1+δLq(RN )‖wκ‖2−δH1(RN ) ≤ ǫ‖wκ‖2H1(RN ) + C.
(5.5)
Taking a sufficiently small ǫ > 0 if necessary, by (5.3) and (5.5) we obtain
‖wκ‖2H1(RN ) ≤
1
2
(
1 +
1
p
)
‖wκ‖2H1(RN ) + C.
This implies (5.2). Thus Lemma 5.2 follows. ✷
Applying Lemma 5.2, we have:
Lemma 5.3 Assume the same conditions as in Theorem 1.1. Let 0 < κ < κ∗ and z ∈ RN .
Let ν ∈ (0, 1) be such that
4ν(1 − ν)p > 1. (5.6)
Then
sup
z∈RN
sup
0<κ<κ∗
‖wκgz‖
L
pS+1
2ν (RN )
<∞, (5.7)
where gz(x) := g(x− z) for x, z ∈ RN .
Proof. Let 0 < κ < κ∗, z ∈ RN and 0 < δ < 1. Similarly to the proof of Lemma 5.2, we
set M := ‖V κ∗j∗ ‖L∞(RN ). Then it follows from Lemma 3.1 (ii) that
M ≥ sup
0<κ≤κ∗
‖V κj∗‖L∞(RN ).
Set
Ψ(x) := [(M + wκ(x))gz(x)]
1
2ν .
For any ǫ > 0, it follows that∫
RN
|∇Ψ|2 dx =
∫
RN
∣∣∣∣ 12ν (M + wκ) 12ν−1g
1
2ν
z [∇wκ + (M + wκ)g−1z ∇gz]
∣∣∣∣
2
dx
≤
∫
RN
(
1
4ν2
+ ǫ
)
(M + wκ)
1
ν
−2g
1
ν
z |∇wκ|2 dx+ Cν−2
∫
RN
(M + wκ)
1
ν g
1
ν
−2
z |∇gz|2 dx
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and∫
RN
∇wκ∇ [(M + wκ)1−νgz] 1ν dx
=
1
ν
∫
RN
(M +wκ)
1
ν
−2g
1
ν
z [(1− ν)∇wκ + (M + wκ)g−1z ∇gz]∇wκ dx
≥
(
1− ν
ν
− ǫ
)∫
RN
(M + wκ)
1
ν
−2g
1
ν
z |∇wκ|2 dx− Cν−1
∫
RN
(M + wκ)
1
ν g
1
ν
−2
z |∇gz|2 dx.
Then, taking ǫ > 0 small enough, we observe from (2.2) that
4(ν − ν2 − δ)‖Ψ‖2H1(RN ) ≤
(
wκ,
[
(M + wκ)1−νgz
] 1
ν
)
H1(RN )
+ C‖Ψ‖22. (5.8)
On the other hand, it follows from (3.3), (4.4) and (5.1) that(
wκ,
[
(M + wκ)1−νgz
] 1
ν
)
H1(RN )
=
∫
RN
[(wκ + Uκj∗)
p − (Uκj∗−1)p]
[
(M + wκ)1−νgz
] 1
ν dx
≤ (1 + δ)
∫
RN
(wκ + Uκj∗)
p−1(wκ + V κj∗)
[
(M + wκ)1−νgz
] 1
ν dx
+ C
∫
RN
(Uκj∗−1)
p−1(wκ + V κj∗)
[
(M +wκ)1−νgz
] 1
ν dx
≤ (1 + δ)
∫
RN
(uκ)p−1Ψ2 dx+ C
∫
RN
(Uκ
∗
j∗ )
p−1Ψ2 dx.
(5.9)
Furthermore, Lemma 4.6 implies that∫
RN
(uκ)p−1Ψ2 dx <
1
p
‖Ψ‖2H1(RN ). (5.10)
By the Ho¨lder inequality and Lemma 3.2 we have∫
RN
(Uκ
∗
j∗ )
p−1Ψ2 dx ≤ ‖Uκ∗j∗ ‖p−1Lq(RN )‖Ψ‖2
L
2q
q−p+1 (RN )
≤ C‖Ψ‖2
L
2q
q−p+1 (RN )
. (5.11)
Therefore, by (5.8), (5.9), (5.10) and (5.11) we obtain
4(ν − ν2 − δ)‖Ψ‖2H1(RN ) ≤
1 + δ
p
‖Ψ‖2H1(RN ) + C‖Ψ‖2L2(RN ) + C‖Ψ‖2
L
2q
q−p+1 (RN )
.
By (5.6), taking a sufficiently small δ > 0 if necessary, we see that
‖Ψ‖2H1(RN ) ≤ C‖Ψ‖2L2(RN ) + C‖Ψ‖2
L
2q
q−p+1 (RN )
.
Then we deduce from the Sobolev inequality that
‖Ψ‖2LpS+1(RN ) ≤ C‖Ψ‖2L2(RN ) + C‖Ψ‖2
L
2q
q−p+1 (RN )
.
This implies that
‖wκgz‖
L
pS+1
2ν (RN )
≤ C‖wκgz‖
L
1
ν (RN )
+ C‖wκgz‖
L
q
ν(q−p+1) (RN )
+C. (5.12)
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Consider the case where 1/ν ≥ 2. By (5.4), applying the interpolation inequality in
Lebesgue spaces, for any ǫ′ > 0, we can find a constant C > 0 such that
‖wκgz‖
L
1
ν (RN )
+ ‖wκgz‖
L
q
ν(q−p+1) (RN )
≤ ǫ′‖wκgz‖
L
pS+1
2ν (RN )
+ C‖wκgz‖L2(RN ). (5.13)
This together with (5.12) implies that
‖wκgz‖
L
pS+1
2ν (RN )
≤ C‖wκgz‖L2(RN ) + C ≤ C‖wκ‖L2(RN ) + C. (5.14)
In the case where 1/ν < 2, similarly to (5.13), we have
‖wκgz‖
L
q
ν(q−p+1) (RN )
≤ ǫ′‖wκgz‖
L
pS+1
2ν (RN )
+ C‖wκgz‖
L
1
ν (RN )
.
Then, by (5.12) we have
‖wκgz‖
L
pS+1
2ν (RN )
≤ C‖wκgz‖
L
1
ν (RN )
+ C ≤ C ∥∥[(wκ)2ν + 1]gz∥∥
L
1
ν (RN )
+ C
≤ C‖wκ‖2/ν
L2(RN )
+ C.
(5.15)
Therefore, by Lemma 5.2, (5.14) and (5.15), we obtain (5.7). Thus Lemma 5.3 follows. ✷
We apply regularity theorem for elliptic equations to obtain the following lemma.
Lemma 5.4 Let 0 < κ < κ∗ and z ∈ RN . Assume that there exists ν ∈ (0, 1) such that
4ν(1− ν)p > 1, pS + 1
2ν
>
N
2
(p− 1). (5.16)
Then {wκ}0<κ<κ∗ are uniformly bounded in RN and equi-continuous for any compact set
in RN .
Proof. Let 0 < κ < κ∗. It follows that
0 ≤ (wκ + Uκj∗)p − (Uκj∗−1)p ≤ p(wκ + Uκj∗)p−1(wκ +M)
≤ C[(wκ)p−1 + (Uκ∗j∗ )p−1](wκ +M),
where M := ‖V κ∗j∗ ‖L∞(RN ). By Lemma 5.3 and (5.16) we see that
sup
0<κ<κ∗
‖(wκ)p−1‖
L
pS+1
2ν(p−1) (RN )
<∞ and pS + 1
2ν(p − 1) >
N
2
.
Furthermore, it follows from Lemma 3.2 that
(Uκ
∗
j∗ )
p−1 ∈ L qp−1 (RN ) and q
p− 1 >
N
2
.
Then, applying [25, Theorem 1] to problem (4.3), we obtain
‖wκ‖L∞(B(z,1)) ≤ C‖wκ‖L2(B(z,2)) + C
for z ∈ RN and 0 < κ < κ∗. This together with Lemma 5.2 implies that {wκ}0<κ<κ∗ are
uniformly bounded in RN . Furthermore, applying [25, Theorem 7] to problem (4.3), we see
that {wκ}0<κ<κ∗ are equi-continuous for any compact set in RN . Thus Lemma 5.4 follows.
✷
We show that (5.16) holds for some ν ∈ (0, 1) if 1 < p < pJL.
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Lemma 5.5 Let 1 < p < pJL. Then there exists ν ∈ (0, 1) satisfying (5.16).
Proof. Let 1 < p < pJL. Let ν
± be the roots of 4p(ν − ν2) = 1 such that ν− ≤ ν+, that is
ν± =
p±
√
p2 − p
2p
.
Then 4p(ν − ν2) > 1 if and only if ν− < ν < ν+. Since ν− < (0, 1/2), if
pS + 1
2ν−
>
N
2
(p− 1), (5.17)
then we can find ν ∈ (0, 1) satisfying (5.16).
We prove (5.17). If N = 2, then pS =∞ and (5.17) holds. So it suffices to consider the
case of N ≥ 3. Since
N
ν−(N − 2) =
pS + 1
2ν−
>
N
2
(p − 1),
the inequality (5.17) is equivalent to
2
N − 2 > ν
−(p− 1) = p− 1
2
− p− 1
2p
√
p2 − p.
This is reduced to√
p2 − p > 2p
p− 1
[
p− 1
2
− 2
N − 2
]
= p− 4p
(p− 1)(N − 2) =: D. (5.18)
If p < pS, then D < 0 and we have (5.18). Thus (5.17) holds in the case of p < pS .
Consider the case of p ≥ pS . Then D ≥ 0 and (5.18) is equivalent to
p2 − p > D2 = p2 − 8p
2
(p− 1)(N − 2) +
16p2
(p− 1)2(N − 2)2 ,
that is
(N − 2)(N − 10)p2 − 2(N2 − 8N + 4)p + (N − 2)2 < 0. (5.19)
LetN = 10. Then (5.19) is equivalent to p > 4/3. Since p ≥ pS = (N+2)/(N−2) = 3/2,
(5.19) holds for p ≥ pS if N = 10.
Let N 6= 10. Let p± be the roof of
(N − 2)(N − 10)p2 − 2(N2 − 8N + 4)p + (N − 2)2 = 0
such that p− ≤ p+, that is
p± =
N2 − 8N + 4± 8√N − 1
(N − 2)(N − 10) .
In the case of N ≥ 11, since pS ≤ p < pJL = p+, (5.19) holds if p− < pS. Furthermore,
p− < pS if and only if
4− 8√N − 1 < −20,
which holds if N ≥ 11. Thus (5.19) holds in the case of N ≥ 11. In the case of 3 ≤ N ≤ 9,
(N − 2)(N − 10) < 0 and p+ < pS . Then we have (5.19) for p ≥ pS . Therefore (5.19) holds
for p ≥ pS in the case of N 6= 10. Thus Lemma 5.5 follows. ✷
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We are ready to prove Proposition 5.1.
Proof of Proposition 5.1. Let 1 < p < pJL. Thanks to Lemma 5.5, we can find ν ∈ (0, 1)
satisfying (5.16). Therefore, applying Lemmas 5.2 and 5.4, we obtain
sup
0<κ<κ∗
‖wκ‖H1 <∞, sup
0<κ<κ∗
‖wκ‖∞ <∞.
Furthermore, {wκ}0<κ<κ∗ are equi-continuous for any compact set in RN . Then we can
find a solution w∗ ∈ H1(RN ) ∩ C(RN ) of (4.3) with κ = κ∗. Furthermore, similarly to
the proof of Lemma 4.5, applying [25, Theorem 1] to (4.3), we see that w∗ ∈ C0(RN ).
Therefore, by Lemma 4.1 we can find a (C0 + L
q
c)-solution of (1.1) with κ = κ∗. Thus
Proposition 5.1 follows. ✷
6 Proof of Theorem 1.2
Let uκ
∗
be the minimal solution of (1.1) with κ = κ∗ obtained by Proposition 5.1. For the
proof of Theorem 1.2, we prepare two lemmas.
Lemma 6.1 Let 1 < p < pJL and assume the same conditions as in Theorem 1.1. Then
λκ
∗
1 ≥ 1.
Proof. It follows from (4.18) that∫
RN
[|∇ψ|2 + ψ2] dx > p
∫
RN
(uκ)p−1ψ2 dx ≥ p
∫
RN
(Uκj )
p−1ψ2 dx
for ψ ∈ H1(RN ) \ {0}, κ ∈ (0, κ∗) and j ∈ {0, 1, 2, . . . }. Then we have∫
RN
[|∇ψ|2 + ψ2] dx ≥ p
∫
RN
(Uκ
∗
j )
p−1ψ2 dx
for ψ ∈ H1(RN ) and j ∈ {0, 1, 2, . . . }. This together with Lemma 3.1 (ii) implies that∫
RN
[|∇ψ|2 + ψ2] dx ≥ p
∫
RN
(uκ
∗
)p−1ψ2 dx
for ψ ∈ H1(RN ). Then we see that λκ∗1 ≥ 1, and the proof is complete. ✷
Lemma 6.2 Let 1 < p < pJL and assume the same conditions as in Theorem 1.1. Let
κ ∈ (0, κ∗] be such that λκ1 > 1. Then κ < κ∗.
Proof. Let κ ∈ (0, κ∗] be such that λκ1 > 1. For ǫ ∈ (0, 1] and a ∈ (0, 1], set
w˜κ := uκ − Uκj∗ , u := Uκ+ǫj∗ + w˜κ + aφκ1 ∈ C0(RN ) + Lqc(RN ).
Then
u−G ∗ up − (κ+ ǫ)G ∗ µ
= (w˜κ + aφκ1)−G ∗ up +G ∗ (Uκ+ǫj∗−1)p
= G ∗ [(w˜κ + Uκj∗)p − (Uκj∗−1)p]−G ∗ up +G ∗ (Uκ+ǫj∗−1)p + aφκ1
= −G ∗ [H(1)−H(0)] + aφκ1 ,
(6.1)
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where
H(x, t) := P (x, t)p −Q(x, t)p,
P (x, t) := tUκ+ǫj∗ (x) + (1− t)Uκj∗(x) + w˜κ(x) + atφκ1(x),
Q(x, t) := tUκ+ǫj∗−1(x) + (1− t)Uκj∗−1(x).
It follows that
H ′(t) = pP (x, t)p−1(Uκ+ǫj∗ − Uκj∗ + aφκ1)− pQ(x, t)p−1(Uκ+ǫj∗−1 − Uκj∗−1)
= p
[
Uκj∗ + w˜
κ
]p−1
aφκ1
+ p
{
P (t)p−1 − [Uκj∗ + w˜κ]p−1} aφκ1 + pP (t)p−1(V κ+ǫj∗ − V κj∗)
+ p
{
P (t)p−1 −Q(t)p−1} (Uκ+ǫj∗−1 − Uκj∗−1)
(6.2)
for x ∈ RN and t ∈ (0, 1).
It follows that
0 < w˜(x) ≤ uκ(x)− Uκj∗−1(x) = wκ(x) ≤ Cg(x) in RN . (6.3)
Combing Lemmas 3.1, 3.2 and 3.3 with (3.3) and (6.3), we have
0 ≤ P (x, t)−Q(x, t) = tV κ+ǫj∗ (x) + (1− t)V κj∗(x) + w˜κ(x) + atφκ1(x)
≤ V κ+1j∗ (x) + w˜κ(x) + φκ1(x) ≤ Cg(x) ≤ Cφκ1(x),
max{P (x, t), Q(x, t)} ≤ Uκ+ǫj∗ (x) + w˜κ(x) + atφκ1(x)
≤ CUκj∗(x) + Cg(x) = C[Uκj∗−1(x) + V κj∗(x)] + Cg(x)
≤ CUκj∗−1(x) + Cg(x) ≤ CUκj∗−1(x),
min{P (x, t), Q(x, t)} ≥ Uκj∗−1(x).
(6.4)
These together with Lemma 3.3 imply that
0 ≤ p{P (x, t)p−1 −Q(x, t)p−1} (Uκ+ǫj∗−1(x)− Uκj∗−1(x))
≤ Cǫ(Uκj∗−1(x))p−1φκ1(x) ≤ Cǫ(uκ(x))p−1φκ1(x)
(6.5)
for x ∈ RN and t ∈ (0, 1). Furthermore, by Lemma 3.4 we have
pP (x, t)p−1(V κ+ǫj∗ − V κj∗)
≤ Cǫmin{p−1,1}(Uκj∗−1(x))p−1g(x) ≤ Cǫmin{p−1,1}(uκ(x))p−1φκ1(x)
(6.6)
for x ∈ RN and t ∈ (0, 1). Similarly to (6.4), we have
0 ≤ P (x, t)− [Uκj∗(x) + w˜κ(x)] = t[Uκ+ǫj∗ (x)− Uκj∗(x)] + atφκ1(x)
≤ CǫUκj∗(x) + Cag(x) ≤ C(ǫ+ a)Uκj∗(x),
max{P (x, t), Uκj∗(x) + w˜κ(x)} ≤ Uκ+ǫj∗ (x) + w˜κ(x) + aφκ1(x) ≤ CUκj∗(x),
min{P (x, t), Uκj∗(x) + w˜κ(x)} ≥ Uκj∗(x).
These imply that
0 ≤ P (x, t)p−1 − [Uκj∗(x) + w˜κ(x)]p−1
≤ C(ǫ+ a)(Uκj∗(x))p−1 ≤ C(ǫ+ a)(uκ(x))p−1
(6.7)
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for x ∈ RN and t ∈ (0, 1).
Let δ ∈ (0, 1). By (6.2), (6.5), (6.6) and (6.7), taking sufficiently small a ∈ (0, 1] and
ǫ ∈ (0, 1], we obtain
H ′(x, t) ≤ ap(uκ(x))p−1φκ1(x)
+ Cǫmin{p−1,1}(uκ(x))p−1φκ1(x) + Ca(ǫ+ a)(u
κ(x))p−1φκ1(x)
≤ ap(1 + δ)(uκ(x))p−1φκ1(x)
for x ∈ RN and t ∈ (0, 1). This together with (6.1) implies that
u−G ∗ up − (κ+ ǫ)G ∗ µ ≥ −ap(1 + δ)G ∗ [(uκ)p−1φκ1 ] + aφκ1 in RN . (6.8)
On the other hand, it follows from (Eκ) that
φκ1 = λ
κ
1p[G ∗ (uκ)p−1φκ1 ] in RN . (6.9)
Combing (6.8) with (6.9), we see that
u−G ∗ up − (κ+ ǫ)G ∗ µ ≥ a
(
1− 1 + δ
λκ1
)
φκ1 in R
N .
Since λκ1 > 1 and φ
κ
1 > 0 in R
N , taking a sufficiently small δ ∈ (0, 1) if necessary, we obtain
u−G ∗ up − (κ+ ǫ)G ∗ µ > 0 in RN .
This means that u is a (C0+L
q
c)-supersolution of (1.1) with κ replaced by κ+ ǫ. Then, by
Lemma 4.3 there exists a (C0 + L
q
c)-solution of (1.1) with κ replaced by κ + ǫ. Therefore
we see that κ < κ∗ and the proof is complete. ✷
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. By Proposition 5.1 it suffices to prove the uniqueness of (C0+L
q
c)-
solution of (1.1) with κ = κ∗.
Let uκ
∗
be a minimal (C0+L
q
c)-solution of (1.1) with κ = κ∗ and set wκ
∗
= uκ
∗ −Uκ∗j∗ .
Let u˜ be a (C0 + L
p
c) solution of (1.1) with κ = κ∗ and set w˜ = u˜− Uκ∗j∗ . Then wκ
∗
and w˜
are solutions of (4.3) with κ = κ∗ and the function z := w˜ − wκ∗ satisfies
z ≥ 0 in RN , −∆z + z = (w˜ + Uκ∗j∗ )p − (wκ
∗
+ Uκ
∗
j∗ )
p in RN . (6.10)
Let φκ
∗
1 be the eigenfunction of problem (Eκ∗) corresponding to λ
κ∗
1 such that φ
κ∗
1 > 0
in RN . By Lemmas 6.1 and 6.2 we see that λκ
∗
1 = 1. Then
−∆φκ∗1 + φκ
∗
1 = p(w
κ∗ + Uκ
∗
j∗ )
p−1φκ
∗
1 in R
N . (6.11)
Multiplying (6.11) by z and integrating it on RN , we obtain∫
RN
[∇z∇φκ∗1 + zφκ
∗
1 ] dx = p
∫
RN
(wκ
∗
+ Uκ
∗
j∗ )
p−1φκ
∗
1 (w˜ − wκ
∗
) dx.
On the other hand, by (6.10) we see that∫
RN
[∇z∇φκ∗1 + zφκ
∗
1 ] dx =
∫
RN
[(w˜ + Uκ
∗
j∗ )
p − (wκ∗ + Uκ∗j∗ )p]φκ
∗
1 dx.
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These imply that∫
RN
[(w˜ + Uκ
∗
j∗ )
p − (wκ∗ + Uκ∗j∗ )p − p(wκ
∗
+ Uκ
∗
j∗ )
p−1(w˜ − wκ∗)]φκ∗1 dx = 0.
Since tp > sp + psp−1(t− s) for t > s ≥ 0, we obtain w˜ = wκ∗ in RN . Therefore we deduce
that uκ
∗
is the unique (C0 + L
q
c)-solution of (1.1) with κ = κ∗. Thus Theorem 1.2 follows.
✷
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