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Abstract
Motivated by the recent work on conditional risk measures, this paper studies
the Ekeland’s variational principle for a proper, lower semicontinuous and
lower bounded L¯0−valued function, where L¯0 is the set of equivalence classes
of extended real-valued random variables on a probability space. First, we
prove a general form of Ekeland’s variational principle for such a function
defined on a complete random metric space. Then, we give a more precise
form of Ekeland’s variational principle for such a local function on a complete
random normed module. Finally, as applications, we establish the Bishop-
Phelps theorem in a complete random normed module under the framework
of random conjugate spaces.
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1. Introduction
In 1960, Bishop and Phelps [1] showed that a nonempty closed convex
subset of a Banach space admits “many” support points and support func-
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tionals (“many” means “ norm dense in the appropriate set”), in particular
presented a key ordering technique. In 1972, Ekeland [2] extended the or-
dering technique to a complete metric space so that he could establish the
famous variational principle for a proper lower semicontinuous and lower
bounded extended real-valued function defined on a complete metric space
together with a series of applications to many fields from control theory to
global analysis [3, 4]. Brφndsted [5] and Brezis and Browder [6] generalized
the ordering technique of Bishop and Phelps to a general ordering principle
in nonlinear analysis and gave some further applications. Subsequently, the
Ekeland’s variational principle was proved to be equivalent to the famous
Caristi’s fixed point theorem [7], the drop theorem and the petal theorem [8]
and the completeness of a metric space [9]. To meet the needs of the vectorial
optimization, a lot of scholars have generalized the Ekeland’s variational prin-
ciple from real-valued functions to vector-valued (namely, partially ordered
vector space-valued) functions since 2000, see [10–12] and their references for
details.
Motivated by the recent applications of random metric theory to condi-
tional risk measures[13–15], in this paper we study the Ekeland’s variational
principle for a function from a random metric space (briefly, an RM space)
with base (Ω,F , P )(a probability space) to L¯0(F), where L¯0(F) denotes the
set of equivalence classes of extended real-valued random variables defined
on (Ω,F , P ).
An RM space is a random generalization of an ordinary metric space,
whose original definition was given in [16]. According to [16], the random
distance d(p, q) between two points p and q in an RM space (E, d) with
base (Ω,F , P ) is a nonnegative random variable defined on (Ω,F , P ). A new
version of the original RM space was presented in [17] in the course of the
development of random metric theory in the direction of functional analysis,
according to which the random distance d(p, q) between two points p and
q in an RM space (E, d) with base (Ω,F , P ) is the equivalence class of a
nonnegative random variable defined on (Ω,F , P ). The study of an RM
space is different from that of an ordinary metric space in that the distance
function on an ordinary metric space induces a unique uniformity, whereas
the random distance function on an RM space (E, d) with base (Ω,F , P )
can induce two kinds of uniformities, namely the dε,λ-uniformity and the
dc-uniformity, which are defined as follows, respectively. Let (E, d) be an
RM space with base (Ω,F , P ), ε and λ two positive real numbers such that
0 < λ < 1, U(ε, λ) = {(p, q) ∈ E × E : P{ω ∈ Ω : d(p, q)(ω) < ε} > 1 − λ}
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and U(d) = {U(ε, λ) : ε > 0, 0 < λ < 1}, then U(d) forms a base for some
metrizable uniformity on E, called the dε,λ-uniformity, whose topology is
called the (ε, λ)-topology determined by the random metric d, denoted by
Tε,λ. It is known from [18] that L¯
0(F) is a complete lattice under the ordering
6: ξ 6 η iff ξ0(ω) 6 η0(ω), for almost all ω in Ω (briefly, a.s.), where ξ0 and η0
are arbitrarily chosen representatives of ξ and η, respectively. Furthermore,
every subset A of L¯0(F) has a supremum and infimum, denoted by ∨A
and
∧
A, respectively. It is clear that L0(F) consisting of all equivalence
classes of real-valued random variables defined on (Ω,F , P ), as a sublattice
of L¯0(F), is also a complete lattice in the sense that every subset with an
upper bound has a supremum. Let L0+(F) = {ξ ∈ L
0(F) | ξ > 0} and
L0++(F) = {ξ ∈ L
0(F) | ξ > 0 on Ω}, where ξ > η on Ω means ξ0(ω) > η0(ω)
for P−almost all ω ∈ Ω (briefly, a.s.) for any ξ and η in L¯0(F), where ξ0 and
η0 are arbitrarily chosen representatives of ξ and η in L¯0(F), respectively. Let
(E, d) be an RM space with base (Ω,F , P ), for any ε ∈ L0++(F), let U(ε) =
{(p, q) ∈ E × E : d(p, q) ≤ ε} and U˜(d) = {U(ε) : ε ∈ L0++(F)}, then U˜(d)
forms a base for some Hausdorff uniformity on E, called the dc-uniformity,
whose topology is called the Tc-topology determined by the random metric
d, denoted by Tc.
Let (E, d) be an RM space with base (Ω,F , P ), a function f : E → L¯0(F)
is proper if f(x) > −∞ on Ω for every x ∈ E and dom(f) := {x ∈ E | f(x) <
+∞ on Ω}, denoting its effective domain, is not empty; f is bounded from
below if there exists ξ ∈ L0(F) such that f(x) ≥ ξ for any x ∈ E and f is
Tε,λ( resp.,Tc)-lower semicontinuous if its epigraph epi(f) := {(x, r) ∈ E ×
L0(F)|f(x) ≤ r} is closed in (E, Tε,λ)× (L
0(F), Tε,λ) (accordingly, (E, Tc)×
(L0(F), Tc)), where L
0(F) forms an RM space endowed with the random
metric d : L0(F) × L0(F) → L0+(F) by d(p, q) = |p − q| for any p and
q ∈ L0(F).
It is clear that the Tc-topology is much stronger than the (ε, λ)-topology
and that the (ε, λ)-topology is quite natural from the viewpoint of probability
theory, for example the (ε, λ)-topology on L0(F) is exactly the one of con-
vergence in probability P . In Section 2 of this paper, making full use of the
advantage of the (ε, λ)-topology we first establish the Ekeland’s variational
principle and equivalent Caristi’s fixed point theorem for a function f from a
dε,λ-complete RM space with base (Ω,F , P ) to L¯
0(F), which is proper, Tε,λ-
lower semicontinuous and bounded from below. Since our definition of lower
semicontinuity is weaker and more natural than that given in the earlier two
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approaches [19, 20], our results also improve those in [19, 20].
Since L¯0(F) is a partially ordered set and an RM space does not possess
the rich stratification structure, for a function f from a dε,λ-complete RM
space with base (Ω,F , P ) to L¯0(F), which is proper and bounded from below,
there is unnecessarily an element xε ∈ E for any ε ∈ L
0
++(F) such that
f(xε) ≤
∧
f(E) + ε so that we can not give the location of the approximate
minimal point in the Ekeland’s variational principle given in Section 2 of
this paper. But when we come to a special class of RM spaces—random
normed modules(briefly, RN modules) first introduced in [17, 21], which are
a stronger random generalization of ordinary normed spaces, whose (ε, λ)-
topology is exactly the frequently used (ε, λ)-linear topology [14] and whose
Tc-topology is just the locally L
0−convex topology first introduced in [13],
since RN modules possess the rich stratification structure, let (E, ‖ · ‖) be
an RN module over the real number field R with base (Ω,F , P ) such that
E has the countable concatenation property first introduced in [14] and f :
E → L¯0(F) a function with the local property such that f is proper and
bounded from below, we can prove that there is an element xε ∈ E for
any ε ∈ L0++(F) such that f(xε) ≤
∧
f(E) + ε, so that we can give a
more precise form of Ekeland’s variational principle for such a Tε,λ-lower
semicontinuous f in Section 3 of this paper. Further, based on the relations
between the basic results derived from the two kinds of topologies [14], we
can also establish the precise form of Ekeland’s variational principle for such
a Tc-lower semicontinuous f . Since Guo in Section 8 of [15] has proved that
the complete RN module LpF (E) constructed in [13] is an universally suitable
model space for a conditional risk measure, the so-called conditional risk
measure is exactly a proper, L0(F)-convex, cash invariant and monotone
function from LpF (E) to L¯
0(F), which together with a general L0(F)-convex
function from an RN module to L¯0(F) has the local property, and so our
results also cover the optimization problems for such functions, which will be
discussed in more details in a forthcoming paper.
Since the theory of random conjugate spaces has played an essential role
in both the development of the theory of RN modules and their applications
to conditional risk measures, our previous works have been focused on the
theory of random conjugate spaces of RN modules [14, 15, 22–25]. This
paper continues the study of the theory of random conjugate spaces, precisely
speaking, as applications of the results in Section 3, Section 4 is devoted to
establishing the Bishop-Phelps theorem in complete RN modules under the
framework of random conjugate spaces and under the two kinds of topologies.
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2. The Ekeland’s variational principle on a dε,λ-completeRM space
Throughout this paper, (Ω,F , P ) denotes a probability space, K the real
number field R or the complex number field C, N the set of positive inte-
gers, L¯0(F) the set of equivalence classes of extended real-valued random
variables on Ω and L0(F , K) the algebra of equivalence classes of K−valued
F−measurable random variables on Ω under the ordinary scalar multiplica-
tion, addition and multiplication operations on equivalence classes, denoted
by L0(F) when K = R.
The pleasant properties of the complete lattice L¯0(F) (see the introduc-
tion for the notation L¯0(F) ) are summarized as follows:
Proposition 2.1 ([18]). For every subset A of L¯0(F), there exist countable
subsets {an |n ∈ N} and {bn |n ∈ N} of A such that ∨n>1 an = ∨A and
∧n>1 bn = ∧A. Further, if A is directed (dually directed) with respect to
≤, then the above {an |n ∈ N} (accordingly, {bn |n ∈ N}) can be chosen as
nondecreasing (correspondingly, nonincreasing) with respect to ≤.
Specially, L0+(F) = {ξ ∈ L
0(F) | ξ > 0}, L0++(F) = {ξ ∈ L
0(F) | ξ >
0 on Ω}.
As usual, ξ > η means ξ > η and ξ 6= η, whereas ξ > η on A means
ξ0(ω) > η0(ω) a.s. on A for any A ∈ F and ξ and η in L¯0(F), where ξ0 and
η0 are arbitrarily chosen representatives of ξ and η, respectively.
For anyA ∈ F , Ac denotes the complement of A, A˜ = {B ∈ F|P (A∆B) =
0} denotes the equivalence class of A, where ∆ is the symmetric difference
operation, IA the characteristic function of A, and I˜A is used to denote the
equivalence class of IA; given two ξ and η in L¯
0(F), and A = {ω ∈ Ω :
ξ0 6= η0}, where ξ0 and η0 are arbitrarily chosen representatives of ξ and η
respectively, then we always write [ξ 6= η] for the equivalence class of A and
I[ξ 6=η] for I˜A, one can also understand the implication of such notations as
I[ξ≤η], I[ξ<η] and I[ξ=η].
For an arbitrary chosen representative ξ0 of ξ ∈ L0(F , K), define the
two F−measurable random variables (ξ0)−1 and |ξ0| by (ξ0)−1(ω) = 1
ξ0(ω)
if
ξ0(ω) 6= 0, and (ξ0)−1(ω) = 0 otherwise, and by |ξ0|(ω) = |ξ0(ω)|, ∀ω ∈ Ω.
Then the equivalence class ξ−1 of (ξ0)−1 is called the generalized inverse of
ξ and the equivalence class |ξ| of |ξ0| is called the absolute value of ξ. It is
clear that ξ · ξ−1 = I[ξ 6=0].
The main result in this section is the Ekeland’s variational principle for
a proper lower semicontinuous and lower bounded L¯0−valued function on a
dε,λ-complete random metric space, namely Theorem 2.10 below. To prove
this theorem, we first give some preliminaries in Section 2.1.
2.1. A general principle on ordered sets
Definition 2.2 ([17]). An ordered pair (S, d) is called a random metric
space (briefly, an RM space) with base (Ω,F , P ) if S is a nonempty set
and the mapping d from S×S to L0+(F) satisfies the following three axioms:
(RM-1) d(p, q) = 0 ⇔ p = q;
(RM-2) d(p, q) = d(q, p), ∀p, q ∈ S;
(RM-3) d(p, r) ≤ d(p, q) + d(q, r), ∀p, q, r ∈ S,
where d(p, q) is called the random distance between p and q.
Example 2.3. Clearly, (L0(F), d) is an RM space with base (Ω,F , P ),
where the mapping d : L0(F)×L0(F)→ L0+(F) is defined by d(p, q) = |p−q|
for any p and q ∈ L0(F).
Let (E, d) be an RM space with base (Ω,F , P ), define V : E×E → D+ by
Vp,q(t) = P{ω ∈ Ω : d(p, q)(ω) < t} for all nonnegative numbers t and p and q
in E, where D+ = {F : [0,+∞)→ [0, 1]|F is nondecreasing, left continuous
on (0,+∞), F (0) = 0 and limt→+∞ F (t) = 1}, then (E,V) is a Menger prob-
abilistic metric space under the t-norm W : [0, 1]× [0, 1] → [0, 1] defined by
W (a, b) = max(a + b − 1, 0) for all a and b in [0, 1], and the dε,λ-uniformity
and its (ε, λ)-topology Tε,λ on E (see the introduction of this paper) are
those induced from the probabilistic metric V [16]. It is clear that a sequence
{pn, n ∈ N} converges in the (ε, λ)-topology to some point p in (E, d) iff
{d(pn, p), n ∈ N} converges in probability P to 0, in particular, the (ε, λ)-
topology on L0(F) is exactly the one of convergence in probability P .
The dc-uniformity on an RM space (E, d) (see the introduction of this
paper) is peculiar to the random distance d, the idea of our introducing the
dc-uniformity and its topology Tc is motivated by the work of D. Filipovic´,
et al’s introducing the locally L0-convex topology for RN modules [13].
We say that an RM space (E, d) is dε,λ-complete (resp., dc-complete)
if the dε,λ-uniformity (accordingly, dc-uniformity) is complete. From now
on, the (ε, λ)-topology and the Tc-topology induced by the dε,λ-uniformity
and dc-uniformity for every RM space (E, d) are denoted by Tε,λ and Tc,
respectively, whenever no confusion occurs.
Definition 2.4. Let X be a Hausdorff space and f : X → L¯0(F), then
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(1) dom(f) := {x ∈ X | f(x) < +∞ on Ω} is called the effective domain of
f .
(2) f is proper if f(x) > −∞ on Ω for every x ∈ X and dom(f) 6= ∅.
(3)f is bounded from below (resp., bounded from above) if there exists ξ ∈
L0(F) such that f(x) ≥ ξ (accordingly, f(x) ≤ ξ ) for any x ∈ X .
We first give the following:
Lemma 2.5. Let (X,U ) be a complete Hausdorff uniform space, ≤ a partial
ordering on X and φ : X → L¯0(F) proper and bounded from below. Further,
if x ≤ y ⇒ φ(y) ≤ φ(x), then for each totally ordered subset M in X such
that φ(M) ⊂ L0(F), {φ(m), m ∈M} is a dε,λ−Cauchy net in L
0(F).
Proof. Since a totally ordered set is also a directed set, {φ(m), m ∈ M}
can be naturally understood as a net defined onM . By the hypothesis that φ
is bounded from below, then φ(M) has a infimum
∧
{φ(x) : x ∈M} := η by
the completeness of the lattice L0(F). Since x ≤ y⇒ φ(y) ≤ φ(x) andM is a
totally ordered subset, it follows that {φ(m) : m ∈ M} is directed downwards.
From Proposition 2.1, there exists a sequence {φ(xn) : n ∈ N} ⊂ φ(M) such
that {φ(xn) : n ∈ N} converges to η in a nonincreasing way, and hence also
converges to η in probability P , then {φ(xn) : n ∈ N} is, of course, a Cauchy
sequence in probability P . Since {φ(m), m ∈M} is a nonincreasing net with
respect to ≤ on M , then it must be a dε,λ−Cauchy net in L
0(F). 
Theorem 2.6 below is essentially a restatement of a result of [19], here we
also give a very simple proof of it, which considerably simplifies and improves
the proof given in [19].
Theorem 2.6. Let (X,U ) be a complete Hausdorff uniform space, ≤ a par-
tial ordering on X, and φ : X → L¯0(F) proper and bounded from below by
η0 ∈ L
0(F). Further, if the following assumptions are satisfied:
(1) for each x ∈ X, S(x) = {y ∈ X : x ≤ y} is closed;
(2) x ≤ y ⇒ φ(y) ≤ φ(x);
(3) G is a totally ordered subset in X such that {φ(g), g ∈ G} is a dε,λ−Cauchy
net in L0(F), then {xg, g ∈ G} is a Cauchy net in X, where xg = g for any
g ∈ G.
Then for each x0 ∈ dom(φ), there exists x¯ ∈ dom(φ) such that x0 ≤ x¯ and x¯
is a maximal element in X.
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Proof. Given an arbitrary x0 in dom(φ), we only need to prove that there
exists a maximal element in the set S(x0). For this, by the Zorn’s lemma
we must prove that any totally ordered subset G in the S(x0) has an upper
bound in S(x0).
It is clear that φ(G) has an upper bound φ(x0), but φ is bounded from
below, and hence φ(G) is contained in L0(F). By Lemma 2.5, {φ(g), g ∈ G}
is a dε,λ−Cauchy net in L
0(F), then {xg, g ∈ G} is a Cauchy net in X by
(3), and hence convergent to some xˆ in X . Further, xˆ belongs to S(x0) by
(1).
We now prove that xˆ is an upper bound of G. In fact, let g0 be any
element in G, since {xg, g ∈ G and g ≥ g0} is a cofinal subnet of {xg, g ∈ G}
and contained in S(g0), xˆ ≥ g0 holds.
Finally, S(x0) has a maximal element x¯, it is clear that x¯ is just desired.

Remark 2.7. When the probability space (Ω,F , P ) is trivial, namely F =
{∅,Ω}, an L¯0(F)-valued function reduces to be an extended real-valued func-
tion and You and Zhu [19] proved that Theorem 2.6 also implies Theorem 1
of Brφndsted [5], which can derive the Bishop-Phelps lemma [1], Ekeland’s
variational principle [3] and Caristi’s fixed point theorem [7]. In the next sec-
tion, we will use Theorem 2.6 to establish the Ekeland’s variational principle
and Caristi’s fixed point theorem on complete RM spaces.
2.2. The Ekeland’s variational principle on a dε,λ-complete RM space
In all the vector-valued extensions of the Ekeland’s variational princi-
ple, it is key to properly define the lower semicontinuity for a vector-valued
function [10–12]. Recently, we have found that a kind of lower semiconti-
nuity for L¯0−valued functions is very suitable for the study of conditional
risk measures [15], Definition 2.8 below is a direct extension of the lower
semicontinuity to an RM space.
Definition 2.8. Let (E, d) be a random metric space with base (Ω,F , P ).
A function f : E → L¯0(F) is called Tε,λ−lower semicontinuous if epi(f) is
closed in (E, Tε,λ) × (L
0(F), Tε,λ). Similarly, a function f : E → L¯
0(F) is
called Tc−lower semicontinuous if epi(f) is closed in (E, Tc)× (L
0(F), Tc).
Remark 2.9. The Tc−lower semicontinuity in Definition 2.8 was given in
[13] for an L¯0-valued function defined on RN modules. In [19, 20], a function
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f from an RM space (E, d) to L¯0(F) is called lower semicontinuous at x
if there exists a subsequence {xnk , k ∈ N} for any sequence {xn, n ∈ N}
convergent to x in the Tε,λ such that f(x) ≤ limkf(xnk). Obviously, this
kind of lower semicontinuity is stronger than the Tε,λ−lower semicontinuity,
and it seems that the latter is more natural.
Theorem 2.10 below is the Ekeland’s variational principle on dε,λ−complete
random metric spaces.
Theorem 2.10. Let (E, d) be a dε,λ−complete random metric space with
base (Ω,F , P ) and φ : E → L¯0(F) a proper Tε,λ−lower semicontinuous func-
tion which is bounded from below. Then for each x0 ∈ dom(φ), there exists
v ∈ dom(φ) such that the following are satisfied:
(1) φ(v) ≤ φ(x0)− d(x0, v);
(2) for each x 6= v in E, φ(x)  φ(v) − d(x, v) holds, namely there exists
Ax ∈ F with P (Ax) > 0 such that φ(x) > φ(v)− d(x, v) on Ax.
Proof. Define an ordering ≤ on E as follows: x ≤ y if and only if either
x = y, or x and y ∈ dom(φ) are such that d(x, y) ≤ φ(x)− φ(y).
It is easy to check that ≤ is a partial ordering. We now prove that X = E
and φ satisfy the hypotheses of Theorem 2.6 as follows.
(1). Given an arbitrary x in E, then we now prove S(x) := {y ∈ E : x ≤
y} is Tε,λ-closed. In fact, first S(x) = {x} when x does not belong to dom(φ),
then when x belongs to dom(φ), S(x) = {y ∈ dom(φ) : d(x, y) ≤ φ(x)−φ(y)},
we will prove, at this time, S(x) = {y ∈ dom(φ) : d(x, y) ≤ φ(x) − φ(y)}
is Tε,λ−closd as follows. Since (ε, λ)−topology is metrizable, let us suppose
that a sequence {xn : n ∈ N} in S(x) converges in the (ε, λ)−topology to
a, then d(x, xn) ≤ φ(x)− φ(xn), ∀n ∈ N . Let rn = φ(x)− d(x, xn), then we
have (xn, rn) ∈ epi(φ), ∀n ∈ N , further since φ is Tε,λ−lower semicontinuous,
one can have that epi(φ) is closed in (E, Tε,λ) × (L
0(F), Tε,λ) by definition
and since {xn, n ∈ N} converges in the (ε, λ)−topology to a, it follows that
{rn : n ∈ N} converges in the (ε, λ)−topology to φ(x) − d(x, a). Thus one
can obtain (a, φ(x)− d(x, a)) ∈ epi(φ), namely S(x) is Tε,λ−closd.
(2). By the definition of the ordering ≤ on E, it is obvious that x ≤ y ⇒
φ(y) ≤ φ(x).
(3). Suppose thatM is a totally ordered subset in E such that {φ(m), m ∈
M} is a dε,λ−Cauchy net in L
0(F), where M is still understood as the net
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{xm, m ∈ M}, where xm = m. By the definition of the ordering ≤ on E,
M = {xm, m ∈M} is a dε,λ−Cauchy net in E.
Thus according to Theorem 2.6, for each x0 ∈ dom(φ), there exists v ∈
dom(φ) such that x0 ≤ v and v is a maximal element in E, which just satisfies
our desire. 
Theorem 2.10 can be easily derived from Theorem 2.11 below by replacing
E with its closed subset M := {x ∈ E : φ(x) ≤ φ(x0)− d(x0, x)} and taking
φ|M instead of φ, in fact, one can easily see that they are equivalent to each
other.
Theorem 2.11. Let (E, d) be a dε,λ−complete random metric space with
base (Ω,F , P ) and φ : E → L¯0(F) a proper Tε,λ−lower semicontinuous
function which is bounded from below. Then there exists v ∈ E such that
φ(x)  φ(v)− d(x, v), ∀x 6= v.
Theorem 2.12 below is the Caristi’s fixed point theorem on dε,λ-complete
random metric spaces. One can prove Theorem 2.12 by Theorem 2.11 and
that they are equivalent to each other.
Theorem 2.12. Let (E, d) be a dε,λ−complete random metric space with
base (Ω,F , P ), φ : E → L¯0(F) a proper Tε,λ−lower semicontinuous function
which is bounded from below, and T : E → E a mapping such that φ(Tu) +
d(Tu, u) ≤ φ(u), ∀u ∈ E. Then T has a fixed point.
Remark 2.13. Since we employ a weaker and more natural lower semiconti-
nuity than that used in the papers [19, 20] and also allow the function to take
values in L¯0(F) unlike the papers [19, 20] where only L0(F)-valued functions
were considered, our Theorems 2.10, 2.11 and 2.12 improve those in [19, 20].
3. The precise forms of the Ekeland’s variational principle on a
complete RN module under two kinds of topologies
The Ekeland’s variational principle for a proper and lower bounded ex-
tended real-valued function f on a complete metric space E can give the
location of the approximate minimal point of f , since the following fact al-
ways holds: for any given positive real number ε, there exists a point xε in
E such that f(xε) ≤ inff(E) + ε. Whereas such a simple fact unneces-
sarily holds for a proper and lower bounded L¯0(F)-valued function f on a
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dε,λ−complete RM space, which makes our Theorem 2.10 not able to give
the location of the approximate minimal point v of f . The weakness of The-
orem 2.10 can be overcome in the context of complete RN modules through
Theorem 3.5 below. On the other hand, since the Tc-topology on L
0(F) is
too strong to ensure that an a.s. convergent sequence is necessarily conver-
gent in the Tc-topology, Theorems 2.10, 2.11 and 2.12 derived from Theorem
2.6 do not have the corresponding version when an RM space is endowed
with the dc-uniformity, such an unpleasant state of affairs can also be over-
come by making use of the relations between the basic results derived from
the two kinds of topologies [14]. To sum up, the results obtained under the
framework of RN modules overcome all the above shortcomings and thus
are also most useful in Section 4 and in the future optimization problems for
conditional risk measures.
This section is devoted to establishing the precise form of Ekeland’s vari-
ational principle for lower semicontinuous L¯0−valued functions on complete
RN modules under two kinds of topologies (namely Tε,λ and Tc), namely
Theorem 3.6 and 3.10 below.
Definition 3.1 ([17]). An ordered pair (E, ‖ · ‖) is called a random normed
space (briefly, an RN space) over K with base (Ω,F , P ) if E is a linear space
and ‖ · ‖ is a mapping from E to L0+(F) such that the following three axioms
are satisfied:
(1) ‖x‖ = 0 if and only if x = θ (the null vector of E);
(2) ‖αx‖ = |α|‖x‖, ∀α ∈ K and x ∈ E;
(3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ E,
where the mapping ‖ · ‖ is called the random norm on E and ‖x‖ is called
the random norm of a vector x ∈ E.
In addition, if E is left module over the algebra L0(F , K) such that the
following is also satisfied:
(4) ‖ξx‖ = |ξ|‖x‖, ∀ξ ∈ L0(F , K) and x ∈ E,
then such an RN space is called an RN module over K with base (Ω,F , P )
and such a random norm ‖ · ‖ is called an L0-norm on E.
Let (E, ‖ · ‖) be an RN space over K with base (Ω,F , P ), then E is
an RM space endowed with the random metric d : E × E → L0+(F) by
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d(x, y) = ‖x− y‖, ∀x, y ∈ E. Throughout this paper, the (ε, λ)-topology and
Tc-topology are always assumed to be those induced by the random metric
d. Since every RN space uniquely determines a probabilistic normed space
(briefly, a PN space) [16], in this sense an RN space can be regarded as
a special PN space, so the (ε, λ)-topology is a metrizable linear topology,
please refer to [26–29] for the studies related to the (ε, λ)-topology for a gen-
eral PN space. In particular, it is well known from [14] that (L0(F , K), Tε,λ)
is a topological algebra over K and an RN module (E, ‖·‖) over K with base
(Ω,F , P ) is a topological module over the topological algebra (L0(F , K), Tε,λ)
when E is endowed with its (ε, λ)-topology. On the other hand, the Tc-
topology for an RN module is just the locally L0-convex topology, in partic-
ular, (L0(F , K), Tc) is only a topological ring and an RN module (E, ‖ · ‖)
over K with base (Ω,F , P ) is a topological module over the topological ring
(L0(F , K), Tc) when E is endowed with its locally L
0-convex topology, see
[13] for details.
Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ), pA = I˜A · p
is called the A−stratification of p for each given A ∈ F and p in E. The
so-called stratification structure of E means that E includes every stratifica-
tion of an element in E. Clearly, pA = θ when P (A) = 0 and pA = p when
P (Ω\A) = 0, which are both called trivial stratifications of p. Further, when
(Ω,F , P ) is trivial probability space every element in E has merely the two
trivial stratifications since F = {Ω, ∅}; when (Ω,F , P ) is arbitrary, every
element in E can possess arbitrarily many nontrivial intermediate stratifi-
cations. It is this kind of rich stratification structure of RN modules that
makes the theory of RN modules deeply developed and also become the most
useful part of random metric theory.
To introduce the main results of this paper, let us first recall:
Definition 3.2 ([14]). Let E be a left module over the algebra L0(F , K).
A formal sum
∑
n∈N I˜Anxn is called a countable concatenation of a sequence
{xn | n ∈ N} in E with respect to a countable partition {An | n ∈ N} of
Ω to F . Moreover, a countable concatenation
∑
n∈N I˜Anxn is well defined
or
∑
n∈N I˜Anxn ∈ E if there is x ∈ E such that I˜Anx = I˜Anxn, ∀n ∈ N . A
subset G of E is said to have the countable concatenation property if every
countable concatenation
∑
n∈N I˜Anxn with xn ∈ G for each n ∈ N still
belongs to G, namely
∑
n∈N I˜Anxn is well defined and there exists x ∈ G
such that x =
∑
n∈N I˜Anxn.
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Definition 3.3 ([13]). Let E be a left module over the algebra L0(F) and
f a function from E to L¯0(F), then
(1) f is L0(F)-convex if f(ξx+ (1− ξ)y) ≤ ξf(x) + (1− ξ)f(y) for all x and
y in E and ξ ∈ L0+(F) such that 0 ≤ ξ ≤ 1 (Here we make the convention
that 0 · (±∞) = 0 and ∞−∞ =∞ !).
(2) f is said to have the local property if I˜Af(x) = I˜Af(I˜Ax) for all x ∈ E
and A ∈ F .
It is well known from [13] that f : E → L¯0(F) is L0(F)-convex iff f has
the local property and epi(f) is L0(F)-convex.
Lemma 3.4. Let E be an RN module over R with base (Ω,F , P ), G ⊂ E
a subset such that I˜AG+ I˜AcG ⊂ G and f : E → L¯
0(F) a function with the
local property. Then {f(x) : x ∈ G} is both directed downwards and directed
upwards.
Proof. Let x and y be any two elements inG and f 0(x) and f 0(y) arbitrarily
chosen representatives of f(x) and f(y), respectively.
Take A = {ω ∈ Ω : f 0(x)(ω) ≤ f 0(y)(ω)} and z1 = I˜A · x + I˜Ac · y, then
z1 ∈ G and it is easy to check that f(z1) = f(x)
∧
f(y) by the local property
of f and hence {f(x) : x ∈ G} is directed downwards. Similarly, one can
prove that {f(x) : x ∈ G} is directed upwards. 
Let (E, ‖·‖) be an RN module over R with base (Ω,F , P ) and G a subset
of E. Since G is an RM space, as a subspace of the RM space (E, ‖ · ‖),
then we can say that f : G → L¯0(F) is proper, Tε,λ−lower semicontinuous
and Tc−lower semicontinuous in the sense of Section 2.
Theorem 3.5. Let (E, ‖ · ‖) be an RN module over R with base (Ω,F , P ),
G ⊂ E a subset with the countable concatenation property and f : E → L¯0(F)
have the local property. If f |G is proper and bounded from below on G (resp.,
bounded from above on G). Then for each ε ∈ L0++(F), there exists xε ∈ G
such that f(xε) ≤
∧
f(G) + ε (accordingly, f(xε) ≥
∨
f(G)− ε).
Proof. We only need to prove the case when f is bounded from below on
G as follows.
Since G has the countable concatenation property, G must satisfy the
property that I˜AG + I˜AcG ⊂ G. Further, since f has the local property,
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{f(x) : x ∈ G} is directed downwards by Lemma 3.4. According to Proposi-
tion 2.1, there exists a sequence {xn, n ∈ N} in G such that {f(xn), n ∈ N}
converges to η :=
∧
f(G) in a nonincreasing way, then it follows from Ego-
roff’s Theorem that {f(xn), n ∈ N} converges P−uniformly to η. Thus there
exists Em ∈ F for each m ∈ N such that P (Ω\Em) <
1
m
and {f(xn), n ∈ N}
converges uniformly to η on Em, which is denoted by f(xn) ⇒ η on Em for
convenience.
Since P (
⋃∞
n=1En) = 1, we can suppose Ω =
⋃∞
n=1En. Further, let E
′
n =⋃n
k=1Ek, ∀n ∈ N , then
⋃∞
m=1E
′
m =
⋃∞
m=1 Em = Ω and E
′
m ⊂ E
′
m+1, ∀m ∈ N .
Taking F1 = E
′
1, Fn = E
′
n \
⋃n−1
k=1 E
′
k, ∀n ≥ 2, one can have Fi
⋂
Fj =
∅(i 6= j) and
⋃∞
n=1 Fn = Ω.
First, we prove that for each k ∈ N there exists x(k) ∈ G such that
f(x(k)) ≤ η + 1
k
as follows. Let f 0(xn) and η
0 be arbitrarily chosen repre-
sentatives of f(xn) and η, respectively. From f(xn) ⇒ η on Fm, ∀m ∈ N
, it follows that for each k ∈ N , there exists N(k,m) ∈ N such that
|f 0(xn)(ω)−η
0(ω)| ≤ 1
k
, ∀ω ∈ Fm and n ≥ N(k,m), and hence f(xn) ≤ η+
1
k
on Fm,∀n ≥ N(k,m).
By the hypothesis that G has the countable concatenation property, one
can have x(k) :=
∑∞
m=1 I˜Fm · xN(k,m) ∈ G is well defined and I˜Fm · x
(k) = I˜Fm ·
xN(k,m), ∀m ∈ N . Hence one can have I˜Fm ·f(I˜Fm ·x
(k)) = I˜Fm ·f(I˜Fm ·xN(k,m)),
which implies I˜Fm · f(x
(k)) = I˜Fm · f(xN(k,m)) ≤ I˜Fm · (η +
1
k
), ∀m ∈ N by the
local property of f . Since
⋃∞
n=1 Fn = Ω, we have f(x
(k)) ≤ η + 1
k
.
Second, for each ε ∈ L0++(F), let A1 = {ω : ε
0(ω) ≥ 1}, Ak+1 = {ω :
1
k+1
≤ ε0(ω) < 1
k
}, ∀k ≥ 1, where ε0 is an arbitrarily chosen representative of
ε. Then {Ai, i ≥ 1} forms a countable partition of Ω to F . It is easy to see
that f(x(k)) ≤ η + 1
k
≤ η + ε on Ak, ∀k ≥ 1.
From the countable concatenation property of G, it follows that xε :=∑∞
k=1 I˜Ak · x
(k) ∈ G is well defined. Further, by the local property of f , it
is obvious that I˜Akf(xε) = I˜Akf(I˜Ak · xε) = I˜Akf(I˜Ak · x
(k)) = I˜Akf(x
(k)) ≤
I˜Ak · (η + ε), ∀k ≥ 1. Since
⋃∞
k=1Ak = Ω, we have f(xε) ≤ η + ε.
Similarly, we can prove this theorem when f is bounded from above on
G. 
According to Theorem 3.5, there does exist x0 satisfying the hypothesis of
Theorem 3.6 below if ϕ has the local property and G has the countable con-
catenation property. By Theorem 2.10, one can obtain the following precise
form of Ekeland’s variational principle on a Tε,λ−complete RN module:
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Theorem 3.6. Let (E, ‖·‖) be a Tε,λ−complete RN module over R with base
(Ω,F , P ), G a Tε,λ−closed subset of E, ε ∈ L
0
++(F) and ϕ : G → L¯
0(F) a
proper, Tε,λ−lower semicontinuous and bounded from below on G. Then for
each point x0 ∈ G satisfying ϕ(x0) ≤
∧
ϕ(G) + ε and each α ∈ L0++(F),
there exists z ∈ G such that the following are satisfied:
(1) ϕ(z) ≤ ϕ(x0)− α‖z − x0‖;
(2) ‖z − x0‖ ≤ α
−1 · ε;
(3) for each x ∈ G such that x 6= z, ϕ(x)  ϕ(z)− α‖x− z‖.
To obtain the precise form of Ekeland’s variational principle under the
locally L0-convex topology, we need the following key results obtained in
[14, 15]:
Proposition 3.7 ([14]). Let (E, ‖ · ‖) be an RN module over K with base
(Ω,F , P ). Then E is Tε,λ−complete if and only if E is Tc−complete and has
the countable concatenation property.
Obviously, Proposition 7.2.3 [15] also holds for a subset with the countable
concatenation property:
Proposition 3.8. Let (E, ‖·‖) be an RN module over R with base (Ω,F , P )
such that E has the countable concatenation property, G ⊂ E a subset with
the countable concatenation property and f : E → L¯0(F) a function with
the local property. Then f |G is Tε,λ−lower semiconinuous iff f |G is Tc−lower
semicontinuous, in particular, this is true when f is L0(F)-convex.
Proposition 3.9 ([15]). Let (E, ‖ · ‖) be an RN module over K with base
(Ω,F , P ) and A a subset with the countable concatenation property of E.
Then A¯c = A¯ε,λ, where A¯c and A¯ε,λ stand for the Tc−closure and Tε,λ−closure
of A, respectively.
We can now give the precise form of Ekeland’s variational principle under
Tc, namely Theorem 3.10 below, the difference between Theorem 3.6 and
Theorem 3.10 lies in that the local property of ϕ in Theorem 3.10 must be
assumed to apply Proposition 3.8.
Theorem 3.10. Let (E, ‖·‖) be a Tc−complete RN module over R with base
(Ω,F , P ) such that E has the countable concatenation property, ε ∈ L0++(F)
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and ϕ : E → L¯0(F) have the local property. If G ⊂ E is a Tc−closed sub-
set with the countable concatenation property and ϕ|G is a proper, Tc−lower
semicontinuous and bounded from below on G, then for each point x0 ∈ G
satisfying ϕ(x0) ≤
∧
ϕ(G)+ε and each α ∈ L0++(F), there exists z ∈ G such
that the following are satisfied:
(1) ϕ(z) ≤ ϕ(x0)− α‖z − x0‖;
(2) ‖z − x0‖ ≤ α
−1 · ε;
(3) for each x ∈ G such that x 6= z, ϕ(x)  ϕ(z)− α‖x− z‖.
Proof. Since E is Tε,λ−complete by Proposition 3.7, ϕ is also Tε,λ−lower
semicontinuous on G by Proposition 3.8 and G is Tε,λ−closed by Proposition
3.9, then our desired conclusion follows immediately from Theorem 3.6. 
Similarly, we can obtain the following Caristi’s fixed point theorem under
Tc:
Theorem 3.11. Let (E, ‖ · ‖) be a Tc−complete RN module over R with
base (Ω,F , P ) such that E has the countable concatenation property and ϕ :
E → L¯0(F) a proper function such that ϕ is Tc−lower semicontinuous and
bounded from below and has the local property. If T : E → E is a mapping
such that ϕ(Tu) + ‖Tu− u‖ ≤ ϕ(u), ∀u ∈ E, then T has a fixed point.
4. The Bishop-Phelps theorem in complete RN modules
In this section, applying the results in Section 3 we establish the Bishop-
Phelps theorems in complete RN modules under the framework of random
conjugate spaces and proceed under the two kinds of topologies, respectively.
The main results in this section are Theorems 4.2 and 4.3 below. To introduce
them, we first give some necessary notation and terminology.
Let us first recall the notion of a random conjugate space, though it can be
introduced for any RN space [17], to save space we only need the following:
Definition 4.1 ([14]). Let (E, ‖ · ‖) be an RN module over K with base
(Ω,F , P ). Then E∗ε,λ = {f : E → L
0(F , K)|f is a continuous module homo-
morphism from (E, Tε,λ) to (L
0(F , K), Tε,λ)} and E
∗
c = {f : E → L
0(F , K)|f
is a continuous module homomorphism from (E, Tc) to (L
0(F , K), Tc)}, are
called the random conjugate spaces of (E, ‖·‖) under Tε,λ and Tc, respectively.
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It is well known from [14] that an RN module (E, ‖ · ‖) over K with base
(Ω,F , P ) has the same random conjugate space under Tε,λ and Tc, namely
E∗ε,λ = E
∗
c , and thus they can be denoted by the same notation E
∗. It is well
known that a function f from E to L0(F , K) belongs to E∗ if and only if f is
a linear operator and there is ξ ∈ L0+(F) such that |f(x)| 6 ξ · ‖x‖, ∀x ∈ E,
so an element of E∗ is also called an a.s. bounded random linear functional
on E. Further, define ‖·‖∗ : E∗ → L0+(F) by ‖f‖
∗ = ∧{ξ ∈ L0+(F) : |f(x)| 6
ξ · ‖x‖, ∀x ∈ E}, then (E∗, ‖ · ‖∗) is also an RN module over K with base
(Ω,F , P ) and ‖f‖∗ = ∨{|f(x)| : x ∈ E and ‖x‖ 6 1} for any f ∈ E∗.
Besides, it is known from [15] that E∗ is Tε,λ−complete, so E
∗ must have the
countable concatenation property [14].
Let E be a left module over the algebra L0(F , K), a nonempty subset M
of E is called L0(F)-convex if ξx+ ηy ∈M for any x and y ∈M and ξ and
η ∈ L0+(F) such that ξ + η = 1. In addition, it is called an L
0(F)-convex
cone if ξx+ ηy ∈ M for any x and y ∈ M and ξ and η ∈ L0+(F), further M
is called pointed if M
⋂
(−M) = θ.
Let E be an RN module over R with base (Ω,F , P ), G ⊂ E a subset and
f ∈ E∗ \ {0} such that f is bounded from above on G. If x ∈ G is such that
f(x) =
∨
f(G), then x is called a support point of f and f is called an a.s.
bounded random linear functional supporting G at x.
We can now state the main results in this section.
Theorem 4.2. Let (E, ‖ · ‖) be a Tc−complete RN module over R with base
(Ω,F , P ) such that E has the countable concatenation property and G a
Tc−closed L
0(F)−convex subset of E such that G has the countable concate-
nation property. Then the set of support points of G is Tc−dense in the
Tc−boundary of G (briefly, ∂cG).
A Tε,λ-complete L
0(F)-convex subset G must have the countable concate-
nation property, but we wonder whether Theorem 4.2 is true or not under the
(ε, λ)-topology, namely, let (E, ‖ · ‖) be a Tε,λ−complete RN module over R
with base (Ω,F , P ) and G a Tε,λ−closed L
0(F)−convex subset of E, then is
the set of support points of G Tε,λ−dense in the Tε,λ−boundary of G (briefly,
∂ε,λG)?
Theorem 4.3. Let (E, ‖ · ‖) be a Tc−complete RN module over R with base
(Ω,F , P ) such that E has the countable concatenation property, and G an a.s.
bounded (namely,
∨
{‖p‖ : p ∈ G} ∈ L0+(F)), Tc-closed and L
0(F)-convex
17
subset of E such that G has the countable concatenation property. Then the
set of a.s. bounded random linear functionals supporting G is Tc−dense in
E∗.
Theorem 4.3 still holds under the (ε, λ)-topology, namely we also have:
let (E, ‖ · ‖) be a Tε,λ−complete RN module over R with base (Ω,F , P ) and
G an a.s. bounded, Tε,λ-closed and L
0(F)-convex subset of E, then the set
of a.s. bounded random linear functionals supporting G is Tε,λ−dense in E
∗,
see the paragraph below Corollary 4.16 for details.
To prove the two theorems, we need a series of preparations. Propositions
4.6 and 4.7 below are the hyperplane separation theorems in RN modules
under the locally L0−convex topology, which play an important role in this
section. To introduce them, we first give Definition 4.4 as well as Proposition
4.5 below, which were given by Guo in [14].
Definition 4.4 ([14]). Let E be an L0(F , K)−module and G a subset of
E. The set of countable concatenations
∑
n>1 I˜Anxn with xn ∈ G for each
n ∈ N is called the countable concatenation hull of G, denoted by Hcc(G).
Clearly, we have Hcc(G) ⊃ G for any subset G of an L
0(F , K)−module
E, and G has the countable concatenation property iff Hcc(G) = G.
Proposition 4.5 ([14]). Let E be a left module over the algebra L0(F , K),
M and G any two nonempty subsets of E such that I˜AM + I˜AcM ⊂ M
and I˜AG + I˜AcG ⊂ G. If Hcc(M) ∩ Hcc(G) = ∅, then there exists an
F−measurable subset H(M,G) unique a.s. such that the following are sat-
isfied:
(1) P (H(M,G)) > 0;
(2) I˜AM ∩ I˜AG = ∅ for all A ∈ F , A ⊂ H(M,G) with P (A) > 0;
(3) I˜AM ∩ I˜AG 6= ∅ for all A ∈ F , A ⊂ Ω\H(M,G) with P (A) > 0.
Let E, M and G be the same as in Proposition 4.5 such that Hcc(M) ∩
Hcc(G) = ∅, then H(M,G) is called the hereditarily disjoint stratification of
H and M , and P (H(M,G)) is called the hereditarily disjoint probability of
H and G.
Propositions 4.6 and 4.7 below are merely the special case of the corre-
sponding theorems of [14] and [25] which were originally given for general
random locally convex modules.
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Proposition 4.6 ([14]). Let (E, ‖ · ‖) be an RN module over K with base
(Ω,F , P ), x ∈ E and G a nonempty Tc−closed L
0(F)−convex subset of E
such that x /∈ G and G has the countable concatenation property. Then
there exists an f ∈ E∗ such that
(Ref)(x) ≥ ∨{(Ref)(y) | y ∈ G}
and
(Ref)(x) > ∨{(Ref)(y) | y ∈ G} on H({x}, G),
where (Ref)(x) = Re(f(x)), ∀x ∈ E.
Proposition 4.7 ([25]). Let (E, ‖ · ‖) be an RN module over K with base
(Ω,F , P ) and G andM two nonempty L0(F)−convex subsets of E such that
the Tc−interior G
o of G is not empty and Hcc(G
o)
⋂
Hcc(M) = ∅. Then there
exists f ∈ E∗ such that
(Ref)(x) ≤ (Ref)(y) for all x ∈ G and y ∈M
and
(Ref)(x) < (Ref)(y) on H(Go,M) for all x ∈ Go and y ∈M.
Definition 4.8. Let E be an RN module over R with base (Ω,F , P ), f ∈ E∗
and k ∈ L0++(F). Define
K(f, k) = {y ∈ E : k‖y‖ ≤ f(y)}.
It is easy to see that K(f, k) is a pointed, closed and L0(F)-convex cone
under each of Tε,λ and Tc.
Lemma 4.9. Let (E, ‖ · ‖) be a Tc−complete RN module over R with base
(Ω,F , P ) such that E has the countable concatenation property, k ∈ L0++(F),
G ⊂ E a Tc−closed subset with the countable concatenation property. Fur-
ther, if f ∈ E∗ is bounded from above on G, and ε ∈ L0++(F) and z ∈ G are
such that
∨
f(G) ≤ f(z) + ε, then there exists x0 ∈ G such that:
(1) x0 ∈ K(f, k) + z;
(2) ‖x0 − z‖ ≤ k
−1 · ε;
(3) G
⋂
(K(f, k) + x0) = {x0}.
19
Proof. Applying ϕ = −f and α = k to Theorem 3.10, then there exists
x0 ∈ G such that the following are satisfied:
(1’) k · ‖x0 − z‖ ≤ f(x0)− f(z);
(2’) ‖x0 − z‖ ≤ k
−1 · ε;
(3’) for each x ∈ G such that x 6= x0, k · ‖x− x0‖  f(x)− f(x0) holds.
Obviously, (1’), (2’) and (3’) amount to our desired conclusions. 
To prove the key Lemma 4.12, we need Lemma 4.10, which is very easy
and thus whose proof is omitted, and Proposition 4.11 below.
Lemma 4.10. Let (E, ‖ · ‖) be an RN module over R with base (Ω,F , P )
such that E has the countable concatenation property and f : E → L¯0(F) a
function with the local property. Then epi(f) has the countable concatenation
property.
Proposition 4.11 ([25]). Let (E, ‖·‖) be an RN module over K with base
(Ω,F , P ). If a subset G of E has the countable concatenation property, then
so does the Tc−interior G
o of G.
Lemma 4.12. Let (E, ‖ · ‖) be an RN module over R with base (Ω,F , P )
such that E has the countable concatenation property, k ∈ L0++(F), f ∈ E
∗
and G an L0(F)−convex subset of E such that G has the countable concate-
nation property. Further, if x0 ∈ G satisfies G
⋂
(K(f, k) + x0) = {x0}, then
there exists g ∈ E∗ such that
∨
g(G) = g(x0) and ‖f − g‖
∗ ≤ k.
Proof. Define a function φ : E → L0(F) by φ(x) = k‖x‖ − f(x), ∀x ∈ E.
It is easy to check that φ is L0(F)−convex and has the local property.
Let C1 := epi(φ) and C2 := (G− x0)× {0}.
We now prove that C1 and C2 satisfy the hypotheses of Proposition 4.7
as follows.
(1). Obviously, C1 and C2 are nonempty by (0, 0) ∈ C1
⋂
C2. Since φ
and C are both L0(F)−convex, it is easy to check that C1 and C2 are both
L0(F)−convex.
It is clear that the Tc−interior of C1 denoted by C
o
1 = {(x, r) ∈ E×L
0(F) :
φ(x) < r on Ω} is not empty by (0, 1) ∈ Co1 .
(2). Since E has the countable concatenation property and φ has the lo-
cal property, it follows that C1 has the countable concatenation property by
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Lemma 4.10. Thus Co1 has the countable concatenation property by Proposi-
tion 4.11. By the countable concatenation property of G, it is easy to check
that C2 has the countable concatenation property.
(3). We can now prove I˜A ·C
o
1
⋂
I˜A ·C2 = ∅ for any A ∈ F with P (A) > 0
as follows.
First, from G
⋂
(K(f, k)+x0) = {x0}, one can have (G−x0)
⋂
K(f, k) =
{0}, which implies C1
⋂
C2 = {(0, 0)}, and it is clear that C
o
1
⋂
C2 = ∅ since
(0, 0) ∈ ∂cC1.
Second, from C1
⋂
C2 = {(0, 0)}, we can deduce I˜A · C1
⋂
I˜A · C2 =
I˜A · {(0, 0)} for any A ∈ F with P (A) > 0. Otherwise, there exists some
B ∈ F with P (B) > 0 and yˆ ∈ E×L0(F) such that I˜B · yˆ ∈ I˜B ·C1
⋂
I˜B ·C2
and I˜B · yˆ 6= I˜B · (0, 0). Let us take z = I˜B · yˆ + I˜Bc · (0, 0), then it is easy to
see that I˜Bc · (0, 0) ∈ I˜Bc · (C1
⋂
C2) ⊂ I˜Bc · C1
⋂
I˜Bc · C2. Thus we can have
z ∈ C1
⋂
C2 = {(0, 0)}, which implies I˜B · yˆ = I˜B · (0, 0), a contradiction.
Third, we consider the problem in the relative topology. Since I˜A · C
o
1
is the relative Tc-interior of I˜A · C1 in I˜A · (E × L
0(F)) and I˜A · (0, 0) is
a relative Tc-boundary point of I˜A · C1 in I˜A · (E × L
0(F)), we can have
I˜A · C
o
1
⋂
I˜A · C2 = ∅ for any A ∈ F with P (A) > 0.
Since (E × L0(F))∗ = E∗ × L0(F)∗ = E∗ × L0(F) by noting L0(F)∗ =
L0(F), then applying Proposition 4.7 to the special case that H(Co1 , C2) = Ω
we have that there exists F ∈ E∗ × L0(F) such that
F (p) < F (q) on Ω for all p ∈ C2 and q ∈ C
o
1 (4.1)
and
F (p) ≤ F (q) for all p ∈ C2 and q ∈ C1, (4.2)
and hence we have
∨
F (C2) = 0 =
∧
F (C1).
Further, there exists g ∈ E∗ and r∗ ∈ L0(F) such that F (x, r) = g(x) +
r∗ · r, ∀(x, r) ∈ E×L0(F). From (0, 1) ∈ Co1 , it follows that F (0, 1) > 0 on Ω
by (4.1), which implies r∗ > 0 on Ω. Thus we can, without loss of generality,
suppose r∗ = 1, and hence F (x, r) = g(x) + r, ∀(x, r) ∈ E × L0(F).
Since (x − x0, 0) ∈ C2 for any x ∈ G, it follows that 0 ≥ F (x − x0, 0) =
g(x)− g(x0) by (4.2) and hence g(x0) =
∨
g(G).
Since (x, φ(x)) ∈ C1 for x ∈ E, one can have that 0 ≤ F (x, φ(x)) =
g(x) + φ(x) = g(x) + k‖x‖ − f(x) by (4.2), which implies ‖f − g‖∗ ≤ k. 
Corollary 4.13. Let (E, ‖ · ‖) be a Tc−complete RN module over R with
base (Ω,F , P ) such that E has the countable concatenation property, G a
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0(F)−convex subset of E such that G has the countable concate-
nation property, and f ∈ E∗ which is bounded from above on G. Further,
if ε ∈ L0++(F) and z ∈ G are such that
∨
f(G) ≤ f(z) + ε, then for each
k ∈ L0++(F), there exist g ∈ E
∗ and x0 ∈ G such that:
(1) g(x0) =
∨
g(G);
(2) ‖x0 − z‖ ≤ k
−1 · ε;
(3) ‖f − g‖∗ ≤ k.
Proof. By Lemma 4.9, there exists x0 ∈ G such that
x0 ∈ K(f, k) + z, ‖x0 − z‖ ≤ k
−1 · ε and G
⋂
(K(f, k) + x0) = {x0}.
Thus by Lemma 4.12, there exists g ∈ E∗ such that g(x0) =
∨
g(G) and
‖f − g‖∗ ≤ k. 
We can now prove Theorem 4.2:
Proof of Theorem 4.2. We can, without loss of generality, suppose ∂cG 6=
∅. Let z be in ∂cG and δ in L
0
++(F), then there exists some y ∈ E\G such
that ‖y − z‖ ≤ δ
2
.
Since y∈¯G, there exists f ∈ E∗\{0}, we can, without loss of generality,
suppose that ‖f‖∗ = I˜[‖f‖∗ 6=0] (otherwise we can consider (‖f‖
∗)−1 · f) such
that
∨
f(G) < f(y) on H({y}, G) and
∨
f(G) ≤ f(y)
by Proposition 4.6.
From f(y) ≤ f(z)+‖y−z‖ ≤ f(z)+ δ
2
, we have
∨
f(G) ≤ f(y) ≤ f(z)+ δ
2
.
Then taking ε = δ
2
and k = 1
2
in Corollary 4.13, it follows that there
exists g ∈ E∗ and x0 ∈ G such that
g(x0) =
∨
g(G), ‖x0 − z‖ ≤ δ and ‖f − g‖
∗ ≤
1
2
. (4.3)
We now prove g 6= 0. Since f 6= 0, we can have P ([‖f‖∗ 6= 0]) > 0.
Furthermore, since ‖f‖∗ = I˜[‖f‖∗ 6=0] and ‖f − g‖
∗ ≤ 1
2
, one can have g 6= 0.
Thus it is clear that x0 is just desired from (4.3). 
Corollary 4.14. Let (E, ‖ · ‖) be a Tc−complete RN module over R with
base (Ω,F , P ) such that E has the countable concatenation property, G a
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0(F)−convex subset of E such that G has the countable concate-
nation property, and f ∈ E∗\{0} which is bounded from above on G. Then
for any δ ∈ L0++(F) with δ < ‖f‖
∗ on [‖f‖∗ > 0], there exists g ∈ E∗\{0}
supporting G such that ‖f − g‖∗ ≤ δ.
Proof. We can choose z ∈ G such that
∨
f(G) ≤ f(z) + 1 by Theorem
3.5. Taking ε = 1 and k = δ in Corollary 4.13, then there exists g ∈ E∗ and
x0 ∈ G such that
‖f − g‖∗ ≤ δ < ‖f‖∗ on [‖f‖∗ > 0] and g(x0) =
∨
g(G).
Thus g is desired. 
We can now prove Theorem 4.3:
Proof of Theorem 4.3. Since G is a.s. bounded, it is easy to see that
f ∈ E∗ is bounded from above on G, then we can get the conclusion from
Corollary 4.14. 
Definition 4.15 ([30]). An RN module E is called Tε,λ (resp., Tc)-random
subreflexive if the set of all f ∈ E∗ satisfying f(x) = ‖f‖∗ for some x ∈ E
with ‖x‖ ≤ 1, is Tε,λ(accordingly, Tc)-dense in E
∗.
From Theorem 4.3, one can obtain Corollary 4.16 below:
Corollary 4.16 ([30]). Let (E, ‖ · ‖) be a Tc−complete RN module over R
with base (Ω,F , P ) such that E has the countable concatenation property.
Then E is Tc−random subreflexive.
In [30], Zhao and Guo illustrate that Corollary 4.16 may not hold if E does
not have the countable concatenation property. In addition, according to
Propositions 3.7, 3.9 and Corollary 4.16, we can obtain Corollary 4.17 below
(namely, the Tε,λ−random subreflexivity) by the countable concatenation
property of the set of all f ∈ E∗ satisfying f(x) = ‖f‖∗ for some x ∈ E with
‖x‖ ≤ 1. More generally, by Propositions 3.7 and 3.9 and by the observation
that HG
⋃
{0} has the countable concatenation property, where HG denotes
the set of a.s. bounded random linear functionals supporting G, one can
similarly see that Theorem 4.3 still holds under the (ε, λ)-topology, see the
paragraph following the statement of Theorem 4.3.
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Corollary 4.17 ([30]). Let (E, ‖ · ‖) be a Tε,λ−complete RN module over R
with base (Ω,F , P ). Then E is Tε,λ−random subreflexive.
Remark 4.18. The proofs given in [30] of Corollaries 4.16 and 4.17 are
constructive and thus skillful so that Zhao and Guo can avoid the transfinite
induction method, whereas our proofs here are relatively simple but we have
to employ the Ekeland’s variational principle, namely we inexplicitly use the
transfinite induction method.
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