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Abstrat
We introdue the onept of Hopf-Galois system, a reformulation of the notion of
Galois extension of the base eld for a Hopf algebra. The main feature of our def-
inition is a generalization of the antipode of an ordinary Hopf algebra. We present
several examples whih indiate that although our axiomati is slightly more ompli-
ated than the lassial one, it is also more natural and easier to handle with. The
main appliation of Hopf-Galois systems is the onstrution of monoidal equivalenes
between omodule ategories.
Keywords: Hopf-Galois extension, monoidal equivalene of omodule ategories.
Introdution
We introdue the onept of Hopf-Galois system, a reformulation of the notion of Galois
extension of the base eld for a Hopf algebra. Our motivation for suh a denition is to
provide a natural way to onstrut monoidal equivalenes between ategories of omodules
over Hopf algebras.
Let A and B be Hopf algebras (over a eld k). Reall [16℄ that a non-zero algebra Z
is said to be an A-B-biGalois extension if Z is an A-B-biomodule algebra suh that two
linear maps κl : Z ⊗ Z −→ A ⊗ Z and κr : Z ⊗ Z −→ Z ⊗ B are bijetive (see Setion
1). A useful theorem of P. Shauenburg [16℄ brings interest for biGalois extensions: the
omodule ategories over A and B are monoidally equivalent if and only if there exists an
A-B-biGalois extension.
In [3, 5℄ we onstruted some examples of biGalois extensions. It is more or less lear
in these papers that, when heking that the maps κl and κr are bijetive, one uses the
onept of Hopf-Galois system introdued in the present paper. In fat the onstrution
of a Hopf-Galois system seems to be the easiest and most natural way to get a biGalois
extension. Here is a related and well-known situation. Consider a bialgebra A. Then A is
a Hopf algebra if only if the the map
κl : A⊗A
∆⊗1A−−−−→ A⊗A⊗A
1A⊗m−−−−→ A⊗A
is bijetive (this is well-know, e.g. to multiplier Hopf algebraists [23℄). In onrete ex-
amples, it is muh more desirable to require the existene of an antipode, although the
axiomati is slightly more involved. We adopt the same philosophy for Galois extensions.
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A Hopf-Galois system onsists of four non-zero algebras (A,B,Z, T ). The algebras A
and B are bialgebras, and Z is assumed to be an A-B-biomodule algebra. There are
also algebra morphisms γ : A −→ Z ⊗ T and δ : B −→ T ⊗ Z with some assoiativity
onditions. Finally there is a linear map S : T −→ Z playing the role of an antipode. In
fat the rst axioms are losely related to the ones of a set of pre-equivalene data of M.
Takeuhi (Denition 2.3 in [19℄), the main new feature being the generalized antipode. See
Setion 1 for the details. The easiest way to understand the axioms is to see a Hopf-Galois
system as the dual objet of a groupoid with two objets, with some strutures forgotten.
In fat a Hopf-Galois system is always assoiated to a pair of objets in the groupoid
of bre funtors over the omodules of a Hopf algebra. We show (Theorem 1.2) that if
(A,B,Z, T ) is a Hopf-Galois system, then Z is an A-B-biGalois extension. Conversely,
starting from a Galois extension, it is possible to reonstrut a Hopf-Galois system.
The axiomati of a Hopf-Galois system is more ompliated than the one of an A-
Galois extension or of an A-B-biGalois extension. But in a ompletely parallel way to the
observation onerning bialgebras and Hopf algebras, it is also very natural and easy to
handle with when dealing with onrete examples. In fat when one suspets an algebra
to be an A-Galois extension, it is not diult to guess what the whole Hopf-Galois system
will be. We present several examples, that, we hope, will onvine the reader.
It is quite possible that the axiomati of Hopf-Galois systems was already known to
some experts. It is more or less impliit in [16℄, with the notation Z−1 for the fourth
algebra. On the other hand we feel that it should be useful to have written down the
axiomati ompletely, espeially in view of appliations in representation theory.
Our work is organized as follows. In Setion 1 we give the full denition of a Hopf-
Galois system, and we show that suh a system always gives rise to a biGalois extension.
We also disuss the reonstrution of a Hopf-Galois system from a Galois extension. Sine
we have deided in this paper to onentrate on examples and appliations rather than
on theoretial aspets of Hopf-Galois systems, the other setions are devoted to examples.
We study the following families of examples.
• Hopf-Galois systems assoiated to 2-oyles, with emphasis on the funtion algebra on
the symmetri group, and some examples generalizing those of [3℄ are presented.
• Hopf-Galois systems for the Hopf algebra of a non-degenerate bilinear form [7, 5℄.
• Hopf-Galois systems for universal osovereign Hopf algebras [4℄. This gives some im-
provements on the known results [2℄ onerning the orepresentation theory of these Hopf
algebras.
• Hopf-Galois systems for free Hopf algebras generated by matrix oalgebras [18℄.
Notations and onventions. Throughout this paper k denotes a ommutative eld. The
reader is assumed to be familiar with Hopf algebras, their modules, omodules, omodule
algebras [13℄. We also assume familiarity with monoidal ategories, monoidal funtors
[10, 9℄. The monoidal ategory of omodules (resp. nite-dimensional omodules) over
a bialgebra A is denoted by Comod(A) (resp. Comodf(A)). The monoidal ategory of
nite-dimensional vetor spaes over k is denoted by Vectf(k).
2
1 Denition and basi results
We present the formal denition of a Hopf-Galois system. We work in the monoidal
ategory of vetor spaes over k, but it is lear that our denition still makes sense in
any braided monoidal ategory, and that Theorem 1.2 is valid in suh a ategory. Let
us rst reall the language of Galois extensions for Hopf algebras (see [13℄ for a general
perspetive).
Let A be a Hopf algebra. A left A-Galois extension (of k) is a non-zero left A-omodule
algebra Z suh that the linear map κl dened by the omposition
κl : Z ⊗ Z
α⊗1Z−−−→ A⊗ Z ⊗ Z
1A⊗mZ−−−−−→ A⊗ Z
where α is the oation of A and mZ is the multipliation of Z, is bijetive.
Similarly, a right A-Galois extension is a non-zero right A-omodule algebra Z suh
that the linear map κr dened by the omposition
κr : Z ⊗ Z
1Z⊗β−−−→ Z ⊗ Z ⊗A
mZ⊗1A−−−−−→ Z ⊗A
where β is the oation of A, is bijetive.
Let A and B be Hopf algebras. An algebra Z is said to be an A-B-bigalois extension
[16℄ if Z is both a left A-Galois extension and a right B-Galois extension, and if Z is an
A-B-biomodule.
Denition 1.1 A Hopf-Galois system onsists of four non-zero algebras (A,B,Z, T ), with
the following axioms.
(HG1) The algebras A and B are bialgebras.
(HG2) The algebra Z is an A-B-biomodule algebra.
(HG3) There are algebra morphisms γ : A −→ Z ⊗ T and δ : B −→ T ⊗ Z suh that the
following diagrams ommute:
Z
α
−−−→ A⊗ Z
β
y γ⊗1Zy
Z ⊗B
1Z⊗δ−−−→ Z ⊗ T ⊗ Z
A
∆A−−−→ A⊗A
γ
y 1A⊗γy
Z ⊗ T
α⊗1T−−−→ A⊗ Z ⊗ T
B
∆B−−−→ B ⊗B
δ
y δ⊗1By
T ⊗ Z
1T⊗β−−−→ T ⊗ Z ⊗B
(HG4) There is a linear map S : T −→ Z suh that the following diagrams ommute:
A
εA //
γ

k
uZ // Z
Z ⊗ T
1Z⊗S // Z ⊗ Z
mZ
OO B
εB //
δ

k
uZ // Z
T ⊗ Z
S⊗1Z // Z ⊗ Z
mZ
OO
When A = B = Z = T and α = β = γ = δ, we just have the axioms of a Hopf algebra,
the linear map S being the antipode. The axiom HG3 is very lose from the axioms of a
set of pre-equivalene data of M. Takeuhi ([19℄), but we do not require a B-A-biomodule
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struture on T . We have already mentioned the fat that the easiest way to understand
the axioms of a Hopf-Galois system is to see it as the dual objet of a groupoid with two
objets, where some strutures would have been forgotten. In fat, we have only inluded
the axioms needed to prove the following result.
Theorem 1.2 Let (A,B,Z, T ) be a Hopf-Galois system. Then Z is an A-B-biGalois
extension.
Proof. Let ηl : A⊗ Z −→ Z ⊗ Z be the morphism dened by
ηl = (1Z ⊗mZ) ◦ (1Z ⊗ S ⊗ 1Z) ◦ (γ ⊗ 1Z).
We show that ηl is an inverse for κl. we have
ηl ◦ κl = (1Z ⊗mZ) ◦ (1Z ⊗ S ⊗ 1Z) ◦ (γ ⊗ 1Z) ◦ (1A ⊗mZ) ◦ (α⊗ 1Z) =
(1Z⊗mZ) ◦ (1Z ⊗ 1Z ⊗mZ) ◦ (1Z ⊗ S ⊗ 1Z ⊗ 1Z) ◦ (γ ⊗ 1Z ⊗ 1Z) ◦ (α⊗ 1Z) =
(1Z⊗mZ) ◦ (1Z ⊗mZ ⊗ 1Z) ◦ (1Z ⊗ S ⊗ 1Z ⊗ 1Z) ◦ (1Z ⊗ δ ⊗ 1Z) ◦ (β ⊗ 1Z) =
(1Z⊗mZ) ◦ (1Z ⊗ (uZ ◦ εB)⊗ 1Z) ◦ (β ⊗ 1Z) = 1Z⊗Z .
We also have
κl ◦ ηl = (1A ⊗mZ) ◦ (α⊗ 1Z) ◦ (1Z ⊗mZ) ◦ (1Z ⊗ S ⊗ 1Z) ◦ (γ ⊗ 1Z) =
(1A⊗mZ) ◦ (1A ⊗ 1Z ⊗mZ) ◦ (1A ⊗ 1Z ⊗ S ⊗ 1Z) ◦ (α⊗ 1T ⊗ 1Z) ◦ (γ ⊗ 1Z) =
(1A⊗mZ) ◦ (1A ⊗mZ ⊗ 1Z) ◦ (1A ⊗ 1Z ⊗ S ⊗ 1Z) ◦ (1A ⊗ γ ⊗ 1Z) ◦ (∆A ⊗ 1Z) =
(1A⊗mZ) ◦ (1A ⊗ (uZ ◦ εA)⊗ 1Z) ◦ (∆A ⊗ 1Z) = 1A⊗Z .
This proves that κl is an isomorphism. Similarly, we dene a morphism ηr : Z⊗B −→ Z⊗Z
by
ηr = (mZ ⊗ 1Z) ◦ (1Z ⊗ S ⊗ 1Z) ◦ (1Z ⊗ δ),
and show that ηr is an inverse for κr. We have
κr ◦ ηr = (mZ ⊗ 1B) ◦ (1Z ⊗ β) ◦ (mZ ⊗ 1Z) ◦ (1Z ⊗ S ⊗ 1Z) ◦ (1Z ⊗ δ) =
(mZ⊗1B) ◦ (mZ ⊗ 1Z ⊗ 1B) ◦ (1Z ⊗ S ⊗ 1Z ⊗ 1B) ◦ (1Z ⊗ 1T ⊗ β) ◦ (1Z ⊗ δ) =
(mZ⊗1B) ◦ (1Z ⊗mZ ⊗ 1B) ◦ (1Z ⊗ S ⊗ 1Z ⊗ 1B) ◦ (1Z ⊗ δ ⊗ 1B) ◦ (1Z ⊗∆B) =
(mZ⊗1B) ◦ (1Z ⊗ (uB ◦ εB)⊗ 1B) ◦ (1Z ⊗∆B) = 1Z⊗B .
We also have
ηr ◦ κr = (mZ ⊗ 1Z) ◦ (1Z ⊗ S ⊗ 1Z) ◦ (1Z ⊗ δ) ◦ (mZ ⊗ 1B) ◦ (1Z ⊗ β) =
(mZ⊗1Z) ◦ (mZ ⊗ 1Z ⊗ 1Z) ◦ (1Z ⊗ 1Z ⊗ S ⊗ 1Z) ◦ (1Z ⊗ 1Z ⊗ δ) ◦ (1Z ⊗ β) =
(mZ⊗1Z) ◦ (1Z ⊗mZ ⊗ 1Z) ◦ (1Z ⊗ 1Z ⊗ S ⊗ 1Z) ◦ (1Z ⊗ γ ⊗ 1Z) ◦ (1Z ⊗ α) =
(mZ⊗1Z) ◦ (1Z ⊗ (uZ ◦ εA)⊗ 1Z) ◦ (1Z ⊗ α) = 1Z⊗Z .
This proves that κr is bijetive and onludes the proof of Theorem 1.2 
Combining Theorem 1.2 and a speial ase of a theorem of P. Shauenburg [17℄, we get
the following result. It would be interesting to nd a diret proof.
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Corollary 1.3 Let (A,B,Z, T ) be a Hopf-Galois system. Then A and B are Hopf algebras.
Another theorem of P. Shauenburg (Theorem 5.5 in [16℄) ensures that if A and B are
Hopf algebras suh that there exists an A-B-biGalois extension, the omodule ategories
over A and B are monoidally equivalent. This theorem, ombined with Theorem 1.2, yields
the following result.
Corollary 1.4 Let (A,B,Z, T ) be a Hopf-Galois system. Then the ategories Comod(A)
and Comod(B) are monoidally equivalent.
Let us now explain the reonstrution of a Hopf-Galois system from a Galois extension.
We use Tannaka duality tehniques, for whih our referenes are [9℄ and [15℄. We rst
onsider the following general situation. Let C be a small ategory and let F,G : C −→
Vectf(k) be some funtors. Following [9℄, Setion 3, we assoiate a vetor spae Hom
∨(F,G)
to suh a pair:
Hom
∨(F,G) =
⊕
X∈ob(C)
Homk(G(X), F (X))/N ,
whereN be the linear subspae of
⊕
X∈ob(C)Homk(G(X), F (X)) generated by the elements
F (f) ◦ u− u ◦ G(f), with f ∈ HomC(X,Y ) and u ∈ Homk(G(Y ), F (X)). The lass of an
element u ∈ Homk(G(X), F (X)) is denoted by [X,u] in Hom
∨(F,G).
This vetor spae represents the funtor Vectf(k) −→ Sets, V 7−→ Nat(F,G ⊗ V ) (see
[9℄). Now let K : C −→ Vectf(k) be another funtor. The universal property of Hom
∨(F,G)
gives a linear map
δKF,G : Hom
∨(F,G) −→ Hom∨(K,G) ⊗ Hom∨(F,K),
oassoiative in an obvious sense. The map δKF,G may be desribed as follows. Let X in
ob(C), let φ ∈ G(X)∗, let x ∈ F (X) and let e1, . . . , en be a basis of K(X). Then
δKF,G([X,φ⊗ x]) =
n∑
i=1
[X,φ ⊗ ei]⊗ [X, e
∗
i ⊗ x].
As a partiular ase of the previous onstrution, End
∨(F ) := Hom∨(F,F ) is a oalgebra
(the ounit is indued by the trae, see [9℄, Setion 4)
Assume now that C is a monoidal ategory and that F and G are monoidal funtors.
Then Hom
∨(F,G) inherits an algebra struture, whih may be desribed by the following
formula:
[X,u].[Y, v] = [X ⊗ Y, F˜X,Y ◦ (u⊗ v) ◦ G˜
−1
X,Y ],
where the isomorphisms F˜X,Y : F (X)⊗F (Y ) −→ F (X⊗Y ) and G˜X,Y : G(X)⊗G(Y ) −→
G(X ⊗Y ) are part of the monoidal funtors F and G. It is easy to see that the maps δKF,G
are algebra maps, and hene End
∨(F ) is a bialgebra.
Assume nally that C is a rigid monoidal ategory. This means that every objet X
has a left dual ([9, 10℄), i.e. there exist a triplet (X∗, eX , dX) where X
∗ ∈ ob(C), while
5
eX : X
∗ ⊗X −→ I (I is the monoidal unit of C) and dX : I −→ X ⊗X
∗
are morphisms of
C suh that:
(1X ⊗ eX) ◦ (dX ⊗ 1X) = 1X and (eX ⊗ 1X∗) ◦ (1X∗ ⊗ dX) = 1X∗ .
The rigidity of C allows one to dene a duality endofuntor of C, whih will be used in the
proof of the following result.
Proposition 1.5 Let C be a rigid monoidal ategory and let F,G : C −→ Vectf(k) be
monoidal funtors. Then (End∨(F ),End∨(G),Hom∨(G,F ),Hom∨(F,G)) is a Hopf-Galois
system.
Proof. We retain the notations of Denition 1.1. We put α := δFG,F , β := δ
G
G,F , γ := δ
G
F,F
and δ := δFG,G. It is lear that the axioms (HG1)-(HG3) are satised. Hene it remains to
onstrut the linear map S : Hom∨(F,G) −→ Hom∨(G,F ). Let X ∈ ob(C). Then we have
natural isomorphisms
λFX : F (X)
∗ −→ F (X∗) and λGX : G(X)
∗ −→ G(X∗)
suh that the following diagrams ommute:
F (X)∗ ⊗ F (X)
eF (X) //
λF
X
⊗1F (X)

I
F˜0 // F (I)
F (X∗)⊗ F (X)
F˜X∗,X // F (X∗ ⊗X)
F (eX)
OO
F (X) ⊗ F (X)∗
1F (X)⊗λ
F
X

I
dF (X)oo F˜0 // F (I)
F (dX)

F (X) ⊗ F (X∗)
F˜X,X∗ // F (X ⊗X∗)
Let u ∈ Homk(G(X), F (X)). We put
S([X,u]) = [X∗, λGX ◦
tu ◦ (λFX)
−1].
It is easy to see that S is a well dened linear map. Now let φ ∈ F (X)∗, let x ∈ F (X) and
let e1, . . . , en be a basis of G(X). Then we have
m ◦ (1⊗ S) ◦ γ([X,φ⊗ x]) =
n∑
i=1
[X,φ ⊗ ei][X
∗, λGX ◦ (e
∗
i ⊗ x) ◦ (λ
F
X)
−1] =
=
n∑
i=1
[X ⊗X∗, G˜X,X∗ ◦ (1F (X) ⊗ λ
G
X) ◦ ((φ⊗ ei)⊗ (x⊗ e
∗
i )) ◦ (1F (X) ⊗ (λ
F
X)
−1) ◦ F˜−1X,X∗ ]
=[X ⊗X∗, G˜X,X∗ ◦ (1F (X) ⊗ λ
G
X) ◦ dG(X) ◦ (φ⊗ x) ◦ (1F (X) ⊗ (λ
F
X)
−1) ◦ F˜−1X,X∗ ]
=[X ⊗X∗, G(dX ) ◦ G˜0 ◦ (φ⊗ x) ◦ (1F (X) ⊗ (λ
F
X)
−1) ◦ F˜−1X,X∗ ]
=[I, G˜0 ◦ (φ⊗ x) ◦ (1F (X) ⊗ (λ
F
X)
−1) ◦ F˜−1X,X∗ ◦ F (dX)]
=[I, G˜0 ◦ (φ⊗ x) ◦ dF (X) ◦ F˜
−1
0 ] = φ(x)[I, G˜0 ◦ F˜
−1
0 ] = ε([X,φ ⊗ x])1.
Sine the elements [X,φ⊗x] linearly span End∨(F ), we have the ommutativity of the rst
diagram of HG4. The ommutativity of the seond diagram is proved similarly. 
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Remark 1.6 Proposition 1.5 generalizes [22℄, using exatly the same idea. More generally,
Proposition 1.5 is still valid with weaker hypothesis on the target ategory (whih we have
assumed here to be Vectf(k)): see [15℄. Of ourse the proof is more diult to write: see
the proof of Theorem 2.4.2 in [15℄. Our proof, using rank one operators in the ase of
Vectf(k), is not very elegant, but is quite straightforward.
Remark 1.7 It is easily seen that the map S : Hom∨(F,G) −→ Hom∨(G,F )op onstruted
in the proof of Proposition 1.5 is an algebra morphism.
We an now reover a Hopf-Galois system starting from a Galois extension.
Corollary 1.8 Let A be Hopf algebra and let Z be a left A-Galois extension. Then there
exists a Hopf algebra B and an algebra T suh that (A,B,Z, T ) is a Hopf-Galois system.
Proof. First onsider the forgetful funtor ω : Comodf(A) −→ Vectf(k). By tannakian
reonstrution theorems [9, 15℄ the Hopf algebras A and End∨(ω) are isomorphi: hene
we identify these two Hopf algebras. Now onsider the A-Galois extension Z. Following
Ulbrih [21℄, we assoiate a bre funtor ηZ : Comodf(A) −→ Vectf(k) to Z (ηZ is a
monoidal, k-linear, exat and faithful funtor). For an A-omodule V , we have ηZ(V ) =
V ∧ Z, where V ∧ Z is the kernel of the double arrow:
αV ⊗ 1Z , 1V ⊗ αZ : V ⊗ Z ⇒ V ⊗A⊗ Z
(V ∧ Z is the otensor produt of [19℄). We have an obvious monoidal natural trans-
formation ηZ −→ ω ⊗ Z and thus the universal property of Hom
∨(ηZ , ω) yields an A-
olinear algebra morphism Hom
∨(ηZ , ω) −→ Z. Sine by Proposition 1.5 and Theorem
1.2 Hom
∨(ηZ , ω) is a left A-Galois extension, and sine the ategory of A-Galois exten-
sions is a groupoid [20℄, then Hom
∨(ηZ , ω) ∼= Z. Then, with the obvious identia-
tions, (End∨(ω),End∨(ηZ),Hom
∨(ηZ , ω),Hom
∨(ω, ηZ)) is the Hopf-Galois system we have
announed. 
Remark 1.9 In [16℄, Shauenburg onstruts the Hopf algebra B (and the algebra T in
Setion 4) using dierent tehniques. His tehniques allow him to work with Hopf algebras
over a ring (with a faithful atness assumption). It is ertainly possible to get the whole
Hopf-Galois system using his tehniques. On the other hand, when the base ring is a eld,
its seems that the tannakian methods used here are easier to use (it may be a question of
personal taste).
Using Remark 1.7 and the proof of the last orollary, we easily have the following
result, generalizing the lassial fat that the antipode of a Hopf algebra is an algebra
anti-morphism. Again it would be interesting to have a diret proof.
Corollary 1.10 Let (A,B,Z, T ) be a Hopf-Galois system. Then S : T −→ Zop is an
algebra morphism.
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Remark 1.11 We have done enough work to prove easily that ifA and B are Hopf algebras
suh that there exists an A-B-biGalois extension, then the omodule ategories over A and
B are monoidally equivalent. This is the part of Shauenburg's Theorem 5.5 in [16℄ that
was used to prove Corollary 1.4, ertainly the most important result of the present paper.
So we inlude a proof for the sake of ompleteness.
Let Z be an A-B-biGalois extension. The bre funtor ηZ : Comodf(A) −→ Vectf(k)
fatorizes through Comodf (B), and thus, by the universal property of End
∨(ηZ), there
exists a Hopf algebra morphism φ : End∨(ηZ) −→ B suh that(1Z ⊗ φ) ◦ α
′ = β, where α′
stands for the anonial oation of End
∨(ηZ) on Z (reall that ηZ(A) = Z). Sine Z may
be identied with Hom
∨(ηZ , ω) (proof of Corollary 1.8), it follows from Proposition 1.5 and
Theorem 1.2 that Z is a right End∨(ηZ)-Galois extension. Then we have (1Z ⊗φ)◦κ
′
r = κr,
(κ′r stands for the Galois map of End
∨(ηZ) relative to Z) and sine Z is a right B-Galois
extension, it follows that 1Z ⊗φ is bijetive, and so is φ : End
∨(ηZ) ∼= B. Now sine ηZ is a
bre funtor, tannakian theorems [9, 15℄ ensure that Comodf(A) and Comodf(End
∨(ηZ))
are monoidally equivalent. This onludes our proof sine the ategory Comod(A) is the
ategory of Ind-objets of Comodf(A).
2 Hopf-Galois systems and 2-Coyles
BiGalois extensions are assoiated to 2-oyles in [16℄. We review this onstrution in
the framework of Hopf-Galois systems. After this, we study a onrete example for the
funtion algebra on the symmetri group.
Let A be a Hopf algebra. We use Sweedler's notation ∆(a) = a(1) ⊗ a(2). Reall (see
e.g. [6℄) that a 2-oyle is a onvolution invertible linear map σ : A⊗A −→ k satisfying
σ(a(1), b(1))σ(a(2)b(2), c) = σ(b(1), c(1))σ(a, b(2)c(2))
and σ(a, 1) = σ(1, a) = ε(a), for all a, b, c ∈ A. The onvolution inverse of σ, denoted σ¯,
satises
σ¯(a(1)b(1), c)σ¯(a(2), b(2)) = σ¯(a, b(1)c(1))σ¯(b(2), c(2))
and σ¯(a, 1) = σ¯(1, a) = ε(a), for all a, b, c ∈ A.
Following [6℄ and [16℄, we assoiate various algebras to a 2-oyle. First onsider the
algebra σA. As a vetor spae σA = A and the produt of σA is dened to be
aσ.b = σ(a(1), b(1))a(2)b(2), a, b ∈ A.
We also have the algebra Aσ¯. As a vetor spae we have Aσ¯ = A and the produt of Aσ¯ is
dened to be
a.σ¯b = σ¯(a(2), b(2))a(1)b(1), a, b ∈ A.
Then Aσ¯ is a left A-omodule algebra with oation α dened by α = ∆. Finally we have
the Hopf algebra σAσ¯ (denoted A
σ
in [6℄). As a oalgebra σAσ¯ = A. The produt of σAσ¯ is
dened to be
a.b = σ(a(1), b(1))σ¯(a(3), b(3))a(2)b(2), a, b ∈ A,
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and we have the following formula for the antipode of σAσ¯:
Sσ(a) = σ(a(1), S(a(2)))σ¯(S(a(4)), a(5))S(a(3)).
The algebra Aσ¯ is a right σAσ¯-omodule algebra, with oation dened by β = ∆. In this
way Aσ¯ is an A-σAσ¯-biomodule algebra. We have the following result.
Proposition 2.1 Let A be Hopf algebra and let σ : A ⊗ A −→ k be a 2-oyle. Then
(A, σAσ¯, Aσ¯ , σA) is a Hopf-Galois system.
Proof. We put γ = δ = ∆. It is easy to see that the axiom HG3 is satised. Now dene a
linear map φ : σA −→ Aσ¯ by φ(a) = σ(a(1), S(a(2)))S(a(3)), for a ∈ A. Then
mAσ¯ ◦ (1Aσ¯ ⊗ φ) ◦ γ(a) = a(1).σ¯φ(a(2)) = a(1).σ¯σ(a(2), S(a(3)))S(a(4)) =
σ(a(3), S(a(4)))σ¯(a(2), S(a(5)))a(1)S(a(6)) =
σ¯∗σ(a(2), S(a(3)))a(1)S(a(4)) = a(1)S(a(2)) = ε(a)1.
We also have
mAσ¯ ◦ (φ⊗ 1Aσ¯) ◦ δ(a) = φ(a(1)).σ¯a(2) = σ(a(1), S(a(2)))S(a(3)).σ¯a(4) =
σ(a(1), S(a(2)))σ¯(S(a(3)), a(6))S(a(4))a(5) = σ(a(1), S(a(2)))σ¯(S(a(3)), a(4)) = ε(a)1,
by (a5) of Theorem 1.6 in [6℄. Thus (A, σAσ¯, Aσ¯, σA) is a Hopf-Galois system. 
Let now study an expliit example. In fat the oyle will only be used when proving
that a ertain algebra is non-zero. In [3℄ we have onstruted 2-oyle deformations of
the funtion algebra on the symmetri group. We generalize these results here.
Let us x some notations. Until the end of the setion k will be a harateristi zero
eld. We x m,n ∈ Z∗ with m,n ≥ 2 and a primitive m-th root of unity ξ ontained in k.
We will work with the symmetri group Smn. For a real number x, we put E
+(x) = n where
n ∈ Z is suh that x ∈]n− 1, n]. For i ∈ {1, . . . ,mn}, we put i∗ := E+( i
m
) ∈ {1, . . . , n}.
We say that a matrix p = (pij) ∈ Mn(k) is an AST-matrix (after Artin-Shelter-Tate
[1℄) if pii = 1 and pijpji = 1 for all i and j. An AST-matrix is said to be of order m if
pmij = 1 for all i and j. The trivial AST-matrix (i.e. pij = 1 for all i and j) is denoted by
1.
Let p ∈Mn(k) be an AST-matrix of order m. Let i, j, k, l ∈ {1, . . . ,mn}. We put
Rlkij (p) := δi∗k∗δj∗l∗
m−1∑
r,s=0
ξr(i−k)+s(j−l)prsj∗i∗ .
Denition 2.2 Let p,q ∈Mn(k) be AST matries of order m. The algebra Oq,p(Smn) is
dened to be the universal algebra with generators (xij)1≤i,j≤mn and satisfying the relations:
xijxik = δjkxij ; xjixki = δjkxji ;
mn∑
l=1
xil = 1 =
mn∑
l=1
xli , 1 ≤ i, j, k ≤ n. (1)
∑
k,l
Rlkij (p)xαlxβk =
∑
k,l
Rαβlk (q)xlixkj , 1 ≤ i, j, α, β ≤ n. (2)
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When p = q, then it is easily seen that Op(Smn) := Op,p(Smn) is a Hopf algebra, with
oprodut dened by ∆(xij) =
∑
k xik ⊗ xkj , ounit dened by ε(xij) = δij and antipode
dened by S(xij) = xji (note that R
lk
ij (p) = R
ji
kl(p)). Note that the relations (2) are just
FRT relations [14℄. If m = 2, the present Hopf algebras oinide with the Hopf algebras
Op(S2n) of [3℄. The algebras Oq,p(Smn) will be shown to part of a Hopf-Galois system.
Before we need a lemma.
Lemma 2.3 Let p ∈Mn(k) be an AST matrix of order m. Then Op,1(Smn) is a non-zero
algebra.
Proof. We will use an appropriate 2-oyle. For 1 ≤ i ≤ n, put ti = (m(i − 1) +
1, . . . ,mi) ∈ Smn, and let H = 〈t1, . . . , tn〉 (H ∼= (Z/mZ)
n
). Following Artin-Shelter-
Tate [1℄, we dene σp : H × H −→ k
∗
to be the unique bimultipliative map suh that
σp(ti, tj) = pij for i < j and σp(ti, tj) = 1 for i ≥ j. Now onsider the surjetive Hopf
algebra morphism
pi : O(Smn) −→ k[H], xij 7−→
δi∗j∗
m
m−1∑
k=0
ξk(j−i)tki∗ , 1 ≤ i, j, k, l ≤ mn,
where O(Smn) = O1(Smn) is the funtion algebra on the symmetri group. Composing
now pi ⊗ pi with the unique k-linear extension of σp to k[H] ⊗ k[H], we get a 2-oyle
on O(Smn), still denoted σp. This is the method of onstrution of 2-oyles indued by
abelian subgroups of Enok-Vainerman [8℄. We have
σp(xij, xkl) = δijδkl if i
∗ ≥ k∗ and σp(xij, xkl) =
δi∗j∗δk∗l∗
m2
m−1∑
r,s=0
ξr(j−i)+s(l−k)prsi∗k∗ if i
∗ < k∗.
It is then a straightforward but tedious omputation to hek that the generators of
σpO(Smn) satisfy the dening relations of Op,1(Smn), and thus Op,1(Smn) is a non-zero
algebra. 
Proposition 2.4 Consider p,q ∈ Mn(k) some AST matries of order m. Then
(Oq(Smn),Op(Smn),Oq,p(Smn),Op,q(Smn)) is a Hopf-Galois system.
Proof. Let r ∈ Mn(k) be another AST matrix. It is straightforward to hek that there
exist a unique algebra morphism
δrq,p : Oq,p(Smn) −→ Oq,r(Smn)⊗Or,p(Smn)
suh that δrq,p(xij) =
∑
k xik ⊗ xkj . Similarly it easy to see (using R
lk
ij (p) = R
ji
kl(p)) that
there exist a unique algebra isomorphism
φ : Op,q(Smn) −→ Oq,p(Smn)
op
suh that φ(xij) = xji. Now using δ
1
q,p, Lemma 2.3 and φ, we see that Oq,p(Smn) and
Op,q(Smn) are non-zero algebras. We have dened all the neessary strutural morphisms,
and it is immediate to hek that the axioms of a Hopf-Galois system are satised. 
Combining Proposition 2.4 and Corollary 1.4, we get the following result.
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Corollary 2.5 Let p ∈ Mn(k) be an AST matrix of order m. Then the the ategory
of Op(Smn)-omodules is monoidally equivalent to the representation ategory of the
symmetri group Smn.
3 Hopf-Galois systems for Hopf algebras of bilinear forms
In [5℄ we onstruted Hopf biGalois extensions for the universal Hopf algebras assoiated to
non-degenerate bilinear forms. We reonsider this onstrution at the Hopf-Galois system
level: this makes the onsiderations of [5℄ more transparent. Note that in general, the
Hopf-Galois systems we have here annot be obtained using 2-oyles.
Let E ∈ GLm(k) and let F ∈ GLn(k). Reall [5℄ that the algebra B(E,F ) is the
universal algebra with generators xij , 1 ≤ i ≤ m, 1 ≤ j ≤ n, and satisfying the relations
F−1txEx = In ; xF
−1txE = Im,
where x is the matrix (xij) and Im and In are the identity matries of size m and n
respetively. For E = F we have the Hopf algebra B(E) of M. Dubois-Violette and G.
Launer [7℄.
Proposition 3.1 Let E ∈ GLm(k) and let F ∈ GLn(k) (m,n ≥ 2) be suh that tr(E
tE−1)
= tr(F tF−1). Then (B(E),B(F ),B(E,F ),B(F,E)) is a Hopf-Galois system.
Proof. First the end of Setion 4 in [5℄ ensures that B(E,F ) is a non-zero algebra. Let
G ∈ GLp(k). It is a diret omputation to hek that there exists a unique algebra
morphism δGE,F : B(E,F ) −→ B(E,G) ⊗ B(G,F ) suh that δ
G
E,F (xij) =
∑p
k=1 xik ⊗ xkj ,
1 ≤ i ≤ m, 1 ≤ j ≤ n. Also there exists a unique algebra isomorphism φ : B(F,E) −→
B(E,F )op suh that φ(x) = F−1txE. In this way we have all the neessary strutural maps
and it is immediate to hek that we indeed have a Hopf-Galois system. 
Using Proposition 3.1 and Corollary 1.4, we have the following result from [5℄:
Corollary 3.2 1) Let E ∈ GLm(k) and let F ∈ GLn(k) (m,n ≥ 2) be suh that tr(E
tE−1)
= tr(F tF−1). Then the ategories Comod(B(E)) and Comod(B(F )) are monoidally
equivalent.
2) Assume that k is algebraially losed. Let E ∈ GLm(k) (m ≥ 2) and let q ∈ k
∗
be suh
that q2 + tr(EtE−1)q +1 = 0. Then the ategories Comod(B(E)) and Comod(O(SLq(2)))
are monoidally equivalent.
4 Hopf-Galois systems for osovereign Hopf algebras
Reall [4℄ that a Hopf algebra A is said to be osovereign if there exists a harater Φ ∈ A∗
suh that S2 = Φ ∗ id ∗ Φ−1. The universal (or free) osovereign Hopf algebras were
onstruted in [4℄. We desribe some of the Hopf-Galois systems assoiated with this lass
of Hopf algebras. Our onstrutions are ertainly inomplete, but they nevertheless enable
us to improve on ertain known results [2℄ on the orepresentation theory of the universal
osovereign Hopf algebras (when k = C).
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Denition 4.1 Let E ∈ GLm(k) and let F ∈ GLn(k). The algebra H(E,F ) is dened to
be the universal algebra with generators uij, vij , 1 ≤ i ≤ m, 1 ≤ j ≤ n, and satisfying the
relations
utv = Im = vF
tuE−1 ; tvu = In = F
tuE−1v.
When E = F , we just have the universal osovereign Hopf algebras H(F ) of [4℄. It
is known (see Proposition 3.3 in [4℄) that the Hopf algebra H(F ) remains unhanged, up
to isomorphism, if the matrix F is multiplied by a non-zero salar or is replaed by a
onjugate matrix. Similarly, we have the following result.
Proposition 4.2 Let λ ∈ k∗, let E,P ∈ GLm(k) and let F,Q ∈ GLn(k). Then H(λE, λF ) =
H(E,F ), and we have algebra isomorphisms H(E,F ) ∼= H(PEP−1, QFQ−1) and
H(E,F ) ∼= H(tE
−1
, tF
−1
).
Proof. The rst assertion is obvious. It is easily seen that there exists a unique algebra
isomorphism f : H(E,F ) −→ H(PEP−1, QFQ−1) suh that f(u) = tPutQ
−1
and f(v) =
P−1vQ. Also we have an algebra isomorphism g : H(E,F ) −→ H(tE
−1
, tF
−1
) suh that
g(u) = v and g(v) = EuF−1. 
The Hopf algebra struture of H(F ) is a partiular ase of the following result.
Proposition 4.3 Let E ∈ GLm(k) and let F ∈ GLn(k). Assume that H(E,F ) 6= 0. Then
(H(E),H(F ),H(E,F ),H(F,E)) is a Hopf-Galois system.
Proof. Let G ∈ GLp(k). Then it is easy to hek that there exists a unique algebra
morphism δGE,F : H(E,F ) −→ H(E,G) ⊗H(G,F ) suh that δ
G
E,F (uij) =
∑p
k=1 uik ⊗ ukj
and δGE,F (vij) =
∑p
k=1 vik ⊗ vkj , 1 ≤ i ≤ m, 1 ≤ j ≤ n. Also there is a unique algebra
morphism φ : H(F,E) −→ H(E,F )op suh that φ(u) = tv and φ(v) = F tuE−1. Thus with
the obvious strutural morphisms, we have a Hopf-Galois system. 
Of ourse this last result is useful only when one knows that H(E,F ) is non-zero.
In view of the results of the preeding setion, it is quite natural to think that H(E,F )
will be a non-zero algebra when tr(E) = tr(F ) and tr(E−1) = tr(F−1). This problem
will be studied elsewhere. There is already an interesting ase where we an prove that
H(E,F ) 6= 0.
Proposition 4.4 Let E ∈ GLm(k) and let F ∈ GLn(k) be suh that tr(E) = tr(F ).
Assume that there exists G ∈ GLm(k) and K ∈ GLn(k) suh that E =
tGG−1 and F =
tKK−1. Then H(E,F ) is a non-zero algebra.
Proof. It is easy to hek that there exists a unique algebra morphism f : H(E,F ) −→
B(G,K) suh that f(u) = x and f(v) = tGxtK
−1
. We have tr(E) = tr(tGG−1) = tr(F ) =
tr(tKK−1), so by [5℄, we know that B(G,K) is a non-zero algebra. Sine f is surjetive, it
is lear that H(E,F ) is a non-zero algebra. 
Let q ∈ k∗. In the next result, we onsider the matrix Fq =
(
q 0
0 q−1
)
∈ GL2(k),
and we put Hq := H(Fq).
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Corollary 4.5 1) Let E ∈ GLm(k) and let F ∈ GLn(k) be suh that tr(E) = tr(F ).
Assume that there exists G ∈ GLm(k) and K ∈ GLn(k) suh that E =
tGG−1 and F =
tKK−1. Then the ategories Comod(H(E)) and Comod(H(F )) are monoidally equivalent.
2) Let F ∈ GLn(k). Assume that k is algebraially losed and that there exists K ∈ GLn(k)
suh that F = tKK−1. Let q ∈ k∗ be suh that q2 − tr(F )q + 1 = 0. Then the ategories
Comod(H(F )) and Comod(Hq) are monoidally equivalent.
Proof. The rst assertion follows from Propositions 4.3-4.4 and Corollary 1.4. We have
Fq =
tGG−1 for the matrix G =
(
0 1
q 0
)
, and hene the seond assertion follows from
the st one. 
Until the end of the setion, we assume that k = C. Let us reall that a Hopf ∗-algebra
is a Hopf algebra A, whih is also a ∗-algebra and suh that the omultipliation is a
∗-homomorphism. Reall [11℄ that a Hopf ∗-algebra A is said to be a CQG algebra if for
every nite-dimensional A-omodule with assoiate matrix of oeients a ∈Mn(A), there
exists K ∈ GLn(C) suh that the matrix KaK
−1
is unitary. A CQG algebra may be seen
as the algebra of representative funtions on a ompat quantum group.
Let F ∈ GLn(C). We have seen in [4℄ (Proposition 3.6) that H(F ) admits a CQG
algebra struture if and only if F is onjugate to a relatively positive matrix (a matrix M
is said to be relatively positive if there exists λ ∈ C∗ suh that λM is a positive matrix). In
this ase H(F ) is the dense Hopf ∗-algebra of one the universal ompat quantum groups
introdued by A. Van Daele and S. Wang [24℄, and the orepresentation theory has been
worked out by T. Bania [2℄: the irreduible omodules are labelled by the free produt
N ∗ N. We an ombine Bania's results [2℄ and Corollary 4.5 to get the osemisimpliity
of some universal osovereign Hopf algebras whih do not admit a CQG algebra struture,
as well as their orepresentation theory.
Example 4.6 Let q, α ∈ C∗ Consider the matrix F =
(
q α
0 q−1
)
. Sine H(F ) =
H(−F ), we an assume that q 6= 1 without hanging the Hopf algebra H(F ). The matrix F
is not relatively positive, but satises the ondition of Corollary 4.5, forK =
(
α q1−q 1
q 0
)
,
and hene Comod(H(F )) ∼=⊗ Comod(Hq). If q ∈ R
∗
, then Hq is a CQG algebra and we
an use the results of [2℄.
Another example is onstruted as follows. Let ξ be a primitive m-th root of unity,
m ≥ 5. Consider the diagonal matrix F = Diag(ξ, 1, ξ−1). Then F is not a relatively
positive matrix, but F satises the ondition of Corollary 4.5 (easy to hek) and the
solutions of q2−(1+ξ+ξ−1)q+1 = 0 are real numbers. Hene we have Comod(H(F )) ∼=⊗
Comod(Hq), and Hq is CQG algera sine q is a real number: we an use the results of [2℄.
5 Hopf-Galois systems for free Hopf algebras
M. Takeuhi has onstruted in [18℄ the free Hopf algebra generated by a oalgebra. We
onsider here the ase of a matrix oalgebra Mm(k)
∗
, and onstrut the orresponding
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Hopf-Galois system.
Denition 5.1 Let m,n ∈ N∗. The algebra H(m,n) is dened to be the universal algebra
with generators x
(α)
ij , 1 ≤ i ≤ m, 1 ≤ j ≤ n, α ∈ N, and submitted to the relations:
x(α)tx(α+1) = Im ,
tx(α+1)x(α) = In , α ∈ N.
When m = n, we have the free Hopf algebra H(m,m) = H(m) = H(Mm(k)
∗) of [18℄.
This Hopf algebra is also onsidered in [24℄, under a dierent notation. See [18℄ or [24℄ for
the strutural morphisms of the Hopf algebra H(m). In fat we have the following more
general result.
Proposition 5.2 Let m,n ≥ 2. Then (H(m),H(n),H(m,n),H(n,m)) is a Hopf-Galois
system.
Proof. Let us rst hek H(m,n) is a non-zero algebra. Let E ∈ GLm(k) and F ∈ GLn(k)
be suh that tr(EtE−1) = tr(F tF−1). It is a diret omputation to hek that there exists
a unique algebra morphism f : H(m,n) −→ B(E,F ) suh that
f(x(2k)) = (E−1tE)kx(F−1tF )k and f(x(2k+1)) = tE(E−1tE)kx(F−1tF )ktF−1, k ∈ N.
Thus, sine f is surjetive and B(E,F ) is a non-zero algebra [5℄, it is lear that H(m,n)
is a non-zero algebra. Let p ≥ 2. There is a unique algebra morphism δpm,n : H(m,n) −→
H(m, p) ⊗ H(p, n) suh that δpm,n(x
(α)
ij ) =
∑p
k=1 x
(α)
ik ⊗ x
(α)
kj , 1 ≤ i ≤ m, 1 ≤ j ≤ n,
α ∈ N. Also there is a unique algebra morphism φ : H(n,m) −→ H(m,n)op suh that
φ(x(α)) = tx(α+1). Thus with the obvious strutural morphisms, we have a Hopf-Galois
system. 
Combining Proposition 5.2 and Corollary 1.4, we have:
Corollary 5.3 Let m ≥ 2. Then the ategories Comod(H(m)) and Comod(H(2)) are
monoidally equivalent.
There is also a version of free Hopf algebras with a bijetive antipode, onsidered in
[12℄ and [24℄. It is left as an exerie to the reader, using the preeding tehniques, to
onstrut the orresponding Hopf-Galois systems.
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