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ABSTRACT 
High pressure turbine stages work in transonic regimes and shocks waves, shed by the trailing edge, impinges into the suction 
side modifying the flow structures. Gas turbine entry temperature is much higher than the allowable material limit and the hot 
components can survive only using advanced film cooling systems. Unfortunately these systems are designed without taking into 
account the interaction with the shock waves and this paper would like to address this problem and to evaluate if this assumption 
is correct or not. A correct prediction and understanding of the interaction between the ejected coolant and the shock waves is 
crucial in order to achieve an optimal distribution of the coolant and to increase the components life.  
In this work the numerical investigation of a film-cooling test case, investigated experimentally by the University of Karlsruhe, 
is shown. An in-house CFD solver is used for the numerical analysis. The test rig consists in a converging-diverging nozzle that 
accelerates the incoming flow up to supersonic conditions and an oblique shock is generated at the nozzle exit section. Three cases 
have been studied, where the cooling holes has been positioned before, near and after the shock impingement. The results obtained 
considering four blowing ratios are presented and compared with the available experimental data. 
The local adiabatic effectiveness is affected by the shock-coolant interaction and this effect has been observed for all the 
blowing ratios investigated. A similar trend is observed in the experimental data even if the numerical simulations over-predict the 
impact of the interaction.  
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INTRODUCTION 
Increase the efficiency and the specific power outputs are two of the major goals in gas turbine design. These results are 
achieved by increasing the turbine entry temperature (TET) and by using more highly loaded blades. For these reasons modern 
High-Pressure nozzles are working with high free stream temperature and in transonic regimes. In high pressure stages the oblique 
shocks shed from the trailing edge, impinge the suction side of adjacent vane. Furthermore, non-uniformity in the turbine entry 
temperature distribution is responsible for an increased vane heat load and positive jet effects, as described by Salvadori et al. 
[1][2][3]. Efficiency of film cooling  must be evaluated taking into account the presence of oblique shocks and their interaction 
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with the flow on the suction side. This interaction is characterized by a complex three dimensional process involving the cooling 
flow, the boundary layer development and the shock itself. 
With the increased accuracy of Computational Fluid Dynamics (CFD) it has been possible to obtain more information on the 
physics and performances of film-cooling systems. From a computational point of view the numerical simulation of the flow in 
cooled turbine blades is one of the most challenging tasks. The numerical reproduction of extremely detailed and complex 
geometries is required to represent a realistic film cooling configuration. As shown in the open literature, the complexity of the 
simulation is further increased by the need to simulate the supply plenum, the feeding ducts and the main flow altogether [4] . 
Therefore a very large range of flow conditions ranging from very low Mach numbers up to transonic regime in the passages need 
to be accounted for. In order to predict the correct heat transfer, an accurate turbulence model is also necessary to reproduce both 
the diffusion of free stream turbulence and the local production inside the viscous layers. Most of published numerical simulations 
have been performed on simplified geometries or on specific test configurations. More recently predictions on cooled 3D blades 
have been presented addressing both the film-cooling physics and the heat transfer problem. Chernobrovkin and Lakshminarayana 
[5] performed a numerical investigation of the field flow near a semi-circular film-cooling leading edge and discussed the results 
with experimental data by Cruse et al. [6]. Leboeuf and Sgarzi [7] investigated numerically the 3D flow structures on a cross flow 
configuration for a flat plat. The obtained results showed the interactions between the mainstream hot gases and the cooling jets as 
also their effect on the surface adiabatic effectiveness. Heidmann et al. [8] performed a three-dimensional simulation on a film-
cooled turbine including some flow regions of the coolant plenum and film-cooling channels. 
The influence of hole shape on film cooling effectiveness has been studied by Goldstein et al. [9]. Flow visualization 
suggested better lateral coverage with greater centreline effectiveness using shaped holes configurations over traditional 
cylindrical ones. Detailed flow field measurements of Andreopulos and Rodi [10] first identified the "kidney shaped vortices". 
This pair of counter rotating vortices transports the cool flow toward the blade surface with a detrimental effect on the adiabatic 
effectiveness. This vortex structure is the most dominant responsible of the film cooling performance. Uncertainty quantification 
has also been applied by Montomoli et al. [11] to a standard cooling configuration. He demonstrated that geometrical uncertainties 
are responsible for relevant variations of both adiabatic effectiveness and discharge coefficient distributions. 
In this work the effect of the impinging shock is reproduced in a test case designed by the University of Karlsruhe, where a 
shaped plate positioned at the mid height of a converging nozzle creates the diverging zone where the Mach number reaches 1.5, 
while at the end of the plate the flow slows down through an oblique shock. A row of five cylindrical cooling holes has been 
positioned before, near and after the shock impingement to study three different realistic configurations. In fact, this test matrix 
covers a wide range of existing situations in the modern high pressure stages. For each geometry, the fluid domain of the testing 
channel has been reproduced in a 3D model including the converging duct system that generates the shock. The numerical 
campaign has been performed using the in-house code HybFlow, developed at the University of Firenze. 
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In this work it will be shown how the complexity of shock coolant interaction is captured by a state of the art numerical 
simulation. The discharge coefficient is compared as measure of aerodynamics efficiency. The adiabatic effectiveness is used to 
evaluate how the coolant coverage is affected by the shock presence.  
TEST CASE DESCRIPTION 
The influence of an oblique shock wave impinging on the film-cooled suction side of a turbine blade has been experimentally 
investigated at the transonic test facility of the Istitut fur Thermische Stroemungsmaschinen (ITS) in Karlsruhe (Ochs et al. [12]). 
Test case consists of a converging-parallel nozzle with a plate placed at the centre of the channel (Figure 1). Reynolds number of 
based on hole diameter is around 35000. Main-flow reaches the sonic speed at the throat while the shape of the contoured plate 
allows the flow to accelerate further to supersonic velocities. At the trailing edge an oblique shock wave is generated. This shock 
wave impinges on an instrumented test plate and interacts with the spreading out cooling flow. Mach number evaluated near the 
shock impingement position is around 1.5. Schlieren visualization of the shock system is reported in Figure 2 for the un-cooled 
case. 
Cylindrical and fan-shaped holes have been tested. Each hole is characterized by a length-to-diameter ratio of 6 and the 
injection angle, calculated with respect to the flat plate, is 30°. Five holes are aligned in a row characterized by a pitch-to-diameter 
ratio of 4. Both experiments and numerical analysis (performed using HybFlow as described below) suggest that a complex 
system of reflecting shocks occurs, nevertheless this complexity the shock impingement position is well captured by the numerical 
tool. 
Injection holes are laterally aligned a hole pitch-to-diameter ratio of 4. Three series of experiments have been performed in 
order to understand the basic features of cooling performance when shock impingement occurs. Cooling hole has been placed at 
three locations relatively to the shock position. Ejecting the coolant from “position-1” into a local free-stream Mach number of 
Ma~0.6 the shock interaction takes place at x/D~43. In the “position-2” and “position-3” configurations the holes are situated 
within the supersonic region, upstream and downstream the shock respectively. Mach number of the local hot gas is Ma~1.15 at 
“position-2” and Ma~1.2 at “position-3”. Here the interaction is at x/D~7 for “position-2” while the shock impinges upstream of 
the cooling holes at “position-3” (x/D~-8). For each configuration 4 blowing ratio are tested within a range of 0.25 and 1. Non-
dimensional coolant total temperature is around 0.58 with respect to main-flow inlet total temperature. 
Detailed thermal measurements about the adiabatic film cooling effectiveness have been performed using a calibrated infrared 
thermograph technique (Ochs et al. [13]). Locally resolved adiabatic film cooling effectiveness as well as the other experimental 
data is available for all tested configurations within the vicinity of the interaction zone. Furthermore, inlet total temperature and 
inlet total pressure of main-flow and coolant and the mass-flow rates have been experimentally evaluated. 
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MEASURING TECHNIQUE AND DATA PROCESSING 
Discharge coefficient Cd, characterizes the “aerodynamic efficiency” of a coolant hole, being defined as the ratio of the actual 
and the ideal mass flow through the hole. The reference area is the hole inlet cross section, as reported in Eq. 1. Ideal mass flow 
rate is calculated based on an isentropic expansion from the coolant total pressure and temperature to the hot gas static pressure at 
the hole exit. 
 
  4
1
1
2 2
2
1
1
0
0
2
1
0
0
D
p
p
RTp
p
p
m
C
m
c
cc
m
c
c
D


 













































  
Eq. 1: Discharge coefficient 
 
The adiabatic effectiveness is also used in this work to evaluate the coolant coverage over the metal surface and it is evaluated 
accordingly to the definition reported in Eq. 2: 
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Eq. 2: Adiabatic effectiveness 
 
From an experimental point of view the superposition principle, introduced by Choe et al. [14], is used: 
 
     wmrecwawf TThTThq  ,  
Eq. 3: Convective heat transfer coefficient 
 
Parameter θ is defined as reported in Eq. 4: 
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Eq. 4: Non-dimensional coolant temperature 
 
Gritsch et al. [14] confirmed the applicability of that approach for high density ratio film cooling flows by means of numerical 
as well as experimental investigations. In order to derive the adiabatic wall temperature and the iso-energetic heat transfer 
coefficient (hf) two experiments at different θ have to be performed. The quantities ηaw and hf are then determined by extrapolation 
using the linear relation given by Eq. 3. Figure 3 illustrates that linear relation showing exemplarily a set of two experiments at 
different qconv and θ needed for the extrapolation to ηaw and hf. The variation of θ is accomplished by varying the wall temperature 
since the flow parameters have to be identical in both cases. 
Adiabatic simulations have been performed for each blowing ratio. The calculation with the adiabatic condition gives the 
adiabatic wall temperature distribution. This value has been used to calculate the adiabatic effectiveness using the Eq. 2 and the 
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definition of the recovery temperature (Eq. 5) and the coolant total temperature value. The value of the recovery factor r=Pr0.33 is 
the one suggested by Eckert and Drake [16] for turbulent flows. 
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Eq. 5: Recovery temperature 
NUMERICAL APPROACH 
The solver has been previously documented and validated for heat transfer analysis of uncooled and cooled high pressure 
turbine stages (Adami et al. [17][18], Salvadori et al. [1][2] and Montomoli et al. [19][20]), and then only a brief description is 
given here. Compressible Navier-Stokes equations are written in the conservative form for a perfect gas. Spatial discretization is 
based on an upwind Total Variation Diminishing (TVD) finite volume scheme developed for hybrid unstructured grids. Roe's 
approximate method (Roe [21]) is used for the upwind scheme and a least-squares linear reconstruction of the solution inside the 
elements provides a second order accuracy. Monotonicity of the solution is assured through the TVD concept based on a non-
linear slope limiter. Implicit iterative time-relaxed Newton method is applied along with the linear solver GMRES coupled to an 
incomplete ILU(0) factorization. Time accurate computations of the Navier-Stokes equations can be performed with a second 
order accurate three steps backward formula for the physical time derivative. Dual-time stepping approach is applied to get the 
convergence to the physical unsteady time level from the implicit steady solver. 
Turbulence is modelled using the classical eddy-viscosity assumption through the two equation k-ω model proposed by 
Wilcox [22]. Turbulence model also incorporates an extra algebraic equation which enforces the physical constraint on the 
turbulent timescale as proposed by Medic and Durbin [23]. Considering stable attached flows, this model provided results that are 
in close agreement with the SST model of Menter [24], which is also implemented in the code. Inlet conditions are given at the 
entrance imposing the nominal total pressure, total temperature and inlet flow angle. A proper definition of the intensity level Tu 
and length scale L is used to impose inlet values of k and ω that represent the physical turbulence of the incoming flow. In the exit 
plane, static pressure is imposed based on the experimental data. Parallel solver balances the computational load partitioning the 
grid in blocks that are evenly distributed to the CPUs. Communications between processors are managed by the standard MPI 
message passing libraries. 
Grid generation and case modelling 
Computation simulates the central hole of a row of five using the assumption of flow symmetry at the hole centreline and at 
the half pitch line. After an initial numerical campaign where the plenum was modelled, the final computational domain matches 
all the experimental test section characteristics but the plenum effect has been neglected. Then, the mass-flow conditions for the 
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coolant are imposed at the hole inlet. Neglecting the plenum effect should not introduce important issues in the evaluation of 
cooling performance since no cross-flow is present. The effect of such a choice are discussed in the results section. 
CentaurTM by Centaursoft is the commercial hybrid grid generator that has been used to generate the meshes. Prismatic and 
tetrahedral meshes are combined into one hybrid grid offering several advantages over structured grid generation approaches. 
Anisotropic prismatic mesh at the solid wall allows for a smaller number of points to be used in directions where the flow varies 
smoothly. This approach allows adequate clustering in the directions normal to the wall where the flow may show strong 
gradients. Furthermore, a denser grid can be realized in the shock zones while a lower number of elements are positioned in the 
zones where the flow field is less interesting (e.g. the upper part of the channel). 
Generated grids are very dense in the near wall region, where the presence of prismatic layers allow reconstructing boundary 
layer development with increased accuracy, also where the coolant flow interacts with the shock. A value of y+ around 1 has been 
imposed for the cell centre of the first prismatic element near the wall (see Figure 4 and Figure 5): this value is coherent with the 
selected turbulence model, whose transport equations can be resolved up to the laminar sub-layer. Furthermore, the numbers of 
tetrahedral elements that reproduce the oblique shock zone have been increased to better reproduce the shock intensity and 
reflection and its effect on the boundary layer separation. Final mesh contains approximately 2.5M elements. 
RESULTS 
This numerical activity is limited to the study of cylindrical holes configuration, neglecting the interaction features depending 
on the exit hole shape. Results discussion is divided into aerodynamic data, adiabatic effectiveness evaluation and shock/coolant 
interaction issues. 
Discharge coefficient 
Figure 5 shows the discharge coefficients obtained from the CFD simulations and compared with the available experimental 
data. The flow quantities near the hole exit section have been used to calculate the Cd. As shown in Figure 5 there is a good 
agreement amongst the results when the hole is positioned far from the shock impingement region, before or after it. For the cases 
identified with “position-1” and “position-3” the experimental behaviour is well reproduced over all the pressure ratio range, with 
a maximum discrepancy of around 15%. It can be observed that the discharge coefficient for the low pressure ratios is under 
predicted by the CFD. In these cases the Reynolds number within the channel is very low (below 10,000), and the flow inside the 
hole is transitional. The turbulence closure used in this study is not able to reproduce a transitional flow. By using of a fully 
turbulent model, as in this work, introduces a higher losses level and then a lower discharge coefficient value. Conversely at 
higher pressure ratios, the inlet effects become predominantly and without modelling completely the plenum region a slight over- 
estimation of the Cd is observed. 
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Concerning the results obtained for the “position-2”, the discrepancy of +20% highlights that the static pressure rise induced 
by the shock is able to influence heavily the coolant mass flow. The shock impinging near the jet exit alters locally the back 
pressure and as consequence the coolant mass flow. It can be also underlined that the difference between experimental and 
numerical data decreases when the coolant pressure ratio (and then the momentum ratio) increases, being the jet penetration less 
dependent on the back pressure occurring at the hole exit section. Overall the numerical simulations under predict the dependency 
of the discharge coefficient from the shock location, observed in the experimental data. 
Adiabatic effectiveness 
Laterally averaged data are obtained via a preliminary interpolation of the obtained results on a structured mesh covering the 
region of interest. Grid spacing has been chosen to provide a lossless interpolation. Laterally averaged adiabatic effectiveness is 
compared with the experiments in Figure 6, Figure 7 and Figure 8. A good agreement has been obtained for the all the 
investigated configurations at the lower blowing ratios (below 0.5), where the agreement between CFD and experiments is better. 
At higher blowing ratios the mean adiabatic effectiveness is underestimated by 30% for “position-1” and by more than 100% for 
“position-2” and “position-3” (M=1.0). These results can be explained looking at the 2D maps shown in Figure 9 and Figure 10. 
Near the hole exit the numerical simulation shows a high value of adiabatic effectiveness but its lateral spreading is smaller with 
respect to the experimental data. There are two possible reasons that can explain this disagreement, the limits of the turbulence 
closure and/or the presence of an unsteady interaction. In terms of turbulence modelling  it has been shown that the the main limits 
of the closure used in this work is  the lack of accuracy reproduction of lateral diffusivity. This can be the case considering the 
coolant lateral spreading. At the same time is possible that in the experimental test case the coolant becomes highly unsteady and 
that the lateral spreading observed experimentally is driven by the coolant shedding. Moreover it is also possible that the shocks 
structure in the experiment was not steady as assumed in this work. An unsteady trailing edge vortex shedding is expected at the 
trailing edge and this can change the impingement region. Using a RANS simulation the region covered by the cold fluid is 
smaller and the tangentially averaged adiabatic effectiveness results to be lower than expected. A better agreement can be 
observed after the shock impingement region since its effect is to spread laterally the flow and redistribute the coolant flow, as 
visible in Figure 9. 
This discussion can justify the differences between CFD and experiments for the lower blowing ratios, while for the higher 
blowing ratios in the “position-2” and “position-3” configurations a deeper analysis must be done. Here, the discrepancies are 
quite high and are probably caused by the excessive penetration of the jet into the main-flow reproduced by the CFD code. A 
comparison between the recirculation zone after the cooling hole for M of 0.25 and 1 is reported in Figure 11. The interaction 
between the hot and the cold fluid is stronger for high values of M and the intensity of the counter-rotating vortex enhance its 
negative effect on the cooling system efficiency. In fact, the hot fluid moves below the cooling flow and then the adiabatic 
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effectiveness value decreases. This is also visible in the 2D maps especially for the BR of 1, where the peak values are similar or 
lower than the experiments, dealing to big differences in terms of laterally averaged results. 
Shock/coolant interaction effects 
Effect of the shock on the adiabatic effectiveness is visible both on the laterally averaged distributions and in the 2D maps for 
the “position-2” configuration. In the CFD simulation the variation of ηaw results to be very high while in the experiments it is less 
visible. These results can be explained considering the already discussed problem of the lateral spreading of the coolant flow. 
Since the main effect of the shock is to generate the increasing of the boundary layer thickness and then its separation, followed 
by a lateral redistribution, its effect is more visible in the CFD results where the lateral spreading is heavily underestimated. In 
fact, after the shock impingement the differences between the experiments and the CFD values decrease sharply since the lateral 
diffusion is induced by the boundary layer separation. This is not true for the “position-3” configuration, where the shock 
impinges the plate before the cooling ejection and then the discrepancies remains quite high especially for the high blowing ratios. 
It must be underlined that both CFD and experiments demonstrate that in the shock region there is a sudden increase of adiabatic 
effectiveness. 
CONCLUSION 
In this work, a CFD analysis of the transonic test facility of the ITS in Karlsruhe has been carried out to evaluate the influence 
of an impinging oblique shock wave on the film-cooling performance. There is a good agreement between the numerical and 
experimental results at the lower blowing ratios (below 0.5).At the higher blowing ratios, accuracy in the evaluation of the 
discharge coefficient is affected by the lack of modelling of the plenum. This has serious consequences on the design of modern 
nozzles, where simplified models for the plenum are often used. This work shows that when the shock impingement zone is 
located near the coolant hole  a correct representation of the plenum is needed to predict the discharge coefficient correctly.   
However RANS simulations show some discrepancies in the lateral spread of the coolant, probably due to the turbulent closure 
or to the fact that the coolant in the experiments is highly unsteady. This is also due to an overestimation of the coolant jet 
penetration at the highest blowing ratios and to a wrong main flow static pressure evaluation at the hole exit for “position-2”. As a 
consequence of the jet penetration, the adiabatic effectiveness on the plate results to be underestimated. 
Although the shock intensity results to be quite high, its effect on the overall adiabatic effectiveness on the cooled surface is 
limited to the interaction zone. Considering “position-1” and “position-3” configurations, shock effect is almost negligible while a 
strong impact has been individuated for “position-2”, when the coolant is injected in the shock region. 
 
Concluding the accuracy of the simulation decreases when the shock impingement zone is located near the coolant hole exit 
and some discrepancies between CFD and experiments have been found. However, despite the problems highlighted the 
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differences on adiabatic effectiveness are very local. From a design point of view this suggests that CFD can be used as predictive 
tool. Considering that the CFD simulations used to design a complete nozzle have not the level of detail of the present 
investigation, many of these discrepancies found have a second order impact. It can be concluded that overall CFD simulations of 
problems including shock impingement and boundary layer separation can provide reliable results once plenum geometry is 
considered as well as a non-isotropic transition model. 
NOMENCLATURE 
Cd [-] discharge coefficient 
D [m] diameter of the film cooling holes 
hf [W/(m2K)] heat transfer coefficient 
m [kg/s] mass flow 
M [-] blowing ratio 
Ma [-] Mach number 
p [Pa] pressure 
Pr [-] Prandtl number 
q [W/m2] heat flux 
R [J/(kgK)] ideal gas constant 
Re [-] Reynolds number 
T [K] temperature 
x [m] stream-wise coordinate from cooling hole exit 
z [m] span-wise coordinate 
 
Special characters 
γ [-] isentropic exponent 
η [-] film cooling effectiveness 
θ [-] dimensionless wall temperature 
 
Subscripts 
m  hot gas 
c  coolant 
is  isentropic 
0  total or stagnation 
rec  recovery 
w  local surface 
aw  adiabatic wall 
la  laterally averaged 
conv  convective 
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Figure 5: Comparison of discharge coefficient results 
 
Figure 6: Laterally averaged ηaw – “position-1” 
 14 
 
Figure 7: Laterally averaged ηaw – “position-2” 
 
Figure 8: Laterally averaged ηaw – “position-3” 
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Figure 9: Adiabatic effectiveness – “position-2” 
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Figure 10: Adiabatic effectiveness – “position-3” 
 
Figure 11: Flow field at x/D = 2 
