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HIGHER ARITHMETIC CHERN CHARACTER
YUICHIRO TAKEDA
Abstract. A map from the higher arithmetic K-group defined by the author to the
higher arithmetic Chow group constructed by Burgos and Feliu is given. It is a higher
extension of the arithmetic Chern character established by Gillet and Soule´, and it can
also be regarded as an analogue of Beilinson’s regulator in Arakelov geometry. It is
shown that this map is compatible with the pull-back map and the product structure.
Contents
1. Introduction 1
2. Multi-relative complexes of exact cubes 5
3. The multi-relative K-theory and the higher Bott-Chern forms 24
4. Chern form of a hermitian vector bundle on an iterated double 36
5. Several arithmetic K-groups 41
6. Arithmetic Chern character of a hermitian vector bundle on an iterated double 46
7. Definition of higher arithmetic Chern character 59
8. Compatibility with pull-back maps 64
9. A tensor product structure on the multi-relative complexes of exact cubes 70
10. K̂0(X)-module structures on arithmetic K-groups 82
11. Compatibility with product 89
References 98
1. Introduction
In a celebrated paper [GS2], Gillet and Soule´ established a theory of arithmetic Chern
character associated with a hermitian vector bundle in Arakelov geometry. This theory
is very useful in generating elements of arithmetic Chow groups, and a lot of interesting
equalities of numbers have been deduced by calculating the arithmetic intersection of these
elements.
The arithmetic Chern characters of hermitian vector bundles on an arithmetic variety
X provide a map from the arithmetic K0-group to the arithmetic Chow group
(1.1) ĉh
p
0 : K̂0(X)→ ĈH
p
(X).
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Recently, the both sides of this map were extended to higher degree. For instance, in [Ta]
the author gave a definition of higher arithmetic K-groups K̂r(X). On the other hand, in
[Go] and [BF] two distinct definitions of higher arithmetic Chow groups ĈH
p
(X, r) were
proposed when X is defined over an arithmetic field. The both definitions are based on
descriptions of the regulator map
CHp(X, r)→ H2p−r
D
(X,R(p))
by means of integral on algebraic cycles, and in [BFT] it was shown that these two defi-
nitions are essentially the same.
The aim of this paper is to construct a map from K̂r(X) to ĈH
p
(X, r) called the higher
arithmetic Chern character. It can be seen as an extension of the map (1.1) to higher
degree, and also as an analogue in Arakelov geometry of the higher Chern character
chpr : Kr(X)→ CH
p(X, r).
In order to define the higher Chern character map we usually make use of homotopy the-
ory. However, it seems difficult to redefine the higher arithmetic Chow groups ĈH
p
(X, r)
in the context of homotopy theory. Hence we adopt an alternative approach.
In [Le] Levine introduced a scheme called iterated double in order to prove several
properties of the higher Chow group, such as localization sequence and contravariant
functoriality, without relying on the moving lemma. In doing this, he showed that the
higher K-group of a scheme can be embedded into the K0-group of the associated iterated
double. Let us explain this in detail.
Let X be a regular scheme, and  = P1 − {1} the affine line with a subscheme ∂ =
{0,∞}. Let r be the cartesian product of r copies of . Then the subscheme ∂ on
each component gives a normal crossing divisor ∂r ⊂ r. As for the precise definition
of ∂r, see §3.6. It is well-known that the r-th K-group Kr(X) is isomorphic to the
multi-relative K0-group of the scheme X ×
r with the normal crossing divisor X × ∂r.
Denote by T = D(X×r;X×∂r) the associated iterated double. Then we obtain closed
subschemes T1, . . . , Tr ⊂ T with a closed embedding
i∅ : (X ×
r;X × ∂r) →֒ (T ;T1, . . . , Tr).
Levine showed in [Le] that the pull-back map of multi-relative K-groups
i∗∅ : K∗(T ;T1, . . . , Tr)→ K∗(X ×
r;X × ∂r)
is bijective. Hence we have the following sequence of maps:
(1.2) Kr(X) ≃ K0(X ×
r;X × ∂r)
i∗
∅
∼
← K0(T ;T1, . . . , Tr) ⊂ K0(T ).
This means that any element of Kr(X) can be represented by a virtual vector bundle on
the iterated double T .
In this paper we pursue an analogue of (1.2) in Arakelov geometry. To accomplish this
purpose, we define arithmetic analogues of K-groups appearing in (1.2). Then we obtain
the following sequence:
(1.3) K̂r(X)Q ≃ K̂0(X ×
r;X × ∂r)Q
î∗
∅
և K̂0(T ;T1, . . . , Tr)Q ⊂ K̂0(T )Q,
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where AQ stands for A⊗Q. Note that in the arithmetic case this sequence holds only in
rational coefficients, and the middle arrow î∗∅ is shown to be surjective. We do not know
whether î∗∅ is bijective or not, nevertheless we know how any element of Ker î
∗
∅ is described.
We next establish a theory of arithmetic Chern character of a hermitian vector bundle on
the iterated double T . This provides a map
(1.4) ĉh
p
T,0 : K̂0(T )→ ĈH
p
(X, r).
Combining (1.3) with (1.4), we can obtain the desired map
(1.5) ĉh
p
r : K̂r(X)Q → ĈH
p
(X, r).
If we ignore the metric structure in the definition of (1.5), we can define
chpr : Kr(X)Q → H
2p−r−1
D
(X,R(p))
which make the following diagram commutative:
K̂r(X)Q −−−−→ Kr(X)Qyĉhpr ychpr
ĈH
p
(X, r) −−−−→ CHp(X, r).
However, in this paper we could not prove that the map chpr agrees with the higher Chern
character. Nevertheless we can show that the composite with the regulator map
Kr(X)Q
chpr→ CHp(X, r)→ H2p−r(X,R(p))
agrees with Beilinson’s regulator. This is an evidence that the map chpr is nothing but the
higher Chern character.
We describe the content of each section.
In §2, we first recall a chain complex of exact cubes which computes the rational K-
theory [Mc]. Then we introduce a subcomplex on which the symmetric group acts al-
ternatingly, and show that these two chain complexes are quasi-isomorphic. We next
introduce C-complex [Ha], and we employ it to define a chain complex called multi-relative
complex of exact cubes, which computes the multi-relative rational K-theory. We examine
functorial properties of the multi-relative complex of exact cubes.
In §3, we introduce several complexes of differential forms and of currents which compute
the Deligne cohomology. We then introduce Wang’s forms and the higher Bott-Chern
forms [BW]. We also give a map from the multi-relative complex of exact cubes introduced
in §3 to a complex of differential forms, which can be seen as a generalization of the higher
Bott-Chern forms to the relative case.
In §4, we introduce iterated double, and establish a theory of Chern forms of hermitian
vector bundles on it. In §5, we define relative arithmetic K-theory, and arithmetic K0-
group of an iterated double. We then deduce the sequence (1.3).
In §6, after recalling the definition of the higher arithmetic Chow groups ĈH
p
(X, r)
given by Burgos nad Feliu [BF], we give a definition of arithmetic Chern character of
hermitian vector bundles on an iterated double. Then we show that it induces the map
(1.4). In §7, we deduce the desired map (1.5), and in §8 we show the compatibility of this
map with the pull-back map.
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The last three sections are devoted to showing the compatibility of (1.5) with product
with the arithmetic K0-group and the arithmetic Chow group. In §9, we put a tensor
product structure on the multi-relative complexes of exact cubes. In §10, we show that all
the arithmetic K-groups defined in §5 admit products with K̂0(X), and the sequence (1.3)
respects the K̂0(X)-module structures. Finally in §11, we show that the arithmetic Chern
character of a hermitian vector bundle on an iterated double has a multiplicative property
with the tensor product. Collecting these results, we can show that (1.5) is compatible
with the product structures.
Acknowledgment: During the preparation of this paper, the author visited Centre de
Recerca Matema´tica (CRM) in Bellaterra from March to April of 2010, and Universitat
de Barcelona several times. The author would like to thank all the staff there for their
hospitality and support. In particular, he would like to thank sincerely Jose Ignacio Burgos
Gil for his hospitality and fruitful discussions.
Notations and conventions. Throughout this paper, we fix an universe and assume
that all the sets we will consider are contained in this fixed universe. Hence the category
of vector bundles on a scheme is a small exact category.
Any small exact category is assumed to have a distinguished zero object denoted by 0,
and any exact functor between exact categories is assumed to preserve the distinguished
zero object. In particular, we fix a distinguished zero object of the category of abelian
groups.
For a scheme X, we denote by P(X) the category of locally free OX -modules of finite
rank on X. We identify locally free OX -modules of finite rank with vector bundles of finite
rank on X in the usual way. Then P(X) is a small exact category, and a distinguished
zero object of P(X) is given as follows: For any open set U ⊂ X, 0(U) is the distinguished
zero object of the category of abelian groups.
For any morphism f : X → Y of schemes, there is a pull-back functor f∗ : P(Y ) →
P(X), which is an exact functor preserving the distinguished zero object. When f is the
identity IdX : X → X, we identify Id
∗
X with the identity functor of P(X).
We fix some conventions on complexes. With a complex of abelian groups (A∗, dA),
we can associate a chain complex (A∗, ∂A) in the way that A∗ = A
−∗ and ∂A = dA. In
this paper we always identify a complex and the associated chain complex in this way.
For a chain complex of abelian groups A∗ = (An, ∂A), let A[r]∗ be a chain complex such
that A[r]n = An−r with ∂A[r] = (−1)
r∂A : An−r → An−r−1. Similarly, for a complex
A∗ = (A∗, dA), let A[r]
∗ be a complex such that A[r]n = An+r with dA[r] = (−1)
rdA. We
define the simple complex s(f) of a map f : A∗ → B∗ of chain complexes to be
s(f)n = An ⊕Bn+1
with the boundary map
∂ : s(f)n → s(f)n−1, ∂(a, b) = (∂a, f(a) − ∂b).
Then we have a long exact sequence on homology
· · · → Hn+1(B∗)→ Hn(s(f)∗)→ Hn(A∗)→ Hn(B∗)→ · · · .
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Throughout this paper, we denote by [a] ∈ Hn(A∗) the homology class represented by
a ∈ Ker ∂. Moreover, we denote by a˜ ∈ An/ Im ∂ the element represented by a ∈ An.
Finally, we define the truncated relative cohomology groups of a map of complexes A∗ →
B∗ to be
Ĥn(A∗, B∗) = {(a, b˜) ∈ An ⊕Bn−1/ Im d; da = 0, f(a) = db}
[Bu2, Def.4.2]. We are going to use these groups to define Green objects associated with
an algebraic cycle in §6.
2. Multi-relative complexes of exact cubes
2.1. Complexes of exact cubes. Let A be a small exact category. We see the ordered
set {−1, 0, 1} as a category. For n ≥ 0, an n-cube of A is a covariant functor from the
product {−1, 0, 1}×n to A. Note that a 0-cube of A is an object of A. For an n-cube F
of A, denote by Fα1,...,αn the image of the object (α1, . . . , αn) ∈ {−1, 0, 1}
×n by F . For
1 ≤ j ≤ n and −1 ≤ i ≤ 1, a face of F is an (n− 1)-cube ∂ijF defined by
(∂ijF)α1,...,αn−1 = Fα1,...,αj−1,i,αj ,...,αn−1 .
For α = (α1, . . . , αn−1) ∈ {−1, 0, 1}
n−1 and for an integer 1 ≤ j ≤ n, an edge of F is an
1-cube ∂αjcF described as
Fα1,...,αj−1,−1,αj ,...,αn−1 → Fα1,...,αj−1,0,αj ,...,αn−1 → Fα1,...,αj−1,1,αj ,...,αn−1 .
An n-cube F of A is said to be exact if all the edges of F are short exact sequences.
For an exact (n− 1)-cube F of A and for an integer 1 ≤ j ≤ n, let s1jF be an exact n-
cube such that the edge ∂αjc(s
1
jF) is Fα
Id
→ Fα → 0 for any α ∈ {−1, 0, 1}
n−1. Similarly, let
s−1j F be an exact n-cube such that ∂
α
jc(s
−1
j F) is 0→ Fα
Id
→ Fα for any α ∈ {−1, 0, 1}
n−1.
These exact n-cubes are said to be degenerate.
Denote by QCn(A) the Q-vector space generated by all exact n-cubes of A. The alter-
nating sum of faces gives a map of Q-vector spaces
∂ =
r∑
j=1
1∑
i=−1
(−1)i+j∂ij : QCr(A)→ QCr−1(A),
by which (QC∗(A), ∂) is a chain complex. Denote byDn the subgroup of QCn(A) generated
by all degenerate n-cubes. Then D∗ is a subcomplex of QC∗(A).
Theorem 2.1. [Mc] The homology group of the quotient complex
Q˜C∗(A) = QC∗(A)/D∗
is canonically isomorphic to the rational algebraic K-theory of A:
Hn(Q˜C∗(A), ∂) ≃ Kn(A)Q.
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2.2. The subcomplex Q˜CAlt∗ (A). Let A be a small exact category, and Sn the n-th
symmetric group. For an exact n-cube F of A and for σ ∈ Sn, let σF be an exact n-cube
such that (σF)α1 ,...,αn = Fασ(1),...,ασ(n) . Then Sn acts on QCn(A), and we can obtain the
alternating part
QCAltn (A) = {x ∈ QCn(A); σ(x) = (sgnσ)x for any σ ∈ Sn}
with the section Altn : QCn(A)→ QCAltn (A) defined by
(2.1) Altn(x) =
1
n!
∑
σ∈Sn
(sgnσ)σ(x).
We can show in the same way as [Bl, Lem.1.1] that Altn−1 ∂ = ∂ Altn, which implies that
QCAlt∗ (A) is a subcomplex of QC∗(A) and that Alt∗ is a map of complexes.
Set
Q˜CAltn (A) = QC
Alt
n (A)/(QC
Alt
n (A) ∩Dn).
Then Q˜CAlt∗ (A) is a subcomplex of Q˜C∗(A). Since σF is degenerate if so is F , the map
(2.1) gives rise to a map of complexes
Alt∗ : Q˜C∗(A)→ Q˜C
Alt
∗ (A),
which is also a section of the inclusion Q˜CAlt∗ (A) ⊂ Q˜C∗(A).
Theorem 2.2. The inclusion Q˜CAlt∗ (A) →֒ Q˜C∗(A) is a quasi-isomorphism. Hence we
have a canonical isomorphism
Hn(Q˜C
Alt
∗ (A)) ≃ Kn(A)Q.
To prove this theorem, we need some preparation. For an exact 1-cube F : A
f
→ B
g
→ C
of A, consider the following exact 2-cube:
ρ(F) =
A
Id
−−−−→ A
Id
y fy
A
f
−−−−→ B
g
−−−−→ C
g
y Idy
C
Id
−−−−→ C.
Suppose n ≥ 1. For an exact n-cube F of A and for 1 ≤ j ≤ n, let ρn,j(F) be an exact
(n+ 1)-cube such that
∂α11 · · · ∂
αj−1
j−1 ∂
αj+1
j+2 · · · ∂
αn
n+1ρn,j(F) = ρ
(
∂α11 · · · ∂
αj−1
j−1 ∂
αj+1
j+1 · · · ∂
αn
n F
)
.
It is obvious that ρn,j(F) is degenerate if so is F . The lemma below follows immediately
from the definition:
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Lemma 2.3.
∂0j ρn,j(F) = F = ∂
0
j+1ρn,j(F),
∂−1j ρn,j(F) = s
1
j∂
−1
j F = ∂
−1
j+1ρn,j(F),
∂1j ρn,j(F) = s
−1
j ∂
1
jF = ∂
1
j+1ρn,j(F),
and
∂ikρn,j(F) =
{
ρn−1,j−1(∂
i
kF), k < j,
ρn−1,j(∂
i
k−1F), k > j + 1.
Moreover,
ρn+1,j+1(ρn,j(F)) = ρn+1,j(ρn,j(F)).
Let Q˜Cn,m(A) = Q˜Cn+m(A) with boundary maps
∂′ =
n∑
j=1
1∑
i=−1
(−1)i+j∂ij : Q˜Cn,m(A)→ Q˜Cn−1,m(A),
∂′′ =
m∑
j=1
1∑
i=−1
(−1)i+j∂in+j : Q˜Cn,m(A)→ Q˜Cn,m−1(A).
Then (Q˜Cn,m(A), ∂′, ∂′′) is a double chain complex.
Lemma 2.4. If m ≥ 1, then (Q˜C∗,m(A), ∂′) is acyclic, and if n ≥ 1, then (Q˜Cn,∗(A), ∂′′)
is acyclic.
Proof: For m ≥ 1, define a map
Φn,m : Q˜Cn,m(A)→ Q˜Cn+1,m(A)
by Φn,m(F) = (−1)
n+1ρn+m,n+1(F) for an exact (n + m)-cube F of A. Then (Φ∗,m)
turns out to be a homotopy from the zero map to the identity of the chain complex
(Q˜C∗,m(A), ∂′). Similarly, if we define
Ψn,m : Q˜Cn,m(A)→ Q˜Cn,m+1(A)
for n ≥ 1 by Ψn,m(F) = −ρn+m,n(F), then (Ψn,∗) turns out to be a homotopy from the
zero map to the identity of the chain complex (Q˜Cn,∗(A), ∂′′). 
Proof of Thm.2.2: We will prove that Alt∗ induces an isomorphism on homology. We
see Sn as a subgroup of Sn+m in the way that
Sn = {σ ∈ Sn+m; σ(j) = j if n+ 1 ≤ j ≤ n+m} .
Set
QC0n,m(A) = {x ∈ QCn+m(A);σ(x) = (sgnσ)x for any σ ∈ Sn} ,
and
Q˜C0n,m(A) = QC
0
n,m(A)/QC
0
n,m(A) ∩Dn+m.
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Then (Q˜C0n,m(A), ∂
′, ∂′′) is a subcomplex of (Q˜Cn,m(A), ∂′, ∂′′). Define a map
Altn,m : Q˜Cn,m(A)→ Q˜C
0
n,m(A)
by
Altn,m(F) =
1
n!
∑
σ∈Sn
(sgnσ)σ(F)
for any exact (n +m)-cube F of A. Since the action of Sn commutes with ρn+m,n+1, it
holds that
(2.2) Altn,m+1 Φn,m = Φn,mAltn,m .
If m ≥ 1, then the chain complex (Q˜C0∗,m(A), ∂
′) is proved to be acyclic. In fact, the
map
Φaltn,m = Altn+1,m Φn,m : Q˜C
0
n,m(A)→ Q˜C
0
n+1,m(A)
turns out to be a homotopy from the zero map to the identity. On the other hand, since
(Q˜C0n,∗(A), ∂
′′) is a subcomplex of (Q˜Cn,∗(A), ∂′′) with the splitting map Altn,∗, Lem.2.4
implies that (Q˜Cn,∗(A), ∂′′) is also acyclic for n ≥ 1. Consequently, the inclusions
ε1 : Q˜C∗(A) = Q˜C
0
0,∗(A)→ Tot(Q˜C
0
∗,∗(A)),
ε2 : Q˜C
Alt
∗ (A) = Q˜C
0
∗,0(A)→ Tot(Q˜C
0
∗,∗(A))
are quasi-isomorphisms, therefore the composite
(ε2)
−1
∗ (ε1)∗ : H∗(Q˜C∗(A))
∼
→ H∗(Q˜C
Alt
∗ (A))
is an isomorphism.
Suppose m ≥ 1 and let x ∈ Ker ∂′′ ⊂ Q˜C00,m(A). Then x is homologous in
Tot(Q˜C0∗,∗(A)) to
x− (∂′ − ∂′′)Φalt0,m(x) = ∂
′′Φalt0,m(x) ∈ Q˜C
0
1,m−1(A).
It is also homologous to
∂′′Φalt0,m(x)− (∂
′ + ∂′′)Φalt1,m−1∂
′′Φalt0,m(x) = Φ
alt
0,m−1∂
′∂′′Φalt0,m(x)− ∂
′′Φalt1,m−1∂
′′Φalt0,m(x)
= Φalt0,m−1∂
′′(x)− ∂′′Φalt1,m−1∂
′′Φalt0,m(x)
= −∂′′Φalt1,m−1∂
′′Φalt0,m(x) ∈ Q˜C
0
2,m−2(A).
Repeating this procedure we can say that x is homologous in Tot(Q˜C0∗,∗(A)) to
(−1)
1
2
m(m−1)∂′′Φaltm−1,1∂
′′Φaltm−2,2 · · · ∂
′′Φalt0,m(x) ∈ Q˜C
0
m,0(A).
This means that the isomorphism (ε2)
−1
∗ (ε1)∗ is given by
[x] 7→ (−1)
1
2
m(m−1)[∂′′Φaltm−1,1∂
′′Φaltm−2,2 · · · ∂
′′Φalt0,m(x)].
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Suppose m > 1 and k ≤ m− 2. For an exact m-cube F of A,
∂′′Φk,m−k(F) =
m−k∑
j=1
1∑
i=−1
(−1)i+j+k+1∂ik+1+jρm,k+1(F)
= (−1)kF +
m−k∑
j=2
1∑
i=−1
(−1)i+j+k+1ρm−1,k+1(∂
i
k+jF).
This implies that for y ∈ Q˜C0k,m−k(A) we have
(2.3) ∂′′Φaltk,m−k(y) = (−1)
k Altk+1,m−k−1(y)− Φ
alt
k,m−k−1(∂
′′
k+1y),
where
∂′′k+1 =
m−k−1∑
j=1
1∑
i=−1
(−1)i+j∂ik+1+j.
For an exact (m− 1)-cube G of A,
Altk+2,m−k−1Φk+1,m−k−1Φk,m−k−1(G) = −Altk+2,m−k−1 ρm,k+2ρm−1,k+1(G),
and it is zero since ρm,k+2ρm−1,k+1(G) = ρm,k+1ρm−1,k+1(G) is invariant by the transposi-
tion (k + 1, k + 2) ∈ Sk+2. Hence
Altk+2,m−k−1 Φk+1,m−k−1Φk,m−k−1(z) = 0
for z ∈ Q˜C0k,m−k−1(A), and it follows from (2.2) that
Φaltk+1,m−k−1Φ
alt
k,m−k−1(z) =Altk+2,m−k−1Φk+1,m−k−1Altk+1,m−k−1 Φk,m−k−1(z)
=Altk+2,m−k−1Φk+1,m−k−1Φk,m−k−1(z) = 0.
Taking the image by Φaltk+1,m−k−1 of the both sides of (2.3) we have
Φaltk+1,m−k−1∂
′′Φaltk,m−k(y) = (−1)
kΦaltk+1,m−k−1Altk+1,m−k−1(y)
= (−1)k Altk+2,m−k−1 Φk+1,m−k−1Altk+1,m−k−1(y)
for y ∈ Q˜C0k,m−k(A), and by (2.2) it is equal to
(−1)k Altk+2,m−k−1Φk+1,m−k−1(y) = (−1)
kΦaltk+1,m−k−1(y).
Hence for m ≥ 1 and for x ∈ Q˜C0,m(A),
(−1)
1
2
m(m−1)∂′′Φaltm−1,1∂
′′Φaltm−2,2 · · · ∂
′′Φalt0,m(x)
=(−1)
1
2
m(m−1)∂′′Φaltm−1,1∂
′′Φaltm−2,2 · · · ∂
′′Φalt1,m−1(x)
=− (−1)
1
2
m(m−1)∂′′Φaltm−1,1∂
′′Φaltm−2,2 · · · ∂
′′Φalt2,m−2(x)
= · · ·
=(−1)m−1∂′′Φaltm−1,1(x).
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Since
∂′′Φaltm−1,1(G) =(−1)
m∂′′Altm,1 ρm,m(G)
=(−1)mAltm ∂
′′ρm,m(G) = (−1)
m−1 Altm(G)
for any exact m-cube G, we conclude that
(−1)
1
2
m(m−1)∂′′Φaltm−1,1∂
′′Φaltm−2,2 · · · ∂
′′Φalt0,m(x) = Altm(x).
This means that the isomorphism
(ε2)
−1
∗ (ε1)∗ : Hm(Q˜C∗(A))→ Hm(Q˜C
Alt
∗ (A))
agrees with the map induced by Alt∗ : Q˜C∗(A) → Q˜CAlt∗ (A), which completes the proof.

2.3. C-complexes. In this subsection we will introduce C-complexes [Ha]. A C-complex
A = (Am∗ , F
m,n
A ) is a family of chain complexes (A
m
∗ , ∂Am) for m ∈ Z such that A
m
∗ = 0
except for finitely many m, with maps of abelian groups
Fm,nA : A
m
∗ → A
n
∗+n−m−1
for m < n satisfying the relation
(−1)mFm,nA ∂Am + (−1)
n∂AnF
m,n
A +
∑
m<l<n
F l,nA F
m,l
A = 0.
Define the total chain complex Tot(A) of the C-complex A by
Tot(A)p = ⊕
m
Amm+p
with the boundary map
∂(x)m = (−1)m∂Am(x
m) +
∑
l<m
F l,mA (x
l)
for x = (xm) ∈ Tot(A)p = ⊕
m
Amm+p.
Let A = (Am∗ , F
m,n
A ) and B = (B
m
∗ , F
m,n
B ) be C-complexes. A map of C-complexes from
A to B is a family of maps of abelian groups
fm,n : Am∗ → B
n
∗+n−m
for m ≤ n satisfying the relation
(−1)n∂Bnf
m,n +
∑
l
F l,nB f
m,l = (−1)mfm,n∂Am +
∑
l
f l,nFm,lA .
This condition is equivalent to that
Tot(f) = ⊕fm,n : Tot(A)→ Tot(B)
is a map of chain complexes. For two maps f = (fm,n) : A→ B and g = (gm,n) : B → C
of C-complexes, define the composite gf by
(gf)m,n =
∑
l
gl,nfm,l : Am∗ → C
n
∗+n−m.
It is obvious that gf is also a map of C-complexes.
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Let f, g : A → B be maps of C-complexes. A homotopy Φ = (Φm,n) from f to g is a
family of maps of abelian groups
Φm.n : Am∗ → B
n
∗+n−m+1
for any m ≤ n+ 1 satisfying the relation
(−1)mΦm,n∂Am +
∑
l
Φl,nFm,lA + (−1)
n∂BnΦ
m,n +
∑
l
F l,nB Φ
m,l = gm,n − fm,n.
This condition is equivalent to that
⊕Φm,n : Tot(A)∗ → Tot(B)∗+1
is a chain homotopy from Tot(f) to Tot(g).
For a C-complex A = (Am∗ , F
m,n
A ) and for r ∈ Z, let A[r] = (A[r]
m, Fm,n
A[r] ) be the
C-complex given as follows:
A[r]m∗ = A
m+r
∗ , F
m,n
A[r] = (−1)
rFm+r,n+rA : A
m+r
∗ → A
n+r
∗ .
Then there is a natural isomorphism of chain complexes Tot(A[r]) ≃ Tot(A)[r].
Let f : A→ B be a map of C-complexes. Define the simple complex s(f) = (Cm∗ , F
m,n
C )
of f as follows:
Cm∗ = A
m
∗ ⊕B
m−1
∗ ,
∂C(a, b) = (∂A(a), ∂B(b)),
Fm,nC (a, b) = (F
m,n
A (a), f
m,n−1(a)− Fm−1,n−1B (b)).
It is easy to see that s(f) is a C-complex such that its total chain complex is canonically
isomorphic to the simple complex of the map Tot(f) : Tot(A) → Tot(B). Let pm,n :
s(f)m∗ = A
m
∗ ⊕B
m−1
∗ → A
n
∗ be the map defined by
pm,n(a, b) =
{
a, m = n,
0, m 6= n,
and im,n : B[−1]m∗ = B
m−1
∗ → s(f)
n
∗ = A
n
∗ ⊕B
n−1
∗ the map defined by
im,n(b) =
{
(0, b), m = n,
(0, 0), m 6= n.
Then p = (pm,n) : s(f) → A and i = (im,n) : B[−1] → s(f) are maps of C-complexes.
Taking the total chain complexes of a sequence of maps of C-complexes B[−1]
i
→ s(f)
p
→
A
f
→ B yields a distinguished triangle of chain complexes.
The proposition below can be easily verified.
Proposition 2.5. Let
A
f
−−−−→ B
ϕA
y yϕB
A′
f ′
−−−−→ B′
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be a diagram of maps of C-complexes which is commutative up to homotopy. Let
Φf : A→ B
′ be a homotopy from ϕBf to f
′ϕA. Then the family of maps ϕ
m,n
s : s(f)m →
s(f ′)n defined by
ϕm,ns (a, b) = (ϕ
m,n
A (a), ϕ
m−1,n−1
B (b) + Φ
m,n−1
f (a))
forms a map of C-complexes ϕs = (ϕ
m,n
s ) : s(f)→ s(f ′). Moreover, the diagram
B[−1]
i
−−−−→ s(f)
p
−−−−→ A
ϕB [−1]
y yϕs yϕA
B′[−1]
i′
−−−−→ s(f ′)
p′
−−−−→ A′
is strictly commutative.
Proposition 2.6. Let f : A→ B be a map of C-complexes, and p : s(f)→ A the map of
C-complexes defined above. Assume that f has a right inverse map up to homotopy,
namely, there is a map g : B → A such that fg is homotopy equivalent to the iden-
tity of B. Let Ψ be a homotopy from the identity of B to fg. Then t = (tm,n) : A→ s(f)
defined by
tm,n(a) =
(
δm,n(a)−
∑
l
gl,nfm,l(a),−
∑
l
Ψ l,n−1fm,l(a)
)
,
where
δm,n(a) =
{
a, m = n,
0, m 6= n,
is a map of C-complexes such that pt = IdA−gf , and it is a left inverse map of p up
to homotopy, namely, tp is homotopy equivalent to the identity of s(f). Moreover, the
composite tg : B → s(f) is homotopy equivalent to the zero map.
Proof: It is easy to see that t is a map of C-complexes such that pt = IdA−gf . Let
Ψm,n1 : s(f)
m
∗ → s(f)
n
∗+n−m+1 be the map defined by
Ψm,n1 (a, b) =
(
−gm−1,n(b),−Ψm−1,n−1(b)
)
.
Then Ψ1 = (Ψ
m,n
1 ) turns out to be a homotopy from the identity of s(f) to tp. Let
Ψm,n2 : B
m
∗ → s(f)
n
∗+n−m+1 be the map defined by
Ψm,n2 (b) =
(
−
∑
l
gl,nΨm,l(b),−
∑
l
Ψ l,n−1Ψm,l(b)
)
,
then Ψ2 = (Ψ
m,n
2 ) turns out to be a homotopy from the zero map to tg. 
Let
A
f
−−−−→ B
ϕA
y yϕB
A′
f ′
−−−−→ B′
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be a diagram of maps of C-complexes which is commutative up to homotopy. Suppose
that f and f ′ have right inverse maps g : B → A and g′ : B′ → A′ up to homotopy such
that ϕAg is homtopy equivalent to g
′ϕB . Let
Φf : A→ B
′,
Φg : B → A
′,
Ψ : B → B,
Ψ ′ : B′ → B′
be homotopies from ϕBf to f
′ϕA, from ϕAg to g
′ϕB , from IdB to fg, and from IdB′ to
f ′g′ respectively. Then we have two homotopies
Φfg + f
′Φg + ϕBΨ, Ψ
′ϕB : B → B
′
from ϕB to f
′g′ϕB .
Definition 2.7. With the above notations, a second homotopy from Φfg+ f
′Φg +ϕBΨ to
Ψ ′ϕB is a family of maps
Θm,n : Bm∗ → B
′n
∗+n−m+2
for m ≤ n+ 2 satisfying the relation
(−1)n∂Θm,n +
∑
l
F l,nB′ Θ
m,l − (−1)mΘm,n∂ −
∑
l
Θl,nFm,lB
=
∑
l
Ψ ′
l,n
ϕm,lB −
∑
l
Φl,nf g
m,l −
∑
l
f ′
l,n
Φm,lg −
∑
l
ϕl,nB Ψ
m,l.
The proposition below is verified by a direct calculation:
Proposition 2.8. With the above notations, let t : A → s(f) and t′ : A′ → s(f ′) be
the maps given in Prop.2.6. Then ϕst is homotopy equivalent to t
′ϕA, and the homotopy
Π : A→ s(f ′) from ϕst to t
′ϕA is given by
Πm,n(a) =
(
−
∑
l
Φl,ng f
m,l(a)−
∑
l
g′
l,n
Φm,lf (a),−
∑
l
Ψ ′
l,n−1
Φm,lf (a) +
∑
l
Θl,n−1fm,l(a)
)
.
2.4. Multi-relative complexes of exact cubes. Let X be a scheme. As we mentioned
in the introduction, the category P(X) of vector bundles of finite rank on X is a small
exact category. Hence we can obtain the chain complex of exact cubes of vector bundles
Q˜C∗(X) and its alternating part Q˜CAlt∗ (X) as in §2.2. Then Thm.2.1 and Thm.2.2 imply
the following:
Theorem 2.9. The homology groups of the chain complexes Q˜C∗(X) and Q˜CAlt∗ (X) are
canonically isomorphic to the rational K-theory of X:
Hn(Q˜C
Alt
∗ (X)) ≃ Hn(Q˜C∗(X)) ≃ Kn(X)Q.
14 YUICHIRO TAKEDA
Consider a sequence of morphisms of schemes
X0
f1
→ X1
f2
→ · · ·
fr
→ Xr.
For a vector bundle F on Xr, let us define an exact (r − 1)-cube (f1, . . . , fr)
∗F on X0 as
follows: In the case of r ≥ 2,
((f1, . . . , fr)
∗F)α1,...,αr−1
=
{
0, ∃j such that αj = 1,
(fj1 · · · f1)
∗(fj2 · · · fj1+1)
∗ · · · (fjl · · · fjl−1+1)
∗(fr · · · fjl+1)
∗F , otherwise,
where α−1(−1) = {j1, . . . , jl} with j1 < · · · < jl. The maps in (f1, . . . , fr)
∗F are the
zero maps or the natural isomorphisms. When r = 1, define (f1)
∗F = f∗1F . We can
generalize this procedure to exact cubes in the following way: For an exact n-cube F on
Xr, (f1, . . . , fr)
∗F is an exact (n+ r − 1)-cube on X0 so that
∂αrr · · · ∂
αn+r−1
n+r−1 ((f1, . . . , fr)
∗F) = (f1, . . . , fr)
∗(∂αr1 · · · ∂
αn+r−1
n F).
Proposition 2.10. For an exact n-cube F on Xr, the faces of the exact cube (f1, . . . , fr)
∗F
are as follows: For 1 ≤ j ≤ r − 1,
∂ij((f1, . . . , fr)
∗F) =

(f1, . . . , fj)
∗ ((fj+1, . . . , fr)
∗F) , i = −1,
(f1, . . . , fj+1fj, . . . , fr)
∗F , i = 0,
0, i = 1
and for r ≤ j,
∂ij((f1, . . . , fr)
∗F) = (f1, . . . , fr)
∗(∂ij−r+1F).
Let Y1, . . . , Yr be closed subschemes of a scheme X. Let YJ = ∩
j∈J
Yj for J ⊂ {1, . . . , r},
and ιk : YJ∪{k} →֒ YJ the embedding for k /∈ J . For a division J = K
∐
I such that
K = {k1, . . . , kn−m} with k1 < · · · < kn−m and for σ ∈ Sn−m, we have a sequence of
embeddings
YJ
ιkσ(1)
→֒ YJ−{kσ(1)}
ιkσ(2)
→֒ YJ−{kσ(1),kσ(2)}
ιkσ(3)
→֒ · · ·
ιkσ(n−m)
→֒ YI .
Note that (ιkσ(1) , . . . , ιkσ(n−m))
∗F is degenerate if so is F . Hence with the above sequence
we can associate a map
ΞK =
∑
σ∈Sn−m
(sgn σ)(ιkσ(1) , . . . , ιkσ(n−m))
∗ : Q˜C∗(YI)→ Q˜C∗+n−m−1(YJ).
Let us consider the composite of ΞK with the boundary map. To do this, we need to
introduce signature of a division of subsets of {1, . . . , r}. For a division K
∐
I = J such
that
K = {k1, . . . , kn−m}, k1 < · · · < kn−m,
I = {i1, . . . , im}, i1 < · · · < im,
J = {j1, . . . , jn}, j1 < · · · < jn,
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define the signature as follows:
sgn
(
K I
J
)
= sgn
(
k1 . . . kn−m i1 . . . im
j1 . . . . . . . . . . . . . . . . . . jn
)
.
The following lemma is easily verified.
Lemma 2.11. Let J = L
∐
L′
∐
I be a division and write K = L
∐
L′ and P = L′
∐
I.
Then
sgn
(
K I
J
)
sgn
(
L L′
K
)
= sgn
(
L P
J
)
sgn
(
L′ I
P
)
.
Proposition 2.12. For x ∈ Q˜C∗(YI),
∂ΞK(x) + (−1)
n−mΞK(∂x) =
n−m−1∑
a=1
(−1)a+1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′(x).
Proof: Prop.2.10 implies that
∂ΞK(x) =
∑
σ∈Sn−m
(sgnσ)
n−m−1∑
a=1
(−1)a+1(ιkσ(1) , . . . , ιkσ(a))
∗
(
(ιkσ(a+1) , . . . , ιkσ(n−m))
∗(x)
)
+
∑
σ∈Sn−m
(sgnσ)
n−m−1∑
a=1
(−1)a(ιkσ(1) , . . . , ιkσ(a+1)ιkσ(a) , . . . , ιkσ(n−m))
∗(x)(2.4)
+ (−1)n−m+1
∑
σ∈Sn−m
(sgn σ)(ιkσ(1) , . . . , ιkσ(n−m))
∗(∂x).(2.5)
In the above, (2.4) is obviously zero, and (2.5) is equal to (−1)n−m+1ΞK(∂x). Hence
∂ΞK(x) + (−1)
n−mΞK(∂x)
=
∑
σ∈Sn−m
(sgnσ)
n−m−1∑
a=1
(−1)a+1(ιkσ(1) , . . . , ιkσ(a))
∗
(
(ιkσ(a+1) , . . . , ιkσ(n−m))
∗(x)
)
.
If we denote
L = {kσ(1), . . . , kσ(a)} = {l1, . . . , la},
L′ = {kσ(a+1), . . . , kσ(n−m)} = {l
′
1, . . . , l
′
n−m−a}
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with l1 < · · · < la and l
′
1 < · · · < l
′
n−m−a, then
∂ΞK(x) + (−1)
n−mΞK(∂x)
=
n−m−1∑
a=1
(−1)a+1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
×
∑
τ∈Sa
(sgn τ)(ιτ(l1), . . . , ιτ(la))
∗
 ∑
η∈Sn−m−a
(sgn η)(ιη(l′1), . . . , ιη(l′n−m−a))
∗(x)

=
n−m−1∑
a=1
(−1)a+1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′(x),
which completes the proof. 
Define a map
Fm,n : ⊕
|I|=m
Q˜C∗(YI)→ ⊕
|J |=n
Q˜C∗+n−m−1(YJ)
by
Fm,n(x)J = (−1)
n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞK(xI)
for x = (xI) ∈ ⊕
|I|=m
Q˜C∗(YI).
Corollary 2.13.
Q˜C∗(X;Y1, . . . , Yr) =
(
⊕
|I|=m
Q˜C∗(YI), F
m,n
)
is a C-complex.
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Proof: Let x = (xI) ∈ ⊕
|I|=m
Q˜C∗(YI). Then it follows from Prop.2.12 and Lem.2.11 that
(−1)n∂Fm,n(x)J + (−1)
mFm,n(∂x)J
=
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
) n−m−1∑
a=1
(−1)a+1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′(x)
=
n−m−1∑
a=1
(−1)a+1
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
) ∑
L′
∐
I=P
|I|=m
sgn
(
L′ I
P
)
ΞLΞL′(xI)
=
n−m−1∑
a=1
(−1)n+1
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
)
ΞL
(
Fm,n−a(x)P
)
=−
n−m−1∑
a=1
Fn−a,nFm,n−a(x)J ,
which completes the proof. 
We next consider pull-back map associated with a morphism of schemes. Let T be
another scheme with closed subschemes D1, . . . ,Dr, and f : X → T a morphism such that
f(Yj) ⊂ Dj for 1 ≤ j ≤ r. In what follows, we denote such a morphism by
f : (X;Y1, . . . , Yr)→ (T ;D1, . . . ,Dr).
Denote the restriction of f to YI → DI by the same symbol f to simplify the notations.
For a division K
∐
I = J of subsets of {1, . . . , r} such that K = {k1, . . . , kn−m} with
k1 < · · · < kn−m, define a map ΞK,f : Q˜C∗(DI)→ Q˜C∗+n−m(YJ) by
ΞK,f =
n−m∑
p=0
(−1)p
∑
σ∈Sn−m
(sgnσ)(ιkσ(1) , . . . , ιkσ(p) , f, ιkσ(p+1), . . . , ιkσ(n−m))
∗.
In particular, in the case that K is the emptyset, Ξ∅,f = f
∗ : Q˜C∗(DI)→ Q˜C∗(YI).
Proposition 2.14. For x ∈ Q˜C∗(DI),
∂ΞK,f (x) + (−1)
n−m+1ΞK,f (∂x)
= −
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′,f (x) +
n−m−1∑
a=0
(−1)a
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,fΞL′(x).
Proof: Prop.2.10 implies that
∂ΞK,f (x) + (−1)
n−m+1ΞK,f(∂x) =
n−m∑
a=1
(−1)a+1∂−1a ΞK,f (x) +
n−m∑
a=1
(−1)a∂0aΞK,f (x),
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and
n−m∑
a=1
(−1)a∂0aΞK,f(x)
=
∑
σ∈Sn−m
(sgnσ)

n−m∑
p=0
p−1∑
a=1
(−1)a+p(. . . , ιkσ(a+1)ιkσ(a) , . . . , ιkσ(p) , f, ιkσ(p+1) , . . .)
∗(x)
+
n−m∑
p=0
n−m−1∑
a=p+1
(−1)a+p−1(. . . , ιkσ(p) , f, ιkσ(p+1), . . . , ιkσ(a+1)ιkσ(a), . . .)
∗(x)
+
n−m∑
p=1
(. . . , f ιkσ(p), . . .)
∗(x)−
n−m−1∑
p=0
(. . . , ιkσ(p+1)f, . . .)
∗(x)
 ,
which is obviously zero. On the other hand,
n−m∑
a=1
(−1)a+1∂−1a ΞK,f(x)
=
n−m∑
p=1
p∑
a=1
(−1)a+p+1
∑
σ∈Sn−m
(sgnσ)×
(ιkσ(1) , . . . , ιkσ(a))
∗
(
(ιkσ(a+1) , . . . , ιkσ(p) , f, ιkσ(p+1), . . . , ιkσ(n−m))
∗(x)
)
+
n−m−1∑
p=0
n−m−1∑
a=p
(−1)a+p
∑
σ∈Sn−m
(sgnσ)×
(ιkσ(1) , . . . , ιkσ(p) , f, ιkσ(p+1) , . . . , ιkσ(a))
∗
(
(ιkσ(a+1) , . . . , ιkσ(n−m))
∗(x)
)
=−
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′,f (x) +
n−m−1∑
a=0
∑
L
∐
L′=K
|L|=a
(−1)a sgn
(
L L′
K
)
ΞL,fΞL′(x),
which completes the proof. 
Define a map
(f∗)m,n : ⊕
|I|=m
Q˜C∗(DI)→ ⊕
|J |=n
Q˜C∗+n−m(YJ)
by
(f∗)m,n(x)J =
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞK,f (xI)
for x = (xI) ∈ ⊕
|I|=m
Q˜C∗(DI).
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Corollary 2.15.
f∗ = (f∗)m,n : Q˜C∗(T ;D1, . . . ,Dr)→ Q˜C∗(X;Y1, . . . , Yr)
is a map of C-complexes.
Proof: It follows from Prop.2.14 and Lem.2.11 that
(−1)n∂(f∗)m,n(x)J − (−1)
m(f∗)m,n(∂x)J
=(−1)n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
−
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′,f (xI)
+
n−m−1∑
a=0
(−1)a
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,fΞL′(xI)

=(−1)n+1
n−m∑
a=1
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
) ∑
L′
∐
I=P
|I|=m
sgn
(
L′ I
P
)
ΞLΞL′,f (xI)
+
n−m−1∑
a=0
(−1)n+a
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
) ∑
L′
∐
I=P
|I|=m
sgn
(
L′ I
P
)
ΞL,fΞL′(xI)
=−
n−m∑
a=1
Fn−a,n(f∗)m,n−a(x)J +
n−m−1∑
a=0
(f∗)n−a,nFm,n−a(x)J ,
which completes the proof. 
Comparing the definition of the simple complex of the pull-back map ι∗r with the defi-
nition of Q˜C∗(X;Y1, . . . , Yr), we obtain the following corollary:
Corollary 2.16. The C-complex Q˜C∗(X;Y1, . . . , Yr) is canonically isomorphic to the sim-
ple complex of the map
ι∗r : Q˜C∗(X;Y1, . . . , Yr−1)→ Q˜C∗(Yr;Y1 ∩ Yr, . . . , Yr−1 ∩ Yr)
induced by the embedding ιr : Yr →֒ X. Hence the homology groups of Q˜C∗(X;Y1, . . . , Yr)
are isomorphic to the rational multi-relative K-theory of (X;Y1, . . . , Yr):
Hn(Q˜C∗(X;Y1, . . . , Yr)) ≃ Kn(X;Y1, . . . , Yr)Q.
Let
(X;Y1, . . . , Yr)
f
→ (T ;D1, . . . ,Dr)
g
→ (S;E1, . . . , Er)
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be morphisms of schemes with closed subschemes. For a division K
∐
I = J of subsets
of {1, . . . , r} such that K = {k1, . . . , kn−m} with k1 < · · · < kn−m, define a map ΞK,f,g :
Q˜C∗(EI)→ Q˜C∗+n−m+1(YJ ) by
ΞK,f,g =
∑
0≤p≤q≤n−m
(−1)p+q
∑
σ∈Sn−m
(sgnσ)(. . . , ιkσ(p) , f, ιkσ(p+1) , . . . , ιkσ(q) , g, ιkσ(q+1) , . . .)
∗.
Proposition 2.17. If we write h = gf , then for x ∈ Q˜C∗(EI),
∂ΞK,f,g(x) + (−1)
n−mΞK,f,g(∂x)
=
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
(−1)a+1 sgn
(
L L′
K
)
ΞLΞL′,f,g(x) +
n−m∑
a=0
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,fΞL′,g(x)
+
n−m−1∑
a=0
∑
L
∐
L′=K
|L|=a
(−1)a+1 sgn
(
L L′
K
)
ΞL,f,gΞL′(x)− ΞK,h(x).
Proof: Prop.2.10 implies that
∂ΞK,f,g(x)+ (−1)
n−mΞK,f,g(∂x)
=
n−m+1∑
a=1
(−1)a+1∂−1a ΞK,f,g(x) +
n−m+1∑
a=1
(−1)a∂0aΞK,f,g(x).
In the same way as in the proof of Prop.2.12 and Prop.2.14 we can show that
n−m+1∑
a=1
(−1)a∂0aΞK,f,g(x)
=
n−m∑
p=0
∑
σ∈Sn−m
(−1)p+1(sgn σ)(ιkσ(1) , . . . , ιkσ(p) , gf, ιkσ(p+1) , . . . , ιkσ(n−m))
∗(x)
=− ΞK,h(x).
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On the other hand,
n−m+1∑
a=1
(−1)a+1∂−1a ΞK,f,g(x)
=
∑
σ∈Sn−m
(sgn σ)
∑
0≤p≤q≤n−m
(−1)p+q×
{
p∑
a=1
(−1)a+1(ιkσ(1) , . . . , ιkσ(a))
∗
(
(ιkσ(a+1), . . . , ιkσ(p) , f, . . . , ιkσ(q) , g, . . .)
∗(x)
)
+
q∑
a=p
(−1)a(. . . , ιkσ(p) , f, . . . , ιkσ(a))
∗
(
(ιkσ(a+1), . . . , ιkσ(q) , g, . . .)
∗(x)
)
+
n−m−1∑
a=q
(−1)a+1(. . . , ιkσ(p) , f, . . . , ιkσ(q) , g, . . . , ιkσ(a))
∗
(
(ιkσ(a+1), . . . , ιkσ(n−m))
∗(x)
)}
=
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
(−1)a+1 sgn
(
L L′
K
)
ΞLΞL′,f,g(x) +
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,fΞL′,g(x)
+
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
(−1)a+1 sgn
(
L L′
K
)
ΞL,f,gΞL′(x),
which completes the proof. 
Define a map
Φm,n : ⊕
|I|=m
Q˜C∗(EI)→ ⊕
|J |=n
Q˜C∗+n−m+1(YJ)
by
Φm,n(x)J = (−1)
n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞK,f,g(xI)
for x = (xI) ∈ ⊕
|I|=m
Q˜C∗(EI).
Corollary 2.18.
Φ = Φm,n : Q˜C∗(S;E1, . . . , Er)→ Q˜C∗+1(X;Y1, . . . , Yr)
is a homotopy from h∗ to f∗g∗.
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Proof: It follows from Prop.2.17 and Lem.2.11 that
(−1)n∂Φm,n(x)J + (−1)
mΦm,n(∂x)J
=
n−m∑
a=1
(−1)a+1
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
) ∑
L′
∐
I=P
|I|=m
sgn
(
L′ I
P
)
ΞLΞL′,f,g(xI)
+
n−m∑
a=0
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
) ∑
L′
∐
I=P
|I|=m
sgn
(
L′ I
P
)
ΞL,fΞL′,g(xI)
+
n−m−1∑
a=0
(−1)a+1
∑
L
∐
P=J
|L|=a
sgn
(
L P
J
) ∑
L′
∐
I=P
|I|=m
sgn
(
L′ I
P
)
ΞL,f,gΞL′(x)
−
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞK,h(x)
=−
n−m∑
a=1
Fn−a,nΦm,n−a(xI) +
n−m∑
a=0
(f∗)n−a,n(g∗)m,n−a(xI)
−
n−m−1∑
a=0
Φn−a,nFm,n−a(xI)− (h
∗)m,n(xI),
which completes the proof. 
2.5. The C-complex Q˜CAlt∗ (X;Y1, . . . , Yr). Consider the sequence of embeddings
Y1 ∩ Y2
ι1→ Y2
Id
→ Y2
ι2→ X
and take a vector bundle F on X. Then the 2-cube (ι1, Id, ι2)
∗F on Y1 ∩ Y2 is described
as
ι∗1ι
∗
2F −−−−→ ι
∗
1ι
∗
2Fy y
ι∗1ι
∗
2F −−−−→ (ι2ι1)
∗F ,
which is not degenerate. This means that (Id∗)0,2 is not the zero map. More generally,
the pull-back map by the identity morphism
(IdX)
∗ : Q˜C∗(X;Y1, . . . , Yr)→ Q˜C∗(X;Y1, . . . , Yr).
is not the identity, hence we can not apply Prop.2.6 and Prop.2.8 to the multi-relative
complexes of exact cubes. However, since the above cube is symmetric, we can overcome
this drawback by using the alternating part Q˜CAlt∗ (X).
Let
X0
f1
→ X1
f2
→ · · ·
fr
→ Xr
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be a sequence of morphisms of schemes, and F an exact n-cube on Xr. For any σ ∈ Sn,
define σ′ ∈ Sn+r−1 by
σ′ =
(
1 · · · r − 1 r · · · n+ r − 1
1 · · · r − 1 σ(1) + r − 1 · · · σ(n) + r − 1
)
.
Then it holds that
(f1, . . . fr)
∗(σ(F)) = σ′((f1, . . . , fr)
∗(F)).
This implies that for a division K
∐
I = J of {1, . . . , r} we have
Alt∗ΞK Alt∗ = Alt∗ΞK : Q˜C∗(YI)→ Q˜C∗+n−m−1(YJ),
which leads to the following proposition:
Proposition 2.19. If we put
ΞaltK = Alt∗ΞK : Q˜C
Alt
∗ (YI)→ Q˜C
Alt
∗+n−m−1(YJ)
and
Fm,n = (−1)n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞaltK : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|J |=n
Q˜CAlt∗+n−m−1(YJ),
then the family
Q˜CAlt∗ (X;Y1, . . . , Yr) =
(
⊕
|I|=m
Q˜CAlt∗ (YI), F
m,n
)
is a C-complex. Similarly, for morphisms
(X;Y1, . . . , Yr)
f
→ (T ;D1, . . . ,Dr)
g
→ (S;E1, . . . , Er),
write ΞaltK,f = Alt∗ΞK,f , Ξ
alt
K,f,g = Alt∗ΞK,f,g and
(f∗)m,n =
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞaltK,f : ⊕
|I|=m
Q˜CAlt∗ (DI)→ ⊕
|J |=n
Q˜CAlt∗+n−m(YJ),
Φm,n = (−1)n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞaltK,f,g : ⊕
|I|=m
Q˜CAlt∗ (EI)→ ⊕
|J |=n
Q˜CAlt∗+n−m+1(YJ).
Then f∗ = ((f∗)m,n) is a map of C-complexes and Φ = (Φm,n) is a homotopy from h∗ to
f∗g∗.
Proposition 2.20. For the identity map IdX : X → X,
Id∗X : Q˜C
Alt
∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗ (X;Y1, . . . , Yr)
is the identity map of the C-complex. Hence if we assume that
(S;E1, . . . , Er) = (X;Y1, . . . , Yr) and gf = IdX in the above notations, then f
∗g∗ is
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homotopy equivalent to the identity, and a homotopy from the identity to g∗f∗ is given by
Φm,n = (−1)n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
)
ΞaltK,f,g : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|J |=n
Q˜CAlt∗+n−m+1(YJ).
Proof: Suppose n−m ≥ 1. It is easy to see that for any exact cube F ,
(ιkσ(1) , . . . , ιkσ(p) , IdX , ιkσ(p+1) , . . . , ιkσ(n−m))
∗F
is invariant under the action of the transposition (p, p+ 1) if 1 ≤ p ≤ n−m− 1, and it is
degenerate if p = 0 or n−m. Hence
Alt∗(ιkσ(1) , . . . , ιkσ(p) , IdX , ιkσ(p+1) , . . . , ιkσ(n−m))
∗(F) = 0,
which completes the proof. 
3. The multi-relative K-theory and the higher Bott-Chern forms
3.1. The cocubical schemes (P1)∗ and ∗. A cubical complex is a family of abelian
groups {Cn}n=0,1,... with maps
∂0i , ∂
∞
i : Cn → Cn−1, 1 ≤ i ≤ n,
si : Cn−1 → Cn, 1 ≤ i ≤ n,
satisfying that
∂ki ∂
l
j =∂
k
j+1∂
l
i , i < j,
∂ki sj =

sj−1∂
k
i , i < j,
Id, i = j,
sj∂
k
i−1, i > j,
sisj =sj+1si, i ≤ j
for k, l = 0 or ∞. Then the same family of groups {Cn} with
∂ =
n∑
i=1
(−1)i(∂0i − ∂
∞
i ) : Cn → Cn−1
forms a chain complex. Set
Dn =
n∑
i=1
Im(si : Cn−1 → Cn) ⊂ Cn.
ThenD∗ is a subcomplex of C∗. An element ofD∗ is said to be degenerate. The subcomplex
defined by
(NC)n =
n
∩
j=1
Ker ∂∞j
is called the normalized subcomplex of C∗. Then there is a direct sum decomposition
C∗ = D∗ ⊕NC∗.
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Hence, if we write C˜∗ = C∗/D∗, then there is a canonical isomorphism of chain complexes
NC∗ ≃ C˜∗.
When an element x ∈ C∗ is decomposed as x = x0+ xd such that x0 ∈ NC∗ and xd ∈ D∗,
x0 is called the normalized component of x, and x is said to be normalized if xd = 0.
Let P1 be the projective line. Let z be the canonical coordinate of P1, and zj = π∗j z,
where πj : (P1)r → P is the i-th projection. Define coface and codegeneracy maps
δ0j , δ
∞
j : (P
1)r → (P1)r+1, 1 ≤ j ≤ r + 1,
σj : (P
1)r → (P1)r−1, 1 ≤ j ≤ r
as follows:
δ0j (z1, . . . , zr) = (z1, . . . , zj−1, 0, zj , . . . , zr),
δ∞j (z1, . . . , zr) = (z1, . . . , zj−1,∞, zj , . . . , zr),
σj(z1, . . . , zr) = (z1, . . . , zj−1, zj+1, . . . , zr).
Then ((P1)∗, δij , σj) is a cocubical scheme. For any subset J = {j1, . . . , jn} ⊂ {1, . . . , r}
with j1 < · · · < jn and for any map ι : J → {0,∞}, the closed subscheme
DJ,ι = Im
(
δ
ι(jn)
jn
· · · δ
ι(j1)
j1
: (P1)r−n → (P1)r
)
is called a face of (P1)r. In other words,
DJ,ι = {(z1, . . . , zr) ∈ (P
1)r; zjk = ι(jk), k = 1, . . . , n}.
Let Dj = {zj = 0 or ∞} ⊂ (P1)r and DJ = ∩
j∈J
Dj . Then DJ is a disjoint union of faces
of (P1)r:
DJ =
∐
ι:J→{0,∞}
DJ,ι ⊂ (P
1)r.
Let  = P1 − {1}. Then ∗ ⊂ (P1)∗ with the same coface and codegeneracy maps is
also a cocubical scheme. Denote the faces of r by the same symbol:
DJ,ι = Im
(
δ
ι(j1)
j1
· · · δ
ι(jn)
jn
: r−n → r
)
,
DJ =
∐
ι:J→{0,∞}
DJ,ι ⊂ 
r.
3.2. Complexes of differential forms. In this subsection we will introduce several
complexes of differential forms which we will use throughout the paper. In what follows,
by complex algebraic manifold we mean the complex manifold associated with a smooth
algebraic variety defined over the complex number field C. Let X be a complex algebraic
manifold. Denote by (E∗log,R(X), d) the complex of real smooth differential forms on X
with logarithmic singularities along infinity, which is defined in [Bu1]. Then (E∗log,R(X), d)
with the natural bigrading
Enlog,R(X)⊗ C = ⊕
p+q=n
Ep,qlog(X)
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forms a Dolbeault complex. It is proved in [Bu1] that the complex E∗log,R(X) with the
above bigrading computes the cohomology groups of X with the usual Hodge structure.
Denote by (D∗log(X, p), dD) the associated Deligne complex [Bu2, §2], and by τD
∗
log(X, p) =
τ≤2pD
∗
log(X, p) the subcomplex of D
∗
log(X, p) truncated at the degree 2p. That is to say,
τDnlog(X, p) =

En−1log,R(X)(p − 1) ∩ ⊕
p′+q′=n−1
p′<p,q′<p
Ep
′,q′
log (X), n < 2p,
E2plog,R(X)(p) ∩ E
p,p
log(X) ∩Ker d, n = 2p,
0, n > 2p,
where R(p) = (2πi)pR ⊂ C and E∗log,R(X)(p) is the space of differential forms on X with
values in R(p). The differential dD : τDnlog(X, p)→ τD
n+1
log (X, p) is given by
dD(ω) =

−π(dω), n < 2p − 1,
−2∂∂ω, n = 2p − 1,
0, n > 2p − 1,
where π : Enlog(X)⊗C→ τD
n+1
log (X, p) is the canonical projection. Then it is shown in [Bu2,
Cor.2.7] that if n ≤ 2p, then the cohomology groups of (τD∗log(X, p), dD) are canonically
isomorphic to the Deligne cohomology of X:
Hn(τD∗log(X, p), dD) ≃ H
n
D(X,R(p)).
Let us recall the multiplicative structure of τD∗log(X, p) given in [Bu2, §3]. Define a
product
• : τDnlog(X, p) ⊗ τD
m
log(X, q)→ τD
n+m
log (X, p + q)
as follows: If n < 2p and m < 2q, then
ω • η = (−1)n(∂ωp−1,n−p − ∂ωn−p,p−1)) ∧ η + ω ∧ (∂ηq−1,m−q − ∂ηm−q,q−1),
where ωp,q is the (p, q)-part of the differential form ω. If n = 2p or m = 2q, then define
ω • η = ω ∧ η. It is shown in [Bu2, §3] that
dD(ω • η) = dDω • η + (−1)
nω • dDη
and the induce map on cohomology agrees with the product in the Deligne cohomology
defined in [EV, §2].
Set
D
n,−r
A (X, p) = τD
n
log(X ×
r, p)
and define differentials by
dD : D
n,−r
A (X, p)→ D
n+1,−r
A (X, p),
δA =
r∑
j=1
(−1)j((δ0j )
∗ − (δ∞j )
∗) : Dn,−rA (X, p)→ D
n,−r+1
A (X, p).
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Then (Dn,−rA (X, p), dD, δA) is a double complex. When we fix the first index n, r 7→
D
n,−r
A (X, p) has a cubical structure. Denote by D
n,−∗
A (X, p) the subcomplex of degenerate
elements with respect to this cubical structure, and set
D˜
n,−∗
A (X, p) = D
n,−∗
A (X, p)/D
n,−∗
A (X, p).
Denote by (D˜∗A(X, p), ds) the single complex associated with D˜
∗,∗
A (X, p). Then it is shown
in [BF, Prop.2.8] that the inclusion
τD∗log(X, p) = D˜
∗,0
A (X, p)→ D˜
∗
A(X, p)
is a quasi-isomorphism.
We introduce another double complex. Set
D
n,−r
P (X, p) = τD
n
log(X × (P
1)r, p)
and define differentials by
dD : D
n,−r
P (X, p)→ D
n+1,−r
P (X, p),
δP =
r∑
j=1
(−1)j((δ0j )
∗ − (δ∞j )
∗) : Dn,−rP (X, p)→ D
n,−r+1
P (X, p).
Then (Dn,−rP (X, p), dD, δP) is also a double complex. Let z be the canonical coordinate of
P1, and fix a Ka¨hler form Ω = ∂∂ log(1 + |z|2) ∈ D2,−1P (X, 1) on P
1. Set
Dn,−rP (X, p) =
r∑
j=1
(
σ∗j (D
n,−r+1
P (X, p)) + π
∗
jΩ ∧ σ
∗
j (D
n−2,−r+1
P (X, p − 1))
)
,
where πj : X × (P1)r → P1 is the projection to the j-th component of (P1)r, and σj is the
codegeneracy map of the cocubical scheme (P1)∗. Set
D˜
n,−∗
P (X, p) = D
n,−∗
P (X, p)/D
n,−∗
P (X, p),
and let (D˜∗P(X, p), ds) be the associated single complex. Then it is shown in [BW, Prop.1.2]
that the inclusion
τD∗log(X, p) = D˜
∗,0
P (X, p)→ D˜
∗
P(X, p)
is a quasi-isomorphism.
Finally we introduce a triple complex mixing the above construction. Set
D
n,−r,−s
A,P (X, p) = τD
n
log(X ×
r × (P1)s, p)
with differentials dD, δA, δP defined in the same way as above. Define a subcomplex of
degenerate elements as follows:
Dn,−r,−sA,P (X, p) = D
n,−r
A (X × (P
1)s, p) +Dn,−sP (X ×
r, p) ⊂ Dn,−r,−sA,P (X, p).
Set
D˜
n,−r,−s
A,P (X, p) = D
n,−r,−s
A,P (X, p)/D
n,−r,−s
A,P (X, p),
and let (D˜∗A,P(X, p), ds) be the associated single complex. Then the inclusion
τD∗log(X, p) = D˜
∗,0,0
A,P (X, p)→ D˜
∗
A,P(X, p)
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is also a quasi-isomorphism. To sum up, we obtain the following commutative diagram of
quasi-isomorphisms:
τD∗log(X, p) −−−−→ D˜
∗
A(X, p)y y
D˜∗P(X, p) −−−−→ D˜
∗
A,P(X, p).
We next consider τD∗log(X, p)-module structures on the above mentioned complexes.
For ω ∈ τDnlog(X, p) and η ∈ D
m,−r
A (X, q), define a product by
ω •A η = π
∗
Xω • η ∈ D
n+m,−r
A (X, p + q),
where πX : X ×
r → X is the projection. Then it induces a map
•A : τD
∗
log(X, p)× D˜
∗
A(X, q)→ D˜
∗
A(X, p + q)
which satisfies the relation
ds(ω •A η) = dDω •A η + (−1)
deg ωω •A dsη.
Similarly, we can define products
•P : τD
∗
log(X, p)× D˜
∗
P(X, q)→ D˜
∗
P(X, p + q),
•A,P : τD
∗
log(X, p)× D˜
∗
A,P(X, q)→ D˜
∗
A,P(X, p + q),
which satisfy the same relation.
3.3. Complexes of currents. Let X be a complex algebraic manifold of dimension dX .
Denote by EnR(X)cpt the space of real smooth differential forms on X of degree n with
compact support, and by DnR(X) the topological dual of E
2dX−n
R (X)cpt(dX). Define d :
DnR(X) → D
n+1
R (X) by dT (ω) = (−1)
nT (dω) for ω ∈ E2dX−n−1R (X)cpt(dX). Denote by
Ep,q(X)cpt the space of (p, q)-forms on X with compact support, and by D
p,q(X) the
topological dual of EdX−p,dX−q(X)cpt. Then (D
∗
R(X), d) with the bigrading
DnR(X)⊗ C = ⊕
p+q=n
Dp.q(X)
forms a Dolbeault complex as well. Denote by τD∗D(X, p) the associated Deligne complex
truncated at 2p.
Let
[ ] : EnR(X)→ D
n
R(X)
be the map given by the integral
[η](ω) =
1
(2πi)dX
∫
X
ω ∧ η
for ω ∈ E2dX−nR (X)cpt. It satisfies d[η] = [dη], and gives a quasi-isomorphism of the
Dolbeault complexes. Hence it induces a quasi-isomorphism of the associated Deligne
complexes:
[ ] : τD∗(X, p)→ τD∗D(X, p).
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For an integral subvariety V ⊂ X of codimension p, let δV ∈ τD
2p
D (X, p) be the current
given by the integral
δV (ω) =
1
(2πi)dX−p
∫
V˜
ι∗ω
for ω ∈ E2dX−2pR (X)cpt(dX − p), where ι : V˜ → V ⊂ X is a disingularization of V . We
can extend this construction linearly to any cycle z of codimension p and we can define a
current δz ∈ τD
2p
D (X, p).
Let Y be a complex algebraic manifold of dimension dY , and f : X → Y a proper
morphism. We can define the direct image map
f∗ : D
∗
R(X)→ D
∗
R(Y )(dY − dX)[2dY − 2dX ]
by f∗(T )(ω) = T (f
∗ω) for T ∈ D∗R(X) and ω ∈ E
∗
R(Y )cpt. It induces a map of the Deligne
complexes
f∗ : τD
∗
D(X, p)→ τD
∗
D(Y, p+ dY − dX)[2dY − 2dX ].
3.4. Wang’s forms. In this subsection we will introduce Wang’s forms [BW]. Let z be
the canonical coordinate of the projective line P1 and zi = π∗i z, where πi : (P
1)r → P1 is
the i-th projection. For r ≤ 1, define a differential form Wr on (P1)r by
Wr =
1
2r!
r∑
i=1
(−1)iSir,
where
Sir =
∑
σ∈Sr
(sgn σ) log |zσ(1)|
2dzσ(2)
zσ(2)
∧ · · · ∧
dzσ(i)
zσ(i)
∧
dzσ(i+1)
zσ(i+1)
∧ · · · ∧
dzσ(r)
zσ(r)
.
The form Wr has logarithmic singularities along the codimension one faces of (P1)r, and
it is locally integrable on (P1)r such that W r = (−1)r−1Wr. Hence as a current, [Wr] ∈
τDrD((P
1)r, r). When r = 0, suppose that W0 = 1.
Proposition 3.1. [BFT, Thm.6.7] When r ≥ 1, the current [Wr] satisfies the relation
dD[Wr] =
r∑
j=1
(−1)j
(
(δ0j )∗[Wr−1]− (δ
∞
j )∗[Wr−1]
)
.
We now construct several maps between the Deligne complexes given in §3.2 and §3.3
in the case that X is compact. Let
πP : X × (P
1)r → (P1)r,
πX : X × (P
1)r → X
be the projections. For any ω ∈ Dn,−rP (X, p) = τD
n(X × (P1)r, p), consider the integral
along fibers
1
(2πi)r
∫
(P1)r
ω • π∗PWr ∈ τD
n−r(X, p).
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We can show in the same way as [BW, Lem.6.8] that the above integral is zero if ω ∈
Dn,−rP (X, p).
Proposition 3.2. The map
κP : D˜
∗
P(X, p)→ τD
n−r(X, p)
induced by the above integral is a map of complexes.
Proof: For ω ∈ Dn,−rP (X, p),
dDκP(ω) =
1
(2πi)r
dD
(∫
(P1)r
ω • π∗PWr
)
=
1
(2πi)r
∫
(P1)r
(dD − dD,P)(ω • π
∗
PWr),
where dD,P is the differential of τD
∗(X×(P1)r, p) on the component (P1)r. Since dDWr = 0
as a differential form,
1
(2πi)r
∫
(P1)r
dD(ω • π
∗
PWr) =
1
(2πi)r
∫
(P1)r
dDω • π
∗
PWr.
On the other hand, it follows from Prop.3.1 that
1
(2πi)r
∫
(P1)r
dD,P(ω • π
∗
PWr) =
(−1)n−1
(2πi)r−1
∫
(P1)r−1
(δPω) • π
∗
PWr−1.
Hence
dDκP(ω) =
1
(2πi)r
∫
(P1)r
dDω • π
∗
PWr +
(−1)n
(2πi)r−1
∫
(P1)r−1
(δPω) • π
∗
PWr−1
= κP(dDω) + (−1)
nκP(δPω),
which completes the proof. 
It is easy to see that the map κP is a left inverse of the inclusion τD
∗(X, p)→ D˜∗P(X, p).
In particular, κP is a quasi-isomorphism.
Let us next consider a similar map on the complex D˜∗A(X, p). In this case, we can not
take the integration along fibers. However, it is shown in [BFT, Prop.6.5] that for any
ω ∈ Dn,−rA (X, p) = τD
n
log(X × 
r, p) the product ω • π∗PWr is locally integrable on the
compactification X × (P1)r of X ×r, therefore we can define the current
πX∗[ω • π
∗
PWr] ∈ τD
n−r
D (X, p).
Moreover, [BFT, Prop.6.5] says that
dDπX∗[ω • π
∗
PWr] = πX∗[dDω • π
∗
PWr] + (−1)
nπX∗[δAω • π
∗
PWr−1].
Since πX,∗[ω • π
∗
PWr] = 0 if ω ∈ D
n,−r
A (X, p), we conclude that the above current gives a
map of complexes
κA : D˜
∗
A(X, p)→ τD
∗
D(X, p),
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which make the diagram
τD∗(X, p) //
[ ] &&◆◆
◆◆
◆◆
◆◆
◆◆
◆
D˜∗A(X, p)
κAxxqqq
qq
qq
qq
qq
τD∗D(X, p)
commutative. In particular, κA is also a quasi-isomorphism.
Finally let us consider a map from the complex D˜∗A,P(X, p). In the same way as the
previous case we can show that for any ω ∈ Dn,−r,−sA (X, p) = τD
n
log(X×
r× (P1)s, p), the
product ω •π∗PWr+s is locally integrable on the compactification X × (P
1)r+s of X ×r×
(P1)s, and that the current πX∗[ω • π
∗
PWr+s] ∈ τD
n−r−s
D (X, p) gives a quasi-isomorphism
κA,P : D˜
∗
A(X, p)→ τD
∗
D(X, p).
Summing up the results in this subsection, we obtain the commutative diagram
D˜∗A(X, p)
//
κA

D˜∗A,P(X, p)
κA,P
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
D˜∗P(X, p)
oo
κP

τD∗D(X, p) τD
∗(X, p),
[ ]oo
all the maps in which are quasi-isomorphisms.
3.5. The higher Bott-Chern forms. In this subsection we will recall the higher Bott-
Chern forms [BW]. Let X be a complex algebraic manifold and F a vector bundle on X.
Given a smooth hermitian metric h on F , there exists a unique connection on F which
is compatible both with the complex structure and with the metric. Using the curvature
form of this connection, we obtain a differential form
ch0(F , h) ∈ ⊕
p
E2pR (X)(p) ∩ E
p,p(X) ∩Ker d
which represents the Chern character of F . This from is called the Chern form of (F , h).
A smooth hermitian metric h on F is said to be smooth at infinity if there is a vector
bundle F ′ on a smooth compactification X of X with a smooth hermitian metric h′ such
that the restriction (F ′|X , h
′|X) is isometric to (F , h). In this case the Chern form ch0(F)
can be extended to a smooth differential form on X. In particular,
ch0(F) ∈ ⊕
p
τD2plog(X, p).
In what follows, any hermitian metric on a vector bundle is supposed to be smooth at
infinity.
An exact hermitian n-cube on X is an exact n-cube consisting of vector bundles on X
with smooth hermitian metrics. Denote by QĈ∗(X) the chain complex of exact hermitian
cubes on X with smooth at infinity metrics, and by Q˜Ĉ∗(X) the quotient complex of
Q˜Ĉ∗(X) by the subcomplex of degenerate cubes. Denote by Q˜ĈAlt∗ (X) the alternating
part of Q˜Ĉ∗(X). Since the space of smooth at infinity metrics on a vector bundle is
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convex, the map Q˜Ĉ∗(X) → Q˜C∗(X) forgetting metrics is a quasi-isomorphism. Hence
Thm.2.9 implies the following:
Theorem 3.3. The homology groups of Q˜Ĉ∗(X) and Q˜ĈAlt∗ (X) are canonically isomor-
phic to the rational algebraic K-theory of X:
Hn(Q˜Ĉ
Alt
∗ (X)) ≃ Hn(Q˜Ĉ∗(X)) ≃ Kn(X)Q.
An exact hermitian n-cube F on X is emi if for any 1 ≤ j ≤ n, the metric on ∂−1j F is
induced from the metric on ∂0jF by means of the inclusion ∂
−1
j F →֒ ∂
0
jF . Let Q˜Ĉ
emi
∗ (X)
denote the subcomplex of Q˜Ĉ∗(X) consisting of emi-cubes. As seen in [BW, §3], we can
obtain a map of complexes
λ : Q˜Ĉ∗(X)→ Q˜Ĉ
emi
∗ (X)
such that the composite of λ with the inclusion Q˜Ĉemi∗ (X) →֒ Q˜Ĉ∗(X) is homotopy
equivalent to the identity.
With any emi-n-cube F on X we can associate a hermitian vector bundle trn(F) on
X × (P1)n such that there are isometries
(3.1)
{
trn(F)|{zj=0} ≃ trn−1(∂
0
jF),
trn(F)|{zj=∞} ≃ trn−1(∂
−1
j F)⊕ trn−1(∂
1
jF)
for 1 ≤ j ≤ n. The hermitian vector bundle trn(F) is called transgression bundle of F
[BW, Def.3.8]. Note that the metric on trn(F) is smooth at infinity if each metric on F
is smooth at infinity, as mentioned in [BW, Def.3.8]. Define the Bott-Chern form of an
exact hermitian n-cube F on X to be the Chern form of trn(λF):
chn(F)P = ch0(trn(λF)) ∈ ⊕
p
D˜
2p−n
P (X, p).
It follows from the isometries (3.1) that δP chn(F)P = chn−1(∂F)P. Since chn(F)P = 0 if
F is degenerate [BW, Prop.3.11], it induces a map of complexes
ch∗,P : Q˜Ĉ∗(X)→ ⊕
p
D˜
2p−∗
P (X, p).
In the case that X is compact, we can obtain
chn(F) = κP(chn(F)P) ∈ ⊕
p
τD2p−n(X, p).
Note that in the case that n = 1, c˜h1(F) ∈ ⊕
p
τD2p−n(X, p)/ Im dD agrees with the Bott-
Chern secondary class of a short exact sequence F defined by Gillet and Soule´ in [GS2].
Theorem 3.4. [BW, Thm.5.2] When X is compact, the map on homology induced by the
Bott-Chern forms
chn = ⊕
p
chpnKn(X)Q → ⊕
p
H2p−n
D
(X,R(p))
agrees with Beilinson’s regulator.
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Remark: The target of Beilinson’s regulator is the absolute Hodge cohomology, not the
Deligne cohomology. Hence in [BW] the higher Bott-Chern forms sit in a complex which
computes the absolute Hodge cohomology. However, since the both cohomology theories
are canonically isomorphic for compact manifolds, the above theorem follows.
3.6. A multi-relative complex of exact hermitian cubes and the higher Bott-
Chern forms. We begin by introducing a metrized version of the C-complex of exact
cubes defined in §2.4. Let X be a complex algebraic manifold and Y1, . . . , Yr closed sub-
manifolds of X. Then the same construction as in §2.4 and §2.5 gives a C-complex
Q˜Ĉ∗(X;Y1, . . . , Yr) =
(
⊕
|I|=m
Q˜Ĉ∗(YI), F
m,n
)
and
Q˜ĈAlt∗ (X;Y1, . . . , Yr) =
(
⊕
|I|=m
Q˜ĈAlt∗ (YI), F
m,n
)
.
It follows from Cor.2.16 and Thm.3.3 that there are canonical isomorphisms
Hn(Q˜Ĉ
Alt
∗ (X;Y1, . . . , Yr)) ≃ Hn(Q˜Ĉ∗(X;Y1, . . . , Yr)) ≃ Kn(X;Y1, . . . , Yr)Q.
Let us recall the notations introduced in §3.1. Consider the product X × r with the
normal crossing divisor
X × ∂r = X ×D1 + · · ·+X ×Dr,
where Dj = {zj = 0,∞} ⊂ 
r. We identify X with X × {(∞, . . . ,∞)}, which is a
connected component of X ×D{1,...,r}. This gives an embedding of chain complexes
(3.2) iX : Q˜Ĉ∗(X) →֒ Q˜Ĉ∗(X ×
r;X × ∂r)[r].
The homotopy invariant property of K-theory implies that the map (3.2) induces an
isomorphism of K-groups:
Kn+r(X)Q ≃ Kn(X ×
r;X × ∂r)Q.
Let FI be an exact hermitian n-cube on X × DI . In other words, FI is a family
{F I,ι}ι:I→{0,∞} such that FI,ι is an exact hermitian n-cube on X ×DI,ι with a smooth at
infinity metric. We identify DI,ι with 
r−|I|, and let
chn(F I)P =
∑
ι:I→{0,∞}
(−1)|ι| chn(FI,ι)P ∈ ⊕
p
D˜
2p−n
P (X ×
r−|I|, p),
where |ι| is the cardinarity of the set {i ∈ I; ι(i) =∞}. Then it gives a map
chn,P : Q˜Ĉn(X ×DI)→ ⊕
p
D˜
2p−r+|I|−n
A,P (X, p).
Since δP chn(F I)P = chn−1(∂F I)P, we have the following:
Proposition 3.5. For any xI ∈ Q˜Ĉn(X ×DI), we have
ds chn(xI)P =
r−|I|∑
l=1
(−1)l chn(xI |X×DIl )P + (−1)
r−|I| chn−1(∂xI)P
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in D˜∗A,P(X, p), where {i1, . . . , ir−|I|} is the complement of I with i1 < · · · < ir−|I| and
Il = I ∪ {il}.
Definition 3.6. An element x ∈ Q˜Ĉn(X) is said to be isometrically equivalent to a
degenerate element if there is a lift∑
i
ri[F i] ∈ QĈn(X)
of x such that each F i is isometric to a degenerate cube.
It is obvious from the definition of the map λ in [BW, §3] that λF is isometrically
equivalent to a degenerate element if so is F . Furthermore, it is obvious from the definition
of the transgression bundle that an isometry F ≃ G of emi-n-cubes on X induces an
isometry trnF ≃ trn G of hermitian vector bundles. Hence if x ∈ Q˜Ĉn(X) is isometrically
equivalent to a degenerate element, then chn(x)P = 0.
Consider a sequence of morphisms of complex algebraic manifolds:
X0
f1
→ X1
f2
→ · · ·
fr
→ Xr.
Then for a hermitian vector bundle F on Xr, (f1, . . . , fr)
∗F is isometrically equivalent
to a degenerate element if r ≥ 2, since all the maps in (f1, . . . , fr)
∗F are isometries or
the zero maps. More generally, for an exact hermitian cube F on Xr, (f1, . . . , fr)
∗F is
isometrically equivalent to a degenerate element if r ≥ 2. Hence we have the following:
Proposition 3.7. Consider the maps of complex algebraic manifolds with closed subman-
ifolds
(X;Y1, . . . , Yr)
f
→ (T,D1, . . . ,Dr)
g
→ (S;E1, . . . , Er).
Take x = (xI) ∈ ⊕
|I|=m
Q˜Ĉ∗(EI) and J ⊂ {1, . . . , r} with |J | = n. Then Fm,n(x)J for
n − m ≥ 2, gm,n(x)J for n − m ≥ 1, and Φ
m,n(x)J for any m and n are isometrically
equivalent to degenerate elements. Hence
ch∗(F
m,n(x)J )P = 0 if n−m ≥ 2,
ch∗(g
m,n(x)J )P = 0 if n−m ≥ 1,
ch∗(Φ
m,n(x)J )P = 0 for any m and n.
Proposition 3.8. For
x = (xI) ∈ Q˜Ĉn(X ×
r;X × ∂r) = ⊕
I
Q˜Ĉn+|I|(X ×DI),
let
chn(x) =
∑
I
(−1)
1
2
|I|(|I|+1)+r|I|+ΣI chn+|I|(xI)P ∈ ⊕
p
D˜
2p−r−n
A,P (X, p),
where |I| is the cardinarity of I and ΣI is the sum of elements of I. Then
ch∗ : Q˜Ĉ∗(X ×
r;X × ∂r)[r]→ ⊕
p
D˜
2p−∗
A,P (X, p)
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is a map of chain complexes. Hence it induces a map
chn = ⊕
p
chpn : Kn(X ×
r;X × ∂r)Q → ⊕
p
H2p−n−r
D
(X,R(p)).
Proof: Let {i1, . . . , ir−|I|} be the complement of I with i1 < · · · < ir−|I| and Il = I∪{il}.
Then Prop.3.5 implies that
ds chn(x) =
∑
I
r−|I|∑
l=1
(−1)
1
2
|I|(|I|+1)+r|I|+ΣI+l chn+|I|(xI |X×DIl )P
+
∑
I
(−1)
1
2
|I|(|I|+1)+r|I|+ΣI+r−|I| chn+|I|−1(∂xI)P.
If we write J = Il = {j1, . . . , j|J |} with j1 < . . . < j|J | and il = jk, then il = jk = l+ k− 1
and ΣI + l = ΣJ − k + 1. Hence
ds chn(x) =
∑
J
|J |∑
k=1
(−1)
1
2
(|J |−1)|J |+r|J |−r+ΣJ+k+1 chn+|J |−1(xJ−{jk}|X×DJ )P
+
∑
I
(−1)
1
2
|I|(|I|+1)+r|I|+ΣI+r−|I| chn+|I|−1(∂xI)P
=(−1)r
∑
J
(−1)
1
2
|J |(|J |+1)+r|J |+ΣJ×(−1)|J | chn+|J |−1(∂xJ)P + (−1)|J | |J |∑
k=1
(−1)k−1 chn+|J |−1(xJ−{jk}|X×DJ )P
 .
On the other hand, the definition of the boundary map of the total chain complex of the
C-complex Q˜Ĉ∗(X ×r;X × ∂r) together with Prop.3.7 implies that
chn+|J |−1 ((∂x)J )P
=(−1)|J | chn+|J |−1(∂xJ)P + (−1)
|J |
|J |∑
k=1
(−1)k−1 chn+|J |−1(xJ−{jk}|X×DJ )P.
Hence (−1)rds chn(x) = chn−1(∂x), which completes the proof. 
Let f : X → Y be a morphism of proper complex algebraic manifolds. It follows from
Prop.3.7 that that the diagram
Q˜Ĉ∗(Y ×r;Y × ∂r)[r]
ch∗−−−−→ ⊕
p
D˜
2p−∗
A,P (Y, p)
f∗
y yf∗
Q˜Ĉ∗(X ×r;X × ∂r)[r]
ch∗−−−−→ ⊕
p
D˜
2p−∗
A,P (X, p)
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is commutitive. Hence the diagram
Kn(Y ×
r;Y × ∂r)Q
chn−−−−→ ⊕
p
H2p−n−r
D
(Y,R(p))
f∗
y yf∗
Kn(X ×
r;X × ∂r)Q
chn−−−−→ ⊕
p
H2p−n−r
D
(X,R(p))
is also commutative.
The proposition below can be easily verified.
Proposition 3.9. The diagram
Q˜Ĉ∗(X)
iX−−−−→ Q˜Ĉ∗(X ×r;X × ∂r)[r]
ch∗,P
y ych∗
⊕
p
D˜
2p−∗
P (X, p) −−−−→ ⊕
p
D˜
2p−∗
A,P (X, p)
is commutative. In particular, the diagram
Kn+r(X)Q //
chpn+r ((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Kn(X ×
r;X × ∂r)Q
chpntt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
H2p−n−r
D
(X,R(p))
is commutative.
4. Chern form of a hermitian vector bundle on an iterated double
4.1. Hermitian vector bundles on an iterated double. In this subsection we will
introduce a scheme called iterated double and construct a theory of Chern forms of her-
mitian vector bundles on it. Let X be a scheme and Y1, . . . , Yr closed subschemes of X.
Denote by D(X;Y1, . . . , Yr) the iterated double defined by Levine in [Le]. As a topological
space, it is a union of 2r copies of X indexed by the set of all subsets of {1, . . . , r}. To be
more precise, if we denote by XI the closed subscheme corresponding to I ⊂ {1, . . . , r},
then
D(X;Y1, . . . , Yr) =
⋃
I⊂{1,...,r}
XI ,
and for any j /∈ I, XI is glued with XI∪{j} along Yj transversally.
Definition 4.1. Suppose that X is a complex algebraic manifold and that Y1, . . . , Yr are
closed submanifolds of X. Let F be a vector bundle on the iterated double D(X;Y1, . . . , Yr).
A smooth hermitian metric h = (hI) on F is a family of smooth hermitian metrics hI
on the restrictions F|XI such that hI |Yj = hI∪{j}|Yj for any j /∈ I. A smooth hermitian
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metric h on F is said to be smooth at infinity if each hI is a smooth at infinity metric on
F|XI .
Proposition 4.2. If D(X;Y1, . . . , Yr) is quasi-projective, then any vector bundle F on
D(X;Y1, . . . , Yr) admits a smooth hermitian metric which is smooth at infinity.
Proof: As shown in [Fu, §3.2], for any vector bundle F there is a morphism ϕ :
D(X;Y1, . . . , Yr) → G to a projective manifold G and a vector bundle G on G such that
ϕ∗G ≃ F . If we choose a smooth hermitian metric h on G, then the pull-back metric ϕ∗h
on F is smooth at infinity. 
Let X be a complex algebraic manifold and assume X to be projective. Consider the
normal crossing divisor
X × ∂r = X ×D1 + · · ·+X ×Dr ⊂ X ×
r
introduced in §3.6. Let T = D(X×r;X×∂r) be the associated iterated double. Then
T is quasi-projective, because it is isomorphic to X×D(r; ∂r) and D(r; ∂r) is affine
and of finite type over C. Hence it follows from Prop.4.2 that any vector bundle on T
admits a smooth at infinity metric.
Let (X ×r)I ⊂ T be the irreducible component corresponding to I ⊂ {1, . . . , r}, and
iI : X×
r → T the embedding onto (X×r)I . Let F be a hermitian vector bundle on T
with a smooth at infinity metric. Consider the alternating sum of the Chern form of i∗IF :
chT,0(F) =
∑
I
(−1)|I| ch0(i
∗
IF) ∈ ⊕
p
D˜
2p−r
A (X, p).
Then the isometry (δij)
∗i∗IF ≃ (δ
i
j)
∗i∗
I∪{j}F for any j /∈ I and for i = 0 or ∞ implies that
δA chT,0(F) = 0. Hence ds chT,0(F) = 0. The form chT,0(F) is called the Chern form of
F .
Let
E : 0→ F−1 → F0 → F1 → 0
be a short exact sequence of hermitian vector bundles on T with smooth at infinity metrics.
Then as shown in [BW, Def.3.8], the metric on the transgression bundle tr1(λi
∗
IE) is smooth
at infinity, therefore we have
ch1(i
∗
IE)P = ch0(tr1(λi
∗
IE))P ∈ ⊕
p
D˜
2p−r−1
A,P (X, p).
Let
chT,1(E) =
∑
I
(−1)|I| ch1(i
∗
IE)P ∈ ⊕
p
D˜
2p−r−1
A,P (X, p).
Then the isometry (δij)
∗i∗IE ≃ (δ
i
j)
∗i∗
I∪{j}E for any j /∈ I and for i = 0 or ∞ implies that
δA chT,1(E) = 0. Hence
ds chT,1(E) = (−1)
rδP chT,1(E) = (−1)
r
(
chT,0(F−1) + chT,0(F1)− chT,0(F0)
)
.
The form chT,1(E) is called the Bott-Chern form of E .
Summing up the results obtained in this subsection, we have the following:
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Theorem 4.3. The Chern form chT,0(F) of a hermitian vector bundle F on T with a
smooth at infinity metric is ds-closed. Moreover, for a short exact sequence
E : 0→ F−1 → F0 → F1 → 0
of hermitian vector bundles with smooth at infinity metrics on T ,
chT,0(F−1) + chT,0(F1)− chT,0(F0) = (−1)
rds chT,1(E).
In particular, the element of the Deligne cohomology represented by chT,0(F) is independent
of the choice of metric, and it induces a map of abelian groups
chT,0 = ⊕
p
chpT,0 : K0(T )→ ⊕
p
H2p−r
D
(X,R(p)).
4.2. Relations with the Beilinson’s regulator. Let
Tj = ∪
j∈I
(X ×r)I ⊂ T
for 1 ≤ j ≤ r, and ιj : Tj →֒ T the closed embedding. Define a morphism pj : T → Tj as
follows: For any I ⊂ {1, . . . , r} with j /∈ I, pj|(X×r)I and pj|(X×r)I∪{j} are given by
pj|(X×r)I : (X ×
r)I
Id
→ (X ×r)I∪{j} ⊂ Tj,
pj|(X×r)I∪{j} : (X ×
r)I∪{j}
Id
→ (X ×r)I∪{j} ⊂ Tj.
Then pj satisfies pjιj = IdTj and pj(Ti) = Ti ∩ Tj, therefore we have maps of K-groups
K∗(T ;T1, . . . , Tj−1)
p∗j
⇆
ι∗j
K∗(Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj)
which satisfy ι∗jp
∗
j = Id. Hence ι
∗
j is split surjective, and the canonical map
K∗(T ;T1, . . . , Tj)→ K∗(T ;T1, . . . , Tj−1)
is split injective, and the canonical map
(4.1) K∗(T, T1, . . . , Tr) →֒ K∗(T )
is splitting injective.
Let us now apply the results obtained in §2 to the maps of C-complexes
Q˜ĈAlt∗ (T ;T1, . . . , Tj−1)
p∗j
⇆
ι∗j
Q˜ĈAlt∗ (Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj).
It follows from Prop.2.20 that there is a homotopy from the identity to ι∗jp
∗
j , and Cor.2.16
says that Q˜ĈAlt∗ (T ;T1, . . . , Tj) is isomorphic to the simple complex of ι
∗
j . Hence Prop.2.6
says that there is a left inverse map up to homotopy of the canonical map
Q˜ĈAlt∗ (T ;T1, . . . , Tj)→ Q˜Ĉ
Alt
∗ (T ;T1, . . . , Tj−1), which we denote by
tj : Q˜Ĉ
Alt
∗ (T ;T1, . . . , Tj−1)→ Q˜Ĉ
Alt
∗ (T ;T1, . . . , Tj).
The description of the map tj given in Prop.2.6 together with Prop.3.7 implies the follow-
ing:
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Proposition 4.4. Take an element
x = (xI) ∈ ⊕
|I|=m
I⊂{1,...,j−1}
Q˜ĈAlt∗+|I|(TI)
and consider its image by the map
tm,nj : ⊕
|I|=m
I⊂{1,...,j−1}
Q˜ĈAlt∗+|I|(TI)→ ⊕
|J |=n
I⊂{1,...,j}
Q˜ĈAlt∗+|J |(TJ ).
If m < n, then tm,nj (x)J is isometrically equivalent to a degenerate element. On the other
hand,
tm,mj (x)J = xJ − p
∗
j ι
∗
jxJ .
Corollary 4.5. Let
q : Q˜ĈAlt∗ (T ;T1, . . . , Tr)→ Q˜Ĉ
Alt
∗ (T )
be the canonical map, and
t = trtr−1 · · · t1 : Q˜Ĉ
Alt
∗ (T )→ Q˜Ĉ
Alt
∗ (T ;T1, . . . , Tr).
Then t is a left inverse map of the map q up to homotopy. For x ∈ Q˜ĈAlt∗ (T ), t
0,n(x) is
isometrically equivalent to a degenerate element if 0 < n, and
t0,0(x) = (1− p∗rι
∗
r) · · · (1− p
∗
1ι
∗
1)(x).
Let
t :K0(T )Q → K0(T ;T1, . . . , Tr)Q,
q :K0(T ;T1, . . . , Tr)Q → K0(T )Q,
be the maps given by t and q respectively. Note that q agrees with the map (4.1) and t is
a left inverse map of q. Cor.4.5 says that
qt = (1− p∗rι
∗
r) · · · (1− p
∗
1ι
∗
1) : K0(T )Q → K0(T )Q.
Levine have shown in [Le, Thm.1.10] that the embedding
i∅ : (X ×
r;X × ∂r) →֒ (T ;T1, . . . , Tr)
induces an isomorphism of K0-groups:
i∗∅ : K0(T ;T1, . . . , Tr)
∼
−→ K0(X ×
r;X × ∂r).
Proposition 4.6. The diagram
K0(T )Q
t
−−−−→ K0(T ;T1, . . . , Tr)Q
chpT,0
y yi∗∅
H2p−r
D
(X,R(p))
chp0←−−−− K0(X ×
r;X × ∂r)Q
is commutative.
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Proof: Let F be a hermitian vector bundle on T with a smooth at infinity metric, and
consider
i∗∅t(F) ∈ Q˜Ĉ
Alt
0 (X ×
r;X × ∂r) = ⊕
I
Q˜ĈAlt|I| (X ×DI).
Cor.4.5 implies that i∗∅t(F)I is isometrically equivalent to a degenerate element if I 6= ∅,
and that
i∗∅t(F)∅ = i
∗
∅(1− p
∗
rι
∗
r) · · · (1− p
∗
1ι
∗
1)F ∈ Q˜Ĉ
Alt
0 (X ×
r).
The commutative diagram of schemes
(4.2) T
pj // Tj
ιj // T
X ×r
iI
cc●●●●●●●●● iI∪{j}
;;✇✇✇✇✇✇✇✇✇
implies that i∗I(1−p
∗
j ι
∗
j)F is isometric to (i
∗
I−i
∗
I∪{j})F as virtual hermitian vector bundles.
Hence i∗∅t(F)∅ is isometric to
∑
I
(−1)|I|i∗IF and
chp0(i
∗
∅t(F)) = ch
p
0(i
∗
∅t(F)∅) =
∑
I
(−1)|I| chp0(i
∗
IF) = ch
p
T,0(F),
which completes the proof. 
Prop.3.9 and Prop.4.6 imply the following:
Corollary 4.7. The diagram
Kr(X)Q
∼ //
chpr ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
K0(X ×
r;X × ∂r)Q K0(T ;T1, . . . , Tr)Q //∼
i∗
∅oo K0(T )Q
chp
T,0rr❢❢❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢
⊕
p
H2p−r
D
(X,R(p))
is commutative.
Proposition 4.8. The diagram
K0(T )Q
t
−−−−→ K0(T ;T1, . . . , Tr)Q
chpT,0
y yq
H2p−r
D
(X,R(p))
chpT,0
←−−−− K0(T )Q
is commutative.
Proof: Let F be a hermitian vector bundle on T with a smooth at infinity metric. Then
i∗Iqt(F) = i
∗
I(1− p
∗
rι
∗
r) · · · (1− p
∗
1ι
∗
1)F .
HIGHER ARITHMETIC CHERN CHARACTER 41
The commutative diagram (4.2) implies that i∗Iqt(F) is isometric to zero as virtual her-
mitian vector bundle if I 6= ∅, and that i∗∅qt(F) is isomorphic to
∑
I
(−1)|I|i∗IF . Hence
chpT,0(qt(F)) =
∑
I
(−1)|I| chp0(i
∗
Iqt(F)) =
∑
I
(−1)|I| chp0(i
∗
IF) = ch
p
T,0(F),
which completes the proof. 
5. Several arithmetic K-groups
5.1. Multi-relative arithmetic K-theory. We begin by introducing some terminol-
ogy and notations which are used in Arakelov geometry. An arithmetic ring is a triple
(A,Σ, F∞), where A is a Noetherian integral domain, Σ is a finite set of embeddings
A →֒ C, and
F∞ : ⊕
ι∈Σ
C = CΣ → CΣ
is a conjugate-linear involution whose restriction to A is the identity. Here we see A as a
subalgebra of CΣ by a 7→ (ι(a))ι∈Σ. By an arithmetic variety, we mean a separated regular
scheme which is flat and of finite type over an arithmetic ring. For an arithmetic variety
X defined over an arithmetic ring A, denote by X(C) the complex algebraic manifold
associated with the smooth algebraic variety X ⊗
A
CΣ over C, and by F∞ : X(C)→ X(C)
the anti-holomorphic involution induced by F∞ : CΣ → CΣ. A hermitian vector bundle
F = (F , h) on X is a vector bundle F equipped with an F∞-invariant smooth hermitian
metric h on F(C).
For a differential form η on X(C), the involution on the space En(X(C)) given by
η 7→ F∞(η) = F ∗∞η respects the bigrading
En(X(C)) = ⊕
p+q=n
Ep,q(X(C)).
Hence it induces involutions on the complexes of differential forms and currents introduced
in §3. Set
τD∗(X, p) = τD∗(X(C), p)F∞=Id,
τD∗D(X, p) = τD
∗
D(X(C), p)
F∞=Id,
D˜
∗
A(X, p) = D˜
∗
A(X(C), p)
F∞=Id,
D˜
∗
P(X, p) = D˜
∗
P(X(C), p)
F∞=Id,
D˜
∗
A,P(X, p) = D˜
∗
A,P(X(C), p)
F∞=Id,
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and
τD∗(X) = ⊕
p
τD2p−∗(X, p),
τDD,∗(X) = ⊕
p
τD2p−∗D (X, p),
D˜A,∗(X) = ⊕
p
D˜
2p−∗
A (X, p),
D˜P,∗(X) = ⊕
p
D˜
2p−∗
P (X, p),
D˜A,P,∗(X) = ⊕
p
D˜
2p−∗
A,P (X, p).
Note that for an exact hermitian n-cube F on X, we have
chn(F)P ∈ D˜P,n(X),
chn(F) = κP(chn(F)P) ∈ τDn(X).
We now recall the arithmetic K0-group of X [GS2]. Suppose X is proper over an
arithmetic ring. Define the arithmetic K0-group K̂0(X) of X to be the abelian group
generated by pairs (F , η˜) of a hermitian vector bundle F on X with η˜ ∈ τD1(X)/ Im dD,
subject to the relation
(F−1, η˜−1) + (F1, η˜1)− (F0, η˜−1 + η˜1 + c˜h1(E))
for any short exact sequence E : 0 → F−1 → F0 → F1 → 0 and for any η˜−1, η˜1 ∈
τD1(X)/ Im dD. There is a map
ch0 : K̂0(X)→ τD0(X)
which sends a pair (F , η˜) to ch0(F) + dDη.
We next recall the definition of the higher arithmetic K-groups. The original definition
given in [Ta] requires homotopy theory. But in this paper we will employ a simpler
definition, because we only need K-groups with rational coefficient. For r ≥ 1, define
the r-th higher rational arithmetic K-group of X, which we denote by K̂r(X)Q, to be the
homology group of the simple complex of the higher Bott-Chern form, namely,
K̂r(X)Q = Hr
(
s
(
ch∗ : Q˜Ĉ∗(X)→ τD∗(X)
))
.
Then there is a long exact sequence
· · · → ⊕
p
H2p−r−1
D
(X,R(p))→ K̂r(X)Q → Kr(X)Q
chr→ ⊕
p
H2p−r
D
(X,R(p))→ · · ·
· · · → K1(X)Q → τD1(X)/ Im dD → K̂0(X)Q → K0(X)Q → 0.
For r ≥ 1, set
K̂P,r(X)Q = Hr
(
s
(
ch∗,P : Q˜Ĉ∗(X)→ D˜∗,P(X)
))
.
Since κP : D˜P,∗(X) → τD∗(X) is a quasi-isomorphism and ch∗ = κP ch∗,P, there is a
natural isomorphism
(5.1) K̂P,r(X)Q → K̂r(X)Q.
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Let us now define multi-relative arithmetic K-theory. Let X be a proper arithmetic
variety and suppose r ≥ 1. Taking the F∞-invariant part of the map ch∗ defined in
Prop.3.8 yields the map of complexes
ch∗ : Q˜Ĉ∗(X ×
r;X × ∂r)[r]→ D˜A,P,∗(X).
For n ≥ 0, define multi-relative rational arithmetic K-theory of (X ×r;X × ∂r) to be
the homology group of the simple complex of this map:
K̂n(X ×
r;X × ∂r)Q = Hn+r(s(ch∗)).
Proposition 5.1. There is a canonical isomorphism
K̂P,n+r(X)Q ≃ K̂n(X ×
r;X × ∂r)Q.
Proof: The commutative diagram of chain complexes in Prop.3.9 yields the map s(ch∗,P)→
s(ch∗), which leads to the map of arithmetic K-groups
K̂P,n+r(X)Q → K̂n(X ×
r;X × ∂r)Q
which fits into the commutative diagram
· · · −−−−→ Kn+r+1(X)Q −−−−→ ⊕
p
H2p−n−r−1
D
(X,R(p))y Idy
· · · −−−−→ Kn+1(X ×
r;X × ∂r)Q −−−−→ ⊕
p
H2p−n−r−1
D
(X,R(p))
−−−−→ K̂P,n+r(X)Q −−−−→ Kn+r(X)Q −−−−→ · · ·y y
−−−−→ K̂n(X ×
r;X × ∂r)Q −−−−→ Kn(X ×
r;X × ∂r)Q −−−−→ · · · .
The proposition follows from this diagram and the homotopy invariant property of K-
theory. 
5.2. Arithmetic K-group of an iterated double. In this subsection we will define
arithmetic K0-group of an iterated double T = D(X×
r;X×∂r) whenX is a projective
arithmetic variety over an arithmetic ring.
Definition 5.2. Define arithmetic K0-group K̂
M
0 (T ) of the iterated double T to be the
abelian group generated by pairs (F , η˜), where F is a vector bundle on T with a smooth at
infinity metric and η˜ ∈ D˜A,P,r+1(X)/ Im ds, subject to the relation
(F−1, η˜−1) + (F1, η˜1)− (F0, η˜−1 + η˜1 + (−1)
r c˜hT,1(E))
for any short exact sequence E : 0 → F−1 → F0 → F1 → 0 and for any η˜−1, η˜1 ∈
D˜A,P,r+1(X)/ Im ds.
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There is a surjective map
ζ : K̂M0 (T )→ K0(T )
which sends [(F , η˜)] to [F ]. It is easy to see that it satisfies the exact sequence
D˜A,P,r+1(X)/ Im ds → K̂
M
0 (T )
ζ
→ K0(T )→ 0.
Definition 5.3. By Thm.4.3 we can define a map
chT,0 : K̂
M
0 (T )→ D˜A,P,r(X)
which sends (F , η˜) to chT,0(F) + dsη. Let
K̂0(T ) = Ker
(
chT,0 : K̂
M
0 (T )→ D˜A,P,r(X)
)
.
Moreover, define K̂M0 (T ;T1, . . . , Tr) to be the cartesian product of the diagram
K̂M0 (T )
ζ %%▲▲
▲▲
▲▲
▲▲
▲▲
K0(T ;T1, . . . , Tr)
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
K0(T ).
In other words, K̂M0 (T ;T1, . . . , Tr) is a subgroup of K̂
M
0 (T ) given as follows:
K̂M0 (T ;T1, . . . , Tr) =
{
x ∈ K̂M0 (T ); ζ(x) ∈ Im(K0(T ;T1, . . . , Tr)→ K0(T ))
}
.
Finally, let
K̂0(T ;T1, . . . , Tr) = K̂
M
0 (T ;T1, . . . , Tr) ∩ K̂0(T ) ⊂ K̂
M
0 (T ).
Let us recall the maps
t : Q˜ĈAlt∗ (T )→ Q˜Ĉ
Alt
∗ (T ;T1, . . . , Tr),
q : Q˜ĈAlt∗ (T ;T1, . . . , Tr)→ Q˜Ĉ
Alt
∗ (T )
given in Cor.4.5. In the same way as in the proof of Prop.4.8, we can show that
chT,1(qt(E)) = chT,1(E) for any short exact sequence E of hermitian vector bundles on
T . Hence we obtain a map
q̂t : K̂M0 (T )→ K̂
M
0 (T )
which sends [(F , η˜)] to [(qt(F), η˜)]. It is obvious that the image of this map is contained in
K̂M0 (T ;T1, . . . , Tr), hence it induces
(5.2) t̂ : K̂M0 (T )→ K̂
M
0 (T ;T1, . . . , Tr),
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which turns out to be a splitting map of the inclusion K̂M0 (T ;T1, . . . , Tr) ⊂ K̂
M
0 (T ).
Prop.4.8 implies that
K̂M0 (T )
q̂t //
chT,0 %%❑❑
❑❑
❑❑
❑❑
❑❑
K̂M0 (T )
chT,0yysss
ss
ss
ss
s
D˜A,P,r(X)
is commutative. Hence the map (5.2) induces
t̂ : K̂0(T )→ K̂0(T ;T1, . . . , Tr),
which is also a splitting map of the inclusion K̂0(T ;T1, . . . , Tr) ⊂ K̂0(T ).
Proposition 5.4. The embedding
i∅ : (X ×
r;X × ∂r) →֒ (T ;T1, . . . , Tr)
induces a surjection
î∗∅ : K̂0(T ;T1, . . . , Tr)Q ։ K̂0(X ×
r;X × ∂r)Q
which fits into the commutative diagram up to sign:
⊕
p
H2p−r−1
D
(X,R(p)) −−−−→ K̂0(T ;T1, . . . , Tr)QyId yî∗∅
⊕
p
H2p−r−1
D
(X,R(p)) −−−−→ K̂0(X ×r;X × ∂r)Q
ζ
−−−−→ K0(T ;T1, . . . , Tr)Q −−−−→ ⊕
p
H2p−r
D
(X,R(p))yi∗∅ yId
ζ
−−−−→ K0(X ×
r;X × ∂r)Q −−−−→ ⊕
p
H2p−r
D
(X,R(p)).
Proof: For a short exact sequence of hermitian vector bundles E : 0 → F−1 → F0 →
F1 → 0 on T , consider the element
(i∗∅t(E), 0) ∈ Q˜Ĉ
Alt
1 (X ×
r;X × ∂r)⊕ D˜A,P,r+2(X) = s(ch∗)r+1.
Then we can show in the same way as in the proof of Prop.4.6 that ch1(i
∗
∅t(E)) = chT,1(E).
Hence
(−1)r∂(i∗∅t(E), 0) = (∂i
∗
∅t(E), (−1)
r ch1(i
∗
∅t(E)))
= (i∗∅t(F−1) + i
∗
∅t(F1)− i
∗
∅t(F0), (−1)
r chT,1(E)).
Therefore
(F , η˜) 7→ (i∗∅t(F),−η) ∈ Q˜Ĉ0(X ×
r;X × ∂r)⊕ D˜A,P,r+1(X) = s(ch∗)0
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gives rise to the map
(5.3) î∗∅t : K̂
M
0 (T )→ s(ch∗)r/ Im ∂.
The equalities
∂(i∗∅t(F),−η) = (0, ch0(i
∗
∅t(F)) + dsη) = (0, chT,0(F) + dsη)
imply that the map (5.3) induces
(5.4) î∗∅t : K̂0(T )→ K̂0(X ×
r;X × ∂r)Q.
Define the map î∗∅ to be the composite
î∗∅ : K̂0(T ;T1, . . . , Tr)Q ⊂ K̂0(T )Q
î∗
∅
t
→ K̂0(X ×
r;X × ∂r)Q.
The commutativity of the diagram is easily verified, and the surjectivity of î∗∅ follows from
the commutative diagram and the bijectivity of i∗∅ on K-groups. 
Summing up the results in this section, we obtain the following sequence of maps of
arithmetic K-groups:
K̂r(X)Q ≃ K̂P,r(X)Q ≃ K̂0(X ×
r;X × ∂r)Q
î∗
∅
և K̂0(T ;T1, . . . , Tr)Q
→֒
←
t̂
K̂0(T )Q.
6. Arithmetic Chern character of a hermitian vector bundle on an
iterated double
6.1. Simple complex of a diagram of complexes. In this subsection we will introduce
simple complex associated with a diagram of complexes [BF, §1]. Let
D =

A1∗
B1∗
A2∗
B2∗
f1 g1 f2
 
 ✒
❅
❅■
 
 ✒

be a diagram of chain complexes. Consider the map
ϕ : A1∗ ⊕A
2
∗ → B
1
∗ ⊕B
2
∗
defined by ϕ(a1, a2) = (f1(a1)− g1(a2), f2(a2)). Define the simple complex associated with
D, which we denote by s(D)∗, to be the simple complex of ϕ. To be more precise,
s(D)n = A
1
n ⊕A
2
n ⊕B
1
n+1 ⊕B
2
n+1
and if we write an element of s(D)n in the way that(
a1
b1
a2
b2
)
,
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then the boundary map is given by
∂
(
a1
b1
a2
b2
)
=
(
∂a1
f1(a1)− g1(a2)− ∂b1
∂a2
f2(a2)− ∂b2
)
.
Proposition 6.1. [BF, Cor.1.16] If g1 is a quasi-isomorphism in the above diagram D∗,
then there is a long exact sequence
· · · → Hn(s(D)∗)→ Hn(A
1
∗)→ Hn−1(B
2
∗)→ Hn−1(s(D)∗)→ · · · .
6.2. Cubical higher Chow groups and higher arithmetic Chow groups. In [Go]
Goncharov constructed a map from the simplicial cycle complex to the complex of currents
τD∗D(X, p), and defined higher arithmetic Chow groups as the homology groups of the
simple complex of this map. Afterward, Burgos, Feliu and the author constructed in
[BFT] a similar map by using the cubical cycle complex. In this subsection we will recall
their construction.
First we recall the cubical cycle complex. Let X be an equidimensional variety defined
over a field. A closed subscheme of X×r is said to be admissible if it intersects properly
with X ×DI for any I ⊂ {1, . . . , r}. Denote by Z
p(X, r) the Q-vector space generated by
all admissible and integral subschemes of X × r of codimension p. Then the cocubical
scheme structure on (∗) defined in §3.1 induces the maps
(δ0j )
∗, (δ∞j )
∗ :Zp(X, r)→ Zp(X, r − 1),
σ∗j :Z
p(X, r − 1)→ Zp(X, r)
for 1 ≤ j ≤ r , by which (Zp(X, ∗), (δ0j )
∗, (δ∞j )
∗, s∗j) is a cubical abelian group. Define the
higher Chow groups of X to be the homology groups of its normalized subcomplex:
CHp(X, r) = Hr(Z
p(X, ∗)0).
Suppose X is a compact complex algebraic manifold. For an admissible and integral
subscheme V ⊂ X ×r of codimension p, let
Pp(V ) = πX∗(δV ∧ [π
∗
PWr]) ∈ τD
2p−r
D (X, p),
where V is the closure of V in X × (P1)r. In other words, Pp(V ) is the current on X
defined by the integral
Pp(V )(ω) =
1
(2πi)dX+r−p
∫
V˜
ι∗π∗Xω ∧ ι
∗π∗PWr,
where ι : V˜ → V is a desingularization.
Theorem 6.2. [BFT, Thm.7.4, Thm.7.8] The above integral is convergent. The map
Pp : Zp(X, ∗)0 → τD
2p−∗
D (X, p)
given by this integral is a map of complexes, and the induced map on homology
Hr(P
p) : CHp(X, r)→ H2p−r(X,R(p))
agrees with the regulator map of X.
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Let X be a smooth proper variety defined over an arithmetic field. Let τD̂∗D(X, p) be
the complex given by
τD̂nD(X, p) =
{
τDnD(X, p), n < 2p,
τD2pD (X, p)/τD
2p(X, p), n = 2p.
Then taking the F∞-invariant part of P
p yields a map of complexes
(6.1) Pp : Zp(X, ∗)0 → τD̂
2p−∗
D (X, p).
Definition 6.3. Let ẐpD(X, ∗)0 be the simple complex of the map (6.1), and define the
higher arithmetic Chow groups of X to be the homology groups of ẐpD(X, ∗)0:
ĈH
p
D(X, r) = Hr(Ẑ
p
D(X, ∗)0).
It is obvious that ĈH
p
D(X, 0) agrees with the arithmetic Chow groups defined by Gillet
and Soule´ in [GS1]. The natural map
τD2p−r−1(X, p) ⊂ τD̂2p−r−1D (X, p)→ Ẑ
p
D(X, r)0
gives
a : H2p−r−1
D
(X,R(p))→ ĈH
p
D(X, r)
if r ≥ 1, and
a : τD2p−1(X, p)/ Im dD → ĈH
p
D(X, 0)
when r = 0. Concerning these maps the following long exact sequence holds:
→H2p−r−1
D
(X,R(p))
a
→ ĈH
p
D(X, r)→ CH
p(X, r)→ H2p−r
D
(X,R(p))
a
→ · · ·
· · · → CHp(X, 1)→ τD2p−1(X, p)/ Im dD
a
→ ĈH
p
D(X, 0)→ CH
p(X, 0)→ 0.
6.3. Another definition of higher arithmetic Chow groups. In [GS1], Gillet and
Soule´ defined intersection product in the arithmetic Chow groups. It is quite natural to
seek for a similar product structure in their higher analogues. However, since the definition
of ĈH
p
D(X, r) involves the space of currents, it seems impossible to put a product structure
on ĈH
p
D(X, r). Burgos and Feliu gave in [BF] another definition of higher arithmetic Chow
groups in which one can define intersection product. In this subsection we will recall their
definition. To do this we first introduce several complexes of differential forms.
For an equidimensional variety X defined over a field, denote by ZpX,r the set of all
admissible subschemes of X × r of codimension p. We abbreviate ZpX,r to Z
p
r if no
confusion occurs. For a complex algebraic manifold X, set
D
∗
log(X ×
r − Zpr, p) = lim−→
Z∈Zpr
D
∗
log(X ×
r − Z, p),
and take the simple complex
D
∗
log,Zpr
(X ×r, p) = s
(
D
∗
log(X ×
r, p)→ D∗log(X ×
r − Zpr, p)
)
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and its truncated subcomplex
τD∗log,Zpr(X ×
r, p) = τ≤2pD
∗
log,Zpr
(X ×r, p).
Set
H
p(X, r) = H2p
D,Z
p
r
(X ×r,R(p)),
then it holds that
H
p(X, r) ≃ H2p(τD∗log,Zpr (X ×
r, p)).
Since Hp(X, r) and τD∗
log,Zpr
(X × r, p) have cubical structures with respect to the in-
dex r, we can obtain the normalized subcomplexes, which we denote by Hp(X, ∗)0 and
τD∗
log,Zpr
(X × r, p)0 respectively. Moreover, the cycle class map in Deligne cohomology
gives a map
χ1 : Z
p(X, ∗)0 → H
p(X, ∗)0
such that χ1 ⊗ R : Zp(X, ∗)0 ⊗R→ Hp(X, ∗)0 is an isomorphism. Set
D
s,−r
A,Zp(X, p)0 = τD
s
log,Zpr
(X ×r, p)0
and denote by D∗A,Zp(X, p)0 the associated single complex. Then we can write any element
of D2p−rA,Zp (X, p)0 as ((ωr, gr), . . . , (ω0, g0)), where
(ωi, gi) ∈ τD
2p−r+i
log,Zpi
(X ×i, p)0,
in other words,
ωi ∈ τD
2p−r+i
log (X ×
i, p)0, gi ∈ τD
2p−r+i−1
log (X ×
i − Zpi , p)0
such that dDgr = ωr.
Proposition 6.4. [BF, Prop.2.13] The map
χ2 : D
2p−∗
A,Zp (X, p)0 → H
p(X, ∗)0
defined by
((ωr, gr), . . . , (ω0, g0)) 7→ [(ωr, gr)]
is a quasi-isomorphism.
Define a map of complexes
D
∗
A,Zp(X, p)0 → D
∗
A(X, p)0
by
((ωr, gr), . . . , (ω0, g0)) 7→ (ωr, . . . , ω0),
and denote by ρ the composite below:
ρ : D∗A,Zp(X, p)0 → D
∗
A(X, p)0
∼
→ D˜∗A(X, p)→ D˜
∗
A,P(X, p).
Let us now give another definition of higher arithmetic Chow groups [BF]. Let X be
a smooth variety defined over an arithmetic field. Denote by Hp(X, ∗)0,D
∗
A,Zp(X, p)0 and
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D˜∗A,P(X, p) the F∞-invariant part of the complexes H
p(X(C), ∗)0,D∗A,Zp(X(C), p)0 and
D˜∗A,P(X(C), p) respectively. Let D̂
∗
A,P(X, p) be the complex defined by
D̂
n
A,P(X, p) =
{
D˜nA,P(X, p), n < 2p,
0, n ≥ 2p.
Definition 6.5. [BF, Def.4.2] Let Ẑp(X, ∗)0 be the simple complex of the diagram
Hp(X, ∗)0 D̂
2p−∗
A,P (X, p)
Zp(X, ∗)0
χ1
99rrrrrrrrrrrr
D
2p−∗
A,Zp (X, p)0.
χ2
ff◆◆◆◆◆◆◆◆◆◆◆◆
ρ
77♦♦♦♦♦♦♦♦♦♦♦
Define the higher arithmetic Chow groups of X to be the homology groups of this complex:
ĈH
p
(X, r) = Hr(Ẑ
p(X, ∗)0).
Definition 6.6. For r ≥ 1, define a map
a : D˜2p−r−1A,P (X, p)/ Im ds → Ẑ
p(X, r)0/ Im ∂,
by
a(η˜p) =
[(
0
0
0
−ηp
)]
.
Then it induces a map on (co)homology:
a : H2p−r−1
D
(X,R(p))→ ĈH
p
(X, r).
If ηp ∈ D2p−r−1A (X, p)0, then
a(η˜p) =
[(
0
0
ds(η
p, 0)
0
)]
.
In particular, if δAη
p = 0, then
a(η˜p) =
[(
0
0
(dDη
p, ηp)
0
)]
.
In the case that r = 0, the canonical inclusion
τD2p−1(X, p)/ Im dD →֒ D˜
2p−1
A,P (X, p)/ Im ds
turns out to be an isomorphism. Hence it follows from Prop.6.1 and Prop.6.4 that there
is a long exact sequence
→ H2p−r−1
D
(X,R(p))
a
→ ĈH
p
(X, r)→ CHp(X, r)→ H2p−r
D
(X,R(p))
a
→ · · ·
· · · → CHp(X, 1) → τD2p−1(X, p)/ Im dD
a
→ ĈH
p
(X, 0)→ CHp(X, 0)→ 0.
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Let us compare two chain complexes ẐpD(X, ∗)0 and Ẑ
p(X, ∗)0. The quasi-isomorphism
κ = κA,P : D˜
∗
A,P(X, p)→ τD
∗
D(X, p) defined in §3.4 induces a map of complexes
κ : D̂∗A,P(X, p)→ τD̂
∗
D(X, p).
Let
θ : Hp(X, ∗)0
(χ1⊗R)−1
−→ Zp(X, ∗)0 ⊗ R
Pp
→ τD2p−∗D (X, p),
which is also a map of complexes. For gi ∈ τD
2p−r+i−1
log (X×
i−Zp, p), gi •π
∗
PWi is locally
integrable on X × (P1)i such that
(6.2) dDπX∗[gi • π
∗
PWi] = πX∗[dDgi • π
∗
PWi] + (−1)
r+i−1πX∗[δAgi • π
∗
PWi−1]
if i < r, and
(6.3) dDπX∗[gr • π
∗
PWr] = πX∗[dDgr • π
∗
PWr]− πX∗[δAgr • π
∗
PWr−1]− P
p(z)
by [BFT, Prop.7.5, Prop.7.6]. In the above, z ∈ Zp(X, r) ⊗ R is the unique element
satisfying (χ1 ⊗ R)(z) = [(dDgr, gr)] in Hp(X, r).
Proposition 6.7. Assume r ≥ 1. Define a map
ψ : D2p−rA,Zp (X, p)0 → τD
2p−r−1
D (X, p)
by
ψ((ωr, gr), . . . , (ω0, g0)) =
r∑
i=0
πX∗[gi • π
∗
PWi].
Then
ψds + dDψ = κρ− θχ2.
Proof: Let α = ((ωr, gr), . . . , (ω0, g0)) ∈ D
2p−r
A,Zp (X, p)0. Then by (6.2) and (6.3),
dDψ(α) =
r∑
i=0
πX∗[dDgi • π
∗
PWi] +
r∑
i=1
(−1)r+i−1πX∗[δAgi • π
∗
PWi−1]− P
p(z),
where z ∈ Zp(X, r)0 ⊗ R such that (χ1 ⊗ R)(z) = [(ωr, gr)] = χ2(α). Moreover,
ψds(α) =
r−1∑
i=0
πX∗[(ωi − dDgi + (−1)
r−i+1δAgi+1) • π
∗
PWi],
κρ(α) =
r∑
i=0
πX∗[ωi • π
∗
PWi].
Then
dDψ(α) + ψds(α)− κρ(α) = −P
p(z) = −θ(χ1 ⊗ R)(z) = −θχ2(α),
which completes the proof. 
It follows from Prop.6.7 that the map
Γ : Ẑp(X, ∗)0 → Ẑ
p
D(X, ∗)0
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given by
Γ
(
y
β1
α
β2
)
= (y,−ψ(α) + θ(β1) + ϕ(β2))
is a map of complexes which fits into the commutative diagram
· · · −−−−→ H2p−r−1
D
(X,R(p))
a
−−−−→ ĈH
p
(X, r)
Id
y Γ∗y
· · · −−−−→ H2p−r−1
D
(X,R(p))
a
−−−−→ ĈH
p
D(X, r)
−−−−→ CHp(X, r) −−−−→ H2p−r
D
(X,R(p))
a
−−−−→ · · ·
Id
y Idy
−−−−→ CHp(X, r) −−−−→ H2p−r
D
(X,R(p))
a
−−−−→ · · · .
This leads to the following theorem:
Theorem 6.8. When r ≥ 1,
Γ∗ : ĈH
p
(X, r)→ ĈH
p
D(X, r)
is an isomorphism.
6.4. Chern character of a vector bundle on an iterated double. Let X be a smooth
projective variety defined over a field. Consider the associated iterated double T = D(X×
r;X × ∂r) and a morphism ϕ : T → G to a smooth projective variety G. For any
I ⊂ {1, . . . , r}, denote by ϕI : X×
r → G the restriction of ϕ to the irreducible component
corresponding to I. Let Zpϕ(G,n) be the subgroup of Zp(G,n) such that x ∈ Z
p
ϕ(G,n) if
and only if we can take the pull-back cycle of x by the morphism
X ×DJ ×DK →֒ X ×
r ×n
ϕI×Id→ G×n
for any I, J ⊂ {1, . . . , r} and K ⊂ {1, . . . , n}. The moving lemma [Ha, Thm.1.3] says that
the embedding of the normalized subcomplexes
Zpϕ(G, ∗)0 →֒ Z
p(G, ∗)0
is a quasi-isomorphism.
Let F be a vector bundle on T . Then we can obtain a morphism ϕ : T → G to a
smooth projective variety G and a vector bundle G on G such that ϕ∗G ≃ F [Fu, §3.2].
Let y ∈ Zpϕ(G) be a cycle representing the p-th Chern character ch
p
0(G) ∈ CH
p(G), and
let us denote
ϕ∗(y) =
∑
I
(−1)|I|ϕ∗I(y) ∈ Z
p(X ×r).
Since ϕ∗I(y)|{zj=i} = ϕ
∗
I∪{j}(y)|{zj=i} for any I ⊂ {1, . . . , r} with j /∈ I and for i = 0 or ∞,
it holds that (δij)
∗ϕ∗(y) = 0. In particular, ϕ∗(y) ∈ Zp(X, r)0 such that ∂ϕ
∗(y) = 0.
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Theorem 6.9. The element [ϕ∗(y)] ∈ CHp(X, r) depends only on F , and is independent
of the choice of morphisms ϕ, vector bundles G and y ∈ Zpϕ(G). Hence in what follows we
denote
[ϕ∗(y)] = chpT,0(F) ∈ CH
p(X, r).
Proof: First we show the independence of the choice of y ∈ Zpϕ(G). Let y′ ∈ Z
p
ϕ(G) be
another element representing chp0(G) ∈ CH
p(G). Then there is an element w ∈ Zpϕ(G, 1)0
such that ∂w = y − y′. Let
ϕ∗(w) =
∑
I
(−1)|I|ϕ∗I(w) ∈ Z
p(X ×r, 1).
By the identification
(X ×r)×1 ≃ X ×r+1, ((x, z1, . . . , zr), z
′) 7→ (x, z1, . . . , zr, z
′),
we can see ϕ∗(w) as an element of Zp(X × r+1). Since ϕ∗I(w)|{zj=i} = ϕ
∗
I∪{j}(w)|{zj=i}
for any I ⊂ {1, . . . , r} with j /∈ I and for i = 0 or ∞, ϕ∗(w) ∈ Zp(X, r + 1)0 such that
∂ϕ∗(w) = (−1)r+1(δ0r+1)
∗ϕ∗(w) = (−1)r+1(ϕ∗(y)− ϕ∗(y′)).
Hence [ϕ∗(y)] = [ϕ∗(y′)] in CHp(X, r).
We next show the independence of the choice of ϕ : T → G and vector bundles G.
Let ϕ′ : T → G′ be another morphism to a smooth projective variety G′ and G′ a vector
bundle on G′ such that there is an ismorphism ϕ′∗G′ ≃ F . Then as shown in [Fu, §3.2],
there is a commutative diagram of morphisms
T
ϕ′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
ϕ′′

ϕ
  ❇
❇❇
❇❇
❇❇
❇
G′ G′′
ψ′
oo
ψ
// G,
where G′′ is a smooth projective variety on which there is an isomorphism ψ∗G ≃ ψ′∗G′
which admits the commutative diagram of isomorphisms
ϕ∗G
∼
∼
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚ ϕ
′′∗ψ∗G
∼
ϕ′′∗ψ′∗G′
∼
ϕ′∗G′
∼
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
F .
Hence we may assume that G = G′′ and ψ = Id, that is, there is a morphism ψ : G→ G′
such that ψ∗G′ ≃ G and ϕ′ = ψϕ.
Set Zpψ,ϕ′(G
′) = Zpψ(G
′) ∩ Zpϕ′(G
′). Then there is a cycle y′ ∈ Zpψ,ϕ′(G
′) representing
chp0(G
′) ∈ CHp(G′). Moreover, we can take the pull-back cycle y = ψ∗(y′) ∈ Zpϕ(G) which
represents chp0(G) ∈ CH
p(G). Then ϕ∗(y) = ϕ′∗(ψ∗(y′)) = ϕ′∗(y′) in Zp(X, r)0. This
completes the proof. 
Theorem 6.10. The above correspondence F 7→ [ϕ∗(y)] gives a map of abelian groups
chpT,0 : K0(T ) −→ CH
p(X, r).
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Proof: We have only to show that
chpT,0(F−1) + ch
p
T,0(F1) = ch
p
T,0(F0)
for any short exact sequence 0 → F−1 → F0 → F1 → 0 of vector bundles on T . We can
show this equality in the same way as the proof of Thm.6.9, mimicking the argument in
[Fu, §3.2]. 
Definition 6.11. Composing the map chpT,0 with the sequence of maps
Kr(X) ≃ K0(X ×
r;X × ∂r) ≃ K0(T ;T1, . . . , Tr) ⊂ K0(T )
given by Levine in [Le], we can define a map
chpr : Kr(X)→ CH
p(X, r).
Remark: The author do not know if the map defined above agrees with the higher Chern
character map. However, we will show later in Thm.7.4 that the composite of chpr with
the regulator map
CHp(X, r)→ H2p−r
D
(X,R(p))
agrees with Beilinson’s regulator. This is a strong evidence that these two maps agree.
6.5. Arithmetic Chern character of a hermitian vector bundle on an iterated
double. In [Bu2] Burgos extended the definition of arithmetic Chow groups to open
varieties, and to this end he gave another definiton of Green forms. We begin by recalling
his construction.
Let X be a complex algebraic manifold X. The space of Green forms of codimension p
is defined as the truncated cohomology groups of Deligne complexes as follows:
GEp(X) = Ĥp(D∗log(X, p),D
∗
log(X − Z
p, p)).
For any subset Zp∗ ⊂ Z
p, set
GEp
Z
p
∗
(X) = Ĥp(D∗log(X, p),D
∗
log(X − Z
p
∗, p)).
Any element of GEp(X) (resp. GEp
Z
p
∗
(X)) is given by a pair (ω, g˜) of ω ∈ τD2plog(X, p) with
g˜ ∈ τD2p−1log (X − Z
p)/ Im dD (resp. g˜ ∈ τD
2p−1
log (X − Z
p
∗)/ Im dD) such that ω = dDg.
For an arithmetic variety X defined over an arithmetic ring, let us denote by
ĈH
p
(X,D(E∗log)) the arithmetic Chow group of X by means of GE
p(X) [Bu2, §7]. Note
that when X is a proper arithmetic variety, ĈH
p
(X,D(E∗log)) is canonically isomorphic
to the arithmetic Chow group originally defined by Gillet and Soule´ in [GS1], since in this
case the definition of arithmetic Chow groups does not depend on the complexes where
Green objects lie.
Let X be a smooth projective variety defined over an arithmetic field, and T = D(X ×

r;X × ∂r) the iterated double. For a morphism ϕ : T → G to a smooth projective
variety and for a differential form ω on G, let us write
ϕ∗(ω) =
∑
I
(−1)|I|ϕ∗I(ω).
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Since ϕ∗I(ω)|{zj=i} = ϕ
∗
I∪{j}(ω)|{zj=i} for any I ⊂ {1, . . . , r} with j /∈ I and for i = 0 or
∞, ϕ∗(ω) is normalized such that δAϕ
∗(ω) = 0.
Let F be a vector bundle with a smooth at infinity metric on T . Take a morphism
ϕ : T → G to a smooth projective variety G, a vector bundle G such that F ≃ ϕ∗G, and a
cycle y ∈ Zpϕ(G) representing ch
p
0(G) ∈ CH
p(G). Given a smooth hermitian metric h on G,
we obtain the p-th arithmetic Chern character ĉh
p
0(G) ∈ ĈH
p
(G,D(E∗log)) of G = (G, h).
Take a Green form (ω, g˜) ∈ GEZpϕ(G) associated with y in the sense of [Bu2, §5] such that
the pair (y, (ω, g˜)) represents ĉh
p
0(G).
Let g ∈ τD2p−1log (G− Z
p
ϕ, p) be a lift of g˜, and let us denote
(ϕ∗(ω), ϕ∗(g)) = ((ϕ∗(ω), ϕ∗(g)), (0, 0), . . . , (0, 0)) ∈ D2p−rA,Zp (X, p)0.
Then δA(ϕ
∗(ω), ϕ∗(g)) = 0 and χ1(ϕ
∗(y)) = χ2(ϕ
∗(ω), ϕ∗(g)). Moreover, if we take the
(p, p)-part of the Bott-Chern form
chpT,1(F , ϕ
∗G) = chpT,1(F
∼
→ ϕ∗G → 0) ∈ D˜2p−r−1A,P (X, p),
then
ds ch
p
T,1(F , ϕ
∗G) = (−1)r
(
chpT,0(F)− ϕ
∗(chpT,0(G))
)
.
Definition 6.12. Let Ẑp(X, r)∗0 be the subgroup of Ẑ
p(X, r)0 defined as follows:
Ẑp(X, r)∗0 =
{
x ∈ Ẑp(X, r)0; ∂x =
(
0
0
0
∗
)}
.
Then Im ∂ ⊂ Ker ∂ ⊂ Ẑp(X, r)∗0, and the quotient group Ẑ
p(X, r)∗0/ Im ∂ can be expressed
as a homology group of a chain complex. In fact, if we denote
(σ<rA
∗)n =
{
An, n < r,
0, n ≥ r,
then
Ẑp(X, r)∗0/ Im ∂ = Hr

Zp(X, ∗)0
Hp(X, ∗)0
D
2p−∗
A,ZpX
(X, p)0
σ<2p−rD̂
2p−∗
A,P (X, p)
 
 ✒
❅
❅■
 
 ✒
 .
Consider the element
cl(F , ϕ,G, (y, (ω, g)) =
(
ϕ∗(y)
0
(ϕ∗(ω), ϕ∗(g))
(−1)r+1 chpT,1(F , ϕ
∗G)
)
∈ Ẑp(X, r)0.
Since
(6.4) ∂
(
cl(F , ϕ,G, (y, (ω, g))
)
=
(
0
0
0
chpT,0(F)
)
,
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it holds that cl(F , ϕ,G, (y, (ω, g)) ∈ Ẑp(X, r)∗0.
Theorem 6.13. In the quotient group,
[cl] = [cl(F , ϕ,G, (y, (ω, g))] ∈ Ẑp(X, r)∗0/ Im ∂
depends only on F , in other words, [cl] is independent of the choice of ϕ,G and (y, (ω, g)).
Proof: First we show that [cl] is independent of the choice of representatives (y, (ω, g˜))
of ĉh
p
0(G) and lifts g of g˜. Fix a morphism ϕ : T → G and a hermitian vector bundle G
such that ϕ∗G ≃ F . Denote by Zpϕ,n the set of admissible subschemes of G×n such that
Y ∈ Zpϕ,n if and only if we can take the pull-back cycle of [Y ] by the morphism
X ×DJ ×DK →֒ X ×
r ×n
ϕI×Id−→ G×n
for any I, J ⊂ {1, . . . , r} and for any K ⊂ {1, . . . , n}. Let D∗
log,Zpϕ,n
(G × n, p) be the
simple complex of the restriction map
D
∗
log(G×
n, p)→ D∗log(G×
n − Zpϕ,n, p)
and
τD∗log,Zpϕ,n(G×
n, p) = τ≤2pD
∗
log,Zpϕ,n
(G×n, p)
the truncated subcomplex. Moreover, set
H
p
ϕ(G,n) = H
2p
D,Z
p
ϕ,n
(G×n,R(p)) = H2p(τD∗log,Zpϕ,n(G×
n, p)),
D
s,−n
A,Zpϕ,n
(G, p) = τDslog,Zpϕ,n(G×
n, p).
These complexes have cubical structures with respect to the index n, hence we can obtain
the normalized subcomplexes, which we denote by Hpϕ(G, ∗)0 and D
s,−∗
A,Zpϕ
(G, p)0 respec-
tively. Let D∗
A,Zpϕ
(G, p)0 be the single complex associated with D
s,−r
A,Zpϕ
(G, p)0. Finally, let
Ẑpϕ(G, ∗)0 be the simple complex of the diagram
H
p
ϕ(G, ∗)0 D̂
2p−∗
A (G, p)
Zpϕ(G, ∗)0
χ1
99rrrrrrrrrrr
D
2p−∗
A,Zpϕ
(G, p)0,
χ2
ff◆◆◆◆◆◆◆◆◆◆◆◆
ρ
77♦♦♦♦♦♦♦♦♦♦♦♦
where the maps χ1, χ2 and ρ are defined in a similar way to the definition of Ẑ
p(X, ∗)0.
We should note that in the definition of this complex we use D̂2p−∗A (G, p), not D̂
2p−∗
A,P (G, p).
Consider the commutative diagram
Zpϕ(G, ∗)0
χ1 //

H
p
ϕ(G, ∗)0

D
2p−∗
A,Zpϕ
(G, p)0
χ2oo

Zp(G, ∗)0
χ1 // Hp(G, ∗)0 D
2p−∗
A,Zp (G, p)0.
χ2oo
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The left vertical arrow in the diagram is a quasi-isomorphism by the moving lemma.
Moreover, as shown in [BF, Prop.1.31, Prop.2.13], the maps χ2 and χ1 ⊗ R on the both
lines are quasi-isomorphisms. Hence all the vertical maps are quasi-isomorphisms, which
implies that the natural map
Ẑpϕ(G, ∗)0 → Ẑ
p(G, ∗)0
is also a quasi-isomorphism.
Take another representative (y′, (ω′, g˜′)) of ĉh
p
0(G) and a lift g
′ of g˜′. Since the map
ĈH
p
(G,D(E∗log))→ ĈH
p
(G, 0)
given by
[(y, (ω, g˜))] 7→
[(
y
0
(ω, g)
0
)]
is an isomorphism [BF, Thm.4.8], we can obtain an element(
z
β0
α
β1
)
∈ Ẑpϕ(G, 1)0
such that (
y − y′
0
(ω − ω′, g − g′)
0
)
= ∂
(
z
β0
α
β1
)
.
Consider the morphism
ϕTI : X ×
r+n = X ×n ×r
Id×T
−→ X ×r ×n
ϕI×Id−→ G×n,
where T is the map given by

n ×r → r ×n, (a, b) 7→ (b, a).
Then the maps (ϕT )∗ which send x to
∑
I
(−1)|I|(ϕTI )
∗(x) form the commutative diagram
Zpϕ(G, ∗)0
χ1 //
(ϕT )∗

H
p
ϕ(G, ∗)0
(ϕT )∗

D
2p−∗
A,Zpϕ,∗
(G, p)0
χ2oo ρ //
(ϕT )∗

D̂
2p−∗
A (G, p)
(ϕT )∗

Zp(X, ∗ + r)0
χ1 // Hp(X, ∗ + r)0 D
2p−∗−r
A,Zp∗
(X, p)0
χ2oo ρ // D̂
2p−∗−r
A,P (X, p).
The vertical arrows in this diagram are maps of complexes except the right one at ∗ = 1.
Hence
∂
(
(ϕT )∗(z)
(ϕT )∗(β0)
(ϕT )∗(α)
(ϕT )∗(β1)
)
=
(
ϕ∗(y)− ϕ∗(y′)
0
(ϕ∗(ω)− ϕ∗(ω′), ϕ∗(g) − ϕ∗(g′))
0
)
,
which shows that [cl] is independent of the choice of (y, (ω, g˜)) and lifts of g˜.
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We next show that the class [cl] is independent of the choice of metrics on G. To do
this we need the following lemma:
Lemma 6.14. Let E be a short exact sequence of hermitian vector bundles on G, and
chp1(E) = κP(ch
p
1(E)P) ∈ τD
2p−1(G, p).
Then in D˜∗A,P(X, p) the difference
chpT,1(ϕ
∗E)− (−1)rϕ∗ chp1(E)
is ds-exact.
Proof: Note that chp1(E)P ∈ D˜
2p,−1
P (G, p) and ch
p
1(E) ∈ D˜
2p−1,0
P (G, p). Since κP is a left
inverse of the quasi-isomorphism τD∗(G, p) → D˜∗P(G, p), the difference ch
p
1(E)P − ch
p
1(E)
is ds-exact in D˜
2p−1
P (G, p). Hence there are αi ∈ D˜
2p+i−2,−i
P (G, p) for i = 0, 1, 2 such that
chp1(E) = −dDα0 + δPα1,
chp1(E)P = dDα1 + δPα2.
Consider ϕ∗αi ∈ D˜
2p+i−2,−r,−i
A,P (X, p). Since δAϕ
∗αi = 0,
ds(ϕ
∗α0 + (−1)
rϕ∗α1 + ϕ
∗α2) = dDϕ
∗α0 − δPϕ
∗α1 + (−1)
rdDϕ
∗α1 + (−1)
rδPϕ
∗α2
= − ϕ∗ chp1(E) + (−1)
rϕ∗ chp1(E)P
= − ϕ∗ chp1(E) + (−1)
r chpT,1(ϕ
∗E),
which completes the proof. 
Let us go back to the proof of Thm.6.12. Let G
′
be the same vector bundle as G with a
different metric. If we denote by
chp1(G
′
,G) = chp1(G
′ ∼
→ G → 0),
which is the (p− 1, p − 1)-part of the Bott-Chern form, then by [GS2, Thm.4.8] we have
ĉh
p
0(G
′
)− ĉh
p
0(G) = a(c˜h
p
1(G
′
,G))
in ĈH
p
(G,D(E∗log)), where
a : D2p−1(G, p)/ Im dD → ĈH
p
(G,D(E∗log))
is the map which sends h˜ to [(0, (dDh, h˜))]. This means that if ĉh
p
0(G) is represented by
(y, (ω, g˜)), then ĉh
p
0(G
′
) is represented by (y, (ω+dDh, g˜+ h˜)) where h = ch
p
1(G
′
,G). Hence[
cl(F , ϕ,G, (y, (ω, g)))
]
−
[
cl(F , ϕ,G
′
, (y, (ω + dDh, g + h)))
]
=
[(
0
0
−(dDϕ
∗(h), ϕ∗(h))
(−1)r+1
(
chpT,1(F , ϕ
∗G)− chpT,1(F , ϕ
∗G
′
)
))]
= (−1)ra
(
c˜h
p
T,1(F , ϕ
∗G)− c˜h
p
T,1(F , ϕ
∗G
′
)
)
− a(ϕ∗c˜h
p
1(G
′
,G)),
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and by Lem.6.13 it is equal to
(6.5) (−1)ra
(
c˜h
p
T,1(F , ϕ
∗G)− c˜h
p
T,1(F , ϕ
∗G
′
)− c˜h
p
T,1(ϕ
∗G
′
, ϕ∗G)
)
.
Consider the following exact hermitian 2-cube on T :
C =

F −−−−→ ϕ∗G
′yId yId
F −−−−→ ϕ∗G
 ,
and denote by chpT,2(C) the component in D˜
2p,r,2
A,P (X) of chT,2(C). Then
ds ch
p
T,2(C) = (−1)
rδP ch
p
T,2(C)
= (−1)r
(
chpT,1(F , ϕ
∗G
′
)− chpT,1(F , ϕ
∗G) + chpT,1(ϕ
∗G
′
, ϕ∗G)
)
.
This means that (6.5) is zero. Hence we conclude that [cl] is independent of the choice of
metrics on G.
Finally we show that [cl] is independent of the choice of morphisms ϕ : T → G and
hermitian vector bundles G on G. Take another morphism ϕ′ : T → G′ and a hermitian
vector bundle G′ on G′ such that ϕ′∗G′ ≃ F . As shown in the proof of Thm.6.9, we
may assume that there is a morphism ψ : G → G′ such that ψϕ = ϕ′ and ψ∗G′ ≃ G.
Moreover, since we have shown that [cl] is independent of the choice of metrics on G,
we may assume that the isomorphism ψ∗G′ ≃ G preserves the metrics. If (y′, (ω′, g˜′))
is an representative of ĉh
p
0(G
′) such that y′ ∈ Zpψ,ϕ′(G
′) and g′ ∈ D2p−1log (G
′ − Zpψ,ϕ′ , p),
then ĉh
p
0(G) is represented by (ψ
∗(y′), (ψ∗(ω′), ψ˜∗(g′)). Moreover, the isometry ψ∗G′ ≃ G
implies that chpT,1(F , ϕ
′∗G′) = chpT,1(F , ϕ
∗G). Hence it follows that [cl] is independent the
choice of morphisms ϕ : T → G and hermitian vector bundles G. 
Definition 6.15. We call the element
ĉh
p
T,0(F) = [cl(F , ϕ,G, (y, (ω, g)))] ∈ Ẑ
p(X, r)∗0/ Im ∂
the p-th arithmetic Chern character of a hermitian vector bundle F on T .
7. Definition of higher arithmetic Chern character
In this section we construct a map from the higher arithmetic K-group to the higher
arithmetic Chow group. First we introduce some notations. For η ∈ D˜A,P,r(X), write
η =
∑
p
ηp, ηp ∈ D˜2p−rA,P (X, p).
Similarly, denote by chpT,0 the component in D˜
2p−r
A,P (X, p) of the map chT,0 : K̂0(T ) →
D˜A,P,r(X).
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Proposition 7.1. We can define a map
ĉh
p
T,0 : K̂
M
0 (T )→ Ẑ
p(X, r)∗0/ Im ∂
by
ĉh
p
T,0(F , η˜) = ĉh
p
T,0(F) + a(η˜
p).
Proof: We have only to show that
ĉh
p
T,0(F−1) + ĉh
p
T,0(F1) = ĉh
p
T,0(F0) + (−1)
ra(c˜h
p
T,1(E))
for any short exact sequence of hermitian vector bundles E : 0 → F−1 → F0 → F1 → 0
on T . It is shown in [Fu, §3.2] that for such E there exist a morphism ϕ : T → G to
a smooth projective variety G and a short exact sequence of hermitian vector bundles
E ′ : 0 → G−1 → G0 → G1 → 0 on G such that ϕ
∗E ′ ≃ E . Take representatives (y, (ω, g˜))
of ĉh
p
0(G−1) and (y
′, (ω′, g˜′)) of ĉh
p
0(G1). Since
ĉh
p
0(G−1) + ĉh
p
0(G1) = ĉh
p
0(G0) + a(c˜h
p
1(E
′))
by [GS2, Thm.4.8], ĉh
p
0(G0) is represented by
(y + y′, (ω + ω′ − dD ch
p
1(E
′), g˜ + g˜′ − c˜h
p
1(E
′))).
Then
ĉh
p
T,0(F−1) =
[(
ϕ∗(y)
0
(ϕ∗(ω), ϕ∗(g))
(−1)r+1 chpT,1(F−1, ϕ
∗G−1)
)]
,
ĉh
p
T,0(F1) =
[(
ϕ∗(y′)
0
(ϕ∗(ω′), ϕ∗(g′))
(−1)r+1 chpT,1(F1, ϕ
∗G1)
)]
,
ĉh
p
T,0(F0) =
[(
ϕ∗(y + y′)
0
(ϕ∗(ω + ω′), ϕ∗(g + g′))
(−1)r+1 chpT,1(F0, ϕ
∗G0)
)]
− a(ϕ∗ chp1(E
′)).
Lem.6.13 says that ϕ∗ chp1(E
′) = (−1)r chpT,1(ϕ
∗E ′), therefore
ĉh
p
T,0(F−1) + ĉh
p
T,0(F1)− ĉh
p
T,0(F0)
= (−1)ra
(
c˜h
p
T,1(F−1, ϕ
∗G−1) + c˜h
p
T,1(F1, ϕ
∗G1)− c˜h
p
T,1(F0, ϕ
∗G0) + c˜h
p
T,1(ϕ
∗E ′)
)
.
Consider the following exact hermitian 2-cube on T :
C′ =

F−1 −−−−→ F0 −−−−→ F1y y y
ϕ∗G−1 −−−−→ ϕ
∗G0 −−−−→ ϕ
∗G1
 .
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Then
ds ch
p
T,2(C
′) = (−1)rδP ch
p
T,2(C
′)
= (−1)r
(
chpT,1(E)− ch
p
T,1(ϕ
∗E ′)− chpT,1(F−1, ϕ
∗G−1)
+ chpT,1(F0, ϕ
∗G0)− ch
p
T,1(F1, ϕ
∗G1)
)
.
This implies that
ĉh
p
T,0(F−1) + ĉh
p
T,0(F1)− ĉh
p
T,0(F0) = (−1)
ra(c˜h
p
T,1(E)),
which completes the proof. 
Proposition 7.2. Suppose r ≥ 1. Define a map
∂′ : Ẑp(X, r)∗0/ Im ∂ → D˜
2p−r
A,P (X, p)
so that
∂x =
(
0
0
0
∂′x
)
for any x ∈ Ẑp(X, r)∗0. Then the diagram
K̂M0 (T )
ĉh
p
T,0 //
chpT,0 &&▲
▲▲
▲▲
▲▲
▲▲
▲
Ẑp(X, r)∗0/ Im ∂
∂′ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
D˜
2p−r
A,P (X, p)
is commutative. Hence taking the kernels of chpT,0 and ∂
′ yields the map
ĉh
p
T,0 : K̂0(T )→ ĈH
p
(X, r).
Proof: Let (F , η˜) be a pair of a hermitian vector bundle F on T with
η˜ ∈ D˜A,P,r+1(X)/ Im ds. Then we have seen in (6.4) that
∂ ĉh
p
T,0(F) =
(
0
0
0
chpT,0(F)
)
.
Hence
∂ ĉh
p
T,0([(F , η˜)]) =
(
0
0
0
chpT,0(F) + dsη
p
)
,
which completes the proof. 
Theorem 7.3. There is a map
ĉh
p
r : K̂r(X)Q → ĈH
p
(X, r)
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which makes the following diagram commutative:
K̂r(X)Q
∼ //
ĉh
p
r
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
K̂0(X ×
r;X × ∂r)Q K̂0(T ;T1, . . . , Tr)Q
î∗
∅oooo // K̂0(T )Q
ĉh
p
T,0rr❡❡❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡
ĈH
p
(X, r).
We call this map the higher arithmetic Chern character of X.
Proof: We have only to show that the kernel of the surjection î∗∅ goes to zero by the
map
K̂0(T ;T1, . . . , Tr)Q ⊂ K̂0(T )Q
ĉh
p
T,0
→ ĈH
p
(X, r).
Recall the commutative diagram in Prop.5.4. The exactness of the sequence
K1(X ×
r;X × ∂r)Q → ⊕
p
H2p−r−1
D
(X,R(p))→ K̂0(X ×
r;X × ∂r)Q
with the bijectivity of i∗∅ : K0(T ;T1, . . . , Tr)Q → K0(X×
r;X×∂r)Q implies that Ker î
∗
∅
agrees with the image of the composite
K1(X ×
r;X × ∂r)Q → ⊕
p
H2p−r−1
D
(X,R(p))→ K̂0(T ;T1, . . . , Tr)Q.
The commutative diagram in Cor.3.9 and Thm.3.4 imply that any element of Ker î∗∅ is
written as [(0, η˜)] such that the element η˜ ∈ D˜A,r+1(X)/ Im ds in contained in the image
of Beilinson’s regulator
Kr+1(X)Q → ⊕
p
H2p−r−1
D
(X,R(p)) ⊂ D˜A,r+1(X)/ Im ds.
On the other hand, recall the exact sequence
CHp(X, r + 1)
Hr+1(Pp)
→ H2p−r−1
D
(X,R(p))→ ĈH
p
(X, r),
which is shown in [BF, Prop.4.4]. Since Hr+1(Pp) agrees with the regulator map by [BFT,
Thm.7.8], we conclude that ĉh
p
T,0([(0, η˜)]) = a(η˜
p) is zero in ĈH
p
(X, r) if [(0, η˜)] ∈ Ker î∗∅,
which completes the proof. 
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Theorem 7.4. There is a commutative diagram up to sign:
· · · // ⊕
p
H2p−r−1
D
(X,R(p)) //
pr

K̂r(X)Q
ĉh
p
r

· · · // H2p−r−1
D
(X,R(p)) // ĈH
p
(X, r)
// Kr(X)Q
chpr //
chpr

(∗)
⊕
p
H2p−r
D
(X,R(p)) //
pr

· · · // K1(X)Q
chp
1

// CHp(X, r)
Hr(P
p) // H2p−r
D
(X,R(p)) // · · · // CHp(X, 1)
chp
1 //
(∗∗)
⊕
p
τD2p−1(X, p)/ Im dD //
pr

K̂0(X)Q //
ĉh
p
0

K0(X)Q //
chp
0

0
H1(P
p)// τD2p−1(X, p)/ ImdD // ĈH
p
(X, 0) // CHp(X) // 0,
where chpr : Kr(X)Q → CH
p(X, r) is the map defined in Def.6.11, and pr is the canonical
projection.
Proof: The commutativity of the diagram is straightforward except (*) and (**), and
by Cor.4.7 the commutativity of them follows from the commutativity of the diagram
K0(T )
chpT,0 //
chpT,0 ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
CHp(X, r)
Hr(Pp)vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
H2p−r
D
(X,R(p)).
Let F be a hermitian vector bundle on T . Take a morphism ϕ : T → G and a vector
bundle G on G with an isomorphism F ≃ ϕ∗G. Moreover, let y ∈ Zpϕ(G) be a cycle
representing chp0(G) ∈ CH
p(G). Then chpT,0(F) = [ϕ
∗(y)] in CHp(X, r).
Put a hermitian metric on G, and take the pull-back metric on F by means of the
isomorphism F ≃ ϕ∗G. Denote by G and F the hermitian vector bundles obtained in
this way. Let (ω, g˜) ∈ GEp
Z
p
ϕ
(G) be a Green form associated with y such that ĉh
p
0(G) is
represented by (y, (ω, g˜)). Then since dDg = ω and δAϕ
∗(g) = 0, it follows from (6.3) that
dDπX∗[ϕ
∗(g) • π∗PWr] = πX∗[ϕ
∗(ω) • π∗PWr]− P
p(ϕ∗(y)).
Since ω = chp0(G), it follows that ϕ
∗(ω) = chpT,0(F), therefore
πX∗[ϕ
∗(ω) • π∗PWr] = κA(ch
p
T,0(F)).
This means that Pp(ϕ∗(y)) and κA(ch
p
T,0(F)) give the same cohomology class in
H2p−r
D
(X,R(p)). Since κA induces the identity on cohomology, we conclude that Pp(ϕ∗(y))
and chpT,0(F) give the same cohomology class in H
2p−r
D
(X,R(p)). This completes the
proof. 
64 YUICHIRO TAKEDA
8. Compatibility with pull-back maps
8.1. Pull-back maps on arithmetic K-groups. Let f : X → Y be a morphism of
smooth projective varieties defined over an arithmetic field. Consider the pull-back map
f∗ : Q˜ĈAlt∗ (Y ×
r;Y × ∂r)→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
defined in Prop.2.19. Prop.3.7 says that (f∗)m,n(x) is isometrically equivalent to a degen-
erate element for m < n. Hence the diagram
Q˜ĈAlt∗ (Y ×
r;Y × ∂r)[r]
ch∗−−−−→ D˜A,P,∗(Y )
f∗
y yf∗
Q˜ĈAlt∗ (X ×
r;X × ∂r)[r]
ch∗−−−−→ D˜A,P,∗(X)
is commutative. This diagram gives the pull-back map
f̂∗ : K̂0(Y ×
r;Y × ∂r)Q → K̂0(X ×
r;X × ∂r)Q.
For two morphisms f : X → Y and g : Y → Z, we have given in Prop.2.19 a homotopy Φ
from (gf)∗ to g∗f∗. Prop.3.7 says that Φm,n(x) is isometrically equivalent to a degenerate
element for any m and n. This implies that ĝ∗f̂∗ = ĝf
∗
. Moreover, Prop.2.20 says that
the identity morphism of X induces the identity of Q˜ĈAlt∗ (X×
r;X×∂r), which implies
that Îd
∗
X = Id. Since the alternating part of the commutative diagram in Cor.3.9
Q˜ĈAlt∗ (X)
iX−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)[r]
ch∗,P
y ych∗
D˜P,∗(X) −−−−→ D˜A,P,∗(X)
is compatible with the pull back maps f∗, the diagram
K̂r(Y )Q
∼
−−−−→ K̂P,r(Y )Q
∼
−−−−→ K̂0(Y ×
r;Y × ∂r)Q
f̂∗
y f̂∗y yf̂∗
K̂r(X)Q
∼
−−−−→ K̂P,r(X)Q
∼
−−−−→ K̂0(X ×
r;X × ∂r)Q
is commutative.
Consider the iterated doubles T = (X × r;X × ∂r) and U = D(Y × r;Y × ∂r).
Then f induces a morphism fD : T → U . It is obvious from the definition that the Chern
form chU,0(F) ∈ D˜A,P,r(Y ) of a hermitian vector bundle F on U satisfies f
∗ chU,0(F) =
chT,0(f
∗
DF), and that the Bott-Chern form chU,1(E) ∈ D˜A,P,r+1(Y ) of a short exact se-
quence E of hermitian vector bundles on U satisfies f∗ chU,1(E) = chT,1(f
∗
DE). Hence we
can define pull-back map of arithmetic K-groups
f̂∗D : K̂
M
0 (U)→ K̂
M
0 (T )
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by [(F , η˜)] 7→ [(f∗DF , f˜
∗(η))]. Let T1, . . . , Tr ⊂ T and U1, . . . , Ur ⊂ U be the closed
subschemes introduced in §4.2, and
ιj :Uj →֒ U, ιj : Tj →֒ T,
pj :U → Uj , pj : T → Tj
the morphisms defined in §4.2. It is obvious that the pull-back map defined above induces
f̂∗D : K̂
M
0 (U ;U1, . . . , Ur) → K̂
M
0 (T ;T1, . . . , Tr),
f̂∗D : K̂0(U) → K̂0(T ),
f̂∗D : K̂0(U ;U1, . . . , Ur) → K̂0(T ;T1, . . . , Tr).
For 1 ≤ j ≤ r, consider the diagram
Q˜ĈAlt∗ (U ;U1, · · · , Uj−1)
ι∗j
−−−−→ Q˜ĈAlt∗ (Uj ;U1 ∩ Uj, · · · , Uj−1 ∩ Uj)
f∗D
y yf∗D
Q˜ĈAlt∗ (T ;T1, · · · , Tj−1)
ι∗j
−−−−→ Q˜ĈAlt∗ (Tj ;T1 ∩ Tj, · · · , Tj−1 ∩ Tj).
Then Prop.2.19 implies that the family of maps
Φm,nι (x)J = (−1)
n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
) (
ΞaltK,ιj ,fD(xI)− Ξ
alt
K,fD,ιj
(xI)
)
for any m and n gives a homotopy
Φι : Q˜Ĉ
Alt
∗ (U ;U1, . . . , Uj−1)→ Q˜Ĉ
Alt
∗+1(Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj)
from f∗Dι
∗
j to ι
∗
jf
∗
D. The diagram
Q˜ĈAlt∗ (Uj ;U1 ∩ Uj, . . . , Uj−1 ∩ Uj)
p∗j
−−−−→ Q˜ĈAlt∗ (U ;U1, . . . , Uj−1)
f∗D
y yf∗D
Q˜ĈAlt∗ (Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj)
p∗j
−−−−→ Q˜ĈAlt∗ (T ;T1, . . . , Tj−1),
is also commutative up to homotopy, and a homotopy
Φp : Q˜Ĉ
Alt
∗ (Uj ;U1 ∩ Uj , . . . , Uj−1 ∩ Uj)→ Q˜Ĉ
Alt
∗+1(T ;T1, . . . , Tj−1)
from f∗Dp
∗
j to p
∗
jf
∗
D is given by
Φm,np (x)J = (−1)
n
∑
K
∐
I=J
|I|=m
sgn
(
K I
J
) (
ΞaltK,pj ,fD(xI)− Ξ
alt
K,fD,pj
(xI)
)
.
Moreover, let
ΨU : Q˜Ĉ
Alt
∗ (Uj ;U1 ∩ Uj , . . . , Uj−1 ∩ Uj) → Q˜Ĉ
Alt
∗+1(Uj ;U1 ∩ Uj , . . . , Uj−1 ∩ Uj),
ΨT : Q˜Ĉ
Alt
∗ (Tj ;T1 ∩ Tj, · · · , Tj−1 ∩ Tj) → Q˜Ĉ
Alt
∗+1(Tj ;T1 ∩ Tj , · · · , Tj−1 ∩ Tj)
be the homotopies from the identity to ι∗jp
∗
j given in Prop.2.20. Then we have the following:
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Proposition 8.1. There is a second homotopy
Θ : Q˜ĈAlt∗ (Uj ;U1 ∩ Uj , · · · , Uj−1 ∩ Uj)→ Q˜Ĉ
Alt
∗+2(Tj ;T1 ∩ Tj , · · · , Tj−1 ∩ Tj)
from Φιp
∗
j + ι
∗
jΦp + f
∗
DΨU to ΨTf
∗
D in the sense of Def.2.7.
Proof: We begin by introducing a map of chain complexes of exact cubes associated
with a sequence of morphisms
(X1;Y1,1, . . . , Y1,r)
f1
→ (X2;Y2,1, . . . , Y2,r)
f2
→ (X3;Y3,1, . . . , Y3,r)
f3
→ (X4;Y4,1, . . . , Y4,r).
For 1 ≤ i ≤ 4 and J ⊂ {1, . . . , r} with k /∈ J , denote by ιk the embedding
Yi,J∪{k} →֒ Yi,J . Define ΞK,f1,f2,f3 : Q˜Ĉ∗(Y4,I)→ Q˜Ĉ∗+n−m+2(Y1,J) by
ΞK,f1,f2,f3 =
∑
0≤p≤q≤r≤n−m
(−1)p+q+r×
∑
σ∈Sn−m
(sgnσ)(. . . , ιkσ(p) , f1, . . . , ιkσ(q) , f2, . . . , ιkσ(r) , f3, . . .)
∗.
Then we can show in the same way as the proof of Prop.2.12 that
∂ΞK,f1,f2,f3(x) + (−1)
n−m+1ΞK,f1,f2,f3(∂x)(8.1)
=−
n−m∑
a=1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′,f1,f2,f3(x)
+
n−m∑
a=0
(−1)a
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,f1ΞL′,f2,f3(x)
−
n−m∑
a=0
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,f1,f2ΞL′,f3(x)
+
n−m−1∑
a=0
(−1)a
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞL,f1,f2,f3ΞL′(x)
− ΞK,f2f1,f3(x) + ΞK,f1,f3f2(x).
Denote ΞaltK,f1,f2,f3 = Alt∗ΞK,f1,f2,f3 : Ĉ
Alt
∗ (Y4,I)→ Ĉ
Alt
∗+n−m+2(Y1,J).
Let us go back to the proof of the proposition. Define a map of C-complexes
Θ : Q˜ĈAlt∗ (Uj ;U1 ∩ Uj, . . . , Uj−1 ∩ Uj)→ Q˜Ĉ
Alt
∗ (Tj ;T1 ∩ Tj, . . . , Tj−1 ∩ Tj)
by
Θm,n(x)J = −
∑
K
∐
I=J
sgn
(
K I
J
) (
ΞaltK,fD,ιj ,pj(xI)− Ξ
alt
K,ιj ,fD,pj
(xI) + Ξ
alt
K,ιj ,pj,fD
(xI)
)
.
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Note that ΞaltfD ,Id = 0, which we can show in the same way as Prop.2.20. Using the equality
(8.1), we have
(−1)n∂Θm,n(x)J − (−1)
mΘm,n(∂xJ)
=−
n−m∑
a=1
Fn−a,nΘm,n−a(x)J +
n−m−1∑
a=0
Θn−a,nFm,n−a(x)J
−
n−m∑
a=0
(f∗D)
n−a,nΨm,n−aU (x)J −
n−m∑
a=0
(ι∗j )
n−a,nΦm,n−ap (x)J
−
n−m∑
a=0
Φn−a,nι (p
∗
j )
m,n−a(x)J +
n−m∑
a=0
Ψn−a,nT (f
∗
D)
m,n−a(x)J ,
which says that Θ is a second homotopy from Φιp
∗
j + ι
∗
jΦp + f
∗
DΨU to ΨT f
∗
D. 
It follows from Prop.8.1 and Prop.2.8 that the diagram
(8.2)
Q˜ĈAlt∗ (U ;U1, · · · , Uj−1)
tj
−−−−→ Q˜ĈAlt∗ (U ;U1, · · · , Uj)
f∗D
y yf∗D
Q˜ĈAlt∗ (T ;T1, · · · , Tj−1)
tj
−−−−→ Q˜ĈAlt∗ (T ;T1, · · · , Tj)
is commutative up to homotopy. Denote by Πj the homotopy from f
∗
Dtj to tjf
∗
D given in
Prop.2.8. It is obvious that Φm,nι (x), Φ
m,n
p (x), Ψ
m,n
U (x), Ψ
m,n
T (x) and Θ
m,n(x) are isomet-
rically equivalent to degenerate elements for any x ∈ ⊕
|I|=m
Q˜ĈAlt∗ (UI). Hence Π
m,n
j (x) is
also isometrically equivalent to a degenerate element. Connecting the diagram (8.2) for
all j, we obtain the following diagram
Q˜ĈAlt∗ (U)
t
−−−−→ Q˜ĈAlt∗ (U ;U1, · · · , Ur)
f∗D
y yf∗D
Q˜ĈAlt∗ (T )
t
−−−−→ Q˜ĈAlt∗ (T ;T1, · · · , Tr)
which is commutative up to homotopy, and a homotopy from f∗Dt to tf
∗
D is given by
Π =
n∑
j=1
tn · · · tj+1Πjtj−1 · · · t1.
It is obvious that Π0,n(x) is isometrically equivalent to a degenerate element for x ∈
Q˜ĈAlt∗ (U).
By Prop.2.19 the diagram
Q˜ĈAlt∗ (U ;U1, · · · , Ur)
i∗
∅−−−−→ Q˜ĈAlt∗ (Y ×
r;Y × ∂r)
f∗D
y yf∗
Q˜ĈAlt∗ (T ;T1, · · · , Tr)
i∗
∅−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
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is commutative up to homotopy, and a homotopy from f∗i∅ to i
∗
∅f
∗
D is given by
Ψ = Φi∅,fD − Φf,i∅. Then Ψ
m,n(x) is isometrically equivalent to a degenerate element
for any x ∈ ⊕
|I|=m
Q˜ĈAlt∗ (UI). Hence the diagram
Q˜ĈAlt∗ (U)
i∗
∅
t
−−−−→ Q˜ĈAlt∗ (Y ×
r;Y × ∂r)
f∗D
y yf∗
Q˜ĈAlt∗ (T )
i∗
∅
t
−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
is also commutative up to homotopy, and a homotopy from f∗i∗∅t to i
∗
∅tf
∗
D is given by
Π ′ = Ψt + i∗∅Π. It is obvious that Π
′0,n(x) is isometrically equivalent to a degenerate
element for any x ∈ Q˜ĈAlt∗ (U). In particular, ch∗(Π
′0,n(x)) = 0.
Consider the diagram:
(8.3)
K̂0(U)Q
î∗
∅
t
−−−−→ K̂0(Y ×
r;Y × ∂r)Q
f̂∗D
y yf̂∗
K̂0(T )Q
î∗
∅
t
−−−−→ K̂0(X ×
r;X × ∂r)Q,
where the maps î∗∅t are defined in (5.4). Let F be a virtual hermitian vector bundle on U
and η ∈ D˜A,P,r+1(Y ) such that chT,0(F) + dsη = 0. Then
f̂∗î∗∅t [(F , η˜)] = [(f
∗i∗∅t(F),−f
∗(η))],
î∗∅tf̂
∗
D[(F , η˜)] = [(i
∗
∅tf
∗(F),−f∗(η))].
On the other hand, since ch∗(Π
′0,n(x)) = 0 for any x ∈ Q˜ĈAlt∗ (U),
∂(Π ′(F), 0) = (f∗Di
∗
∅t(F)− i
∗
∅tf
∗(F), 0)
in s(ch∗)r. This means that the diagram (8.3) is commutative. Restricting (8.3) to the
relative K-theories, we have the commutative diagram
K̂0(U ;U1, . . . , Ur)Q
î∗
∅−−−−→ K̂0(Y ×
r;Y × ∂r)Q
f̂∗D
y yf̂∗
K̂0(T ;T1, . . . , Tr)Q
î∗
∅−−−−→ K̂0(X ×
r;X × ∂r)Q.
To Sum up, we obtain the following proposition:
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Proposition 8.2. The diagram
K̂r(Y )Q
∼
−−−−→ K̂0(Y ×
r;Y × ∂r)Q
î∗
∅←−−−− K̂0(U ;U1, . . . , Ur)Q −−−−→ K̂0(U)Q
f̂∗
y f̂∗y yf̂∗D yf̂∗D
K̂r(X)Q
∼
−−−−→ K̂0(X ×
r;X × ∂r)Q ←−−−−
î∗
∅
K̂0(T ;T1, . . . , Tr)Q −−−−→ K̂0(T )Q
is commutative.
8.2. The main theorem. We begin by recalling the pull-back map of higher arithmetic
Chow groups [BF]. Let f : X → Y be a morphism of smooth projective varieties defined
over an arithmetic field. Let Zpf (Y, ∗) be the subcomplex of Z
p(Y, ∗) such that y ∈ Zpf (Y, ∗)
if and only if one can take the pull-back cycle f∗(y) ∈ Zp(X, ∗). Then the moving lemma
says that the inclusion Zpf (Y, ∗)0 →֒ Z
p(Y, ∗)0 is a quasi-isomorphism. We can define
complexes Hpf (Y, ∗)0 and D
∗
A,Zp
f
(Y, p)0 in the same way as in §6.3. Let Ẑ
p
f (Y, ∗)0 be the
simple complex of the diagram
(8.4) Hpf (Y, ∗)0 D̂
2p−∗
A,P (Y, p)0
Zpf (Y, ∗)0
χ1
99sssssssssss
D
2p−∗
A,Zp
f
(Y, p)0.
χ2
ff▼▼▼▼▼▼▼▼▼▼▼
ρ
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Then the natural inclusion
Ẑpf (Y, ∗)0 →֒ Ẑ
p(Y, ∗)0
is a quasi-isomorphism, and collecting the pull-back maps on the complexes in (8.4) yields
the map
f∗ : Ẑpf (Y, ∗)0 → Ẑ
p(X, ∗)0.
Taking the maps on homology we obtain the pull-back map on higher arithmetic Chow
groups:
(8.5) f∗ : ĈH
p
(Y, r)
∼
← Hr(Ẑ
p
f (Y, ∗)0)
f∗
→ ĈH
p
(X, r).
Theorem 8.3. The diagram
K̂r(Y )Q
ĉh
p
r−−−−→ ĈH
p
(Y, r)
f̂∗
y yf̂∗
K̂r(X)Q
ĉh
p
r−−−−→ ĈH
p
(X, r)
is commutative.
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Proof: Substituting the complex σ<2p−rD̂
2p−∗
A,P (Y, p)0 for D̂
2p−∗
A,P (Y, p)0 in the diagram
(8.4), we obtain a map
f̂∗ : Ẑp(Y, r)∗0/ Im ∂
∼
← Ẑpf (Y, r)
∗
0/ Im ∂
f̂∗
→ Ẑp(X, ∗)0/ Im ∂,
which is an extension of (8.5). Then the definition of ĉh
p
r and Prop.8.2 imply that the
theorem follows from the commutativity of the diagram
(8.6)
K̂M0 (U)
ĉh
p
U,0
−−−−→ Ẑp(Y, r)∗0/ Im ∂
f̂∗D
y yf̂∗
K̂M0 (T )
ĉh
p
T,0
−−−−→ Ẑp(X, r)∗0/ Im ∂,
and it is equivalent to that f̂∗ĉhU,0(F) = ĉhT,0(f
∗
DF) for any hermitian vector bundle F
on U .
Take a morphism ϕ : U → G to a smooth projective variety and a hermitian vector
bundle G on G with an isomorphism ϕ∗G ≃ F . Let Zpf,ϕ(G) be the subgroup of Z
p(G) such
that z ∈ Zpf,ϕ(G) if and only if one can define the pull-back cycle of z by the morphism
Y ×DJ →֒ Y ×
r ϕI→ G,
and also by the morphism
X ×DJ →֒ X ×
r f×1→ Y ×r
ϕI→ G
for any I, J ⊂ {1, . . . , r}. Let (y, (ω, g˜)) be a pair of y ∈ Zpf,ϕ(G) and a Green form
(ω, g˜) ∈ GEp
Z
p
f,ϕ
(G) associated with y representing ĉh
p
0(G) ∈ ĈH
p
(G,D(E∗log)). Then
ĉh
p
U,0(F) =
[(
ϕ∗(y)
0
(ϕ∗(ω), ϕ∗(g))
(−1)r+1 chpU,1(F , ϕ
∗G)
)]
,
which is an element of Ẑpf (Y, r)
∗
0/ Im ∂. Since f
∗
Dϕ
∗G ≃ f∗DF ,
f̂∗ĉh
p
U,0(F) =
[(
f∗ϕ∗(y)
0
(f∗ϕ∗(ω), f∗ϕ∗(g))
(−1)r+1 chpT,1(f
∗
DF , f
∗
Dϕ
∗G)
)]
= ĉh
p
T,0(f
∗
DF),
which completes the proof. 
9. A tensor product structure on the multi-relative complexes of exact
cubes
9.1. An exact cube 〈F0, . . . ,Fl〉. Let A be a small exact category. For a sequence of
isomorphisms F0 ≃ F1 ≃ · · · ≃ Fl of objects of A, define an exact l-cube 〈F0, . . . ,Fl〉 of
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A as follows: If αj = 1 for some j, then
〈F0, . . . ,Fl〉α1,...,αl = 0.
On the other hand, if αj = −1 and αj+1 = · · · = αl = 0, then
〈F0, . . . ,Fl〉α1,...,αl = Fl−j .
The maps in 〈F0, . . . ,Fl〉 are the zero maps, the identities, or composites of the isomor-
phisms in the sequence. When l = 0, 〈F0〉 is supposed to be the 0-cube F0. For instance,
〈F0,F1,F2〉 is described as
F0

// F1

// 0

F0

// F2

// 0

0 // 0 // 0.
Let us consider the faces of 〈F0, . . . ,Fl〉. Firstly,
∂1j 〈F0, . . . ,Fl〉 = 0
for any 1 ≤ j ≤ l. Moreover,
∂−11 〈F0, . . . ,Fl〉 = 〈F0, . . . ,Fl−1〉 ,
∂01 〈F0, . . . ,Fl〉 = 〈F0, . . . ,Fl−2,Fl〉 ,
and if j ≥ 2, then ∂−1j 〈F0, . . . ,Fl〉 is a degenerate cube and
∂0j 〈F0, . . . ,Fl〉 = 〈F0, . . . ,Fl−j−1,Fl−j+1, . . . ,Fl〉 .
Hence it holds in Q˜C∗(A) that
∂ 〈F0, . . . ,Fl〉 =
l∑
j=0
(−1)j 〈F0, . . . ,Fl−j−1,Fl−j+1, . . . ,Fl〉 .
We can generalize this construction to a sequence of exact cubes. If F0 ≃ · · · ≃ Fl is a
sequence of isomorphisms of exact n-cubes of A, then we can obtain an exact (n+ l)-cube
〈F0, . . . ,Fl〉 so that
∂α1l+1 · · · ∂
αn
l+n 〈F0, . . . ,Fl〉 = 〈(F0)α1,...,αn , . . . , (Fl)α1,...,αn〉 .
Then it holds in Q˜C∗(A) that
∂ 〈F0, . . . ,Fl〉 =
l∑
j=0
(−1)j 〈F0, . . . ,Fl−j−1,Fl−j+1, . . . ,Fl〉
+
n∑
j=1
1∑
i=−1
(−1)l+i+j
〈
∂ijF0, . . . , ∂
i
jFl
〉
.
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9.2. An exact cube 〈F ;ϕ1, ϕ2, . . . , ϕl〉 (G). We begin by recalling the definition of tensor
product of exact cubes. Let A be a small exact category, and assume that A is equipped
with tensor product. Given an exact n-cube F and an exact m-cube G of A, define an
exact (n+m)-cube F ⊗ G by
(F ⊗ G)α1,...,αn+m = Fα1,...,αn ⊗ Gαn+1,...,αn+m .
Then it gives a product of chain complexes
⊗ : Q˜C∗(A) ⊗ Q˜C∗(A)→ Q˜C∗(A).
Let A0, . . . ,Al and B be small exact categories, and consider the diagram of functors
A0 A1
ϕ1oo · · ·
ϕ2oo Al
ϕloo
B,
π0
``❆❆❆❆❆❆❆❆
π1
OO
πl
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where each πp is an exact functor and each ϕp is an exact functor from Ap to the category
of exact sp-cubes of Ap−1. Then we can extend ϕp to an exact functor from the category
of exact n-cubes of Ap to that of exact (sp + n)-cubes of Ap−1 in the way that
∂α1sp+1 · · · ∂
αn
sp+nϕp(G) = ϕp(Gα1,...,αn)
for any exact n-cube G of Ap.
Suppose that each Ap is equipped with tensor product. Fix an object F of B, and we
abbreviate πp(F)⊗ G to F ⊗ G for any exact cube G of Ap. Moreover, assume that there
is a natural transformation
F ⊗ ϕp(G) ≃ ϕp(F ⊗ G).
Set s =
∑l
p=1 sp. Then for any exact n-cube G of Al, we have a sequence of isomorphisms
of exact (n+ s)-cubes
F ⊗ ϕ1ϕ2 · · ·ϕl(G) ≃ ϕ1(F ⊗ ϕ2 · · ·ϕl(G)) ≃ . . . ≃ ϕ1ϕ2 · · ·ϕl(F ⊗ G)
of A0, and the associated exact (n+ s+ l)-cube of A0:
〈F ;ϕ1, ϕ2, . . . , ϕl〉 (G)
= 〈F ⊗ ϕ1ϕ2 · · ·ϕl(G), ϕ1(F ⊗ ϕ2 · · ·ϕl(G)), · · · , ϕ1ϕ2 · · ·ϕl(F ⊗ G)〉 .
When l = 0, 〈F ; 〉 (G) is supposed to be the tensor product F ⊗ G. Since
〈F ;ϕ1, ϕ2, . . . , ϕl〉 (G) is degenerate if so is G, it induces a map
〈F ;ϕ1, ϕ2, . . . , ϕl〉 : Q˜C∗(Al)→ Q˜C∗+s+l(A0).
We can generalize this construction to the case that ϕp is a linear sum of exact functors
from Ap to the category of exact cubes of Ap−1. In particular we have
〈F ;ϕ1, . . . , ∂ϕp, . . . , ϕl〉
=
sp∑
j=1
1∑
i=−1
(−1)i+j
〈
F ;ϕ1, . . . , ∂
i
jϕp, . . . , ϕl
〉
: Q˜C∗(Al)→ Q˜C∗+s+l−1(A0).
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Let us consider the faces of the exact cube 〈F ;ϕ1, ϕ2, . . . , ϕl〉 (G). As we have seen in
the previous subsection, ∂ij 〈F ;ϕ1, ϕ2, . . . , ϕl〉 (G) is degenerate if 1 ≤ j ≤ l and i = 1, or
if 2 ≤ j ≤ l and i = 0. On the other hand,
∂−11 〈F ;ϕ1, . . . , ϕl〉 (G) = 〈F ;ϕ1, . . . , ϕl−1〉 (ϕl(G)),
and for 1 ≤ j ≤ l − 1,
∂0j 〈F ;ϕ1, . . . , ϕl〉 (G) = 〈F ;ϕ1, . . . , ϕl−jϕl−j+1, . . . , ϕl〉 (G).
However, ∂0l 〈F ;ϕ1, . . . , ϕl〉 (G) is not equal to ϕ1(〈F ;ϕ2, . . . , ϕl〉 (G)). In fact,
∂0l 〈F ;ϕ1, . . . , ϕl〉 (G) = σ (ϕ1(〈F ;ϕ2, . . . , ϕl〉 (G)))
where σ ∈ Sn+s+l−1 is the transposition of the sequence {1, 2, . . . , l−1} with the adjacent
one {l, . . . , l + s1 − 1}. Hence we have
∂ (〈F ;ϕ1, . . . , ϕl〉 (G)) = 〈F ;ϕ1, . . . , ϕl−1〉 (ϕl(G))
+
l−1∑
j=1
(−1)j 〈F ;ϕ1, · · · , ϕl−jϕl−j+1, . . . , ϕl〉 (G)
+ (−1)lσ (ϕ1(〈F ;ϕ2, . . . , ϕl〉 (G)))
+ (−1)l
l∑
j=1
(−1)s1+···+sj−1 〈F ;ϕ1, . . . , ∂ϕj , . . . , ϕl〉 (G)
+ (−1)s+l 〈F ;ϕ1, . . . , ϕl〉 (∂G).
If we use the chain complex Q˜CAlt∗ (A), then we can get rid of the action of σ ∈ S∗ from
the above expression. Let
ϕaltp = Alt∗ ϕp : Q˜C
Alt
∗ (Ap)→ Q˜C
Alt
∗+sp(Ap−1),
and
〈F ;ϕ1, ϕ2, . . . , ϕl〉
alt = Alt∗ 〈F ;ϕ1, ϕ2, . . . , ϕl〉 : Q˜C
Alt
∗ (Al)→ Q˜C
Alt
∗+s+l(A0).
Since the signature of σ is (−1)s1(l−1), we have the following:
Proposition 9.1. For x ∈ Q˜CAlt∗ (Al),
∂
(
〈F ;ϕ1, . . . , ϕl〉
alt (x)
)
= 〈F ;ϕ1, . . . , ϕl−1〉
alt (ϕaltl (x))
+
l−1∑
j=1
(−1)j 〈F ;ϕ1, · · · , ϕl−jϕl−j+1, . . . , ϕl〉
alt (x)
+ (−1)s1(l−1)+lϕalt1 (〈F ;ϕ2, . . . , ϕl〉
alt (x))
+ (−1)l
l∑
j=1
(−1)s1+···+sj−1 〈F ;ϕ1, . . . , ∂ϕj , . . . , ϕl〉
alt (x)
+ (−1)s+l 〈F ;ϕ1, . . . , ϕl〉
alt (∂x).
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9.3. A tensor product structure on Q˜CAlt∗ (X;Y1, . . . , Yr). Let X be a scheme and
Y1, · · · , Yr closed subschemes of X. Assume that X is defined over a base scheme S. Fix
a vector bundle F on S. For any exact cube G on YI , we write F ⊗ G for π
∗
IF ⊗ G,
where πI : YI → S is the structure map. In this subsection, we will construct a map of
C-complexes
(F⊗ ) : Q˜CAlt∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗ (X;Y1, . . . , Yr)
such that
(F⊗ )m,m : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|I|=m
Q˜CAlt∗ (YI)
is given by the tensor product with F .
Let K
∐
I = J be a division of subsets {1, . . . , r} with |I| = m and |J | = n, and write
K = {k1, . . . , kn−m} with k1 < · · · < kn−m. Assume that K is not empty. Let us recall
the map defined in §2.4:
ΞK =
∑
σ∈Sn−m
(sgn σ)(ιkσ(1) , . . . , ιkσ(n−m))
∗ : Q˜C∗(YI)→ Q˜C∗+n−m−1(YJ).
If we see this map as a linear sum of exact functors from P(YI) to the category of exact
(n−m− 1)-cubes of P(YJ), then Prop.2.12 says that
(9.1) ∂ΞK =
n−m−1∑
a=1
(−1)a+1
∑
L
∐
L′=K
|L|=a
sgn
(
L L′
K
)
ΞLΞL′ .
Consider a division K = K1
∐
K2
∐
· · ·
∐
Kl such that each Kj is not empty. Let
|Kp| = sp. Then we have the following diagram of functors:
P(YJ ) P(YK2∪···∪Kl∪I)
ΞK1oo · · ·
ΞK2oo P(YI)
ΞKloo
P(S).
π∗
gg❖❖❖❖❖❖❖❖❖❖❖
π∗
OO
π∗
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Here we see ΞKp as a linear sum of exact functors from P(YKp−1∪···∪Kl∪I) to the category
of exact (sp − 1)-cubes of YKp∪···∪Kl∪I . With this diagram we can associate a map
〈F ;ΞK1 , . . . , ΞKl〉
alt : Q˜CAlt∗ (YI)→ Q˜C
Alt
∗+n−m(YJ).
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Then it follows from Prop.9.1 that for xI ∈ Q˜CAlt∗ (YI),
∂
(
〈F ;ΞK1 , . . . , ΞKl〉
alt (xI)
)
=
〈
F ;ΞK1 , . . . , ΞKl−1
〉alt
(ΞaltKl (xI))
+
l−1∑
p=1
(−1)p
〈
F ;ΞK1 , · · · , ΞKl−pΞKl−p+1 , . . . , ΞKl
〉alt
(xI)
+ (−1)s1(l−1)+1ΞaltK1 〈F ;ΞK2 , . . . , ΞKl〉
alt (xI)
+ (−1)l
l∑
p=1
(−1)s1+···+sp−1−p+1
〈
F ;ΞK1 , . . . , ∂ΞKp , . . . , ΞKl
〉alt
(xI)
+ (−1)n−m 〈F ;ΞK1 , . . . , ΞKl〉
alt (∂xI).
For any division K = K1
∐
K2
∐
· · ·
∐
Kl, define the signature
sgn
(
K1 · · · Kl I
J
)
as follows: If we write
Kp = {kp,1, . . . , kp,sp}, kp,1 < . . . < kp,sp ,
I = {i1, . . . , im}, i1 < . . . < im,
J = {j1, . . . , jn}, j1 < . . . < jn,
then
sgn
(
K1 · · · Kl I
J
)
= sgn
(
k1,1 · · · k1,s1 k2,1 · · · k2,s2 · · · kl,sl i1 · · · im
j1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . jn
)
.
Define a map
ϕm,n = (F⊗ )m,n : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|J |=n
Q˜CAlt∗+n−m(YJ)
as follows: For x = (xI) ∈ ⊕
|I|=m
Q˜CAlt∗ (YI),
ϕm,n(x)J =
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl) 〈F ;ΞK1 , . . . , ΞKl〉
alt (xI),
where sj = |Kj | and
b(s1, . . . , sl) =
{
sl−1 + sl−3 + · · ·+ s2, l is odd,
sl−1 + sl−3 + · · ·+ s1, l is even.
The lemma below follows easily from the definition of b(s1, . . . , sl).
Lemma 9.2. For l ≥ 2 and 1 ≤ p ≤ l − 1,
b(s1, . . . , sl) + b(s1, . . . , sp + sp+1, . . . , sl) +
p∑
a=1
sa
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is an even number. Moreover,
b(s1, . . . , sl) + b(s1, . . . , sl−1) = m− n− sl,
b(s1, . . . , sl) + b(s2, . . . , sl) =
{
2b(s2, . . . , sl), l is odd,
2b(s2, . . . , sl) + s1, l is even.
Using Lem.9.2 and (9.1) we can show that
(9.2)
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl)×
 l−1∑
p=1
(−1)p
〈
F ;ΞK1 , · · · , ΞKl−pΞKl−p+1 , . . . , ΞKl
〉alt
(xI)
+ (−1)l
l∑
p=1
(−1)s1+···+sp−1−p+1
〈
F ;ΞK1 , . . . , ∂ΞKp , . . . , ΞKl
〉alt
(xI)

is equal to zero. Hence
∂ϕm,n(x)J + (−1)
n−m−1ϕm,n∂(x)J
=
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl)
〈
F ;ΞK1 , . . . , ΞKl−1
〉alt
(ΞaltKl (xI))
+
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl)+s1(l−1)+1ΞaltK1 〈F ;ΞK2 , . . . , ΞKl〉
alt (xI).
Applying Lem.9.2 to this equality we have
∂ϕm,n(x)J + (−1)
n−m−1ϕm,n∂(x)J
=
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl−1)+m+n+sl
〈
F ;ΞK1 , . . . , ΞKl−1
〉alt
(ΞaltKl (xI))
+
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s2,...,sl)+1ΞaltK1 〈F ;ΞK2 , . . . , ΞKl〉
alt (xI)
=(−1)n
n−m−1∑
sl=1
ϕm+sl,n(Fm,m+sl(x))J + (−1)
n+1
n−m−1∑
s1=1
Fn−s1,n(ϕm,n−s1(x))J ,
which leads to the following theorem:
Proposition 9.3.
(F⊗ ) = ϕ = (ϕm,n) : Q˜CAlt∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗ (X;Y1, . . . , Yr)
is a map of C-complexes.
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9.4. A homotopy from (F⊗ )f∗ to f∗(F⊗ ). Let T be another scheme with closed
subschemes D1, . . . ,Dr, and f : (X;Y1, . . . , Yr) → (T ;D1, . . . ,Dr) a morphism. Assume
that X and T are defined over a base scheme S, and f is defined over S. Let F be a
vector bundle on S. We abbreviate π∗XF⊗ and π
∗
TF⊗ to F⊗ , where πX : X → S and
πT : T → S are the structure morphisms. Then we have the diagram
Q˜CAlt∗ (T ;D1, . . . ,Dr)
f∗
−−−−→ Q˜CAlt∗ (X;Y1, . . . , Yr)
(F⊗ )
y y(F⊗ )
Q˜CAlt∗ (T ;D1, . . . ,Dr)
f∗
−−−−→ Q˜CAlt∗ (X;Y1, . . . , Yr).
The aim of this subsection is to construct a homotopy Φf from (F⊗ )f
∗ to f∗(F⊗ ).
Let K
∐
I = J be a division of subsets of {1, . . . , r} and K = K1
∐
· · ·
∐
Kl a division
of K. Consider the following diagram:
P(YJ ) · · ·
ΞK1oo P(YKp∪···∪Kl∪I)
ΞKp−1oo P(DKp+1∪···∪Kl∪I)
ΞKp,foo · · ·
ΞKp+1oo P(DI)
ΞK1oo
P(S),
π∗X
ll❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨
π∗X
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
π∗T
OO
π∗T
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
where ΞKp,f is the linear sum of exact functors defined in §2.4. Unlike the previous case,
Kp may be empty in this case. Define a map
Φm,nf : ⊕
|I|=m
Q˜CAlt∗ (DI)→ ⊕
|J |=n
Q˜CAlt∗+n−m+1(YJ)
by
Φm,nf (x)J =
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
×
l∑
p=1
(−1)b(s1,...,sp−1+sp,...,sl)+n+p+l+1
〈
F ;ΞK1 , . . . , ΞKp,f , . . . , ΞKl
〉alt
(xI)
for x = (xI) ∈ ⊕
|I|=m
Q˜CAlt∗ (DI). In the above, |Kj | = sj and s0 is supposed to be zero.
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Let us calculate ∂Φm,nf (x) using Prop.9.1 and Lem.9.2. Since a similar cancellation of
terms to (9.2) occurs in this case,
(−1)n∂Φm,nf (x)J + (−1)
mΦm,nf (∂x)J
=
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
×

l−1∑
p=1
(−1)b(...,sp−1+sp,...)+p+l+1
〈
F ; . . . , ΞKp,f , . . . , ΞKl−1
〉alt
ΞaltKl (xI)
+ (−1)b(s1,...,sl−1+sl)+1
〈
F ;ΞK1 , . . . , ΞKl−1
〉alt
ΞaltKl,f (xI)
+ (−1)b(s1,...,sl)+s1(l−1)ΞaltK1,f 〈F ;ΞK2 , . . . , ΞKl〉
alt (xI)
+
l∑
p=2
(−1)b(...,sp−1+sp,...)+p+(s1−1)l+s1ΞaltK1
〈
F ;ΞK2 , . . . , ΞKp,f , . . .
〉alt
(xI)

=−
n−m∑
sl=1
Φm+sl,nf F
m,m+sl(x)J −
n−m∑
sl=0
(F⊗ )m+sl,n(f∗)m,m+sl(x)J
+
n−m∑
s1=0
(f∗)n−s1,n(F⊗ )m,n−s1(x)J −
n−m∑
s1=1
Fn−s1,nΦm,n−s1f (x)J .
Hence we have the following:
Proposition 9.4.
Φf : Q˜C
Alt
∗ (T ;D1, . . . ,Dr)→ Q˜C
Alt
∗+1(X;Y1, . . . , Yr)
is a homotopy from (F⊗ )f∗ to f∗(F⊗ ).
The closed immersion ιr : Yr →֒ X induces a map of C-complexes
ι∗r : Q˜C
Alt
∗ (X;Y1, . . . , Yr−1)→ Q˜C
Alt
∗ (Yr;Y1 ∩ Yr, . . . , Yr−1 ∩ Yr)
and a homotopy Φιr from (F⊗ )ι
∗
r to ι
∗
r(F⊗ ). If we identify the simple complex of ι
∗
r with
the complex Q˜CAlt∗ (X;Y1, . . . , Yr) by Cor.2.16, then Prop.2.5 says that the homotopy Φιr
gives a map of C-complexes
ϕs : Q˜C
Alt
∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗ (X;Y1, . . . , Yr).
Proposition 9.5. The map ϕs agrees with (F⊗ ).
Proof: Let x = (xI) ∈ ⊕
|I|=m
Q˜CAlt∗ (YI). It follows from the definition of ϕs that ϕ
m,n
s (x)
is written as
ϕm,ns (x)J =
∑
I⊂J
ϕI,Js (xI).
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In the case that r /∈ J or r ∈ I, ϕI,Js (xI) comes from (F⊗ ), that is,
ϕI,Js (xI) =
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl) 〈F ;ΞK1 , . . . , ΞKl〉
alt (xI),
where |Kj | = sj. Assume r ∈ J and r /∈ I. In this case, ϕ
I,J
s (xI) comes from the homotopy
Φιr . To be more precise, if we write J
r = J − {r}, then
ϕI,Js (xI) =
∑
K1
∐
···
∐
Kl
∐
I=Jr
sgn
(
K1 ··· Kl I
Jr
)
×
l∑
p=1
(−1)b(...,sp−1+sp,...)+(n−1)+p+l+1
〈
F ;ΞK1 , . . . , ΞKp,ιr , . . . , ΞKl
〉alt
(xI).
Write K ′p = Kp ∪ {r} and s
′
p = |K
′
p| = sp + 1. Then the following equalities hold:
ΞKp,ιr = (−1)
spΞK ′p ,
sgn
(K1 ··· K ′p ··· Kl I
J
)
= (−1)m+sp+1+···+sl sgn
(
K1 ··· Kp ··· Kl I
Jr
)
.
Hence using Lem.9.2 we can show that
ϕI,Js (xI) =
∑
K1
∐
···
∐
Kl
∐
I=Jr
l∑
p=1
sgn
(K1 ··· K ′p ··· Kl I
J
)
×
(−1)b(s1,...,sl)+p+l
〈
F ;ΞK1 , . . . , ΞK ′p , . . . , ΞKl
〉alt
(xI).
It follows from the definition of b(s1, . . . , sl) that
(−1)b(s1,...,sl)+p+l = (−1)b(s1,...,s
′
p,...,sl).
Hence if we change the symbol K ′p to Kp and s
′
p to sp, then
ϕI,Js (xI) =
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
(−1)b(s1,...,sl) 〈F ;ΞK1 , . . . , ΞKl〉
alt (xI),
which completes the proof. 
9.5. A second homotopy arising from a section of a closed immersion. Let f :
(X;Y1, . . . , Yr) → (T ;D1, . . . ,Dr) be a closed immersion defined over a base scheme S,
and suppose that there is a morphism g : (T ;D1, . . . ,Dr) → (X;Y1, . . . , Yr) also defined
over S such that gf = IdX . Then we have the diagram of C-complexes
Q˜CAlt∗ (X;Y1, . . . , Yr)
g∗
−−−−→ Q˜CAlt∗ (T ;D1, . . . ,Dr)
f∗
−−−−→ Q˜CAlt∗ (X;Y1, . . . , Yr)y(F⊗ ) y(F⊗ ) y(F⊗ )
Q˜CAlt∗ (X;Y1, . . . , Yr)
g∗
−−−−→ Q˜CAlt∗ (T ;D1, . . . ,Dr)
f∗
−−−−→ Q˜CAlt∗ (X;Y1, . . . , Yr)
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and the homotopies
Φg : Q˜C
Alt
∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗ (T ;D1, . . . ,Dr),
Φf : Q˜C
Alt
∗ (T ;D1, . . . ,Dr)→ Q˜C
Alt
∗ (X;Y1, . . . , Yr),
Ψ : Q˜CAlt∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗ (X;Y1, . . . , Yr)
from (F⊗ )g∗ to g∗(F⊗ ), from (F⊗ )f∗ to f∗(F⊗ ), and from the identity to f∗g∗
respectively. Hence we have two homotopies
Φfg
∗ + f∗Φg + (F⊗ )Ψ, Ψ(F⊗ ) : Q˜C
Alt
∗ (X;Y1, . . . , Yr)→ Q˜C
Alt
∗+1(X;Y1, . . . , Yr)
from (F⊗ ) to f∗g∗(F⊗ ). In this subsection we will construct a second homotopy between
them which admits the condition of Def.2.7.
Define a map
Θm,n1 : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|J |=n
Q˜CAlt∗+n−m+2(YJ)
by
Θm,n1 (x)J =
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
×
l∑
p=1
(−1)b(s1,...,sl)+1
〈
F ;ΞK1 , . . . , ΞKp,f,g, . . . , ΞKl
〉alt
(xI)
for x = (xI) ∈ ⊕
|I|=m
Q˜CAlt∗ (YI), where |Kj | = sj. In the above, Kp may be empty. Then a
similar cancellation of terms to (9.2) occurs, therefore
(−1)n∂Θm,n1 (x)J − (−1)
mΘm,n1 (∂x)J
=
n−m∑
sl=1
Θm+sl,n1 F
m,m+sl(x)J −
n−m∑
sl=0
(F⊗ )m+sl,nΨm,m+sl(x)J
+
n−m∑
s1=0
Ψn−s1,n(F⊗ )m,n−s1(x)J −
n−m∑
s1=1
Fn−s1,nΘm,n−s11 (x)J
+
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
×
l−1∑
p=1
(−1)b(s1,...,sl)+n+p+l+sp+1
〈
F ; . . . , ΞKp,fΞKp+1,g, . . .
〉alt
(xI).
Meanwhile, define a map
Θm,n2 : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|J |=n
Q˜CAlt∗+n−m+2(YJ)
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by
Θm,n2 (x)J =
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
×
∑
1≤p<q≤l
(−1)cp,q
〈
F ;ΞK1 , . . . , ΞKp,f , . . . , ΞKq,g, . . . , ΞKl
〉alt
(xI)
for x = (xI) ∈ ⊕
|I|=m
Q˜CAlt∗ (YI), where
cp,q = b(s1, . . . , sl) +
q−1∑
j=p
sj + p+ q + 1
and |Kj | = sj. Here Kp and Kq may be empty. Then
(−1)n∂Θm,n2 (x)J − (−1)
mΘm,n2 (∂x)J
=
n−m∑
sl=1
Θm+sl,n2 F
m,m+sl(x)J −
n−m∑
sl=0
Φm+sl,nf (g
∗)m,m+sl(x)J
−
n−m∑
s1=0
(f∗)n−s1,nΦm,n−s1g (x)J −
n−m∑
s1=1
Fn−s1,nΘm,n−s12 (x)J
+
∑
K1
∐
···
∐
Kl
∐
I=J
sgn
(
K1 ··· Kl I
J
)
×
l−1∑
p=1
(−1)b(s1,...,sl)+n+p+l+sp
〈
F ; . . . , ΞKp,fΞKp+1,g, . . .
〉alt
(xI).
Hence we have the following:
Proposition 9.6. If we set
Θm,n = Θm,n1 +Θ
m,n
2 : ⊕
|I|=m
Q˜CAlt∗ (YI)→ ⊕
|J |=n
Q˜CAlt∗+n−m+2(YJ),
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then for x = (xI) ∈ ⊕
|I|=m
Q˜CAlt∗ (YI),
(−1)n∂Θm,n(x)J +
n−m∑
k1=1
Fn−k1,nΘm,n−k1(x)J
− (−1)mΘm,n(∂x)J −
n−m∑
kl=1
Θm+kl,nFm,m+kl(x)J
=
n−m∑
k1=0
Ψn−k1,n(F⊗ )m,n−k1(x)J −
n−m∑
kl=0
(F⊗ )m+kl,nΨm,m+kl(x)J
−
n−m∑
kl=0
Φm+kl,nf (g
∗)m,m+kl(x)J −
n−m∑
k1=0
(f∗)n−k1,nΦm,n−k1g (x)J .
In other words, Θ = (Θm,n) is a second homotopy from Φfg
∗+f∗Φg+(F⊗ )Ψ to Ψ(F⊗ ).
10. K̂0(X)-module structures on arithmetic K-groups
10.1. K̂0(X)-module structures on K̂r(X) and on K̂0(T ). Let X be a smooth proper
variety defined over an arithmetic ring. Let us first recall the K̂0(X)-module structure on
K̂r(X) given in [Ta, §5]. Define an operation on the Deligne complexes
△: τD2p−n(X, p)× τD2q−m(X, q)→ τD2p+2q−n−m−1(X, p + q)
as follows: Let
an,mi,j = 1− 2
(
n+m
n
)−1 i−1∑
α=0
(
n+m−i−j+1
n−α
)(
i+j−1
α
)
,
and for ω ∈ τD2p−n(X, p) and τ ∈ τD2q−m(X, q),
ω △ τ =
∑
1≤i≤n
1≤j≤m
an,mi,j ω
(p−n+i−1,p−i) ∧ τ (q−m+j−1,q−j)
if n,m ≥ 1, and ω △ τ = 0 if n = 0 or m = 0.
Proposition 10.1. [Ta, Thm.5.2] Let F and G be an exact hermitian n-cube and m-cube
on X. Then
chn+m(F ⊗ G) = chn(F) • chm(G) + (−1)
n+1dD(chn(F) △ chm(G))
+ (−1)ndD chn(F) △ chm(G)− chn(F) △ dD chm(G).
Suppose r ≥ 1. Let (F , η˜) be a pair of a hermitian vector bundle F on X with η˜ ∈
τD1(X)/ Im dD and
(y, τ) ∈ Q˜Ĉr(X)⊕ τDr+1(X) = s(ch∗)r
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such that ∂(y, τ) = 0. Note that ch0(F)•τ = ch0(F)∧τ by definition, and in what follows
we write ch0(F) • τ instead of ch0(F) ∧ τ .
Proposition 10.2. Define a product of above pairs by
(F , η˜) · (y, τ) = (F ⊗ y, ch0(F) • τ) ∈ s(ch∗)r.
Then this product gives rise to a map of arithmetic K-groups
(10.1) K̂0(X) × K̂r(X)Q → K̂r(X)Q,
by which K̂r(X)Q is a K̂0(X)-module.
Proof: It is obvious that ∂(F ⊗ y, ch0(F) • τ) = 0 and that ∂(F ⊗ y
′, ch0(F) • τ
′) =
(F ⊗ y, ch0(F) • τ) if (y, τ) = ∂(y
′, τ ′). Let E : 0→ F−1 → F0 → F1 → 0 be a short exact
sequence of hermitian vector bundles on X. We see E as an element of Q˜Ĉ1(X). Then
Prop.10.1 implies that
chr+1(E ⊗ y) = ch1(E) • chr(y) + dD(ch1(E) △ chr(y))− ch1(E) △ dD chr(y).
Since chr(y) = dDτ , we have
∂(E ⊗ y, − ch1(E) • τ + ch1(E) △ chn(y))
= (∂E ⊗ y, chr+1(E ⊗ y) + dD(ch1(E) • τ − ch1(E) △ chn(y)))
= (F−1 ⊗ y + F1 ⊗ y −F0 ⊗ y, ch0(F−1) • τ + ch0(F1) • τ − ch0(F0) • τ),
which means that the map (10.1) is well-defined.
We next show that the above product gives a K̂0(X)-module structure on K̂r(X)Q.
Take two elements [(F1, η˜1)], [(F 2, η˜2)] ∈ K̂0(X). Then their product in K̂0(X) is given
by
[(F1 ⊗F2, ch0(F1) ∧ η˜2 + η˜1 ∧ ch0(F2) + dDη1 ∧ η˜2)] ∈ K̂0(X).
For any exact hermitian r-cube G on X, consider the following exact hermitian (r+1)-cube
(10.2)
〈
F1,F2
〉
(G) =
(
F1 ⊗ (F2 ⊗ G)
∼
→ (F1 ⊗F2)⊗ G → 0
)
.
Then it gives a map 〈
F1,F2
〉
: Q˜Ĉr(X)→ Q˜Ĉr+1(X)
which satisfies
∂
(〈
F1,F2
〉
(x)
)
= F1 ⊗ (F2 ⊗ x)− (F1 ⊗F2)⊗ x−
〈
F1,F2
〉
(∂x)
for x ∈ Q˜Ĉr(X). Note that
〈
F1,F2
〉
(x) is isometrically equivalent to a degenerate element
since the isomorphism in (10.2) is an isometry. Hence we have chr+1
(〈
F1,F2
〉
(x)
)
= 0.
Let (y, τ) ∈ s(ch∗)r such that ∂(y, τ) = 0. Then
(F1, η˜1) · ((F2, η˜2) · (y, τ))−
(
F1 ⊗F2, ch0(F1) ∧ η˜2 + η˜1 ∧ ch0(F2) + dDη1 ∧ η˜2
)
· (y, τ)
=
(
F1 ⊗ (F2 ⊗ y)− (F1 ⊗F2)⊗ y, 0
)
.
Since ∂y = 0 and chr+1(
〈
F1,F2
〉
(y)) = 0, it is equal to ∂
(〈
F1,F2
〉
(y), 0
)
. This means
that the product (10.1) is associative. The identity condition [(O, 0)] · [(y, τ)] = [(y, τ)],
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where O is the structure sheaf with the canonical metric, can be shown in a similar way
by using the canonical isometry O ⊗ G ≃ G. 
We next consider a K̂0(X)-module structure on K̂P,r(X)Q. Let (F , η˜) be a pair of a
hermitian vector bundle F on X with η˜ ∈ τD1(X)/ Im dD. Suppose r ≥ 1 and let
(y, τ) ∈ Q˜Ĉr(X)⊕ D˜P,r+1(X) = s(ch∗,P)r,
then define their product by a similar expression:
(10.3) (F , η˜) · (y, τ) = (F ⊗ y, ch0(F) •P τ),
where •P is the product introduced in §3.2. It is easy to show that the canonical isomor-
phism K̂P,r(X)Q → K̂r(X)Q, which is (5.1) given in §5.1, is compatible with the product
with the pair (F , η˜), hence the product (10.3) gives a map
K̂0(X)× K̂P,r(X)Q → K̂P,r(X)Q,
by which K̂P,r(X)Q is a K̂0(X)-module.
Here we assume that X is projective over an arithmetic field. Let T = D(X ×r;X ×
∂r) be the associated iterated double. Let (F , η˜) be a pair of a hermitian vector bundle
F on X with η˜ ∈ τD1(X)/ Im dD, and (G, τ˜) a pair of a hermitian vector bundle G on T
with τ˜ ∈ D˜A,P,r+1(X)/ Im ds. Define a product of such pairs by
(10.4) (F , η˜) · (G, τ˜) = (F ⊗ G, ch0(F) •A,P τ˜ + η˜ •A,P chT,0(G) + dDη •A,P τ˜),
where •A,P is the product introduced in the end of §3.2.
Proposition 10.3. The above product induces a pairing of arithmetic K-groups
K̂0(X) × K̂
M
0 (T )→ K̂
M
0 (T ),
by which K̂M0 (T ) is a K̂0(X)-module.
Proof: It is easy to see that (10.4) is compatible with the relation coming from a short
exact sequence of hermitain vector bundles on T . Let E : 0→ F−1 → F0 → F1 → 0 be a
short exact sequence of hermitian vector bundles on X. Then
(F1 +F−1 −F0,−c˜h1(E)) · (G, τ˜) = (F1 ⊗G +F−1 ⊗G −F0 ⊗G,−c˜h1(E) •A,P chT,0(G)).
Note that ch1(E) •A,P chT,0(G) is in D˜A,r+1(X). On the other hand,
chT,1(E ⊗ G) =
∑
I
(−1)|I| ch1(i
∗
I(E ⊗ G))P
=
∑
I
(−1)|I|π∗X,P ch1(E)P ∧ π
∗
X,A ch0(i
∗
IG)
=π∗X,P ch1(E)P ∧ π
∗
X,A chT,0(G),
where πX,P : X×
r×P1 → X×P1 and πX,A : X×r×P1 → X×r are the projections.
Moreover, the difference ch1(E)P − ch1(E) is ds-exact in D˜P,2(X) by Lem.6.13, and it
follows that ch1(E) •A,P chT,0(G) = π
∗
X ch1(E) ∧ chT,0(G) in D˜A,r+1(X). Then taking the
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ds-closedness of chT,0(G) = 0 into consideration, we can show in the same way as the proof
of Lem.6.13 that
chT,1(E ⊗ G) − (−1)
r ch1(E) •A,P chT,0(G)
=π∗X,P ch1(E)P ∧ π
∗
X,A chT,0(G)− (−1)
rπ∗X ch1(E) ∧ chT,0(G)
is ds-exact in D˜A,P,r+1(X). This means that
(F1+F−1 −F0,−c˜h1(E)) · (G, τ˜ )
= (F1 ⊗ G + F−1 ⊗ G − F0 ⊗ G,−(−1)
r c˜hT,1(E ⊗ G)),
therefore the product (10.4) is compatible with the relation coming from a short exact
sequence of hermitian vector bundles on X.
Finally we show that the product admits the associative law. We should note that the
product • on τD∗log(X, ∗) does not satisfies the associative law in general, whereas if at
least one of three elements ω, η, τ is in τD2plog(X×
r×(P1)s, p), then ω•(η•τ) = (ω•η)•τ
holds. Using this fact we can show the associativity of the product in the same way as
the proof of the associativity of the product in K̂0(X) in [GS2, Thm.7.3.2]. 
It is easy to see that the diagram
K̂0(X)× K̂
M
0 (T ) −−−−→ K̂
M
0 (T )
ch0× chT,0
y ychT,0
τD0(X)× D˜A,P,r(X)
•A,P
−−−−→ D˜A,P,r(X)
is commutative. This implies that K̂0(T ) ⊂ K̂
M
0 (T ) is a K̂0(X)-submodule. Moreover,
since
K̂0(X)× K̂
M
0 (T ) −−−−→ K̂
M
0 (T )
ζ×ζ
y yζ
K0(X)×K0(T ) −−−−→ K0(T )
is commutative, K̂M0 (T ;T1, . . . , Tr) and K̂0(T ;T1, . . . , Tr) are also K̂0(X)-submodules of
K̂M0 (T ).
Proposition 10.4. The splitting maps
t̂ : K̂M0 (T )→ K̂
M
0 (T ;T1, . . . , Tr),
t̂ : K̂0(T )→ K̂0(T ;T1, . . . , Tr)
respect K̂0(X)-module structures.
Proof: Since the second map is the restriction of the first map, it suffices to proof the
claim for the first one. We will prove that the composite
K̂M0 (T )
t̂
→ K̂M0 (T ;T1, . . . , Tr)
q̂
→ K̂M0 (T )
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is a map of K̂0(X)-modules. Let F be a hermitian vector bundle on X, and G a hermitian
vector bundle on T . Since qt(G) is equal to (1 − p∗rι
∗
r) · · · (1− p
∗
1ι
∗
1)G, there is a canonical
isometry qt(F ⊗ G) ≃ F ⊗ qt(G) as virtual hermitian vector bundles on T . Hence the
proposition follows. 
10.2. A K̂0(X)-module structure on K̂0(X × 
r;X × ∂r)Q. Let X be a smooth
proper variety defined over an arithmetic field, and F a hermitain vector bundle on X.
Applying the construction in §9.3 we can obtain a tensor product functor
(F⊗ ) : Q˜ĈAlt∗ (X ×
r;X × ∂r)→ Q˜ĈAlt∗ (X ×
r;X × ∂r).
Proposition 10.5. The diagram
Q˜ĈAlt∗ (X ×
r;X × ∂r)[r]
(F⊗ )
−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)[r]
ch∗
y ych∗
D˜A,P,∗(X)
ch0(F)•A,P
−−−−−−−→ D˜A,P,∗(X)
is commutative.
Proof: For any xI ∈ Q˜ĈAltn (X ×DI) with I ⊂ {1, . . . , r}, it holds that chn(F ⊗ xI)P =
ch0(F) •A,P chn(xI)P in D˜A,P,r+n(X). Moreover, for I ⊂ J with I 6= J and for a division
K1
∐
· · ·
∐
Kl
∐
I = J , ch∗
(〈
F ;ΞK1 , . . . , ΞKl
〉
(xI)
)
= 0 because
〈
F ;ΞK1 , . . . , ΞKl
〉
(xI)
is isometrically equivalent to a degenerate element. Hence the proposition follows. 
Corollary 10.6. Let (F , η˜) be a pair of a hermitian vector bundle F on X with η˜ ∈
τD1(X)/ Im dD. Then for
(y, τ) ∈ Q˜ĈAlt0 (X ×
r;X × ∂r)⊕ D˜A,P,r+1(X) = s(ch∗)r,
the product
(10.5) (F , η˜) · (y, τ) = (F ⊗ y, ch0(F) •A,P τ).
gives a map of complexes
(F , η˜) · : K̂0(X ×
r;X × ∂r)Q → K̂0(X ×
r;X × ∂r)Q.
Proposition 10.7. The isomorphism
K̂P,r(X)Q ≃ K̂0(X ×
r;X × ∂r)Q
given in Prop.5.1 is compatible with the product with the pair (F , η˜). Hence the product
(10.5) gives a K̂0(X)-module structure on K̂0(X ×
r;X × ∂r)Q, and the above isomor-
phism respects the K̂0(X)-module structures.
Proof: Let
iX : Q˜Ĉ
Alt
∗ (X)→ Q˜Ĉ
Alt
∗ (X ×
r;X × ∂r)[r]
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be the restriction to the alternating part of the map (3.2) defined in §3.6. Then we can
easily verify that iX commutes with the tensor product functor, from which the proposition
follows. 
10.3. Comparison of the K̂0(X)-module structures on K̂r(X) and on K̂0(T ). In
this subsection we will prove the following theorem:
Proposition 10.8. The map
î∗∅ : K̂0(T ;T1, . . . , Tr)Q → K̂0(X ×
r;X × ∂r)Q
respects the K̂0(X)-module structure.
Proof: It suffices to show that the map (5.4)
î∗
∅
t : K̂0(T )→ K̂0(X ×
r;X × ∂r)Q
respects the K̂0(X)-module structures. Recall the morphisms
ιj : (Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj)→ (T ;T1, . . . , Tj−1),
pj : (T ;T1, . . . , Tj−1)→ (Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj)
introduced in §4.2, and the maps of complexes induced by them
Q˜ĈAlt∗ (T ;T1, . . . , Tj−1)
ι∗j
⇄
p∗j
Q˜ĈAlt∗ (Tj ;T1 ∩ Tj , . . . , Tj−1 ∩ Tj).
Let F be a hermitian vector bundle on X. Prop.9.4 says that we can obtain a homotopy
Φι from (F⊗ )ι
∗
j to ι
∗
j (F⊗ ) and a homotopy Φp from (F⊗ )p
∗
j to p
∗
j(F⊗ ). Let Ψ be
the homotopy from the identity to ι∗jp
∗
j given in Prop.2.20. Then by Prop.9.6 we have a
second homotopy
Θ : Q˜ĈAlt∗ (Tj ;T1 ∩ Tj, . . . , Tj−1 ∩ Tj)→ Q˜Ĉ
Alt
∗+2(Tj ;T1 ∩ Tj, . . . , Tj−1 ∩ Tj)
from Φιp
∗
j + ι
∗
jΦp + (F⊗ )Ψ to Ψ(F⊗ ). Hence it follows from Prop.2.8 that the diagram
(10.6)
Q˜ĈAlt∗ (T ;T1, . . . , Tj−1)
tj
−−−−→ Q˜ĈAlt∗ (T ;T1, . . . , Tj)
(F⊗ )
y y(F⊗ )
Q˜ĈAlt∗ (T ;T1, . . . , Tj−1)
tj
−−−−→ Q˜ĈAlt∗ (T ;T1, . . . , Tj)
is commutative up to homotopy. Denote by Πj the homotopy from (F⊗ )tj to tj(F⊗ )
given in Prop.2.8. Since the images of the homotopies Φι, Φp, Ψ and the second homotopy
Θ are isometrically equivalent to degenerate elements, Πm,nj (x) is isometrically equivalent
to a degenerate element for any m and n. Connecting (10.6) for all j, we can obtain the
following commutative diagram up to homotopy
(10.7)
Q˜ĈAlt∗ (T )
t
−−−−→ Q˜ĈAlt∗ (T ;T1, . . . , Tr)
(F⊗ )
y y(F⊗ )
Q˜ĈAlt∗ (T )
t
−−−−→ Q˜ĈAlt∗ (T ;T1, . . . , Tr),
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and a homotopy Π from (F⊗ )t to t(F⊗ ) is given by
Π =
r∑
j=1
tr · · · tj+1Πjtj−1 · · · t1.
It is obvious that Π0,n(x) is isometrically equivalent to a degenerate element for any n.
On the other hand, Prop.9.4 says that the diagram
(10.8)
Q˜ĈAlt∗ (T ;T1, . . . , Tr)
i∗
∅−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
(F⊗ )
y y(F⊗ )
Q˜ĈAlt∗ (T ;T1, . . . , Tr)
i∗
∅−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
is also commutative up to homotopy, and if we denote by Φi∅ the homotopy given in
Prop.9.4, then Φm,ni∅ (x) is isometrically equivalent to a degenerate element for any m and
n. Combining (10.7) with (10.8) yields the diagram
Q˜ĈAlt∗ (T )
i∗∅t
−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
(F⊗ )
y y(F⊗ )
Q˜ĈAlt∗ (T )
i∗
∅
t
−−−−→ Q˜ĈAlt∗ (X ×
r;X × ∂r)
which is also commutative up to homotopy, and a homotopy from (F⊗ )i∗∅t to i
∗
∅t(F⊗ )
is given by Π ′ = Φi∅t + i
∗
∅Π. It is obvious that Π
′0,n(x) is isometrically equivalent to a
degenerate element as well.
Any element of K̂0(T ) is represented by a pair (G, τ˜ ) of a virtual hermitian vector bundle
G on T with τ˜ ∈ D˜A,P,r+1(X)/ Im ds such that chT,0(G) + dsτ = 0. Since the map (5.4)
î∗∅t : K̂0(T )→ K̂0(X ×
r;X × ∂r)Q
sends [(G, τ˜ )] to [(i∗∅t(G),−τ)], we have
[(F , η˜)] · î∗∅t
(
[(G, τ˜ )]
)
= [(F ⊗ i∗∅t(G),− ch0(F) •A,P τ)].
On the other hand, since chT,0(G) + dsτ = 0, we have
î∗∅t
(
[(F , η˜)] · [(G, τ˜)]
)
= î∗∅t
(
[(F ⊗ G, ch0(F) •A,P τ˜)]
)
= [(i∗∅t(F ⊗ G),− ch0(F) •A,P τ)].
Since ch∗(Π
′0,n(G)) = 0, we have
(i∗∅t(F ⊗ G)−F ⊗ i
∗
∅t(G), 0) = ∂(Π
′(G), 0),
which means that [(F , η˜)] · î∗∅t[(G, τ˜)] = î
∗
∅t
(
[(F , η˜)] · [(G, τ˜)]
)
. This completes the proof.

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11. Compatibility with product
11.1. Product of ĈH
q
(X, r) with ĈH
p
(X). In [BF], Burgos and Feliu constructed a
product in higher arithmetic Chow groups. In this subsection, we will recall their con-
struction in the case of the product with ĈH
p
(X). We begin by fixing some notations.
Throughout this section, fix r ≥ 1. For a variety X defined over a field, denote by ZpX
the set of all closed subschemes of X of codimension p, and by ZqX,r the set of all admissible
subschemes of X ×r of codimension q. For another variety Y , write Zp,qX,Y,r = Z
p
X ×Z
q
Y,r.
We regard Zp,qX,Y,r as a subset of Z
p+q
X×Y,r in the way that (Z,W ) 7→ Z×W . In what follows,
we identify ZpX with Z
p,0
X,Y,r by Z 7→ Z × Y ×
r and ZqY,r with Z
0,q
X,Y,r by W 7→ X ×W .
Suppose X and Y are compact complex algebraic manifolds. Write rX,Y = X×Y ×
r
for short. Then it is shown in [BF, Lem.5.5] that
0→ D∗log(
r
X,Y − Z
p,q
X,Y,r, p + q)→ D
∗
log(
r
X,Y − Z
p
X , p+ q)⊕D
∗
log(
r
X,Y − Z
q
Y,r, p + q)
j
p,q
X,Y,r
−→ D∗log(
r
X,Y − Z
p
X ∪ Z
q
Y,r, p+ q)→ 0
is a short exact sequence, where the map jp,qX,Y,r is given by (ω, τ) 7→ −ω+ τ . This implies
that the natural map
(11.1) D∗log(
r
X,Y − Z
p,q
X,Y,r, p+ q)→ s(−j
p,q
X,Y,r)
∗
is a quasi-isomorphism. Let
ip,qX,Y,r : D
∗
log(
r
X,Y , p+ q)→ s(−j
p,q
X,Y,r)
∗
be the composite of the restriction to D∗log(
r
X,Y −Z
p,q
X,Y,r, p+ q) with (11.1), and take the
simple complex s(ip,qX,Y,r)
∗. To be more precise,
s(ip,qX,Y,r)
n =Dnlog(
r
X,Y , p + q)⊕D
n−1
log (
r
X,Y − Z
p
X , p+ q)
⊕Dn−1log (
r
X,Y − Z
q
Y,r, p + q)⊕D
n−2
log (
r
X,Y − Z
p
X ∪ Z
q
Y,r, p+ q)
with the differential given by
ds(ω0, (ω1, ω2), ω3) = (dDω0, (ω0 − dDω1, ω0 − dDω2),−ω1 + ω2 + dDω3).
If we set
D
∗
log,Zp,qX,Y,r
(rX,Y , p+ q) = s(D
∗
log(
r
X,Y , p+ q)→ D
∗
log(
r
X,Y − Z
p,q
X,Y,r, p + q)),
then the natural map
(11.2) D∗log,Zp,qX,Y,r
(rX,Y , p+ q)→ s(i
p,q
X,Y,r)
∗
is a quasi-isomorphism. Take the truncated subcomplex
D
∗,−r
A,Zp,qX,Y
(X × Y, p + q) = τ≤2(p+q)D
∗
log,Zp,qX,Y,−r
(−rX,Y , p + q).
Let D∗A,Zp,qX,Y
(X × Y, p + q)0 be the single complex of the normalized subcomplex of
D
s,−r
A,Zp,qX,Y
(X × Y, p + q) with respect to the cubical structure on the index r. In the same
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way, we can obtain the single complex of the normalized subcomplex of τ≤2(p+q)s(i
p,q
X,Y,−r)
∗
with respect to the cubical structure on the index r, which we denote by sA(i
p,q
X,Y )
∗
0. Then
the map (11.2) induces a quasi-isomorphism
D
∗
A,Zp,qX,Y
(X × Y, p+ q)0 → sA(i
p,q
X,Y )
∗
0.
Let
πX : 
r
X,Y = X × Y ×
r → X,
πY : 
r
X,Y = X × Y ×
r → Y ×r
be the projections, and define an exterior product of ω ∈ τD∗(X, p) with ω′ ∈ τD∗log(Y ×

r, q) as follows:
ω ∗A ω
′ = π∗Xω • π
∗
Y ω
′ ∈ τD∗log(
r
X,Y , p+ q).
Then it induces a map of complexes
∗A : τD
∗(X, p)× τD∗log(Y ×
r, q)→ τD∗log(
r
X,Y , p+ q).
Similarly, for g ∈ τD∗log(X − Z
p
X , p) and g
′ ∈ τD∗log(Y ×
r − ZqY,r, q), define
g ∗A g
′ = π∗Xg • π
∗
Y g
′ ∈ τD∗log(
r
X,Y − Z
p
X ∪ Z
q
Y,r, p+ q),
ω ∗A g
′ = π∗Xω • π
∗
Y g
′ ∈ τD∗log(
r
X,Y − Z
q
Y,r, p+ q),
g ∗A ω
′ = π∗Xg • π
∗
Y ω
′ ∈ τD∗log(
r
X,Y − Z
q
X , p+ q).
Using these products, we can define
(11.3) ⋄ : τDnZp(X, p)× τD
m
Z
q
Y,r
(Y ×r, q)→ τ≤2p+2qs(i
p,q
X,Y,r)
n+m
by
(ω, g) ⋄ (ω′, g′) 7→ (ω ∗A ω
′, (g ∗A ω
′, (−1)nω ∗A g
′), (−1)n−1g ∗A g
′),
which turns out to be a map of complexes. Taking the cohomology yields
H2p
D,Zp(X,R(p)) ×H
2q
D,Z
q
Y,r
(Y ×r,R(q))→ H2p+2q(s(ip,qX,Y,r)
∗).
Combining this map with
H2p+2q(s(ip,qX,Y,r)
∗) ≃ H2p+2q
D,Z
p,q
X,Y,r
(rX,Y ,R(p + q))→ H
2p+2q
D,Z
p+q
X×Y,r
(rX,Y ,R(p + q))
induced by (11.2) and the inclusion Zp,qX,Y,r ⊂ Z
p+q
X×Y,r, and taking the normalized subcom-
plexes, we obtain a map
× : Hp(X, 0) ×Hq(Y, r)0 →H
p+q(X × Y, r)0.
Prop.5.13 in [BF] says that
Zp(X, 0) × Zq(Y, r)0
×
−−−−→ Zp+q(X × Y, r)0yχ1×χ1 yχ1
Hp(X, 0) ×Hq(Y, r)0
×
−−−−→ Hp+q(X × Y, r)0
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is commutative, where the upper horizontal arrow is the exterior product of cycles. On
the other hand, taking the single complexes of the normalized subcomplexes on the both
sides of (11.3), we have
⋄ : τD∗Zp(X, p) ×D
∗
A,Zq(Y, q)0 → sA(i
p,q
X,Y )
∗
0.
An element a ∈ sA(i
p,q
X,Y )
2p+2q−r
0 is written as
a =
r∑
j=0
aj , aj ∈ τ≤2p+2qs(i
p,q
X,Y,j)
2p+2q−r+j
0 .
Then by the quasi-isomorphism (11.2) we have the cohomology class
[ar] ∈ H
2(p+q)
D,Z
p,q
X,Y,r
(rX×Y , p + q)0.
Since Zp,qX,Y,r ⊂ Z
p+q
X×Y,r, the correspondence a 7→ [ar] gives
χ2 : sA(i
p,q
X,Y )
2p+2q−∗
0 →H
p+q(X × Y, ∗)0,
which turns out be a map of complexes. Cor.5.14 in [BF] says that
τD2p
Zp
(X, p) ×D2q−∗A,Zq (Y, q)0
⋄
−−−−→ sA(i
p,q
X,Y )
2p+2q−∗
0yχ2×χ2 yχ2
Hp(X, 0) ×Hq(Y, ∗)0
×
−−−−→ Hp+q(X × Y, ∗)0
is commutative.
Denote the following canonical maps by the same symbol ρ:
ρ : τD∗Zp(X, p)→ τD
∗(X, p),
ρ : D∗A,Zq(Y, q)0 → D
∗
A(Y, q)0 ≃ D˜
∗
A(Y, q)→ D˜
∗
A,P(Y, q),
ρ : sA(i
p,q
X,Y )
∗
0 → D
∗
A(X × Y, p+ q)0 ≃ D˜
∗
A(X × Y, p+ q)→ D˜
∗
A,P(X × Y, p+ q).
Moreover, define a map of complexes
(11.4) ∗A,P : τD
∗(X, p)× D˜∗A,P(Y, q)→ D˜
∗
A,P(X × Y, p+ q)
by ω ∗A,P ω
′ = π∗Xω • π
∗
Y ω
′, where
πX :X × Y ×
r × (P1)s → X,
πY :X × Y ×
r × (P1)s → Y ×r × (P1)s
are the projections. Then the diagram
τD∗
Zp
(X, p) ×D∗A,Zq(Y, q)0
⋄
−−−−→ sA(i
p,q
X,Y )
∗
0
ρ×ρ
y yρ
τD∗(X, p) × D˜∗A,P(X × Y, p + q)
∗A,P
−−−−→ D˜∗A,P(X × Y, p + q)
is commutative.
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Under the above preparation, we can define an exterior product of ĈH
p
(X) with
ĈH
q
(Y, r). Let (y, (ω, g˜)) be a pair of y ∈ Zp(X) with a Green form (ω, g˜) associated
with y, and take a lift g ∈ τD2p−1log (X − Z
p, p). Let(
z
β1
α
β2
)
∈ Ẑq(Y, r)0.
Define their product as follows:
(11.5) (y, (ω, g)) ·
(
z
β1
α
β2
)
=
(
y × z
χ1(y)× β1
(ω, g) ⋄ α
ω ∗A,P β2
)
.
Then as shown in [BF, §5], this product gives a map
ĈH
p
(X)× ĈH
q
(Y, r)
−→ Hr

Zp+q(X × Y, ∗)0
Hp+q(X × Y, ∗)0
sA(i
p,q
X,Y )
2p+2q−∗
0
D̂
2p+2q−∗
A,P (X × Y, p+ q)
χ1 χ2 ρ
 
 ✒
❅
❅■
 
 ✒
 ,(11.6)
where D̂∗A,P(X × Y, p+ q) is the complex defined in §6.3. On the other hand, it is obvious
that the diagram
(11.7)
sA(i
p,q
X,Y )
∗
0
∼
← D∗A,Zp,q
X,Y
(X × Y, p+ q)0 → D
∗
A,Zp+qX×Y
(X × Y, p+ q)0
D̂
∗
A,P(X × Y, p+ q)
❍❍❍❍❍❥
✟✟✟✟✙
ρ ρ
is commutative, hence it gives
Hr

Zp+q(X × Y, ∗)0
Hp+q(X × Y, ∗)0
sA(i
p,q
X,Y )
2p+2q−∗
0
D̂
2p+2q−∗
A,P (X × Y, p+ q)
 
 ✒
❅
❅■
 
 ✒

≃Hr

Zp+q(X × Y, ∗)0
Hp+q(X × Y, ∗)0
D
2p+2q−∗
A,Zp,qX,Y
(X × Y, p+ q)0
D̂
2p+2q−∗
A,P (X × Y, p+ q)
 
 ✒
❅
❅■
 
 ✒
(11.8)
−→ Hr

Zp+q(X × Y, ∗)0
Hp+q(X × Y, ∗)0
D
2p+2q−∗
A,Zp+q
X×Y
(X × Y, p+ q)0
D̂
2p+2q−∗
A,P (X × Y, p+ q)
 
 ✒
❅
❅■
 
 ✒
 .
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Define an exterior product of higher arithmetic Chow groups
∪ : ĈH
p
(X)× ĈH
q
(Y, r)→ ĈH
p+q
(X × Y, r)
to be the composite of (11.6) with (11.8). Substituting σ<2q−rD̂
∗
A,P(Y, q) for D̂
∗
A,P(Y, q)
and σ<2p+2q−rD̂
∗
A,P(X × Y, q) for D̂
∗
A,P(X × Y, q), we can also define an extended exterior
product
∪ : ĈH
p
(X)× Ẑq(Y, r)∗0/ Im ∂ → Ẑ
p+q(X × Y, r)∗0/ Im ∂.
Suppose that X is projective over an arithmetic field. As we have seen in §8.2, we can
define the pull-back map
∆̂∗ : ĈH
p+q
(X ×X, r)→ ĈH
p+q
(X, r)
by the diagonal map. Define intersection product of higher arithmetic Chow groups
ĈH
p
(X)× ĈH
q
(X, r)→ ĈH
p+q
(X, r)
to be the composite of the exterior product in the case that X = Y with the pull-back
map ∆̂∗.
Proposition 11.1. Let ηp ∈ τD2p−1(X, p). If r ≥ 1, then for any x ∈ ĈH
q
(Y, r) the
exterior product a(η˜p) ∪ x is equal to zero.
Proof: Suppose that x is represented by
(11.9)
(
y
β1
α
β2
)
∈ Ker ∂ ⊂ Ẑp(Y, r)0.
Then in
Hr

Zp+q(X × Y, ∗)0
Hp+q(X × Y, ∗)0
sA(i
p,q
X,Y )
2p+2q−∗
0
D̂
2p+2q−∗
A,P (X × Y, p+ q)
χ1 χ2 ρ
 
 ✒
❅
❅■
 
 ✒
 ,
the product of (0, (dDη
p, ηp)) with the element (11.9) is given by
(11.10)
(
0
0
(dDη
p, ηp) ⋄ α
dDη
p ∗A,P β2
)
.
If we write α = (α1, α2) ∈ D
2q−r
A,Zq (Y, q)0 with α1 ∈ D
2p−r
A (Y, q)0 and α2 ∈ D
2p−r−1
A (Y −
Z
q
Y , q)0, then it holds in s(i
p,q
X,Y,r)
2p+2q−r
0 that
(dDη
p, ηp) ⋄ α =(dDη
p, ηp) ⋄ (α1, α2)
= (dDη
p ∗A α1, (η
p ∗A α1, dDη
p ∗A α2),−η
p ∗A α2).
Since ηp ∈ τD2p−1(X, p) and dsα = 0, it is equal to
ds(η
p ∗A α1, (0,−η
p ∗A α2), 0).
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It follows from the definition of χ2 that χ2(η
p ∗A α1, (0,−η
p ∗A α2), 0) = 0. Hence (11.10)
is homologous to
(11.11)
(
0
0
0
dDη
p ∗A,P β2 − η
p ∗A,P α1
)
.
The ∂-closedness of (11.9) implies that dsβ2 = ρ(α) = α1, therefore
dDη
p ∗A,P β2 − η
p ∗A,P α1 = ds(η
p ∗A,P β2),
which means that (11.11) is ∂-exact. Hence the proposition follows. 
11.2. The main theorem. In this subsection we prove the following theorem:
Theorem 11.2. Let X be a smooth projective variety defined over an arithmetic field.
Then
K̂0(X)× K̂r(X)Q −−−−→ K̂r(X)Q
⊕
p+q=n
ĉh
p
0×ĉh
q
r
y yĉhnr
⊕
p+q=n
ĈH
p
(X) × ĈH
q
(X, r) −−−−→ ĈH
n
(X, r)
is commutative.
Proof: We have shown in §10 that the sequence of maps
K̂r(X)Q ≃ K̂0(X ×
r;X × ∂r)Q և K̂0(T ;T1, . . . , Tr)Q ⊂ K̂0(T )Q
respects the K̂0(X)-module structures. Hence we have only to show that the diagram
(11.12)
K̂0(X) × K̂0(T ) −−−−→ K̂0(T )
⊕
p+q=n
ĉh
p
0×ĉh
q
T,0
y yĉhnT,0
⊕
p+q=n
ĈH
p
(X) × ĈH
q
(X, r) −−−−→ ĈH
n
(X, r)
is commutative.
First we consider the product with x1 = [(0, η˜)] ∈ K̂0(X) where η ∈ τD1(X). In this
case it follows from the definition of the product of arithmetic K-groups described as
(10.4) that x1 · x2 = 0 for any x2 ∈ K̂0(T ), and Prop.11.1 says that a(η˜p) · ĉh
q
T,0(x2) = 0.
Hence the theorem follows in this case.
Let us now introduce exterior product of arithmetic K0-groups. Let Y be a smooth
projective variety, and T = D(Y × r;Y × ∂r) the associated iterated double. We
identify X × T with T ′ = T (X × Y ×r;X × Y × ∂r). Define an exterior product
∪ : K̂0(X) × K̂
M
0 (T )→ K̂
M
0 (T
′)
by
[(F , η˜)] ∪ [(F ′, τ˜ )] = [(F ⊠ F ′, ch0(F) ∗A,P τ˜ + η˜ ∗A,P chT,0(F ′) + dDη ∗A,P τ˜)].
In the above, F ⊠ F ′ = π∗XF ⊗ π
∗
TF
′, where πX : T
′ = X × T → X and πT : |PRT =
X × T → T are the projections, and the product ∗A,P is defined in (11.4). We can show
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in the same way as the proof of Prop.10.3 that this product is well-defined, and it gives a
map
∪ : K̂0(X)× K̂0(T )→ K̂0(T
′).
Here we assume that X = Y . Let ∆ : X → X × X be the diagonal morphism, and
∆D : T → T
′ the morphism between the iterated doubles induced by ∆. Then the diagram
(11.12) is decomposed as follows:
K̂0(X) × K̂0(T )
∪
−−−−→ K̂0(T
′)
∆∗D−−−−→ K̂0(T )
⊕
p+q=n
ĉh
p
0×ĉh
q
T,0
y yĉhnT ′,0 yĉhnT,0
⊕
p+q=n
ĈH
p
(X) × ĈH
q
(X, r)
∪
−−−−→ ĈH
n
(X ×X, r)
∆∗
−−−−→ ĈH
n
(X, r).
The right diagram is commutative by (8.6). Hence the theorem follows from the lemma
below. 
Lemma 11.3. For a hermitian vector bundle F on X, denote by
F ⊠ : K̂0(T )→ K̂0(T
′)
the exterior product with [(F , 0)] ∈ K̂0(X). Then the diagram
K̂0(T )
F⊠
−−−−→ K̂0(T
′)
⊕
p
ĉh
n−p
T,0
y yĉhnT ′,0
⊕
p
ĈH
n−p
(X, r) −−−−−−−→∑
p
ĉh
p
0(F)∪
ĈH
n
(X × Y, r)
is commutative.
Proof: In the previous subsection we have shown that the exterior product is extended
to
ĈH
p
(X)× Ẑq(Y, r)∗0/ Im ∂ → Ẑ
p+q(X × Y, r)∗0/ Im ∂.
Hence it suffices to prove the commutativity of the extended diagram
K̂M0 (T )
F⊠
−−−−→ K̂M0 (T
′)
⊕
p
ĉh
n−p
T,0
y yĉhnT ′,0
⊕
p
Ẑn−p(Y, r)∗0/ Im ∂ −−−−−−−→∑
p
ĉh
p
0(F)∪
Ẑn(X × Y, r)∗0/ Im ∂.
First we consider the case that x2 = [(0, τ˜ )] ∈ K
M
0 (T ) with τ ∈ D˜A,P,r+1(X). In this
case,
ĉh
n
T ′,0(F ⊠ x2) = ĉh
n
T ′,0([(0, ch0(F) ∗A,P τ˜)]) =
∑
p+q=n
a(chp0(F) ∗A,P τ˜
q).
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On the other hand, if ĉh
p
0(F) is represented by (y
p, (ωp, g˜p)) such that yp ∈ Zp(X) and
(ωp, g˜p) is a Green form associated with yp, then it follows from the definition of the
product (11.5) that
ĉh
p
0(F) ∪ a(τ˜
q) =
[(
0
0
0
−ωp ∗A,P τ
q
)]
= a(chp0(F) ∗A,P τ˜
q)
since chp0(F) = ω
p. Hence the lemma follows in this case.
Finally let us assume that x2 = [(F ′, 0)]. In this case what we need to show is the
equality
(11.13) ĉh
n
T ′,0(F ⊠ F
′) =
∑
p+q=n
ĉh
p
0(F) ∪ ĉh
q
T,0(F
′)
in Ẑn(X×Y, r)∗0/ Im ∂. Take a morphism ϕ : T → G to a smooth projective variety G and
a hermitian vector bundle G′ on G such that ϕ∗G′ ≃ F ′. Let (yp, (ωp, g˜p)) and (zq, (τ q, h˜q))
be representatives of ĉh
p
0(F) and ĉh
q
0(G
′) respectively. Assume that zq ∈ Zqϕ(G). Then the
exterior product of ĉh
p
0(F) with ĉh
q
T,0(F
′) in
Hr

Zp+q(X × Y, ∗)0
Hp+q(X × Y, ∗)0
sA(i
p,q
X,Y )
2p+2q−∗
0
σ<2p+2q−rD̂
2p+2q−∗
A (X × Y, p+ q)
 
 ✒
❅
❅■
 
 ✒

is equal to
(11.14)
[(
yp × ϕ∗(zq)
0
(ωp, gp) ⋄ (ϕ∗(τ q), ϕ∗(hq))
(−1)r+1 chp0(F) ∗A,P ch
q
T,1(F
′, ϕ∗G′)
)]
.
On the other hand, since there is an isomorphism (IdX ×ϕ)
∗(F ⊠ G′) ≃ F ⊠F ′,
ĉh
n
(F ⊠ F ′) =[(
∑
p+q=n
(1× ϕ)∗(yp × zq)
0 ∑
p+q=n
(1× ϕ)∗ (π∗X(ω
p, gp) ∗ π∗G(τ
q, hq))
(−1)r+1 chnT ′,1(F ⊠ F
′
,F ⊠ ϕ∗G′)
)]
,
where π∗X(ω
p, gp) ∗ π∗G(τ
q, hq) ∈ D2nA,ZnX×G,1×ϕ
(X × G,n)0 is a representative of the star
product of the Green forms π∗X(ω
p, g˜p) and π∗G(τ
q, h˜q). It is easy to see that∑
p+q=n
chp0(F) ∗A,P ch
q
T,1(F
′, ϕ∗G′) = chnT ′,1(F ⊠ F
′
,F ⊠ ϕ∗G′).
Let Zp,qX,G,ϕ = Z
p
X × Z
q
G,ϕ ⊂ Z
n
X×G, and we identify Z
p
X = Z
p,0
X,G,ϕ and Z
q
G,ϕ = Z
0,q
X,G,ϕ in
the same way as in §11.1. Let
jp,qX,G,ϕ : D
∗
log(X ×G− Z
p
X , n)⊕D
∗
log(X ×G− Z
q
G,ϕ, n)→ D
∗
log(X ×G− Z
p
X ∪ Z
q
G,ϕ, n)
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be the map given by (ω, τ) 7→ −ω + τ . Then the natural map
(11.15) D∗log(X ×G− Z
p,q
X,G,ϕ, n)→ s(−j
p,q
X,G,ϕ)
∗
is a quasi-isomorphism [BF, Lem.5.5]. Let
ip,qX,G,ϕ : D
∗
log(X ×G,n)→ s(−j
p,q
X,G,ϕ)
∗
be the composite of the restriction map to D∗log(X × G − Z
p,q
X,G,ϕ, n) with (11.15), and
take the truncated subcomplex of the simple complex of this map, which we denote by
τ≤2ns(i
p,q
X,G,ϕ)
∗. Then in the same way as the definition of the map (11.3) we can define a
map of complexes
⋄ : τD∗Zp(X, p)× τD
∗
Z
q
G,ϕ
(G, q)→ τ≤2ns(i
p,q
X,G,ϕ)
∗
which induces an exterior product of Green forms
⋄ : GEp(X)×GEq
Z
q
ϕ
(G)→ Ĥ2n(D∗(X ×G,n), s(−jp,qX,G,ϕ)
∗).
Moreover, we have a commutative diagram
Ĥ2n(D∗(X ×G,n), s(−jp,qX,G,ϕ)
∗)
∼
←−−−− GEn
Zn
X,G,ϕ
(X ×G) −−−−→ GEn
Zn
1×ϕ
(X ×G)x x x
τ≤2ns(i
p,q
X,G,ϕ)
2n ←−−−− τD2n
Z
p,q
X,G,ϕ
(X ×G,n) −−−−→ τD2n
ZnX×G,1×ϕ
(X ×G,n)
1×ϕ∗
y y1×ϕ∗ y1×ϕ∗
sA(i
p,q
X,Y )
2n−r
0 ←−−−− D
2n−r
A,Z
p,q
X,Y
(X × Y, n)0 −−−−→ D
2n−r
A,ZnX×Y
(X × Y, n)0,
where the upper vertical maps are surjective, and Thm.5.12 in [Bu2] says that the up-
per horizontal map sends the exterior product (ωp, g˜p) ⋄ (τ q, h˜q) to the star product of
π∗X(ω
p, g˜p) with π∗G(τ
q, h˜q). Since
(ωp, gp) ⋄ (ϕ∗(τ q), ϕ∗(hq)) = (1× ϕ)∗((ωp, gp) ⋄ (τ q, hq)),
the sequence of maps (11.8) sends the element (11.14) to[(
yp × ϕ∗(zq)
0
π∗X(ω
p, gp) ∗ π∗G(τ
q, hq)
(−1)r+1 chp0(F) ∗A,P ch
q
T,1(F
′, ϕ∗G′)
)]
,
which means that ∑
p+q=n
ĉh
p
0(F) ∪ ĉh
q
T,0(F
′) = ĉh
n
T ′,0(F ⊠ F
′).
This completes the proof of (11.13). 
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