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Abstract
We study 5d fermionic CS theory with a fermionic 2-form gauge potential. This theory can
be obtained from 5d MSYM theory by performing the maximal topological twist. We put the
theory on a five-manifold and compute the partition function. We find that it is a topological
quantity, which involves the Ray-Singer torsion of the five-manifold. For abelian gauge group
we consider the uplift to the 6d theory and find a mismatch between the 5d partition function
and the 6d index, due to the nontrivial dimensional reduction of a selfdual two-form gauge field
on a circle. We also discuss an application of the 5d theory to generalized knots made of 2d
sheets embedded in 5d.
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1 Introduction
Chern-Simons theory in 3d whose classical action is given by
k
4pi
∫
tr
(
A ∧ dA− 2i
3
A ∧ A ∧ A
)
(1.1)
has a long history. The seminal paper [1] obtained the exact result for the partition
function for S3 by indirect methods. Later exact results have been obtained in [2, 3, 4] by
various methods (nonabelian localization [5], abelianization, supersymmetric localization
[6]) on a large class of three-manifolds. There have also been many works that have aimed
to match such exact results with corresponding perturbative results in the large k limit
[7, 8, 9, 10, 11, 12]. Thus CS theory enables one to test path integral methods against
known exact results.
We may generalize abelian CS theory to 2p+1 dimensions by taking the gauge potential
to be a p-form. When p is odd, the gauge field is bosonic. However, when p is even,
a bosonic gauge field leads to a CS term that is a total derivative since Ap ∧ dAp =
1
2
d(Ap∧Ap). For even p we shall therefore take the p-form gauge field to be fermionic and
then we have a fermionic CS theory or FCS theory for short. In the first few dimensions
these CS and FCS actions, in Lorentzian signature and with canonical normalizations,
are given by
S1d =
i
2
∫
ψ0 ∧ dψ0
S3d =
1
2
∫
A1 ∧ dA1
S5d =
i
2
∫
ψ2 ∧ dψ2
S7d =
1
2
∫
A3 ∧ dA3 (1.2)
The most general form of the gauge symmetry variations are
δψ0 = (χ0)0
δA1 = dλ0 + (λ1)0
δψ2 = dχ1 + (χ2)0
δA3 = dλ2 + (λ3)0
In addition to the usual exact forms, we shall also include the harmonic forms (χp)0 and
(λp)0 in order to have the most general closed forms by the Hodge decomposition [13].
The fact that abelian CS theories in various dimensions form a sequence (1.2) suggests
that they could have some common features.
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It is in general a quite difficult problem to generalize abelian higher rank gauge fields
to nonabelian gauge groups. However, in 5d we automatically solve this problem since
5d FCS is obtained from 5d MSYM theory by performing the maximal twist. By this
twist the SO(5) R-symmetry is identified with the SO(5) Lorentz symmetry [14, 15]. The
twist gives one scalar nilpotent supercharge, which we can identify as the BRST charge
associated with the two-form gauge symmetry, and the action can be interpreted as a
BRST gauge fixed action for nonabelian 5d FCS theory.
For 3d CS on lens space S3/Zp = L(p; 1), the exact partition function is known. From
this exact result we can extract the perturbative expansion in 1/k. For gauge group
G = SU(2), the resulting perturbative expansion for p odd, is1
Z = e
ipip
4 pi
√
2
1
(iKp)3/2
+ e
ipip
4
2
√
2√
iKp
p−1
2∑
`=1
e
2piiK`2
p
(
sin
2pi`
p
)2
where K = k + 2. This agrees with the perturbative expansion in [8]. We obtained this
result from the exact result presented in [2] by expanding it out in powers of 1/k but
where we suppress the next to leading orders in each sector labeled by ` = 0, 1, ..., p−1
2
.
This result can be rewritten in the form
Z = e
ipi
4
dim(G)ηgrav
 1
Vol (HA(0))
√
τ0,SU(2) +
p−1
2∑
`=1
1
Vol (HA(`))
e
2piiK`2
p
√
τ`,SU(2)
 (1.3)
Here HA(`) denotes the unbroken gauge group by the gauge field background and τ`,SU(2)
denotes the Ray-Singer torsion of L(p; 1) associated with SU(2) gauge group and the
holonomy labeled by ` = 0, ..., p − 1. For the lens space L(p; q1, · · · , qN−1) = S2N−1/Zp
we have
τ0,SU(2) = (τ0)
3
τ`,SU(2) = τ0τ2`τ−2` (` 6= 0)
where
τ0 =
1
pN−1
τ` =
∣∣∣∣2N sin piq−11 `p · · · sin piq−1N−1`p sin pi`p
∣∣∣∣
1If p is even, then at ` = p/2 we get U= diag(−1,−1) which commutes with all group elements in
SU(2). In this case we should probably have the gauge group as SU(2)/Z2 and identify this holonomy
with the holonomy at ` = 0. We then do not count it since we only count gauge inequivalent holonomies.
So for p even, we sum over the holonomy sectors ` = 0, 1, ..., p/2 − 1 and then this will again be in
agreement with the general formula in [2].
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To get the torsion for L(p; 1), we shall put N = 2 and q = q−1 = 1. The unbroken gauge
groups are HA(0) = SU(2) and HA(`) = U(1), whose volumes are
Vol(U(1)) = 2pir
Vol(SU(2)) = 2pi2r3
We note that U(1) corresponds to the equator of SU(2) = S3. The radius shall be chosen
as
r =
√
i
pi
√
K
2pi
in order to match with the exact result. We can see why this value of the radius is natural
up to the factor
√
i
pi
as follows. We need to rescale A =
√
K
2pi
Acan to get a canonically
normalized action. This can be achieved by rescaling the generators of SU(2) by the
factor
√
K
2pi
. The overall factor e
ipi
4
dim(G)ηgrav is the remnant of the eta-invariant phase
shift that results in the famous shift of the CS level from k to K = k + 2.
Next we consider 1d FCS on L(p) = S1/Zp with gauge group SU(2) and the following
action in Euclidean signature
S =
k
8pi
∫ 2pi
0
dx0tr(ψD0ψ)
To compute the Witten index from the path integral, we do not need to use a Faddeev-
Popov gauge fixing procedure since we can directly specify the gauge inequivalent gauge
field configurations, which are classified by the holonomies
P exp i
∫ 2pi
0
dx0A0
1 0
0 −1
 =
e 2pii`p 0
0 e−
2pii`
p

We can pick the gauge inequivalent gauge fields as
A0 =
`
p
1 0
0 −1

and the path integral reduces to a discrete sum over `. This sum is presented in Eq. (3.1).
But we can also carry out the standard Faddeev-Popov procedure and if we do that, then
we are led to the result2
I =
1
Vol(HA(0))
√
τ0,SU(2) +
1
Vol(HA(`))
p−1
2∑
`=1
√
τ`,SU(2)
2As we will see, this result is correct only up to an overall phase factor.
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where
τ0,SU(2) = (τ0)
3
τ`,SU(2) = τ0τ2`τ−2` (` 6= 0) (1.4)
with
τ0 = 1
τ` =
∣∣∣∣2 sin pi`p
∣∣∣∣
As we will show, the two expressions can be made to agree by taking the following radius
for the SU(2) gauge group,
r =
√
i
pi
√
k
2pi
We notice that this radius takes the same form as we saw for 3d CS.
If we use our conjectured similarity between FCS theories in various dimensions, then
we are led to the partition function
Z =
1
Vol (HA(0))
√
τ0,SU(2) +
p−1
2∑
`=1
1
Vol (HA(`))
√
τ`,SU(2) (1.5)
for 5d FCS with gauge group G = SU(2). We conjecture that the volume factors are on
the same form as for 1d FCS when the 5d FCS action is canonically normalized, but we
have not been able to explicitly compute the radius r for this case. Gauge fixing amounts
to adding BRST exact terms that we can also obtain by twisting of 5d MSYM. We will
partly be able to confirm our conjecture by a localization computation in section 4.1.
We see that FCS theories differ from CS theories in many ways. Of course we do not
know much about CS theories in other dimensions than three. For FCS, the partition
function is one-loop exact. There is no phase factor multiplying the contributions from
the various holonomy sectors, and there is no Chern-Simons level k that can take arbitrary
integer values for FCS.
The paper is organized as follows. In section 2 we construct explicit solutions for
flat gauge fields on lens spaces in 3d and in 5d. In section 3 we compute the Witten
index for 1d FCS. In section 4 we compute the partition function for 5d FCS. In section
5 we discuss applications to higher dimensional knots. In sections 6 and 7 we obtain the
mismatch between the 5d partition function and the 6d Witten index that is related to
the Ray-Singer torsion.
The appendices contain further details which makes the paper self-contained. In ap-
pendix A we review the definition and basic properties of the Ray-Singer torsion. In
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appendix A.1 we compute the Ray-Singer torsion on L(p; 1, 1) in the trivial holonomy
sector. In appendix B we present the Minakshisundaram-Pleijel theorem, which we use
throughout the paper. In appendices C and D we address the problem of how to properly
remove ghost zero modes. In appendix E we review what we need from 3d CS perturba-
tion theory. In appendix F we present further details regarding the dimensional reduction
on a circle and the mismatch related to the Ray-Singer torsion in various dimensions.
2 Flat gauge fields on lens spaces
For the lens space L2N−1(g) = L˜(p; q1, . . . , qN) = S2N−1/Zp, the generator g of Zp acts on
CN as
g(z1, . . . , zN) = (e
2piiq1/pz1, . . . , e
2piiqN/pzN)
For twisted boundary conditions
gφ = ω(g)φ
or explicitly
φ(e2piiq1/pz1, . . . , e
2piiqN/pzN) = e
2piiq1`/pφ(z1, z2, z3)
where we characterize ω by the integer `, the Ray-Singer torsion was first computed by
Ray by assuming N ≥ 2 in [16]. A direct computation has been made in [17, 18]. Lecture
notes on the Ray-Singer torsion are [19, 20]. The result is
τω(L2N−1(g)) =
∣∣∣∣∣
N∏
i=1
(
2 sin
piq−1i `
p
)∣∣∣∣∣
where we define q−1i as an integer such that
q−1i qi ≡ 1 (2.1)
mod p.3
3The absolute value seems unnatural. In Ray’s original computation [16], he computed the square
of what we call the Ray-Singer torsion here. The square is real and positive and has no sign ambiguity
under ` → ` + p. In that sense it is the squared object that is the natural object to consider. But here
we follow the widely used custom, and define the Ray-Singer torsion as the positive square root of Ray’s
original definition of the torsion. When N is even, the absolute value is not necessary. However, in this
paper we will be considering both cases when N is even and odd, so we need to have absolute value.
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The condition (2.1) is also valid for N = 1, which is a circle with a twisted boundary
condition. We start with the lens space L˜(p; 1), and twisted boundary condition
φ(e
2pii
p z) = e
2pii`′
p φ(z) (2.2)
for some `′ 6= 0. By an explicit computation using the Hurwitz zeta function regulariza-
tion, one can find the torsion
τ`′(L˜(p; 1)) =
∣∣∣∣2 sin pi`′p
∣∣∣∣
For the lens space L˜(p; q1) we shall consider the twisted boundary condition
φ(e
2piiq1
p z) = e
2pii`
p φ(z)
for some `. We get this boundary condition by iterating (2.2) q1 times, which gives ` = q1`
′
and the torsion can be written in the form
τ`(L˜(p; q1)) =
∣∣∣∣2 sin pi`′p
∣∣∣∣ = ∣∣∣∣2 sin piq−11 `p
∣∣∣∣
This extends Ray’s computation, which is valid for N ≥ 2, to the case of N = 1.
For a general lens space, we can always fix qN = 1 without imposing any restrictions.
We then use the notation L(p; q1, . . . qN−1) := L˜(p; q1, . . . , qN−1, 1) for the lens space.
We can also compute the Ray-Singer torsion with a trivial holonomy ` = 0. In this
case the result is
τ0 =
1
pN−1
(2.3)
We show this result by explicit computations in appendix A.1 for N = 1 and N = 3. The
case of N = 2 was addressed in the appendix of the paper [18]. From these results, we
conjecture that the above formula will hold for all integers N = 1, 2, 3, ....
Let us now obtain the Ray-Singer torsion for p-forms taking values in the fundamental
representation of the gauge group U(N). The lens space L(p; q1) has the fundamental
group Zp and the holonomies are maps from the fundamental group into U(N), labeled
by integers `i = 0, . . . , p− 1 for i = 1, . . . , N . Alternatively we can consider a partition of
N = N0 + N1 + · · · + Np−1 where N`, for ` = 0, . . . , p − 1, counts the number of indices
i = 1, . . . , N for which `i = `. The twisted boundary conditions are such that the field
component φij carries charge `i − `j under the U(1) that rotates along the Hopf fiber of
L(p; q1). The Ray-Singer torsion for U(N) is given by the product of the torsions for all
the field components ij. This can be expressed as
τ(`1,...,`N ),U(N) = [τ0]
N ′
p−1∏
`6=`′
[τ`−`′ ]
N`N`′
7
where N ′ =
∑p−1
`=0 N
2
` ≥ N . In the generic situation where all the `i’s are distinct so that
each N` ≤ 1, we have N ′ = N . To get the torsion for SU(N) gauge group, we impose the
restriction `1 + · · ·+ `N = 0 mod p. For SU(2) we get N` = Np−` = 1 for some `, and all
other N`′ = 0. The Ray-Singer torsion then becomes
τ`,SU(2) = τ0τ2`τ−2` =
16
p
(
sin
2piq−11 `
p
sin
2pi`
p
)2
We will now construct flat gauge fields with nontrivial holonomies for L(p; q) and for
L(p; q1, q2). We begin with considering the orbifold C2/Zp with the orbifold identification
(z1, z2) ∼
(
z1e
2piiq
p , z2e
2pii
p
)
The lens space L(p; q) is defined by the equation |z1|2 + |z2|2 = 1 in this orbifold. But
the lens space is smooth since the orbifold singularity is at the origin, away from the
lens space. Let us consider two coordinate patches, U1 = {z1 6= 0} = {0 < r} and
U2 = {z2 6= 0} = {r < 1} with r = |z1|. On the patch U2, we define
z1 = sin
θ
2
ei
q
p
ψ2−iφ2
z2 = cos
θ
2
ei
1
p
ψ2
We have the following rectangular T 2-identifications
ψ2 ∼ ψ2 + 2pi
φ2 ∼ φ2 + 2pi
Of course the metric on this T 2 is complicated, induced from the flat metric on C2, but here
the metric is not our concern. The above T 2 identifications are preserved by the mapping
class group SL(2,Z). To go to the patch U1 we shall preserve the T 2 identifications,
and hence the coordinate transformation must correspond to some element of SL(2,Z).
Indeed this is the case. The transformation that does the job reads
ψ2 = mψ1 + pφ1
φ2 = nψ1 + qφ1
where m and n are chosen so that
mq − np = 1 (2.4)
The existence of such m and n follows from Bezout’s theorem and the assumption that p
and q are relatively prime.
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We have the same torus identifications after the SL(2,Z) transformation,
ψ1 ∼ ψ1 + 2pi
φ1 ∼ φ1 + 2pi
We get
z1 = sin
θ
2
ei
1
p
ψ1
z2 = cos
θ
2
ei
m
p
ψ1+iφ1
which are coordinates on the patch U1. In particular we notice that since mq ≡ 1 mod
p, we realize the lens space identification by taking ψ1 → ψ1 + 2piq. Further since p and
q are relative prime, we generate all elements of Zp by taking integer multiples of q if we
count modulo p.
We now seek a flat connection which corresponds to the holonomy
exp
2pii`
p
when integrated over the closed path C that is specified by (for t ∈ [0, 2pi])ψ1
φ1
 =
t
0

using the coordinates on U1, and byψ2
φ2
 =
mt
nt

using the coordinates on U2.
One such flat connection on the patch U1 is given by
A|U1 =
`
p
dψ1
which is well defined over the entire U1. Note that over U1, the T
2 collapses to a circle
when |z2| = 0 or r = 1 and, even in the region near the circle, this connection A1 is well
defined. In the overlap region U1∩U2, the coordinate transformed version of A|U1 is given
by
A|U1∩U2 =
`
p
(qdψ2 − pdφ2)
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Again note that over U2, T
2 collapses to a circle when |z1| = r = 0. To make A well
defined all over U2, we need to make a large gauge transformation
A′ = A+ `dφ2 =
q`
p
dψ2
in the overlap of U1 ∩ U2. Then the connection
A′|U2 =
q`
p
dψ2
is well-defined all over U2.
Using (2.4) it is easy to see that
exp i
∫
C
A = exp i
∫
C
A′ = exp
2pii`
p
if C is in U1 ∩ U2. If C is not in U1, then we compute the holonomy using the expression
exp i
∫
C
A′ and if C is not in U2, then we use exp i
∫
C
A and we get the same result.
Thus we have shown that there exists a flat gauge field on L(p; q) with the above given
holonomy around C.
In the fundamental representation of SU(2) gauge group we wish to find a flat gauge
field corresponding to the holonomy
U` =
ω` 0
0 ωp−`

where we define ω = e2pii/p. In the path integral, we shall sum over all gauge inequivalent
holonomies. Since the Weyl group, which is a subgroup of the gauge group, permutes the
two diagonal elements in the holonomy, we see that gauge inequivalent holonomies are
obtained by restricting the range to ` = 0, 1, ..., [p/2] where [p/2] = p/2 if p is even, and
(p− 1)/2 if p is odd. If p is even, then we find two elements in the center, U0 = diag(1, 1)
and Up/2 = (−1,−1). If p is odd, the only element in the center is U0.
A corresponding flat gauge field in the fundamental representation of SU(2) is given
by
A|U1 =
`
p
1 0
0 −1
 dψ1
For U(1) gauge group, flat gauge fields on the lens space L(p; q) are classified by the
holonomy around the Hopf fiber
exp i
∫
C
A = exp
2pii`
p
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where ` = 0, ..., p− 1. These take values in pi1(L(p; q)) = Zp. The Chern-Simons action is
given by
S = − ik
4pi
∫
L(p;q)
A ∧ dA
in Euclidean signature. This action has been explicitly computed for q = p− 1 on a flat
gauge field in [21]. The result is4
exp(−S) = exp
(
−piik1− p
p
`2
)
This result is nontrivial, despite F = dA = 0 and so the CS action would naively be zero.
But the above definition of the CS action is not entirely correct when we need to cover
the manifold with many patches and the gauge field is related by gauge transformations
as we pass from one patch to another. A better way to define the CS action in such a
situation, is as S ∼ ∫
M4
F ∧ F where ∂M4 = L(p; q). Here F does not have to vanish on
M4. For the detailed construction of F , we refer to [21].
For SU(2) gauge group the value of Chern-Simons action has been obtained for a flat
gauge field corresponding to the holonomy
P exp i
∫
C
A =
exp 2pii`p 0
0 exp−2pii`
p

for all lens spaces in [22]. The result is
exp(−S) = exp
(
2piikq−1`2
p
)
where q−1q = 1 mod p. For q = p− 1 we have q−1 = p− 1 and
exp(−S) = exp
(
2piik
p− 1
p
`2
)
= exp
(
−2piik`
2
p
)
There is a factor 2 compared to the U(1) case, which we can understand as follows. The
SU(2) CS action on this flat gauge field with the above holonomy is given by
AdA+ (−A)d(−A) = 2AdA
where A denotes the U(1) gauge field. We may also notice that the minus sign in the
second step is consistent with taking k to −k in the resulting CS action for the lens space
4Since we are in Euclidean signature, we need an i in the CS action. The minus sign in the right hand
side is related to the choice of orientation of the lens space.
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L(p; 1). The lens spaces L(p; 1) and L(p; p− 1) are related by parity, which flips the sign
of k.
We now move on the L(p; q1, q2). We view S
5 as a circle bundle over CP2 that we can
cover with three patches
Ua = {(z1, z2, z3) ∈ S5 ⊂ C3|za 6= 0}
The lens space L(p; q1, q2) is defined as S
5/Zp where
(z1, z2, z3) ∼
(
z1e
2piiq1
p , z2e
2piiq2
p , z3e
2pii
p
)
(2.5)
On U3 we use the coordinates
z1 = sinχ cos
θ
2
ei
q1
p
y3+iψ3+iφ3
z2 = sinχ sin
θ
2
ei
q2
p
y3−iψ3
z3 = cosχe
i 1
p
y3
The lens space identification (2.5) is obtained by taking y3 → y3 + 2pi. The coordinates
χ and θ may be used on all three patches if we understand that their ranges are different
depending on the patch,
U3 = {0 ≤ χ < pi/2, 0 ≤ θ ≤ pi}
U2 = {0 < χ ≤ pi/2, 0 < θ ≤ pi}
U1 = {0 < χ ≤ pi/2, 0 ≤ θ < pi}
The coordinates (y3, ψ3, φ3) take values in a three-torus T
3 = R3/(2piZ)3. We map from
U3 to U2 by the following SL(3,Z) coordinate transformation
y3
ψ3
φ3
 =

m p 0
n q2 0
−n 1− q1 − q2 1


y2
ψ2
φ2

where m and n are such that
mq2 − np = 1 (2.6)
Since SL(3,Z) is the mapping class group of T 3, we have (y2, φ2, φ2) ∈ T 3 and
z1 = sinχ cos
θ
2
ei
q1m
p
y2+iψ2+iφ2
z2 = sinχ sin
θ
2
ei
1
p
y2
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z3 = cosχe
im
p
y2+iψ2
and the lens space identification (2.5) is obtained by taking y2 → y2 + 2piq2.
We map from U3 to U1 by the following SL(3,Z) transformation,
y3
ψ3
φ3
 =

m˜ −p −p
0 1− q2 −q2
−n˜ −1 + q1 + q2 q1 + q2


y1
ψ1
φ1

where m˜ and n˜ are such that
m˜q1 − n˜p = 1 (2.7)
Then we get
z1 = sinχ cos
θ
2
ei
1
p
y1
z2 = sinχ sin
θ
2
ei
q2m˜
p
y1−iψ1
z3 = cosχe
i m˜
p
y1−iψ1−iφ1
By using q1m˜ ≡ 1 mod p, we find the lens space identification (2.5) by taking y1 →
y1 + 2piq1.
The map from U2 to U1 can be obtained by composing the map from U2 to U3 (the
inverse of the map from U3 to U2) and the map from U3 to U1.
In the overlap U1 ∩ U2 ∩ U3, we take the gauge field as
A =
`
p
dy3 =
`
p
(mdy2 + pdψ2) =
`
p
(m˜dy1 − pdψ1 − pdφ1)
Just as we did in 3d case, here again we shall remove Dirac string singularities in order
to have a well-defined gauge potential on the patches U2 and U3. Thus we define
A|U3 =
`
p
dy3
A′|U2 =
`
p
mdy2
A′′|U1 =
`
p
m˜dy1
On the overlap regions these gauge fields are related by large gauge transformations.
The path C along which we integrate the holonomy is expressed as follows in the three
coordinate patches respectively as follows,
(y3, ψ3, φ3) = (1, 0, 0)t
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(y2, ψ2, φ2) = (q2,−n, (1− q1)n)t
(y1, ψ1, φ1) = (q1, q2n˜, (1− q2)n˜)t
where t ∈ [0, 2pi]. The holonomy remains the same after the large gauge transformations
and is the same irrespectively of which patch we compute it in and is given by
exp i
∫
C
A = exp i
∫
C
A′ = exp i
∫
C
A′′ = exp
2pii`
p
To see this, we use the relations (2.6) and (2.7).
For SU(2) gauge group we also have a flat gauge field that we get simply multiplying
the U(1) flat gauge field by the matrix diag(1,−1) and for U(N) gauge group we have
the flat gauge field
A|U3 =
1
p

`1
. . .
`N
 dy3
Thus we find that to each possible holonomy
exp
2pii
p

`1
. . .
`N

around the fiber of L(p; q1, q2), there is a corresponding flat gauge field, which is defined
on each coordinate patch and related to different patches by gauge transformations.
3 One-dimensional fermionic Chern-Simons
Before turning to the more complicated case of 5d FCS, we will consider 1d FCS, that is,
quantum mechanics with one real fermion. Let us consider a hermitian operator a subject
to the algebra
a2 = 1
and assume that there is one state |0〉. Acting with a we get another state |1〉 = a |0〉.
It is not possible for a to annihilate |0〉, since by acting twice by a we shall get back |0〉.
If we act by a on |1〉 we get a |1〉 = |0〉 by using a2 = 1. Let us normalize the state
as 〈0 | 0〉 = 1. Inserting 1 = a†a, we get 〈1 | 1〉 = 1. We have 〈0 | 1〉 = 〈1 | 0〉 = 0 as a
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consequence of the requirement that the 2× 2 matrix realization of a shall square to the
identity matrix. We have the completeness relation
|0〉 〈0|+ |1〉 〈1| = 1
We introduce a Grassmann odd parameter ψ such that ψψ = 0 which we can integrate
over with the usual rules ∫
dψ = 0∫
dψψ = 1
We have the anticommutativity property,
aψ = −ψa
We define the state
|ψ〉 = |0〉+ |1〉ψ
The conjugate state is
〈ψ| = 〈0|+ ψ 〈1|
We have the following properties
〈ψ′ |ψ〉 = eψ′ψ
〈ψ′ | a |ψ〉 = ψ′ + ψ∫
dψ |−ψ〉 〈ψ| a = 1∫
dψ 〈ψ| aA |ψ〉 = trA
The partition function can be written as
Z = tr1 =
∫
dψ 〈ψ| a |ψ〉 =
∫
dψ 〈ψ| a(aa)(aa) · · · (aa) |ψ〉
=
∫
dψ 〈ψ|1a(1a1a) · · · (1a1a) |ψ〉
We use the completeness relation which absorbs all the operators a and we get
Z =
∫
dψdψN · · · dψ1 〈ψ | −ψN〉 〈ψN | −ψN−1〉 · · · 〈ψ1 |ψ〉
=
∫
dψdψN · · · dψ1e−ψψN+ψNψN−1+···+ψ1ψ
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=∫
dψdψN · · · dψ1e−
(
(−ψ) (−ψ)−ψN

+···+ψ1 ψ1−ψ
)
We can compute this partition function for any odd integer N and always get the same
answer,
Z = 2
which counts the number of states. In the limit N →∞, we get the path integral
Z =
∫
DψeiS
where we take the antiperiodic boundary condition ψ(2pi) = −ψ(0) and the FCS action
is given by
S =
k
4pi
∫ 2pi
0
dtψψ˙
Here k is a real parameter that will be determined by matching with canonical quantiza-
tion. Since the fermionic fields are anticommuting, the FCS action is purely imaginary.
We find that this choice is necessary in order for the partition function to become a real
number. We compute the path integral by expanding the field in orthonormalized modes
with respect to the metric (or line element) dt. Our mode expansion reads
ψ(t) =
∑
n∈Z
ψn+ 1
2
ei(n+
1
2)t
The action is
S = −ik
∞∑
n=0
(
n+
1
2
)
ψn+ 1
2
ψ−n− 1
2
We compute this using Hurwitz zeta function as follows,
Z =
∞∏
n=0
[
k
(
n+
1
2
)]
=
√
ke−ζ
′(0, 1
2
) =
√
2k
where we choose the fermionic measure as
Dψ =
∞∏
n=0
dψn+ 1
2
dψ−n− 1
2
To match with the result from canonical quantization, that is Z = 2, we shall take k = 2.
Let us next compute the Witten index. We define a fermion number operator as
(−1)F |0〉 = |0〉
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(−1)F |1〉 = − |1〉
This means that
(−1)Fa = −a(−1)F
(−1)F |ψ〉 = |−ψ〉
The Witten index is
I = tr(−1)F =
∫
dψ 〈ψ| a(−1)F |ψ〉 = −
∫
dψ 〈−ψ| a |ψ〉
If we then follow through the same steps as above, we end up with the same path integral
but with the boundary condition ψ(2pi) = ψ(0) and in that case we get
I = 0
when we compute the resulting expression for any odd number N of steps. This is easy
to see for N = 1. Then the exponent becomes ψψ1 + ψ1ψ = 0 and the integration over ψ
and ψ1 yields zero.
Since a2 = 1, we can introduce projection operators
P± =
1
2
(1± a)
Orthonormalized eigenstates of P± are
|±〉 = 1√
2
(|0〉 ± |1〉)
Now a |±〉 = ± |±〉, and (−1)F maps the two states into each other, (−1)F |±〉 = |∓〉.
We have the projected Witten index
I+ = tr
(
(−1)FP+
)
= 〈+| (−1)F |+〉 = 〈+ | −〉 = 0
We can imagine a different definition where we instead define (−1)F = a. With this
definition we declare |+〉 is bosonic and |−〉 is fermionic and then we get
I+ = tr
(
(−1)FP+
)
= 〈+| a |+〉 = 〈+ |+〉 = 1
To connect with the path integral, an attempt would be to define
|ψ〉 = eψ |+〉
since then, by using aψ = −ψa,
(−1)F |ψ〉 = |−ψ〉
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which leads to a path integral with periodic boundary condition. However, the action
turns out to become nonlocal.
Let us next compute the Witten index by taking out the zero mode. We then consider
the path integral
I =
∫
DψeiS
with periodic boundary condition. We expand the field in modes
ψ(t) =
∑
n6=0
ψne
int
The action becomes
S = −ik
∞∑
n=1
nψnψ−n
The index becomes
Iosc =
∞∏
n=1
kn =
√
2pi
k
where we use the fermionic measure
Dψ =
∞∏
n=1
dψndψ−n
Now we have gauge fixed a fermionic zero mode. As we illustrate in the appendix C,
when we do this, we shall also divide the result by the volume of the gauge group. Here
the gauge group depends on the context. If the gauge group is trivial, we shall not
divide by anything. But if the gauge group is U(1) acting trivially on ψ in the adjoint
representation, then we shall divide by its volume V .
Let us now consider the following nonabelian generalization with the action
S =
k
8pi
∫ 2pi
0
dttrR(ψDtψ)
where the trace is taken in some representation R of the gauge group. We define Dtψ =
ψ˙ − i[At, ψ] where At is a background gauge field. Let us now restrict to the gauge
group SU(2) and let the gauge field be At = At3T
3 where [T 3, T±] = ±T±. We expand
ψ = ψ3T
3 + ψ+T
+ + ψ−T− and find
Dtψ3 = ψ˙3
Dtψ± = ψ˙± ∓ iAt3ψ±
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Let us assume the generators are in the fundamental representation, R = , of SU(2)
and let us normalize the generators so that tr(T
3T 3) = 2 and tr(T
+T−) = 1. Then the
action becomes a sum of two terms, S = S3 + S+ where
S3 =
k
4pi
∫ 2pi
0
dtψ3ψ˙3
S+ =
k
4pi
∫ 2pi
0
dt
(
ψ+ψ˙− − iAt3ψ+ψ−
)
The holonomy is
U =
eih 0
0 e−ih

where h =
∫ 2pi
0
dtAt3. The Witten index splits into a product I = I3I+. From the previous
result we get from S3 the contribution I3 = Iosc/V . From S+ we get
I+ =
∏
n∈Z
(
n+
h
2pi
)
= 2i sin
(
h
2
)
for h 6= 0, where in the last step we used zeta function regularization. This does not
depend on k. We also know that the Witten index shall be ±2i sin(h/2) from canonical
quantization, since this is the sum over two states, spin-down and spin-down, with a
relative minus sign as we are computing a Witten index. This gives the sine function
multiplied by the factor of ±2i. The sign depends on how we define the fermion number
F when we define the Witten index – whether the spin-up state is taken as the fermionic
or the bosonic state.
For general gauge group, holonomy U 6= 1 in the representation R, the Ray-Singer
torsion on S1 is given by [23, 24]
τ = det R(1− U)
If we specialize this formula to the fundamental representation of SU(2), then this yields
τ = (1− eih)(1− e−ih) =
(
2 sin
(
h
2
))2
We see that up to a phase factor ±i, the fermionic Chern-Simons action computes the
square root of the RS torsion on S1.
We can restrict ourselves to h = 2pi(2`)/p in which case we can view this as the torsion
of the lens space L(p) = S1/Zp. The partition function is given by
I = I3I+(0) +
p−1
2∑
`=1
I3I+(`) (3.1)
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where
I3 =
Iosc
V
I+(0) = (Iosc)
2
I+(`) = 2i sin
2pi`
p
This expression is explained as follows: when ` = 0 we get the zero mode contribution
from ψ3, ψ+, ψ−, whereas when ` 6= 0 we get the zero mode contribution only from ψ3.
We note that U(1) inside SU(2) is generated by T 3, so for I3 we divide by V but for I+(0)
we do not divide by V since there is no U(1) associated with I+(0). We get the squared
expression I+ = (Iosc)
2 as can be understood by rewriting the Lagrangian in terms of real
spinor components: ψ+ψ˙− = ψ1ψ˙1 + ψ2ψ˙2. Now we can write this in the form
I = e
3pii
2
 1
Vol(SU(2))
√
τ0,SU(2) +
1
Vol(U(1))
p−1
2∑
`=1
√
τ`,SU(2)
 (3.2)
where the radius of SU(2) and the volume V shall be taken as
r =
√
i
pi
√
k
2pi
, (3.3)
V = 2
√
pi (3.4)
To show this result, we need to notice that I+(`) lies in the upper halfplane for all values
` = 1, ..., (p − 1)/2. The overall phase factor e 3pii2 is should somehow come from the
BRST gauge fixing of the fermionic zero mode, since that gives the same factor for all
the holonomy sectors. We notice that by requiring V coincides with Vol(U(1)) = 2pir we
have to fix k = −2pii. For this value the abelian FCS action becomes
S = − i
2
∫ 2pi
0
dtψψ˙
which is both real and canonically normalized.
4 Five-dimensional fermionic Chern-Simons
In [14] we found that maximally twisted 5d MSYM gives a 5d fermionic Chern-Simons
theory. This is a topological field theory. We are now interested in its partition function.
Since the action is topological, the partition function should be a topological invariant of
the five-manifold M5.
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Let us begin with assuming the gauge group is U(1). If we introduce the linear
combinations
Am = Am − φm
Am = Am + φm
then the Lagrangian can be expressed as
L = LFCS + δV
where the fermionic Chern-Simons term is
LFCS = − i
8
mnpqrψmn∂pψqr
and the gauge fixing fermion that arises from twisting of 5d MSYM is given by
V =
1
4
Fmnψmn − 1
2
φψ − φm∂mψ
By an integration by parts we can write this as
V = −1
2
AnDmψmn − 1
2
φψ − φm∂mψ
which is on the form that shows that this will correspond to the gauge fixing condition
Dmψmn = 0
The BRST variations, which are inherited from the 5d MSYM supersymmetry upon
twisting, read
δψmn = Fmn
δψm = 0
δψ = −φ
δAm = −2iψm
δAm = 0
δφ = 0
While these fix the two-form gauge symmetry for ψmn, they still leave a residual gauge
symmetry for Am which we need to further BRST gauge fix. We do that in the usual
fashion by adding the anticommuting c and c¯ ghosts and the auxiliary field B for which
we have the standard Yang-Mills BRST variations
δ′Am = ∂mc
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δ′B = 0
δ′c = 0
δ′c¯ = iB
These are nilpotent, δ′2 = 0 and they commute with the supersymmetry variations,
{δ, δ′} = 0. A convenient choice for this second gauge fixing fermion is
V ′ = −ic¯
(
∇mAm + φ− α
2
B
)
We then get
δ′V ′ = B (∇mAm + φ)− α
2
B2 + ic¯∇m∂mc
δV =
1
4
FmnFmn + 1
2
φ2 + φm∂mφ
+
i
2
ψmn (∂mψn − ∂nψm) + iψm∂mψ
and δV ′ = δ′V = 0. The full Lagrangian is
L = − i
8
mnpqrψmn∂pψqr + (δ + δ
′) (V + V ′)
We now integrate out φ and then B. We then end up with
L = 1
4
F 2mn +
1
2(α + 1)
(∇mAm)2
−1
4
φ2mn −
1
2
(∇mφm)2 + ic¯∇m∂mc
+
i
2
ψmn (∂mψn − ∂nψm) + iψm∂mψ
− i
8
mnpqrψmn∂pψqr
We then take α = 0 to get the bosonic part of the action as
SB =
1
2
(A,41A)− 1
2
(φ,41φ) + i(c¯,40c)
The action for the fermions can be written in the form
SF =
1
2
(Ψ, LΨ)
where Ψ := (ψ2, ψ1, ψ0)
T and
L = i

− ∗ d d 0
−d† 0 d
0 −d† 0

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is a hermitian operator that squares to
L2 =

42 0 0
0 41 0
0 0 40

We get the following contributions to the partition function,
Zφ =
1
det
1
241
ZYM =
det40
det
1
241
ZF = det
1
442 det 1441 det 1440
coming from the fields φm, the Yang-Mills gauge field Am, and the fermionic fields
ψ, ψm, ψmn respectively. In these determinants, we can find zero modes. We will as-
sume that b0 = b5 = 1 and that all the other Betti numbers are vanishing. This includes
the lens spaces. In this case we have zero modes only coming from det40, which appears
in both the fermionic part as well as the ghost part coming from the gauge fixing of the
YM gauge potential. These are all fermionic ghost zero modes, which appear as a result
of trying to gauge fix a gauge symmetry by a gauge fixing function that has a zero mode.
These ghost zero modes come from fermionic ghosts associated with the gauge fixing of
the fermionic two-form gauge symmetry and the YM gauge symmetry respectively. We
should remove all ghost zero modes by further BRST gauge fixing. We present in detail
how this is done in the appendix D. We define
Zosc = ZφZ
′
YMZ
′
F =
√
τosc
where τosc is defined in (4.3) below and primes are used to indicate that zero modes are
taken out from the determinants. The full partition function is obtained by dividing by
the volume of the gauge group bundle G
Z =
1
Vol(G)Zosc (4.1)
In the appendix C we argue that when we take out a fermionic ghost zero mode that is
associated with a gauge fixing that leaves a residual gauge symmetry, we shall divide by
a corresponding volume factor of the unbroken gauge group. See also [8], [9], [10], [11]
and the lectures [25]. Now this result has been applied to nonabelian 3d CS perturbation
theory where we expand around some flat background gauge field and the unbroken gauge
group refers to the stability group for that background gauge field. But here we have an
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abelian gauge group and perhaps then the background field may be thought of as the
gauge field is zero, around which we ‘expand’ to quadratic order (that is, abelian theory
with no interactions). That background gauge field being zero, does not break the abelian
gauge group, so we have to divide by it. That is, we divide by the volume Vol(G). Now
the Zosc factor in the partition function has only a contribution coming from the oscillator
modes since the zero modes have been taken out (or gauge fixed away). But we anticipate
the full partition function will involve the Ray-Singer torsion which has both a zero mode
part and an oscillator mode part. Indeed the zero mode contribution to the Ray-Singer
torsion comes from the division by Vol(G). As explained in [25] (Eq. (3.64) in the arxiv
version v5), we have
Vol(G) = Vol(U(1))Vol(M5) 12
so we get
Z =
1
Vol(U(1))
√
τ
where τ = τzeroτosc is the Ray-Singer torsion, composed of the zero mode and the oscillator
mode contributions
τzero =
1
Vol(M5)
(4.2)
τosc =
det ′
1
242 det ′ 5240
det ′
3
241
(4.3)
The Ray-Singer torsion is independent of the volume, but the determinants do depend on
the volume. If R denotes a typical length scale of M5, then all the Laplacians will scale
like 4 ∼ R−2, and so
det4 ∼ R−2ζ4(0) = R2bp
where bp = dimHp. Both steps in the above relation are nontrivial. We refer to appendix
B for more details. Let us now consider the oscillator mode contribution to the Ray-Singer
torsion,
τosc =
5∏
p=0
(det4p)−(−1)
p p
2 ∼
5∏
p=0
R−(−1)
ppbp
Thus this will have a nontrivial dependence on R, that we need to cancel by multiplying
by a zero mode contribution. Let us assume that b0 = b5 = 1 and all other Betti numbers
are zero. Then
τosc ∼ R5
24
We thus need the zero mode contribution to be
τzero ∼ 1
Vol(M5)
to cancel the dependence on R, as Vol(M5) ∼ R5. We verify explicitly this dependence
on R for the case that M5 = L(p; 1, 1) in the appendix A.1 where we get
τzero =
p
pi3R5
τosc =
pi3R5
p3
The full partition function on L(p; 1, 1) for abelian gauge group is now
Z =
p
Vol(U(1))
√
τ =
1
Vol(U(1))
(4.4)
Here the factor of p comes from summing over all holonomy sectors ` = 0, ..., p − 1. For
abelian gauge group, the Weyl group is trivial and so we do not cut the sum at = (p−1)/2
as we do for SU(2) gauge group. Since all fields are in adjoint which is trivial for U(1)
gauge group, all holonomy sectors give rise to the same result and we just sum them
up which leads to a factor of p. The partition function is independent of R and it is a
topological invariant.
4.1 Nonabelian gauge group
For a nonabelian gauge group with all the fields transforming in the adjoint representation
we introduce the covariant derivatives
Dm = ∇m − iAm
Dm = ∇m − iAm
The nonabelian fermionic Chern-Simons Lagrangian is given by
L5d = LFCS + δV
where
LFCS = − i
2
mnpqrTr (ψmnDpψqr)
and the gauge fixing fermion is chosen as
V = tr
(
1
2
Fmnψmn − 1
2
φψ − φmDmψ
)
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The 2-form BRST variations read
δψmn =
1
2
Fmn
δψm = 0
δψ = −φ
δAm = −2iψm
δAm = 0
δφ = 0
As before these fix the two-form gauge symmetry for ψmn, and we need to fix the residual
gauge symmetry for the one-form Am. The standard Yang-Mills BRST variations would
not commute with the above 2-form BRST variations, so instead we take these one-form
BRST variations as
δ′Am = 0
δ′Am = Dmc
δ′B = 0
δ′c =
i
2
{c, c}
δ′c¯ = iB
These are still nilpotent, δ′2 = 0 but now these also commute with the 2-form BRST
variations, {δ, δ′} = 0. A convenient choice for the second gauge fixing fermion is
V ′ = tr
(
−ic¯
(
∇mAm + φ− α
2
B
))
which gives
δ′V ′ = tr
(
B (∇mAm −∇mφm + φ)− α
2
B2 + ic¯∇mDmc
)
δ′V = 0
δV ′ = 0
δV = tr
(
1
4
FmnFmn + 1
2
φ2 − φDmφm
)
Then integrating out φ puts φ = Dmφm − B and then integrating out B puts B =
1
1+α
DmAm. Thus after integrating out all the auxiliary fields, we get
L = tr
(
1
4
F¯mnFmn − 1
2
(Dmφm)2 + 1
2(α + 1)
(DmAm)2 − ic¯∇mDmc
)
− i
8
mnpqrtr (ψmnDpψqr)
Preserving just one scalar real supercharge (or BRST charge), we can put the 5d FCS
theory a generic five-manifold M5, which has no isometries. Then supersymmetric field
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configurations satisfy
F = 0
d†φ = 0
Here5
F = F − idφ+ iφ2
so that the BPS equations become
F + iφ2 = 0
dφ = 0
d†φ = 0
This says that φ shall be a harmonic one-form. If we assume that the first cohomology
group H1(M5,Z) is trivial, this implies that
F = 0
φ = 0
and the only BPS configurations are flat connections.
Let us now assume that M5 is a K-contact manifold. Then it has a unit normalizable
Killing vector vm. if Gmn is the metric, then we define a contact one-form as κm = Gmnv
n
and unit norm means κmv
m = 1. Now in addition to the flat connections, we now also
have contact instantons [26] as saddle points, satisfying
F = ∗(κ ∧ F )
ιvF = 0
We can add further BRST exact terms which will enhance the supersymmetry to two
supercharges [14] and then the contact instantons can become supersymmetric solutions.
Yet these instanton configurations are never localization points since the BRST exact
part of the action is always nonzero on these instantons. These contributions will become
exponentially suppressed and in the localization limit their contribution to the partition
function becomes zero. This may sound counter-intuitive since the Yang-Mills action
evaluated on contact instantons is proportional to R
T
where R is the radius of S5/Zp
and T is the radius of the time-circle along which we reduce from 6d to 5d. Small
5Here we Wick rotate φm into iφm, which, as we explained in [14], corresponds to Wick rotating time
in the 6d theory. As we also explained there, BPS equations are better analyzed in this Euclidean theory.
27
instantons correspond to Kaluza-Klein modes under dimensional reduction from 6d. This
suggests that the value of the classical Yang-Mills action in 5d theory could have a physical
interpretation as a Kaluza-Klein momentum. But this is in contradiction with the fact
that the Yang-Mills term sits in the BRST exact part of the Lagrangian and the fact
that we can rescale the BRST exact part at our wish without affecting any physical
observables. Then the ratio R
T
can not have any invariant significance. This is not a
contradiction though, since nothing depends on radius R since the theory is topological
over S5/Zp and the ratio RT has no invariant physical meaning.
Assuming gauge group SU(2), then on S5/Zp = L(p; q1, q2) we can have holonomies
U =
e 2pii`p 0
0 e−
2pii`
p

labeled by integers subject to the Zp identification ` ∼ ` + p. Unlike the case with
3d CS classical action when evaluated on a flat gauge field, which gives a phase when
exponentiated, here we have the 5d YM action which is vanishing on a flat gauge field.
The whole action is vanishing on the flat gauge field background.
Now we can apply the localization method as follows. We write the full Lagrangian as
LFCS + cδVtot where Vtot = V + V ′ and c > 0 is a parameter on which nothing depends.
We may then take c → ∞. Then the path integral localizes to localization points where
δVtot = 0 and its first derivative is zero. For this argument to work, we need δVtot ≥ 0,
which, we have assured ourselves, is the case. All the sectors with nontrivial holonomies
are kept since at these localization points we have δVtot = 0.
It remains to compute the one-loop determinant for the fluctuations around flat gauge
field backgrounds. We rescale all the fluctuation fields around the classical flat gauge
field background by the factor 1/
√
c. This has the effect of rescaling the FCS term by
1/c. Taking c large, we can neglect all higher order interaction terms in the fluctuation
fields and only consider the one-loop approximation which becomes exact as we take c to
infinity. If we denote by dA = d− i[A, ·], then the fermionic operator L becomes
L = i

− ∗ dA/c dA 0
−d†A 0 dA
0 −d†A 0

whose square is
L2 =

d†AdA/c
2 + dAd
†
A 0 0
0 41 0
0 0 40

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if being understood that these Laplacians are given in terms of the background gauge
field by dAd
†
A + d
†
AdA. Let us put C = 1/c
2 that we would like take towards zero in order
to localize the path integral. We now have to consider the following determinant
det (C4coex2 +4ex2 ) = det (C4coex2 +4coex1 ) = det (C4coex2 ) det (4coex1 )
We have the following result (see Eq. (B.2) in the appendix B.1)
det (C4p) = C−bp det4p
Also, from
det(C4p) = det(C4coexp ) det(C4coexp−1 )
we can iteratively deduce the scaling behavior of det
(
C4coexp
)
, starting with
det (C4coex0 ) = C−b0 det4coex0
which is valid simply because 40 = 4coex0 . Then we get iteratively
det (C4coex1 ) = C−b1+b0 det4coex1
det (C4coex2 ) = C−b2+b1−b0 det4coex2
and so in particular we get
det (C4coex2 +4ex2 ) = C−b2+b1−b0 det42
We then get the following contributions to the partition function,
Zφ =
1
det
1
241
ZYM =
det40
det
1
241
ZF = C
(−b2+b1−b0)/4 det
1
442 det 1441 det 1440
These are the contributions from the fields φm, the Yang-Mills part Am, and the fermionic
part, respectively. We find zero modes, which we take out. Then multiplying the contri-
butions together gives the following oscillator mode contribution to the partition function
Zosc = ZφZ
′
YMZ
′
F = C
(−b2+b1−b0)/4(τosc)
1
2
It now seems that Zosc ∼ C−b0/4 = cb0/2 depends on a coefficient c that we will take
to infinity. (We will assume that b1 = b2 = 0, and let us also recall that b0 = dimHA
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where A represents the background gauge field and HA is the isotropy group preserving
this background gauge field.) No matter how small we make C, the contribution from
the FCS-term can not be neglected when we compute the one-loop determinant. The
normal situation in supersymmetric localization is that we can neglect the contribution
from the original action when we compute the one-loop determinants and only the BRST
exact terms contribute to the one-loop determinants. The quadratic terms that sit in the
original action are suppressed by the factor C = 1/c2 compared to the quadratic terms
that sit in the BRST exact terms. Here the situation is different since there are no terms
that are quadratic in ψ2 in the BRST exact part of our Lagrangian. The leading quadratic
term in ψ2 is in the original FCS-term, so this contribution can not be neglected when we
compute the one-loop determinant, and hence our dependence on the coefficient c. But
in our computation we forgot to take into account a corresponding rescaling in the path
integral measure. If we rescale all the modes, then this has no effect on the measure.
Since our manifold is compact, the modes form a countable set. Let us label the modes
by an integer n. Then the measure receives a product factor
∏
n∈Z
1√
c
= 1 by rescaling all
the modes by a factor of 1√
c
. When we take out a zero mode n = 0, the product starts
to depend on c as
∏
n6=0
1√
c
=
√
c. Since there are b0 zero modes in total, we get from
the path integral measure the factor cb0/2. The precise way to see this is by expanding in
mode functions that are eigenmodes of the laplace operator 40 on M5, and then use zeta
function regularization for the infinite product over nonvanishing eigenmodes (nonzero
modes) of 40, ∏
n6=0
1√
c
=
(
1√
c
)ζ40 (0)
= cb0/2
where in the last step we used the Minakshisundaram-Pleijel theorem ζ40(0) = −b0 (see
appendix B.1). Now the exponent has the wrong sign – we need c−b0/2 to cancel the
above c-dependence from the determinants. But this is actually what we have since the
contribution to the zero modes comes from fermionic fields rather than from bosonic fields.
For fermionic fields we have the following property d( 1√
c
ψ) =
√
cdψ when we rescale the
field, the differential in the measure is rescaled by the inverse factor. So for fermionic
fields we will encounter the product
∏
n 6=0
√
c = 1√
c
instead and this gives us the desired
factor of c−b0/2 that cancels out all the dependence on c.
Our Laplacian operators are defined in a flat gauge field background. Alternatively we
consider fields that are satisfying twisted boundary conditions along the Hopf circle. We
shall sum over all gauge inequivalent flat gauge field backgrounds. For SU(2) gauge group
and lens space L(p; q1, q2) that amounts to a sum over flat gauge fields that we constructed
explicitly in section 2 and which are labeled by ` = 0, 1, ..., (p − 1)/2 assuming p is odd.
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We need to multiple by a factor Zzero that is obtained by dividing by the volume factor
[25]
Vol(HA`) = Vol(HA`)(Vol(M5))
1
2
dim(H
A`
)
where HA` denotes the subgroup of the gauge group that leaves the background gauge
field A` invariant. For gauge group SU(2), these volume factors are
Vol(G) = Vol(SU(2))(Vol(L(p; q1, q2))) 32
for ` = 0 and
Vol(H) = Vol(U(1))(Vol(L(p; q1, q2))) 12
for ` > 0. The Ray-Singer torsion for SU(2) gauge group is given by (1.4), which we can
separate into a zero mode factor and an oscillator mode factor for each ` as
τ0,SU(2) = [τ0,zeroτ0,osc]
3
τ`,SU(2) = [τ0,zeroτ0,osc] τ2`τ−2`
where τ0,zero =
1
Vol(L(p;q1,q2))
. The resulting partition function becomes precisely of the
form presented in Eq (1.5). Unlike the case for 3d CS, for 5d FCS this one-loop result is
exact by the localization principle.
It remains the question of the normalization of the 5d FCS term, or equivalently, the
question of the radius of the SU(2) gauge group. We will not fully solve this problem,
but will be able to derive the dependence on kF , where we normalize the 5d FCS term as
ikF
2
∫
tr(ψ2 ∧ dAψ2) = ikF
2
(ψ2, ∗dAψ2)
This leads to a determinant
det(ikF ∗ dA)1/2 (4.5)
in the space of non-harmonic two-forms. The kF -dependence of the determinant (4.5) can
be inferred from
∗dA ∗ dA = 4coex2
together with the formula
det(k2F4coex2 )1/4 = k(−b2+b1−b0)/2F det(4coex2 )1/4
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Then for b2 = b1 = 0 and b0 being the dimension of the unbroken gauge group, this leads
to the kF -dependence ∼ k−b0/2F . Unlike the dependence on c above, the dependence on
kF is genuine. The reason why, is that kF multiplies the FCS term, while c multiplies
the BRST exact terms. Also here we did not need to rescale the field and so we did not
change the path integral measure as we did when we extracted the dependence on c.
Let us compare this dependence on kF with the dependence on k for 3d CS perturba-
tion theory. There we have the CS term
k
4pi
(B, ∗dAB)
where B represents a fluctuation of the gauge field around the background A. This leads
to the determinant
1
det(k ∗ dA) =
1
k(−b1+b0)/2 det(∗dA)
and we get the k-dependence ∼ k−b0/2 (assuming that b1 = 0), which is of the same
form as we found for 5d FCS. That suggests that as an alternative to our localization
compuation, we should also be able to study 5d FCS theory using perturbation theory in
a small coupling 1/kF .
5 Higher-dimensional knot theory
In [27], abelian 3d CS was used to describe links by associating a Wilson loop with a link
or a knot. Here we would like to generalize this to links and knots that are made of closed
2d surfaces embedded in a 5d manifold. The first question we should ask is what would
be the definition of the Wilson surface that we should associate with such a 2d surface?
At least if the gauge group is abelian, we can dualize the 5d YM gauge potential A1
into a bosonic two-form B2 by taking dB2 = ∗dA1. We can then use this two-form to
define a Wilson surface as
W (Σ1) = exp
(
iei
∫
Σi
B
)
where ei is the charge associated with the loop whose trajectory forms the surface Σi.
However, this can not be used to describe knots made of closed 2d surfaces (surfaces that
form topologically nontrivial links and knot configurations) in 5d. The reason is that the
linking number is anti-symmetric under exchange of two surfaces in 5d.
Instead we should use a fermionic two-form ψ2. We associate an anticommuting pa-
rameter θi with each surface Σi embedded in some five-manifold. One may think on θi as
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the fermionic analog of electric charge. The product θiψ2 should have scaling dimension
zero, since only then can we form a fermionic Wilson surface as
W (Σi) = exp
(
θi
∫
Σi
ψ2
)
This Wilson surface becomes a unitary operator without the insertion of any extra factor
of i in the exponent, if θi and ψ2 are real and anticommuting. In R5 we can have two 2d
closed oriented surfaces linking each other. The Gauss linking formula gives the linking
number of two such surfaces Σi and Σj as
`k(Σi,Σj) ∼
∫
Σi
dxm ∧ dxn
∫
Σj
dyp ∧ dyqmnpqr x
r − yr
|x− y|5
This linking number is anti-symmetric in 5d
`k(Σi,Σj) = −`k(Σj,Σi)
We now notice that fermionic Chern-Simons leads to the propagator
〈ψmn(x)ψpq(y)〉 ∼ mnpqr x
r − yr
|x− y|5
and so we can compute this linking number from the expectation value of two Wilson
surfaces
`k(Σi,Σj) = 〈W (Σi)W (Σj)〉
More generally, if we have a disconnected set of surfaces Σi, we define our Wilson
surface as
W (Σ1, ...,Σn) = exp
(
n∑
i=1
θi
∫
Σi
ψ2
)
= exp
(
n∑
i=1
θi
∫
ψ2 ∧ δΣi
)
= exp
(∫
ψ2 ∧ δfΣ
)
Here we define a fermionic Poincare dual as
δfΣ :=
n∑
i=1
θiδΣi
and δΣi are the usual Poincare duals of Σi, defined by∫
ψ2 ∧ δΣi =
∫
Σi
ψ2
We can now compute the expectation value of this generalized Wilson surface,
〈W (Σ1, ...,Σn)〉 =
∫
Dψ2e i2
∫
(ψ2∧dψ2−2iψ2∧δfΣ)
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by shifting the fermionic field as
χ = ψ − iδΣ
We then complete the square, and we get
〈W (Σ1, ...,Σn)〉 = 〈1〉 e
∫
δfΣ∧δfD = 〈1〉 eθiθj
∫
δΣi∧δDj = 〈1〉 eθiθj`k(Σi,Σj)
where we define the linking number as
`k(Σi,Σj) =
∫
δΣi ∧ δDj
with ∂Di = Mi. Now we can understand the absence of framing dependent factor in the
partition function. The self-intersection is simply removed by the anticommuting property
θiθj = −θjθi. So we do not need to consider the issue of framing to define the otherwise
ambiguous self-intersection numbers.
6 Uplift to six dimensions
The maximal twist of the M5 brane theory amounts to identifying the R-symmetry group
SO(5) with the SO(5) ⊂ SO(1, 5) in the Lorentz group. Once this twist is done, we can
preserve one scalar supercharge on any Lorentzian six-manifold M6 = R×M5 with metric
ds2 = −dt2 +Gmndxmdxn
The action is
SB =
1
2
(
−1
2
(B2, 4˜2B2)− 1
2
(B0, 4˜0B) + (c, 4˜0c)
)
+i(b1, 4˜1b1)
Sφ =
1
2
(φ˙, φ˙)− 1
2
(φ,41φ)
Sψ = − i
2
(ψ0, ψ˙0)− i
2
(ψ1, ψ˙1)− i
2
(ψ2, ψ˙2)
+i(ψ1, dψ0) + i(ψ2, dψ1)
− i
2
(ψ2, ∗dψ2)
where 4˜ denotes a 6d Laplacian. Here b1 and b1 are ghosts for the two-form gauge field B2,
and B, c and c are ghosts-for-ghosts [28, 29]. The relative coefficients of the full action
are fixed by supersymmetry and by the requirement that, upon dimensional reduction
from S1 × R5 down to R5, we get 5d SYM theory (on flat space, twisting is trivial) with
canonically normalized fields. For this twisted theory we have just one real supercharge.
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The term for the two bosonic ghosts c and c is not of the standard form. But by using
the identity ∫
dxdyeλxy =
∫
dxdye
iλ
2
(x2+y2) =
2pii
λ
this term can be replaced as
(c, 4˜0c) → i
2
(c, 4˜0c) + i
2
(c, 4˜0c)
without changing the value of the path integral.
The action for the fermions can be written in the form
Sψ = − i
2
(Ψ, Ψ˙) +
1
2
(Ψ, LΨ)
where Ψ := (ψ2, ψ1, ψ0)
T and
L = i

− ∗ d d 0
−d† 0 d
0 −d† 0

is a hermitian operator that squares to
L2 =

42 0 0
0 41 0
0 0 40

We will now compute the Witten index using the path integral quantization. Since there
are zero modes that we take out, we need to be careful with normalization of the path
integral. Our normalization of the path integral will be that which for finite dimensional
integrals corresponds to ∫
dx√
2pi
e−
λ
2
x2 =
1√
λ∫
dψdψeλψψ = λ
In other words, we will get determinants without any extra multiplicative factors, when
the action is canonically normalized. It turns out that all terms in our action have the
canonical normalization. One can see this by computing the Dirac brackets. One then
find the canonical commutation relations, which means the kinetic terms in our action are
canonically normalized. This also amounts to no extra factors appear when we compute
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the path integral and get determinants. We get from the path integral the following
results
Zψ = det (i∂t + L)
1
2
= det
(
∂2t +42
) 1
4 det
(
∂2t +41
) 1
4 det
(
∂2t +40
) 1
4
Zφ =
1
det (∂2t +41)
1
2
ZB+ =
 det
(
4˜1
)
det
(
4˜2
) 1
2
det
(
4˜0
) 1
2
det
(
−i4˜0
)

1
2
=
det (∂2t +41)
1
4
det (∂2t +42)
1
4 det (∂2t +40)
1
4
In reality the M5 brane action has a fixed coupling constant, and the canonical normaliza-
tion of the action is not correct. However, when b2(M6) = b3(M6) = 0, those effects caused
by selfduality disappear and we may assume the action has been canonically normalized
by an appropriate rescaling of the fields.
For the two-form B there is a G = U(1) gauge symmetry, and we have to factor
out the volume Vol(G) of the corresponding G-bundle G over the six-manifold when we
compute the path integral over all gauge redundant field configurations. But after BRST
gauge fixing, such a volume is factored out from the path integral, and then canceled by
dividing the path integral by Vol(G). The upshot is that we never see Vol(G) in the final
result after the cancellation of these volumes has taken place. If we multiply together all
contributions, we find that all determinants cancel and we are left with
I = ZB+ZφZψ = 1
We note that there are both fermionic as well as bosonic zero modes. They appear in the
determinants det (∂2t +40)
1
4 in the fermionic contribution as well as in the contribution
coming from B+. These zero modes are canceled since these determinants exactly cancel.
Hence we do not need to remove ghost zero modes by hand and consequently we do not
divide by an extra volume factor Vol(G) as we did in the corresponding abelian 5d theory,
Eq (4.1), where we took out ghost zero modes by hand.
Now we have an interesting mismatch between the 6d Witten index6 I = 1 and the
corresponding 5d partition function given in eq (4.4). A conjecture is that 5d MSYM
6It is the Witten index since we assume periodic boundary conditions for the fermions around the
time circle in the path integral.
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is precisely the same thing as 6d (2,0) theory on a circle [30], [31]. Here we have only
one supercharge, so we are not addressing the conjecture in its original form which keeps
16 supercharges. But our theories are nevertheless related, so it is interesting to find a
mismatch here. The origin of this mismatch lies in how a selfdual 2-form in 6d reduces
to a Yang-Mills gauge field in 5d, which we can demonstrate explicitly only by assuming
the gauge group is abelian.
7 Dimensional reduction of selfdual two-form
The 6d and 5d partition functions of a 2-form and of a 1-form potential, respectively, are
Z
(2)
6d,osc =
det ′4˜1
det ′
1
2 4˜2 det ′ 32 4˜0
Z
(1)
5d,osc =
det ′40
det ′
1
241
Gauge fixing shall be extended to include any ghost zero modes as well, which then gauge
fixing will take out as indicated by the primes. If we dimensionally reduce a selfdual 2-
form in 6d, down to 5d, we get a 1-form gauge potential in 5d. Let us expand the p-form
Laplace operator on the Euclidean six-manifold M6 = S
1 ×M5 as7
4˜p = −∂2τ +4p
We then note the relation
det ′4˜p(∂τ = 0) = det ′4p det ′4p−1
This means that if we put ∂τ = 0 to get the dimensionally reduced theory, then the 6d
partition function of the selfdual 2-form reduces to
Z
(2+)
6d,osc(∂τ = 0) =
det ′
1
441
det ′
1
442 det ′ 1440
where now the Laplacians are on M5, and where we took the square root of the non-chiral
two-form partition function. Naively we would expect to get the partition function of the
5d Maxwell theory, Z5d. To see whether this is really true, let us form the ratio,
Z
(2+)
6d,osc(∂τ = 0)
Z
(1)
5d,osc
=
det ′
3
441
det ′
1
442 det ′ 5440
7Our sign convention is such that 4 = −∂m∂m on R5.
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This quantity is related to the oscillator mode contribution to the Ray-Singer torsion of
M5, which is defined as
τosc(Md) =
d∏
p=0
(det ′4p)−(−1)p
p
2
where d = 5 is the dimension of the manifold Md in our case. By using the relation
det ′4p = det ′45−p which follows from the fact that ∗ commutes with the Laplacian and
maps a p-form to a (5− p)-form in a one-to-one fashion, the Ray-Singer torsion becomes
τosc(M5) =
det ′
1
242 det ′ 5240
det ′
3
241
We now see that
Z
(2+)
6d,osc(∂τ = 0) =
1√
τosc(M5)
Z
(1)
5d,osc (7.1)
This relation does not explain the emergence of the zero mode contribution to the Ray-
Singer torsion. The relation that we wish to have reads
Z
(2+)
6d (∂τ = 0) =
1√
τosc(M5)τzero(M5)
Z
(1)
5d
Then we use that τzero(M5) =
1
Vol(M5)
and we get
Z
(2+)
6d (∂τ = 0) =
1√
τosc(M5)
√
Vol(M5)Z
(1)
5d
Indeed, we have argued that the full supersymmetric partition functions are given by
Z
(1)
5d =
1√
Vol(M5)
Z
(1)
5,osc
Z
(2+)
6d = Z
(2+)
6d,osc
We divide the 5d partition function by the volume of the gauge group bundle since we
take out gauge zero modes. For 6d case the zero modes are canceling out so we do not
divide by a correponding volume there. Now this leads us back to the relation (7.1).
As we show in appendix F, this can be generalized to selfdual 2k-form potential in
4k + 2 dimensions for k = 1, 2, 3, ... where we have
Z
(2k+)
4k+2,osc(∂τ = 0) =
1√
τosc(M4k+1)
Z
(2k−1)
4k+1,osc
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In 4k dimensions (k = 1, 2, 3, ...) things work differently. While in 4k + 2 dimensions
we have ∗2 = 1 in Lorentzian signature, in 4k dimensions we have ∗2 = 1 in Euclidean
signature. For a selfdual 2k − 1-form potential in 4k dimensions the relation is
Z
(2k−1,+)
4k,osc (∂τ = 0) =
√
τosc(M4k−1)Z
(2k−2)
4k−1,osc
Let us now assume we reduce a selfdual gauge field in 4d down to a scalar field in 3d.
Now the abelian scalar in 3d is not a gauge field and does not require gauge fixing, but
the gauge field in 4d does require gauge fixing. So now we shall divide the volume factor
on the 4d side, not on the reduced 3d side. So we have the relations
Z
(1,+)
4 =
1√
Vol(M4)
Z
(1,+)
4,osc
Z
(0)
3 = Z
(0)
3
Since Vol(M4) = R × Vol(M3), the volume factor now combines with τosc into the full
Ray-Singer torsion up to a factor of R, the radius of the circle along which we reduce.
Note that it appears we should not not take the square root of the above volume factor
as one might have expected when the gauge field is selfdual.
Finding the nonabelian generalization of this dimensional reduction will be very in-
teresting. We believe that the 6d Witten index is I = 1 for any nonabelian gauge group.
Knowing the 5d partition function, we may infer that the mismatch comes from reducing
a nonabelian selfdual two-form to 5d nonabelian YM gauge field. This can give some
clues about what is the nonabelian selfdual two-form.
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A The Ray-Singer torsion
Lecture notes on the Ray-Singer torsion are [19, 20]. Here we summarize what we need
for our purposes. Let M be a compact smooth oriented manifold of dimension d without
boundaries. Let ωip be a basis of harmonic p-forms on M , with corresponding dual cycles
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Cip in the homology of M . We define the inner product of two p-forms as
(ω, η) =
∫
M
ω ∧ ∗η
We now have a matrix (ωip, ω
j
p) for each p (which may be empty if there are no harmonic
p-forms on M). We define the Ray-Singer torsion as
τ(M) = τzero(M)τosc(M)
where
τosc(M) =
d∏
p=0
(det ′4p)−(−1)p
p
2
τzero(M) =
d∏
p=0
(vp)
−(−1)p 1
2
and where
vp = det(ω
i
p, ω
j
p)
A second expression for the Ray-Singer torsion can be obtained if we decompose the
Laplacian in the space of non-harmonic forms as
4p = 4coexp +4exp
Here
4coexp = d†pdp
4exp = dp−1d†p−1
where d†p = (dp)
† : Ωp+1 → Ωp. We have
det4p = det4exp det4coexp
Since ωp−1 = dωp−2 + d†ηp + ωharmp−1 , we have dωp−1 = dd
†ηp and hence only the coexact
part of ωp−1 contributes. Therefore
det4exp = det4coexp−1 (A.1)
and so we have
det4p = det4coexp det4coexp−1 (A.2)
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If we use (A.2) and also note that 4coexd is trivial, we get
τosc =
d∏
p=0
(det4coexp )
1
2
(−1)p
If ωp is coexact, then ∗ωp is exact and we have and isomorphism between coexact p forms
and exact d− p forms that implies that
det4coexp = det4exd−p
Moreover, by using the relation (A.1) we find that
det4coexp = det4coexd−p−1 (A.3)
We can use this relation to get
d∏
p=0
(det4coexp )
1
2
(−1)p =
d∏
q=0
(det4coexq )
1
2
(−1)q(−1)d−1
Hence, for even dimensions d we have τosc = 1. Also if d is even, we get τzero = 1 by
Poincare duality, and so τ = 1.
A third expression for the Ray-Singer torsion is expressed in terms of the Minakshisundaram-
Pleijel zeta function of the Laplacian acting on p-forms on M ,
ζ4(s) =
∑
λi 6=0
λ−si
Here the sum runs over nonzero eigenvalues λi of the Laplacian. Then we define
F (s) =
d∑
k=0
−(−1)
kk
2
ζ4k(s)
and we have
τosc = e
−F ′(0)
We now review the proof for the metric-independence of the Ray-Singer torsion that
can be found in [20]. The proof shows the necessary structure of τzero in the presence of
zero modes. It shows that τzero has a certain ambiguity. This ambiguity can be fixed by
imposing an extra condition, as we do in Eq. (A.4).
We assume that the dimension d is odd and we begin by assuming that there are no
zero modes. We note that
ζ4k(s) =
1
Γ(s)
∫ ∞
0
dtts−1trΩk
(
e−t4k
)
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and so we have
F (s) =
1
Γ(s)
∫ ∞
0
dtts−1
d∑
k=0
−(−1)
kk
2
trΩk
(
e−t4k
)
Let u parametrize a one-parameter family of metrics. The Hodge duality operators de-
pends on the metric and hence on u. We may emphasize that by writing it as ∗ = ∗u. We
now define the operator
α = ∗∗˙ := ∗u d
du
∗u
We have
(−1)k(d−k) ∗ ∗ = 1
d† = (−1)dk+d+1 ∗ d∗
which for d odd yields
∗∗ = 1
d† = (−1)k ∗ d∗
Consequently ∗˙∗ = −α and
4˙ = −dαd† + dd†α− αd†d+ d†αd
After some computation where one uses cyclicity of trace and the fact that d and d†
commute with 4, it follows that
d
du
d∑
k=0
−(−1)
kk
2
trΩke
−t4k = −1
2
t
d
dt
d∑
k=0
(−1)ktrΩk
(
e−t4kα
)
and further that
∂
∂u
F (s) =
1
2
d∑
k=0
(−1)k s
Γ(s)
∫ ∞
0
dtts−1trΩk
(
e−t4kα
)
For d odd we have a theorem that says that the integral of this expression has no pole in s
at s = 0. Therefore we have a double zero at s = 0 since Γ(s) = 1/s+ regular. Therefore
∂
∂u
F ′(0) = 0
proving metric independence of the analytic torsion.
If there are zero modes, then we have to first project those out from the definition of
the analytic torsion. Let P be the projection from forms in ⊕dk=0Ωk to harmonic forms in
42
⊕dk=0Harmk. Then we replace trΩk above with trΩk(1 − P ). Formal manipulations now
yield a nonzero contribution from the metric variation of the analytic torsion which is
∂
∂u
F (s) = −1
2
d∑
k=0
(−1)k s
Γ(s)
∫ ∞
0
dtts−1trHarmk (α)
The integral is now elementary, and formally we have∫ ∞
0
dtts−1 = −1
s
What we really do here is to compute the integral in the domain of s where it is convergent
and then we continue that result analytically in s. We then have
∂
∂u
F (s) = −1
2
d∑
k=0
(−1)k 1
Γ(s)
trHarmk (α)
By noting that Γ(s) = 1/s+ reg we see that
∂
∂u
F ′(0) = −1
2
d∑
k=0
(−1)ktrHarmk (α)
and so now we have
∂
∂u
log τosc = − ∂
∂u
F ′(0) =
1
2
d∑
k=0
(−1)ktrHarmk (α)
which is nonzero. We then need to add a zero mode contribution whose variation cancels
the above variation to get a metric-independent Ray-Singer torsion. Let us define
log τzero = −1
2
d∑
k=0
bk(M)∑
i=1
(−1)k(ωki , ωki )u
where ωki is a metric-independent and orthonormal basis of Harmonic k-forms at u = 0,
(ωki , ω
k
j )u=0 = δij
where we define
(ω, ω)u =
∫
M
ω ∧ ∗uω
Then
∂
∂u
(ω, ω)u =
∫
M
ω ∧ ∗˙ω
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=∫
M
ω ∧ ∗ ∗ ∗˙ω
=
∫
M
ω ∧ ∗αω
and so we find its metric variation evaluated at u = 0 as
∂
∂u
log τzero = −1
2
d∑
k=0
bk(M)∑
i=1
(−1)ktrHarmk (α)
which precisely cancels the metric variation of the analytic torsion. This completes the
proof.
However, τzero is not uniquely fixed by the requirement that ω
k
i form an orthonormal
basis at u = 0, since there are many ways that we can introduce a parameter u and the
metric is not uniquely fixed by the condition u = 0. To improve this situation, we will fix
the point u = 0 by the requirement ∫
M
∗u=01 = 1 (A.4)
A.1 Explicit computations
Let us compute the Ray-Singer torsion for a circle with the metric ds2 = r2dθ2. The
Hodge operator acts as ∗1 = rdθ and ∗dθ = 1
r
. We have
τosc =
√∏
n 6=0
(n
r
)2
which can be computed using zeta function regularization with the result
τosc = 2pir
Note that τosc depends on the metric. We need to multiply by τzero to get a metric-
independent result. On S1 there are 0-form and 1-form zero modes
ω0 = 1
ω1 =
dθ
2pi
These are chosen such that they are orthonormal at r0 =
1
2pi
where the circumference is
one, 2pir0 = 1, and hence corresponds to the point u = 0. For example, we could let
r = 1
2pi
+ u. For a generic radius r, we get
(ω0, ω0) = 2pir
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(ω1, ω1) =
1
2pir
Then
τzero =
1
2pir
and we get
τ = τzeroτosc = 1
which is independent of the metric.
Let us now compute the Ray-Singer torsion for S5. First we compute
τosc =
det′4coex0 det′
1
2 4coex2
det′4coex1
We can compute this knowing the eigenvalues,
(λ0)n =
1
r2
n(n+ 4)
(λ1)n =
1
r2
(n+ 1)(n+ 3)
(λ+2 )n =
1
r2
(n+ 2)2
and the degeneracies
(b0)n =
1
12
(n+ 1)(n+ 2)2(n+ 3)
(b1)n =
1
3
n(n+ 2)2(n+ 4)
(b+2 )n =
1
4
n(n+ 1)(n+ 3)(n+ 4)
of the spherical harmonics. Here n = 0, 1, 2, ... and we see that we have one zero eigenvalue
(λ0)0 = 0 with degeneracy (b0)0 = 1. We will take out this zero mode. Furthermore, since
(b1)0 = 0 and (b
+
2 )0 = 0, the contribution from the remaining modes with n = 0 gives
simply a multiplicative factor of 1 that we can forget about. Then the rest becomes
ln τosc =
∞∑
n=1
[
(b0)n
(
ln
n
r
+ ln
n+ 4
r
)
+ (b+2 )n2 ln
n+ 2
r
− (b1)n
(
ln
n+ 3
r
+ ln
n+ 1
r
)]
Before we apply zeta function regularization, we shift n such that we get the sum in the
form
ln τosc =
∞∑
n=1
(
(b0)n+4 + (b0)n + 2(b
+
2 )n+2 − (b1)n+1 − (b1)n+3
)
ln
n+ 4
r
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+(b0)1 ln
1
r
+ (b0)2 ln
2
r
+ (b0)3 ln
3
r
+ (b0)4 ln
4
r
+(b2)12 ln
3
r
+ (b2)22 ln
4
r
−(b1)1 ln 4
r
− (b1)1 ln 2
r
− (b1)2 ln 3
r
− (b1)3 ln 4
r
Using Mathematica we find that this simplifies to
ln τosc =
∞∑
n=1
6 ln
n+ 4
r
+5 ln
2
r
+ 6 ln
3
r
+ 5 ln
4
r
= 6
( ∞∑
n=1
ln
n
r
)
− ln 8
r2
Now we apply zeta function regularization on the infinite sum, and get
τosc = pi
3r5
We notice that this is the volume of S5. We shall now choose normalization for our
harmonic forms on S5. These are
ω0 = 1
ω5 =
Ω̂5
pi3
where Ω̂5 denotes the volume-form of the unit five-sphere. Then
(ω0, ω0) = pi
3r5
(ω5, ω5) =
1
pi3r5
and we get
τzero = (ω0, ω0)
− 1
2 (ω5, ω5)
1
2 =
1
pi3r5
and so we get
τ = 1
For S1/Zp which is again a circle, we have shown that we have τ = 1.
Let us now proceed to S5/Zp = L(p; 1, 1). For the zero mode part, as our harmonic
p-forms, we take
ω0 = 1
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ω5 =
pΩ̂5
pi3
Then
(ω0, ω0) =
pi3r5
p
(ω5, ω5) =
p
pi3r5
From this we get
τzero =
p
pi3r5
Let us now turn to the oscillator modes (and let us temporarily put the radius r = 1).
We define
d(p, q) =
1
2
(p+ 1)(q + 1)(p+ q + 2)
as the dimension of the representation labeled (p, q) of SU(3). We then introduce the
following refined dimensions of representations of SU(4) = SO(6) [32],
d(n, a, 0) =
n∑
k=0
d(k, n− k)eia(2k−n)
d(n, a, 1) =
n−1∑
k=0
[
(d(k, n− k − 1)eia(2k−n+1) + d(k − 1, n− k − 1)eia(2k−n−1)
+d(k + 1, n− k)eia(2k−n+1) + d(k, n− k)eia(2k−n+3)
]
d(n, a, 2) =
n−1∑
k=0
[
d(k, n− k − 1)eia(2k−n−2) + d(k, n− k)eia(2k−n) + d(k, n− k + 1)eia(2k−n+2)
]
We then define
d(n, p, rank) =
1
p
p−1∑
`=0
d
(
n,
2pi`
p
, rank
)
For p = 1 these are
d(n, 1, 0) = (b0)n
d(n, 1, 1) = (b1)n
d(n, 1, 2) = (b+2 )n
and for p = 2 they are
d(n, 2, 0) =
1
2
(1 + (−1)n) (b0)n
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d(n, 2, 1) =
1
2
(1− (−1)n) (b1)n
d(n, 2, 2) =
1
2
(1 + (−1)n) (b+2 )n
and for higher values of p we may obtain corresponding, but much more complicated,
expressions for the dimensions of the representations for spherical harmonics on S5/Zp.
We notice that the result for p = 2 reflects the fact that we keep those spherical harmonics
which are even under zi → −zi if we embed S5 into C3 with complex coordinates zi
(i = 1, 2, 3). For the scalar and two-form, these are spherical harmonics of even degree,
while for the vector spherical harmonics, those are of odd degree n.
We then define
D(n, p) = d(n+ 4, p, 0) + d(n, p, 0) + 2d(n+ 2, p, 2)− d(n+ 1, p, 1)− d(n+ 3, p, 1)
and
D(p) = d(2, p, 0) ln(2) + d(3, p, 0) ln(3) + d(4, p, 0) ln(4)
+2d(1, p, 2) ln(3) + 2d(2, p, 2) ln(4)
−d(1, p, 1) ln(4)− d(1, p, 1) ln(2)− d(2, p, 1) ln(3)− d(3, p, 1) ln(4)
We computed these quantities up to p = 4 with Mathematica. If we define ωp :=
exp 2pi
p
, then we can express the results as
D(n, 1) = 6
D(n, 2) = 6
1
2
(1 + ωn2 )
D(n, 3) = 6
1
3
(
1 + ωn−23 + ω
2(n−2)
3
)
D(n, 4) = 6
1
4
(
1 + ωn4 + ω
2n
4 + ω
3n
4
)
and
D(1) = 5 ln(2) + 6 ln(3) + 5 ln(4)
D(2) = 5 ln(2) + 5 ln(4)
D(3) = − ln(2) + 6 ln(3)− ln(4)
D(4) = − ln(2) + 5 ln(4)
Also, for n ≥ 4, we get
D(n) = − ln(2)− ln(4)
Putting these results together, we find that, at least up to p = 4,
ln τosc = − ln(8) + 6
∞∑
k=1
ln(pk)
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which by zeta function regularization leads to
τosc =
pi3r5
p3
We believe this formula is valid for any positive integers p although we have checked it
only for p = 1, 2, 3, 4. Combining this with the zero mode contribution τzero, we get
τ =
1
p2
Our results on S1/Zp and S5/Zp are now consistent with a general formula for the Ray-
Singer torsion on S2N−1/Zp,
τ =
1
pN−1
which we stated as a conjecture in the main text as Eq. (2.3).
B The Minakshisundaram-Pleijel theorem
The Minakshisundaram-Pleijel theorem [33] says that when d is odd, the number of zero
modes of the Laplacian acting on the space of p-forms, is encoded in the spectrum of the
non-harmonic forms,
ζ4p(0) = −bp (B.1)
where bp = dim Ker4p. The regularized value for the determinant of 4p is given by
det (4p) = e−ζ
′
4p (0)
By noting that for C ∈ C
ζ ′C4p(s) =
(
ζ4p(s) logC + ζ
′
4p(s)
)
C−s
we get
det (C4p) = Cζ4p (0) det (4p) = C−bp det (4p) (B.2)
C Partial gauge fixing by the Faddeev-Popov method
Here we illustrate a general theorem in [11] by a very simple example that we borrow
from the appendix in [8]. We consider the ‘path integral’ in zero dimensions with target
space R2,
Z =
1
Vol(G)
∫
R2
dX√
2pi
dY√
2pi
e−KS(R)
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where G = U(1) is a gauge symmetry and Vol(G) = 2pi is its volume. If we assume that
R0 > 0 is a minimum for the ‘action’ S(R), then the saddle point approximation gives
Z =
R0e
−KS(R0)√
2piKS ′′(R0)
which is a good approximation when K is large.
On the other hand, we can use the U(1) gauge symmetry that acts on the ‘fields’ asXΛ
Y Λ
 =
 cos Λ sin Λ
− sin Λ cos Λ
X
Y

to fix the gauge X = 0. By the Faddeev-Popov procedure, we begin by defining a gauge
fixing function
GΛ = KR0X
Λ
From
1 =
∫
dGΛδ(GΛ) =
∫
dΛ
dGΛ
dΛ
δ(GΛ) = KR0
∫
dΛY Λδ(GΛ) = KR20
∫
dΛδ(GΛ)
we read off the FP determinant
det4FP = KR20
Inserting 1 into the path integral, we get
Z = KR20
∫
dX√
2pi
dY√
2pi
e−KS(R)δ(KR0X)
We write
δ(KR0X) =
∫
dZe2piiKR0ZX
and expand about R0 to get
Z = KR20e
−KS(R0)
∫
dX√
2pi
dY√
2pi
dZe−
1
2
KS′′(R0)(X2+Y 2)e2piiKR0ZX
The action involves the following matrix
L = K

S ′′(R0) 0 0
0 S ′′(R0) 2piiR0
0 2piiR0 0

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Then
Z =
det4FP√
det(L)
e−KS(R0) =
R0e
−KS(R0)√
2piKS ′′(R0)
which agrees with the saddle point approximation.
Let us now instead assume that the global minimum of the action as at R0 = 0. In
this case
det4FP = 0
and
L = K

S ′′(R0) 0 0
0 S ′′(R0) 0
0 0 0

and the general formula
Z =
det4FP√
det(L)
e−KS(R0)
becomes ill-defined since there is a fermionic ghost zero mode of 4FP as well as a bosonic
zero mode in L. As a first try, we take out all those zero modes. Then we get
det ′4FP = 1
(we shall define the determinant of an empty FP matrix to be 1 since that means we are
not gauge fixing anything) and
L′ = K
S ′′(R0) 0
0 S ′′(R0)

and we would arrive at the result
Z =
det ′4FP√
det ′(L)
e−KS(R0)
where primes indicate that the zero modes are taken out. It turns out that this gives
almost the correct answer. We can compute Z for large K without gauge fixing the U(1)
gauge symmetry at all,
Z =
1
Vol(G)
e−KS(0)
∫
dX√
2pi
dY√
2pi
e−
K
2
S′′(0)(X2+Y 2)
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In this case the FP determinant is trivial,
det4FP = 1
while the L matrix is given by
L = K
S ′′(0) 0
0 S ′′(0)

Then the result can be expressed as
Z =
1
Vol(G)
det4FP√
det(L)
e−KS(0)
Thus what we were missing above when we took out the zero modes, was to divide by a
volume factor Vol(G).
This simple 2d example shows two special cases of a more general result [11]. When
the gauge symmetry is fully gauge fixed by a saddle point solution (in the above example,
X = R0 > 0), we get
Z = e−S(saddle point) × (one-loop determinants)
If on the other hand the gauge symmetry is not gauge fixed at all by the saddle-point
solution (in the above example, X = Y = 0), we get
Z =
1
Vol(G) × e
−S(saddle point) × (one-loop determinants)
In quantum field theories, the gauge symmetry is an infinite-dimensional local symmetry
at each point on the manifold and then we denote such a gauge symmetry as G which is
a G-bundle over the manifold. But we can consider quantum theories that are not field
theories, and whose gauge symmetry is not a local symmetry but can be any reduntant
description of the quantum theory. For gauge groups bigger than SO(2), there can also
be intermediate cases where the gauge symmetry is only partially gauge fixed. For those
cases we have
Z =
1
Vol(H) × e
−S(saddle point) × (one-loop determinants)
where H is the subgroup of the gauge symmetry G that is not gauge fixed by the saddle
point solution. To illustrate such a case we need a bigger gauge group than U(1) in order
to have a proper subgroup. Let us consider an example with SO(3) gauge symmetry,
Z =
1
Vol(G)
∫
dX√
2pi
dY√
2pi
dZ√
2pi
e−KS(R)
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The saddle point approximation gives
Z =
1
Vol(G)
2R20e
−KS(R0)√
KS ′′(R0)
The gauge group G = SO(3) that acts as
XΛ
Y Λ
ZΛ
 =

cosα − sinα 0
sinα cosα 0
0 0 1


cos β 0 sin β
0 1 0
− sin β 0 cos β


cos γ − sin γ 0
sin γ cos γ 0
0 0 1


X
Y
Z

Here we have the SO(3) coordinate ranges, α ∈ [0, 2pi], β ∈ [0, pi] and γ ∈ [0, 2pi]. If we
fix the gauge X = Y = 0, there will be a residual gauge symmetry H = SO(2) whose
rotations are parametrized by the angle γ. The rotations of the points at X = Y = 0 (the
north and the south poles) are given by
XΛ
Y Λ
ZΛ
 =

Z cosα sin β
Z sinα sin β
Z cos β

To fix the gauge partially by imposing X = Y = 0, we define two gauge fixing functions
GΛ1 = KR0X
Λ
GΛ2 = KR0Y
Λ
We have
1 =
∫
dGΛ1 dG
Λ
2 δ(G
Λ
1 )δ(G
Λ
2 ) =
∫
dαdβJδ(GΛ1 )δ(G
Λ
2 )
where J is the Jacobian
J = |K2R20
(
∂αX
Λ∂βY
Λ − ∂βXΛ∂αY Λ
) |
At the points X = Y = 0 this becomes
J = K2R40| sin β cos β|
We then write
dαdβdγJ = K2R40DΛ cos β
where
DΛ = dαdβdγ sin β
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is the Haar measure of SO(3). Then we make a gauge rotation of the action and use the
gauge invariance, which enables us to isolate an integral over the Haar measure alone,
and put α = β = γ = 0 everywhere else. This way we get
det4FP = K2R20
and then we end up with the result
Z =
1
Vol(H)
det4FP√
det(L)
e−KS(R0)
where
L = K

0 0 2piiR0 0 0
0 0 0 2piiR0 0
2piiR0 0 0 0 0
0 2piiR0 0 0 0
0 0 0 0 S ′′(R0)

and
Vol(H) =
∫ 2pi
0
dγ
By explicitly computing this expression for Z, we reproduce the result of the saddle-point
approximation.
D Gauge fixing of zero modes
Gauge fixing of fermionic and bosonic zero modes has been analysed in [13]. This method
has reappeared more recently in supersymmetric localization [6, 4]. Our topological field
theories in 6d and 5d consist of fields with corresponding ghost hierarchy that are all
p-forms of various degrees, either fermionic or bosonic. Let us assume the gauge group
is abelian. Then by Hodge decomposition, any bosonic p-form can be decomposed into a
coexact, an exact and a harmonic piece,
Ap = d
†αp−1 + dβp−1 + γp
D.1 Bosonic zero mode gauge fixing
If the action has a gauge symmetry δAp = dΛp−1, then βp−1 is projected out by gauge
fixing. There can also be zero modes, which we will treat in a similar way as the above
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gauge symmetries. A zero mode for Ap, means that the action is invariant under δAp = Λp
where Λp is harmonic. We treat this as a gauge symmetry that we gauge fix by adding the
Lagrange multiplier term i(ω
i
p, A) to the action. Here i are bosonic constant Lagrange
multipliers, ωip is some metric-independent choice of basis for the space of harmonic p-
forms. Integrating over i imposes the delta function constraint (ω
i
p, A) = 0, which means
the harmonic piece γp is projected out in a BRST invariant manner. Here the BRST
variations are
δAp = ω
i
pci
δci = 0
δc¯i = i
δi = 0
where δ changes the Grassmann properties of the fields, ci, c¯i and i are all constants.
The full BRST exact gauge fixing term is
δ(c¯iω
i
p, Ap) = i(ω
i
p, Ap)− c¯icj(ωip, ωjp)
We then first consider the path integral over the bosonic zero modes∫
[NBdAi][NBdi]eiAj(ωip,ω
j
p) = N 2B
∫
[dAi]2piδ(Aj(ω
i
p, ω
j
p))
=
2pi
vp
N 2B
∫
[dAi]δ(Ai)
=
2pi
vp
N 2B
where vp = det(ω
i
p, ω
j
p) is the Jacobian that is produced as we change variables from Ai
to Ai = (ωip, ω
j
p)Aj in the measure. Next we consider the path integral over the fermionic
zero modes ∫
[NFdci][NFdci]ec¯icj(ωip,ω
j
p) = vpN 2F
Multiplying together, we get
2pi(NBNF )2
D.2 Fermionic zero mode gauge fixing
If instead the p-form is a fermionic field ψp with the symmetry δψp = λp where λp is a
fermionic harmonic p-form, then we add the Lagrange multiplier term i(ω
i
p, ψp) to the
action where now i are fermionic constant parameters. BRST variations are
δψp = aiω
i
p
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δai = 0
δa¯i = i
δi = 0
where i are fermionic zero modes, ai, ai are bosonic zero modes. We add the BRST-exact
term
δ
(N1(aiωip, ψ) +N2(aiωip, ψ)) = N1i(ωip, ψ) +N1aiaj(ωip, ωjp) +N2aiaj(ωip, ωjp)
=
(N1iψj +N1aiaj +N2aiaj)(ωip, ωjp)
The path integral over the fermionic zero modes is
Z0 =
∫
[NFdψi][NFdi] exp
[−(N1iψj +N1aiaj +N2aiaj)(ωip, ωjp)]
= (NF )2N1vp exp
[−(N1aiaj +N2aiaj)(ωip, ωjp)]
We complete the square,
(ωip, ω
j
p) (N1aiaj +N2aiaj) = N2(ωip, ωjp)
(
ai +
N1
2N2ai
)(
aj +
N1
2N2aj
)
− (N1)
2
4N2 (ω
i
p, ω
j
p)aiaj
The Gaussian integral is convergent for N2 > 0 and N1 purely imaginary. At such values
we can compute the Gaussian integrals over the bosonic zero modes∫
[NBdai][NBdai] exp
(
−N2
(
ai +
N1
2N2ai
)2
+
(N1)2
4N2 (ai)
2
)
and get the result
Z0 = (NBNF )2N1vp
√
pi
N2vp
√
pi
(N1)2
4N2 vp
= 2pi(NBNF )2
We see that all the dependence on N1 and N2 cancels out. This was known by general
considerations since the added term was BRST-exact, but it is nevertheless nice to see how
this happens by an explicit computation. At other values of N1 and N2 we define the path
integral by analytic continuation. Since it is just a constant, the analytic continuation of
the path integral is trivial – it will remain to be equal to this constant value for all values
on N1 and N2.
D.3 Fermionic zero mode gauge fixing, once again
As was noted in [13], this method does not work for all the p-forms in a ghost hierarchy.
To quote [13]: ‘This works well for the ghosts that are present on the right-hand ledge
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of the ghost-triangle.’ To illustrate what is meant by this, let us consider as an example
Maxwell theory with the nonharmonic BRST variations
δA = dc
δc¯ = iB
δB = 0
δc = 0 (D.1)
There are two ghosts c and c¯, but only the ghost c is on the right-ledge of the ghost-triangle.
Let us assume these have zero-form harmonics with corresponding BRST variations. For
the c ghost, these will be
δc = aiω
i
0
δai = 0
δa¯i = i
δi = 0
which remain nilpotent also when combined with (D.1). But for the c¯ ghost we already
have BRST transformations from the above
δc¯ = iB
δB = 0
which can be extended to include harmonic parts as well. We then enlarge this by adding
(constant) ghosts σ¯ and τ whose BRST variations are
δσ¯i = iτi
δτi = 0
Then we add the BRST exact term
δ(σ¯iω
i
0, c¯) = i(τiω
i
0, c¯) + i(σ¯iω
i
0, B)
When we integrate over the fermionic zero modes, we get∫
[NFdτi][NFdci]eiτic¯j(ωi0,ω
j
0) = ivp(NF )2
For the bosons, we get∫
[NBdσi][NBdBi]eiσiBj(ωi0,ω
j
0) = (NB)2
∫
[dBi]2piδ(Bj(ω
i
0, ω
j
0))
=
2pi(NB)2
vp
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Multiplying together, we get
2pi(NFNB)2
If we choose the path integral measure for the zero modes such that NFNB = 1√2pi ,
then we can summarize our result as follows: removing any set of harmonic p-form zero
modes from the path integral in a BRST invariant way, always produces the same factor
2pi(NFNB)2 = 1 no matter the zero mode is bosonic or fermionic, or on the right-ledge of
the ghost-triangle or not. All sets of harmonic zero modes produce the same factor.
E A review of 3d Chern-Simons perturbation theory
Here we review what we will need from [1, 2, 8]. The starting point is the Chern-Simons
action
S(A) =
k
4pi
∫
tr
(
A ∧ dA− 2i
3
A3
)
If we define the covariant derivative as
DAm = ∇m − i[Am, ·]
then a gauge transformation associated with the group element g will act as
Am → Agm
Agm = ig
−1∇mg + g−1Amg
This can also be expressed as
DA
g
m = g
−1DAmg
We have BRST variations
δAm = Dmc
δc =
i
2
{c, c}
δB = 0
δc = iB
The partition function can be computed perturbatively in 1/k by expanding the action
to quadratic order around the saddle points.
One expands the gauge potential around a flat connection A(`),
Am = A
(`)
m + am
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Since we are not interested in gauge transforming the flat connection to zero (if we do
that, then we change the boundary conditions of the fields), it is natural to impose the
following gauge transformation rules for these new fields,
A(`)
g
m = g
−1A(`)m g
agm = ig
−1∇mg + g−1amg
meaning that we can only rotate the flat connection (in particular we can diagonalize it),
but not gauge transform it to zero. On the other hand, the fluctuation field is now a
gauge potential that we need to gauge fix. We define a derivative
D(`)m := ∇m − i[A(`), ·]
and consider the following nilpotent BRST variations
δam = D
(`)
m c
δA(`)m = 0
δc = 0
δB = 0
δc = iB
We add the gauge fixing term
Sgauge(a) = −iδ
∫
d3x
√
gtr
(
cD(`)mam
)
=
∫
d3x
√
gtr
(
BD(`)mam + icD
(`)mD(`)m c
)
which we will write as
Sgauge(a) = (B,D
(`)†a) + i(c,4(`)0 c)
We now see that we could also have used the original BRST variations and the full
covariant derivative Dm. Then we would get the same gauge fixing action Sgauge with
higher order correction terms, which would play no role for the 1-loop computation.
By multiplying Sgauge by an overall constant
k
2pi
, the full BRST gauge fixed action
becomes of the form
S(a,B, c, c) = S(A(`)) +
k
4pi
(a, ∗Da) + k
2pi
[
(B,D†a) + i(c,40c)
]
We can write part of this action as
k
4pi
(a B) ,
∗D D
D† 0
a
B

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The matrix operator that enters in this expression has the square∗D D
D† 0
∗D D
D† 0
 =
41 0
0 40
 (E.1)
One may also notice that the operator we just squared, is nothing but L−, which is defined
from L = ∗D + D∗ by restriction to odd forms. If f1 and f3 denote a one-form and a
three-form, with coefficients a1 and a3, then we find that
L−(a1f1 + a3f3) = (a1 ∗Df1 + a3D ∗ f3) + a1D ∗ f1
If we then write f0 = ∗f3, then we find that
L−
f1
f0
 =
∗D D
D† 0
f1
f0

The contribution from the flat connection A(`) to the partition function becomes
expS(A(`))
det40√
det(L−)
Moreover,
1√
detL−
=
1√| detL−| exp ipi2 η(A(`))
where, from the APS index theorem,
1
2
η(A(`)) =
1
2
η(0) +
c2
2pi
S(A(`))
Thus this phase factor can be absorbed by shifting
k → K := k + c2/2
Let us return to the absolute value of the partition function. From (E.1) together with
the ghost contribution, we get
det40√| det(L−)| = (det40) 34 (det41)− 14
If we take away the zero modes, this is the oscillator mode contribution to the square root
of the RS torsion.
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E.1 The dependence on the Chern-Simons level
To derive the K-dependence, all we need to do, is to extract the K-dependence from the
kinetic term inside the Chern-Simons term. The path integral gives the factor
1
det (K ∗ d) 12
=
1
K
1
2
ζ∗d(0)
1
det (∗d) 12
ζ∗d(0) = b0 − b1
If we assume that b1 = 0, there will be no bosonic zero modes of the operator d and the
zero mode problem can be avoided. And then this gives the correct K-dependence. More
specifically, bq is the dimension of Hq(M3) times the dimension of the unbroken gauge
group in the background of the flat connection A(`).
Let us finally review the computation of the perturbative partition function for G =
SU(2) gauge group on lens space S3/Zp. There are flat connectionsA(`) for ` = 0, 1, 2, ..., p−
1. We shall divide by the isotropy group of unbroken gauge symmetries when we turn
on the flat connection. When ` = 0 the isotropy group is HA(0) = SU(2) as no gauge
symmetry is broken. When ` > 0 the isotropy group is HA(`) = U(1).
Since the classical Chern-Simons action is normalized as
ik
2pi
1
2
(A, ∗dA)
which is off the canonical normalization by the factor of iK
2pi
, the perturbative computation
of the path integral will give the result (assuming that p is odd)
Z =
(
iK
2pi
)− 1
2
b0(A(0))
Vol (HA(0))
τ(A(0))
1
2 +
p−1
2∑
`=1
(
iK
2pi
)− 1
2
b0(A(`))
Vol (HA(`))
e2piiK`
2/pτ(A(`))
1
2
We restrict the sum to run over ` = 1, ..., (p − 1)/2 following Eq (2.18) in [7], Eq (4.17)
in [9], and [8]. Here the RS torsions are given by
τ(A(0)) =
(
1
p
)3
the power 3 because there are three generators of SU(2), and
τ(A(`)) =
1
p
(
2 sin
2pi`
p
)4
The volume of SU(2) = S3 with unit radius r is Vol(SU(2)) = 2pi2r3 and the length of
the equator is Vol(U(1)) = 2pir.
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Using b0(A
(0)) = 3 and b0(A
(`)) = 1, and by comparing with the known exact result
to be presented in below, we get
Vol(SU(2)) = 2
√
pi
Vol(U(1)) = 2
√
pi
This is consistent with taking the radius of SU(2) as
r =
1√
pi
E.2 The exact result
For SU(2) gauge group, the exact result for the partition function on L(p; 1) is given by
Z() = −e 3pii4 − i(3−p)4
p−1∑
`=0
∫
C(`)
dz
2pii
sinh2
(z
2
)
e
ipz2
4
− 2pi`

z
where C(`) is the contour
z = e
ipi
4 x− 4pii`
p
for ` = 0, ..., p − 1. (This result can be extracted from Eq (5.38) in [2] by taking P = 1,
N = 0, d = p and θ0 = 3− p in the expression there.) Here
 =
2pi
k + 2
where k + 2 is the shifted Chern-Simons level.
For p = 1 the formula reproduces the famous result [1]
Z(S3) =
√
2
k + 2
sin
(
pi
k + 2
)
for the partition function on S3.
For generic p, the integrals can also be computed exactly with the following result
Z() =
1
2i
√

pip
e
pii
4
(p−3)
p−1∑
`=0
e
4pi2i

`2
p
(
e
i
p cos
4pi`
p
− 1
)
To also see the shift from k to k + 2 we would need to compute the eta invariant.
Because the ` = 0 term has different leading term K asymptotics from the terms with
` > 0, we separate the sum into these two pieces and pick up only the leading term from
each piece
Z0() =
1
2i
√

pip
e
pii
4
(p−3)
(
e
i
p − 1
)
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= e
pii
4
p
√
2pi
(
1
iKp
)3/2
and
Zrest() =
1
2i
√

pip
e
pii
4
(p−3)
p−1∑
`=1
e
4pi2i

`2
p
(
cos
4pi`
p
− 1
)
= e
pii
4
p2
√
1
2iKp
p−1∑
`=1
e
2piiK`2
p
(
sin
2pi`
p
)2
There will be an order K−3/2 contribution to Zrest as well, but we can ignore that since
each `-sector can be studied on its own. By a complex conjugation i→ −i, we have now
obtained Eq (2.37) in [8].
The result in [8] was presented for odd p. In that case, the sum can be replaced by
twice of half of the sum as
p−1∑
`=1
e
2piiK`2
p
(
sin
2pi`
p
)2
= 2
p−1
2∑
`=1
e
2piiK`2
p
(
sin
2pi`
p
)2
On the other hand, if p is even, then the RS torsion is vanishing for ` = p/2 and we can
write
p−1∑
`=1
e
2piiK`2
p
(
sin
2pi`
p
)2
= 2
∑
0<`<p/2
e
2piiK`2
p
(
sin
2pi`
p
)2
in agreement with [7].
F Dimensional reduction of selfdual forms on a circle
We consider a nonselfdual 2k-form potential on Euclidean S1×M4k+1. The ghost hierarchi
grows linearly, which gives the partition functions as
Z4k+2 =
∏k
`=1 (det
′42k−2`+1)
2`
2∏k
`=0 (det
′42k−2`)
2`+1
2
The partition function of a (2k − 1)-potential on M4k+1 is likewise given by
Z4k+1 =
∏k
`=1 (det
′42k−2`)
2`
2∏k
`=1 (det
′42k−2`+1)
2`−1
2
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We then dimensionally reduce along S1 by replacing det ′4p by det ′4p det ′4p−1 where
the latter represent Laplacians on M4k+1. This gives the dimensionally reduced partition
function as
Z4k+2(∂τ = 0) =
∏k
`=1 (det
′42k−2`+1)
1
2∏k
`=0 (det
′42k−2`)
1
2
We then compute the ratio
Z4k+2(∂τ = 0)
Z24k+1
=
∏k
`=1 (det
′42k−2`+1)2`−
1
2∏k
`=0 (det
′42k−2`)2`+
1
2
Using Poincare duality, we get the Ray-Singer torsion on a (4k+ 1)-dimensional manifold
M4k+1 as
τosc(M4k+1) =
2k∏
p=0
(det ′4p)(−1)
p 4k+1−2p
2
=
∏k
`=0 (det
′42k−2`)2`+
1
2∏k
`=1 (det
′42k−2`+1)2`−
1
2
and we see that
Z4k+2(∂τ = 0)
Z24k+1
=
1
τosc(M4k+1)
holds for any k = 0, 1, 2, 3, .... For the case k = 0 which corresponds to a zero-form in 2d,
the relation still holds if we assume that the 1d oscillator partition function is equal to
one.
In 4k − 1 dimensions, the analytic torsion is
τosc =
∏k
`=1 (det
′42k−2`)2`−
1
2∏k−1
`=0 (det
′42k−2`−1)2`+
1
2
We have
Z4k =
∏k
`=1 (det
′42k−2`)
2`
2∏k−1
`=0 (det
′42k−2`−1)
2`+1
2
and
Z4k−1 =
∏k−1
`=0 (det
′42k−2`−1)
2`
2∏k−1
`=0
(
det ′42k−(2`+2)
) 2`+1
2
Then
Z4k(∂τ = 0) =
∏k
`=1 (det
′42k−2`)
1
2∏k−1
`=0 (det
′42k−2`=1)
1
2
Then the relation instead becomes
Z4k(∂τ = 0)
Z24k−1
= τosc(M4k)
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