In the study of transverse vibrations of a hinged beam there arises a boundary value problem for fourth order ordinary differential equation, where a significant difficulty lies in a nonlinear term under integral sign. In recent years several authors considered finite approximation of the problem and proposed an iterative method for solving the system of nonlinear equations obtained. The essence of the iteration is the simple iteration method for a nonlinear equation, although this is not shown in the papers of the authors.
Introduction
In the study of transverse vibrations of a hinged beam there arises the following boundary value problem for fourth order differential equation (see 6 This work is supported by the Vietnam National foundation for Science and Technology Development
Email address: dangqa@ioit.ac.vn; vtluan@ioit.ac.vn (Dang Quang A and Vu Thai Luan) [4] , [12] ). where ε > 0 is a constant and p(x) is a continuous, nonpositive or nonnegative function on the interval [0, ∞). For definiteness in this paper we assume that p(x) ≤ 0 ∀x ∈ [0, π].
It is easy to see that the difficulty of the problem lies in a nonlinear term under the integral sign. Recently, Shin [11] considered a finite approximation of the problem and proposed an iterative method for solving the system of nonlinear equations obtained. Later, in Section 3 we shall show that the Shin's iterative method in essence is based on a simple iteration for a nonlinear equation, although this is not revealed in works of Shin [11] , Ohm, Lee and Shin [7] , Kim and Shin [5] . The convergence of Shin's iterative method was proved and many numerical experiments were performed for an example when p(x) = −4 sin x for illustrating the convergence of the method. It should be emphasized here that all the experiments were carried out for only one function , when the exact solution of the problem (1.1) is known.
In this paper we propose a new approach to the solution of the problem (1.1). Our idea is to reduce the problem to a nonlinear equation and apply the Newton or Newton-type iterative methods to the latter equation. Each method for this equation generates a corresponding method for the original problem. Many examples for different functions p(x), including p(x) = −4 sin x mentioned above, are considered. In some of these examples the explicit form of the reduced nonlinear equation is found, and in the others it is not found. The numerical experiments in the both cases confirm the efficiency of the proposed iterative method constructed on the base of the associated iterative method for the nonlinear equation reduced.
It should be noticed that the idea of reduction BVPs for biharmonic and biharmonic type equation to an operator equation for investigating iterative methods for the BVPs was successfully used by ourselves in many works, for example, in [1] , [2] .
New approach to the solution of the problem
First, as in [11] we set φ = −y ′′ . Then the problem (1.1) is reduced to the system of two second order equations
and consider ξ as an unknown. With this notation we can rewrite (2.1) in the form of two problems
These two problems together with (2.2) form a system for ξ, φ and y, which is equivalent to the original problem (1.1). Now, considering ξ in (2.3) as a parameter, and then consecutively solving the two above problems we obtain the solution φ = φ(x, ξ) and y = y(x, ξ).
we can write (2.2) as a nonlinear equation
Here and in sequel the symbol apostrophe in y ′ (x, ξ) means the derivative with respect to the variable x . So, our original problem is reduced to the nonlinear equation (2.6). For studying this equation we need some properties of the function g(ξ).
Lemma 2.1. The function g(ξ) defined by (2.5) is nonnegative and nonincreasing on the interval [0, ∞).
Proof. The property of nonnegativity of g(ξ) is obvious. Now we prove that the function is non-increasing, i.e., for any numbers 0 ≤ ξ 1 < ξ 2 , we have to show that g(ξ 1 ) ≥ g(ξ 2 ) . In view of the assumption that p(x) ≤ 0 and is continuous on [0, π] , applying the maximum principle [9] in succession to the function φ from (2.3) and to the function y from (2.4) we get for any ξ ≥ 0
Then ψ and z satisfy the following BVPs
Taking into account (2.7) and 0 ≤ ξ 1 < ξ 2 , once again applying the maximum principle to the solutions of the problems (2.8) and (2.9) we have
Further, the application of integration by parts to the integral (2.5) gives
After taking into account (2.4) we obtain
Hence, in view of (2.7) and (2.10) we have
This completes the proof of the lemma.
In order to establish further properties of the function g(ξ) we shall construct the analytical expression of the solutions of the problems (2.3), (2.4) and then that of this function. Let us return to the problem (2.3). By the Lagrange method of variation of parameters we obtain the general solution of (2.3) as follows
where
and the constantsC 1 ,C 2 are found from the boundary conditions φ(0) = φ(π) = 0, namely,C
Therefore, the integration of (2.4) with φ of the form (2.12) yields
17)
Proof. The lemma follows immediately from (2.19) and the expressions of C 1 , C 3 and A(x) in the form of (2.14), (2.18) and (2.17), respectively. 
As was proved above, the function f (ξ) is non-increasing (Lemma 2.1) and is infinitely differentiable in the interval [0, ∞) (Lemma 2.2) we have
. Now we show that f (0) > 0. For this purpose we shall prove that
where y(x, 0) = y(x) is the function found from the problems
Hence, from (2.24) we obtain φ ≡ 0, and finally, (2.23) gives p(x) ≡ 0. It contradicts with the assumption that p(x) is not identical to zero. This proves that g(0) > 0. Thus, the function f (ξ) is decreasing in [0, ∞) from a positive value f (0) to −∞. Therefore, the equation f (ξ) = 0, or equivalently, the equation (2.6) has a unique root, denoted by ξ * , in the interval [0, ∞). Now we estimate the upper bound for this root. Notice that this root ξ * of the equation (2.6) satisfies
where y is the solution of (2.1). Using Lemma 3.2 in [7] we obtain immediately the estimate Now we consider some examples for simple functions p(x). Example 1. p(x) = −4 sin x For this function it is easy to calculate the integrals (2.13), (2.17) and in the result we obtain
From the above formula we see that g(ξ) has the properties stated in Lemmas 2.1 and 2.2 and the equation (2.6) has a unique root. For the case ε = 2 this root is ξ * = 1, and then we obtain the solution of the problem (1.1)
It is the exact solution of (1.1) used in [5] , [11] . Example 2. p(x) = −1 Although this function p(x) is very simple, the calculation of the function g(ξ) is very difficult and its explicit expression is very complicated and cumbersome, namely,
Remark. As was seen from the above considerations the solution of the original problem (1.1) is reduced to the equation (2.6), where the function g(ξ) is calculated by the formula (2.19). This formula expresses g(ξ) viaC 1 , C 3 , and A(x), which in final account depend on the right-hand side function p(x) of (1.1). There may be two possibilities:
i) It is possible to find the explicit formula of g(ξ). In this case we can either find the exact root of the equation (2.6) or its approximate value by iterative methods such as a simple iteration method, the Newton or Newton-type methods. After the exact or approximate root is found it remains to solve the problems (2.3) and (2.4) for finding the solution of (1.1).
ii) It is impossible to calculate the explicit form of g(ξ) due to the difficulties in taking the integrals in (2.13), (2.17). In this case we propose in Section 3 an iterative method for solving the equation (2.6) together with the solution of the problems(2.3), (2.4).
Iterative method
We propose a method for solving the original problem (1.1), based on iterative method for the nonlinear equation
where, we recall that f (ξ) = g(ξ) − ξ, g(ξ) being defined by (2.5).
Up to date there are many convergent iterative methods for nonlinear equation, among them the Newton method and its modifications have high order of convergence. Here we use the Newton method [8] :
It is well known that the method has quadratic convergence. The method (3.2) generates the following iterative process for solving the original problem (1.1):
i) Given a starting approximation ξ 0 , for example,
ii) Knowing ξ k (k = 0, 1, 2, ...) solve consecutively two problems
iii) Update the new approximation ξ k+1 by the formula (3.2), where due to (2.21) and (2.11)
The iterative process will stop if |ξ k+1 − ξ k | < T OL, where T OL is a given tolerance.
It should be remarked that the iterative method in [11] is in essence the simple iteration method for the equation
which is equivalent to the equation (3.1), namely,
Now we estimate the error of y k found from (3.4), (3.5) via the error of ξ k and estimate y k+1 − y k via ξ k+1 − ξ k .
Theorem 3.1. There hold the estimates
where H 2 = H 2 (Ω) is the Sobolev space, C = C(Ω) is the space of continuous on Ω functions, Ω = [0, π], p = p L 2 (Ω) , M 1 , M 2 are constants, y is the solution of (1.1), ξ is the solution of (3.1).
Proof. Let Φ and y be solutions of (2.3) and (2.4), respectively. Set
Then ψ k and z k satisfy the problems
From the theory of elliptic problems [6] we have the following estimates for the solutions of the above problems:
where c 1 , c 2 are constants.
Since ψ k ≤ ψ k H 2 from the above inequalities and the estimate
which is proved in Lemma 3.2 [7] , we obtain
with M 1 = c 1 c 2 . In view of the notations (3.13), we have (3.9). Due to the continuous embedding of H 2 (Ω) into C(Ω) [6] , (3.9) implies (3.10). The estimates (3.11), (3.12) are proved in a similar way as (3.9), (3.10). Thus, the proof of the theorem is complete.
Let's consider now the problem of numerical realization of the proposed iterative method (3.3) -(3.5). We see that at each iteration it is required to solve consecutively two boundary value problems (3.4), (3.5) and update new value of ξ k+1 by (3.2).
−Λy
where Φ h k , y h k are grid functions defined on the gridω h , and Λ is the difference operator approximating the second derivative, e.g.
The reason of the use of difference schemes for solving the problems (3.4), (3.5) is that it is better than the use of the explicit formulas (2.12)-(2.18) for the solution of these problems because the latter way requires computing many integrals including multiple ones.
• For updating ξ k+1 it is required to calculate f (ξ k ) and the derivative f ′ (ξ k ) while the explicit form of the function f (ξ) (as g(ξ)) in general is not known. Therefore, we propose to compute f (ξ k ) by the formula
approximately by one of the following formulas
Now we estimate the error of the obtained grid function y h k compared with the exact solution y in the grid points. In parallel with the norm of a continuous on Ω = [0, π] function u(x), defined by u C = max x∈Ω |u(x)|, we introduce a uniform norm of a grid function u(x i ) , defined on the grid as u C(ω h ) = max x i ∈ω h |u(x i )|. 
where M 4 = π 5/2 4 √ 2 ε 2 , M 2 , M 3 are constants independent of k and h. Proof. It is obvious that
From the definition of the norms in C(Ω) and C(ω h ), and from the estimate (3.10) in Theorem 3.1 we have
Since the difference schemes (3.15), (3.16) have second order approximation we have (see [10] )
Combining (3.19)-(3.21) we obtain the required estimate (3.17).
In order to prove (3.18) we put
Applying the maximum principle (Theorem 3 in p.17, [10] ) to the solutions of the problem (3.22) and (3.14) we have
Further, for the estimate of the solution of the problem (3.23) (see [10] , p.113) there holds the estimate
Due to the fact that for any grid function v defined on the gridω h with v(0) = v(π) = 0 there is the estimate
from (3.26) we obtain
Combining the above inequality with (3.24) and (3.25) we get the required estimate (3.18), where
Thus, the theorem is proved. Since the exact Newton method for nonlinear equation is convergent much faster than the simple iteration method we expect that our method will have better convergence than the method of Shin [11] . The results of experiments in Section 4 will confirm this conjecture.
Numerical examples
We perform some numerical experiments for testing the convergence of the iterative method proposed in the previous section. As in [5] we take ε = 2. We test the iterative method for different right-hand side functions p(x) on uniform grids with the stopping criterion |ξ k+1 − ξ k | < T OL. For solving BVPs (3.4), (3.5) we use the difference method of second order approximation on uniform grid with the number of nodes N = 80, 100, 200 and 500.
For presenting the results of experiments we call the algorithms generated by our method with the use of the formulas (3.16a),(3.16b) and (3.16c) as Newton 1, Newton 2 and Secant, respectively, and refer to the method generated by the simple iteration (3.8) as Shin's method. In the last method we choose ω = 0.37, which is better than the value 0.36 used in [5] . Below we report the some results of experiments. Example 1. p(x) = −4 sin x The results of the experiments for N = 80 are given in Tables 1-3 , where y = − sin x is the exact solution of the problem. From the above tables and the results of computation for other numbers of nodes N we remark that:
-The numbers of iterations of the algorithms Newton 1, Newton 2 and Secant are much less than that of Shin's method. From the view of computational cost the algorithm Secant is more efficient because at each iteration the algorithms Newton 1, Newton 2 require the solution of the problems (3.4), (3.5) twise (for ξ k and for ξ k + h or ξ k + h 2 ) while the algorithm Secant and Shin require only one time to do this.
-For the fixed number of grid nodes the number of iterations of Shin's method significantly increases with the decrease of tolerance. It may be explained by the slow convergence of the simple iteration method.
-Except for the tolerance, the total accuracy of the approximate solution of the problem (1.1)depends on the accuracy of the solution of the problems (3.4), (3.5) ; the computation of the integral (3.6) and the formulas for calculation of derivative (3.7). So, if the accuracy of the all three listed works is of O(h 2 ) then it is reasonably to take tolerance of the same order.
The advantage of the proposed iterative method in convergence compared with the Shin's method is more clear from the following examples. The graph of the approximate solution y k (x) is depicted in Figure 1 .
The result of comparison of the four algorithms for N = 80, T OL = 10 −6 is reported in Table 5 . The graph of the approximate solution y k (x) is depicted in Figure 2 . From Table 1 -5 we see that:
i) the results of computation for the proposed iterative method fully agree with the theorical estimates in Theorem 3.2, ii) the proposed iterative method converges much faster than the iterative method of Shin.
Concluding remarks
i) The proposed method of reduction of the nonlinear BVP for fourth order equation to two second order BVPs and a nonlinear equation can be applied to fourth order equations containing a common functional in the terms with y ′′ , namely, with the nonnegative functional f (y, y ′ , y ′′ , y ′′′ ) and under the same boundary conditions. But the results of existence and uniqueness of a solution and the convergence of iterative method will strongly depend on the properties of the functional f . In the future we shall consider this interesting problem. ii) In realization of the iterative method (3.3)-(3.6) for solving the BVPs (3.4), (3.5) we use the difference schemes (3.14), (3.15), which have second order approximation, and for calculating the integral in (3.6) we use the formula of trapeziums of the same accuracy order. In principle, we can use difference schemes of higher order accuracy, for example, schemes of fourth order accuracy (see [10] , p. 80-81) or schemes of arbitrary accuracy (see [10] , p. 212-213) and higher order formulas for numerical integration. But this can lead to the increase of the accuracy of the numerical solution of the original problem in total if we simultaneously increase the accuracy in computing the derivative f ′ (ξ k ) in (3.2). The problem of obtaining more accurate numerical solution of the original problem will be investigated in an another paper.
