Purpose: A new acquisition and reconstruction method called T 2 Shuffling is presented for volumetric fast spin-echo (threedimensional [3D] FSE) imaging. T 2 Shuffling reduces blurring and recovers many images at multiple T 2 contrasts from a single acquisition at clinically feasible scan times (6-7 min). Theory and Methods: The parallel imaging forward model is modified to account for temporal signal relaxation during the echo train. Scan efficiency is improved by acquiring data during the transient signal decay and by increasing echo train lengths without loss in signal-to-noise ratio (SNR). By (1) randomly shuffling the phase encode view ordering, (2) constraining the temporal signal evolution to a low-dimensional subspace, and (3) promoting spatio-temporal correlations through locally low rank regularization, a time series of virtual echo time images is recovered from a single scan. A convex formulation is presented that is robust to partial voluming and radiofrequency field inhomogeneity. Results: Retrospective undersampling and in vivo scans confirm the increase in sharpness afforded by T 2 Shuffling. Multiple image contrasts are recovered and used to highlight pathology in pediatric patients. A proof-of-principle method is integrated into a clinical musculoskeletal imaging workflow. Conclusion: The proposed T 2 Shuffling method improves the diagnostic utility of 3D FSE by reducing blurring and producing multiple image contrasts from a single scan. Magn Reson Med 77: 180-195,
INTRODUCTION
Fast spin-echo (FSE) sequences are commonly used for MR imaging because of the ability to prescribe various image contrasts at target scan times in a flexible manner (1) . Most clinical musculoskeletal protocols separately acquire two-dimensional (2D) FSE images at multiple orthogonal planes, and repeat the set of scans for different image contrasts. Altogether, the full exam time is lengthy and the 2D images suffer from relatively thick slices with large gaps, which can obscure pathology (2) (3) (4) . Volumetric (three-dimensional [3D]) FSE is an attractive alternative to 2D FSE because it provides isotropic resolution and the images can be reformatted in arbitrary orientations to evaluate pathology (1) . However, long echo trains are required to maintain scan efficiency, leading to blurring due to T 2 decay (3, 5, 6) . Parallel imaging in tandem with variable flip angle modulation, e.g., CUBE (GE Healthcare), SPACE (Sampling Perfection with Application optimized Contrasts by using different flip angle Evolutions; Siemens Healthcare), VISTA (Volumetric Isotropic TSE Acquisition; Philips Healthcare), can reduce this effect by shortening echo trains and reducing the signal decay during the echo train, but blurring often persists, limiting diagnostic utility. Recent applications of compressed sensing to 3D FSE (4, 7, 8) have also shown promise in alleviating the tradeoff between scan time and blurring.
Cartesian 3D FSE scans acquire multiple k-space samples, i.e., an echo train, in each radiofrequency (RF) excitation. The speed of the acquisition depends primarily on the pulse repetition time (TR), the echo train length (ETL), and the spatial acceleration factor. Conventional reconstruction neglects the echo train time progression between acquired phase encodes and produces a single image. As the signal decays during the echo train, blurring artifacts corrupt the final image, leading to loss in apparent resolution.
Several approaches to deblurring first estimate T 2 and next deconvolve the echo train signal evolution based on this estimate (9) (10) (11) . These methods are sensitive to errors in the T 2 estimate, and can amplify noise in the deconvolution (high pass filtering) step. Other approaches exploit the Hermitian symmetry property of k-space to reduce the effect of T 2 decay (12, 13) , but are sensitive to phase errors that invalidate the Hermitian symmetry. The above methods do not fundamentally change the signal decay behavior, and instead aim to correct it post-acquisition.
Many approaches aim to directly recover tissue parameters from undersampled data through a model-based, nonlinear optimization (14) (15) (16) (17) . These approaches often use radial sampling to leverage incoherence in the acquired signal and improve the conditioning of the reconstruction. Nonetheless, the reconstructions must cope with added complexity in the nonlinear forward model and are sensitive to model mismatch, e.g., due to partial voluming. Other works first impose subspace constraints through principal component analysis (PCA) (18) (19) (20) (21) (22) and dictionary learning (23, 24) to linearize the parametric forward model and enforce spatial sparsity on the basis images. The linearization is attractive because it lends itself to a convex formulation and PCA can be applied to training signals that account for stimulated echoes and imperfect slice profiles. Data-driven variants (25, 26) can also be used to build robustness to motion (27) and other nonideal imaging considerations. The linear subspace constraint is robust to partial voluming and implicitly accounts for multicompartmental models, as linear combinations of signal evolutions remain in the subspace. However, the approximation error from PCA and other basis expansions may lead to biased parameter estimates and the parametric fitting step must still explicitly account for imaging nonidealities such as partial voluming and RF-field inhomogeneity. Parametric estimation is further complicated by the subtle dependence of tissue relaxation on pulse sequence design (28) . Recently, pattern matching methods (29, 30) have shown promise at deriving tissue and system parameters. These methods employ pixel-wise matching of unknown signal evolutions to a database of simulated signals. However, they often neglect data fidelity in the reconstruction formulation. The addition of a data fidelity term (31) remains a topic of ongoing exploration.
In this work, we present a subspace-constrained method called T 2 Shuffling, first described in (32) , that simultaneously recovers many images at multiple contrasts with increased sharpness from a single acquisition that is no longer than a conventional 3D scan. T 2 Shuffling reduces the blurring due to long echo trains as well as the need to perform separate scans at target echo times (TEs) for each image contrast. The acquisition accounts for the echo train time progression, and the reconstruction combines recent advances in parallel imaging and compressed sensing in a software framework designed for a clinical workflow. Specifically, we build off of previous subspace (18) (19) (20) (21) and low rank (33) (34) (35) (36) modeling methods to reduce the degrees of freedom in the reconstruction. In contrast to the subspace-based parametric methods, we do not explicitly estimate parameter maps, and instead use the linear subspace constraint as a flexible approach to deblurring and recovering tissue dynamics. The method thus maintains the implicit robustness to imaging nonidealities present in other subspace-constrained approaches. Also, rather than regularizing in the parametric dimension, low-rank constraints are imposed directly on the subspace.
By accounting for signal decay, we are also able to improve scan efficiency and acquire more data in each TR. The wait time between the end of the echo train and the start of the next TR has been previously used to jointly produce a proton-density and a T 2 -weighted image from a single 3D FSE scan (37); here we take this observation one step further and recover an image at each TE along the signal evolution curve. The authors in (38) and (39) have demonstrated a similar principle through the use of a radial acquisition with a viewsharing reconstruction for T 1 -weighted imaging. Here, we demonstrate the feasibility of T 2 Shuffling with simulation and in vivo exams, and describe its use in a clinical environment.
THEORY
A model-based description for FSE acquisition is that the observed signal is a linear mixture of a protondensity image and a temporal signal evolution function:
Here, y(t) is the acquired signal at time t, rðrÞ is the complex-valued proton-density image at voxel r, and kðtÞ is the k-space trajectory. This model is easily extended to multiple receive coils in a straightforward manner. The temporal signal evolution function f t ðÁÞ depends on several factors, including tissue relaxation and the refocusing flip angle schedule. For a constant 180 flip angle train, a simple and common model used for FSE imaging is the mono-exponential decay. In this model, each voxel position r decays with T 2 ðrÞ during the echo train and recovers with T 1 ðrÞ after the echo train over a repetition time TR according to
where T is the ETL and T s is the echo spacing. In practice, each voxel will contain a distribution of relaxation values. In conventional FSE image reconstruction, the time progression is ignored and an inverse Fourier transform is applied to Eq. [1] , implicitly assuming that f t ðÁÞ does not change over time. For example, it is often assumed that f t ðrÞ % f TE ðrÞ for all t, where TE is the (fixed) echo time when the center of k-space is acquired (1) . To appreciate the impact of this approximation, we can express f t ðÁÞ in terms of k-space position using the relationship kðtÞ ¼ g 2p Gðt À TEÞ, where G is the gradient amplitude vector. For the special case of monoexponential decay and neglecting the positional dependence of relaxation, we have
Because the k-space weighting in Eq. [3] is convolved in image space with the proton-density image, the approximation impacts the apparent tissue contrast and leads to blurring due to T 2 decay during the acquisition (5,6). As relaxation depends on position, each voxel will undergo a different degree of blurring (11) .
In this work, we account for the temporal aspect of the acquisition and maintain the Fourier relationship through a lifting procedure (40) . We do not assume a mono-exponential decay, and instead allow arbitrary signal evolutions formed by a distribution of T 2 values. Consider a FSE experiment in which T echoes are acquired each TR with echo spacing T s . Let x i ðrÞ5qðrÞf iTs ðrÞ [4] be the magnetization at the ith echo time and the rth voxel, and define the signal evolution at voxel r as xðrÞ5 x 1 ðrÞ x 2 ðrÞ ÁÁÁ x T ðrÞ ½ T 2 C T : [5] We call x i the virtual echo time image at the ith virtual echo time and x the time series of images. We extend the forward model to the time series of images:
y5PFSx : 5Ex:
The encoding matrix E operates on each virtual echo time image independently. Each image x i is point-wise multiplied by the coil sensitivity maps (S) and Fourier transformed (F). The data are then masked (P) according to the acquired phase encodes at each virtual TE and represented in k-t space by y. Figure 1 depicts the forward model for the time-series of images. Figure 1b shows the sampling operator corresponding to a centerout phase encode ordering, which is commonly used for proton-density FSE (6) . In conventional 3D FSE, the acquired data are collapsed into a single k-space matrix, which in our case is equivalent to summing along the time dimension. By representing the data in the lifted k-t space, the model supports arbitrary sampling and is not restricted to a center-out view ordering. Figure 1c shows a randomly shuffled sampling procedure that leads to a better posed inverse problem (41) , as discussed in the sequel.
As the ambient dimension of the unknown images is LT, where L is the number of voxels, a naive well-posed reconstruction in the lifted space requires T times the number of observations compared to a standard 3D FSE reconstruction. To overcome this limitation, structure in the data is exploited to reduce dimensionality. This is achieved in two ways: first, the temporal signal evolution is modeled and represented by a low-dimensional subspace; second, the sampling problem is formulated based on ideas from compressed sensing (42) . These two approaches significantly reduce the dimensionality to a regime where the equivalent of a single 3D FSE acquisition can be used to reconstruct the full time series of images.
Temporal Subspace
The signal evolutions observed in a FSE experiment are functions of both the tissue parameters (T 1 , T 2 ) and the flip angles in the echo train. Other factors such as B 1 inhomogeneity will also influence the signal evolution (30). Using these parameters, signal evolutions can be generated with Bloch simulation and the Extended Phase Graph (EPG) algorithm (5, 30) . In the case of a constant flip angle schedule, there also exist analytical solutions (16, 43) . Figure 2 shows example signal evolutions using the variable flip angle modulation scheme described in (6) . The signal evolutions corresponding to different tissues follow similar trends despite differing in relaxation parameters. It is this correlation that makes parameter mapping a difficult problem. However, the correlation implies that the signal evolutions of different tissues form a low-dimensional subspace.
Consider an ensemble of N spins sampled at T echo times, X 2 C TÂN . Each column in X represents the signal evolution of a spin with a particular (T 1 , T 2 ) pair. Let U 2 C
TÂT be an orthonormal temporal basis, i.e., X5UU H X: [8] We wish to design
where is a modeling error tolerance. The choice of norm in Eq. [9] will affect the chosen subspace. If the Frobenius norm is used, then this metric captures the sum-of-squares error in the fit. If a max-column norm is used, then the tolerance can be interpreted as the worstcase error on any signal evolution. By choosing the ensemble X to match the distribution of (T 1 , T 2 ) values in the tissue of interest, a suitable subspace that minimizes the Frobenius norm can be generated using PCA (19, 20, 44) . In conventional 3D FSE, variable refocusing flip angles are used to reduce the rate of decay for a particular range of T 2 values (1, 5, 6) . This leads to less intrinsic blurring in the final image. The choice of refocusing flip angles for the echo trains has a significant impact on the signal evolution, and thus the temporal subspace design. As the model in Eq. [7] accounts for the temporal signal, it may no longer be necessary to design the flip angle train to reduce signal decay. Instead, other metrics such as signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR) could be used as flip angle design criteria. Nonetheless, in this work we use the flip angle modulation scheme described in (6) .
Using the subspace U K , we have
: 5EU K a; [13] where a :¼ U H K x are the K temporal basis coefficients that describe the time series of images. Neglecting model error, we also have
The reconstruction problem can now be posed in terms of a:
After solving for a, the unique time series is computed by projecting through the basis using Eq. [14] . The subspace constraint significantly reduces the dimensionality of the unknown variable in the optimization problem. Rather than resolving each image voxel at T % 80 time points, it is sufficient to represent each voxel with K % 4 coefficients (19, 21) .
A locally low rank (LLR) regularization functional l P r jjR r ðaÞjj Ã is used to further reduce sample complexity (33) (34) (35) (36) 45) . LLR regularization is implemented in a manner similar to the approach described in (33) . The operator R r extracts a block from each temporal coefficient image centered around voxel r and reshapes each block into a column of a matrix. * The nuclear norm is applied to each matrix with regularization parameter l and the result is summed. LLR regularization exploits spatial correlations in the temporal image coefficients, providing substantial dimensionality reduction beyond the capabilities of joint wavelet regularization or finite differences (21, 32, 44, 46) . In effect, LLR constrains local image blocks into a smaller space within the subspace U K , which compresses the representation to fewer than K coefficients per voxel.
As discussed in Appendix, a consequence of the subspace constraint Eq. [14] for a fully sampled, linear reconstruction is that the noise in the system does not depend on the ETL, even if the signal evolutions fully decay. This is because noise outside the subspace is removed through the projection operation, i.e., the final noise standard deviation is s ffiffiffiffi K p , where s is the noise standard deviation of a conventional 3D FSE acquisition that neglects the time progression (47) . Thus, a linear reconstruction leads to a fixed ffiffiffiffi K p reduction in SNR, as
FIG. 2. a:
Simulated signal evolutions during an echo train using variable refocusing flip angles shown in (b) (T 1 ¼ 1000 ms). For T 2 ¼ 500 ms, the signal is nearly constant after the initial 20 ms, and will lead to minimal blurring in the image. For T 2 ¼ 100 ms and below, the signal decays throughout the echo train. Despite the different temporal profiles, the signal curves are highly correlated.
* To achieve translation invariance, the temporal coefficient images are randomly shifted at each iteration prior to LLR regularization.
indicated by Eq. A11. Although we do not analyze the case for undersampled acquisitions, we use the result as a heuristic motivation for increasing the ETL to collect more data without incurring any additional blurring in the resulting reconstruction. In addition, the use of LLR regularization in the reconstruction formulation Eq. [15] provides additional denoising.
Echo Train Ordering
In conventional proton-density 3D FSE acquisition, phase encodes along an echo train are ordered according to radial distance so that the k-space center is sampled first and the periphery is sampled last during each echo train. Using a center-out ordering, the k-space center is acquired early during the signal evolution, providing high SNR and producing apparent proton-density contrast. Figure 3a depicts the echo train ordering for center-out sampling. Because the signal decays during the echo train, k-space is apodized. The effect is equivalent to space-variant lowpass filtering in image space and leads to a blurring point spread function (PSF). Refocusing flip angle modulation reduces this blurring for tissues with a particular range of T 2 values, but it does not fully compensate for this effect. Furthermore, tissues with short T 2 remain affected and are blurred out.
As the inverse problem defined by Eq. [15] uses ideas from compressed sensing to reduce sample complexity through the use of LLR regularization, the data space should be sampled incoherently with respect to the unknown (42) . The forward model Eq. [7] represents the data in k-t space. In this view, a center-out ordering acquires low-frequency k-space samples at early echo times and high-frequency k-space samples at later echo times, which is not incoherent with respect to the temporal coefficients. An incoherent sampling approach that fits the signal distribution relies on randomized sampling in k-space and in time (41, 48) . Figure 3b depicts an alternative view ordering scheme, in which echo trains are formed by randomly selecting phase encodes throughout k-space. This randomly shuffled ordering induces a PSF with a sharp peak, indicating reduced blur, and spreads artifacts incoherently. However, the peak-to-sidelobe ratio decreases as T 2 decreases, highlighting the difficulty of recovering short T 2 components.
The effect of randomly shuffled echo trains can also be observed in the subspace domain. Figure 3c shows a system input containing a uniform patch in the first temporal coefficient and the resulting transform PSF. A uniform patch is used as it represents a single coefficient (point) in the LLR domain. The center-out ordering (middle) leads to blurring and coherent interference. The coherent interference couples the coefficients, which demonstrates the deconvolution is ill-posed. The randomized ordering (bottom) spreads interference incoherently through space and time, and does not couple the coefficients. The LLR soft threshold operation on the randomized transform PSF will reduce the incoherent artifacts. The computation of the transform PSF is shown in Supporting Information and described by Supporting Information Figures S-4 -S-7.
METHODS

Subspace Selection
The subspace selection affects both the compression power and the modeling error. In this work, we precomputed the subspace by simulating an ensemble of signal evolutions that match the distribution of T 2 values in the anatomy of interest. For each imaging protocol (e.g., knee, foot), we computed a single subspace offline once and stored it for future exams. Figure 4a shows a T 2 map of a human foot and the corresponding histogram of T 2 values. We sampled 256 T 2 values from this distribution and EPG-simulated with a variable refocusing flip angle train to produce the ensemble of signal evolutions shown in Figure 4b . Because of the weak dependence of T 1 on the signal evolution (5,6), EPG simulations were repeated with T 1 values of 500, 700, 1000, and 1800 ms, for a total of N ¼ 1024 signal evolutions. The temporal subspace was generated by taking the first K ¼ 4 principal components of the ensemble of signal evolutions through PCA. Four principal components are sufficient to represent each signal evolution with greater than 99% accuracy. Figure 4c shows the subspace curves for K ¼ 4 and an ETL of 78, and their use in forming signal evolutions corresponding to different tissue relaxation through Eq. [14] . As the subspace flexibly represents arbitrary signal evolutions, it need not precisely represent all relaxation values. In particular, if a voxel contains multiple tissue species, and each respective tissue's signal evolution lives in the subspace U K , then the sum of the signal evolutions will also live in the subspace (19) . For the FSE signal model, the subspace property also allows for mismatches between the simulated and actual refocusing flip angle trains, e.g., due to B 1 inhomogeneity. Figure 5a shows a simulation of the impact of B 1 inhomogeneity on the subspace model error. To simulate B 1 homogeneity, EPG simulations were repeated by scaling the RF excitation and refocusing flip angles by up to 40% and the normalized model error was computed according to
wherex is the signal evolution generated with B 1 inhomogeneity and U K was generated from the purely homogeneous B 1 field. As expected, the model error is lowest at 100% scaling, with a maximal error of 0.5%. The worst-case model error increases to 3% at high B 1 inhomogeneity, and remains at a tolerable level for most signal evolutions.
The subspace size presents a tradeoff between bias and noise. As K increases, the model error decreases and the noise amplification increases. Figure 5b shows the tradeoff for short-T 2 and long-T 2 signal evolutions with T 1 ¼ 1000 ms. The top plot shows normalized model error given by Eq. [16] , and is less than 0.5% across all simulated signal evolutions for K ¼ 4. The bottom plot shows the overall root mean-squared error (RMSE) derived from Eq. A10. The RMSE was calculated with s ¼ 0:7, which corresponds to an SNR of about 15 dB for T 2 ¼ 14 ms.
FIG. 3.
Comparison of center-out and randomly shuffled view ordering schemes (shown for exponential decay to emphasize effect). a: The echo trains in a center-out ordering start at central k-space and move outward in a radial fashion. The resulting normalized PSF for species with high T 2 is sharp. For low T 2 , the normalized PSF has nonnegligible width, indicating intrinsic image blur. b: The echo trains for a randomly shuffled ordering traverse kspace in a random fashion, and phase encodes may be repeatedly resampled. The PSF has a distinct sharp peak, indicating reduced blur, and incoherent artifacts. The peak remains sharp for low T 2 values at the cost of larger incoherent artifacts. c: The system input and transform PSF due to the first temporal coefficient (other coefficients show similar behavior). Center-out ordering (middle) blurs and spreads interference coherently, while randomized ordering (bottom) spreads interference incoherently.
Data Acquisition
The CUBE 3D FSE pulse sequence (GE Healthcare, Waukesha, WI) was previously modified to support Poisson disk sampling (4). We have extended the sequence to resample and store phase encodes at multiple echo times, enabling the prescription of arbitrary sampling patterns and echo trains. In a conventional 3D FSE scan, the operator first prescribes imaging parameters such as resolution, TR, and TE to meet a target image contrast, and next chooses a suitable spatial acceleration factor and ETL to meet a target scan time. Because T 2 Shuffling resolves the full tissue dynamics at any virtual echo time during the echo train, it is no longer necessary to set a target TE. Instead, the operator chooses a target resolution, TR, and scan time. The TR and scan time provide an upper limit on N trains , the number of echo trains, independent of ETL:
The ETL is now a free parameter, and can be experimentally chosen for each protocol to account for SNR, T 1 recovery, and specific absorption rate limits.
Conventional spatial acceleration factor is no longer a scan parameter. Instead, we define the relative acceleration as the number of phase encode measurements acquired with respect to a fully sampled circular k-space coverage. Although this definition does not account for the ETL, it serves as a metric for the effective amount of data collected. In addition, as K temporal coefficient images are reconstructed with T 2 Shuffling, we also define the apparent acceleration as K times the relative acceleration. The apparent acceleration represents the amount of data collected with respect to the number of degrees of freedom in the forward model.
One approach to incoherent sampling is to generate a unique variable-density Poisson disk mask with N trains samples for each echo time. An echo train is then formed by choosing one sample from each mask. However, as the ETL is on the order of 80, it is not practical to generate a new mask for each echo time. Additionally, naively chaining together samples from each mask could result in large gradient switching during the echo train and lead to eddy current artifacts. To overcome this limitation, we present an alternative sampling approach in the Supporting Information that reduces both the number of sampling patterns generated as well as the distance between points in the echo train.
Due to the variable refocusing flip angle scheme, the signal evolutions start in a transient decay before reaching pseudo steady state (6, 11) . Thus, traditional centerout 3D FSE may discard up to 15 initial echoes in each
echo train. As T 2 Shuffling models the signal decay, data are acquired during the transient state, increasing scan efficiency. The first two echoes in the echo train are used to fully cover the center of k-space. This provides a time-consistent calibration region for estimating ESPIRiT coil sensitivity maps. All remaining echoes are used for reconstruction.
2D Retrospective Undersampling and Anatomical Simulation
To test the forward model in Eq. [7] and the proposed sampling procedure, a fully sampled 2D multi-echo sequence was used to scan a sagittal slice of a volunteer's foot at equispaced echo times at 3T (TR/TE ¼ 3060/ 10 ms, 32 echoes, 32 coils, 180 refocusing flip angles) under an approved Institutional Review Board (IRB) study. To reduce computation time, the data were coilcompressed to eight virtual channels (49) and used to estimate ESPIRiT coil sensitivity maps. We discarded the first echo time from the data and generated a T 2 map by performing a pixel-wise mono-exponential fit (Fig. 4a) . From the T 2 map, synthetic multi-echo data sets were generated through EPG simulation with variable refocusing flip angles and a fixed value of T 1 ¼ 1000 ms. The synthetic data were then multiplied by the ESPIRiT maps and Fourier transformed to produce k-t space. Figure 6a shows the first TE of the fully sampled, simulated data with an ETL of T ¼ 80.
To simulate the effects of a 3D FSE acquisition on a single slice in the readout direction, the coilcompressed, multi-echo data were retrospectively undersampled using a center-out view ordering (Fig. 2a) . The data were also retrospectively undersampled using the randomly shuffled view ordering scheme (Fig. 2b) . The two undersampled data sets were each reconstructed with T 2 Shuffling to produce a time series of images. The data were also summed along the time dimension to simulate 3D FSE with a spatial acceleration factor of 2 (40 in k-t space). These were then reconstructed using L1-ESPIRiT, a compressed sensing and parallel imaging method that does not compensate for signal decay (50) . The retrospective experiments were also repeated on the original multi-echo data (no flip angle modulation, 32 time points) to investigate the performance of T 2 Shuffling for constant flip angle schemes (approximately exponential decay).
In Vivo Data
Adult volunteers and pediatric patients were scanned under an approved IRB study and informed consent/ assent using the modified CUBE pulse sequence for knee imaging with an 8-channel coil array at 3T. Table 1a lists the scan and imaging parameters used. The first scan (Scan 1a) matched the current pediatric knee protocol used at the Lucille Packard Children's Hospital (Stanford, California) with a center-out view ordering and variable density Poisson disk sampling. The second scan (Scan 2a) used a randomly shuffled view ordering and sampling as discussed in Supporting Information. The first scan was reconstructed into a single proton-density image using L1-ESPIRiT. The second scan was reconstructed into 78 virtual echo time images using T 2 Shuffling. Both scans were 6 min and 30 s in duration. A second set of scans with scan times of 7 min and 30 s was also used to reduce the ETL for the center-out ordering (Scan 1b) and to reduce the acceleration for the randomly shuffled ordering (Scan 2b). We compared T 2 Shuffling to L1-ESPIRiT because compressed sensing has shown great promise toward improving 3D FSE (4, 7, 8) .
Reconstruction Implementation
The proposed T 2 Shuffling reconstruction was implemented in C and CUDA using the Berkeley Advanced Reconstruction Toolbox (51, 52) . MATLAB demonstration code is available for download at http://eecs.berkeley. edu/~mlustig/Software.html.
The reconstruction problem Eq. [15] is convex and is solved efficiently with the alternating direction method of multipliers (ADMM) (53) . ADMM requires repeated ) actual acquisition data. From left to right: first TE of the fully sampled slice; L1-ESPIRiT reconstruction using a center-out echo train ordering; L1-ESPIRiT reconstruction using a randomly shuffled echo train ordering; first virtual TE of T 2 Shuffling reconstruction with center-out echo train ordering; first virtual TE of T 2 Shuffling reconstruction with randomly shuffled echo train ordering. c: Comparison of the 100 ms TE eff image for the fully sampled slices and the T 2 Shuffling reconstructions (with randomly shuffled ordering) for both the simulation and the acquisition data. d: Representative signal evolution curves from the fully sampled slices and the reconstructions in (c).
application of the forward and adjoint operators described by the normal equations,
In this naive formulation, the run-time and memory requirements scale with the ETL. For an ETL of T ¼ 80, K ¼ 4 temporal coefficients, and eight coils, the forward operator amounts to a 80 Â 4 matrix multiplication per voxel, followed by 80 sensitivity map multiplications and 640 Fast Fourier Transforms (FFTs). The result is multiplied by the sampling mask and similar operations are applied in reverse order for the adjoint. Although some operations can be parallelized, they pose a large memory and computation bottleneck on the reconstruction.
To reduce computation, we follow a similar approach to step 1 in (54) . As the temporal basis U K operates across time and the sensitivity map multiplication S and Fourier transform F operate across space, the operators commute:
Thus, the normal equations can be rewritten more compactly:
Here, W K :¼ U H K PU K is a K Â K sampling kernel per voxel, and can be precomputed prior to reconstruction.
For K ¼ 4, the forward operation now only requires the application of 4 sensitivity map multiplications and 32 FFTs, followed by a 4 Â 4 matrix multiplication per voxel. The adjoint operation sees a similar reduction in computation. The data y and time series of images x are no longer explicitly stored, making the reconstruction's memory and run-time requirements independent of the ETL. The complexity is roughly K ¼ 4 times greater than that of an L1-ESPIRiT reconstruction.
RESULTS
2D Retrospective Undersampling and Anatomical Simulation Results
The first experiment, carried out on the anatomical simulation, is shown in Figure 6a . The left image shows the first TE of the simulated, fully sampled data and serves as the gold-standard proton-density contrast. The middle-left shows the L1-ESPIRiT reconstruction with center-out ordering, and represents a conventional compressed sensing approach. The blurring due to T 2 decay is evident, reaffirming the limitation of current FSE. After randomly shuffling the echo train ordering (middle image), the L1-ESPIRiT reconstruction shows incoherent artifacts, which are explained by the PSF in Figure 3b . There is also mixed contrast due to the k-space modulation induced by the random sampling. Despite the image artifacts, detailed structure remains, indicating the potential to "denoise" with T 2 Shuffling. The first virtual echo time from the T 2 Shuffling reconstruction applied to center-out ordering is shown in the middle-right image. The reconstruction does not successfully recover the time series of images because the sampling is coherent in k-t space (ill-posed deconvolution). The T 2 Shuffling reconstruction in tandem with randomized view ordering (right image) is sharp, and the first virtual echo time image shows similar quality and contrast to that of the fully sampled image. There is a clear delineation of fine structure that is not afforded by the conventional 3D FSE pipeline. Figure 6b shows a similar trend on the acquisition data. As the multi-echo sequence used a fixed 180 flip angle schedule, the blurring from centerout ordering is even more pronounced. The T 2 Shuffling reconstruction with randomized view ordering is comparable to the fully sampled slice despite the approximate exponential signal decay. The acceleration with respect to a fully sampled circular k-space coverage. b The relative acceleration multiplied by the number of temporal coefficient images.
The T 2 Shuffling reconstruction recovers the full time series of virtual echo time images and provides various degrees of T 2 contrast, all from the same data. Figure 6c shows a later virtual echo time image (approximately 100 ms) for both the fully sampled simulation and acquisition slices, and well as the T 2 Shuffling reconstructions (with the randomly shuffled ordering). As suggested by (5), we show the effective contrast-equivalent TE (TE eff ) for the variable flip angle modulation. The reconstructions closely match the fully sampled slices. Figure 6d shows representative temporal signal evolutions for the cases considered in Figure 6c . The signal curves for the variable flip angles show close agreement, indicating low model error and successful reconstruction. Note the deviation from the true signal evolution in the case of the constant flip angle; this is a result of the nonexponential behavior that was not modeled in the basis and indicates the importance of matching the temporal subspace to the pulse sequence design.
In Vivo Results
Figure 7a depicts axial reformatted images of modified Poisson disk CUBE with L1-ESPIRiT versus T 2 Shuffling reconstructions on a pediatric patient with bone marrow edema (Table 1a, Scans 1a and 2a, respectively) . The proton-density T 2 Shuffling image shows increased delineation of the patellar tendon and other fine structures as compared to the L1-ESPIRiT reconstruction. The later virtual echo time images clearly show the edema due to the higher T 2 value of the fluid relative to the surrounding tissue. Figure 7b shows sagittal and coronal reformatted T 2 Shuffling images from a knee scan of a pediatric patient with a discoid meniscus (Table 1a , Scan 2b). The early virtual echo time image points to intrasubstance degeneration, but the later virtual echo time clearly shows the tear and fluid.
In some cases, T 2 Shuffling only afforded marginal qualitative improvement. Figure 8 presents such a case for a pediatric patient, comparing sagittal reformats of Poisson disk CUBE with L1-ESPIRiT and T 2 Shuffling at two virtual echo times (Table 1a , Scans 1a and 2a, respectively). Although there are some differences between the proton density images, it is not immediately clear if they are due to deblurring or due to residual aliasing artifacts. The solid yellow arrow shows increased apparent resolution in the muscle, while the dashed white arrow shows ringing in the bone only present in the T 2 Shuffling images. Figure 9a shows an axial reformatted slice of the first virtual echo time image using T 2 Shuffling for a volunteer. The image depicts the trabecular bone structure in FIG. 7 . a: Axial reformatted reconstructions of L1-ESPIRiT using Poisson disk CUBE and T 2 Shuffling at three virtual echo times. The solid yellow arrows depict increasingly improved contrast of the bone marrow edema. The dashed white arrows (zoomed-in region) show enhanced delineation of the patellar tendon in the T 2 Shuffling images. Acquisition parameters are listed in Table 1 , Scans 1a and 2a. b: T 2 Shuffling reconstruction of a pediatric patient scan with a discoid meniscus. The coronal reformat at 50 ms TE eff shows the discoid meniscus (dashed white arrow). The sagittal reformat at 20 ms TE eff shows potential intrasubstance degeneration. The same slice at 90 ms TE eff clearly depicts the meniscal tear and fluid (solid yellow arrow). Acquisition parameters are listed in Table 1 , Scan 2b.
the distal femur. This area is challenging in particular for parameter mapping methods because of the multicompartmental nature of the bone structure. Because T 2 Shuffling does not explicitly estimate the T 2 value and instead flexibly represents the voxels by a linear subspace, the modeling error is low and the structure is preserved. The dimensionality reduction offered by LLR is depicted in Figure 9b ; each voxel neighborhood is constrained to a smaller subspace within the global subspace. The local rank is determined by taking nonoverlapping patches of the reconstructed temporal coefficient images, reshaping each patch into a matrix, and computing the number of nonzero singular values. Regions in the image containing a single tissue species are captured by a single coefficient. The regions at tissue boundaries require more coefficients to represent due to the diversity in T 2 . The correlation between tissues is naturally exploited by the subspace constraint; Figure 9c shows the result of applying k-means to the coefficient images. With little effort, the image is segmented into broad tissue classes based on the temporal coefficients of each voxel.
The Supporting Information section includes additional examples of in vivo reconstructions. Supporting Information Figure S-1 compares Poisson disk CUBE with L1-ESPIRiT to the 5th and 30th virtual TE of T 2 Shuffling on an adult volunteer (Table 1a , Scans 1b and 2b, respectively). In this comparison, a short ETL of 28 was used for the first scan to reduce intrinsic blur. The short ETL was compensated for by very high Poisson disk sampling acceleration with compressed sensing. At this scan time and ETL, the deblurring is negligible; however, both proton-density and T 2 contrast are recovered by T 2 Shuffling in the same scan time. Supporting Information Figure S regularization. Because the linear system is underdetermined, the linear reconstructions suffer from noise amplification and loss of detail, while the LLRregularized reconstruction recovers the image. Supporting Information Figure S-3 shows preliminary results to applying T 2 Shuffling to other anatomy for pediatric and adult MRI. Supporting Information Video S-1 shows the virtual echo time progression and depicts the changing T 2 contrast over time. Supporting Information Video S-2 shows the same images, but rescales each image frame to the dynamic range of the first virtual TE to show the signal decay. The videos are included in Supporting Information.
DISCUSSION
Conventional FSE imaging methods must balance the tradeoffs between scan time, image sharpness, and image contrast. T 2 Shuffling is able to break this dependency and resolve a time series of sharp images from a single acquisition. Instead, T 2 Shuffling inherits similar benefits and challenges present with compressed sensing: the limited acquisition time manifests as incoherent artifacts in the images. Short T 2 species impart larger artifacts, and these artifacts spread through the entire image volume. Thus, successful recovery is tied to the sampling rate and distribution in k-t space. From this viewpoint, a center-out echo train ordering does not adequately sample the temporal signal evolution curve and leads to an ill-conditioned inverse problem. However, it is possible to sample k-t space incoherently by randomly shuffling the echo train ordering. The modification is straightforward and we have built this functionality into the CUBE pulse sequence. The signal modulation from randomized echo train orderings is no longer smooth, but we mitigate eddy current effects by assigning nearby phase encodes to the same echo train, as discussed in Supporting Information.
The ability to reconstruct the time series of images from the limited data is due to the high degree of sparsity. We have built upon similar work (18) (19) (20) (21) to produce a faithful low-dimensional representation of the temporal signal evolutions. This temporal basis can be computed offline once and stored for future exams. The temporal subspace constraint alone does not provide a sufficiently compact representation, as K % 4 observations are required at each voxel. However, the use of LLR regularization further reduces the sample complexity by about a factor of 2. In addition, the added denoising offered by LLR enables the use of a larger subspace (to reduce model error) without a large increase in sample complexity. By constraining patches to be locally low rank, the spatio-temporal images are represented as a union of subspaces. It is possible to improve upon this representation through subspace clustering methods (55) . Unlike LLR, subspace clustering can group voxels that are not spatially localized. We have begun to investigate the use of subspace clustering methods, but it is beyond the scope of this work.
A second consequence of the subspace constraint is that the intrinsic dimension of the image set does not grow with increasing ETLs. For feasible TRs, there remains observable signal throughout the TR due to tissue with high T 2 . This residual signal informs the entire reconstruction to reduce incoherent artifacts throughout the image volume. Nonetheless, the ETL cannot occupy the entire TR in order to retain sufficient time for longitudinal recovery. For a particular imaging metric, it may be possible to choose an optimal flip angle schedule and ETL given specific absorption rate constraints. In (56) and (57) , the optimal TEs are chosen to maximize SNR and parameter estimation admissibility given a multiexponential decay model. We are investigating a similar metric for the flip angle and ETL selection.
Throughout the design of the T 2 Shuffling pulse sequence and reconstruction, we have emphasized the importance of maintaining a clinical workflow. The use of the Berkeley Advanced Reconstruction Toolbox as a CPU-and GPU-accelerated iterative reconstruction platform has afforded 20-min reconstruction times for the full time series of images. Others have noted it is not feasible to save and display all images along the signal relaxation curve (38, 58) . As a proof-of-principle, we currently store and provide four virtual echo time images to the radiologist for examination. However, as the signal evolutions are fully derived from the temporal coefficients through Eq. [14] , it is feasible to save the temporal coefficients only and compute arbitrary virtual echo time images in real-time. We envision the use of advanced image viewers to intuitively navigate the 4D data set in space and in time in a manner similar to the capabilities of the SyMRI software (SyntheticMR AB, Linkoping, Sweden). Further clinical validation is needed to motivate the selection and visualization of the data.
Despite the demonstrated benefits of T 2 Shuffling, the linear relaxation through PCA comes at the cost of lower apparent SNR. In addition, if the temporal subspace does not suitably model the signal formation, e.g., due to motion, the model mismatch will lead to poor data fidelity and degrade the reconstruction. The bias versus noise tradeoff presented in Appendix only considered fully sampled signal evolutions. Even though the analysis does not directly extend to undersampled acquisitions, it was used as a rule-of-thumb for the T 2 Shuffling acquisition and reconstruction. Because the acquisition is highly accelerated, the reconstruction relies on a strong sparsity prior. In the absence of sparsity, longer scan times are necessary to fully suppress the incoherent aliasing artifacts. These drawbacks must be fully understood and addressed before wider clinical adoption.
Although this work focused on volumetric imaging, similar tradeoffs exist for 2D FSE. The signal decay that leads to blurring is partially mitigated by reducing ETLs and interleaving slices in multishot 2D FSE (1). Variable refocusing flip angles have also been used to reduce blurring in single-shot 2D FSE (59) . We plan to explore the application of T 2 Shuffling to 2D FSE to further reduce blurring due to long ETLs as well as resolve multiple image contrasts.
CONCLUSION
In this work we presented T 2 Shuffling, a novel acquisition and reconstruction method for volumetric FSE imaging. Conventional 3D FSE trades off scan time and image quality, e.g., shorter scans incur more blurring. Additionally, current clinical methods separately acquire proton-density and T 2 -weighted image contrasts. T 2 Shuffling addresses both issues by simultaneously reconstructing multicontrast images with increased sharpness from a single 3D FSE acquisition. Each image in the time series exhibits T 2 contrast corresponding to a particular virtual echo time. We have demonstrated the diagnostic utility of multiple image contrasts at isotropic resolution: the signal evolution of tissue microstructure provides additional information on pathology.
APPENDIX: SIGNAL EVOLUTION NOISE CHARACTERISTICS
In this section, we show that the noise variance of a fully sampled, subspace-constrained linear reconstruction is equal to s 2 K, where K is the dimension of the subspace (47) . Consider a noisy signal evolution at voxel r, as described by Eqs. [4] and [5] We can approximate yðrÞ by projecting it onto the temporal subspace spanned by the semi-unitary matrix U K 2 C TÂK . Let aðrÞ ¼ U
SUPPORTING INFORMATION
Additional Supporting Information may be found in the online version of this article. Supporting Information Supporting Information attached under t2shuffling_support.pdf. The supporting information describes (1) additional in vivo results and comparisons; (2) the calculation of the transform point spread function; and (3) the algorithm used to generate randomly shuffled phase encode and view orderings. Supporting Figure S1 . Reconstruction comparison of volunteer scans (see Table, Supporting Figure S2 . Comparison of linear reconstructions (a) without and (b) with Tikhonov regularization to (c) T 2 Shuffling with LLR regularization at the first virtual TE. The linear reconstruction without regularization suffers from noise amplification. Tikhonov regularization reduces noise amplification, but detailed structure is lost. The LLR-regularized reconstruction recovers the image, indicating the reduced sample complexity. Scan parameters are given in Table, Scan 2b . Supporting Figure S3 . T 2 Shuffling reconstructions of brain, ankle, wrist, and prostate scans at two virtual echo times. Supporting Figure S4 . Visualization of the block-wise matrix operator for LLR. Non-overlapping blocks from each temporal coefficient image are reshaped into columns to form small matrices. The transform components are the singular vectors of the matrices. Supporting Figure S5 . System input and ideal system response for TPSF calculation. Each row represents a system input. The center of the active temporal coefficient image contains a 7-by-7 uniform magnitude-one patch.
Supporting Figure S6 . The TPSF for center-out echo train ordering shows coherent interference. The patch in the active coefficient leaks to adjacent coefficients and is blurred. Supporting Figure S7 . TPSF for randomly shuffled echo train ordering. 
