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Розглянемо задачу на власні значення xAx  , де А – 
лінійний самоспряжений додатно-визначений оператор, діючий 
у дійсному n-вимірному евклідовому просторі Н зі скалярним 
добутком ( , ). 
Канонічна ітераційна однокрокова схема знаходження λ1 та x1 
має вигляд: 0)( 11   kkkk ryyB  , ,...3,2,1,0k , де y0 − 
довільне початкове значення, kkkk yAyr   − нев’язка; 
1),)(,(  kkkkk yyyAy  − наближення до власного значення;  
уk − нормоване наближення до власного вектора, кτ  − 
ітераційний параметр; B − оператор, що покращує швидкість 
ітераційного процесу та для якого легко знаходиться обернений. 
Для вибору передобумовлювача застосуємо до вихідної 
матриці попередньо метод паралельних перерізів, який 
приводить вихідну матрицю до блочно-діагонального вигляду з 
обрамленням: APPA Tˆ , де P – матриця перестановок, а блоки 
iD  i iC  зберігають розрідженість. Таким чином, початкова 
задача зведеться до наступної: yyA ˆ ,     Pух  . 
Для поперемінно-трикутного методу передобумовлювач має 
вигляд: 
  RRAREREB ˆˆˆ),ˆ)(ˆ(  , Rˆ  зберігає 
блочно-трикутну структуру, успадковану від матриці Â. 
Для розподілу матриць по процесах гібридного комп’ютера  
використовується блочна схема. З огляду на структуру Rˆ  це 
означає, що процеси з номерами 0  і < р  зберігають блоки iD
~
 
та Сi, а процес з номером р–1 зберігає блок pD
~
. Тут р – загальна 
кількість процесів CPU гібридного комп’ютера. 
Паралельний гібридний алгоритм визначається блочно-
трикутною структурою матриць iRˆ  при розв’язанні системи  
rBw  , TT RRAREREB ˆˆˆ),ˆ)(ˆ(   . 
Паралельний алгоритм розв’язання нижньої трикутної 
системи ryRE  )ˆ(   зводиться до одночасного і незалежного 
виконання на окремих процесах розв’язування трикутних 
систем: qqq ryDE  )
~
(  , pq 1  та наступного обчислення 
qy
~
: pqyCy qqq  0,
~ , де q – номер графічного 
прискорювача (GPU), після чого останній процес сумує 
значення qy
~
, надіслані від інших GPU і знаходить уp:, 











(  .  
Аналогічно для знаходження розв’язку системи 




(   і розсилає компоненти pw  іншим 
процесам, а потім одночасно та незалежно на окремих процесах 
розв’язуються системи: pqqqq wCywDE
  )
~
(  . 
Враховуючи те, що всі арифметичні операції в основному 
виконуються на GPU, для прискорення та ефективності 












































E  , 
де p – загальна кількість процесів, n – кількість ненульових 
елементів, tto /0  та ttcc / , t – час виконання однієї 
арифметичної операції, 0t  – час обміну одним машинним 
словом, ct  – час однієї синхронізації процесів.  
Отримані оцінки дають змогу стверджувати, що гібридний 
алгоритм забезпечує високе прискорення. Наявність у дільниках 
комунікаційних складових величини 2n  сприяє зменшенню 
частки часу, необхідного на обміни та синхронізацію процесів 
при великих порядках системи. 
В табл. 1 приведено часові характеристики знаходження 
найменшого власного значення на гібридному комп’ютері 
ІНПАРКОМ_G (4 обчислювальні вузли, на кожному ‒ 2 
процесори Xeon 5606, 2 GPU Tesla M2090) розробленим 
алгоритмом для тестових матриць з Флоридської колекції [3]. 
 
Таблиця 1. Часові характеристики гібридного алгоритму, сек 
Гібридний  поперемінно-трикутний алгоритм 
Задача 
CPU CPU + GPU 
1 Core 8 Core 32 Core 1GPU 4 GPU 8 GPU 
Bone 423,8 55,76 18 67,06 17,86 11,91 
bmwcra 820,74 115,27 34,05 117,42 30,78 18,77 
Emilia 1185,52 173,07 46,95 161,08 44,32 26,07 
 
З табл. 1 видно, що за гібридним алгоритмом найбільше 
прискорення при використанні 32 процесів у порівнянні з 
послідовним алгоритмом одержано від 18 до 22 разів. 
Використання одного GPU дає прискорення обчислень в 6 – 7 
разів, а при масштабування гібридного комп’ютера до 8 
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