This paper proposes the control design for the wheeled mobile robot in the presence of external disturbances, parametric uncertainties together with input saturation. Integrating the extended state observer technique, a practical method named sliding mode control is designed to force the state variables to attain the stable equilibrium with the help of extended state observer by compensating uncertainty and disturbance (called lumped uncertainty). To handle the shortcoming of undesired chattering and the difficulty of choosing the control gain, sliding mode control with adaptive mechanism is applied, which has the ability to automatically adjust the control gain and can even work well without a requirement of knowing the upper bound on lumped uncertainty. Subsequently, an auxiliary system is further developed to cope with input saturation problem. In addition, the stability analysis of the closed-loop system is rigorously proved via Lyapunov theorem, manifesting that the proposed controller can guarantee the ultimate boundedness of all signals in the overall system and make tracking errors converge to an arbitrarily small neighborhood around zero by selecting appropriate control parameters. Finally, simulation results are intuitively carried out to demonstrate the feasibility of the introduced adaptive composite controller.
Introduction
Over the past several decades, the high-performance motion control of wheeled mobile robot (WMR) with nonholonomic constraints has attracted considerable attention in every aspect of the society. [1] [2] [3] Relevant applications arise in civilian and military fields, for instance, environmental monitoring, national defense, agricultural production, and so on. For the tracking problem, the main challenge is that WRM is a complex nonlinear system with external disturbances, dynamic coupling, and time-varying uncertainties. Apart from enhancing the hardship of the controller design, the above-mentioned factors cause degraded performances and unpredictable responses. Up to now, to circumvent aforementioned problems, quite a few advanced control approaches, such as sliding mode control (SMC), 4 adaptive control, 2 backstepping technique, 5, 6 and fuzzy control, 7 to name just a few, have been extensively investigated in many literatures.
As a well-known robust technique, SMC has significant benefits of a quick transient response with less steady-state error, the simplicity of the derived controller, and a strong robustness against lumped uncertainties. In spite of that, the discontinuous component in control law suffers the undesirable chattering when the system states repeatedly cross the sliding surface. In addition, one of the main weakness of the traditional SMCs needs a prior knowledge requirement for the upper bound of lumped uncertainty 8 or this upper bound is a known constant, 4, 9 which is not realistic and very restricting in practice systems. As the upper bound of lumped uncertainty is undeterminable, the switching gain is often chosen to be larger to assure a good robustness and faster reaching time; however, it is prone to result in actuator saturation, more energy loss, and system chattering. Adaptation is a promising method to overcome uncertainties in normal operating conditions, since it can learn system parameters by virtue of the autonomous learning ability. 2 Nonetheless, once the overall system is subject to great uncertainties, the adaptive controller alone is not sufficient to achieve the acceptable performance.
Recently, to efficiently enhance the robust performance of the controlled WMR against lumped uncertainties, several interesting results of applying the state observer have been developed for a longterm usage, for instance, nonlinear disturbance observer, [10] [11] [12] high-gain observer, 13 extended state observer, [14] [15] [16] etc. The main drawback 11, 12 is that the formulation of control law was constructed based on specific assumptions that lumped uncertainties and their first derivatives are bounded, or their first derivatives must belong to the vanishing type in steady state. However, in most realistic scenarios, these assumptions are unreasonable and too restrictive due to the complexity of lumped uncertainties. In the work of Fernandes et al. 13 an output feedback motion control system via high-gain observer for a class of remotely operated vehicles (ROVs) was proposed to cancel the bad effects of various uncertainties and noises. An adaptive extended state observer (ESO) was designed by Cui et al. 16 to dispose disturbances and unmeasurable velocities. Among the various observers above, the biggest difference is that the ESO adds another dimension to the system instead of reducing the system order, that is, lumped uncertainty as the extended state can be estimated and compensated effectively. To the best of authors' knowledge, the ESO is served as an irreplaceable module in active disturbance rejection control to resolve lumped uncertainty without model information. 15, 16 However, the proof process of the system stability associated with ESO based controller is still a tremendous task.
Alternatively, when designing an immediate controller, the typical saturation nonlinearity is a critical issue that needs to be thoroughly considered. 17 Due to the physical constraints, 18 actual actuators fail to generate the necessary level of control forces in many operating conditions. In other words, neglecting the saturation effects of WMR may lead to an unreliable system and put risk on human users in practical engineering implementations. 19 On the other hand, the presence of unavoidable constraints on the control input renders the design of trajectory control system even harder endeavor. Generally speaking, there are two main types of ways to tackle the input saturation problem. The first is to focus on designing a low-gain control law that control signals can be limited to the desired scope. 20, 21 Sun et al. 21 proposed a quasiproportion integral derivative (PID) controller for double-pendulum cranes, in which the properties of the hyperbolic tangent function are used to shun the occurrence of larger control inputs. The other way is to estimate the saturation region by employing saturation functions and/or designing an auxiliary dynamics system. [22] [23] [24] [25] [26] A saturation feedback controller was adopted to address certain constraint that linear and angular velocities are unable to approach zero. 22 In the work of Chen et al., 23 a computationally tractable moving horizon H 1 tracking method was introduced to overcome disturbances and torque constraints. An auxiliary dynamics system combined with a command pre-filter was constructed to remove the effect of the input saturation induced from the restrained actuators. 26 From an implementation point of view, the important input constraints should be incorporated into the controller design, which is a notably challenging problem that deserves further research.
According to the aforementioned analysis and discussion, a few existing research results are available to take the external disturbances, parameter uncertainties, and input saturation into account for WMR at the level of motor. With the above inspiration, we aim to propose a unified control strategy to tackle tracking control problem in this brief. The main contributions are clearly summarized as follows:
1. The ESO is employed to resolve the impacts of lumped uncertainty, which greatly improves the uncertainty rejection performance of the resultant overall system. Dissimilar to aforementioned methods with a slow time-varying uncertainty or the boundedness of uncertainty, 4, [8] [9] [10] [11] [12] 23, 24 this brief only requires that the derivative of lumped uncertainty is upper bounded by an unknown constant in advance. In addition, the switching gain of the constructed controller only needs to be satisfied greater than the upper bound of the uncertainty estimation error rather than that of the uncertainty, which is conduced to attenuate the chattering substantially and avoid the excessive control input. By means of the adaptive mechanism, an adaptive SMC (ASMC) scheme is further developed for the establishment of a sliding mode such that the system is capable of tuning the switching gain automatically, and can eliminate chattering completely unlike the previous control law proposed for a constant gain. 8 2. From a practical viewpoint, the state of auxiliary design system is introduced to deal with the input saturation. In contrast to the existing control methods, [20] [21] [22] [23] the proposed scheme is conducive to simplifying the design procedure and reducing the load of online computing significantly since the constructed auxiliary system of this brief has a simple control structure and only one tuning parameter. 3. The use of Lyapunov stability theorem can prove theoretically that all signals of the closed-loop system are uniformly ultimately bounded (UUB) and tracking errors can be made arbitrarily small by choosing parameters suitably regardless of large initial tracking errors. Finally, the comparative simulations are performed to validate the high-performance of the proposed technique.
The remaining part of this paper is organized as follows: The next section includes the problem formulation, system model, and control objective. Then, ESO based constrained ASMC (CASMC) is proposed and Lyapunov stability analysis is performed. The 'SImulation' section demonstrates the effectiveness of the proposed controller. The paper ends with a few concluding remarks and further works in the 'Conclusion' section.
System model
As shown in Figure 1 , WMR is a two-wheel differentially driven mobile robot with a steering wheel in the front. The steering wheel only plays a role of supporting car body, without driving force. The drive wheels are driven independently by two dc motors, which can realize various motions by adjusting the rotation speed of the left and right wheels. The radius of all wheels is denoted by r and two driving wheels are separated by 2b. d is the distance between the point C of the centroid and the geometric midpoint G of the two driving wheels. is the angle between the heading direction and the X-axis. OXY is the global coordinate system and GX c Y c is the local coordinate system fixed to the mobile robot.
Assumption 1. 22 For the mobile robot system, the robot can only move in the direction normal to the axis of symmetry and wheels roll purely without slipping, namely all the kinematic constraints are expressed in the sense that
where
The kinematic model of mobile robot can be described under nonholonomic constraints as follows: 
where v and w denote the linear velocity and angular velocity of the WMR at point G, respectively. 
where the desired and actual positions are p r ¼ ðx r , y r , r Þ T and p ¼ ðx, y, Þ T , respectively. It can be directly checked that the derivative of (2) with respect to time is the following equation 20, 22 : 
where v r and w r indicate the desired linear and angular velocities of the WMR, respectively. According to Lyapunov theory, the backstepping kinematic controller is presented to accomplish an accurate tracking as follows:
where k a , k b , and k c are strictly positive constants to be determined. Define ¼ ½ r , l T , where r and l represent the angular velocities of the right and left wheels, respectively. The relationship between and g can be written as
Since the angular velocity of the wheel is closely related with that of the dc motor, it is essential to consider the dc motor dynamics. The model of dc motor is depicted in Figure 2 . Referring to literatures, 2, 6, 15 the angular velocity of dc motor _ h d and the corresponding wheel angular velocity are related by gear ratio N as
Notice that the dc motors of the left and right drive wheels are the same in this brief; thus, we take the dynamic circuit design of the right-wheel motor as research object. In terms of the Kirchhoff's law and the torque balance principle, the dynamic characteristics of the dc motor can be described in the following 6, 28 :
where L a , R a , and K e denote the armature inductance, resistance, and back electromotive force constant, respectively; i a and u indicate the armature current and input voltage, respectively; a , _ a , and € a are the opening angle, and angular velocity and angular acceleration of the dc motor, respectively; K t , B v , and J stand for the motor torque constant, viscous friction coefficient, and the overall moment of inertia, respectively; d 1 ðtÞ and d 2 ðtÞ represent external disturbances.
Let w m ¼ _ a , and then the corresponding model (7) of the dc motor is rearranged by
Due to the existence of the parameter variations, external disturbances, and measurement accuracy, the following assumption is rationally exploited by Boukens et al. 29 Assumption 2. The parameters A, B, and C are given by
where ðÁÞ 0 denotes the nominal value of the system parameters; ÁðÁÞ represents the difference between the real value and the nominal value. Therefore, we can rewrite (8) as follows:
where the term of DðtÞ ¼ ÁA _ w m þ ÁBw m þ ÁCu þ f ðtÞ is interpreted as the lumped uncertainty. Indeed, D(t) is arduous to be formulated by explicit function.
The whole design process of the controller is divided into the following two steps:
Step 1: According to the kinematics model of the WMR modeled by (1), a backstepping kinematic controller given in (4) is proposed to realize the trajectory tracking of the mobile robot, and then the angular velocity reference signal of the system dynamics model can be obtained by using the transformation matrices (5) and (6).
Step 2: According to the dynamics model of the system described by (7), the CASMC scheme is introduced under the condition of external disturbances, parameter uncertainties, and input saturation, which enables that the angular velocity of the dc motor can track the angular velocity reference signal quickly and steadily.
Our control object is to design an input control u for minimizing the impacts from the modeling uncertainty, external disturbance, and input saturationand maintaining the system's stability. The design of controller will be detailed as below.
ESO and ASMC designs

ESO design
The ESO is applied to attenuate the adverse effects of lumped uncertainty as well as estimate the state of control system for designing a more practical controller.
Defining the state variables as (9) is accordingly transformed into the following expended system:
where x 3 is treated as an extended state variable, i.e. x 3 ¼ DðtÞ; h(t) denotes the time derivative of x 3 . Afterwards, constructing a state observer, represented as ESO, 14 in the form of wherex i , i ¼ 1, 2, 3, are the estimation value of x i , and i denotes the ith observer gain parameter to be chosen later.
Defining the state estimation error asx i ¼ x i Àx i and recalling equations (10) and (11), the scaled state estimation errors can be converted into
Moreover, the characteristic polynomial of (12) is written as
To guarantee the asymptotic convergence ofx i , the coefficients i should satisfy the following sufficient conditions:
From a review of the literature, 30 the desired characteristic polynomials can be obtained as below:
where w 0 4 0 is defined as an unique tuning parameter of the observer bandwidth. In addition, 1 ¼ 3w 0 , 2 ¼ 3w 2 0 , and 3 ¼ w
where the matrices M and P can be derived as, respectively
By inspection, M is Hurwitz matrix. To move on, some technical lemmas and assumption are given in the following. 
where Vðx 0 Þ is the initial time value of V(x). Proof. Since M is Hurwitz matrix, it is often possible to find a unique solution E ¼ E T 4 0 of the Lyapunov equation
for given Q ¼ Q T 4 0. If a Lyapunov function candidate is considered in the following form:
Function V 1 satisfies the following inequality:
With attention to Assumption 3 and inequality (20) , the derivative of V 1 along the trajectory of the dynamics error system (16) is written as
where 0 5 0 5 1. Therefore, as time approaches infinity, the upper bound for the estimation error tends to the following region:
According to Lemma 2 and (16) where " sum ð0Þ ¼ j" 1 ð0Þj þ j" 2 ð0Þj þ j" 3 ð0Þj. By defining $ ¼ c" sum ð0Þ À , it follows that jj"ðtÞjj4$.
Noticing that the observer bandwidth w 0 plays an important role in the analyses of ESO stability and error convergence rate (for more details, the reader may refer to Remark 2). This proof is accomplished completely. « Remark 1. It is worth mentioning that the condition in Assumption 3 is made for rigorous stability analysis. Compared with the results that D(t) and h(t) are bounded, or h(t) must belong to the steady-state vanishing type (i.e. lim t!1 hðtÞ ¼ 0), 8, [10] [11] [12] 23 this study only requires the upper bound of h(t). On the other hand, the accurate upper bound 1 is needless to be known in comparison with previous methods reported in literatures. 4, 9, 24 Thus, Assumption 3 is relaxed and more reasonable in the formulation process of control law.
Remark 2. It can clearly draw a conclusion from the results of Lemma 3 that, although a large observer bandwidth w 0 can be imposed to guarantee high-accuracy tracking and accelerate convergence speed, it in turn may deteriorate the robust performance of ESO and even lead to the unacceptable oscillations owing to the high-gain integration. As a result, an appropriate observer bandwidth w 0 should be selected by making a compromise between the estimation quality and the robustness of ESO in reality. The correction influences on the choice of w 0 value shall be shown by the later simulation comparisons.
ASMC design
We begin with the definition of the tracking error e(t) as To improve the dynamic behavior of asymptotical stability for the closed-loop control system, introduce a sliding surface S as follows 33 :
where l is a strictly positive value, which determines the convergence rate of the tracking error after its trajectory reaches the sliding surface.
Using (9) and (24), for the time derivative of sliding surface, yields
The next step is to explore sliding dynamics by applying the equivalent control method. 34 Thereafter, the equivalent controller is obtained by solving the equation _ S ¼ 0
For the sake of maintaining the system state on the sliding surface, a switching controller arrives at
where k 1 expresses positive switching gain. In light of the pervious development of (27) and (28), the following control input can be derived as
Consider a Lyapunov function candidate as
Substituting (25) and (29) into the time derivative of V 2 leads to
With the given condition of k 1 5ðlx 2 þx 3 Þ, it infers that the trajectory of the closed-loop system can be driven onto the equilibrium state S(t) ¼ 0 after finite time in the presence of lumped uncertainties.
In comparison with the conventional SMC and integral SMC, 8, 9 the switching gain of ESO-SMC is only required to be satisfied greater than the upper bound of the uncertainty estimation error rather than that of the uncertainty, which has powerful capability to alleviate unwanted chattering substantially, and avoid more energy loss and serious actuator failure. In spite of that, the accurate upper bound of the uncertainty estimation error is not easy to know and the chattering phenomenon cannot be eliminated completely, due to the complexity of lumped uncertainty and the existence of discontinuity term sgnðSÞ. So as a solution to these dilemmas, a so-called boundary layer technique in cooperation with adaptive mechanism is adopted by reformulating sgnðSÞ as
with the gain dynamicsk 1 being updated such that
where k 2 and 1 are positive constants, and 4 0 represents the thickness of the boundary layer. Notice that, an additional term k 2 S contributes to improving the convergence rate. Inserting u sd from (32) into (29), we have
The aforesaid design operations help to avert a small correction resulting in generating an unsmooth control input and decreasing the oscillation of the system output, thus being more valid in reality.
Remark 3. Because of the various uncertainties on the system, the sliding surface cannot be zero exactly. Then the value ofk 1 is able to infinitely increase, which causes the large inputs and even brings instability to the overall system. To overcome this drawback, the adaption gain dynamics (32) is modified as follows:
where 1 and 2 are positive constants. The second item À 2k1 provides an efficient solution to prevent the unlimited growth of control gain and avoid the excessive control input. Theorem 1. Consider the extended system (10) and the sliding surface (25) in the presence of the lumped uncertainty, satisfying Assumption 3, the ESO based ASMC trajectory tracking controller given by (32), (34) , and (35) can guarantee that tracking error converges to an arbitrarily bounded neighborhood of the origin after finite time by choosing appropriate controller parameters.
Proof. The Lyapunov function candidate is constructed as
wherek 1 ¼k 1 À " k 1 is parameter adaptation error and " k 1 denotes the upper bound ofk 1 .
Invoking Lemma 3 and taking the time derivative of V 3 becomes
where ¼ l$w 0 þ $w 2 0 . In addition, suppose that " k 1 5 þ k 0 , and k 0 4 0. Case 1. Ifk 1 jSj 4 and u sd S ¼k 1 jSj þ k 2 S 2 , it is readily derived from (37) that
The third term À 2 ðk À " kÞk exists its maximum value of
Case 2. Ifk 1 jSj4 and u sd S ¼k 2 1 S 2 þ k 2 S 2 , the time derivative of V 3 is provided as follows:
Due to the fact thatk 1 , it follows that
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Merging the above two cases together for anŷ k 1 jSj, the following inequality can be worked out:
where ¼ maxf 1 , 2 g ¼ 2 .
In view of Lemma 1, the trajectory of Lyapunov function candidate V 3 can be driven into the bounded region within finite time such that V 
Next, we shall further prove that the tracking error is ultimately bounded. From the definition of sliding surface (25), we obtain
where jSj4
e T e with respect to time along (44) satisfies
where 0 5 2 5 1, and one can conclude that _ V Ã is non-positive function. The trajectory of the tracking error is thus immersed into the following compact set:
Accordingly, the UUB tracking of the controlled closed-loop system with the proposed method is achieved. It should be pointed out that the tracking error can be reduced as desired by selecting small enough or l and k 2 large enough, under the premise of meeting the control requirements. This ends the proof. « Remark 4. Note that, besides the boundary layer technique (31) introduced in this brief, there are some other ways to replace signum function such as the continuous super-twisting method, 4, 35 sðtÞ jjsðtÞjjþ% with % being a sufficient small scalar, 12 or a hyperbolic tangent function. 36 With the help of a modified adaptive (34), the proposed method can even be used well without a prior knowledge of the estimation error when compared with a constant switching gain in previous work. 9 
Control design under input saturation
To handle control input constraint, ASMC scheme from Theorem 1 is further enhanced with explicit consideration.
Consider the extended system (10) with input saturation as
where the nonlinear saturation characteristic of the input signal sat(u) can be described in the following form 17, 19, 20, 22 :
where u max > 0 is a known saturation bound of u. For convenience of constraint effect analysis, the auxiliary control system borrowed from reference 19 is categorically proposed as
in which Áu ¼ u À satðuÞ, 4 0, and # is the state of auxiliary design system. In addition, the parameter should be selected as a small positive constant in accordance with the requirement of the tracking performance. Thus, the CASMC law can be further deduced to
The following theorem is provided to prove the stability of the closed-loop system with regard to both lumped uncertainty and input saturation, and guarantee the tracking error converges to a neighborhood of equilibrium in finite time.
Theorem 2. Consider the extended system (10), the sliding surface (25) as well as the auxiliary control system (49) in the presence of the lumped uncertainty and input saturation, satisfying Assumption 3, the ESO based ASMC trajectory tracking controller given by (32) , (35) , (49), and (50) can guarantee that the tracking error converges to an arbitrarily bounded neighborhood of the origin after finite time by choosing appropriate controller parameters.
Proof. The following procedure of proof is straightforward and constructive. First, choose a Lyapunov function candidate as
It is noticeable that jS Á C Ã Á Áuj50, Áu Á #4 . When j#j5, the following inequality is derived before being applied for stability analysis:
Invoking (37), (49), and (50), and differentiating (51) with respect to time becomes
The following stability analysis is similar with that in the previous section. Case 1. Ifk 1 jSj 4 and u sd S ¼k 1 jSj þ k 2 S 2 . On the basis of (53), we can obtain that 
þ4 " k 1 ÞðÀ1Þ 8ðÀ1Þ . Case 2. Ifk 1 jSj4 and u sd S ¼k
Due to the fact thatk 1 4 " k 1 , the term
when jSj ¼ is defined in (54), and
þ4 "
. Note that, the controller parameters are designed to conform to the following conditions such that 4 1 and k 2 4 1 2 . Following a similar way as described above, for anyk 1 S, the inequality of _ V 4 can be expressed as
, the procedure of proof is the same as that of Theorem 1, and therefore, the detailed proof is omitted.
According to Lemma 1, the trajectory of Lyapunov function candidate V 4 can entry the region under the proposed control law such that V 
Next, we shall further show that the tracking error is UBB. Based on the definition of sliding surface (25), one gets
Taking the derivative of 
þ4 " k 1 ÞðÀ1Þ
É , the function _ V Ã can be kept non-positive. This reveals that the tracking error can be reduced to a bounded neighborhood containing the origin as follows:
Note that, the ultimate boundedness of all signals in the resulting closed-loop system is guaranteed in spite of lumped uncertainties as well as input saturation constraint. By increasing the values of l, k 2 , and or reducing the value of , the upper bound for tracking error can be lowered to an adjustable region of the origin in finite time, and vice versa. Consequently, the proposed control scheme is available.
Remark 5. Theorem 2 manifests that the proposed CASMC method is robust to the external disturbances, parametric uncertainties together with input saturation. It is worth mentioning that, in the special case when the desired trajectory is improperly selected to be so aggressive, the primary parameter l should be selected large enough to improve convergence rate and ensure smaller control error. However, if bigger l is chosen, we know that the control energy consumption is needed more and the input saturation is easily induced. Thus, a large is selected simultaneously to quickly cancel the bad effects of input saturation. From an implementation point of view, it is desirable that the controller design should be considered to require less energy consumption. To overcome this disadvantage, the key idea of minimum energy trajectory tracking is introduced in the works of Kim and Kim 37 and Tokekar et al. 38 , while it is beyond the scope of this paper and will be investigated in our future work.
Simulation results
In this section, some simulation-based numerical experiments are performed in order to testify the effectiveness of the proposed controller for WMR, which is subjected to parametric uncertainties, external disturbances, and input saturation. To begin with, the detailed parameters of WMR are listed in Table 1 and all simulations are implemented in MATLAB with a sampling interval time of 0.01 s. In addition, the parameter uncertainties are set to be 10% of their real values, and the external disturbance is considered as: DðtÞ ¼ 5sinð0:2tÞ þ 2expðÀ0:1tÞ.
For the fairness and conviction of comparison results, the following six control methods are presented:
1. ESO-CASMC: This is a constrained adaptive controller (50) with ESO (11), adaptive control law (35) , and the auxiliary control structure (49), described in the previous sections. The control parameters are designed as:
01, and & ¼ 0:01. The control signal is limited within juj42v to simulate the input saturation, which means that the system performance is performed in the case of a weak actuator. 2. ESO-ASMC: This is an adaptive robust controller (34) with ESO (11) and adaptive control law (35) . The control parameters are chosen to be the same as the corresponding parameters in ESO-CASMC. 3. ESO-SMC: To ensure the stability of the overall system, the switching gain needs to be selected greater than the upper bound of the uncertainty estimation error, i.e. k 1 ¼ 10. are given as:
Notice that, only ESO-CASMC can be used to tackle input saturation problem.
The simulation results for the six controllers with respect to a step signal are plotted in Figures 3-6 . As can be observed from Figure 3 , the proposed ESO-CASMC displays almost the same tracking performance as the ESO-ASMC scheme, which indicates that the tracking result of the proposed ESO-CASMC is free from input saturation. From the viewpoint of response time, one can see that the proposed controller with adaptive mechanism takes a longer time to track reference signal. This is because the adaptive switching gain spends a period of time to become a sufficiently large value for canceling the influence of lumped uncertainty. Besides the ESO-CASMC and ESO-ASMC schemes, the remaining controllers have significant overshoot and exist in unacceptable oscillation in the transient process. In addition, it is easy to observe from Figure 4 that severe control chattering can be alleviated effectively by introducing the boundary layer technique with an adaptive mechanism. As clearly shown in Figure 5 , both the H 1 and PI controllers give birth to large control inputs, and meanwhile, both the SMC and ESO-SMC controllers result in substantial chattering. By contract, the generated control input of ESO-CASMC can arrive at the satisfactory performance with consideration of the lumped uncertainty and input saturation, and allow smooth enough to be acceptable. The online estimated bound of the control gaink 1 is depicted in Figure 6 .
Second, the performance comparisons under different observer bandwidths w 0 are presented in Figures 7 and 8. With conformity with the analytical results of Remark 2, a larger value of w 0 improves the final tracking accuracy in the expense of high-frequency oscillation on the control input. On the other hand, it can be discerned that a smaller value w 0 fails to assure that the lumped uncertainty is rapidly stabilized in a small neighborhood. It is worthwhile to notice that, one can employ trial and error for tuning value of w 0 in order to make an appropriate compromise between the estimation quality and robustness of ESO in practical system.
To further assess the comparative results of the tracking performance using the proposed algorithm, two aggressive maneuvers with S-shaped and rounded rectangle commands are taken into account as reference trajectories. In simulations, the reference trajectories are generated by the desired linear and angular velocities with respect to time, respectively. error e 2 , and the standard derivation e 3 . Again, their definitions are expressed as where N is the total sampling time in the simulations. Alternatively, the statistical results in terms of performance indexes are intuitively given in Table 2 . As shown in Table 2 , a significant improvement in reducing the tracking error is achieved by the ESO-CASMC scheme for two reference trajectories, which means that the proposed ESO-CASMC algorithm can accomplish good tracking performance with respect to the lumped uncertainties and input saturation.
Conclusion
By integrating the technique of ESO into the SMC with an adaptive mechanism, the proposed controller not only can counteract the adverse effects of the lumped uncertainty and input saturation simultaneously, but also can feature chattering-free in this paper. Based on the Lyapunov synthesis, it is proven that the closed-loop system is practical stability and tracking error converges to an arbitrarily small region around origin within the finite time convergent property by adjusting the controller parameters. In addition, the comparative simulation results demonstrate the effectiveness of the proposed scheme in comparison with the traditional approaches, which clearly shows the excellent chattering-free, high steady-state accuracy and enhanced anti-disturbance capability. Recognizing these advantages, the proposed ESO-CASMC is easy to ultimate in the WRM's applications. In further research, we will focus on the experimental evaluation of the proposed adaptive composite controller on the real WRM platform, and are interested in extending our approach to address the problems of actuator fault and time delay.
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