This study presents a mechanistic model for identifying oxide nanoparticles that induce a high level of neutrophils in the bronchoalveolar lavage fluid, an important marker for lung inflammogenicity. The model is based on 4 nanoparticles' physicochemical properties, ie, the reactivity, surface charge, wettability, and dissolution. First, I calculate these properties and show that theoretical values reproduce acceptably the experimental measurements. Then, I combine these properties with mechanistic knowledge to build a classification model for the prediction of acute in vivo lung inflammogenicity, measured as the total number of polymorphonuclear neutrophils. The model uses reactivity and dissolution properties of nanoparticles as toxicological initiating events, whereas surface charge and wettability are characteristics involved in the interactions between the nanoparticles and the lung surfactant, eventually leading to increased cellular uptake and bioaccumulation. The model is validated on a set of 43 oxide nanoparticles tested in vivo to confirm that acute lung inflammation can be described using this mechanistic framework. In addition, I also develop a linear regression model for insoluble nanoparticles to quantitatively predict the polymorphonuclear neutrophil count as a function of reactivity and surface charge. The proposed models are based on mechanistic knowledge and can support the development of adverse outcome pathways, risk assessment frameworks and safe design strategies at early stages of material's R&D.
A comprehensive evaluation of the biological and toxicological effects of nanomaterials is necessary for meeting regulatory requirements and for designing products that are safe and operate as intended (Burello, 2015) . However, toxicological tests are time-consuming and resource intensive, which is why researchers are developing computational models to predict the physicochemical properties of nanomaterials and their effects in the human organism and in the environment. In the field of computational toxicology, in silico methods like QSARs (Quantitative Structure-Activity Relationships) are typically applied towards the more elusive goal of predicting potential toxicity outcomes for in vitro cell cultures or in vivo animal test systems, where the toxicity endpoint tends to be less well understood and is likely to encompass multiple mechanisms and pathways to adverse outcome (Cherkasov et al., 2014) . Another active area of QSAR expansion is in the use of predictive models for regulatory purposes by government agencies, where a growing number of specialized regulatory tools and databases are being developed and validated (Lapenna et al., 2010; U.S. EPA, 2015) . Another field where computational toxicology can find application is safe design, a concept that aims at implementing in innovation trajectories aspects related to the safety and sustainability of products and processes (Burello, 2015) .
In contrast to conventional chemicals, where it is possible to validate models and methods by comparison with a sufficient number of experimental results, reliable effects and hazard datasets for nanomaterials which support nonexperimental approaches are still limited. In this sense, it has been more challenging to quantitatively relate physicochemical parameters/ descriptors to given effects and fate characteristics of nanomaterials due to a lack of reliable and relevant data that correlate mode-of-action or adverse outcome pathway mechanisms to categories of particles. Some correlations may hold promise for QSAR approaches (Braakhuis et al., 2014) , but the field is still growing and requires more robust advancements to overcome knowledge gaps and lack of data. Of note, one main knowledge gap that hampers the development of computational models for nanomaterials is the scarcity of methods for the calculation of descriptors that can represent the real structure of the compounds being tested. Due to the size and chemical heterogeneity of the nanomaterials, and the environmental dependence of many of their characteristics (defined as extrinsic properties), it is often difficult to obtain descriptors like electronic properties and wettability, which are supposed to play a role in toxicity and fate mechanisms of nanomaterials.
In this article, I try to address these issues and develop a mechanistic model for identifying oxide nanoparticles that induce a high level of neutrophils in the bronchoalveolar lavage fluid (BALF), an important marker for in vivo lung inflammogenicity. The study considers 4 key physicochemical parameters that are supposedly involved in the mechanism of toxicity of this class of nanomaterials: the particle's reactivity, surface charge, wettability, and dissolution. More precisely, 2 of these characteristics, wettability and surface charge, account for biophysical interactions (Nel et al., 2009) , while reactivity and dissolution are involved in toxicity mechanisms at the initiating level (Ankley et al., 2010) . First, I calculate these physicochemical properties and show that the theoretical values reproduce measured values with a good level of accuracy. These characteristics are then used to build a mechanistic model to classify 43 oxide nanoparticles that have been tested in vivo, using the total number of polymorphonuclear (PMN) neutrophils as endpoint for acute lung inflammogenicity. The model is based on a set of rules derived from mechanistic knowledge on material's interaction with cellular components and cellular toxicity. In this sense, all property conditions for toxicity classification are not derived from statistical inference, rather, I want to verify if lung inflammogenicity of tested nanoparticles complies with fundamental mechanistic knowledge derived from experimental studies on bioreactivity and on the interaction between foreign (nano)materials and the main biological components of the respiratory tract, namely the lung surfactant. For this reason, the set of 43 nanoparticles tested in vivo is used to validate the mechanistic models. This approach is different from the QSAR methodology, which derives its rules from a statistical analysis. The application of the classification model to the set of oxide nanoparticles shows that acute inflammogenicity depends on particle's and ion's reactivity, whereas surface charge and wettability are important parameters that account for adsorption of lung surfactant components and could indicate enhanced cellular uptake and bioaccumulation. In addition to the classification model, I also develop a linear regression model for insoluble nanoparticles to quantitatively predict the PMN neutrophil count as a function of reactivity and surface charge. The proposed models are based on mechanistic knowledge and measurable physicochemical properties and therefore can support the development of adverse outcome pathways, risk assessment frameworks and safe design strategies at early stages of material's R&D.
MATERIALS AND METHODS

Calculation of Conduction Band Energy Levels (Ec)
The bottom of the conduction band (E c ) of oxide materials is calculated from Equation (1), where v oxide and Eg are the electronegativity and the band gap of an oxide, respectively (Burello and Worth, 2011) ; the term 0.059(PZC-pH) is the energy shift according to the Nernstian relation, where pH is the environmental pH, here set as 7.4, and PZC is the point of zero charge of the oxide calculated with Equation (7):
The electronegativity of oxides is calculated using Equations (2-4): 
where Z is the formal charge of the cation, r is the Shannon ionic radius and a is a correcting term specific for each cation.
Band gap values were either collected from literature or calculated from the experimental standard enthalpy of formation of oxides (DH f 0 ):
where:
and N A is the Avogadro number and n e is the number of electrons involved in the formation reaction. The pre-exponential term A in Equation (5) is a property of the cation and it generally corresponds to a value of 1 for d-block elements, 0.8 for s-block elements, 1.35 for p-block elements and 0.5 for f-block elements.
Calculation of PZCs
The PZCs of pristine oxide surfaces depend mainly on the type and density of surface hydroxyl groups and are very sensitive to sample preparation and environmental conditions. To account for this variability, PZC values are calculated using a Bayesian regression method. First, I collected 227 PZC values for 32 oxide materials, each oxide having more than one single measured value (Kosmulski, 2001 ). The PZC measurements were then fitted to a Bayesian hierarchical regression model that included the cation's formal charge (Z) and polarizability (Z/r) as predictors (Burello, 2015) : 
number of samples ¼ 32; R 2 ¼ 0.89; Cross validation: Leave-one-
This model was used to predict probability distributions of likely PZC outcomes for every oxide: in this way, the variability of experimental PZC values found for each oxide is used to build the distributions around each mean predicted PZC value.
Calculation of Contact Angles
In general, the contact angle (CA) of water is nearly 0 for metal oxides without contaminants on their surface because the surface energy of an oxide is normally greater than that of water. The observed increase in advancing CAs over time suggests that the surface energy decrease can be attributed to the lower surface energy of adsorbed hydrocarbons (Preston et al., 2014) . According to Takeda et al. (1999) , the amount of adsorbed carbon substances from the atmosphere can be ascribed to the surface -OH group density, which is different for each material and proportional to the Pauling's electronegativity of the metal elements directly bound to the oxygen atoms. The model was developed using 15 experimental CAs collected from literature studies (Azimi et al., 2013; Preston et al., 2014; Takeda et al., 1999) . When carbon content from XPS measurements was available, I have estimated the CA value as a function of surface carbon coverage, as described in Preston et al. (2014) . CAs of nanoparticles with polymeric coatings or surface functionalizations were assumed to be equivalent to the CAs of the coating polymer or surfaces decorated with the same functionalization molecules (see Table 1 ).
Calculation of Dissolution (S)
The solubility of particles depends on their chemical composition and size, and on the environmental conditions. Here, the solubility of oxide nanoparticles is calculated using the descriptor CN*Z/r, which is the product of the cation's coordination number (CN) and polarizability (Z/r). I have developed 2 models which account for dissolution of oxide nanoparticles in 2 different biological media (dissolution data of nanoparticles are taken from Cho et al. (2012) , Landsiedel et al. (2014) , Zhang et al. (2012) , and Arts et al. (2016) : Equations (9) and (10) Table 4 reports the complete list of calculated physicochemical properties of oxide nanoparticles. All classification models are evaluated using the following metrics (Equations 11-14): accuracy (A), error rate, (E), sensitivity (SN), and specificity (SP). The accuracy metric measures the ratio of correct predictions over the total number of instances evaluated:
where tp, tn, fp, and fn are the number of true positive, true negative, false positive and false negative cases, respectively. The error rate measures the ratio of incorrect predictions over the total number of instances evaluated:
Sensitivity is used to measure the fraction of positive patterns that are correctly classified:
Specificity is used to measure the fraction of negative patterns that are correctly classified:
RESULTS
Calculation of Physicochemical Properties
This section presents the correlation between measured physicochemical properties and calculated descriptors. Figure 1A shows Robertson and Falabretti, 2010; Schmickler and Schultze, 1986; Schultze and Elfenthal, 1986; Xu and Schoonen, 2000) . The Ec level is calculated using 3 parameters: the oxide's electronegativity (v), which is obtained from Equation (2), the band gap energy (Eg), which is calculated using Equation (5) (the correlation between theoretical and experimental band gap values is R 2 ¼ 0.84, Burello and Worth, 2011) and the PZC, obtained from Equation (7). The error bars in Figure 1A represent the variability of experimental Ec values for single oxides. Figure 1B displays the relationship between calculated and experimental PZC values for 32 oxide materials (R 2 ¼ 0.87).
Calculated PZC values are obtained from Equation (7) using the cation's formal charge (Z) and polarizability (Z/r) as predictor variables. The 227 experimental PZC values used to build the model equation were collected from a large compendium of literature data that include particles sizes in both the nano and micron range (Kosmulski, 2001) . As single oxide materials have more than one measured PZC value, the error bars reflect the material's structural variability in both experimental and calculated values. Figure 1C shows the relationship between calculated and measured CAs for 15 oxide materials (R 2 ¼ 0.75). The CAs are obtained from Equation (8) using the Pauling electronegativity of elements as predictor (Takeda et al., 1999) . As the presence of carbon on the surface of an oxide material is assumed to control its CA (otherwise the CA of pristine oxides would be nearly zero), Equation (8) is build using CAs measured on oxide surfaces whose carbon content is in equilibrium with carbon in the atmosphere (Azimi et al., 2013; Preston et al., 2014; Takeda et al., 1999) . Figure 1D shows the relationship between the logarithm of calculated and measured dissolution (S), expressed as percentage, of 22 oxide nanoparticles tested in 4 different biological media (BEGM and DMEM, R 2 ¼ 0.50; ALF and PLF, R 2 ¼ 0.81).
Theoretical dissolutions are calculated using Equations (9) and (10) 
Mechanistic Models
This section presents the correlation between PMN counts in BALF (expressed as x-fold of control value and normalized by the deposited dose weight) and the physicochemical properties of oxide nanoparticles. Endpoint values are collected from 4 published studies (Cho et al., 2010 (Cho et al., , 2012 Landsiedel et al., 2014; Zhang et al., 2012) that use 3 different test systems (see Table 2 ). Full circles, squares and triangles denote endpoint values that depart from the control with a statistical significance (p) < .01 or .05, as reported in the original publications. Striped circles, squares and triangles denote ZnO and CuO nanoparticles. Figure 2A shows the correlation between the total number of PMN neutrophils measured in BALF and the Ec descriptor for 37 oxide nanoparticles. The area from À4.12 to À4.84 eV limits the range of redox potentials of biological species that maintain the cellular redox state (from À4.12 to À4.84 eV). This mechanistic model assumes that an oxide nanoparticle with an Ec level comprised within the range of biological redox potentials can act like a catalysts and produce radicals by oxidizing the biological species that maintain the cellular redox state. The result is an increase of radical species and a decrease of antioxidants, a condition which eventually leads to oxidative stress and inflammation (Burello and Worth, 2011) . Figure 2B shows the relationship between the PZC values calculated for 37 oxide nanoparticles and their corresponding measured number of PMN neutrophils (for coated nanoparticles in the study of Landsiedel et al. (2014) , PZC values of the pristine nanoparticles are averaged with the IEP (isoelectric point) of the coating material; for oxides which display more than one cation on their surface (as reported by XPS measurements), it is assumed that also these elements would form surface oxides, and therefore the final PZC value is averaged with all oxide species present on the surface, Burello, 2015) . The area at pH 4-6 limits the IEP of the majority of proteins. The vertical line at pH ¼ 7 partitions positively charged from negatively charges oxide materials at physiological conditions: PZC values higher than 7 belong to positively charged surfaces; oxides with a PZC value below 7 have a negative surface charge. This mechanistic model assumes that higher adsorption of (macro)molecules on the nanoparticle' surface occurs if the environmental pH is comprised between the PZC of the oxide material and the IEP of (macro)molecules, ie, when there is net charge matching between the nanoparticle's surface and the (macro)molecule. The majority of (human) proteins have an IEP comprised between 4 and 6, and the surfactant protein A (SP-A), which is the most abundant protein in lung surfactant, has an IEP comprised between 4.6 and 5 (Whitsett et al., 1985) . The phospholipid dipalmitoylphosphatidylcholine, which constitutes around 40% of the lung surfactant, is a zwitterion, whereas the remaining phospholipids, which constitute another 40% of the lung surfactant, have a negative charge at physiological pH. Figure 2C shows the correlation between the calculated CA of 37 oxide materials and their corresponding total number of PMN neutrophils. CAs of pristine oxide materials are calculated using Equation (8); for coated nanoparticles (study of Landsiedel et al., 2014) , I use literature CA values of the corresponding polymers and for functionalized nanoparticles (study of Landsiedel et al., 2014) I use the corresponding CAs measured on surfaces functionalized with the same molecules (see Table 1 in "Materials and Methods" Section). The vertical line at 65 6 5 marks the "Berg Limit" (Vogler, 1998) and the "Theta Surface" (corresponding to a critical surface tension between 20 and 30 mN/m, Baier, 2006) and splits the nanoparticles with a hydrophobic or hydrophilic surface character in biological systems. This model assumes that higher adsorption of (macro)molecules occurs on hydrophobic nanoparticle surfaces (Norde, 2008) . Specifically, lung SPs and lipids will adsorb at higher amounts on nanoparticles with CA > 65 6 5 . Figure 2D shows the relationship between the experimental nanoparticle's dissolution (S) and the total number of PMN neutrophils for 37 oxide nanoparticles. Particle's dissolution values are reported as the maximum percentage of solubility measured among 4 different biological media: BEGM, DMEM, ALF, and PLF. The vertical line represents the 10% limit value of dissolution which is considered as threshold for eliciting toxicity (Arts et al., 2016; Zhang et al., 2012) . This mechanistic model assumes that if a nanoparticle displays a dissolution value above the 10% threshold limit, and its ions are toxic, that particle will cause cytotoxicity (eg, generating radicals via a Fenton like type of mechanism). Here, an ion is considered toxic if its dose concentration is above the physiological concentration and if it can catalyze the generation of radical species. Table 3 displays the classification metrics, estimated using Equations (11-14), for models that employ 1, 2, or 4 properties to discriminate between inflammogenic and noninflammogenic nanoparticles. From a pool of 43 oxide nanoparticles (that include the 37 above mentioned nanoparticles and other 6 oxide materials tested in the same in vivo studies but whose endpoint values are reported as % of neutrophils over all cells counted), in vivo studies assign 21 positive cases, ie, 21 compounds that induce a high number of neutrophils in BALF compared with the control, and 22 negative cases, which represent be zero, however in this range 2 outliers are found: SiO2(CN*Z/r ¼ 61.54) and WO3(CN*Z/r ¼ 60.00) whose dissolutions are 1.3% 1.4% and 5% for SiO2 in BEGM, DMEM, and ALF; and 2% and 22.4% for WO 3 in BEGM and DMEM (Cho et al. 2012; Zhang et al. 2012) . nanoparticles whose toxicity does not depart substantially from the control value. The classification is carried out on transformed toxicity data: endpoint data are converted into binary values, where a value of 1 corresponds to studies where the nanoparticle displays a statistically significant increase in neutrophil count compared with the vehicle control (ie, p < .01 or .05, depending on the study reports), whereas a value of 0 is assigned to nanoparticles whose neutrophil count is comparable to the control value. Among the mechanistic models based on one parameter, the model with Ec has a sensitivity of 57% between calculated PZC values and in vivo lung inflammogenicity expressed as the total number of PMN neutrophils normalized by the total deposited dose weight. Vertical line at pH ¼ 7 separates positively and negatively charged nanoparticles. The area at pH 4-6 includes the IEPs of most proteins (the IEP of SP-A is comprised between 4.6 and 5; Whitsett et al., 1985) . C, Relationship between experimental and calculated CA values and in vivo inflammogenicity expressed as the total number of PMN neutrophils normalized by the total deposited dose weight. Vertical line at 65 6 5 marks the "Berg Limit" (Vogler, 1998) and the "Theta Surface" (Baier 2006, cor- responding to a critical surface tension between 20 and 30 mN/m). D, Relationship between experimental dissolution and in vivo inflammogenicity expressed as the total number of PMN neutrophils normalized by the total deposited dose weight. Vertical line marks the 10% limit of dissolution above which soluble nanoparticles are considered toxic (Arts et al. 2016; Zhang et al. 2012) . In all Figures A-D, circles represent data from Landsiedel et al. (2014) , squares the data from Zhang et al. (2012) and triangles the data from Cho et al. (2012 Cho et al. ( , 2013 Figure 3 and a specificity of 86%, the model with PZC has a sensitivity of 71% and a specificity of 68%, the model with CA has a sensitivity of 100% and a specificity of 27%, and the model with S has a sensitivity of 33% and a specificity of 95%. The best 2 variable model employs Ec and S as classifiers and has a sensitivity of 90% and a specificity of 82%. The 4 variables model has a sensitivity of 62% and a specificity of 91% (Figure 3 ). Figure 4 shows the correlation between the predicted and measured PMN counts normalized by the total deposited dose weight. Predicted PMN counts are obtained from a linear regression model that uses the Ec and PZC properties as descriptors for 31 insoluble oxide nanoparticles (that is, excluding samples with PMN counts expressed as % over total cell counts). The total weight of deposited nanoparticles is estimated assuming that for aspiration and instillation studies the deposited dose is equal to the delivered dose, whereas for aerosol studies the deposited dose has been analytically determined (Landsiedel et al., 2014) .
DISCUSSION
In this work, I first calculate 4 extrinsic physicochemical properties of oxide nanomaterials; these properties are: the reactivity (represented by the energy conduction band level), the surface charge (represented by the point of zero charge), the surface wettability (represented by the contact angle) and the solubility in biological media (represented by the percentage of dissolution). These properties are calculated using empirical equations and then compared with their corresponding experimentally measured values for a broad set of oxide materials. In the second part of this work, I combine these properties with mechanistic knowledge and use them, either in combination or alone, to predict the in vivo inflammogenicity of 43 oxide nanomaterials tested in 4 different studies (Cho et al., 2010 (Cho et al., , 2012 Landsiedel et al., 2014; Zhang et al., 2012) . For classification models, the in vivo endpoint is represented by a categorical variable that assumes 1 or 0 values if an oxide induces a high or low number, respectively, of PMN neutrophils in BALF compared with the control value; for regression models, the in vivo endpoint is the number of PMN neutrophils in BALF normalized by the deposited dose weight. All property conditions for classification are not derived from statistical inference, rather, I want to verify if lung inflammogenicity of tested nanoparticles complies with fundamental mechanistic knowledge derived from studies on bioreactivity and on the interaction between foreign (nano)materials and the main biological components of the lung surfactant. For this reason, the set of 43 nanoparticles tested in vivo is used to validate the mechanistic model(s). This approach is different from the QSAR methodology, which derives its rules from a statistical analysis. Therefore, while for the development of a QSAR model one would use a part of the 43 particles to train the model (ie, the training set), and a part to validate the model (ie, the test set), here, because I use rules derived from mechanistic knowledge, I employ all 43 particles to validate the model (for the regression model, instead, a leave-one-out cross validation procedure is applied to verify how the results of the statistical analysis will generalize to an independent dataset). More specifically, I use the particle's reactivity and dissolution (which is here interpreted as ion reactivity, ie, a Fenton like type of reactivity) as properties responsible for the toxicological initiating events of cytotoxicity (Burello and Worth, 2011) . Surface charge and wettability are used to describe the nano-bio interactions between nanoparticles and the components of the lung surfactant, because processes like protein and phospholipid adsorption can lead to increased cellular uptake and bioaccumulation (Kapralov et al., 2012) .
Relationship Between Measured and Calculated Properties
In this section, I discuss the goodness of fit between calculated and measured physicochemical properties. The fact whether a descriptor is capable of reproducing an experimental value has profound consequences on the construction and validity of a model. Although this requirement is not included in the 5 OECD From an initial pool of 43 oxide nanoparticles, the classification tree first discriminates between nanomaterials that are both positively charged (PZC ! 7) and hydrophobic (CA ! 60), and nanomaterials that have either a negative surface charge (PZC < 7) and/or are hydrophilic (CA < 60). The first group will display higher cellular uptake due to favorable physicochemical conditions for adsorbing lung surfactant components; the second group will adsorb less surfactant and therefore will likely result in less cellular internalization and toxicity. The group of oxide nanomaterials with higher chances of cellular uptake is further classified into nanoparticles which eventually will elicit toxicity (À4.84 < Ec < À4.12 or S > 10%) and nanoparticles with no toxicity (Ec ! À4.12 or Ec À4.84, and S 10%). QSAR validation principles (OECD, 2007) , it is important that descriptors for nanomaterials reflect the measured physicochemical characteristics. Here, I choose to calculate experimentally measurable physicochemical properties for several reasons. First, these properties are often reported in toxicological studies as being relevant for explaining the toxicity difference between tested nanomaterials as well as for inferring mechanistic conclusions (Braakhuis et al., 2014) . Second, by reproducing the experimental value of a physicochemical property it is possible to compare that value with real environmental conditions: eg, the calculation of Ec, PZC, and CA values allows for comparison with measured (cellular) redox potentials, environmental pHs and surface wettabilities/critical surface tensions, respectively. Third, since nanomaterials display a structural variability that depends on their synthesis and interaction with the environment, it is essential to capture the correct information regarding their actual structure and properties. For example, all characteristics here employed are very sensitive to environmental conditions and the presence of contaminants: the CA can increase due to (carbon) surface contamination, the PZC of oxides can vary depending on the presence of additional elements on the surface which can form diverse oxide structures, and solubility can change due to doping of the original compound. Therefore, descriptors should be developed and tailored using material's specific information provided by the physicochemical characterization (eg, from XPS analysis), rather than using idealized structures. The use of these descriptors will eventually enable the development of robust structure-activity models and inferring correct mechanistic conclusions. Fourth, descriptors which reflect real measurements can be directly used for read-across and safe design. Figures 1A-D show the correlation between computed and experimental physicochemical properties. Overall, a good correlation between theoretical and experimental property values is found. Experimental data were collected from single or review studies with the aim of selecting relevant values which pertain to measurements performed under highly controlled conditions on pure pristine oxide materials. Although for PZC points and electronic energies, numerous studies are available in the literature, for wettabilities and dissolution of oxide materials, experimental data are still rare. When more than one experimental value was reported in the literature for a single material, these values were included in the regression models: in this case, error bars indicate the variability of experimental measurements and theoretical calculations due to the material's structural variability. In addition, although these properties, except for dissolution, are not measured specifically for the set of 43 oxide nanoparticles tested in vivo and considered in this study, I have (1) compared the calculated PZC values with measured PZZP and IEP values reported in the studies by Zhang et al. (2012) and Landsiedel et al. (2014) (data showed in the Supplementary Figure 1) ; (2) analyzed the relationship between the material's band gap values and Blue Methylene Degradation results (Wohlleben et al., 2013) as reported by Landsiedel et al. (2014) (data showed in the Supplementary Figure 2) ; and (3) compared calculated CA values with data reported from Arts et al. (2016) (see Table 1 ). In all these cases, the correlations show that calculated properties are representative of the set of 43 oxide nanoparticles included in this work. Figure 1A shows the correlation between calculated Ec values and averaged literature data on 48 measured flat band potentials and conduction band energy levels of 19 oxide materials. Experimental measurements of metal oxides energy levels were performed using different techniques (ie, by photoemission or by electrical means) on highly pure oxide samples. The calculated Ec values depend on the composition of the oxides, the environmental pH and the material's band gap energy. Measured Ec values can deviate from theoretical ones, and the differences between these values reflect also the materials' structural variability, besides the discrepancies between theory and observation. Moreover, Ec values are constant until a specific particle size threshold, which can be different for each oxide. For example, for ZnO and TiO 2 , quantum confinement arises when the size of the particles is around 5 and 2 nm, respectively (Satoh et al., 2008) . Theoretically, it is possible to estimate the band levels variation as a function of particle size using, eg, the Brus equation (Brus, 1986) . However, the nanoparticles considered in this study do not reach these size thresholds and therefore it can be safely assumed that the oxide's band structure is independent of the particle's size. In some cases, additional energy levels may arise due to the presence of the surface: these levels are found inside the band gap and could change the reactivity profile of the materials; here, I assume that no surface states are present inside the band gaps (Burello and Worth, 2011) . Figure 1B displays the correlation between averaged experimental and calculated PZC values. The PZCs of pristine oxide surfaces depend mainly on the type and density of surface hydroxyl groups and are very sensitive to sample preparation and environmental conditions. To account for this variability, PZC values are calculated using a Bayesian regression method. First, I collected 227 PZC values for 32 oxide materials, each oxide having more than one measured value; these measurements are then fitted to a Bayesian hierarchical regression model to predict probability distributions of likely PZC outcomes for every oxide. In this way, the variability of experimental PZC values found for each oxide is used to build the distributions around each predicted mean PZC value. The experimental PZC data points were collected from a large compendium of experimental measurements which contains the most frequently used source of information about PZCs. These are "recommended" PZC values for oxide materials (defined in terms of chemical formula and crystalline structure) and are very useful to test the purity of materials and correctness of experimental procedures. Moreover, a set of unique PZC values is necessary to verify attempts to derive PZCs from first principles or to find correlations of the PZCs with other physical properties. This study includes PZCs that were obtained by different methods (ie, titration, classical electrokinetic methods, electroacustic method, coagulation, inert electrolyte titration, mass titration, inflection, EMF, adhesion, AFM and CA), in the absence of strongly adsorbing species and usually at low concentrations (on the order of 10 À2 mol Â dm À3 ) of inert electrolytes, ie, alkali nitrates V, chlorates VII and halides. Also corresponding salts of ammonium and its short-chain tetraalkyl derivatives were considered as inert electrolytes. These experimental conditions guarantee that the surface charge of the oxide materials has been measured on their pristine form, avoiding any relevant contribution from the adsorption of other chemical species in solution. In general, the acidity/basicity character of a metal oxide can be classified using properties like atomic/ionic radii, oxidation states, polarizability electronegativity, and HOMO/ LUMO energies (Kosmulski, 2001, Bordes-Richard and Courtine, 2006) ; here, after testing all these properties in regression models, the PZCs are predicted from the cation's formal charge and polarizability as described in Equation (7). Few reports in the literature have studied the effect of size on the acidity constant of oxides (Holmberg et al., 2013; Suttiponparnit et al. 2011) , where a shift of PZC values is reported as the size of the particles decreases: this effect, however, is observed at particle sizes below 10 to 5 nm, a condition which does not apply to the particles considered in this study. Figure 1C shows the correlation between experimental and calculated CA values. Here, I use the CA of oxide materials as a measure of surface wettability; this property is correlated fairly well with the Pauling's electronegativity of the oxide's cation (Takeda et al., 1999) and therefore I use this variable as predictor for estimating the CA of pristine oxide nanomaterials. At present, it is difficult to find data on the CA of nanomaterials: to overcome this gap, I use CAs measured on flat surfaces of the corresponding oxide materials. Moreover, for nanoparticles coated with polymers, I use literature CA values measured for the same polymers; for functionalized nanoparticles, I use the CA values measured on surfaces functionalized with the same molecules used to decorate the nanoparticles (see Table 1 ). When information from XPS measurements on the carbon content on the particle's surface is reported (ie, in the study of Landsiedel et al., 2014) , I use this value to adjust the CA of the pristine oxides (Preston et al., 2014) . This carbon, which is contained in the atmosphere in the form of hydrocarbons, readily contaminates the surface of materials exposed to ambient conditions: for this reason, the surface energy and wettability of the oxides diminish. All experimental data on CAs of oxide materials were collected from a study (Preston et al., 2014) that compares different measurements of equilibrium CAs as a function of surface atomic percent carbon. These studies employed different sputtering techniques (eg, reactive magnetron and oxygen plasma sputtering) to clean the surface of oxide materials previous to exposure to atmospheric conditions: in this way, highly pure oxide samples were obtained prior to surface contamination. The study from Preston et al. (2014) highlights the positive correlation between CA and surface carbon adsorption, which applies to rare earth oxides as well as metals, metal oxides, and silica. Figure 1D shows the correlation between experimental and calculated dissolution of oxide nanoparticles in different biological media (BEGM/DMEM and ALF/PLF). Experimental data on particle's dissolution were obtained for the same set of 43 nanoparticles analyzed in this study. All samples were incubated for 24 h in different biological media: Cho et al. (2010 Cho et al. ( , 2012 ) used ALF; Zhang et al. (2012) used BEGM, DMEM and water; Landsiedel et al. (2014) used water, DMEM and PLF). Then, the concentration of soluble metal ions in the supernatant was measured by inductively coupled plasma-atomic emission spectrometry. As a rule of thumb, the dissolution of bulk oxide materials increases as the formal charge (Z) of their cation decreases: oxides with formal charge Z ¼ þ1 are usually reactive or very soluble in water (eg, Ag 2 O and Na 2 O), those having Z ¼ þ2 are soluble in slightly acidic conditions (eg, CuO and ZnO), oxides with Z ¼ þ3 are usually soluble in acidic conditions, whereas for Z ¼ þ4 the oxides are defined as insoluble (qualitative data taken from Handbook of Chemistry and Physics, 2006) . In this work, I use the product of the coordination number and polarizability (CN*Z/r) of an oxide cation as predictor for solubility. The dissolution models take into account solubility in biological media at different pHs: ie, a pH of 7 for BEGM/DMEM and a pH comprised between 4 and 5 for ALF/PLF. The models, however, do not take into account the effect of particle size on dissolution: it is expected that as size decreases, the dissolution should increase due to an increase of the solvent accessible surface area. Also, the rate of dissolution, rather than dissolution itself, has been reported as being more relevant to express particle's toxicity; this parameter, however, is almost absent in the physicochemical characterization of nanoparticles.
Mechanistic Models
In this section, I discuss the predictivity of mechanistic models that employ 1, 2, and 4 physicochemical properties to identify oxide nanoparticles that induce a high level of neutrophils among a set of 43 nanomaterials tested in 4 different in vivo studies (Cho et al., 2012 (Cho et al., , 2013 Landsiedel et al., 2014; Zhang et al., 2012) . First, I discuss the predictivity of mechanistic models that employ only one property; then, I combine these properties to build a possible mechanism of toxicity that takes into account the interaction of nanoparticles with lung surfactant components, the cellular uptake and cytotoxicity. Endpoint data are converted into binary values, where a value of 1 corresponds to studies where the nanoparticles display a statistically significant increase in neutrophil count compared with the control value (ie, p < .01 or .05, depending on the study reports), whereas a value of 0 is assigned to nanoparticles whose toxicity does not depart significantly from the control value. Since in vivo studies employ different species, delivery methods, doses and exposure times (see Table 2 for a detailed description of test study protocols), data points are displayed with 3 different symbols: circles for the study of Landsiedel et al. (2014) , triangles for the studies of Cho et al. (2012 Cho et al. ( , 2013 and squares for the study of Zhang et al. (2012) . Results from the classification models are presented for aggregated data (Table 3) . Figure 2A shows the correlation between the total number of PMN neutrophils (normalized by the deposited dose weigh) and the Ec descriptor. The most inflammogenic (and insoluble) oxides have an Ec comprised between À4.12 and À4.84 eV (CuO and ZnO soluble nanoparticles are displayed as striped squares, circles and triangles). If we exclude the soluble and toxic nanoparticles CuO and ZnO, whose Ec values are outside the redox potentials of biological reactions that maintain the cellular redox state, the model based on the Ec descriptor has a sensitivity of 86% and a specificity of 86%. Two oxide nanoparticles are predicted as false negatives: NiO and Al 2 O 3 (note: Alumina is not displayed in Figure 2A because its endpoint is expressed as % and not as an absolute value). Nickel oxide has a borderline dissolution value of 8.9% and therefore it is not captured by the classification model (however, 2 types of NiO are tested and one induces a low number of neutrophils). Alumina is probably not predicted correctly because it exists in different crystallographic forms which can have different reactivities, and therefore the Ec value used here does not reflect the correct energy level. Among the false positives, TiO 2 (both in rutile and anatase forms) is predicted to be inflammogenic, whereas in vivo this material can result in a high or low number of neutrophil counts. One possible explanation could be its borderline Ec value with respect to the biological redox potentials; however, experimental insights are needed to clarify its mechanism of bioreactivity. In addition, the study from Cho et al. (2012) indicates that rutile (TiO 2 b in Table  4 ) does not induce a high number of PMN neutrophils compared with the control level, although the raw percentage of PMN neutrophils count reported in the original publication for this oxide is around 20%. When the PMN count is normalized by the total deposited dose weight, 2 effects can be observed: first, there is a liner increase between the endpoint and the Ec property; this increase is consisted with the existence of an energy barrier for the injection of electrons from the redox potential level of biological species into the conduction band of nanoparticles: the closer these 2 energy levels, the lower the barrier and the higher Cho et al. (2010 Cho et al. ( , 2012 . the electron transfer. Second, for some oxides which are inflammogenic (full symbols), their endpoint value is comparable to noninflammogenic materials; in this case, it should be noted that even though the normalization by deposited dose weight allows for direct comparison between endpoints measured with different protocols, there can be a difference in toxicity effects due to the dose rate (Baisch et al., 2014) .
The Ec descriptor represents the lowest range of vacant electronic states in a material and determines its reactivity. It was first proposed by Burello and Worth (2011) as possible predictor of nanoparticles' reactivity: to account for ROS production and inflammation in vitro, the conduction band energy is compared with the redox potentials of biological reactions that maintain the cellular redox state (a range which is comprised from À4.12 to À4.84 eV; Auffan et al., 2009) . When these 2 energy levels align, the oxide material acts like a catalysts and electrons can be transferred from the biological material to the oxide nanoparticles. The result is an unbalance of the cell's redox equilibrium and the production of radicals (possibly hydroxyl radicals generated from surface -OH groups), a condition which eventually leads to oxidative stress. This hypothesis has been tested in vitro on 24 oxide nanoparticles in a high-throughput screening platform for determining the cytotoxicity (defined by the area under normalized dose response curve in a LDH assay, Zhang et al., 2012) in human bronchial epithelial (BEAS-2B) as well as in murine myeloid (RAW 264.7) cell lines. The same hypothesis was also tested in vitro on the same dataset to determine toxicity (defined as growth inhibition) in Escherichia coli, (Kaweeteerawat et al., 2015) . The results of these studies concluded that lung toxicity at cellular level and toxicity to E. coli could be explained by the position of the conduction band energy and the solubility of the oxide nanoparticles. In addition, the Ec descriptor is currently used in some risk assessment schemes to classify and rank the toxic potency of nanomaterials (see eg, the precautionary matrix developed in Hö ck et al., 2013 and in Groso et al., 2016) . Here, to further validate this hypothesis, I show, using 4 datasets of in vivo studies, that this property is capable of identifying oxide materials that can cause a markedly increased in PMN neutrophils in the BALF.
The Ec parameter can be calculated using different methods; here I use a rather simple empirical equation that does not require intensive CPU time but delivers rather accurate results. Higher level theoretical approaches based on first principles, like Density Functional Theory, should provide more precise values at the drawback of consuming more CPU time. The electronic band structure (that is Ec and Ev, the valence band energy level) is a fundamental property of semiconductor materials, including perovskites, quantum dots and (mixed) oxides. This class of materials finds applications in various key technologies that employ solid-state devices such as transistors and solar cells. For this reason, the Ec and Ev values (similarly to the HOMO and LUMO orbitals for molecules) are potentially useful in predicting the reactivity of many classes of important materials. The concept of band structure is also appealing for safe design strategies, because it provides a lever for tuning both safety and functionality aspects of a nanomaterial (Burello, 2015) . To further investigate and support the relevancy and reliability of this property in both regulatory and safety design schemes, this descriptor could be further considered for developing functional assays that determine the material's bioreactivity (eg, by developing a series of redox probes that can reveal the material's reactivity with respect to the cell's components).
Several studies have reported that cationic particles or particles with a positive zeta potential are more toxic than negatively or neutrally charged particles (see eg, Braakhuis et al., 2014; Cho et al., 2012; McNeil, 2009) . A possible mechanistic interpretation for this difference is described by Cho et al. (2012) : after testing 14 oxide nanoparticles, the authors conclude that inside the phagolysosome and under acid conditions, a high positive zeta potential may allow low solubility nanoparticles to damage the integrity of the phagolysosomal membrane leading to inflammation. Other studies relate the higher toxicity of positively charged nanoparticles to differences in clearance, translocation, cellular uptake and binding to plasma proteins. Here, to represent the surface charge of nanoparticles, I use their PZC values, which are defined as the points at which their surface charge is zero and H þ and OH À are the potential determining ions; particles with a PZC smaller than the environmental pH have a net negative surface charge, whereas particles with a PZC larger than the environmental pH have a net positive surface charge (the higher the difference between the PZC and the environmental pH, the higher the surface charge and the larger the zeta potential). Figure 2B shows the relationship between oxide nanoparticles' PZC values and the measured endpoint values. The model employing the PZC property as classifier has a sensitivity of 71% and a specificity of 68%, ie, the PZC property predicts a rather high number of false positives and negatives (see Table 3 ). It is possible that the PZC property does not classify correctly numerous oxide nanoparticles because it is not directly involved in the molecular initiating event eliciting toxicity; rather, this property could be responsible for the interactions with the cell's biomaterial, thereby favoring cellular internalization. Like for the Ec descriptor, when the PMN count is normalized by the total deposited dose weight, a fairly good linear correlation between the endpoint and the PZC property is found, suggesting that surface charge of nanoparticles could be involved in the mechanism of inflammation leading to toxicity. The hydrophobic/hydrophilic character of surfaces is another important parameter that affects the fate and toxicity of nanomaterials since they appear to accumulate at the octanol/ water interface and readily interact with lipid/water interfaces (Westerhoff and Nowack, 2013) . The characterization of wettability is therefore key to understand and predict the interactions of nanomaterials with (macro)molecules and cells. However, experimental methods for the evaluation of this characteristic are still under development and therefore data are not yet available in a consistent way that can be used for modeling. Water structure at material's surfaces is a manifestation of hydrophobicity or hydrophilicity: from experimental observations (Vogler, 1998) , long-range attractive forces in biological systems are detected only between hydrophobic surfaces exhibiting a water CA larger than 65 6 5 (Berg limit). Likewise, repulsive forces are detected between hydrophilic surfaces exhibiting a water CA below the Berg Limit. The arrangement of the interfacial water has profound consequences on the biological response to materials: hydrophobic surfaces support the adsorption of various surfactants and proteins from water. For hydrophilic surfaces, this mechanism is energetically unfavorable; however, cell attachment occurs efficiently on hydrophilic surfaces. Similar observations regarding the degree of irreversible fouling were published by Baier (2006) for protein, bacterial and tissue adhesion: biomaterials requiring easy release of biomass should have "theta surface" qualities, which correspond to a critical surface tension between 20 and 30 nN/m, in agreement with the notion of Berg limit. Figure 2C shows the relationship between oxide nanoparticle's CA values and the measured endpoint. It can be noted that nanoparticles that are inflammogenic have a CA higher than 60 . However, this property predicts a high number of false positives (see Table 3 ) and has therefore a low specificity (27%). This property does not classify correctly numerous oxide nanoparticles possibly because the surface wettability of oxide samples can change significantly depending on the exposure method: while for aerosol studies, the nanoparticles can come into contact with atmospheric contaminants which increase the surface CA, in instillation and aspiration studies the surface wettabilities can be lower due to the absence of any contact between nanoparticles and air. Particle's solubility is another important parameter that is involved in the mechanism of lung toxicity of nanomaterials like zinc and copper oxide, which can readily dissolve in biological media at various rates and induce oxidative stress and inflammation. The epithelium of the respiratory tract is covered with a lining fluid, and materials that dissolve in this fluid can be also transferred to the blood (Braakhuis et al., 2014) . When particles are taken up by alveolar macrophages they will be confined inside phagolysosomes; here, low pH conditions will increase the particle's solubility. Eventually, the released ions can damage the phagolysosome membrane: lysosomal content can leak and result in cell death. Figure 2D shows the relationship between particle's experimental dissolution and the total number of PMN neutrophils (experimental instead of calculated dissolution is here used because the first gives better predictions; moreover, dissolution values are reported taking the highest value obtained from measurements in 4 different media: BEGM, DMEM, ALF, and PLF). Particle's whose dissolution is higher than 10% induce a high number of neutrophils, provided that the ions are present at a sufficient concentration (eg, also MgO nanoparticles are soluble but since the physiological concentration of Mg is in the milligrams range, rather than in the mg range as for Cu and Zn, MgO is not inflammogenic at the particle doses here considered). However, not all particles are toxic due to their dissolution, which means that another toxicity mechanism, ie, particle's reactivity, must be involved.
The best classification model with 2 properties uses the reactivity and experimental dissolution as classifiers, with a sensitivity of 90% and a specificity of 82%. This model confirms previously proposed QSAR models on oxide nanoparticle oxidative stress and inflammation (Burello and Worth, 2011; Zhang et al., 2012) . More precisely, the Ec descriptor represents the reactivity of particles whereas dissolution denotes ion's reactivity (eg, via a Fenton like mechanism). Other models combining 2 or 3 properties do not reach the same level of classification metrics.
By taking a closer look at the property differences between nanoparticles that induce a high number of neutrophils from those displaying low inflammogenicity, it can be seen that toxic particles have both a positive surface charge and a hydrophobic surface character, although these are also common characteristics of some safe oxides. This could suggest that PZC and CA properties are not directly involved in the toxicological initiating event, but rather in the interaction of nanomaterials with biomolecules. Such interactions would, eg, facilitate cellular uptake and bioaccumulation: eventually, only internalized particles having high dissolution and reactivity character would lead to cytotoxicity, whereas those displaying low reactivity would be relatively safe (at least in acute toxicity studies). Therefore, if we use all properties to build a mechanistic model, we obtain a scheme that consists of 2 parts (Figure 3 ): one that accounts for toxicity, which is based on the reactivity and solubility properties, and one that accounts for cellular uptake/ bioaccumulation, which is based on properties that account for nano-bio interactions. In this mechanism, particles having a positive surface charge and a hydrophobic character will bind more lung surfactant (macro)molecules: this biocorona will eventually increase the uptake process (Kapralov et al., 2012) . The majority of lung surfactant is composed of phospholipids which have long hydrophobic chains that can adsorb on hydrophobic nanoparticle surfaces. The SP-A protein and the majority of proteins present in the lung surfactant have an IEP comprised between 4 and 6: their net surface charge is negative at physiological pH, and this will favor their adsorption onto positively charged nanoparticles. Moreover, surface hydrophobicity facilitates adsorption of all proteins. Among internalized particles, those having the right Ec value and a high dissolution will eventually elicit toxicity. Other particles with a high adsorption of lung surfactant components but displaying low solubility or no reactivity will eventually enter cells but will not induce acute toxicity. Particles that are negatively charged and/or hydrophilic will have lower uptake; these particles will also display lower toxicity and possibly higher clearance, even though they have a high dissolution (which should favor clearance) and reactivity.
Particle surface area is another property which has been extensively described for its close relation to the acute inflammatory effect in lungs upon pulmonary exposure to nanoparticles. Some study results (eg, Sager and Castranova, 2009 ) indicate that for low toxicity low solubility materials, surface area of administered particles rather than mass burden may be a more appropriate dose metric for pulmonary toxicity studies. In this context, surface area should be considered as a factor for equalizing delivered doses, rather than a material's property directly correlated to its toxic effects. The studies from Warheit et al. (2009) and Duffin et al. (2007) demonstrated that apart from particle size and corresponding surface area considerations, several additional factors may influence the lung toxicity of nanoparticles in vivo; the authors concluded that a large surface area per unit mass as well as a specific surface activity have to be both considered for ranking the inflammogenic potency of poorly soluble respirable particles. In addition, the study from Cho et al. (2012) included in this work shows that by exposing the animals to an equal amount of nanoparticles (delivered dose ¼ 150 cm 2 /rat), different PMN counts are obtained, indicating that the surface area should be considered in conjunction with another nanoparticle's physicochemical parameter. Similarly, assuming that dissolution is directly related to the toxicity outcome, it is possible to relate the inflammatory response of nanoparticles having the same chemical composition to their surface area, because this metric represents the accessible surface area to solvent molecules which are responsible for the dissolution of the nanoparticles. Therefore, in this study I have also performed an estimation of the relationship between the calculated physicochemical properties of nanoparticles and their corresponding number of PMN counts normalized by the deposited dose expressed as total surface area or weight of nanoparticles. In this way, it is possible to develop a quantitative model that includes all nanoparticles delivered with different exposure methods, because the deposited dose is also the fraction of bioavailable substance that is responsible for inflammogenicity (it should be noted, however, that the % of PMN counts over total cells counts, which is not reported for all samples here considered, is a better indicator of inflammogenicity when comparing the toxic effects of different animal species. Another complicating factor is that the present dataset contains studies that have been performed using different exposure protocols, and therefore there can be a substantial difference in toxicity effects due to the dose rate (Baisch et al., 2014) and particle agglomeration.). Not all studies here considered, however, provide a measurement of the nanoparticles' specific surface area: only the studies performed by Cho et al. (2012 Cho et al. ( , 2013 and Landsiedel et al. (2014) have measured the specific surface area of their samples using the BET method. In addition, to estimate the deposited dose, I have assumed that for instillation and aspiration studies the delivered dose is equal to the deposited dose, whereas for inhalation studies, I used the analytically measured test substance deposition in the lungs corresponding to 10 mg/m 3 of aerosol concentration (the total deposited mass for aerosol studies is comparable to the deposited mass estimated by Baisch et al. (2014) for titania nanoparticles using a similar exposure protocol). Figure 4 shows the correlation between the predicted and measured PMN counts normalized by the total deposited dose weight (the normalization of PMN counts using the total surface area gives similar results but slightly lower goodness of fit, see Supplementary  Figure 3 ). The model uses the Ec and PZC properties as input variables and applies to 31 insoluble oxide nanoparticles (ie, also excluding samples with PMN counts expressed as % over total cell counts); the regression Equation (15) indicates that the most inflammogenic nanoparticles are still those whose Ec level is comprised between the range of biological redox potentials and whose PZC values increase above pH ¼ 7.
ln PMN count dose weight ¼ À10:65ð61:60Þ À 1:36ð60:56ÞE c þ 0:41ð60:27ÞPZC (15) It is possible that the liner increase in the normalized PMN counts is consisted with the existence of an energy barrier for the injection of electrons from the redox potential level of biological species into the conduction band of nanoparticles: the closer these 2 energy levels, the lower the barrier and the higher the electron transfer. The variable wettability (CA) is not included in the regression model because it does not add a significant contribution to the endpoint variability.
Other physical properties, such as shape, could be responsible for the inflammogenic response of the nanomaterials: the models here developed, however, apply only to spherical oxide nanomaterials and therefore may not apply to high aspect ratio structures because in this case a different mechanism of toxicity might be involved (ie, the fibre paradigm). Sisler et al. (2016) also reported that while CoO nanoparticles could induce acute pulmonary toxicity due to their Ec level, La 2 O 3 nanoparticles caused chronic inflammatory changes due to complexation of cellular phosphates within lysosomes. All these findings point out that even for a homogeneous class of nanomaterials like metal oxides, different mechanisms, which depend on the physicochemical characteristics of their structure, could be responsible for their toxicity.
In conclusion, I have calculated 4 fundamental physicochemical properties of oxide nanomaterials that are involved in both toxicological initiating events and nano-bio interactions. These properties are calculated using empirical equations and display a good correlation with experimentally measured values. Using these properties, the in vivo inflammogenic response to oxide nanoparticles can be predicted qualitatively, using a classification model, or quantitatively, using a regression model. The best classification model is based on mechanistic knowledge on the material's bioreactivity (ie, particle's and ion's reactivity), is validated on a set of 43 oxide nanoparticles tested in vivo and results in a good classification rate. Another classification model that employs all physicochemical properties here considered indicates that besides bioreactivity, the interaction of nanoparticles with biomolecules present in the lung surfactant can be an important factor influencing cellular uptake. The regression model can be applied to predict the inflammogenicity of oxide nanoparticles as follows: for soluble nanomaterials, their experimental dissolution should be higher than 10%; for insoluble oxide nanoparticles, their inflammogenic potency can be predicted quantitatively using the Ec and PZC properties.
The proposed models are based on mechanistic knowledge and can support the development of adverse outcome pathways, risk assessment frameworks and safe design strategies at early stages of material's R&D.
Uncertainty Analysis
An uncertainty analysis using a Monte Carlo sampling method has been performed on the regression model described by Equation (15) to verify its predictive performance and robustness with respect to sensible variations in model's inputs and outputs. The value of both Ec and PZC independent variables was varied according to 2 types of uncertainty: the first depending on the error between computed and experimental values (represented by the RMSE value) and the second due to the material's structural variability (determined by the median value (M) between the smallest and largest experimental values). The total variability (D) of Ec and PZC variables was then obtained using the formula:
where RMSE is 0.47 and 1.03 for Ec and PZC, respectively, and M is 0.65 and 1.32 for Ec and PZC, respectively. Also the independent variable (PMN neutrophil count normalized by the deposited dose weight) was varied according to the median value of all endpoint error measurements (in this case M ¼ 2.73). The simulation generated more than 10 7 data points corresponding to 327 680 datasets of 31 nanoparticles. An average coefficient of determination (R 2 ) of 0.57 was found, indicating that the linear regression model is relatively robust with respect to variations in input and output values and that both independent variables are significant for predicting the model's outcome and inferring mechanistic conclusions. An uncertainty analysis using a Monte Carlo sampling method has been performed also on the classification model employing the Ec variable as classifier. The analysis used an RMSE and M value of 0.47 and 0.65, respectively, and the measures of accuracy (A), error rate (E), sensitivity (SN), and specificity (SP) as classification metrics. The simulation generated more than 10 7 data points corresponding to 327 680 datasets of 31 nanoparticles. The following classification metrics were obtained: A ¼ 0.76, E ¼ 0.24, SN ¼ 0.57, and SP ¼ 0.90, indicating that the classification model using the Ec property as binary classifier is relatively robust with respect to variations in input values.
SUPPLEMENTARY DATA
Supplementary data are available at Toxicological Sciences online.
