On the regularity of stochastic currents, fractional Brownian motion and applications to a turbulence model by Flandoli, Franco et al.
On the regularity of stochastic currents, fractional
Brownian motion and applications to a turbulence model
Franco Flandoli, Massimiliano Gubinelli, Francesco Russo
To cite this version:
Franco Flandoli, Massimiliano Gubinelli, Francesco Russo. On the regularity of stochastic
currents, fractional Brownian motion and applications to a turbulence model. Annales de
l’Institut Henri Poincare´ (B) Probabilite´s et Statistiques, Institute Henri Poincare´, 2009. <hal-
00134623>
HAL Id: hal-00134623
https://hal.archives-ouvertes.fr/hal-00134623
Submitted on 3 Mar 2007
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
ha
l-0
01
34
62
3,
 v
er
sio
n 
1 
- 3
 M
ar
 2
00
7
On the regularity of stochastic currents,
fractional Brownian motion
and applications to a turbulence model
Franco Flandoli
Dipartimento di Matematica Applicata, Universita` di Pisa
Via Bonanno 25B, I-56126 Pisa, Italia
flandoli@dma.unipi.it
Massimiliano Gubinelli
Laboratoire de Mathe´matiques, Universite´ de Paris-Sud
Baˆtiment 425, F-91405 Orsay Cedex, France
massimiliano.gubinelli@math.u-psud.fr
Francesco Russo
Institut Galile´e, Mathe´matiques, Universite´ Paris 13
99, av. J.-B. Cle´ment - F-93430 Villetaneuse, France
russo@math.univ-paris13.fr
March 2007
Abstract
We study the pathwise regularity of the map
ϕ 7→ I(ϕ) =
∫
T
0
〈ϕ(Xt), dXt〉
where ϕ is a vector function on Rd belonging to some Banach space V , X is a stochastic
process and the integral is some version of a stochastic integral defined via regular-
ization. A stochastic current is a continuous version of this map, seen as a random
element of the topological dual of V . We give sufficient conditions for the current to
live in some Sobolev space of distributions and we provide elements to conjecture that
those are also necessary. Next we verify the sufficient conditions when the processX is
a d-dimensional fractional Brownian motion (fBm); we identify regularity in Sobolev
spaces for fBm with Hurst index H ∈ (1/4, 1). Next we provide some results about
general Sobolev regularity of Brownian currents. Finally we discuss applications to a
model of random vortex filaments in turbulent fluids.
Key words: Pathwise stochastic integrals, currents, forward and symmetric integrals,
fractional Brownian motion, vortex filaments.
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1 Introduction
We consider stochastic integrals, loosely speaking of the form
I (ϕ) =
∫ T
0
〈ϕ (Xt) , dXt〉 , (1)
where (Xt) is a Wiener process or a fractional Brownian motion with Hurst parameter H
in a certain range. We are interested in the pathwise continuity properties with respect
to ϕ: we would like to establish that the random generalized field ϕ 7→ I (ϕ) has a version
that is a.s. continuous in ϕ in certain topologies. In the language of geometric measure
theory, such a property means that the stochastic integral defines pathwise a current, with
the regularity specified by the topologies that we have found.
This problem is motivated by the study of fluidodynamical models. In [4], in the study
of the energy of a vortex filament naturally appear some stochastic double integral related
to Wiener process ∫
[0,T ]2
f(Xs −Xt)dXsdXt, (2)
where f(x) = Kα (x) where Kα (x) is the kernel of the pseudo-differential operator (1 −
∆)−α (precise definitions will be given in section 2.3). f is therefore a continuous singular
function at zero.
The difficulty there comes from the appearance of anticipating integrands and from
the singularity of f at zero. [4] gives sense to this integral in some Stratonovich sense.
Moreover that paper explores the connection with self-intersection local time considered
for instance by J.-F. Le Gall in [10].
The work [16] considers a similar double integral in the case of fractional Brownian
motion with Hurst index H > 12 using Malliavin-Skorohod anticipating calculus.
A natural approach is to interpret previous double integral as a symmetric (or even-
tually) forward integral in the framework of stochastic calculus via regularization, see [20]
for a survey. We recall that when X is a semimartingale, forward (respectively symmet-
ric) integral
∫ t
0 ϕ(X)d
−X (resp.
∫ t
0 ϕ(X)d
◦X) coincides with the corresponding Itoˆ (resp.
Stratonovich) integral. The double stochastic integral considered by [4] coincides in fact
with the symmetric integral introduced here. So (2) can be interpreted as∫
[0,T ]2
f(Xs −Xt)d◦Xsd◦Xt, (3)
In this paper, X will be a fractional Brownian motion with Hurst index H > 1/4 but
a complete study of the existence of integrals (3) will be not yet performed here because
of heavy technicalities. We will only essentially consider their regularized versions. Now,
those double integrals are naturally in correspondence with currents related to I defined in
(1). The investigation of those currents is strictly related to “pathwise stochastic calculus”
in the spirit of rough paths theory by T. Lyons and coauthors, [15, 14]. Here we aim at
exploring the “pathwise character” of stochastic integrals via regularization. A first step
in this direction was done in [12], where the authors showed that forward integrals of the
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type
∫ T
0 ϕ(X)d
−X, when X is a one-dimensional semimartingale or a fractional Brownian
motion with Hurst index H > 12 , can be regarded as a.s. uniform approximations of their
regularization I−ε (ϕ) (see section 3), instead of the usual convergence in probability.
This analysis of currents related to stochastic integrals was started in [9] using an
approach based on spectral analysis. The approach presented here is not based on Fourier
transform and contains new general ideas with respect to [9]. Informally speaking, it is
based on the formula∫ T
0
〈ϕ (Xt) , dXt〉 =
∫
Rd
〈
(1−∆)αϕ (x) ,
∫ T
0
Kα (x−Xt) dXt
〉
dx. (4)
This formula decouples ϕ and X and replaces the problem of the pathwise dependence of
I (ϕ) on the infinite dimensional parameter ϕ with the problem of the pathwise dependence
of
∫ T
0 Kα (x−Xt) dXt on the finite dimensional parameter x ∈ Rd. Another form of
decoupling is also one of the ingredients of the Fourier approach of [9] but the novelty here
is that we can take better advantages from the properties of the underlying process (like,
for example, the existence of a density). Moreover formula (4) produces at least two new
results.
First, we can treat in an essentially optimal way the case of fractional Brownian motion,
making use of its Gaussian properties. For H > 1/2 results in this direction can be
extracted from the estimates proved in [16] again by spectral analysis. However, with the
present approach we may treat the case H ∈ (1/4, 1/2) as well.
Second, in the case of the Brownian motion, we may work with functions ϕ in the
Sobolev spaces of Banach type Hαp , with p > 1, instead of only the Hilbert topologies H
α
2
considered in [9], with the great advantage that it is sufficient to ask less differentiability
on ϕ (any α > 1 suffices), at the price of a larger p (depending on α and the space
dimension). In this way we may cover, for instance, the class ϕ ∈ C1,ε treated in [15],
see also [13]; the approach here is entirely different and does not rely on rough paths, see
Remark 37.
Finally, we apply these ideas to random vortex filaments. In the case of the fractional
Brownian motion we prove new results about the finiteness of the kinetic energy of the
filaments (such a property is expected to be linked to the regularity of the pathwise
current). In the case of the Brownian motion optimal conditions for a finite energy were
already proved in [4, 5], while a sufficient condition when H > 1/2 has been found in [16].
The results of the present work provide new regularity properties of the random filaments,
especially for the parameter range H ∈ (1/4, 1/2).
2 Generalities
2.1 Stochastic currents
Let (Xt) be a stochastic process such that X0 = 0 a.s. on a probability space (Ω,F , P )
with values in Rd. Let T > 0. Let V be a Banach space of vector fields ϕ : Rd → Rd and
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D ⊂ V be a dense subset. Assume that a stochastic integral
I (ϕ) =
∫ T
0
〈ϕ (Xt) , dXt〉
is well defined, in a suitable sense (Itoˆ, etc.), for every ϕ ∈ D. Our first aim is to define
it for every ϕ ∈ V . In addition, we would like to prove that it has a pathwise redefinition
according to the following:
Definition 1 The family of r.v. {I(ϕ)}ϕ∈V has a pathwise redefinition on V if there
exists a measurable mapping ξ : Ω→ V ′ such that for every ϕ ∈ D
I (ϕ) (ω) = (ξ (ω)) (ϕ) for P -a.e. ω ∈ Ω. (5)
Then, if we succeed in our objective,
• for every ϕ ∈ V we consider the r.v. ω 7→ (ξ (ω)) (ϕ) as the definition of the stochastic
integral I (ϕ) (now extended to the class ϕ ∈ V )
• for P -a.e. ω ∈ Ω, we consider the linear continuous mapping ϕ 7→ (ξ (ω)) (ϕ) as a
pathwise redefinition of stochastic integral on V .
Formally, the candidate for ξ is the expression
ξ (x) =
∫ T
0
δ (x−Xt) dXt.
where δ is here the d-dimensional Dirac measure. Indeed, always formally,
ξ (ϕ) =
∫
Rd
〈ξ (x) , ϕ (x)〉dx =
∫ T
0
〈(∫
Rd
δ (x−Xt)ϕ (x) dx
)
, dXt
〉
=
∫ T
0
〈ϕ(Xt), dXt〉 = I(ϕ).
We remark that this viewpoint is inspired by the theory of currents; with other methods
(spectral ones) it was developed in [9].
2.2 Decoupling by duality
As we said in the introduction, our approach is based on a proper rigorous version of
formula (4). One way to interpret it by the following duality argument, that we describe
only at a formal level.
Let W be another Banach space and Λ : V → W be an isomorphism. Proceeding
formally as above we have∫ T
0
〈ϕ (Xt) , dXt〉Rd = 〈ϕ, ξ〉V,V ′ =
〈
Λ−1Λϕ, ξ
〉
V,V ′
=
〈
Λϕ,
(
Λ−1
)∗
ξ
〉
W,W ′
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(notice that Λ−1 : W → V , (Λ−1)∗ : V ′ → W ′). Our aim essentially amounts to prove
that
(
Λ−1
)∗
ξ : Ω→W ′ is a well defined random variable.
This reformulation becomes useful if the spaces W , W ′ are easier to handle than V ,
V ′, and the operator
(
Λ−1
)∗
has a kernel K(x, y) as an operator in function spaces:((
Λ−1
)∗
f
)
(x) =
∫
K (x, y) f(y)dy.
In such a case, formally((
Λ−1
)∗
ξ
)
(x) =
∫
K (x, y)
(∫ T
0
δ (y −Xt) dXt
)
dy
=
∫ T
0
(∫
K (x, y) δ (y −Xt) dy
)
dXt
=
∫ T
0
K (x,Xt) dXt.
Below we make a rigorous version of this representation by choosing V = Hαp
(
Rd
)
, W =
Lp
(
Rd
)
, Λ = (1−∆)α2 , K (x, y) = Kα/2 (x− y) (notations are given in the next section).
2.3 Rigorous setting
Denote by S
(
Rd
)
the space of rapidly decreasing infinitely differentiable vector fields
ϕ : Rd → Rd, by S′ (Rd) its dual (the space of tempered distributional fields) and by F
the Fourier transform
(Fϕ) (ℓ) = (2π)−d/2
∫
Rd
e−i〈x,ℓ〉ϕ(x)dx, ℓ ∈ Rd
which is an isomorphism in both S
(
Rd
)
and S′
(
Rd
)
. Let F−1 denote the inverse Fourier
transform. For every s ∈ R, let Λs : S′
(
Rd
)→ S′ (Rd) be the pseudo-differential operator
defined as
Λsϕ = F−1
(
1 + |ℓ|2
) s
2 Fϕ.
We shall also denote it by (1−∆) s2 .
Let Hsp
(
Rd
)
, with p > 1 and s ∈ R, be the Sobolev space of vector fields ϕ ∈ S′ (Rd)
such that
‖ϕ‖pHsp :=
∫
Rd
|(1−∆) s2ϕ(x)|pdx <∞,
see [21], sec. 2.3.3, where the definition chosen here for brevity is given as a characteri-
zation. From the very definitions of Λs and H
s
p
(
Rd
)
, the operator Λs is an isomorphism
from Hsp
(
Rd
)
onto Lp
(
Rd
)
(the Lebesgue space of p-integrable vector fields).
Another fact often used in the paper is that the dual space
(
Hsp
(
Rd
))′
is H−sp′
(
Rd
)
:(
Hsp
(
Rd
))′
= H−sp′
(
Rd
)
,
1
p
+
1
p′
= 1,
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see [21], section 2.6.1. Moreover, being Λs an isomorphism from H
s
p
(
Rd
)
onto Lp
(
Rd
)
,
its dual operator Λ⋆s is an isomorphism from L
p′
(
Rd
)
onto H−sp′
(
Rd
)
.
It is known that negative fractional powers of a positive selfadjoint operator A in a
Hilbert space H, such that −A generates the semigroup T (t), have the representation
A−α =
1
Γ (α)
∫ ∞
0
tα−1T (t) dt,
where Γ is the standard Gamma function, see [17], formula (6.9). Taking A = (1−∆) in
the Hilbert space H = L2
(
Rd
)
, we have
(T (t)ϕ) (x) = (4πt)−d/2
∫
Rd
e−
|x−y|2
4t
−tϕ(y)dy
and thus, for α > 0,
(
(1−∆)−αϕ) (x) = (4πt)−d/2
Γ (α)
∫ ∞
0
tα−1
∫
Rd
e−
|x−y|2
4t
−tϕ(y)dydt
=
∫
Rd
[
1
Γ (α) (4π)d/2
∫ ∞
0
tα−1−
d
2 e−
|x−y|2
4t
−tdt
]
ϕ(y)dy.
In fact this formula can be proved more elementarily from the definition of (1 − ∆)−αϕ
and the formula
λ−α =
1
Γ (α)
∫ ∞
0
tα−1e−λtdt,
then taking λ = 1+|ℓ|2 and the Fourier transform of the Gaussian density. This fact implies
that the operator (1−∆)−α, which originally is an isomorphism between H−2α2
(
Rd
)
and
L2
(
Rd
)
, considered by restriction as a bounded linear operator in L2
(
Rd
)
, has a kernel
Kα (.), (
(1−∆)−αϕ) (x) = ∫
Rd
Kα (x− y)ϕ(y)dy (6)
given by
Kα (x) =
1
Γ (α) (4π)d/2
∫ ∞
0
tα−
d
2 e−
|x|2
4t
−tdt
t
.
The following estimates are not optimized as far as the exponential decay is concerned;
we just state a version sufficient for our purposes. The proof of the two lemmas before are
in Appendix A.
Lemma 2 There exists positive constants cα,d, Cα,d such that:
1) For 0 < α < d2 , we have
Kα (x) = |x|2α−d ρ (x) (7)
where cα,de
−2|x|2 ≤ ρ (x) ≤ Cα,de−
|x|
8 ;
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2) For α > d2 , we have
cα,de
−
|x|2
4 ≤ Kα (x) ≤ Cα,de−
|x|
8 (8)
for two positive constants c′α,d, C
′
α,d. Moreover
Kα(x) = Kα(0)− ρ′(x)|x|−d+2α ≥ 0 (9)
with 0 < Kα(0) <∞ and where cα,de−2|x|
2 ≤ ρ′ (x) ≤ Cα,de−
|x|
8 ;
3) Finally, when α = d/2 we have
Kα(x) ≤ Cα,d log |x|e−aα |x| (10)
where aα is another positive constant.
Remark 3 In particular ρ and ρ′ are bounded.
In the applications we will need also some control on ∆Kα(x) which is provided by
the next lemma.
Lemma 4 It holds that −∆Kα(x) = Kα(x)−Kα−1(x). Then, when α < d/2 + 1,
| −∆Kα(x)| ≤ ρ′′(x)|x|2α−d−2 (11)
where ρ′′ is positive, bounded above, locally bounded away from zero below and depends on
α.
2.4 Regularity of stochastic currents
With these notations and preliminaries in mind, we may state a first rigorous variant of
formula (4). Given a continuous stochastic process (Xt)t≥0 on (Ω,F , P ) with values in
Rd, given ε > 0, let (DεXt)t≥0 be any one of the following discrete derivatives:
Xt+ε −Xt
ε
,
Xt −Xt−ε
ε
,
Xt+ε −Xt−ε
ε
where we understand that Xt−ε = 0 for t < ε. The following integral
Iε (ϕ) =
∫ T
0
〈ϕ (Xt) ,DεXt〉 dt
is well defined P -a.s. as a classical Riemann integral, at least for every continuous vector
field ϕ.
Lemma 5 Given α, ε > 0, with probability one the function t 7→ Kα/2 (x−Xt)DεXt is
integrable for a.e. x ∈ Rd, the function
ηε (x) :=
∫ T
0
Kα/2 (x−Xt)DεXtdt
7
is in L1
(
Rd
)
and for any ϕ ∈ S (Rd) we have∫ T
0
〈ϕ (Xt) ,DεXt〉 dt =
∫
Rd
〈
(1−∆)α/2ϕ (x) ,
∫ T
0
Kα/2 (x−Xt)DεXtdt
〉
dx. (12)
Proof. Notice that (1−∆)α/2ϕ ∈ S (Rd) and, by (6),
ϕ = (1−∆)−α/2(1−∆)α/2ϕ =
∫
Rd
Kα/2 (· − x)
[
(1−∆)α/2ϕ
]
(x)dx.
Thus∫ T
0
〈ϕ (Xt) ,DεXt〉 dt =
∫ T
0
〈∫
Rd
Kα/2 (Xt − x)
[
(1−∆)α/2ϕ
]
(x)dx,DεXt
〉
dt.
Denote by K̂α/2 (x) the function equal to Kα/2 (x) for x 6= 0, infinite for x = 0. Suppose
for a moment that
P
(∫ T
0
∫
Rd
K̂α/2 (Xt − x) dxdt <∞
)
= 1. (13)
Then the integrability properties stated in the lemma will hold. Since
sup
(t,x)∈[0,T ]×Rd
∣∣∣〈[(1−∆)α/2ϕ] (x),DεXt〉∣∣∣ <∞ a.s.,
using Fubini theorem we will get (12) (notice that Kα/2 (Xt − x) = Kα/2 (x−Xt)).
Thus we have only to prove (13). Since Kα/2 is positive, we may apply again Fubini
theorem and analyze
∫ T
0 (
∫
Rd
K̂α/2(Xt − x)dx)dt. But we have, for every y ∈ Rd∫
Rd
K̂α/2 (y − x) dx =
∫
Rd
K̂α/2 (x) dx.
This quantity is finite for every α > 0, from the estimates of lemma 2. The proof is now
complete.
Below we need a criterion to decide when ηε (defined in the previous lemma) belongs to
L2
(
Rd
)
. It is thus useful to introduce the following condition which ensures the existence
of the representation given in Lemma 8 below.
Condition 6
∫ T
0
∫ T
0 K̂α (Xt −Xs) dtds <∞ P -a.s.
Remark 7
∫ T
0
∫ T
0 K̂α (Xt −Xs) dtds < ∞, implies that the function (t, s) 7→ Xt − Xs
is different from zero except possibly on a zero measure set of [0, T ]2, and that the well-
defined function (t, s) 7→ K̂α (Xt −Xs) is Lebesgue integrable on [0, T ]2. From now on the
notation K̂α will simply be replaced by Kα.
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Lemma 8 Under Condition 6 we have the following double integral representation for the
norm of ηε defined in Lemma 5:
‖ηε‖2L2(Rd) =
∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds.
Proof. We have
‖ηε‖2L2(Rd) =
∫
Rd
〈ηε (x) , ηε (x)〉 dx
=
∫
Rd
〈∫ T
0
Kα/2 (x−Xt)DεXtdt,
∫ T
0
Kα/2 (x−Xs)DεXsds
〉
dx∫ T
0
∫ T
0
∫
Rd
Kα/2 (x−Xt)Kα/2 (x−Xs) 〈DεXt,DεXs〉 dxdtds
if we can apply Fubini Theorem. Then it is sufficient to use the property∫
Rd
Kα/2 (x− y)Kα/2 (x− z) dx = Kα (y − z) .
Since the process X is continuous, both (t, s) 7→ DεXsDεXt is a continuous two-parameter
process which on [0, T ]2 is a.s. bounded. Then a sufficient condition to apply Fubini
Theorem is ∫ T
0
∫ T
0
∫
Rd
Kα/2 (x−Xt)Kα/2 (x−Xs) dxdtds <∞.
Since the integrand is positive, it is equal to∫ T
0
∫ T
0
(∫
Rd
Kα/2 (x−Xt)Kα/2 (x−Xs) dx
)
dtds =
∫ T
0
∫ T
0
Kα (Xt −Xs) dtds.
Invoking condition 6 we can conclude the proof.
The double integral representation of the norm of ηε will play a major roˆle in the
following, so we introduce the notation
Zα,ε :=
∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds.
Lemma 9 Assume Condition 6 holds for any α ≥ α. Then the function α 7→ Zα,ε ≥ 0 is
decreasing for α ≥ α.
Proof. Denote ηα,ε(x) =
∫ T
0 Kα/2(x − Xt)DεXtdt making explicit the dependence on
α. It is not difficult to prove that, if α ≤ α ≤ β we have ηβ,ε = (1 − ∆)(α−β)/2ηα,ε.
Then Zβ,ε = ‖ηβ,ε‖2L2(Rd) = ‖(1 −∆)(α−β)/2ηα,ε‖2L2(Rd) ≤ ‖ηα,ε‖2L2(Rd) = Zα,ε, since being
α− β ≤ 0 , the operator (1−∆)(α−β)/2 has a norm bounded by one.
We will assume below the following condition on the convergence of the regularized
integrals.
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Condition 10 For every ϕ ∈ C∞0
(
Rd
)
, Iε (ϕ) converges in probability to some r.v., de-
noted by I (ϕ).
Under Condition 10, the mapping ϕ 7→ I (ϕ) is a priori defined only on C∞0
(
Rd
)
with
values in the set L0 (Ω) of random variables. Its extension to ϕ ∈ Hα2
(
Rd
)
is a result of
the next theorem.
Theorem 11 Assume Conditions 6 and 10, and the a priori bound
sup
ε∈(0,1)
E
[∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds
]
<∞.
Then:
i) the mappings ϕ ∈ C∞0
(
Rd
) 7→ Iε (ϕ) , I (ϕ) ∈ L0 (Ω) take values in L2 (Ω) and
extend (uniquely) to linear continuous mappings from Hα2
(
Rd
)
to L2 (Ω). Moreover, for
every ϕ ∈ Hα2
(
Rd
)
, Iε (ϕ)→ I (ϕ) in probability and in L2−δ (Ω) for every δ > 0.
ii) In addition, there exist random elements ξε, ξ : Ω → H−α2
(
Rd
)
(in fact belonging
to L2(Ω;H−α2 (R
d))) that constitute pathwise redefinitions of Iε and I over the functions
ϕ ∈ Hα2
(
Rd
)
, in the sense of Definition 5.
Proof. Step 1 (mean square results). By the assumptions and the previous lemma
we have supε∈(0,1)E
[
‖ηε‖2L2(Rd)
]
<∞. From (12), for ϕ ∈ C∞0
(
Rd
)
we have
Iε (ϕ) =
〈
(1−∆)α/2 ϕ, ηε
〉
L2(Rd)
.
Therefore, always for ϕ ∈ C∞0
(
Rd
)
,
|Iε (ϕ)| ≤ ‖ηε‖L2(Rd)
∥∥∥(1−∆)α/2 ϕ∥∥∥
L2(Rd)
≤ Cα ‖ηε‖L2(Rd) ‖ϕ‖Hα2 (Rd)
E
[
|Iε (ϕ)|2
]
≤ Cα ‖ϕ‖2Hα2 (Rd)E
[
‖ηε‖2L2(Rd)
]
≤ C ′α ‖ϕ‖2Hα2 (Rd) .
Immediately we have Iε (ϕ) ∈ L2 (Ω) for every ϕ ∈ C∞0
(
Rd
)
, and the mapping ϕ 7→
Iε (ϕ) extends (uniquely by density) to a linear continuous mapping from H
α
2
(
Rd
)
to
L2 (Ω).
Given ϕ ∈ C∞0 (Rd), since Iε(ϕ)→ I(ϕ) in probability, uniform integrability arguments
and E[|Iε(ϕ)|2] ≤ C ′α‖ϕ‖2Hα2 (Rd), yield Iε(ϕ)→ I(ϕ) in L
2−δ(Ω) for every δ > 0; moreover,
it is not difficult to deduce I(ϕ) ∈ L2(Ω) and E[|I(ϕ)|2] ≤ C ′α‖ϕ‖2Hα2 (Rd). As before, this
implies that the mapping ϕ 7→ I (ϕ) extends uniquely to a linear continuous mapping
from Hα2
(
Rd
)
to L2 (Ω). Now, with these extensions, it is not difficult to show that
Iε (ϕ)→ I (ϕ) in L2−δ (Ω) for every δ > 0 also for every for ϕ ∈ Hα2
(
Rd
)
.
Step 2 (pathwise results). We still have to construct ξε and ξ. Recalling that ηε ∈
L2
(
Ω;L2(Rd)
)
, ξε is simply defined as [(1−∆)α/2]⋆ηε, element of L2
(
Ω;H−α2
(
Rd
))
, where
A⋆ denotes the dual of an operator A.
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To this end, recall that (1−∆)α/2 is an isomorphism between Hα2
(
Rd
)
and L2(Rd),
and thus the dual operator [(1−∆)α/2]⋆ is an isomorphism between the dual spaces L2(Rd)
and H−α2
(
Rd
)
(we identify L2(Rd) with its dual).
The family {ηε} is bounded in L2
(
Ω;L2(Rd)
)
, hence there exist a sequence ηεn weakly
convergent to some η in L2
(
Ω;L2(Rd)
)
: E 〈ηεn , Y 〉L2(Rd) → E 〈η, Y 〉L2(Rd) for every Y ∈
L2(Ω;L2(Rd)). We set ξ := [(1 − ∆)α/2]⋆η, random element of H−α2
(
Rd
)
. We shall see
that this definition does not depend on the sequence εn. We have to prove that for every
ϕ ∈ C∞0
(
Rd
)
, I (ϕ) (ω) = (ξ (ω)) (ϕ) for P -a.s. ω ∈ Ω. Equivalently we have to prove that
for every ϕ ∈ C∞0
(
Rd
)
I (ϕ) (ω) = η (ω)
(
(1−∆)α/2 ϕ
)
for P -a.s. ω ∈ Ω. (14)
We already know that Iε(ϕ) = 〈(1−∆)α/2ϕ, ηε〉L2(Rd) for every ε > 0. Choose Y above
of the form Y = F (1−∆)α/2 ϕ with generic F ∈ L2 (Ω). Given ϕ ∈ C∞0
(
Rd
)
, we know
that
E
[
F
〈
ηεn , (1−∆)α/2 ϕ
〉
L2(Rd)
]
→ E
[
F
〈
η, (1−∆)α/2 ϕ
〉
L2(Rd)
]
for every F ∈ L2 (Ω). Hence
E [FIε (ϕ)]→ E
[
F
〈
η, (1−∆)α/2 ϕ
〉
L2(Rd)
]
but we also know that Iε (ϕ)→ I (ϕ) in L2−δ (Ω) for every δ > 0. We get
E [FI (ϕ)] = E
[
F
〈
η, (1−∆)α/2 ϕ
〉
L2(Rd)
]
at least for every bounded random variable F , hence (14) holds true. This also implies
that the definition of ξ does not depend on the sequence εn. The proof is complete.
To state a possible converse of Th. 11 it is useful to introduce a weaker version of
Def. 1.
Definition 12 Let A ∈ F be such that P (A) > 0. We say that {I(ϕ)}ϕ∈V has a pathwise
redefinition on A if there exists a measurable mapping ξ : A → V ′ such that for every
ϕ ∈ C∞0
(
Rd
)
equation (5) holds true for P -a.e. ω ∈ A.
Theorem 13 Assume Conditions 6 and 10, and the a priori bound
E
[∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds
]
<∞
for every ε > 0. If there exists A ∈ F with P (A) > 0 such that {I(ϕ)}ϕ∈V has a pathwise
redefinition on A, then
lim sup
ε→0
∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds <∞ P -a.s. ω ∈ A.
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Proof. The first part of step 1 of the previous proof is still valid (except for the
uniformity in ε of the constants). Thus in particular E[‖ηε‖2L2(Rd)] < ∞, Iε(ϕ) = 〈(1 −
∆)α/2ϕ, ηε〉, |Iε(ϕ)| ≤ Cα,ε‖ϕ‖2Hα2 (Rd), Iε(ϕ) ∈ L
2(Ω) for every ϕ ∈ C∞0 (Rd) and the
mapping ϕ 7→ Iε (ϕ) extends to a linear continuous mapping from Hα2
(
Rd
)
to L2 (Ω).
We know, by Condition 10 and the existence of ξ, that for every ϕ ∈ C∞0
(
Rd
)
〈
(1−∆)α/2 ϕ, ηε (ω)
〉
L2(Ω)
→
ε→0
(ξ (ω)) (ϕ) for P -a.e. ω ∈ A.
One can find a countable setD ⊂ C∞0
(
Rd
)
with the following two properties: i) (1−∆)α/2D
is dense in L2(Rd) and ii) for P -a.e. ω ∈ A〈
(1−∆)α/2 ϕ, ηε (ω)
〉
L2(Ω)
→
ε→0
(ξ (ω)) (ϕ) for every ϕ ∈ D. (15)
Let us prove the claim by contradiction. Assume there is A′ ∈ F , A′ ⊂ A, P (A′) > 0,
such that
lim sup
ε→0
∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds =∞ for every ω ∈ A′.
By lemma 8, lim sup
ε→0
‖ηε (ω)‖2L2(Rd) =∞ for every ω ∈ A′.
Consequently, there is a subset A′′ of A′ with P (A′′) > 0 such that (15) holds true for
every ω ∈ A′′. Thus, given ω ∈ A′′, there is an infinitesimal sequence {εn (ω)} such that
limn→∞
∥∥ηεn(ω) (ω)∥∥2L2(Rd) =∞ but at the same time
lim
n→∞
〈
(1−∆)α/2 ϕ, ηεn(ω) (ω)
〉
L2(Ω)
= (ξ (ω)) (ϕ)
for every ϕ ∈ D. This is impossible because of the density of (1−∆)α/2D in L2(Rd). The
proof is complete.
Definition 14 We say that a.s. a stochastic current I does not belong to V ′ if there is
no A ∈ F , P (A) > 0 such that {I(ϕ)}ϕ∈V has a pathwise redefinition on A.
Corollary 15 Under the conditions of Theorem 13, if
lim sup
ε→0
∫ T
0
∫ T
0
Kα (Xt −Xs) 〈DεXt,DεXs〉 dtds = +∞ P -a.s.
the current I does not belong to Hα2 (R
d).
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3 Application to the fractional Brownian motion
We recall here that a fractional Brownian motion (fBm) B = (Bt) with Hurst index
H ∈ (0, 1), is a Gaussian mean-zero real process whose covariance function is given by
Cov(Bs, Bt) =
1
2
(|s|2H + |t|2H − |s− t|2H), (s, t) ∈ R2+.
This process has been widely studied: for some recent developments, we point to [3] as
a relevant monograph. For instance we recall that when H = 12 , B is a classical Wiener
process. Its trajectories are Ho¨lder continuous with respect to any parameter γ < H.
Recall that
E(|Bt −Bs|2) = |t− s|2H .
For our stochastic integral redefinition, we have chosen the framework of stochastic calculus
via regularization; for survey about the topic and recent developments, see [20].
Let X =
(
X1, ...,Xd
)
be a d-dimensional fractional Brownian motion with Hurst index
H ∈ (0, 1), i.e. an Rd-valued process whose components X1, ...,Xd are real independent
fractional Brownian motions. In this section we study the regularity of the current gen-
erated by X using the results of the previous section and in particular Theorem 11 which
gives sufficient conditions for regularity in the Hilbert spaces Hα2 (R
d).
We will consider the symmetric and forward integrals, respectively defined as the limit
in probability, as ε→ 0, of
I◦ε (ϕ) :=
∫ T
0
< ϕ(Xt),
Xt+ε −Xt−ε
2ε
> dt
and
I−ε (ϕ) :=
∫ T
0
< ϕ(Xt),
Xt+ε −Xt
ε
> dt.
Whenever they exist we will write
I◦(ϕ) =
∫ T
0
< ϕ(Xt), d
0Xt >, and I
−(ϕ) =
∫ T
0
< ϕ(Xt), d
−Xt > .
In [1] the authors show that the symmetric integral exists for fBm with any H > 1/4
(the proof about the d = 1 case but it extends without problem to higher dimensions). For
H > 1/6 necessary and sufficient conditions for the existence of the symmetric integral
are given in [11].
As far as the forward integral is concerned, it is known that, in dimension 1, it does
not exist at least for some (very simple) functions ϕ. Existence of the forward integral in
dimension one is guaranteed if and only if H ≥ 1/2 [19, 20]. Observe that, when H < 12
the forward integral
∫ T
0 Bd
−B does not exist since B is not of finite quadratic variation
process.
When H ≥ 1/2 and for d > 1 the forward integral (equal to the Young integral in the
case H > 1/2), is equal to the symmetric integral minus the covariation [ϕ(X),X]/2. This
13
exists if X has all its mutual covariations and the i-th component of that bracket gives
[f(X),Xi]t =
∫ t
0
d∑
j=1
∂jf(Xs)d[X
i,Xj ]s,
see again [19].
Before entering into details concerning stochastic integration, we state an important
preliminary result.
Proposition 16 If α > max(0, d/2− 1/(2H)) then E
(∫ T
0
∫ T
0 Kα(Xt −Xs)dsdt
)
< +∞.
Therefore Condition 6 holds.
Proof. Since the corresponding random variable is non-negative, previous expectation
equals ∫ T
0
∫ T
0
E(Kα(Xt −Xs))dsdt = 2
∫ T
0
∫ t
0
E(Kα(Xt −Xs))dsdt. (16)
Next we use the bound on Kα given in Lemma 2:
• Suppose first that d/2− 1/(2H) < α < d2 . Then the previous expression is bounded
by const
∫ T
0
∫ t
0 E(|Xt − Xs|2α−d)dsdt. For any γ > −d, the scaling property of
fractional Brownian motion gives E[|Xt − Xs|γ ] = E[|N |γ ](t − s)γH , where N is a
standard d-dimensional Gaussian random variable. Then the right member of (16)
equals
const E[|N |2α−d
∫ T
0
∫ t
0
|t− s|2αH−dHdsdt (17)
which is finite if 2αH − dH > −1 and α > 0. Therefore when α > max(d/2 −
1/(2H), 0).
• Suppose now that d2 < α. In this case Kα ≤ const (16) is trivially bounded.
• Finally, in the case α = d/2 we have Kα(x) ≤ c log |x| and using again the scaling,
it is easy to prove the boundedness of (16).
The Proposition above will allow us to verify the condition required by Lemma 8 of
previous section.
3.1 Symmetric integral
Let D0εXt = (Xt+ε −Xt−ε)/2ε and let f : Rd − {0} → R+ such that∫ T
0
∫ T
0
f(Xt −Xs)dtds <∞ P − a.s. (18)
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and denote
Zε(f) :=
∫ T
0
∫ T
0
f (Xt −Xs) 〈D0εXt,D0εXs〉dsdt.
In this section we will study the r.v. Zα,ε = Zε(Kα) in order to obtain necessary and
sufficient conditions for the regularity of the symmetric current I(ϕ) based on fBm.
The following lemma is proved in Appendix A.
Lemma 17 1. We have the following estimates:
|Cov(D0εXit ,D0εXis)| ≤ const|t− s|2H−2; (19)
and
|Cov(D0εXit ,Xit −Xis)| = |Cov(D0εXis,Xit −Xis)| ≤ const|t− s|2H−1 (20)
uniformly in ε > 0.
2. If s 6= t, one has
lim
ε→0
|Cov(D0εX1t ,X1t −X1s )| = 2H|t− s|2H−1.
The main results of this section are contained in the next two theorems. Let αH =
d/2− 1 + 1/(2H).
Theorem 18 For any H > 1/4 and any α > αH we have supεEZα,ε <∞.
Remark 19 We observe that d/2 − 1/2H < αH so that for the range value for α in
Theorem 18, Condition 6 is verified.
Theorem 20 For any H > 1/4 and any α < αH we have lim infεE(Zα,ε) = +∞.
Remark 21 The statement of Theorem 20 and Lemma 24 below allow us to formulate
the following conjecture that we have not been able to prove: for H > 1/4 and α < αH we
should have
lim inf
ε→0
Zα,ε = +∞, a.s.
For {I(ϕ)}ϕ∈V to have a pathwise redefinition on some A ∈ F ,P (A) > 0 a necessary
condition is that lim supε→0 Zα,ε <∞ on A (Th. 13).
If this conjecture were true we could establish that a.s. I(ϕ) does not belong to H−α2 (R
d)
when α < αH .
Before proving the Theorems we deduce Sobolev regularity of fBm with any Hurst
parameter between (1/4, 1).
Corollary 22 (Regularity of symmetric currents) The symmetric integral of a frac-
tional Brownian motion with Hurst parameter H > 1/4 admits a pathwise redefinition on
the space H−α2 (R
d) for any α > αH .
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Proof. By Theorem 18 we know that E[Zα,ε] is uniformly bounded in ε when α > αH .
Since the regularized integrals Iε(ϕ) converges in probability as ε → 0 for any H > 1/4,
Condition 10 holds. So we can apply Theorem 11 to obtain a pathwise current with values
in H−α2 (R
d) for any α > αH .
In the following proof we will use a basic result about Gaussian random variables
recalled here:
Lemma 23 (“Wick’s theorem”) Let Z = (Zℓ)1≤ℓ≤N be a mean-zero Gaussian random
vector and f ∈ C1(RN ;R), then we have
E[Zℓf(Z)] =
N∑
j=1
Cov(Zℓ, Zj)E[∇jf(Z)]. (21)
Proof. The conclusion follows easily taking f(z1, ..., zN ) = exp(i
∑N
j=1 tjzj) for any t =
(t1, ..., tN ) ∈ RN . In fact, in that case E(f(Z)) is provided by the characteristic function.
Therefore one has
E(exp(it · Z)) = exp
(
− tΓt
′
2
)
,
where t′ stands for the transposition and Γ is the covariance matrix of Z. Differentiating
the previous expression with respect to tℓ provides the result (21) for the particular case
of f . The general result follows by usual density arguments.
Proof of Th. 18. Using Lemma 23, independence and equal distribution of different
coordinates we have
EZα,ε = E
∫ T
0
∫ T
0
Kα (Xt −Xs)
∑
i
Cov(D0εX
i
t ,D
0
εX
i
s) dtds
+ E
∫ T
0
∫ T
0
∆Kα (Xt −Xs) Cov(D0εX1t ,X1t −X1s )Cov(D0εX1s ,X1t −X1s ) dtds
= E
∫ T
0
∫ T
0
Kα (Xt −Xs)
∑
i
Cov(D0εX
i
t ,D
0
εX
i
s) dtds
+ E
∫ T
0
∫ T
0
(−∆)Kα (Xt −Xs) |Cov(D0εX1t ,X1t −X1s )|2 dtds
(22)
where we used the fact that
Cov(D0εX
1
t ,X
1
t −X1s ) = −Cov(D0εX1s ,X1t −X1s ) =
1
2ε
(|t− s+ ε|2H − |t− s− ε|2H)
which can be verified by a straightforward computation.
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Consider first the case H > 1/2. Assume α < d/2 and note that when H > 1/2 we
have αH < d/2. By lemma 17 we have
EZα,ε ≤ constE
∫ T
0
∫ T
0
Kα (Xt −Xs) |t− s|2H−2 dtds
+ constE
∫ T
0
∫ T
0
|(−∆)Kα (Xt −Xs) ||t− s|4H−2 dtds
and then, using lemma 2 1) and 4), we get
EZα,ε ≤ constE
∫ T
0
∫ T
0
|Xt −Xs|2α−d|t− s|2H−2 dtds
+ constE
∫ T
0
∫ T
0
|Xt −Xs|2α−d−2|t− s|4H−2 dtds
= const
∫ T
0
∫ T
0
|t− s|(2α+2−d)H−2 dtds
+ const
∫ T
0
∫ T
0
|t− s|(2α−d+2)H−2 dtds
(23)
which are uniformly bounded in ε if (2α + 2 − d)H > 1, i.e. when α > αH as required.
We have established the uniform bound when α ∈ (αH , d/2) but now recall that EZα,ε is
a decreasing function of α so that this bound extends to all α > αH .
Let us now consider the case H ≤ 1/2 (so that now αH > d/2) and assume α > d/2.
Rewrite Zα,ε as
Zα,ε = Zε(hα) + Zε(Kα(0)) (24)
where hα(x) = Kα(x)−Kα(0). Note that 0 < Kα(0) <∞ when α > d/2. Moreover
Zε(Kα(0)) =
∫ T
0
∫ T
0
Kα(0)〈D0εXs,D0εXt〉 = Kα(0)
∣∣∣∣∫ T
0
D0εXsds
∣∣∣∣2
and ∫ T
0
D0εXtdt =
∫ T
0
Xt+ε −Xt−ε
ε
dt = ε−1
∫ T+ε
T
Xtdt
so that by the continuity of the process X we have the limit
lim
ε→0
Zε(Kα(0)) = Kα(0)|XT |2
exists almost surely and Zε(Kα(0)) is uniformly in L
1 (actually in all Lp).
So it remains to consider Zε(hα). For hα we have the estimate (9), provided 0 <
2α− d ≤ 2, so that we obtain an upper bound similar to eq. (23) and the same condition
on α follows. Note that α must satisfy
d/2 < αH < α <
d
2
+ 1
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so that we must require H > 1/4. Again by monotonicity of α 7→ Zα,ε we have uniform
boundedness for any α > αH .
Proof of Th. 20. We will perform a decomposition of Zα,ε as follows. Write
Zα,ε = Aα,ε +Bα,ε +Qα,ε
where
Aα,ε =
∫ T
0
∫ T
0
Kα (Xt −Xs)
∑
i
Cov(D0εX
i
t ,D
0
εX
i
s) dtds
Bα,ε =
∫ T
0
∫ T
0
(−∆)Kα (Xt −Xs) |Cov(D0εX1t ,X1t −X1s )|2 dtds
and Qα,ε is the remainder. Note that, by comparing this decomposition with eq. (22), we
have
EZα,ε = EAα,ε +EBα,ε
so that EQα,β = 0. This is a kind of Wick product decomposition, but not quite, since
the terms A,B are not constants, but still random variables.
A useful remark is that Aα,ε ≥ 0 since we can write
Aα,ε = Eˆ
∫ T
0
∫ T
0
Kα (Xt −Xs) 〈D0εXˆt,D0εXˆs〉 dtds
where we introduced an auxiliary independent d-dimensional fBm Xˆ with the same dis-
tribution of X and where Eˆ denotes expectation with respect to this auxiliary fBm. So
we have the formula Aα,ε = Eˆ‖ηˆε‖2 where ηˆε(x) =
∫ T
0 Kα/2(x−Xt)D0εXˆtdt which shows
that Aα,ε > 0.
Next using the equality −∆Kα(x) = Kα−1(x)−Kα(x) we rewrite Bα,ε as B(1)α,ε −B(2)α,ε
where
B(1)α,ε =
∫ T
0
∫ T
0
Kα−1 (Xt −Xs) |Cov(D0εX1t ,X1t −X1s )|2 dtds
and
B(2)α,ε =
∫ T
0
∫ T
0
Kα(Xt −Xs)|Cov(D0εX1t ,X1t −X1s )|2 dtds.
Let us show first that E|B(2)ε | is uniformly bounded in ε when α > αH−1 and H > 1/4.
Indeed when α ≤ d/2 by computations similar to those of Th. 18 we have that E|B(2)ε |
is uniformly bounded if α > αH − 1 and α > 0. On the other hand, when α > d/2, the
kernel Kα is bounded, so Lemma 17 1) allows to write
E|B(2)α,ε| ≤ const
∫ T
0
∫ T
0
|Cov(D0εX1t ,X1t −X1s )|2 dtds ≤ const
∫ T
0
∫ T
0
|t− s|4H−2 dtds ≤ C
uniformly in ε provided H > 1/4.
Moreover below we will show the following.
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Lemma 24 If H > 1/4 and α < αH then lim infε→0B
(1)
α,ε = +∞ a.s.
Then if we admit the result of previous lemma we can conclude with the use of Fatou
lemma. In fact, for any α ∈ (αH − 1, αH) and for some positive constant c we have
lim inf
ε→0
E(Zα,ε) ≥ lim inf
ε→0
E(Bα,ε) ≥ E(lim inf
ε→0
B(1)α,ε)− sup
ε
E(B(2)α,ε)
≥ E(lim inf
ε→0
B(1)α,ε)− c = +∞.
Moreover observe that this is enough since, from Lemma 9, we have that Zα,ε is a decreas-
ing function of α so the result will hold for any α < αH .
Proof of Lemma 24.
By Fatou lemma we have
lim inf
ε→0
B(1)α,ε ≥ 2
∫ T
0
∫ t
0
Kα−1 (Xt −Xs) lim inf
ε→0
|Cov(D0εX1t ,X1t −X1s )|2 dtds
But, when t 6= s,
lim inf
ε→0
|Cov(D0εX1t ,X1t −X1s )|2 = 4H2|t− s|4H−2
. Now assume
α < d/2 + 1. (25)
then by Lemma 2 there exist a small constant r > 0 such thatKα−1(x) ≥ C|x|2α−d−21B(0,r)(x).
This allows us to bound from below as follows
lim inf
ε→0
B(1)α,ε ≥ const
∫ T
0
∫ t
0
Kα−1 (Xt −Xs) |t− s|4H−2 dtds
≥ const
∫ T
0
∫ t
0
|Xt −Xs|2α−d−21B(0,r)(Xt −Xs)|t− s|4H−2 dtds.
Since the paths of fBm are Ho¨lder continuous with parameter strictly smaller than H, for
any γ < H there exists a random constant CX,γ such that
|Xt −Xs| ≤ CX,γ |t− s|γ , t, s ∈ [0, T ]
By choosing a random time S > 0 small enough such that supt,s∈[0,S] |Xt − Xs| < r we
have
lim inf
ε→0
B(1)α,ε ≥ const
∫ S
0
∫ t
0
|Xt −Xs|2α−d−2|t− s|4H−2 dtds
≥ constCd−2α+2X,γ
∫ S
0
∫ t
0
|t− s|2H(α−αH)−1+δ dtds
(26)
where δ = (d+2− 2α)(H − γ) is a arbitrarily small positive constant since γ < H can be
chosen arbitrarily near to H and
d+ 2− 2α > 4− 1
H
> 0
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when H > 1/4. Then when α < αH we can choose δ small enough to make the double
integral in eq. (26) diverge. Summing up we must have α < min(αH , d/2+1) and H >
1/4. and H > 1/4. But when H > 1/4 we have αH < d/2− 1 so that sufficient conditions
are α < αH and H > 1/4. This observation concludes the proof.
3.2 The Forward integral
Let D−ε Xt = (Xt+ε −Xt)/ε, take f : Rd − {0} → R+ satisfying (18) and denote
Z−ε (f) =
∫ T
0
∫ T
0
f (Xt −Xs) 〈D−ε Xt,D−ε Xs〉dsdt.
We can state similar theorems as in previous subsection.
Theorem 25 For any H ≥ 1/2 and any α > αH we have supεEZα,ε <∞.
Theorem 26 For H ≥ 1/2 and α < αH we have lim infεE(Zα,ε) = +∞.
The proofs follow the same line as the corresponding theorems about symmetric inte-
grals. For this the following lemma will be crucial.
Lemma 27 1. We have the following estimates:
|Cov(D−ε Xit ,D−ε Xis)| ≤ const|t− s|2H−2 (27)
and
|Cov(D−ε Xit ,Xit −Xis)| = |Cov(D−ε Xis,Xit −Xis)| ≤ const|t− s|2H−1 (28)
2. If s 6= t, one has
lim
ε→0
|Cov(D−ε X1t ,X1t −X1s )| = 2H|t− s|2H−1.
Proof of Th. 26. Again the proof is similar to the one of Th. 20 whereD− is replaced
by D0, Lemma 27 is used instead of lemma 17. In particular, according to Lemma 27 if
s 6= t one has
lim inf
ε→0
|Cov(D−ε X1t ,X1t −X1s )|2 = 4H2|t− s|4H−2
when H ≥ 12 .
In particular we have the following Corollary.
Corollary 28 (Regularity of forward currents) The forward integral of a fractional
Brownian motion with Hurst parameter H ≥ 1/2 admits a pathwise redefinition on the
space H−α2 (R
d) for any α > αH .
Proof. By Theorem 25 we know that EZα,ε is uniformly bounded in ε when α > αH .
Since the regularized integrals I−ε (ϕ) converges in probability as ε → 0 for any H ≥ 1/2,
Condition 10 holds and we can apply Theorem 11 to obtain a pathwise current with values
in H−α2 (R
d) for any α > αH .
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4 Brownian regularity in Hαp , p 6= 2
In this section we restrict ourselves to the case when X is a d-dimensional classical Brow-
nian motion, that we denote by W . The key ingredient is the following lemma.
Lemma 29 If the dimension d ≥ 2 and the real numbers α > 1 and p′ > 1 satisfy
(d− α+ 1) p′ < d
then ∫
Rd
E
(∫ T
0
exp (−ε |x−Wt|)
|x−Wt|2d−2α
dt
)p′/2 dx <∞
for every ε > 0.
We shall prove below this lemma. Let us first describe its consequences.
From the bounds on Kα/2, see 2, we have∫
Rd
E
[(∫ T
0
K2α/2 (x−Wt) dt
)p′/2]
dx <∞
and thus for a.e. x ∈ Rd we have P (∫ T0 K2α/2(x−Wt)dt <∞) = 1 which implies that the
Itoˆ integral
η (x) :=
∫ T
0
Kα/2 (x−Wt) dWt
is well defined, for a.e. x ∈ Rd, as a limit in probability of∫ T
0
Kα/2 (x−Wt)
Wt+ε −Wt
ε
dt,
see for instance [20]. These approximation integrals are measurable in the pair (x, ω),
hence they are measurable in x as a mapping with values in the space of random variables
with the metric of convergence in probability, and this way one can see that the limit object
η (x) is measurable in the pair (x, ω). From Burkhoder-Davies-Gundy (BDG) inequality
we have
∫
Rd
E
[
|η (x)|p′
]
dx <∞ and thus η ∈ Lp′ (Ω× Rd) and
P
(
ω ∈ Ω : x 7→ η (x, ω) ∈ Lp′
(
Rd
))
= 1.
To minimize the subtleties related to a direct use of η (x), we introduce a regularization.
Let T (t) be the semigroup on L2
(
Rd
)
generated by (∆− 1) and we set
K
(δ)
α/2 (x) :=
(
T (δ)Kα/2
)
(x) = (4πδ)−d/2
∫
Rd
e−
|x−y|2
4δ
−δKα/2 (y) dy.
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We have K
(δ)
α/2 ∈ S
(
Rd
)
. Set
η(δ) (x) :=
∫ T
0
K
(δ)
α/2 (x−Wt) dWt
which is obviously well defined for every x and has a measurable version in the pair
(x, ω). It is not difficult to justify that η(δ) is square integrable in (x, ω) and that η(δ) =
T (δ/2) η(δ/2) hence η(δ) ∈ S (Rd) with probability one.
We have the following regularized version of (4).
Lemma 30 For δ > 0,∫ T
0
〈(T (δ)ϕ) (Wt) , dWt〉 =
∫
Rd
〈
(1−∆)α/2ϕ (x) , η(δ) (x)
〉
dx. (29)
Proof. Given a vector field φ ∈ S (Rd) and a continuous exponentially decreasing
function ψ on Rd, we have the Fubini type identity∫ T
0
〈∫
Rd
ψ (Wt − x)φ(x)dx, dWt
〉
=
∫
Rd
〈
φ(x)dx,
∫ T
0
ψ (Wt − x) dWt
〉
with probability one. We omit the details of the proof. We have
T (δ)ϕ = T (δ) (1−∆)−α/2(1−∆)α/2ϕ =
∫
Rd
K
(δ)
α/2 (· − x)
[
(1−∆)α/2ϕ
]
(x)dx
and thus∫ T
0
〈(T (δ)ϕ) (Wt) , dWt〉 =
∫ T
0
〈∫
Rd
K
(δ)
α/2 (Wt − x)
[
(1−∆)α/2ϕ
]
(x)dx, dWt
〉
.
Here we can apply the Fubini rule because T (δ)ϕ ∈ S (Rd) for δ > 0 and (1−∆)α/2ϕ ∈
S
(
Rd
)
. This implies (29) and completes the proof.
Lemma 31 For d ≥ 2, α > 1, p′ > 1, such that (d− α+ 1) p′ < d we have
sup
δ>0
∫
Rd
E
[∣∣∣η(δ) (x)∣∣∣p′] dx <∞. (30)
Proof. Let us restrict the argument to the most difficult case 0 < α < d where Kα/2
has a singularity at zero. From BDG inequality we have∫
Rd
E
[∣∣∣η(δ) (x)∣∣∣p′] dx ≤ Cp′ ∫
Rd
E
[(∫ T
0
∣∣∣K(δ)α/2 (x−Wt)∣∣∣2 dt)p
′/2
]
dx.
From the definition of K
(δ)
α/2 in terms of Kα/2 and estimate (7) we get the inequality
K
(δ)
α/2 (x) ≤ Cα,d (4πδ)−d/2
∫
Rd
e−
|x−y|2
4δ |y|α−d e− |y|8 dy.
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Let us show that this implies
K
(δ)
α/2
(x) ≤ Cα,d |x|α−d e−
|x|
8 (31)
for a new constant Cα,d, uniformly in δ ∈ (0, 1). The proof of this result for |x| > 1 is
rather easy, so let us only deal with |x| ≤ 1. Write x = re with |e| = 1 and change variable
y = rz in the integral, to get
K
(δ)
α/2 (x) ≤ rα−dCα,d (4πδ)−d/2 rd
∫
Rd
e−
r2|e−z|2
4δ |z|α−d dz
= rα−dCα,d
[
T
(
δ
r2
)
|.|α−d
]
(e)
(see the definition of the semigroup T (t)). It is now easy to see that
[
T (t) |.|α−d
]
(e) is
bounded above by a constant, uniformly in t ≥ 0. This proves (31).
Having this estimate, it is sufficient to apply lemma 29. The proof is complete.
We can now prove the main result of this section.
Theorem 32 The Itoˆ integral
∫ T
0 〈ϕ (Wt) , dWt〉 has a pathwise redefinition on the space
V = Hαp
(
Rd
)
for every dimension d and real numbers α > 1 and p > 1 satisfying
p >
d
α− 1 .
In particular, in any dimension d, given ε > 0, for every p > dε the integral
∫ T
0 〈ϕ (Wt) , dWt〉
has a pathwise redefinition on the space H1+εp
(
Rd
)
.
Proof. Step 1. In the case d = 1 we have Hαp (R) ⊂ C1 (R) by Sobolev embedding
theorem (see [21], section 2.8.1, remark 2). Thus∫ T
0
ϕ (Wt) dWt = Φ(WT )− Φ (0)− 1
2
∫ T
0
ϕ′ (Wt) dt
where Φ′ = ϕ. This implies the result. We restrict now to the case d ≥ 2.
Step 2. We pass to the limit in (29). Let us treat the left-hand-side. With easy
manipulations we see that
(T (δ)ϕ) (x) = (2π)−d/2 e−δ
∫
Rd
e−
|z|2
2 ϕ
(
x− z
√
2δ
)
dz
Hence, splitting the integral in a sufficiently large ball and the complementary, since ϕ ∈
S
(
Rd
)
, we see that T (δ)ϕ→ ϕ uniformly over all Rd as δ → 0. Thus ∫ T0 〈(T (δ)ϕ) (Wt) , dWt〉
easily converges to
∫ T
0 〈ϕ (Wt) , dWt〉, in mean square.
Given the value of p in the statement of the theorem, under the assumption α > 1 the
inequality p > dα−1 is equivalent to (d− α+ 1) p′ < d, where 1/p+1/p′ = 1, so the previous
lemma applies. From (30) there is a sequence δn → 0 and an element η(0) ∈ Lp′
(
Ω× Rd)
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such that η(δn) ⇀ η(0) weakly in Lp
′ (
Ω× Rd), when n → +∞. From (29), for a given
ϕ ∈ S (Rd), we thus have, in the limit as n→∞,
E
[
X
∫ T
0
〈ϕ (Wt) , dWt〉
]
= E
[
X
∫
Rd
〈
(1−∆)α/2ϕ (x) , η(0) (x)
〉
dx
]
for every bounded r.v. X and thus∫ T
0
〈ϕ (Wt) , dWt〉 =
∫
Rd
〈
(1−∆)α/2ϕ (x) , η(0) (x)
〉
dx
with probability one.
Step 3. Therefore, given ϕ ∈ S (Rd), with probability one we have∣∣∣∣∫ T
0
〈ϕ (Wt) , dWt〉
∣∣∣∣ ≤ ∥∥∥(1−∆)α/2ϕ∥∥∥Lp(Rd)
∥∥∥η(0)∥∥∥
Lp′(Rd)
≤ C ‖ϕ‖Hαp (Rd)
∥∥∥η(0)∥∥∥
Lp′(Rd)
.
The proof is complete.
Remark 33 The same result is true for the stopped Brownian motion
WRt =Wt∧τR , τR = inf {t > 0 : |Wt| ≥ R} .
with given R > 0. The statement is that the Itoˆ integral
∫ T
0
〈
ϕ
(
WRt
)
, dWRt
〉
has a pathwise
redefinition on the space Hαp
(
Rd
)
under the same conditions on d, α, p as in the theorem.
The proof is the same (even easier, since in the proof of lemma 29 we do not have to care
of the exponential term).
Remark 34 The same result is true in the Sobolev-Slobodeckij spaces Wαp
(
Rd
)
defined in
[21], section 2.3. The statement is that the Itoˆ integral
∫ T
0 〈ϕ (Wt) , dWt〉 has a pathwise
redefinition on the space Wαp
(
Rd
)
under the same conditions on d, α, p as in the theorem.
Indeed, given a triple d, α, p as in the theorem, let α′ < α be such that also the triple
d, α′, p satisfies the assumption of the theorem. Then
∫ T
0 〈ϕ (Wt) , dWt〉 has a pathwise
redefinition on Hα
′
p
(
Rd
)
; by definition of pathwise redefinition, we see that this implies
that
∫ T
0 〈ϕ (Wt) , dWt〉 has a pathwise redefinition on the space Wαp
(
Rd
)
, because we have
the continuous embedding
Wαp
(
Rd
)
⊂ Hα′p
(
Rd
)
,
see [21], remark 4 of section 2.3.3. The same result is of course true for the Itoˆ integral∫ T
0
〈
ϕ
(
WRt
)
, dWRt
〉
.
We can now elaborate the previous results in the direction of the Ho¨lder topology.
Given ε ∈ (0, 1), denote by C1+ε (Rd) the space of all continuously differentiable functions
f on Rd such that
‖f‖C1+ε = sup
x∈Rd
(|f(x)|+ |Df(x)|) + sup
x 6=y
|Df(x)−Df(y)|
|x− y|ε <∞,
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see [21], section 2.7. Endowed with the norm ‖.‖C1+ε , the space C1+ε
(
Rd
)
is a Banach
space.
Theorem 35 In any dimension d, for every ε ∈ (0, 1) the Itoˆ integral ∫ T0 〈ϕ (Wt) , dWt〉
has a pathwise redefinition on the space C1+ε
(
Rd
)
.
Proof. Step 1. This preliminary step is devoted to a few details used below. Recall
that the classical Sobolev space W 1p
(
Rd
)
is defined as the space of all f ∈ Lp (Rd) having
distributional derivative Df ∈ Lp (Rd×d). Recall also (see remark 4 of section 2.5.1 of
[21]) that, for every ε ∈ (0, 1), the space W 1+εp
(
Rd
)
of remark 34 is characterized as the
space of all f ∈W 1p
(
Rd
)
such that∫
Rd×Rd
|Df(x)−Df(y)|p
|x− y|d+εp
dxdy <∞
and as a norm on W 1+εp
(
Rd
)
one can take the following one:
‖f‖p
W 1+εp
= ‖f‖pLp + ‖Df‖
p
Lp
+
∫
Rd×Rd
|Df(x)−Df(y)|p
|x− y|d+εp
dxdy.
Then it is easy to verify that for every ε, ε′ ∈ (0, 1) with ε > ε′ the following assertion is
true, where B (0, R) denotes the ball of center 0 and radius R > 0:
f ∈ C1+ε
(
Rd
)
, f with support in B (0, R)⇒ f ∈W 1+ε′p
(
Rd
)
and
‖f‖p
W 1+ε
′
p
≤ C (R, ε, ε′, p, d) ‖f‖p
C1+ε
(32)
where C (R, ε, ε′, p, d) is a constant depending only on R, ε, ε′, p, d.
Indeed, we have∫
Rd×Rd
|Df(x)−Df(y)|p
|x− y|d+ε′p
dxdy =
∫
B(0,R)×B(0,R)
|Df(x)−Df(y)|p
|x− y|d+ε′p
dxdy
≤
∫
|x−y|≤1,|x|≤R,|y|≤R
|Df(x)−Df(y)|p
|x− y|d+ε′p
dxdy
+
∫
|x−y|>1,|x|≤R,|y|≤R
|Df(x)−Df(y)|p
|x− y|d+ε′p
dxdy
≤
∫
|x−y|≤1,|x|≤R,|y|≤R
‖f‖p
C1+ε
|x− y|d+(ε′−ε)p
dxdy + C (p, d) ‖f‖p
C1+ε
Rd
where C (p, d) is a constant depending only on p, d. The claim (32) easily follows from
this inequality.
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Step 2. Let d and ε be given, as in the claim of the theorem. Choose ε′ ∈ (0, ε) and
p > dε′ . Let W be defined on a complete probability space (Ω,F , P ). Remark 34 states
that there exists a random variable C > 0 such that, for every ϕ ∈W 1+ε′p
(
Rd
)
,∣∣∣∣∫ T
0
〈ϕ (Wt) , dWt〉
∣∣∣∣ ≤ C ‖ϕ‖W 1+ε′p
on a full probability set Ωϕ.
For every R > 0, let θR : R
d → [0,∞) be a C∞ function such that θR (x) = 1 for
|x| ≤ R+1, θR (x) = 0 for |x| ≥ R+2. Given ϕ ∈ C1+ε
(
Rd
)
, we have ϕ · θR ∈ C1+ε
(
Rd
)
and thus ϕ · θR ∈W 1+ε′p
(
Rd
)
. Therefore∣∣∣∣∫ T
0
〈(ϕ · θR) (Wt) , dWt〉
∣∣∣∣ ≤ C ‖ϕ · θR‖W 1+ε′p
on a full probability set Ωϕ·θR .
From step 1, there exists a random variable CR > 0, independent of ϕ, such that∣∣∣∣∫ T
0
〈(ϕ · θR) (Wt) , dWt〉
∣∣∣∣ ≤ CR ‖ϕ‖C1+ε on Ωϕ·θR ,
where we have also used the fact that ‖ϕ · θR‖C1+ε ≤ Cθ ‖ϕ‖C1+ε for some constant Cθ > 0
depending on the function θ (and thus on R again). Redefine, if necessary, CR in such a
way that R 7→ CR is non decreasing, with probability one.
Let AR be the set
AR = {τR > T} ,
where τR is defined in remark 33. The sets AR increase with R. Given the family of
events AR and random variables CR, we can define a new random variable C
′ > 0 such
that CR ≤ C ′ on AR (it is sufficient to put C ′ = CN+1 on AN+1AN ). Thus, given
ϕ ∈ C1+ε (Rd), we have∣∣∣∣∫ T
0
〈(ϕ · θR) (Wt) , dWt〉
∣∣∣∣ ≤ C ′ ‖ϕ‖C1+ε on Ωϕ·θR ∩AR.
For every R > 0 and ϕ ∈ C1+ε (Rd), there is a P -null set NR,ϕ such that∫ T
0
〈(ϕ · θR) (Wt) , dWt〉 =
∫ T
0
〈ϕ (Wt) , dWt〉 on ARNR,ϕ.
Therefore, given R > 0 and ϕ ∈ C1+ε (Rd), we have∣∣∣∣∫ T
0
〈ϕ (Wt) , dWt〉
∣∣∣∣ ≤ C ′ ‖ϕ‖C1+ε on Ωϕ·θR ∩ARNR,ϕ.
It follows that∣∣∣∣∫ T
0
〈ϕ (Wt) , dWt〉
∣∣∣∣ ≤ C ′ ‖ϕ‖C1+ε on ⋃
R>0
(Ωϕ·θR ∩ARNR,ϕ) .
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Since P
(⋃
R>0AR
)
= 1 we have P
(⋃
R>0 (Ωϕ·θR ∩ARNR,ϕ)
)
= 1. This means
∫ T
0 〈ϕ (Wt) , dWt〉
has a pathwise redefinition on the space C1+ε
(
Rd
)
. The proof is complete.
Remark 36 The strategy of step 2 in the previous proof can be used to deal with function
spaces of Fre´chet type that are not Banach spaces: by localization of the stochastic process,
one can restrict the attention to compact support test functions and then prove the existence
of a pathwise redefinition in topologies without decay at infinity. For this reason, even the
uniformity in x ∈ Rd in the definition of C1+ε (Rd) is not necessary.
Remark 37 In rough path theory (see [15]), for every rough path γ of a certain class which
includes a.e. path of Brownian motion, a notion of integral
∫ T
0 〈ϕ (γt) , dγt〉 is defined for
every function ϕ with ε-Ho¨lder first derivative (for arbitrary ε > 0). The previous theorem
is conceptually similar; a closer comparison, however, requires further investigation.
Finally, we have to prove lemma 29.
4.1 Proof of lemma 29
If max[0,T ] |Wt| ≤ |x| /2 then, for every t ∈ [0, T ],
1
2
|x| ≤ |x−Wt| ≤ 3
2
|x|
exp (−ε |x−Wt|) ≤ exp (−ε |x| /2)
1
|x−Wt|2d−2α
≤ (2/3)
2d−2α
|x|2d−2α
if 2d− 2α ≤ 0
1
|x−Wt|2d−2α
≤ 2
2d−2α
|x|2d−2α
if 2d− 2α > 0
and thus
exp (−ε |x−Wt|)
|x−Wt|2d−2α
≤ exp (−ε |x| /2) Cα,d
|x|2d−2α
for a suitable constant Cα,d > 0. Therefore
∫
Rd
E
(∫ T
0
exp (−ε |x−Wt|)
|x−Wt|2d−2α
dt
)p′/2 dx ≤ I1 + I2
I1 :=
∫
Rd
exp
(−εp′ |x| /4)E
(∫ T
0
Cα,d
|x|2d−2α
dt
)p′/2 dx
I2 :=
∫
Rd
E
1max[0,T ]|Wt|>|x|/2
(∫ T
0
1
|x−Wt|2d−2α
dt
)p′/2 dx.
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Obviously I1 <∞, being (d− α+ 1) p′ < d. Moreover
I2 ≤
∫
Rd
P
(
max
[0,T ]
|Wt| > |x| /2
) δ
1+δ
E
(∫ T
0
1
|x−Wt|2d−2α
dt
)(1+δ)p′/2
1
1+δ
dx
for every δ > 0. Recall the exponential inequality (see [18] Proposition 1.8)
P
(
max
t∈[0,T ]
Wt ≥ β
)
≤ e− β2T .
It easily implies, by symmetry, that
P
(
max
t∈[0,T ]
|Wt| ≥ |x| /2
)
≤ 2e− |x|4T
and thus there exist Cδ, λδ > 0 (depending also on T ) such that
P
(
max
t∈[0,T ]
|Wt| ≥ |x| /2
) δ
1+δ
≤ Cδe−λδ|x|.
Moreover, by Young inequality,
a
1
1+δ = a
1
1+δ · 1 ≤ a+ Cδ
for some constant Cδ > 0. Thus, for every δ > 0,
I2 ≤ C ′δ + C ′δ
∫
Rd
e−λδ |x|E
(∫ T
0
1
|x−Wt|2d−2α
dt
)(1+δ)p′/2 dx
for some constant C ′δ > 0.
The following lemma is inspired from the proof of Corollary 2.4 of Elworthy, Li, Yor
[2] and in fact it was suggested to us by K. D. Elworthy.
Lemma 38 For every d ≥ 2, q > 1, θ ∈ R, x ∈ Rd, we have
E
(∫ T
0
dt
|x+Wt|2(1−θ)
) q
2
 ≤ cq,θ,T
{
E
[
|x+WT |θq
]
+ |x|θq +
∫ T
0
E
[
dt
|x+Wt|(2−θ)q
]}
.
Proof. Consider the process Zt = |x+Wt|2 (squared Bessel process of dimension d).
From Itoˆ formula we have
dZt = 2 〈x+Wt, dWt〉+ dt, Z0 = |x|2 .
Introducing an auxiliary one-dimensional Brownian motion (βt) we may also write
dZt = 2
√
Ztdβt + dt.
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Since d ≥ 2, the one-point sets are polar sets for a d-dimensional Brownian motion, see
Proposition 2.7, p. 191 of [18]. Therefore P {Zt > 0, t ∈ [0, T ]} = 1 and we can develop
Z
θ/2
t using Itoˆ formula for any θ ∈ R. We obtain
d
(
Z
θ/2
t
)
=
θ
2
Z
(θ−2)/2
t
(
2
√
Ztdβt + dt
)
+
1
2
θ
2
θ − 2
2
Z
(θ−4)/2
t 4Ztdt
= θZ
(θ−1)/2
t dβt + cθZ
(θ−2)/2
t dt
where cθ =
θ(θ−1)
2 . Therefore∫ T
0
θZ
(θ−1)/2
t dβt = Z
θ/2
T − Zθ/20 −
∫ T
0
cθZ
(θ−2)/2
t dt
and thus, from BDG inequality, for every q > 1
E
[(∫ T
0
θ2Zθ−1t dt
)q/2]
≤ cqE
[(∫ T
0
θZ
(θ−1)/2
t dβt
)q]
≤ cq,θ
{
E
[
Z
θq/2
T
]
+E
[
Z
θq/2
0
]
+ E
[(∫ T
0
Z
(θ−2)/2
t dt
)q]}
.
This implies, by Ho¨lder inequality,
E
(∫ T
0
1
Z1−θt
dt
)q/2 ≤ cq,θ,T
{
E
[
Z
θq/2
T
]
+ E
[
Z
θq/2
0
]
+ E
[∫ T
0
1
Z
(2−θ)q/2
t
dt
]}
and the proof is complete.
We go on with the proof of lemma 29. Simply by taking 1−θ = d−α and q = (1 + δ) p′
we have:
E
(∫ T
0
1
|x−Wt|2d−2α
dt
)(1+δ)p′/2
≤ C
{
E
[
1
|x+WT |(d−α−1)(1+δ)p′
]
+
1
|x|(d−α−1)(1+δ)p′
}
+ C
∫ T
0
E
[
1
|x+Wt|(d−α+1)(1+δ)p′
]
dt.
With the notation pt (y) =
1√
(2π)dtd
exp
(
− |y|22t
)
, and the bound
∫ T
0 pt (y) dt ≤ Cd exp(−|y|)|y|d−2
we have
E
[
1
|x+WT |(d−α−1)(1+δ)p′
]
=
∫
Rd
1
|x+ y|(d−α−1)(1+δ)p′
pT (y) dy
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and ∫ T
0
E
[
1
|x+Wt|(d−α+1)(1+δ)p′
]
dt
=
∫
Rd
1
|x+ y|(d−α+1)(1+δ)p′
(∫ T
0
pt (y) dt
)
dy
≤
∫
Rd
1
|x+ y|(d−α+1)(1+δ)p′
Cd exp (− |y|)
|y|d−2
dy.
Thus, with a new constant C > 0 depending on δ and the other parameters,
I2 ≤ C
(
1 + I
(1)
2 + I
(2)
2 + I
(3)
2
)
where
I
(1)
2 :=
∫
Rd
∫
Rd
e−λδ|x|
1
|x+ y|(d−α−1)(1+δ)p′
pT (y) dxdy
I
(2)
2 :=
∫
Rd
e−λδ|x|
1
|x|(d−α−1)(1+δ)p′
dx
I
(3)
2 :=
∫
Rd
∫
Rd
e−λδ |x|
1
|x+ y|(d−α+1)(1+δ)p′
Cd exp (− |y|)
|y|d−2
dxdy.
Choose δ > 0 such that (d− α+ 1) (1 + δ) p′ < d. Since
(d− α− 1) (1 + δ) p′ < (d− α+ 1) (1 + δ) p′ < d
the term I
(2)
2 is finite. For I
(1)
2 and I
(3)
2 it is sufficient to integrate first in x, bound the
result uniformly in y, then integrate in y; one proves that I
(1)
2 and I
(3)
2 are finite. The
proof is complete.
5 The energy of a random vortex filament
In [4, 5, 7] with the purpose of modeling turbulence in 3d fluids, the authors introduce
and study a model of random vortex filaments based on Brownian motion. This model
has been extended to the fBm with H > 1/2 by [16] and [8]. Here we recall briefly the
model, emphasize the relationship of the vortex energy with the pathwise regularity of the
current associated with the vortex core and obtain new conditions for the integrability of
the vortex energy for the case H ∈ (1/4, 1/2).
For simplicity we consider only a single vortex since extension to a linear superposition
of different vortexes is straightforward (and even to a random field of Poissonian vortexes,
see for example [6]). Let (Xt)t∈[0,T ], T > 0 be a 3d fBm with Hurst parameter H ∈ (1/4, 1)
and consider the associated vector current, formally written as
ξ0(x) =
∫ T
0
δ(x −Xt)dXt
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where the integral is a symmetric (Stratonovich) integral. This object should be under-
stood according to theorem 11 that is as a random distribution in the Sobolev space
H−αp (R
d) of sufficiently large negative order. The vorticity field is then built by superpos-
ing translates of this core weighted according to a compactly supported signed measure ρ
with finite mass which determines the intensity of vorticity. For more details about those
considerations, the reader can consult [4]. Then we end up with
ξ(x) =
∫
R3
ξ0(x− y)ρ(dy)
which is again a random distribution.
The velocity field u is generated from ξ according to the Biot-Savart relation
u(x) =
∫
R3
K(x− y) ∧ ξ(y)dy =
∫
R3
K ∗ ρ(x− y) ∧ ξ0(y)dy (33)
where ∧ is the vector product in R3 and the vector kernel K(x) is defined as K(x) :=
(4π)−1x/|x|3 and K∗ρ denote the convolution (K∗ρ)(x) = ∫
R3
K(x− z)ρ(dz). The kinetic
energy of the fluid is then defined as the L2(R3) norm of u:
E =
∫
R3
|u(x)|2dx = ‖u‖2. (34)
It is then interesting to find conditions on ρ such that the kinetic energy of the fluid is
finite. Abstractly we have u = Φξ0 where we introduced an operator Φ whose kernel is
K ∗ ρ having Fourier transform
F(K ∗ ρ)(q) = iq|q|2 ρ̂(q)
where we denoted ρ̂ the Fourier transform of the measure ρ.
From now on L2 will stay for L2(R3). Since, by Corollary 22, ξ0 belongs a.s. to the
space H−α2 (R
d) for any α > αH = 1/(2H) + 1/2 (since d = 3), the condition u ∈ L2 a.s.
can be satisfied if Φ : H−α2 (R
3) → L2 which in Fourier variables is sufficient to require
that
‖Φ‖H−α2 →L2 = ‖Φ(1−∆)
α/2‖L2→L2 = ess sup
q∈R3
|ρ̂(q)|
|q| (1 + |q|
2)α/2 <∞.
for some α > αH .
We can now formulate the following result.
Corollary 39 The kinetic energy of the vortex filament ξ built upon a 3d fractional Brow-
nian motion of Hurst index H > 1/4 is a.s. finite and in L1 if the measure ρ satisfies
ess sup
q
|ρ̂(q)||q|−1(1 + |q|2)α/2 <∞ (35)
for some α > αH .
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Remark 40 1. Known conditions on ρ which guarantee the integrability of the energy
are given in [4, 5] for the case of Brownian motion and Itoˆ Brownian processes, and
in [16] for the case of fractional Brownian motions with Hurst parameter H > 1/2.
From [16] it can be deduced that a sufficient condition for the integrability of the
energy is ∫
R3
dq
|ρ̂(q)|2
|q|4−1/H <∞ (36)
or, written in a different but equivalent form,∫
R3
∫
R3
ρ(dx)ρ(dy)
|x− y|1/H−1 <∞.
2. Condition (35) implies Condition (36) when H > 1/2.
In fact the left-hand side of Condition (35) gives∫
R3
dq|ρ̂(q)|2|q|−2(1 + |q|2)α |q|2(1 + |q|2)−α|q|1/H−4 =
∫
R3
dq|ρ̂(q)|2|q|1/H−2(1 + |q|2)−α
≤ A
∫ +∞
0
r1/H(1 + r2)−αdr,
where A is the finite quantity of (35). Clearly previous expression is bounded for
α > αH .
Of course the converse is not true.
3. A way of finding similar conditions to (36) is to follow the steps of Sec. 2 for the
Hilbert space regularity of the stochastic currents and rewrite (formally) the kinetic
energy as
E =
∫ T
0
∫ T
0
〈dXt, g(Xt −Xs)dXs〉 (37)
where g is a vector kernel with the following Fourier transform
ĝ(q) =
|ρ̂(q)|2
|q|2 Πq
and Πq is the following matrix
(Πq)αβ = δαβ −
qαqβ
|q|2 , α, β = 1, . . . , 3,
which projects in directions orthogonal to q. Formula (37) can be understood, for-
mally according to Theorem 11, as being the limit of the expectations of ε-approximations
Eε =
∫ T
0
∫ T
0
g(Xt −Xs) 〈DεXt,DεXs〉 dtds
To obtain conditions for its finiteness in the spirit of eq. (36), we need to follow again
the computations involved in the proof of Theorem 18 and use a different strategy in
bounding some terms. Then we can prove the following:
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Theorem 41 Let H > 1/4 and let ρ : R3 → R be a function with Fourier transform ρ̂
satisfying ∫
R3
dq
|ρ̂(q)|2
|q|4−1/H <∞ (38)
then the family of random fields {uε}ε∈(0,1) defined as
uε(x) =
∫ 1
0
(K ∗ ρ)(x−Xt) ∧D0εXtdt, x ∈ R3
converges a.s. in L2−θ(Ω;L2(R3;R3)) for any θ > 0 to a random field u ∈ L2(R3;R3).
Proof. We will prove that supε∈(0,1)E‖uε‖2 < ∞ following the lines of the proof of
Theorem 18, then the conclusion follows applying Theorem 11. Let Eε = ‖uε‖2.
We start by treating the case H > 1/2.
Using Theorem 23 (Wick theorem) and independence of different coordinates we have
EEε = E
∫ T
0
∫ T
0
∑
i
gii (Xt −Xs) Cov(D0εX1t ,D0εX1s ) dtds
− E
∫ T
0
∫ T
0
∑
ij
∇i∇jgij (Xt −Xs) |Cov(D0εX1t ,X1t −X1s )|2 dtds
= E
∫ T
0
∫ T
0
Trg (Xt −Xs) Cov(D0εX1t ,D0εX1s ) dtds
(39)
since a direct computation shows that
∑
i∇igik(x) = 0. Using the first bound in Lemma 17
we get
EEε ≤ constE
∫ T
0
∫ t
0
Trg (Xt −Xs) |t− s|2H−2 dsdt
= const
∫
R3
dqTrĝ(q)
∫ T
0
∫ t
0
|t− s|2H−2Ee−i〈q,Xt−Xs〉 dsdt
= const
∫
R3
dqTrĝ(q)
∫ T
0
∫ t
0
|t− s|2H−2e−|q|2(t−s)2H/2 dsdt
≤ const
∫
R3
dq|ĝ(q)|
∫ T
0
dt
∫ ∞
0
dττ2H−2e−|q|
2τ2H/2
= const
∫
R3
dq|ĝ(q)||q|1/H−2
∫ T
0
dt
∫ ∞
0
dyy1−1/He−y
2/2
≤ constT
∫
R3
dq|ĝ(q)||q|1/H−2
(40)
since ∫ ∞
0
dyy1−1/He−y
2/2 <∞
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for 1− 1/H > −1, that is H > 1/2. Sufficient condition for uniform boundedness of EEε
is that ∫
R3
dq|ĝ(q)||q|1/H−2 <∞.
Let us now consider the case H ≤ 1/2 and rewrite the approximated energy as
Eε = ‖uε‖2 = −
∫ 1
0
∫ 1
0
〈h(Xt −Xs)DεXs,DεXt〉+
∫ 1
0
∫ 1
0
〈g(0)DεXs,DεXt〉
where h(x) = g(0) − g(x) ≥ 0. Note that g(0) is well defined using the hypothesis of the
theorem about the integrability of its Fourier transform, moreover, as in Thm. 18 (in the
H < 1/2 part) we have the limit∫ 1
0
∫ 1
0
〈g(0)DεXs,DεXt〉 → 〈(X1 −X0)g(0), (X1 −X0)〉.
So let us focus on the double integral with the kernel h. Proceeding as in the H > 1/2
case we have
J = −
∫ T
0
∫ T
0
〈h(Xt −Xs)DεXs,DεXt〉
≤ −const
∫ T
0
∫ T
0
∫
R3
dqTrĥ(q)E[ei〈q,Xt−Xs〉]|t− s|2H−2 dtds
= −const
∫ T
0
∫ T
0
∫
R3
dqTrĥ(q)e−|q|
2/2(t−s)2H |t− s|2H−2 dtds
but since ĥ(q) = g(0)δ(q) − ĝ(q) we have∫
R3
dqTrh(q)e−|q|
2/2(t−s)2H =
∫
R3
dqTr[g(0)δ(q) − ĝ(q)]e−|q|2/2(t−s)2H
=
∫
R3
dqTr[g(0)δ(q) − ĝ(q)][e−|q|2/2(t−s)2H − 1] = −
∫
R3
dqTrĝ(q)[e−|q|
2/2(t−s)2H − 1]
Then
|J | ≤ const
∫ T
0
∫ T
0
∫
R3
dq|ĝ(q)|(1− e−|q|2/2(t−s)2H )|t− s|2H−2 dtds
≤ const
∫
R3
dq|ĝ(q)|
∫ T
0
dt
∫ t
0
ds(t− s)2H−2(1− e−2|q|2(t−s)2H )
≤ const
∫
R3
dq|ĝ(q)|
∫ T
0
dt
∫ ∞
0
dττ2H−2(1− e−|q|2τ2H/4)
= const
∫
R3
dq|ĝ(q)||q|1/H−2
∫ 1
0
dt
∫ ∞
0
dyy1−1/H(1− e−y2/4 − 1)
≤ const
∫
R3
dq|ĝ(q)||q|1/H−2
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where we made a change of variables y = |q|τH and we used the fact that∫ ∞
0
dyy1−1/H(1− e−y2/4) ≤
∫ ∞
0
dyy1−1/H min(y2, 1) <∞
since −3 < 1 − 1/H < −1 when 1/4 < H < 1/2. So we obtain the uniform boundedness
of EEε when eq. (38) is satisfied.
Analogously, the case H = 1/2 does not pose any additional problem.
Remark 42 Note that for H ≥ 1/2 we recover condition (36). However while in [4, 16]
only the existence and the integrability properties of the energy are studied, here we have
also informations about convergence of ε-approximations of the velocity field generated by
the random vortexes.
A Some proofs and auxiliary results
Proof of Lemma 2. Denote 1
Γ(α)(4π)d/2
by γ, for shortness. Notice that for x = 0 we
have
Kα (0) = γ
∫ ∞
0
tα−
d
2 e−t
dt
t
<∞ if and only if α > d
2
.
For x 6= 0 we may use the change of variables t = |x|2 s and get
Kα (x) = |x|2α−d ρ (x)
ρ (x) := γ
∫ ∞
0
sα−
d
2 e−
1
4s
−|x|2s ds
s
where the integral converges for every value of the parameters, thanks to the exponentials.
For 0 < α < d2 , we have
cα,de
−2|x|2 ≤ γ
∫ 2
1
sα−
d
2 e−
1
4s
−|x|2s ds
s
≤ ρ (x)
for a positive constant cα,d. Moreover,
ρ (x) ≤ γ
∫ 1
|x|
0
sα−
d
2 e−
1
4s
ds
s
+ γ
∫ ∞
1
|x|
sα−
d
2 e−
|x|
4
−|x|2s ds
s
≤ Cα,d
∫ 1
|x|
0
e−
1
8s
ds
s2
+Cα,de
−
|x|
4
∫ ∞
1
|x|
sα−
d
2
ds
s
≤ Cα,de−
|x|
8 + Cα,de
−
|x|
4 |x| d2−α ≤ Cα,de−
|x|
8
for a positive constant Cα,d that we do not rename at every step.
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If α > d2 , we directly have from the original formula
c′α,de
−
|x|2
8 ≤ γ
∫ 2
1
tα−
d
2 e−
|x|2
4t
−tdt
t
≤ Kα (x)
≤ γ
∫ |x|
0
tα−
d
2 e−
|x|2
4t
dt
t
+ γe−
|x|
4
∫ ∞
|x|
tα−
d
2 e−t
dt
t
≤ C ′α,de−
|x|
8
for a positive constants c′α,d, C
′
α,d. To estimate Kα(0)−Kα(x) we write
Kα(0) −Kα(x) = γ
∫ ∞
0
tα−
d
2 e−t(1− e− |x|
2
4t )
dt
t
= γ|x|α− d2
∫ ∞
0
sα−
d
2 e−s|x|
2
(1− e− 14s )ds
s
and use the same arguments as above. In the case α = d/2 we simply split the integral
as above and by straightforward estimation we can prove that Kα(x) ≤ const log |x| for
small |x| and that Kα(x) decay exponentially for large |x|. The proof is complete.
Proof of Lemma 4. We observe that, since Kα is the kernel of the operator (1−∆)−α
we have the identity Kα−1(x) = (1−∆)Kα(x) so that
−∆Kα(x) = Kα−1(x)−Kα(x) x 6= 0.
Then | −∆Kα(x)| ≤ |Kα−1(x)|+ |Kα(x)| which gives the required bound using Lemma 2.
Proof of Lemma 17. We start with the first estimate in 1. A direct computation shows
Cov(D0εX
i
t ,D
0
εX
i
s) =
|t− s|2H−2
2
Φ
(
2ε
t− s
)
where
Φ(x) =
|1 + x|2H + |1− x|2H − 2
x2
.
The function Φ is continuous in (0,∞), limx→0Φ(x) = 2H − 1 so, when |t − s| ≤ 2ε
we have
|t− s|2H−2
2
Φ
(
2ε
t− s
)
≤ const |t− s|2H−2.
Moreover limx→±∞ |x|2−2HΦ(x) = 2, so when |t − s| > 2ε there exists a constant not
depending on ε such that
|t− s|2H−2
2
Φ
(
2ε
t− s
)
≤ const ε2H−2 ≤ const |t− s|2H−2
which proves the first claim.
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We discuss now the second estimate in 1. and point 2. A direct computation gives
Cov(D0εX
i
t ,X
i
t −Xis) = −Cov(D0εXis,Xit −Xis) =
1
2ε
(|t− s+ ε|2H − |t− s− ε|2H)
= |t− s|2H−1ψ
(
ε
t− s
)
where ψ(x) = |1+x|
2H−|1−x|2H
2x . It is easy to show that ψ is continuous and ψ(0+) = 2H,
moreover |x|2−2Hψ(x)→ 2H when x→ ±∞. This allows to conclude the proof.
Proof of Lemma 27. The first estimate in 1. is very similar to the previous lemma. A
direct computation shows
Cov(D−ε X
i
t ,D
−
ε X
i
s) =
|t− s|2H−2
2
Φ
(
ε
t− s
)
(41)
where Φ is the same as previously. As for the other points a direct computation gives
Cov(D−ε X
i
t ,X
i
t −Xis) = −Cov(D−ε Xis,Xit −Xis) =
1
2ε
(|t− s+ ε|2H − |t− s− ε|2H − ε2H)
= (t− s)2H−1ψ˜
(
ε
t− s
)
where ψ˜(x) = x
2H+1−(1−x)2H
2x . Then, it is not difficult, arguing as in lemma 17 to conclude.
In particular one can evaluate the limit in (41).
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