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Abstract
We revisit the negative energy solutions of the Dirac equation,
which become relevant at very high energies and study several symme-
tries which follow therefrom. The consequences are briefly examined.
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1 Introduction
It is well known that in relativistic Quantum Mechanics, we encounter neg-
ative energy solutions, be it for the Dirac equation or for the Klein-Gordon
equation. Such negative energy solutions have no counterpart, indeed inter-
pretation in non relativistic or classical theory. For the Klein-Gordon (K-G)
equation, this could be attributed to the second time derivative, which leads
to an extra degree of freedom. Pauli and Weiskoef interpreted the negative
energy solutions in the context of Quantum Field Theory, but what is less
well known is that these negative energy solutions of the Klein-Gordon equa-
tion were successfully interpreted thereafter by Feshbach and Villars [1] in
the context of the usual single particle theory.
It could have been expected that these difficulties would be bypassed in the
Dirac theory which restores the single time derivative – but here too the nega-
tive energies surfaced, because ultimately it was the same energy momentum
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dispersion relation that was invoked. Dirac then had to take recourse to the
negative energy sea and the hole theory to overcome the difficulty [2]. Inter-
estingly a different explanation was given by the author several years ago in
the context of Quantum Mechanical Kerr Newman Black Holes [3]. We will
now study the negative energy solutions for both the Dirac and Klein-Gordon
equations and examine some symmetries and also their consequences.
2 The Negative Energy Solutions
Let us write the Dirac wave function as
ψ =
(
φ
χ
)
, (1)
where φ and χ are each two spinors. As is well known [4], we can then deduce
ıh¯(∂φ/∂t) = cτ · (p− e/cA)χ+ (mc2 + eφ)φ,
ıh¯(∂χ/∂t) = cτ · (p− e/cA)φ+ (−mc2 + eφ)χ. (2)
We recapitulate that at low energies χ is small and φ dominates, whereas it
is the reverse at high energies. We also note that while sensible wave packets
can be formed with the positive energy solutions alone, in general we require
both signs of energy for a localized particle. In fact the Compton wavelength
is the minimum extension, below which both positive and negative solutions
will have to be considered. Well outside the Compton wavelennth, we can
continue with the usual positive energy description. More formally the posi-
tive energy solutions alone do not form a complete set of eigen functions of
the Hamiltonion.
The following symmetry can be seen from (2) (with e = 0, or the absence of
an external electromagnetic field for simplicity):
t→ −t, φ→ −χ (3)
We must remember that we are dealing with intervals at the Compton scale,
so that the negative energy solutions are relevant. So the time reversal given
in (3) is at the Compton scale.
We next observe that such a (t,−t) behaviour in this microscopic interval has
been described in detail in terms of a double Weiner process. Furthermore
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this can be used in the context of two state systems to go over from the
non relativistic Schrodinger theory to the relativistic theory (Cf.[5, 6, 7] for
details). To see this briefly, we first define a complete set of base states
by the subscript ı and U(t2, t1) the time elapse operator that denotes the
passage of time between instants t1 and t2, t2 greater than t1. We denote by,
Cı(t) ≡< ı|ψ(t) >, the amplitude for the state |ψ(t) > to be in the state |ı >
at time t. We have [3, 8, 9]
< ı|U |j >≡ Uıj , Uıj(t+∆t, t) ≡ δıj −
ı
h¯
Hıj(t)∆t.
We can now deduce from the super position of states principle that,
Cı(t+∆t) =
∑
j
[δıj −
ı
h¯
Hıj(t)∆t]Cj(t) (4)
and finally, in the limit,
ıh¯
dCı(t)
dt
=
∑
j
Hıj(t)Cj(t) (5)
where the matrix Hıj(t) is identified with the Hamiltonian operator. We have
argued earlier at length that (5) leads to the Schrodinger equation [3, 9]. In
the above we have taken the usual unidirectional time to deduce the non
relativistic Schrodinger equation. If however we consider a Weiner process
in (4) that is, allow t to fluctuate between (t−∆t, t+∆t), (to which we will
return shortly), then we will have to consider instead of (5)
Cı(t−∆t)− Cı(t+∆t) =
∑
j
[
δıj −
ı
h¯
Hıj(t)
]
Cj(t) (6)
Equation (6) in the limit can be seen to lead to the relativistic Klein-Gordon
equation rather than the Schrodinger equation with the second time deriva-
tive [9, 7]. In other words the symmetry in (3) is in-built at the Compton
scale in the relativistic description, be it for the Klein-Gordon equation or
the Dirac equation, and Zitterbewegung is a manifestation of this (Cf.[1, 10]).
We can push these considerations further. We have already seen the symme-
try given in (3): In case of a charged particle, in addition, e→ −e and vice
versa (with complexification). This apart it suggests that the coordinate ~x,
as it were splits into the coordinate ~x1 and ~x2 which mimic the wave function
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in (1) at low and high energies, in the sense that the former dominates at
low energies while the latter dominates at high energies, following the wave
function as in (1). The fact that these go into each other following (3) as
t→ −t can be explained in terms of the development of a two Weiner process
see briefly above (Cf.[7]). Let us elaborate.
In this case there are two derivatives, one for the usual forward time and
another for a backward time given by
d+
dt
x(t) = b+ ,
d−
dt
x(t) = b− (7)
where we are considering for the simplicity, a single dimension x. This leads
to the Fokker-Planck equations
∂ρ/∂t + div(ρb+) = V∆ρ,
∂ρ/∂t + div(ρb−) = −U∆ρ (8)
defining
V =
b+ + b−
2
;U =
b+ − b−
2
(9)
We get on addition and subtraction of the equations in (8) the equations
∂ρ/∂t + div(ρV ) = 0 (10)
U = ν∇lnρ (11)
It must be mentioned that V and U are the statistical averages of the respec-
tive velocities and their differences. We can then introduce the definitions
V = 2ν∇S (12)
V − ıU = −2ıν∇(lnψ) (13)
We will not pursue this line of thought here but refer the reader to Smolin
[11] for further details. We now observe that the complex velocity in (13)
can be described in terms of a positive or uni directional time t only, but a
complex coordinate
x→ x+ ıx′ (14)
To see this let us rewrite (9) as
dXr
dt
= V,
dXı
dt
= U, (15)
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where we have introduced a complex coordinate X with real and imaginary
parts Xr and Xı, while at the same time using derivatives with respect to
time as in conventional theory.
We can now see from (9) and (15) that
W =
d
dt
(Xr − ıXı) (16)
That is we can alternatively use derivatives with respect to the usual uni di-
rectional time derivative to introduce the complex coordinate (14) (Cf.ref.[5].
Let us now generalize (14), which we have taken in one dimension for sim-
plicity, to three dimensions. Then as discovered by Hamilton, we end up
with not three but four dimensions,
(1, ı)→ (I, τ),
where I is the unit 2 × 2 matrix and τs are the Pauli matrices. We get the
special relativistic Lorentz invariant metric at the same time. (In this sense,
as noted by Sachs [12], Hamilton would have hit upon Special Relativity, if
he had identified the new fourth coordinate with time).
That is,
x+ ıy → Ix1 + ıx2 + jx3 + kx4, (17)
where (ı, j, k) momentarily represent the Pauli matrices; and, further,
x21 + x
2
2 + x
2
3 − x
2
4 (18)
is invariant.
While the usual Minkowski four vector transforms as the basis of the four
dimensional representation of the Poincare group, the two dimensional rep-
resentation of the same group, given by the right hand side of (17) in terms
of Pauli matrices, obeys the quaternionic algebra of the second rank spinors
(Cf.Ref.[5, 13, 12] for details).
In fact one representation of the two dimensional form of the quarternion
basis elements is the set of Pauli matrices above. Thus a quarternion may
be expressed in the form
Q = −ıτµx
µ = τ0x
4 − ıτ1x
1 − ıτ2x
2 − ıτ3x
3 = (τ0x
4 + ı~τ · ~r)
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This can also be written as
Q = −ı
(
ıx4 + x3 x1 − ıx2
x1 + ıx2 ıx4 − x3
)
.
As can be seen from the above, there is a one to one correspondence between
a Minkowski four-vector and Q. The invariant is now given by QQ¯, where Q¯
is the complex conjugate of Q.
In this description we would have from (17), returning to the usual notation,
[xıτ ı, xjτ j ] ∝ ǫıjkτ
k 6= 0 (19)
In other words, as (19) shows, the coordinates no longer follow a commu-
tative geometry. It is quite remarkable that the noncommutative geometry
(19) has been studied by the author in some detail (Cf.[7]), though from the
point of view of Snyder’s minimum fundamental length, which he introduced
to overcome divergence difficulties in Quantum Field Theory. Indeed we are
essentially in the same situation, because as we have seen, for our positive en-
ergy description of the universe, there is the minimum Compton wavelength
cut off for a meaningful description [14, 15, 16].
Proceeding further we could think along the lines of SU(2) and consider the
transformation [17]
ψ(x)→ exp[
1
2
ıgτ · ω(x)]ψ(x). (20)
This leads as is well known to a covariant derivative
Dλ ≡ ∂λ −
1
2
ıgτ ·Wλ, (21)
remembering that ω in this theory is infinitessimal. We are thus lead to
vector Bosons Wλ and an interaction like the strong interaction, described
by
Wλ →Wλ + ∂λω − gωΛWλ. (22)
However, we are this time dealing, not with iso spin, but between positive and
negative energy states as in (1). Also we must bear in mind that this non-
electromagnetic force between particles and anti particles would be valid only
within the Compton time, inside this Compton scale Quantum Mechanical
”bridge” [18].
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These considerations are also valid for the Klein-Gordon equation in the two
component notation developed by Feshbach and Villars [1, 19]. There too,
we get equations like (2). We would like to re-emphasize that our usual
description in terms of positive energy solutions is valid above the Compton
scale.
3 A Further Symmetry
As we consider both signs of the energy, we denote the expectation of an
operator by the equation (Cf. also ref.[1])∫
ψ∗τ3Ωψd
3x (23)
where τ3 is the usual Pauli matrix is given by
ψ∗ = (φ, χ) = τ3 =
(
1 0
0 − 1
)
(24)
We use (23) for the observable: Ω = xıxı. Then we can easily see the
following. Let us first consider (23) for the two cases: First the negative
energy component χ is vanishingly small, as in our usual description and
second where the negative energy component dominates and φ is vanishingly
small, that is for the very high energy case. Then we can easily verify that
Ω→ −Ω
This has the following consequence. The Minkowski invariant
xµxµ (25)
of the Lorentz group goes over to the invariant of the four dimensional rota-
tion group
x20 + x
ıxı (26)
for negative energies and vice versa.
We could expect that the Foldy-Wothuysen transformation goes over to a
Lorentz transformation in the negative energy realm. A simple way of seeing
this is as follows: The Foldy-Wothuysen transformation is given by
S = eβ~α·~pΘ
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tan 2|p|Θ =
|p|
m
(27)
while the Lorentz transformation is described by
S = −e−ı~α·~p(µ)
tan hµ|p| =
pc
E +mc2
(28)
(Cf.ref.[4]). Comparison of (25) and (26) show that effectively xj → ıxj or
pj → ıpj . Under this transformation (27) and (28) get interchanged.
4 Remarks
i) As mentioned, the above considerations for the Dirac equation all apply
for the positive and negative energy solutions of the Klein-Gordon equation
(Cf.[19].
ii) We make the following remark about the negative and positive energy
solutions of the Dirac equation. We consider for simplicity the free particle
solutions [4]. The solutions are of the type
ψ = ψA + ψS (29)
where
ψA = e
ı
h¯
Et


0
0
1
0

 or e ıh¯Et


0
0
0
1

 and
(30)
ψS = e
− ı
h¯
Et


1
0
0
0

 or e− ıh¯Et


0
1
0
0


denote respectively the negative energy and positive energy solutions. From
(29) the probability of finding the particle in a small volume about a given
point is given by
|ψA + ψS|
2 = |ψA|
2 + |ψS|
2 + (ψAψ
∗
S + ψSψ
∗
A) (31)
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Equations (30) and (31) show that the negative energy and positive energy
solutions form a coherent Hilbert space and so the possibility of transition
to negative energy states exists. This difficulty however can be overcome by
the well known Hole theory which uses the Pauli exclusion principle, and is
described in many standard books on Quantum Mechanics.
However the last or interference term on the right side of (31) is like the
zitterbewegung term. When we remember that we really have to consider
averages over space time intervals of the order of h¯/mc and h¯/mc2 as Dirac
himself pointed out (Cf.[2]), this term disappears and effectively the nega-
tive energy solutions and positive energy solutions stand decoupled in what
is now the physical universe.
A more precise way of looking at this is[15] that as is well known, for the ho-
mogeneous Lorentz group, p0
|p0|
commutes with all operators and yet it is not
a multiple of the identity as one would expect according to Schur’s lemma:
The operator has the eigen values ±1 corresponding to positive and negative
energy solutions. This is a super selection principle or ”spin” referred to in
(20) pointing to the two incoherent or decoupled Hilbert spaces or universes
[20] now represented by states ψA and ψS which have been decoupled owing
to the averaging over the Compton wavelength space- time intervals which
eliminates the interference term in (31). But all this refers to energies such
that our length scale is greater than the Compton wavelength.
Thus once again we see that outside the Compton wavelength region we re-
cover the usual physics.
iii) It is worth recapitulating that we have identified the negative energy so-
lutions with anti particles and via the mechanism described by (31), that is
based on the fact that physical measurements are time averages over inter-
vals of the order of the Compton scale. We conclude that the anti particles
are very short lived, because outside the Compton wavelength that is in
our physical world, we are in the manifold of positive solutions. Further
these considerations also show (Cf.refs.[19, 21]) that there is an asymmetry
between particles and anti particles. Indeed this prediction has since been
suggested through experiment: Firstly there is the observed neutrino and
anti neutrino asymmetry that violates CP, observed in the MiniBooNE ex-
periment at Fermilab recently. Specifically the oscillation patterns for the
neutrino and anti neutrino appear to be different with a confidence level of
about 99.7% This in fact corroborates an earlier LSND experiment report at
the Los Alamos National Laboratory in 1990, but since not taken seriously
because it appeared too sensational.
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The other CP violation has been found in the so called B factories at SLAC,
US and KEK Lab in Japan. This collaboration has calculated that the pa-
rameter associated with CP violation – ’sin2β’ – is 0.74 ± 0.07, compared
with its earlier estimate of 0.99±0.14. The increased accuracy stems from the
larger number of decay events observed this time – 88 million in total. The
BELLE collaboration puts the value of siine2β – which they call sine2ψ1 –
at 0.79± 0.10 [22, 23].
The new estimates established beyond doubt that CP violation exists.
References
[1] Freshbach, H. and Villars, F. (1958). Rev.Mod.Phys. Vol.30, No.1, Jan-
uary 1958, pp.24-45.
[2] Dirac, P.A.M. (1958). The Principles of Quantum Mechanics (Claren-
don Press, Oxford), pp.4ff, pp.253ff.
[3] Sidharth, B.G. (1997). Ind.J. of Pure and Applied Physics 35, pp.456ff.
[4] Bjorken, J.D. and Drell, S.D. (1964). Relativistic Quantum Mechanics
(Mc-Graw Hill, New York), pp.39.
[5] Sidharth, B.G. (2003) Found.Phys.Lett. 16, (1), pp.91–97.
[6] Sidharth, B.G. (2005). The Universe of Fluctuations (Springer, Nether-
lands).
[7] Sidharth, B.G. (2008). The Thermodynamic Universe (World Scientific),
Singapore.
[8] Sidharth, B.G. (2001). Chaotic Universe: From the Planck to the Hubble
Scale (Nova Science, New York).
[9] Sidharth, B.G. (2002). Chaos, Solitons and Fractals 13, pp.189–193.
[10] Sidharth, B.G. (2008). Int.J.Th.Phys. 48 (2), 2008, pp.497-506.
[11] Smolin, L. (1986). Quantum Concepts in Space and Time, Penrose, R.
and Isham, C.J. (eds.) (OUP, Oxford), pp.147–181.
10
[12] Sachs, M. (1982). General Relativity and Matter (D. Reidel Publishing
Company, Holland), pp.45ff.
[13] Shirokov, Yu. M. (1958). Soviet Physics JETP 6, (33), No.5, pp.929–
935.
[14] Sidharth, B.G. (2002). Foundation of Physics Letters 15 (5), 2002, 501ff.
[15] S.S. Schweber. (1961). An Introduction to Relativistic Quantum Field
Theory (Harper and Row, New York).
[16] Newton, T.D. and Wigner, E.P. (1949). Reviews of Modern Physics
Vol.21, No.3, July 1949, pp.400-405.
[17] Taylor, J.C. (1976). Gauge Theories of Weak Interactions (Cambridge
University Press, Cambridge) 1976.
[18] Sidharth, B.G. (2011). Brief Report in New Advances in Physics Vol.5
(1), 2011, pp.49-50.
[19] Sidharth, B.G. (2011) Ultra High Energy Behaviour, arXiv/1103.1496.
[20] Roman, P. (1965). Advanced Quantum Theory (Addison-Wesley, Read-
ing, Mass, 1965), p.31.
[21] Sidharth, B.G. (2010). El.J.Th.Phys 7 (24), 2010, pp.1-8.
[22] Aubert, B. et al. (2005). [BaBar Collaboration], Phys.Rev.Lett. 94 (2005)
161803; K. Abe et al. [Belle Collaboration], arXiv:hep-ex/0507037.
[23] Aubert, B. et al. (2004). [BaBar Collaboration], Phys.Rev.Lett. 93 (2004)
131801; K. Abe et al., arXiv:hep-ex/0507045.
11
