We consider parabolic equations of the form
Introduction
We consider parabolic equations of the following form (x, t) ∈ R N × (0, ∞).
(1.1)
Here, f is a C 1 function on R with f (0) = 0, f (0) < 0, and h is a suitable function on R N × [0, ∞) which decays to zero as t → ∞. The decay means that the equation is asymptotically autonomous (both in space and time). Our goal is to examine how the presence of the nonautonomous term h affects convergence properties of nonnegative localized solutions of (1.1).
To motivate the problem, let us first assume h ≡ 0: (x, t) ∈ R N × (0, ∞). u(x, t) = 0.
(1. 3) We emphasize that the spatial decay of u is required to be uniform with respect to time, in that sense u is a localized solution. Global solutions satisfying this requirement will typically converge to zero as t → ∞; such are all nonnegative solutions strictly below a spatially decaying steady state or supersolution. Global solutions satisfying (1.3) which do not converge to zero are usually found as threshold solutions on the boundary of the domain of attraction of the asymptotically stable trivial solution, see for example [11, 12, 15, 16, 34, 37] .
Under the above assumptions, it is known that the solution u converges, as t → ∞, to a steady state ϕ of (1.2). The converge takes place in the supremum norm and the limit steady state ϕ, if nontrivial, is a ground state of the elliptic equation
( 1.4) We use the term ground state to refer to any positive solution ϕ of (1.4) such that ϕ(x) → 0 as |x| → ∞. Recall that any ground state is a radially symmetric and radially decreasing function with respect to some center in R N (see [19, 28, 29] ).
The convergence result for (1.2) quoted above was proved in [4] under the stronger assumption that the spatial decay in (1.3) is exponential (we remark that if u has the initial state u 0 := u(·, 0) with compact support, then the exponential decay is no extra restriction). There are earlier results in [11, 15] where specific nonlinearities were considered. In one dimension, that is for N = 1, convergence results are available for an even larger class of nonlinearities, see [12, 37] (earlier convergence results for specific one-dimensional problems can be found in [13, 14, 16, 17] ). See also [25] and [16] for convergence results dealing with radial problems in higher space dimension and time-periodic problems on R, respectively.
Let us now consider the nonautonomous problem: h ≡ 0. Even though the effect of the nonautonomous perturbation diminishes as t → ∞, its presence renders key arguments of [4] unusable and different techniques have to be sought. In [10] , Chill and Jendoubi succeeded in adapting energy arguments based on the concentrated compactness and Lojasiewicz inequality to asymptotically autonomous problems. For their arguments to apply to (1.1), rather restrictive hypotheses have to be made; in particular, it is assumed in [10] that h(t, ·) has its support contained in a compact set independent of t. Also, as usual with techniques involving the Lojasiewicz inequality (see [7, 8, 35] , for example), the nonlinearity f has to be of a very specific form or analytic; in [10] the nonlinearity f is chosen such that (1.4) has a unique radial ground state. Under these assumptions, the convergence of localized solutions to a ground state is proved in [10] . We remark, that techniques based on the Lojasiewicz inequality have also been used in [9, 23] in proofs of convergence results for asymptotically autonomous equations on bounded domains.
In this paper, we prove a convergence result for (1.1) using a completely different approach. It has three main ingredients: I) Adapting some arguments from [6] , we show that ω(u), the ω-limit set of the solution u, consists of steady states of (1.2) . This amounts to showing that chain recurrent points of (1.2) are steady states. The key tool here is the energy functional of (1.2) which is defined on ω(u), although it may not be finite along the solution u itself. II) By an asymptotic symmetrization result of [18] , all functions in ω(u) are radially symmetric about the same center. This allows us to show, similarly as in [4] , that if ω(u) is not a single steady state, then some of its elements are contained on a normally hyperbolic manifold of steady states of (1.2). III) We rule out the latter possibility by applying a convergence result for autonomous equations [3, 20] . This is facilitated by a trick which shows that the solution u can be viewed as a solution of an auxiliary autonomous problem to which a convergence theorem of [3] applies.
With these techniques, we can treat general C 1 nonlinearities f (with f (0) = 0 > f (0)) and we do not need to make any assumptions on the support of h(·, t). In fact, h(·, t) does not even have to decay at spatial infinity. On the other hand, for the last two steps in the above outline, we need the decay of h in t to be exponential. Note, however, that for more specific problems (see Section 2.1 for an example), we can prove convergence results under a weaker decay assumption. The paper is organized as follows. In the next section we state our main results. They include a convergence theorem under the assumption of exponential decay and a quasiconvergence theorem in which h is assumed to decay with no particular rate. As an application of the main results, we show the convergence of threshold solutions for a more specific class of parabolic problems. In the same section, we also prove a convergence result for abstract asymptotically autonomous parabolic equations. The proofs of our main theorems are finalized in Sections 6, 7; Sections 3-5 contain preliminary steps toward the proofs. Proofs of some technical lemmas are given in Appendixes A and B.
Main results
Throughout the paper, the standing hypothesis on f is that it is a C 1 function on R satisfying f (0) = 0, and f (0) < 0.
Convergence and quasiconvergence for (1.1)
We always assume that h is a function defined on
. We remark that other spaces, for example, X = L p (R N ), with p N + 1, could be chosen with slightly different assumptions on u.
The minimal additional assumption on h, which is sufficient for our quasiconvergence theorem, Theorem 2.1, is the following one:
For the convergence theorem, we need a stronger hypotheses on h involving Hölder continuity (in space or time) and exponential decay. Specifically, we assume that for some constants α ∈ (0, 1], μ > 0, and 
This result extends the convergence theorem of [4] in two aspects: the nonautonomous term h is allowed and the spatial decay of u does not have to be exponential. Compared to [10] , we allow much more general nonlinearities f (in particular, we do not require the uniqueness for the radial ground states of (1.4)), the solution u is not required to be in the energy space, and we do not assume h (·, t) to have compact support, not even to decay at |x| = ∞. On the other hand, the exponential decay of h in time is more restrictive than the assumptions in [10] .
While the exponential decay of the function h is hardly an optimal condition in the theorem above, it cannot, in general, be replaced with a mere decay of h. Indeed, it is not difficult to show (see [18, 
is a nonconvergent solution of (1.1). In this construction, h is exponentially decaying in x. However, the temporal decay of h is
The integrability of this function may be sufficient for the convergence, but we cannot prove this using our method. We next formulate a quasiconvergence theorem under the weaker hypothesis (2.1) (and without the Hölder continuity assumption). We need some preparations. Assume u is a nonnegative bounded solution of (1.1) satisfying (1.3). We define the omega limit set of u by (2.5) where the right-hand side is a constant determined by the indicated quantities and we use B(x, R) to denote the open ball in R N centered at x and having radius R. Since
(see [27, Lemma II.3.3]), we find a universal bound on u in these Hölder spaces. The Arzelà-Ascoli theorem, in conjunction with (1.3), now readily implies the relative compactness of
It follows by standard arguments that ω(u) is nonempty, compact, and connected in C 0 (R N ), and it attracts the solution u in the following sense: 
We remark that our theorems are general enough to apply to a (seemingly) larger class of equations of the form We illustrate this application of our results to (2.9) in the following example, which also elucidates how solutions converging to a ground state of the limit equation are found on the "threshold" between decay to 0 and blow-up in finite time.
Consider the following problem
where m is a positive constant, λ is a continuous positive function on [0, ∞), and 1 < p < p S , p S being the Sobolev critical exponent:
for some λ 0 ∈ (0, ∞). For a fixed nonnegative function ψ ∈ C (R N ) \ {0} with compact support, let u μ stand for the maximally defined solution of (2.10) satisfying the initial condition u μ (·, 0) = μψ.
For technical reasons (see [34] for the background), we also assume that p < p BV , where 
(2.12)
(ii) For each μ ∈ (μ * , ∞) the solution u μ blows up in finite time.
(iii) The solution u * := u μ * is global and there is a ground state ϕ of (1.
Eq. (2.10) is a special case of problems considered in [34] 
Since u * is bounded, h clearly satisfies (2.1). Using Theorem 2.2, we obtain that ω(u * ) consists of grounds states of the equation (2.13) all having the same center of symmetry ξ . It is well known (see [5, 26] ), that (2.13) has a unique radially symmetric ground state (hence also a unique ground state radially symmetric around ξ ). This implies statement (iii).
Note that, although statement (iii) is a convergence result, we did not need the decay of λ(t) − λ 0 to be exponential. The quasiconvergence theorem, Theorem 2.2, was strong enough for the result, thanks to the special structure of the problem. In more general problems, in particular those which are not spatially homogeneous, Theorem 2.2 would typically not give a convergence result. Instead, Theorem 2.1 would have to be used, requiring the exponential decay of the inhomogeneities.
An abstract convergence result
As mentioned above, in the proof of Theorem 2.1 we use a trick to transform (1.1) to an auxiliary autonomous system to which existing convergence results can be applied. In this section we show how this transformation can be done for abstract parabolic equations of the form
(2.14)
We assume the following hypotheses. 
Note that β was defined in (F).
For u 0 ∈ X β and a finite T , a mild solution of (2.14) on (0, T ) with the initial condition
where e At is the analytic semigroup generated by the sectorial operator A. In general, one may not
is not dense, but this is of no concern here. We remark that one has
We refer the reader to [31, Section 7] for these and most of the forthcoming results regarding abstract semilinear equations. A mild solution is uniquely determined, up to extensions, by its initial condition.
Given anyū ∈ X β , there exist T > 0 and a neighborhood U ofū in X β such that for each u 0 ∈ U the mild solution u(t, u 0 ) with the initial condition u(0) = u 0 is defined on (0, T ) and, for each fixed
. This is shown by the usual uniform contraction mapping argument.
Thanks to (H), any mild solution is a classical solution For a solution u on (0, ∞), we define its ω-limit set by 16) where the convergence is in X β . Similarly as with (2.3), if {u(t): t 1} is relatively compact in X β , then ω(u) is a nonempty, compact, and connected set in X β , and it attracts u(t) in X β .
Let us now consider the limit equation
Denote by E the set of all equilibria of (2.17). We say that an equilibrium φ ∈ E satisfies the normal hyperbolicity condition if there exist an integer k 0 and a k-dimensional submanifold of X β such that the following two conditions hold.
(ii) The linearized operator A + f (φ) has 0 as an eigenvalue of (algebraic) multiplicity k and there is δ > 0 such that the spectrum of A + f (φ) contains no nonzero element λ with |Re λ| < δ.
We can now formulate our convergence result for (2.14).
Theorem 2.4. Assume (A)-(H)
and let u be a solution of (2.14) such that {u(t): t 1} is relatively compact in X β . Assume further that ω(u) ⊂ E and there is φ ∈ ω(u) satisfying the normal hyperbolicity condition. Then ω(u) = {φ}.
This result extends convergence theorems of [3, 20] which deal with autonomous problems ( [1] contains an ODE predecessor of these results).
Since the proof of Theorem 2.4 is independent from the rest of the paper and uses different notation, we give it here. First we recall a convergence result for autonomous equations (cp. [3, 20] ). Proof. Fix δ > 0 and let Π be the time-δ map of (2.17): Π u 0 =ū(δ, u 0 ), whereū(t, u 0 ) is the mild solution of (2.17) with the initial conditionū(0) = u 0 . In view of the compactness of the set
we can certainly choose δ > 0 such that Π is defined on an X β -neighborhood U of K . Then Π : U → X β is a C 1 -map. We apply to this map and to its orbit
the convergence result of [3] . 19) for some constant C 0 .
Fix 0 < ν < μ and define where the limits are again in X β . This shows that z ∈ C 1 (R, X β ).
The autonomous system 
space or an interpolation space corresponding toÃ, just as X β is for A). We verify that (φ, 0) ∈ ω(v, η) satisfies the normal hyperbolicity condition. The linearization of the right-hand side of (2.20)
where we used
Moreover, the algebraic (geometric) multiplicity of the eigenvalue 0 for A + f (φ) is the same as the algebraic (geometric) multiplicity of the eigenvalue 0 for L.
It follows that if M ⊂ E is the manifold from the normal hyperbolicity condition for φ (with respect to (2.17)), then (φ, 0) satisfies the normal hyperbolicity condition with the manifold M × {0}.
Hence Lemma 2.5 applies and we obtain ω(v, η) = {(φ, 0)}. Consequently, ω(u) = {φ}. 2 Remark 2.6. As in [3, 20] , the assumption that φ ∈ ω(u) satisfies the normal hyperbolicity condition (assumptions (i) and (ii)) can be replaced with the assumption (ii) alone, provided one assumes k 1 in (ii). Indeed, in that case one can easily show, using a one-dimensional center manifold of φ, that if φ lies on a continuum of equilibria of (2.17), then someφ ≈ φ on this continuum satisfies the normal hyperbolicity condition with k = 1 (φ needs to be taken in the relative interior of the continuum), see [20] or [3] for details. This implies ω(u) = {φ}, for otherwise ω(u), being connected, contains a continuum of equilibria with φ on it. Taking an elementφ as above, we obtain from Theorem 2.4 that ω(u) = {φ}, which is a contradiction. 
and R such that |v(x, t)| C ν e −ν|x| . 
ω(u) as a chain recurrent set
Throughout this section we assume the hypotheses of Theorem 2.2 (the exponential decay and Hölder continuity assumptions on h are not needed here). We use the notation of Section 2, in particular see (2. 3) for the definition of the ω-limit set of the solution u. Our main goal in this section is to expose ω(u) as a chain recurrent set of the limit autonomous equation (1.2).
Since the statements of our main theorems deal with a fixed bounded solution u, by modifying f outside the range of u we may assume, without loss of generality, that both f and f are bounded. We let
Then f is a (globally) Lipschitz function with Lipschitz constant β 0 . This implies (see, for example, [22] or [31] ) that for each U 0 ∈ C 0 (R N ) the Cauchy problem
has a unique global solution with U (·, t) ∈ C 0 (R N ) for each t > 0. We denote by S the solution semiflow of this problem. Specifically, setting Y :
where U is the solution of (4.2), (4.3). Then S is a continuous map [22, 31] . Below we often use the notation S(t)U 0 := S(U 0 , t).
We say that a subset K ⊂ Y is positively invariant under S, if U 0 ∈ K implies S(t)U 0 ∈ K for each t 0. We say that K is invariant under S, if for each U 0 ∈ K there is an entire solutionŨ of
Here an entire solution refers to a solution defined on R N × R. Note that a functionŨ : x ∈ R N , z ∈ ω(u) , (4.5) ∇z(x)
an entire solution if and only if S(t)Ũ (·, s) =Ũ (·, t + s) for all

. , t k T , and elements
Proof. First note that (1.3) implies the following universal decay of the elements of ω(u):
To prove the invariance of ω(U ), we follow a standard scheme. Fix z ∈ ω(u) and choose a sequence
Passing to a subsequence if necessary, we may assume that t i > i. By similar estimates as in (2.5), for any R, the functionsũ i with i > R form a bounded sequence in W 
∈ R, u(·, t + t i ) → U (·, t) with convergence in C loc (R N ). Since the sequence u(·, t + t i ), i > max{−t, 0} is relatively compact in Y (as shown in Section 2), the converge u(·, t + t i ) → U (·, t) takes place in Y , and hence U (·, t) ∈ ω(u).
taking i → ∞ and using (2.1), we obtain that U is a bounded, weak solution of (4.2). Consequently, since f ∈ C 1 parabolic estimates imply that U is a classical solution. This proves the invariance of ω(u).
We next prove an exponential decay estimate for the solution U (and in particular for z = U (·, 0)). Since f (0) = 0, Hadamard's formula shows that U satisfies
Since 0 U M, c is bounded by a constant determined by M (hence independent of z). Moreover, since U (·, t) ∈ ω(u) for each t, using (4.8) and f (0) < 0 we find positive constants R and ε 0 > 0, independent of z, such that c(x, t) −ε 0 < 0 for each |x| > R and t ∈ R. By Lemma 3.1, there exist positive constants ν and C , both independent of z, such that |U (x, t)| Ce −ν|x| for all (x, t) ∈ R N × R. Taking t = 0 we obtain (4.5).
In order to prove that (4.6) holds (adjusting C and ν if necessary), we show that for each i ∈ {1, . . . , N} the function V := U x i satisfies an exponential decay estimate. First we note that parabolic regularity and boundedness of U imply that V is bounded by a constant independent of z. Moreover, V is a bounded solution of
Using similar arguments as above, one shows that
for someν,C > 0 independent of z. Finally, using the above bounds on U and ∇U , we obtain a C 1 bound on f (U ). Standard estimates for the heat equation then imply that (4.7) holds (again C may have to be adjusted). 2
Lemma 4.2. Under the assumptions of Theorem 2.2, ω(u) is chain transitive under S| ω(u) .
We shall derive this lemma from the following abstract result, which is a continuous-time analog of [6, Lemma 7.5]. It's proof is similar to that of [6, Lemma 7.5] , with one or two extra arguments. For the reader's convenience, we include the proof in Appendix A. Similar results can be found in [32] . 
0, such that {v(t) ∈ Y : t s} is relatively compact in Y . Using the notation G(t) y = G( y, t), assume that for each τ > 0 one has d(G(τ )v(t), v(t
where C is determined by N, β 0 , and τ . Consequently, keeping τ fixed and taking t → ∞, we obtain
This completes the verification of the hypotheses of Lemma 4.3. 2
Chain recurrence and the energy functional
The standing assumptions in this section are the same as in the previous one.
Denote by E the set of all nonnegative steady states of (1.2). As mentioned above, E consists of ground states (positive steady states that decay to 0 at |x| = ∞) and the trivial steady state. Our goal in this section is to prove that ω(u) ⊂ E. Naturally, we want to make use of the fact that the limit equation admits a Lyapunov functional given by the usual energy functional
where
There are two difficulties we need to deal with. First, the natural space to consider the semiflow of the limit equation on is C 0 (R N ). Indeed, this is the space for which we can verify the hypotheses of Lemma 4.3; better spaces would require stronger decay assumptions on u. Of course, V is not defined on the whole space Y . Fortunately, by Lemma 4.1, V is defined on ω(u) and this will be sufficient for our purposes, see Lemma 5.1 below. The second difficulty is that the presence of a Lyapunov functional for a semiflow does not automatically guarantee that all chain recurrent points are steady states (see [24] for counterexamples). However, a sufficient condition is, as shown in [6] , that the values of V at the ground states form a set of measure zero. We verify this condition in Lemma 5.3.
Lemma 5.1. The functional V is well defined on ω(u) and, equipping ω(u) with the induced topology from
Y = C 0 (R N ), V
is continuous on ω(u).
Proof. The fact that V is well defined on ω(u) follows directly from Lemma 4.1. To prove the continuity of V , we first consider a different topology on ω(u). Namely, the topology σ induced on ω(u) This follows easily from the compactness of these two metrizable topological spaces and the fact that the convergence of a sequence in either of these topologies implies the converges of the sequence
Remark 5.2. It will be useful below to compare yet different topologies on ω(u). It is a simple exercise to show that if (ω(u), σ 1 ) and (ω(u), σ 2 ) are two compact metrizable topological spaces, then they coincide, provided the following condition is satisfied for some 1 p ∞. If i ∈ {1, 2} and a sequence converges to some ϕ ∈ ω(u) with respect to σ i , then it has a subsequence which converges to ϕ
For the proof of this result we need the following lemma. Proof. Set
, by the inverse function theorem, there exists a neighborhood U of φ in Y 2 such that Φ −1 (0) ∩ U = {φ}. We can then choose any C 1 curve passing through φ to complete the proof of the first statement. This applies in particular to φ = 0 (as f (0) < 0), so we can further assume that φ > 0.
Assume Φ (φ) is not an isomorphism. In this case, Φ (φ) = + f (φ), viewed as an unbounded self-adjoint operator on Z with domain Y 2 , has 0 in its spectrum. As is well known (see for example [15] ), the radial symmetry of φ (and all functions in Z ) together with the condition f (0) < 0 imply that the kernel of Φ (φ) is one-dimensional and its range is a closed subspace of Z with codimension 1.
The rest of the proof goes by a standard Lyapunov-Schmidt reduction. Fix ψ with ψ Y 2 = 1 such that ker(Φ (φ)) = span{ψ}. Let P be the orthogonal projection of Z onto the kernel of Φ (φ) (hence I − P is the orthogonal projection of Z onto the range of Φ (φ)). Of course, the restriction of P to Y 2 is still a continuous projection. Writing any v ∈ Y 2 as v = φ + sψ + w, where sψ := P (v − φ) and w := (I − P )(v − φ), the equation Φ(v) = 0, is equivalent to the following system of equations for s and w: To 
. This follows from Lemma B.1 (a different argument not using radial symmetry can be found in the appendix of [2] ). Therefore, q : (− , ) → R is of class C 1 . By Sard's theorem, the set of critical values of q has measure zero.
Using the fact that each ground state has a radially symmetric and radially decreasing translate, one easily finds a neighborhood G of φ in ω(u) such that
, the proof will be complete once we show that the set K := {V (z): z ∈ E ∩ U } has measure zero. To show this, we claim that K is contained in the set of critical values of the function q. Indeed, for each z ∈ E ∩ U there is s ∈ (− , ) such that z = m(s), hence V (z) = V (m(s)) = q(s). An elementary computation using integration by parts shows that q (s) = 0, which proves the claim. 2 Remark 5.5. Using similar arguments, one can prove that, in fact, the whole set V (E) has measure zero. Indeed, one has
it can always be covered by a countable union of compact sets. Then the local argument as above can be used. 
. This follows readily from the well-known fact that the energy functional V is strictly decreasing along any nonstationary entire solution U satisfying the exponential decay estimates as in Lemma 4.1.
We have verified all hypotheses of [6, Lemma 6.4] . The assertion of that lemma is that the set of all chain recurrent points of S (which is the same as the set of all chain recurrent points of S| ω(u) ) is contained in E. Using Lemma 4.2, we conclude that ω(u) ⊂ E. 2
Proof of Theorem 2.2
From Lemma 5.6, we already know that ω(u) ⊂ E. Hence, ω(u) \ {0} consists of ground states of (1.4). We next show that if 0 ∈ ω(u), then ω(u) = {0}. Indeed, if it was not true, then, by the connectedness of ω(u) in C 0 (R N ), we could find ground states with arbitrarily small maximum. This, however, is easily ruled out by the maximum principle and the fact that f (u) < 0 for u > 0, u ≈ 0. 
where the Laplacian is considered in the distributional sense. By standard regularity results,
and, by [31, Section 3.1.2], A is a sectorial operator on X . We take β = 0, so that
It is well known that the Nemytskii operator of f is a C 1 -map on X (see [36, Theorem X.1.20] ).
Hence hypotheses (A) and (F) of Theorem 2.4 are satisfied. Also, with α > 0 as in (2.2), one has
induces an abstract function satisfying hypothesis (H).
The solution u(·, t) has a relatively compact trajectory {u(·, t): t 1} in X and its ω-limit set, as defined in (2.3), is the same as the one defined in (2.16) (with β = 0). [21] ). The following is well known about the spectrum of L in L 2 (see [15] ): L has zero as an eigenvalue of multiplicity N or N + 1 and the rest of the spectrum is (real and) in a positive distance from the imaginary axis (this uses the fact that f (φ(x)) < 0 for large |x| which follows from the assumption f (0) < 0). In the presence of the (N + 1)-dimensional manifold of steady states containing φ, the multiplicity of the eigenvalue zero is necessarily N + 1. This shows that φ satisfies the normal hyperbolicity condition. 
(R N )).
Note that the lemma does not follow from standard results as H
The radial symmetry is important here.
Before we proceed to the proof, we recall the following imbedding relations: Proof of Lemma B.1. We use the notation as in the proof of Lemma 5.4:
Fix p ∈ (2, p * ). 
