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Abstract
The group theoretic method is applied for solving problem of a unsteady free-convective laminar boundary-layer ﬂow on a
non-isothermal vertical plate under the effect of an external velocity and a magnetic ﬁeld normal to the plate. The application of
two-parameter transformation group reduces the number of independent variables, by two, and consequently the system of governing
partial differential equations with the boundary and initial conditions reduces to a system of ordinary differential equations with
appropriate corresponding conditions. The Runge–Kutta shooting method used to ﬁnd the numerical solution of the velocity ﬁeld,
shear stress, heat transfer and heat ﬂux has been obtained. The effect of the magnetic ﬁeld on the velocity ﬁeld and the Prandtl
number on the heat transfer and heat ﬂux has been discussed.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of two-dimensional unsteady free-convective laminar boundary layer ﬂow on a non-isothermal vertical
plate under the effect of an external velocity and a magnetic ﬁeld normal to the plate has many applications in
aerodynamics, MHD (magneto-hydrodynamic) generators, plasma studies, nuclear reactors, and those dealing with
liquid metals. Sapunkov [16] studied non-Newtonian ﬂow of an electrically conducting ﬂuid, where he obtained the
solution in the form of a series expansion in inverse powers of the magnetic parameter. Consequently, the solution is
only valid for large values of the magnetic parameter. The heat transfer aspect of this problem has been investigated
by Garg and Rajagopal [12], Massoudi and Ramezan [13] and Garg [11].
Obviously, introducing time as a third independent variable in the unsteady problem increases the complexity of the
problem. In the present work we investigate this problem and the main purpose of this work is to study the effect of
the magnetic parameter and the Prandtl number on velocity ﬁeld, temperature distribution and heat ﬂux.
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Similarity methods deal with reducing systems of partial differential equations into systems of ordinary differential
equations. Group methods, a class of methods which lead to a reduction of the number of independent variables, were
ﬁrst introduced by Birkhoff [4] in 1948. Moran and Gaggioli [8,15], in 1966 and 1968, presented a theory which has
led to improvements over earlier similarity methods. Similarity analysis has been applied intensively by Gabbert [7].
For more additional discussions on group transformation refer Ames [2,3], Bluman and Cole [5], Boisvert et al. [6]
and Gaggioli and Moran [9,10]. Throughout the history of similarity analysis, a variety of problems in science and
engineering have been solved; many physical applications are illustrated by Abd-el-Malek et al. [14,1].
2. Mathematical formulation
It is assumed that in a laminar ﬂow in the thin boundary layer between an inviscid free stream and a vertical ﬂat plate,
the x-direction is along the vertical plate and the y-direction normal to it. The plate is heated in unsteady manner over
the plate, so that the surface temperature distribution Tw is a function of the vertical distance x and time t. Far from the
plate, the ﬂuid is isothermal of constant temperature T∞, such that Tw >T∞. The governing differential equations can
be written in the form:
(1) continuity equation:
u
x
+ 
y
= 0; (2.1)
(2) momentum equation in the streamwise direction:
u
t
+ uu
x
+ u
y
= g(T − T∞) + U
t
+ U U
x
+ MH 2(U − u) + 
2u
y2
; (2.2)
(3) energy equation:
T
t
+ uT
x
+ T
y
= 
Pr
2T
y2
; (2.3)
with the
(i) boundary conditions:
u = = 0, T = Tw(x, t) at y = 0, t > 0, (2.4)
u = U(x, t), T = T∞ as y → ∞, t > 0. (2.5)
(ii) initial condition:
u = U(x, t), = 0 for y = 0, t = 0, (2.6)
where u and  denote boundary layer velocity components in the streamwise and cross-stream directions, respectively,
T is the temperature through the ﬂuid and Pr is the Prandtl number. U(x, t) denotes the streamwise velocity component,
g is the acceleration due to gravity,  is the volumetric coefﬁcient of thermal expansion,  is the viscosity of the ﬂuid,
H is the magnetic ﬁeld intensity and M(=2/) is constant where  is the magnetic permeability,  is the electrical
conductivity and  the ﬂuid density (Fig. 1). The thickness of boundary layer is denoted by (x, t).
Introducing the non-dimensional temperature variable
	(x, y, t) = T (x, y, t) − T∞
	w(x, t)
,
where 	w(x, t) = Tw(x, t) − T∞, and 
(x, y, t) = u(x, y, t)/U(x, t), the proper forms of the unknown function
	w(x, t) and U(x, t) will be determined later on. By this assumption, the governing differential equations (2.1)–(2.3)
transform to
U


x
+ 
U
x
+ 
y
= 0, (2.7)
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Fig. 1. The physical problem.
U
t

+ U 

t
+ U

(
U


x
+ 
U
x
)
+ U 

y
= g	w	+ U
t
+ U
(
U
x
+ MH 2(1 − 
) + 
2

y2
)
, (2.8)
and
	
t
	w + 		w
t
+ U

(
	w
	
x
+ 		w
x
)
+ 	w 	
y
= 
Pr
	w
2	
y2
. (2.9)
The corresponding boundary and initial conditions become

= = 0, 	= 1 at y = 0, t > 0, (2.10)

= 1, 	= 0 as y → ∞, t > 0, (2.11)

= 1, = 0 for y = 0, t = 0. (2.12)
3. Solution of the problem
The problem will be solved by applying a two-parameter group transformation to the partial differential equations
(2.7)–(2.9). By the application of this transformation, the three independent variables (x, y, t) are reduced by two
and the differential equations (2.7)–(2.9) will be transformed to a system of ordinary differential equations in one
independent variable .
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3.1. The group systematic formulation
The procedure is initiated with the group G, a class of two parameters (a1, a2) of the form
G : ¯= ℵ(a1, a2)+R(a1, a2), (3.1)
where  stands for x, y, t;
, , U,H, 	w and 	, while ℵ and R are real-valued and at least differentiable in their
real arguments (a1, a2).
3.2. The invariance analysis
Transformation of the differential equations implies transformation of the independent variables, the dependent
variables and their partial derivatives. The transformations of derivatives are obtained from G via a chain-rule operation
ℵ¯i¯ = (ℵ/ℵi )i , ℵ¯i¯ j¯ = (ℵ/ℵiℵj )ij , i = x, y, t and j = x, y, t , (3.2)
where ℵ stands for 
, , U,H, 	w and 	.
Eq. (2.7) is invariantly transformed if

¯U¯x¯ + U¯ 
¯x¯ + ¯y¯ = 1(a1, a2)[
Ux + 
xU + y], (3.3)
where 1(a1, a2) is chosen to be constant.
By substituting from (3.1) and (3.2) into (3.3)
ℵ
ℵU
ℵx 
Ux +
ℵUℵ

ℵx U
x +
ℵ
ℵy y + 1(a1, a2) = 1(a1, a2)[
Ux + U
x + y], (3.4)
where
1(a1, a2) = R

ℵU
ℵx Ux +
RUℵ

ℵx 
x .
Similarly, Eq. (2.8) is said to be invariantly transformed, whenever

¯
U¯
t¯
+ U¯ 
¯
t¯
+ U¯ 
¯
(
U¯

¯
x¯
+ 
¯U¯
x¯
)
+ ¯U¯ 
¯
y¯
− 	¯w	¯− U¯
t¯
− U¯
(
U¯
x¯
+ MH¯ 2(1 − 
¯) + 
2
¯
y¯2
)
= 2(a1, a2)
[


U
t
+ U 

t
+ U

(
U


x
+ 
U
x
)
+ U 

y
− 	w	− U
t
− U
(
U
x
+ MH 2(1 − 
) + 
2

 y2
)]
, (3.5)
where 2(a1, a2) is chosen to be constant.
Substitution from (3.1) and (3.2) into (3.5) yields
ℵ
ℵU
ℵt 
Ut +
ℵUℵ

ℵt U
t +
ℵℵUℵ

ℵy U
y + ℵ
Uℵ
U

[
ℵ
ℵU
ℵx 
Ux +
ℵUℵ

ℵx U
x
]
− ℵ	wℵ		w	− ℵ
U
ℵt Ut − ℵ
UU
[
ℵU
ℵx Ux + M(ℵ
HH)2(1 − ℵ

) + ℵ


(ℵy)2 
yy
]
+ 2(a1, a2)
= 2(a1, a2)
[
U
t

+ U 

t
+ U

(
U


x
+ 
U
x
)
+ U 

y
− g	w	− U
t
− U
(
U
x
+ MH 2(1 − 
) + 
2

y2
)]
, (3.6)
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where
2(a1, a2) = R

ℵU
ℵt Ut +
RUℵ

ℵt 
t + (ℵ
UU +RU)R
ℵ

ℵy 
y + (ℵ
+R)R
Uℵ

ℵy 
y
+RU(ℵ

+R
)
[
(ℵ

+R
)ℵ
U
ℵx Ux + (ℵ
UU +RU)ℵ


ℵx 
x
]
+R
(ℵUU +RU)
[
(ℵ

+R
)ℵ
U
ℵx Ux + (ℵ
UU +RU)ℵ


ℵx 
x
]
+ (ℵUU +RU)(ℵ

+R
)
[
R
ℵU
ℵx Ux +
RUℵ

ℵx 
x
]
−R	w(ℵ		+R	) −R	(ℵ	w	w +R	w)
−RU
[
ℵU
ℵx Ux + M(ℵ
HH +RH )2(1 − ℵ

−R
) + ℵ


(ℵy)2 
yy
]
− MRH (ℵUU +RU)(2ℵHH +RH )(1 − ℵ

−R
)
+ MR
(ℵUU +RU)(ℵHH +RH )2.
Finally, Eq. (2.9) is said to be invariantly transformed, whenever
	¯
t¯
	¯w + 	¯	¯w
t¯
+ U¯ 
¯
(
	¯w
	¯
x¯
+ 	¯	¯w
x¯
)
+ ¯ 	¯w 	¯
y¯
− 
Pr
	¯w
2	¯
y¯2
= 3(a1, a2)
[
	
t
	w + 		w
t
+ U

(
	w
	
x
+ 		w
x
)
+ 	w 	
y
− 
Pr
	w
2	
 y2
]
, (3.7)
again, 3(a1, a2) is chosen to be constant.
Substitution from (3.1) and (3.2) into (3.7) yields
ℵ	wℵ	
ℵt 	w 	t +
ℵ	ℵ	w
ℵt (	w)t	+ ℵ
Uℵ
U

[
ℵ	wℵ	
ℵx 	w	x +
ℵ	ℵ	w
ℵx (	w)x 	
]
+ ℵ
ℵ	wℵ	
ℵy 	w	y −

Pr
ℵ	wℵ	
(ℵy)2 	w 	yy + 3(a1, a2)
= 3(a1, a2)
[
	
t
	w + 		w
t
+ U

(
	w
	
x
+ 		w
x
)
+ 	w 	
y
− 
Pr
	w
2	
 y2
]
, (3.8)
where
3(a1, a2) = R
	wℵ	
ℵt 	t +
R	ℵ	w
ℵt (	w)t
+ (ℵUU +RU)(ℵ

+R
)
[
R	wℵ	
ℵx 	x +
R	ℵ	w
ℵx (	w)x
]
+ [R(ℵ	w	w +R	w)	y +R	w(ℵ+R)]ℵ
	
ℵy 	y −

Pr
R	wℵ	
(ℵy)2 	yy
+ [RU(ℵ

+R
) +R
(ℵUU +RU)]
[
(ℵ	w	w +R	w)ℵ
	
ℵx 	x
+(ℵ		+R	)ℵ
	w
ℵx (	w)x
]
.
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For (3.4) to be invariant, 1(a1, a2) must vanish; this occurs when
R
 =RU = 0, (3.9)
and the invariance of (3.4) implies
ℵUℵ

ℵx =
ℵ
ℵy = 1(a1, a2), (3.10)
for (3.6) to be invariant, 2(a1, a2) must vanish and this occurs when
R =RH = 0. (3.11)
Hence the invariance of (3.6) implies
ℵ
ℵU
ℵt =
(ℵ
ℵU)2
ℵx =
ℵℵUℵ

ℵy = ℵ
	wℵ	 = ℵ
U
ℵt =
(ℵU)2
ℵx =
ℵUℵ

(ℵy)2 = (ℵ
H )2ℵU
= (ℵH )2ℵUℵ
 = 2(a1, a2). (3.12)
For (3.8) to be invariant, 3(a1, a2) must vanish and this occurs when
R	w =R	 = 0. (3.13)
Hence the invariance of (3.8) implies
ℵ	wℵ	
ℵt =
ℵ
ℵUℵ	wℵ	
ℵx =
ℵℵ	wℵ	
ℵy =
ℵ	wℵ	
(ℵy)2 = 3(a1, a2). (3.14)
Moreover, the boundary and initial conditions (2.10)–(2.12) are also invariant in form; this implies that
Ry =Rt = 0 and ℵ
 = ℵ	 = 1; (3.15)
by making use of (3.10), (3.12) and (3.14) and putting ℵ
 = ℵ	 = 1 we get
ℵt = (ℵy)2, ℵx = ℵy, ℵ = 1ℵy , ℵ
U = 1ℵy , ℵ
	w = 1
(ℵy)3 and ℵ
H = 1ℵy . (3.16)
Finally, the two parameter group G which transforms invariantly the differential equations (2.7)–(2.9) and the
auxiliary conditions (2.10)–(2.12) can be written in the form
G : x¯ = ℵyx +Rx, y¯ = ℵyy, t¯ = (ℵy)2t ,

¯= 
, ¯= 1ℵy , U¯ =
1
ℵy U, H¯ =
1
ℵy H, 	¯w =
1
(ℵy)3 	w, 	¯= 	. (3.17)
3.3. The complete set of absolute invariants
Our aim is to make use of the group methods to represent the problem in the form of a system of ordinary dif-
ferential equations (similarity representation) in a single independent variable (the similarity variable). The complete
set of absolute invariants consists of the absolute invariant of the independent variables and the absolute invariants
corresponding to the dependent variables.
If = (x, y, t) is the absolute invariant of the independent variables then
gj (x, y, t;
, , U,H, 	w, 	) = Fj ((x, y, t)), j = 1, 2, 3, 4, 5, 6
are the six absolute invariants corresponding to
, , U,H, 	w and 	. The application of a basic theorem in group theory
[4] states that a function g(x, y, t;
, , U,H, 	w, 	) is an absolute invariant of a two parameter group if it satisﬁes the
two ﬁrst-order linear differential equations
9∑
i=1
(ii + i )
g
i
= 0 and
9∑
i=1
(˜ii + ˜i )
g
i
= 0, (3.18)
208 M.B. Abd-el-Malek, M.M. Helal / Journal of Computational and Applied Mathematics 218 (2008) 202–214
where
i = ℵ
i
a1
(a01 , a
0
2), i =
Ri
a1
(a01 , a
0
2), ˜i =
ℵi
a2
(a01 , a
0
2), ˜i =
Ri
a2
(a01 , a
0
2),
where (a01 , a
0
2) is the identity element of the group.
3.4. Absolute invariants of independent variables
At ﬁrst, the absolute invariant of the independent variables (x, y, t) is determined using Eqs. (3.18). (x, y, t) is an
absolute invariant if it satisﬁes the two ﬁrst-order partial differential equations
(1x + 1)

x
+ 2y 
y
+ 3t 
t
= 0 and (˜1x + ˜1)

x
+ ˜2y 
y
+ ˜3t 
t
= 0. (3.19)
We have
2 = ˜2 = 0 as Ry = 0 and 3 = ˜3 = 0 as Rt = 0.
The general solution for the Eq. (3.19) has the form [1]
= f (y(x, t)),
where f is arbitrary function and  is any function of x and t. Without loss of generality, we can use the identity function
of f. Hence, (x, y, t) can be written in the form
= y(x, t). (3.20)
Similarly, analysis of the absolute invariants of the dependent variables 
, , U,H, 	w and 	 are

(x, y, t) = F(), (x, y, t) = (x, t)G(), U(x, t) = (x, t),
H(x, y) = (x, t), 	w(x, t) = (x, t), 	(x, y, t) = (), (3.21)
where

= u
U
= F() and 	= T (x, y, t) − T∞
	w(x, t)
= ().
4. Reduction to ordinary differential equations
The established forms of the dependent absolute invariants in Eq. (3.21) are used to obtain ordinary differential
equations. Substituting from (3.21) into Eq. (2.7) yields
G′ + /x
2
F ′ + /x

F = 0, (4.1)
where the primes refer to differentiation with respect to . For (4.1) to reduce to an expression in the single independent
variable , it is necessary that the remaining coefﬁcients be constants or functions of  alone. Thus,
C1 = /x
2
, C2 = /x

, (4.2)
where the C’s are constants to be determined. Eq. (4.1) can be rewritten as
G′ + C1F ′ + C2F = 0. (4.3)
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Following the same procedure, substitution of
, , U,H, 	w and 	 and their partial derivatives in terms ofF,G,, ,
, and  into Eq. (2.8) yields
F ′′ − (C3F + C4G + C5)F ′ − C6F 2 − (C7 + C9M)F + C8+ C6 + C7 + C9M = 0. (4.4)
Again, Eq. (2.9) can be reduced to
′′ − Pr[(C3F + C4G + C5)′ + (C10F + C11)] = 0, (4.5)
where
C3 = /x
3
, C4 = 

, C5 = /t
3
, C6 = /x
 2
, C7 = /t
2
,
C8 = g
2
, C9 = 
2
2
, C10 = /x
2
, C11 = /t
2
. (4.6)
The nonlinear ordinary differential equations (4.3)–(4.5) with the following boundary conditions
F(0) = 0, G(0) = 0, (0) = 1, lim
→∞ F = 1, lim→∞ = 0, (4.7)
are now the new system which represents the problem instead of Eqs. (2.7)–(2.9) with conditions (2.10)–(2.12). The
constants appearing in the ordinary differential Eqs. (4.3)–(4.5) are to be evaluated and from which the corresponding
functions (x, t), (x, t),(x, t), (x, t) and (x, t) can be determined.
4.1. The surface temperature 	w = 	w(x)
Let = 	w(x) follow the power-law variation, i.e.,
= 	w(x) = xn, n is a real number.
The C’s are adapted as follows:
C6 = /x
2
⇒ 2 = /x
C6
, (4.8)
C8 = g
2
⇒ 2 = gx
n
C8
. (4.9)
From (4.8) and (4.9) we conclude that
=
√
2gC6
(n + 1)C8 x
(n+1)/2
. (4.10)
Let C8 = 1, then C6 = (n + 1)/2 and (4.10) reduces to
=√gx(n+1)/2 = 
x
(
gx3	w(x)
2
)1/2
= 
x
(Gr)1/2,
where Gr is the Grashof number deﬁned by
Gr = gx
3	w(x)
2
.
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Substituting the above results into (4.8), we get
= 1
x
(Gr)1/4, (4.11)
therefore,
= y
x
(Gr)1/4, = 
x
(Gr)1/4, =
√

x
(Gr)1/4, (4.12)
where C4 = C9 = 1. The remaining C’s are obtained in the form
C1 = n − 14 , C2 =
n + 1
2
, C3 = n − 14 , C5 = C7 = C11 = 0 and C10 = n.
Imposing the values of these C’s into Eqs. (4.3)–(4.5) we get
G′ + n − 1
4
F ′ + n + 1
2
F = 0, (4.13)
F ′′ − n − 1
4
FF ′ − GF ′ − n + 1
2
F 2 + M(1 − F) + + n + 1
2
= 0, (4.14)
′′ − Pr
((
n − 1
4
F + G
)
′ + nF
)
= 0. (4.15)
Thus, if the surface temperature varies according to power-law, 	w = xn, the problem deﬁned in Eqs. (2.7)–(2.9)
and its boundary conditions (2.10)–(2.12) reduce to a similarity problem deﬁned by (4.13)–(4.15) with the boundary
conditions (4.7).
The high order system of differential equations (4.13)–(4.15) with the boundary conditions (4.7) have been solved
numerically using the shooting method, in which we used the quality controlled fourth-order Runge–Kutta technique
(Fig. 2).
4.2. The surface temperature 	w = 	w(t)
Let  = 	w(t) vary as tp, p is a real number, which is independent of x, i.e., the temperature being uniform along
the x-direction of the plate and varying with time (Fig. 3).
The functions , ,, and  can be computed as
= 1√

t−1/2, = y√

t−1/2, = gtp+1, = √t−1/2 and = t−1/2. (4.16)
The constants C’s are obtained in the form
C1 = C2 = C3 = C6 = C10 = 0, C4 = C8 = C9 = 1, C5 = − 12 , C7 = p + 1, C11 = p.
Eqs. (4.3)–(4.5) reduce to
G′ = 0, (4.17)
F ′′ − (G − 12 ) F ′ − (p + M + 1)F + + p + M + 1 = 0, (4.18)
′′ − Pr[(G − 12)′ + p] = 0 (4.19)
subject to the boundary conditions given by (4.7).
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Fig. 2. (a) Effect of M on the velocity proﬁles for ﬁxed Pr= 0.7 and at 	w(x)= x3; lines: group solutions; points: explicit ﬁnite difference solutions.
(b) Effect of Pr on the temperature proﬁles at 	w(x) = x3; lines: group solutions; points: explicit ﬁnite difference solutions. (c) Effect of Pr on the
heat ﬂux proﬁles at 	w(x) = x3; lines: group solutions; points: explicit ﬁnite difference solutions.
4.3. The surface temperature 	w = 	w(x, t)
Let = 	w(x, t) vary as the power-law (1/g)xntp, n and p are real numbers.
We found that the similarity solutions are at n = 1 and p = −2 only, where
= 1
x
(Rex,t )1/2, = y
x
(Rex,t )1/2, = x
t
, = U(Rex,t )−1/2 and = U
2
gx
, (4.20)
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Fig. 3. (a) Effect of M on the velocity proﬁles for ﬁxed Pr = 0.7 and at 	w = t2. (b) Effect of Pr on the temperature proﬁles at 	w = t2. (c) Effect
of Pr on the heat ﬂux proﬁles at 	w = t2.
where Reynolds number Rex, t is deﬁned as Rex,t ≡ xU/. The remaining C’s are
C1 = C3 = 0, C2 = C4 = C6 = C8 = C9 = C10 = 1, C5 = −12 , C7 = −1, C11 = −2.
Substituting the values of these C’s into Eqs. (4.3)–(4.5) we get
G′ + F = 0, (4.21)
F ′′ − (G − 12 )F ′ − F 2 + (1 − M)F + + M = 0, (4.22)
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Fig. 4. (a) Effect of M on the velocity proﬁles for ﬁxed Pr = 0.7 and at 	w = x/t2. (b) Effect of Pr on the temperature proﬁles at 	w = x/t2. (c)
Effect of Pr on the heat ﬂux proﬁles at 	w = x/t2.
′′ − Pr((G − 12 )′ + (F − 2)) = 0 (4.23)
subject to the boundary conditions (4.7) (Fig. 4).
5. Conclusion
1. The group method proved that it is a useful approach for solving problem of a unsteady free-convective laminar
boundary-layer ﬂow on a non-isothermal vertical plate under the effect of an external velocity and a magnetic ﬁeld
normal to the plate.
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2. Referring to the numerical results, it is observed that:
• We arrive at the conclusion that the thermal boundary layer thickness T(x, t) becomes smaller for the increase in
the Prandtl number “Pr”.
• The velocity boundary layer thickness (x, t) becomes smaller for the increase in the magnetic parameter.
• The thickness of velocity boundary layer (x, t) is always less than the thermal boundary layer T(x, t).
3. The present solution gives useful information for the ﬂow behavior of unsteady free-convective laminar boundary-
layer ﬂow.
4. The high order systems of differential equations with the associated boundary conditions have been solved
numerically using the shooting method, in which we used the quality controlled fourth-order Runge–Kutta technique.
In fact, the other analytical techniques may be applied to solve these systems analytically, namely, homotopy analysis
method that leads again to an explicit series solution for the systems of the ordinary differential equations. Also the
reapplication of the transformation group to the systems of ordinary differential equations may not lead to similarity
variables and hence we need to apply numerical method.
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