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概 要  
2007 年のサブライム住宅ローン問題を発端とした世界金融危機を背景に、金融機関のリスク管理の
改善・高度化に関する社会的な要請は高まる一方である。その例としては、リスクアペタイトやリスク
トレランスに係るフレームワークの整備・構築やストレステストの高度化などがあげられる。このよう
な要請の背景には、危機時の反省として、金融機関を取り巻く業務環境に潜むあらゆるリスクを特定・
把握し、金融機関自らがそれらのリスクを内部統制によって管理・削減するという、リスク管理態勢が
不十分であったことが考えられる。健全なリスク管理態勢の構築には、定性と定量の両面から金融機関
の抱えるリスクを適時適切に捉えていくことが大前提となる。  
本論文は信用リスク管理の定量面について議論する。信用ポートフォリオのリスク計測手法に関し、
従来とは異なる新しい視点から、その改善・高度化の余地を検討した。危機時の信用リスク管理に係る
定量面での反省点の 1 つに、企業間における相関構造の過小評価がある。この問題点に対する、現時点
での解決策は大きく 2 つのアプローチがある。第一に、企業間の相関構造を表現したモデリングに誤り
があったと解釈し、より裾の厚いコピュラ関数を用いてモデル化する手法である。第二に、相関構造の
説明要因が不足していたと考えて、モデルの共通リスク要因をマルチ・ファクター化する手法である。
これらの手法は、試行錯誤の段階であり、金融機関の実務において未だコンセンサスには至っていない。  
企業間の相関構造に係る過小評価の問題に対して、信用ポートフォリオのリスク計量モデル全体を
レビューしたうえで、資産相関に関する新たな視点から改善・高度化の余地を検討した。資産相関とは、
企業間における資産価値（企業価値）が共変動する度合いを示すパラメータであり、通常は定数（固定
値）として扱われる。しかし、本論文では、ある前提条件（信用リスク量全体の視点、中心極限定理、
逐次更新）のもとでは、資産相関をランダム化して考えられることに着目して議論を展開した。上記の
ランダム化の要因のうち、信用リスク量全体の視点とは、従来の倒産事象に係る相関構造のモデル化を
主眼とするアプローチから脱し、信用リスク量全体から資産相関を眺めたとき、個々の信用リスク量の
カテゴリ（分類）を条件とすれば、資産相関があたかも確率的に変動しているようにみえること（変動
値）を意味する。本論文は、資産相関をランダム化した信用ポートフォリオの信用リスク量に係る試算
例や、ランダム化の前提条件を踏まえた具体的な定式化例（ベイジアン推移確率行列、ランダム共分散
行列）などを交えつつ、リスク計量モデルの改善・高度化の余地について考察した。考察の結果、資産
相関のランダム化は、相関構造の過小評価の問題に対し、一定の解決策になり得ると考えられる。  
今後、本論文の内容につき詳細を詰めながら、金融機関における信用リスク管理の実務を通じて、
さらに検討を深めたいと考えている。   
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１．はじめに 
多くの個人や法人への資金の貸出業務を中心とする金融機関において、個々の貸出
債権および貸出債権全体のポートフォリオの信用力を評価して管理することは、その
ビジネス・モデルの根幹を成す。金融機関の伝統的な貸出業務では、貸出先の信用力を
評価して分類し、その信用力に応じた適切な対価として貸出金利を設定する。そして、
この金利収入こそが金融機関の主たる収益源となる。一般に、信用力が低い場合、貸出
金利は高く設定され、反対に信用力が高い場合、貸出金利は相対的に低くなる。企業の
信用力と貸出金利の間には明確なトレード・オフの関係があり、これにより、金融機関
のビジネスはリスクとリターンのバランスが保たれる仕組みとなっている。  
このような収益構造のため、金融機関において、信用力の評価手法（信用リスク評価
手法）は、ビジネス・モデルのコアとなる要素である。しかしながら、2007 年のサブ
プライム住宅ローン問題と、それに続く世界的な金融危機の発生に鑑みるに、適切な
信用リスク評価手法がとられてきたとは言い難いだろう。この金融危機発生の背景に
は、特に複数の貸出債権を組み合わせた、信用ポートフォリオとしての信用リスクの
評価が甘く、実態よりも信用リスクを過小に見積もっていたのではないかという指摘
が多い。とりわけ、リスク評価の定量的な側面において、貸出債権間の相関構造の評価
が不十分であったことに原因があるとみられている。  
世界金融危機の発生から約 10 年が過ぎようとしている現在では、適切な信用リスク
評価を行うべく、相関構造の過小評価に対し、主に 2 つの方針からその解決策が検討
されている。第一に、貸出債権間の依存関係に正規分布よりも裾の厚い分布や非対称
な分布を活用し、信用ポートフォリオの相関構造をより精緻に表現するアプローチで
ある 1。このアプローチでは、貸出債権のグループ間にて異なる関数形を組み合わせて
表現する、より高度で精緻な手法も提案されている 2。第二に、相関構造の説明要因が
不足していたと考え、企業の仮想的な資産価値（企業価値）が共変動する部分を多変量
化するアプローチ 3がある。このアプローチは、共通するリスク要因が、債務者全体、
或いは、特定の債務者グループに対して影響するというように、共変動の構造を精緻
化した手法である。これらのアプローチは、確かに相関構造をより詳細に捉えること
を可能とするが、未だに信用リスク管理の実務にて適用されるようなコンセンサスに
は至っていない。その背景としては、モデルが精緻な説明力を有する一方で、それ以上
にモデル自体の複雑化も進むため、実務上ではモデル管理が困難になることなどが、
その理由の 1 つとしてあげられるだろう。使用可能なデータ（観測値）の制約による
推定結果の信頼性の問題も、実務応用ではその困難さを助長しているものと考える。
本論文では、信用ポートフォリオのリスク計測手法の抱える問題に対し、これまでの
議論とはまったく異なる切り口から、その改善・高度化の余地を検討していきたい。  
                                                   
1 正規分布よりも裾の厚い分布として、例えば、自由度𝜈𝜈の低い𝑡𝑡分布（𝜈𝜈 ≥ 3）などが採用されることが
ある。これらの対称分布の他に、非対称の分布も含め、金融実務で使用されているコピュラ理論の解説
は、戸坂・吉羽（2005）が詳しい。なお、コピュラ理論は、本論文の第 4 章にて後述する。  
2 複数の関数形を組み合わせてデフォルトの相関構造を表現する手法に、ヴァイン・コピュラ（vine 
copula）がある。その信用ポートフォリオのリスク計測への応用例には川口  (2016)などがある。  
3 企業間の共変動部分のリスク要因を多変量化したモデルは、マルチ・ファクター・モデルと呼ばれて
いる。第 4 章にて正規コピュラタイプの構造型モデルと併せて説明する。  
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本章に続く第 2 章では、信用リスクに関連するいくつかの用語の定義を行い、本論
文における議論を明確にする。第 3 章にて代表的な信用リスク評価手法を概観する。
第 4 章では、信用ポートフォリオのリスク計測手法を主題とし、コピュラ理論、正規
コピュラタイプの構造型モデル、資産相関の推定方法、信用リスク計測手法の全体像
を説明する。第 5 章では、新しい視点として、資産相関のランダム化を採り上げる。
従来の信用ポートフォリオのリスク計測手法に関する改善・高度化の余地について、
資産相関のランダム化に係る前提条件、検討例、試算例などを交えながら議論を展開
していく。最後に、第 6 章で全体の内容を簡単に要約し、本論文を締め括る。  
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２．諸定義 
信用リスクに関連する用語は数多く存在し、それらの言葉が用いられる場面により
意味が異なることもあるため、解釈に戸惑うことも少なくない。本章では、議論の内容
を明確にすべく、本論文の中にて使用する基本用語について予め定義しておく。  
 
2.1  信用リスク 
本論文では、期末時点に債務者（obligor）が自己の保有する資産により債権者
（creditor）へ返済不能な状態をデフォルト（default）と定義する。具体的には、資金
の借り手である債務者として企業、資金の貸し手である債権者として金融機関を想定
する。このデフォルトが発生することをクレジット・イベント（credit event）という。
さらに、デフォルトが発生し、金融機関に損失が発生することを信用リスク（credit risk）
と定義する。クレジット・イベントにおいて、金融機関が被る損失額を信用リスク量
（credit risk amount）と呼ぶことにする。  
信用リスクの単位時間あたりに発生する確率をハザード・レート（hazard rate）と
いい、一般に、その単位時間は 1 年で設定されることが多い。なお、ハザード・レート
の逆数は、信用リスクが発生するまでの平均年数、平均発生期間である。  
より具体的に理解しておくために、構造型アプローチ（structured-form approach）
の文脈で諸定義を説明する。なお、構造型アプローチに基づく信用リスク評価モデル、
構造型モデルは、企業価値モデル（firm value model）とも呼ばれている。いま、期末
時点にて、企業𝑖𝑖の資産価値𝐴𝐴𝑡𝑡,𝑖𝑖が負債価値𝐷𝐷𝑡𝑡,𝑖𝑖を下回った状態をデフォルトとして定義
する。企業 𝑖𝑖の資産価値𝐴𝐴𝑡𝑡,𝑖𝑖が、負債価値𝐷𝐷𝑡𝑡,𝑖𝑖を下回る確率をデフォルト確率（PD: 
Probability of Default）𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖と定義する。なお、デフォルト確率とは、企業𝑖𝑖が期末時点
にデフォルトしている確率である。  
金融機関は信用格付（credit rating）で企業をグループ分けし、その格付グループの
企業数やデフォルト件数などの統計データを収集し、企業の信用リスクの評価に活用
している。「未だデフォルトしていない」企業の信用リスクを評価するためには、格付
グループのデフォルト件数などの情報が必要となる。  
信用リスク管理において、金融機関の経済損失の規模・大きさに対応する損失額の
概念は重要である。信用リスク量（credit risk amount）は、デフォルト時エクスポー
ジャー𝐸𝐸𝐴𝐴𝐷𝐷𝑡𝑡,𝑖𝑖とデフォルト時損失率𝐿𝐿𝐿𝐿𝐷𝐷𝑡𝑡,𝑖𝑖の積により求められる。デフォルト時エクス
ポージャー（EAD: Exposure At Default）とは、ある企業𝑖𝑖がデフォルトした時点での
貸出金額（貸出残高）である。また、デフォルト時損失率（LGD: Loss Given Default 
rate）とは、金融機関において、EAD のうち、最終的に損失に至る貸出金額の割合の
ことである。LGD は、1 から回収率𝑅𝑅𝑅𝑅𝑡𝑡,𝑖𝑖を差し引いて得られる率でもある。回収率（RR: 
Recovery Rate）は、デフォルト時エクスポージャーのうち、金融機関が最終的に回収
できた貸出金額の割合のことである。  
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ここまでの諸定義を踏まえ、ある企業𝑖𝑖（𝑖𝑖 = 1,2,⋯ ,𝑛𝑛）における、確率変数（random 
variable）としての信用リスク量𝐿𝐿𝑡𝑡,𝑖𝑖は、次式として表現できる。  
 
𝐿𝐿𝑡𝑡,𝑖𝑖 = 𝟏𝟏𝐴𝐴𝑡𝑡,𝑖𝑖≤𝐷𝐷𝑡𝑡,𝑖𝑖 × �𝐿𝐿𝑡𝑡,𝑖𝑖� [1] 
 
ただし、𝟏𝟏𝐴𝐴𝑡𝑡,𝑖𝑖≤𝐷𝐷𝑡𝑡,𝑖𝑖は、指示関数（indicator function）であり、資産価値𝐴𝐴𝑡𝑡,𝑖𝑖が負債価値𝐷𝐷𝑡𝑡,𝑖𝑖
を下回ったとき（デフォルト）に 1 をとり、それ以外のとき（デフォルト回避）には 0
をとる、以下の関数である。なお、厳密には𝐴𝐴𝑡𝑡,𝑖𝑖 = 𝐷𝐷𝑡𝑡,𝑖𝑖をどちらかの状態に分類する必要
があるが、技術的な取り扱い上の便宜を優先して、どちらの状態も等号を含む表現と
した。  
 
𝟏𝟏𝐴𝐴𝑡𝑡,𝑖𝑖⋚𝐷𝐷𝑡𝑡,𝑖𝑖 = �1,               𝑖𝑖𝑖𝑖 𝐴𝐴𝑡𝑡,𝑖𝑖 ≤ 𝐷𝐷𝑡𝑡,𝑖𝑖   (𝑑𝑑𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡)0,               𝑖𝑖𝑖𝑖 𝐴𝐴𝑡𝑡,𝑖𝑖 ≥ 𝐷𝐷𝑡𝑡,𝑖𝑖   (𝑛𝑛𝑛𝑛𝑡𝑡 𝑑𝑑𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡) [2] 
 
信用リスク量�𝐿𝐿𝑡𝑡,𝑖𝑖�は、𝐸𝐸𝐴𝐴𝐷𝐷𝑡𝑡,𝑖𝑖と𝐿𝐿𝐿𝐿𝐷𝐷𝑡𝑡,𝑖𝑖の積により求められた絶対損失量を意味する。また、
�𝐿𝐿𝑡𝑡,𝑖𝑖�は確率変数ではなく、確定値（fixed value）としての信用リスク量である。  
 
2.2  信用ポートフォリオ 
信用ポートフォリオ（credit portfolio）とは、金融機関が保有する複数の貸出債権の
集合体である。信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡は、個々の企業𝑖𝑖（𝑖𝑖 = 1,2,⋯ , 𝑛𝑛）
における信用リスク量𝐿𝐿𝑡𝑡,𝑖𝑖の合計であり、次式となる。  
 
𝐿𝐿𝑡𝑡 = ∑ 𝐿𝐿𝑡𝑡,𝑖𝑖𝑛𝑛𝑖𝑖=1  [3] 
 
2.3  信用リスク指標 
信用リスク管理の実務において、解析的、或いは、数値シミュレーション的な手法に
より信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡に関する統計量（statistic）を算出し、信用
リスク管理を行っている。本論文では、金融機関が信用リスク管理のために使用する
統計量を信用リスク指標（CRI: credit risk indicator）と呼ぶことにする。  
本論文では、期待損失（EL: Expected Loss）、バリュー・アット・リスク（VaR: Value 
at Risk）、期待ショートフォール（ES: Expected Shortfall）、期待外損失（UL: Unexpected 
Loss）という、4 つの信用リスク指標について説明する。これらの指標のうち、VaRと
期待ショートフォールは、信用リスク尺度（CRM: Credit Risk Measure）である。  
第一に、期待損失（EL）とは、信用ポートフォリオのリスク量𝐿𝐿𝑡𝑡の期待値（expected 
value）である。𝐄𝐄�𝟏𝟏𝐴𝐴𝑡𝑡,𝑖𝑖≤𝐷𝐷𝑡𝑡,𝑖𝑖� ≡ Pr�𝐴𝐴𝑡𝑡,𝑖𝑖 ≤ 𝐷𝐷𝑡𝑡,𝑖𝑖� = 𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖より、次式によって定義される。なお、Pr[∙]は確率関数（probability function）である。  
 
𝐸𝐸𝐿𝐿𝑡𝑡 = 𝐄𝐄[𝐿𝐿𝑡𝑡] = ∑ 𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖 × �𝐿𝐿𝑡𝑡,𝑖𝑖�𝑛𝑛𝑖𝑖=1  [4] 
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第二に、バリュー・アット・リスク（VaR）は、信用リスク尺度の 1 つであり、信用
ポートフォリオのリスク量𝐿𝐿𝑡𝑡の推定値の分布において、信頼区間（CI: Confidence 
Interval）の範囲で起こり得る最大の損失額である。換言すれば、(1 − 𝛼𝛼)パーセントの
信頼区間において、分布関数（distribution function）𝐹𝐹𝑡𝑡(∙)の(1 − 𝛼𝛼)分位点（quantile）
が𝑉𝑉𝑑𝑑𝑅𝑅𝑡𝑡,1−𝛼𝛼である。このとき、𝛼𝛼は有意水準（significance level）である。分布関数は、
累積分布関数（CDF: Cumulative Distribution Function）と呼ばれることもある。
𝑉𝑉𝑑𝑑𝑅𝑅𝑡𝑡,1−𝛼𝛼は、次式によって定義される。  
 
𝑉𝑉𝑑𝑑𝑅𝑅𝑡𝑡,1−𝛼𝛼 = 𝐹𝐹𝑡𝑡−1(1 − 𝛼𝛼) [5] 
 
ただし、𝐹𝐹𝑡𝑡
−1(∙)は分布関数𝐹𝐹𝑡𝑡(∙)の逆関数である。𝐹𝐹𝑡𝑡−1(1 − 𝛼𝛼)とは、分布関数𝐹𝐹𝑡𝑡(𝐿𝐿𝑡𝑡) = 1 − 𝛼𝛼
を満たす信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡の推定値であり、(1 − 𝛼𝛼)パーセントの
信頼区間における最大損失額である。  
第三に、期待ショートフォール（ES）について説明する。期待ショートフォールは、
C-VaR（Conditional Value at Risk）や T-VaR（Tail Value at Risk）とも呼ばれる信用
リスク尺度であり、VaR を超過する推定値の期待値である。期待ショートフォールは
次式により定義される。  
 
𝐸𝐸𝐸𝐸𝑡𝑡,1−𝛼𝛼 = 𝐄𝐄�𝐿𝐿𝑡𝑡  |𝐿𝐿𝑡𝑡 ≥ 𝑉𝑉𝑑𝑑𝑅𝑅𝑡𝑡,1−𝛼𝛼� [6] 
 
信用リスク尺度として VaR を採用する欠点の 1 つに、事業部門や地域拠点などの単位
で個別に算出した VaR の合計値と、金融機関全体で算出した VaR を比較したときに、
必ずしも個々の VaRの合算値が全体の値を上回るとは限らないという、リスク管理に
おいて好ましくない性質 4がある。これは金融機関の事業部門や地域拠点などを単位と
した部分最適解の積み上げが、全体最適解とは論理的に整合しない可能性があること
を意味する。例えば、VaR によって部門管理を行った場合にリスク量を過小評価する
可能性があり、結果として金融機関を誤った意思決定に導く可能性がある。近年では、
このような欠点を克服したリスク尺度として期待ショートフォールが注目されている。 
最後に、期待外損失（UL）は VaR や期待ショートフォール（ES）などの信用リスク
尺度𝐶𝐶𝑅𝑅𝐶𝐶𝑡𝑡と、期待損失𝐸𝐸𝐿𝐿𝑡𝑡との差分により定義される。  
 
𝑈𝑈𝐿𝐿𝑡𝑡,1−𝛼𝛼 = 𝐶𝐶𝑅𝑅𝐶𝐶𝑡𝑡 − 𝐸𝐸𝐿𝐿𝑡𝑡 [7] 
 
期待外損失は、VaR や期待ショートフォールにおける、信頼区間(1 − 𝛼𝛼)パーセントに
よって変化する。そのため、期待外損失は信頼区間(1 − 𝛼𝛼)、或いは、有意水準𝛼𝛼の関数
としてみることもできる。なお、信用リスク管理にて、期待損失は金融機関の期間収益
の範囲内に抑えるべき量であり、他方で期待外損失は金融機関のリスク資本の範囲内
に抑えるべき量と解釈されている。  
                                                   
4 この性質は「劣化法性（subadditivity）を満たさない」といわれる。信用リスク尺度の性質に関する
理論的な整理は山井・吉羽（2001）が詳しい。  
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ここまで説明してきた、4 つの信用リスク指標の関係性を整理すると、図 1 のように
なる。個々の信用リスク指標が、信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡の推定値に係る
分布全体において、どのような領域を捉えているか、一目瞭然であろう。例えば、VaR
を基準として各指標をみれば、期待損失と期待外損失は VaRよりも小さく、確かに VaR
が信頼区間内の最大損失額と理解できる。また、期待ショートフォールは VaR の超過
損失部分を捕捉していることもわかる。  
 
図 1： 各信用リスク指標の関係性 
 
 
2.4  実積デフォルト率 
金融機関では、信用格付管理手法（credit rating system）によって、企業をいくつか
のグループに分類して信用リスク管理を行っている。前述のように、信用格付により、
同格付内でのデフォルト件数や、その割合に関する議論が可能となる。これは、一定の
期間を区切ることで、企業のデフォルトに関する実績データを扱えることを意味する。
一定の期間は、通常、1 年間として設定されることが多く、上記の実績データは必然的
に年次データとなる。本論文では、このデータ集計期間を金融機関の会計年度（1 年間）
として考える。ある会計年度𝑡𝑡において、期初時点にて格付グループ𝑟𝑟に属する企業数を
𝑁𝑁𝑡𝑡,𝑟𝑟、期中に発生した格付グループ𝑟𝑟のデフォルト件数を𝐷𝐷𝑡𝑡,𝑟𝑟とすれば、格付グループ𝑟𝑟の
実績デフォルト率𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟（FD: Frequency of Default）は次式となる。  
 
𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟 = 𝐷𝐷𝑡𝑡,𝑟𝑟𝑁𝑁𝑡𝑡,𝑟𝑟 [8] 
 
期待損失
EL
信用ポートフォリオのリスク量
VaR
発生
確率
期待外損失
UL (EL vs. VaR)
信頼区間 (1-α)%
期待ショートフォール
ES期待外損失
UL (EL vs. ES)
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格付グループ𝑟𝑟の𝑇𝑇期間にわたる実績デフォルト率の平均値を平均実績デフォルト率
𝐹𝐹𝐷𝐷����𝑟𝑟とし、次のように定義する。  
 
𝐹𝐹𝐷𝐷����𝑟𝑟 = 1𝑇𝑇 ∑ 𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟𝑇𝑇𝑡𝑡=1  [9] 
 
このとき、平均は1 𝑇𝑇⁄ で均等に重み付けした値であり、データの観測開始時点から終了
時点に至るまで、暗に経済の安定状態を仮定しているといえる。観測期間内の全時点
に対する均等な重み付け以外に、情報の鮮度などに鑑み、観測終了時点に近く新しい
データにより大きな重みを付けるような加重平均実績デフォルト率を定義することも
考えられる。  
いま、実積デフォルト率𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟の期待値を𝐄𝐄[𝐹𝐹𝐷𝐷𝑟𝑟] ≡ 𝐹𝐹𝐷𝐷����𝑟𝑟と仮定すれば、実積デフォルト
率𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟の標本分散（sample variance）は、次式のように定義できる。  
 
𝐕𝐕𝐕𝐕𝐕𝐕[𝐹𝐹𝐷𝐷𝑟𝑟] = 1𝑇𝑇 ∑ �𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟 − 𝐹𝐹𝐷𝐷����𝑟𝑟�2𝑇𝑇𝑡𝑡=1  [10] 
 
不偏分散（unbiased variance） 5は次式である。  
 
𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷𝑟𝑟] = 1𝑇𝑇−1∑ �𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟 − 𝐹𝐹𝐷𝐷����𝑟𝑟�2𝑇𝑇𝑡𝑡=1  [11] 
 
上記の分散と同様に、ある 2 つの格付グループ𝑟𝑟1と𝑟𝑟2において、実積デフォルト率
𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟1および𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟2の標本共分散（sample covariance）は次式となる。  
 
𝐂𝐂𝐂𝐂𝐂𝐂�𝐹𝐹𝐷𝐷𝑟𝑟1 ,𝐹𝐹𝐷𝐷𝑟𝑟2� = 1𝑇𝑇 ∑ �𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟1 − 𝐹𝐹𝐷𝐷����𝑟𝑟1�𝑇𝑇𝑡𝑡=1 �𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟2 − 𝐹𝐹𝐷𝐷����𝑟𝑟2� [12] 
 
不偏共分散（unbiased covariance）は次式である。  
 
𝐂𝐂𝐂𝐂𝐂𝐂� �𝐹𝐹𝐷𝐷𝑟𝑟1 ,𝐹𝐹𝐷𝐷𝑟𝑟2� = 1𝑇𝑇−1∑ �𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟1 − 𝐹𝐹𝐷𝐷����𝑟𝑟1�𝑇𝑇𝑡𝑡=1 �𝐹𝐹𝐷𝐷𝑡𝑡,𝑟𝑟2 − 𝐹𝐹𝐷𝐷����𝑟𝑟2� [13] 
 
  
                                                   
5 不偏分散および不偏共分散の詳細は Appendix を参照されたい。不偏推定量（unbiased estimate）
とは、あるパラメータの推定量の期待値が、そのパラメータの真の値と一致する統計的性質である。  
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３．信用リスク評価モデル 
第 3 章では、信用リスク評価モデル（credit risk model）に関する理論と実証のアプ
ローチを概観する。モデリング・アプローチの全体観を述べた後、構造型アプローチを
個別に説明する。本論文にて採り上げる信用ポートフォリオのリスク計量モデルは、
構造型アプローチの考え方をベースとしている。  
 
3.1  モデリング・アプローチ 
信用リスク評価モデルとは、企業の信用力を評価し、金融機関の信用リスク管理に
活用するためのモデルである。金融機関は企業（債務者）のデフォルト確率や貸出債権
の回収可能性から期待損失などを算出したうえで、当該企業との取引による収益性に
鑑み、取引方針を決定する。金融機関は個々の企業に関するリスクとリターンのバラ
ンスから取引方針を判断している。企業の信用リスクを評価し、適正なリターン水準
を決めることは、貸出業務を中心とする金融機関にとって極めて重要である。  
企業の信用リスクを評価するうえで、理論的アプローチは、構造型アプローチ
（structured-form approach）と誘導型アプローチ（reduced-form approach）の二種
類に大別される。構造型アプローチとは、企業のバランス・シート（balance sheet）に
おける、資産価値と負債価値の関係からデフォルトをモデル化するアプローチである。
また、企業価値（firm value）を定式化したアプローチとして解釈されることも多い。
他方で、誘導型アプローチとは、信用リスクの単位時間あたりに発生する確率（ハザー
ド・レート）をモデル化するアプローチである。従来の金利モデルの考え方をベースと
しつつ、貸出金額の回収率や生存確率（survival probability）など、信用リスク特有の
概念を加味してモデル化する。  
上述のような理論的アプローチの他、いくつかの実証的アプローチも実務では多く
活用されている。実証的アプローチとは、主として、金融機関の経験則や統計的手法に
依拠した信用リスクの評価手法である。経験モデルがその一例である。経験モデルと
は、過去のデフォルト実績などの情報を参考にして、営業店や審査専門部署の経験を
もとに財務情報などに関する信用スコア表を作成し、企業の信用リスクの高低を判定
するアプローチである。他の例には、ロジスティック回帰分析（ logistic regression 
analysis）や線形判別分析（linear discriminant analysis）などの統計モデルを活用する
アプローチがある。近年は、機械学習（machine learning）・人工知能（AI: Artificial 
Intelligence）のテクノロジーを活用したアプローチも台頭してきている。このテクノ
ロジーを使用した手法は実証的アプローチに分類されると考えるが、実際には人間の
手を離れたレベルで信用リスク評価を下すことから、実証的アプローチの領域を超え
つつある。  
 
3.2  構造型アプローチ 
構造型アプローチは、「期末時点」の信用リスク評価を目的とした手法であり、市場
取引を想定した「期中」の信用リスク評価は意図していない。構造型アプローチの本質
は、「期末時点において企業の資産価値が正規分布に従い、その資産価値が負債価値を
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下回っていればデフォルトと判定する」、ということである。第 4 章にて登場する、
正規コピュラタイプの構造型モデルも構造型アプローチの考え方を踏襲しているが、
それはあくまでも上記の本質部分のみである。  
以下に参考として、資産価値の変動に幾何ブラウン運動（geometric Brownian motion）
を仮定した場合の期末時点での資産価値について、デフォルト確率などのいくつかの
トピックを説明する。  
いま、会計年度𝑡𝑡の資産価値𝐴𝐴𝑡𝑡,𝑖𝑖について詳細に、資産価値（期末時点𝑡𝑡𝜏𝜏）𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖、資産
価値（期初時点𝑡𝑡0）𝐴𝐴𝑡𝑡0,𝑖𝑖と定義すれば、会計年度𝑡𝑡の期末時点における資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖は、
次式のように表現できる。  
 
𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 = 𝐴𝐴𝑡𝑡0,𝑖𝑖exp ��𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏� [14] 
 
ただし、式[14]において、資産価値の変化の期待成長率（ドリフト）𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖、資産価値の
変化の標準偏差（ボラティリティ）𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖、𝑁𝑁(0,1)の標準正規分布（ standard normal 
distribution）に従う確率変数𝜀𝜀𝑡𝑡,𝑖𝑖である。上式は資産価値𝐴𝐴𝑡𝑡,𝑖𝑖の変化が幾何ブラウン運動
という確率過程（stochastic process）に従うと仮定して導出している 6。上式の両辺に
ついて対数をとれば次式となる。  
 ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 = ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏 [15] 
 
上式より、確率変数𝜀𝜀𝑡𝑡,𝑖𝑖が標準正規分布に従うため、資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖の対数値ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖は以下
の正規分布（normal distribution）に従うことがわかる。  
 ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖  ~ 𝑁𝑁�ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏, �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏�2� [16] 
 
このとき、確率変数である期末時点𝑡𝑡𝜏𝜏の資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖は、その対数値 ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖が正規分布
に従うことより、対数正規分布（log-normal distribution）に従うといえる。  
会計年度𝑡𝑡の期末時点における資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖の従う確率分布がわかったので、続いて、
期末時点の負債価値𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖との比較 7により、デフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖を求める。  
 
𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖 = Pr�𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 ≤ 𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖�  
                                                   
6 資産価値式の導出は、Appendix を参照されたい。  
7 厳密には期末時点の負債価値についても確率変数として考えられるだろう。しかし、本論文では議論
の簡単化のため、期末時点の負債価値を確率変動しない確定値（fixed value）として扱う。  
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= Pr�ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 ≤ ln𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖�  
 
ここで、式[15]を上式に代入して展開し、確率変数𝜀𝜀𝑡𝑡,𝑖𝑖について整理する。  
 
= Pr �ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏 ≤ ln𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖�  
= Pr �𝜀𝜀𝑡𝑡,𝑖𝑖 ≤ − ln𝐴𝐴𝑡𝑡0,𝑖𝑖𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖−12�𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2�𝜏𝜏𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 � [17] 
 
いま、以下のように、標準正規分布の分布関数をΦ[∙]、積分区間を(−∞,𝜔𝜔]とする。  
 
Φ[𝜔𝜔] = ∫ 1
√2𝜋𝜋
exp �− 1
2
𝑥𝑥2�
𝜔𝜔
−∞
𝑑𝑑𝑥𝑥 [18] 
 
確率変数𝜀𝜀𝑡𝑡,𝑖𝑖が標準正規分布であることより、式[17]は次式となる。  
 
𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖 = Φ�− ln𝐴𝐴𝑡𝑡0,𝑖𝑖𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖−12�𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2�𝜏𝜏𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 �  
 
上式において、正規分布の対称性を考慮すれば、Φ[−𝜔𝜔] = 1 −Φ[𝜔𝜔]より次式を得る。  
 
= 1 −Φ�ln𝐴𝐴𝑡𝑡0,𝑖𝑖𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖−12�𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2�𝜏𝜏
𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 �  
 
最後に、𝑑𝑑𝑡𝑡,𝑖𝑖 ≡ ln𝐴𝐴𝑡𝑡0,𝑖𝑖𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖−12�𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2�𝜏𝜏𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 とおけば、デフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖は次式となる。  
 
𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖 = 1 −Φ�𝑑𝑑𝑡𝑡,𝑖𝑖� [19] 
 
デフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖は式[19]から求められるが、𝑑𝑑𝑡𝑡,𝑖𝑖の値によって決定される。そこ
で、𝑑𝑑𝑡𝑡,𝑖𝑖の解釈について補足しておきたい。一般に、𝑑𝑑𝑡𝑡,𝑖𝑖はデフォルト距離（default 
distance）と呼ばれる。デフォルト距離𝑑𝑑𝑡𝑡,𝑖𝑖は、会計年度𝑡𝑡の期末時点における対数資産
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価値ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖と対数負債価値ln𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖の差の期待値を標準偏差 1 単位あたりに換算したもの
と等しい。  
 
𝐄𝐄�ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖−ln𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖�
𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 = 1𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 𝐄𝐄 �ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏 − ln𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖�  
= 1
𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 �ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 − ln𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖� + 𝐄𝐄�𝜀𝜀𝑡𝑡,𝑖𝑖�  
= 1
𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖√𝜏𝜏 �ln 𝐴𝐴𝑡𝑡0,𝑖𝑖𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖  + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏�  
= 𝑑𝑑𝑡𝑡,𝑖𝑖 [20] 
 
一旦、式[19]に立ち返れば、デフォルト距離𝑑𝑑𝑡𝑡,𝑖𝑖の値が大きいほど、デフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖
は小さくなる。さらに式[20]の示唆を踏まえると、期末時点の資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖と負債価値
𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖の差が拡大すれば、デフォルト距離𝑑𝑑𝑡𝑡,𝑖𝑖の値も大きくなるため、デフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖
は小さくなる、ということである。これは、資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖が負債価値𝐷𝐷𝑡𝑡𝜏𝜏,𝑖𝑖よりも大きい
ほど、デフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑖𝑖は連動して小さくなることを意味している。期末時点の信用
リスク評価において、構造型アプローチは経済的直観と整合的である。  
以上の関係について、図 2 のように視覚化して整理しておくとわかり易いだろう。  
 
図 2： 構造型モデルにおける対数資産価値とデフォルト確率 
 
 
  
時間
対数
資産価値
デフォルト確率
対数資産価値（ ）の分布
対数資産価値の変化
期初時点 期末時点
対数資産価値と対数負債価値の差
対数負債価値
 14 
４．信用ポートフォリオのリスク計測手法 
本章では、信用ポートフォリオのリスク計測手法を明らかにしていきたい。複数の
企業における信用リスクを考える際に、その計量化の理論的な背景にある、コピュラ
理論の説明から始めていく。次に、構造型アプローチのエッセンスを応用し、企業間の
資産価値の相関が考慮可能なモデルを導入する。そして、実積デフォルト率を用いた
資産相関の推定方法を説明する。最後に、信用ポートフォリオのリスク計量モデルに
係る全体像と、モンテカルロ法を用いた場合の算出プロセスを示す。  
 
4.1  コピュラ理論 
コピュラ（copula）とは「接合」の意味をもつ言葉である。確率・統計の文脈にて、
𝑑𝑑個の周辺分布関数（marginal distribution function）𝐹𝐹1(𝑥𝑥1),𝐹𝐹2(𝑥𝑥2),⋯𝐹𝐹𝑑𝑑(𝑥𝑥𝑑𝑑)の依存関係
を表現する関数であり、コピュラ関数（copula function）とも呼ばれる。  
𝑑𝑑個の周辺分布関数と、それらの同時分布関数（joint distribution function）の関係
は、Sklar の定理（Sklar’s theorem） 8により定式化できる。𝑑𝑑次元の同時分布関数
𝐹𝐹(𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑑𝑑)において、𝑑𝑑個の周辺分布関数𝐹𝐹1(𝑥𝑥1),𝐹𝐹2(𝑥𝑥2),⋯𝐹𝐹𝑑𝑑(𝑥𝑥𝑑𝑑)との関係は、𝑑𝑑次元の
コピュラ関数𝐶𝐶𝑑𝑑(∙)を用いて、次式のように書き表せる。  
 
𝐹𝐹(𝑥𝑥1, 𝑥𝑥2,⋯ , 𝑥𝑥𝑑𝑑) = 𝐶𝐶𝑑𝑑�𝐹𝐹1(𝑥𝑥1),𝐹𝐹2(𝑥𝑥2),⋯𝐹𝐹𝑑𝑑(𝑥𝑥𝑑𝑑)� [21] 
 
コピュラ関数の重要な性質として、𝑑𝑑個の周辺分布関数𝐹𝐹1(𝑥𝑥1),𝐹𝐹2(𝑥𝑥2),⋯ ,𝐹𝐹𝑑𝑑(𝑥𝑥𝑑𝑑)が連続な
場合、コピュラ関数𝐶𝐶𝑑𝑑�𝐹𝐹1(𝑥𝑥1),𝐹𝐹2(𝑥𝑥2),⋯𝐹𝐹𝑑𝑑(𝑥𝑥𝑑𝑑)�は一意（unique）に定まる。このとき、
一様分布（uniform distribution）𝑈𝑈[0,1]に従う𝑑𝑑個の確率変数を𝑈𝑈1,𝑈𝑈2,⋯ ,𝑈𝑈𝑑𝑑とすれば、
式[21]よりコピュラ関数𝐶𝐶𝑑𝑑は次の表現を得る。  
 
𝐶𝐶𝑑𝑑(𝑑𝑑1,𝑑𝑑2,⋯ , 𝑑𝑑𝑑𝑑) = 𝐹𝐹 �𝐹𝐹1−1(𝑑𝑑1),𝐹𝐹2−1(𝑑𝑑2),⋯ ,𝐹𝐹𝑑𝑑−1(𝑑𝑑𝑑𝑑)� [22] 
 
すべての分布関数は、共通して区間[0,1]の値をとる。例えば、任意の周辺分布関数𝐹𝐹1(∙)
がどのような確率分布であっても𝑑𝑑1 = 𝐹𝐹1(𝑥𝑥1)と対応し、𝐹𝐹1−1(𝑑𝑑1) = 𝑥𝑥1とも対応すること
から、式 [22]が導かれることがわかるだろう。なお、たとえ𝑑𝑑個の周辺分布関数
𝐹𝐹1(𝑥𝑥1),𝐹𝐹2(𝑥𝑥2),⋯𝐹𝐹𝑑𝑑(𝑥𝑥𝑑𝑑)が、個々別々に異なる確率分布に従っていたとしても、コピュラ
関数𝐶𝐶𝑑𝑑を用いれば、𝑑𝑑次元の同時分布関数𝐹𝐹(𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑑𝑑)を表現できる。コピュラ関数に
より、同時分布を個々の周辺分布の関数として扱うことができるのである。すなわち、
コピュラ理論によって、多次元の確率分布をモデル化する際、個々の周辺分布関数と、
個々の確率変数間の依存関係を表すコピュラ関数に情報を分解して考えることが可能
となる（図 3 参照）。  
 
                                                   
8 コピュラ関数の基本的な性質や定理に関する数学的証明などの詳細は、塚原（2011）や Nelson 
(2010)を参照されたい。  
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図 3： 多次元同時分布関数から 1 次元周辺分布関数とコピュラ関数への分解 
 
 
現実世界の複雑な問題に対して、コピュラ理論は、周辺分布間の依存構造に関する
モデリングの自由度を与えてくれる。実際にコピュラ理論のファイナンスへの応用に
は、債務担保証券（CDO: Collateralized Debt Obligation）のような信用デリバティブ
商品をはじめ、主にデフォルトの相関構造のモデリングに使われてきた。金融機関の
信用リスク管理においてもコピュラ理論は活用されており 9、本論文の主題である信用
ポートフォリオのリスク計量モデルにおいても活用している。  
他方で、コピュラ理論はモデリングの自由度の高さゆえに、本来のプライシングや
リスク評価などの本来の目的ではなく、依存構造のモデル化が目的化してしまう虞を
孕んでいる。確かに、依存構造のモデル化はファイナンスにおいて重要な役割を担う
が、それは手段であり、最終的な目的ではないことに注意が必要だろう。モデリングの
複雑化は、往々にしてパラメータ数の増加につながり、モデル全体のパフォーマンス
の信頼性を損ねかねないため、慎重に検討しなければいけない。  
 
4.2  正規コピュラタイプの構造型モデル 
信用ポートフォリオにおける企業の信用リスクを評価するために、金融機関の実務
では構造型アプローチのエッセンスを用いて、企業間の資産価値の共変動をモデル化
することが多い。  
いま、企業間の信用リスクの相関を考慮するために、各企業の資産価値が共通変動
部分と個別変動部分の 2 つから構成されるようにモデル化する。本論文では、企業間
で共通して変化する部分を共通リスク要因（systematic risk factors）𝐼𝐼𝑡𝑡、各企業で個別
に変化する部分を個別リスク要因（idiosyncratic risk factor）𝜀𝜀𝑡𝑡,𝑖𝑖と呼ぶ。ある企業𝑖𝑖に
ついて、共変動をもつ資産価値𝑍𝑍𝑡𝑡,𝑖𝑖（以下、企業価値）、共通リスク要因𝐼𝐼𝑡𝑡、個別リスク
要因𝜀𝜀𝑡𝑡,𝑖𝑖を、互いに独立な標準正規分布𝑁𝑁(0,1)に従う確率変数とする。ここで個別リスク
要因𝜀𝜀𝑡𝑡,𝑖𝑖は企業間においても独立な確率変数とする（企業𝑖𝑖の個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖と企業𝑗𝑗
の個別リスク要因𝜀𝜀𝑡𝑡,𝑗𝑗は互いに独立）。各リスク要因の係数に𝛼𝛼𝑡𝑡,𝑖𝑖および𝛽𝛽𝑡𝑡,𝑖𝑖を用い、ある
企業𝑖𝑖の企業価値𝑍𝑍𝑡𝑡,𝑖𝑖は次式のように表現できる。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖 = 𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + 𝛽𝛽𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖 [23] 
 
                                                   
9 コピュラ理論の信用リスク管理への応用は、川口／山中／田代・斯波・塚原・森平・吉羽（2014）に
よる『証券アナリストジャーナル』の特集記事を参照されたい。  
「コピュラ関数」
多次元同時分布関数 の情報
＝ 周辺分布関数 の情報＋周辺分布関数 の情報＋…＋周辺分布関数 の情報
＋ 個々の周辺分布関数に係る多次元同時分布関数 の情報
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企業価値𝑍𝑍𝑡𝑡,𝑖𝑖（確率変数）が標準正規分布𝑁𝑁(0,1)に従うように係数𝛼𝛼𝑡𝑡,𝑖𝑖と𝛽𝛽𝑡𝑡,𝑖𝑖を定めたい。
互いに独立な正規分布に従う確率変数の和は正規分布に従うため、確率変数𝑍𝑍𝑡𝑡,𝑖𝑖もまた
正規分布に従う。確率変数𝑍𝑍𝑡𝑡,𝑖𝑖の分散が1であることから次式が書ける。  
 
𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑖𝑖� = 𝐕𝐕𝐕𝐕𝐕𝐕�𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + 𝛽𝛽𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖� = 1  
 
確率変数𝑍𝑍𝑡𝑡,𝑖𝑖について、確率変数𝐼𝐼𝑡𝑡と𝜀𝜀𝑡𝑡,𝑖𝑖が互いに独立より、次式のように展開できる。  
 
↔ 𝐕𝐕𝐕𝐕𝐕𝐕�𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡� + 𝐕𝐕𝐕𝐕𝐕𝐕�𝛽𝛽𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖� = 1  
↔ 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝐕𝐕𝐕𝐕𝐕𝐕[𝐼𝐼𝑡𝑡] + 𝛽𝛽𝑡𝑡,𝑖𝑖2 𝐕𝐕𝐕𝐕𝐕𝐕�𝜀𝜀𝑡𝑡,𝑖𝑖� = 1  
 
確率変数𝐼𝐼𝑡𝑡および𝜀𝜀𝑡𝑡,𝑖𝑖の分散が1であることから次式が求まる。  
 
↔ 𝛼𝛼𝑡𝑡,𝑖𝑖2 + 𝛽𝛽𝑡𝑡,𝑖𝑖2 = 1  
 
上式を解けば、各リスク要因の係数𝛼𝛼𝑡𝑡および𝛽𝛽𝑡𝑡に係る関係式として次式を得る。  
 
𝛽𝛽𝑡𝑡,𝑖𝑖 = �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2  [24] 
 
上式を式[23]へ代入し、下式の表現を得る。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖 = 𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖 [25] 
 
2 つの係数を用意したが、実質的には分散1となるよう、片方の係数𝛼𝛼𝑡𝑡,𝑖𝑖が調整している
ため、1 つの係数で表現できることがわかる。係数𝛼𝛼𝑡𝑡,𝑖𝑖は企業価値𝑍𝑍𝑡𝑡,𝑖𝑖の共通リスク要因
𝐼𝐼𝑡𝑡に対する感応度（sensitivity）を表現している。係数𝛼𝛼𝑡𝑡,𝑖𝑖の絶対値�𝛼𝛼𝑡𝑡,𝑖𝑖�が大きくなるに
つれ、共通リスク要因𝐼𝐼𝑡𝑡による企業価値の共変動が大きくなる。𝛼𝛼𝑡𝑡,𝑖𝑖 = 0のとき、𝑍𝑍𝑡𝑡,𝑖𝑖 = 𝜀𝜀𝑡𝑡,𝑖𝑖
となり、共通リスク要因𝐼𝐼𝑡𝑡の影響は消滅する。すなわち、企業価値は個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖
のみにより決定されることになる。  
感応度𝛼𝛼𝑡𝑡,𝑖𝑖の値域を確認しておく。式[25]にて、企業価値𝑍𝑍𝑡𝑡,𝑖𝑖が実数となる必要条件は、1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 ≥ 0である。よって、感応度𝛼𝛼𝑡𝑡,𝑖𝑖の値域は、次の通りである。  
 
−1 ≤ 𝛼𝛼𝑡𝑡,𝑖𝑖 ≤ 1 [26] 
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ここから、企業𝑖𝑖と𝑗𝑗に関する企業価値𝑍𝑍𝑡𝑡,𝑖𝑖および𝑍𝑍𝑡𝑡,𝑗𝑗の相関係数𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗について考える。各
感応度𝛼𝛼𝑡𝑡,𝑖𝑖と𝛼𝛼𝑡𝑡,𝑗𝑗の関係式を求め、企業間の相関係数と感応度の関係を把握しておきたい。
なお、相関係数𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗は、信用ポートフォリオのリスク計量モデルの文脈において、資産
相関（asset correlation）と呼ばれる。企業価値𝑍𝑍𝑡𝑡,𝑖𝑖および𝑍𝑍𝑡𝑡,𝑗𝑗は期待値0、分散1であり、
資産相関𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗は下式となる。  
 
𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗 = 𝐂𝐂𝐂𝐂𝐂𝐂�𝑍𝑍𝑡𝑡,𝑖𝑖,𝑍𝑍𝑡𝑡,𝑗𝑗�
�𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑖𝑖��𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑗𝑗�  
= 𝐂𝐂𝐂𝐂𝐂𝐂�𝑍𝑍𝑡𝑡,𝑖𝑖,𝑍𝑍𝑡𝑡,𝑗𝑗�  
= 𝐄𝐄��𝑍𝑍𝑡𝑡,𝑖𝑖 − 𝐄𝐄�𝑍𝑍𝑡𝑡,𝑖𝑖���𝑍𝑍𝑡𝑡,𝑗𝑗 − 𝐄𝐄�𝑍𝑍𝑡𝑡,𝑗𝑗���  
= 𝐄𝐄�𝑍𝑍𝑡𝑡,𝑖𝑖𝑍𝑍𝑡𝑡,𝑗𝑗�  
= 𝐄𝐄 ��𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖� �𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑗𝑗2 𝜀𝜀𝑡𝑡,𝑗𝑗��  
= 𝐄𝐄 �𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡2 + 𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡�1 − 𝛼𝛼𝑡𝑡,𝑗𝑗2 𝜀𝜀𝑡𝑡,𝑗𝑗 + 𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡�1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 �1 − 𝛼𝛼𝑡𝑡,𝑗𝑗2 𝜀𝜀𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑗𝑗�  
= 𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑗𝑗𝐄𝐄[𝐼𝐼𝑡𝑡2] + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 �1 − 𝛼𝛼𝑡𝑡,𝑗𝑗2 𝐄𝐄�𝜀𝜀𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑗𝑗�  
 
𝐄𝐄[𝐼𝐼𝑡𝑡] = 0より、𝐄𝐄[𝐼𝐼𝑡𝑡2] = 𝐄𝐄[(𝐼𝐼𝑡𝑡 − 𝐄𝐄[𝐼𝐼𝑡𝑡])2] = 𝐕𝐕𝐕𝐕𝐕𝐕[𝐼𝐼𝑡𝑡] = 1である。また、個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖と𝜀𝜀𝑡𝑡,𝑗𝑗
は互いに独立より、𝐄𝐄�𝜀𝜀𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑗𝑗� = 𝐄𝐄�𝜀𝜀𝑡𝑡,𝑖𝑖�𝐄𝐄�𝜀𝜀𝑡𝑡,𝑗𝑗� = 0である。よって次式を得る。  
 
𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗 = 𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑗𝑗 [27] 
 
上式より、資産相関𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗は各企業価値の感応度𝛼𝛼𝑡𝑡,𝑖𝑖および𝛼𝛼𝑡𝑡,𝑗𝑗の積により表現できること
がわかった。個々の感応度𝛼𝛼𝑡𝑡,𝑖𝑖および𝛼𝛼𝑡𝑡,𝑗𝑗が等しいという特殊ケースでは次式となる。  
 
𝜌𝜌𝑡𝑡 = 𝛼𝛼𝑡𝑡,𝑖𝑖2 ↔ 𝛼𝛼𝑡𝑡,𝑖𝑖 = ±�𝜌𝜌𝑡𝑡 [28] 
 
前提条件として感応度𝛼𝛼𝑡𝑡,𝑖𝑖は実数値のため、この特殊ケースにおいては、資産相関𝜌𝜌𝑡𝑡の
値域が−1 ≤ 𝜌𝜌𝑡𝑡,𝑖𝑖𝑗𝑗 ≤ 1ではなく、以下の通り、非負に制限されることに注意したい。この
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ような特殊ケースは、例えば、企業𝑖𝑖と𝑗𝑗が同じ格付グループに属する場合である。  
 0 ≤ 𝜌𝜌𝑡𝑡 ≤ 1 [29] 
 
本論文では、式[25]に示したモデルを正規コピュラタイプの構造型モデル（Gaussian 
copula type structured form model）と呼ぶことにする。  
本節の最後に、式[25]の正規コピュラタイプの構造型モデルをマルチ・ファクター化
することを考えてみる。いま、𝐶𝐶個（𝑚𝑚 = 1,2,⋯ ,𝐶𝐶）の共通リスク要因𝐼𝐼𝑡𝑡,𝑚𝑚と感応度𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚
があり、シングル・ファクターの場合と同様の考え方 10によって、マルチ・ファクター
化した正規コピュラタイプの構造型モデルは次式のように書ける。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖 = ∑ 𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚𝐼𝐼𝑡𝑡,𝑚𝑚𝑀𝑀𝑚𝑚=1 + �1 − �∑ 𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚2𝑀𝑀𝑚𝑚=1 �𝜀𝜀𝑡𝑡,𝑖𝑖, [30] 
−1 ≤ 𝛼𝛼𝑡𝑡,𝑖𝑖,1,𝛼𝛼𝑡𝑡,𝑖𝑖,2,⋯ ,𝛼𝛼𝑡𝑡,𝑖𝑖,𝑀𝑀 ≤ 1,          0 ≤ ∑ 𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚2𝑀𝑀𝑚𝑚=1 ≤ 1 [31] 
 
ただし、共通リスク要因𝐼𝐼𝑡𝑡,𝑚𝑚 (𝑚𝑚 = 1,2,⋯ ,𝐶𝐶)は、すべて標準正規分布𝑁𝑁(0,1)に従い、互い
に独立である。また、すべての共通リスク要因𝐼𝐼𝑡𝑡,𝑚𝑚は個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖とも独立である。
金融機関における信用リスク管理の実務では、複数属性の共通リスク要因による企業
価値への影響を表現するために、正規コピュラタイプの構造型モデルをマルチ・ファ
クター化することが多い。  
上記とは別の考え方によってマルチ・ファクター化する手法もある。いま、式[25]の
共通リスク要因𝐼𝐼𝑡𝑡に、ある企業𝑖𝑖が属するグループの添え字（例えば、格付グループ𝑟𝑟）
を加えて𝐼𝐼𝑡𝑡,𝑟𝑟に変更し、次式のように表現したモデルを考える。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟 = 𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡,𝑟𝑟 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖 [32] 
 
式[32]は、グループ単位でマクロ経済的変動の影響を共通化している。グループごとの
共通リスク要因𝐼𝐼𝑡𝑡,𝑟𝑟をモデル化することで、マルチ・ファクター・モデルのように拡張
することが可能である。グループごとの共通リスク要因𝐼𝐼𝑡𝑡,𝑟𝑟を次式とする。  
 
𝐼𝐼𝑡𝑡,𝑟𝑟 = 𝛼𝛼𝑡𝑡,𝑟𝑟𝛾𝛾𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑟𝑟2 𝛿𝛿𝑡𝑡,𝑟𝑟 ,        − 1 ≤ 𝛼𝛼𝑡𝑡,𝑟𝑟 ≤ 1 [33] 
 
                                                   
10 シングル・ファクター・モデルと同一の条件のもと、企業価値𝑍𝑍𝑡𝑡,𝑖𝑖の分散が1となる式から、感応度
𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚に係る関係式が求まるため、簡単に導出できる。  
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上式にて、𝛾𝛾𝑡𝑡はすべての企業に対する共通リスク要因であり、𝛿𝛿𝑡𝑡,𝑟𝑟は各グループの個別
リスク要因である。感応度𝛼𝛼𝑡𝑡,𝑟𝑟はグループ共通の係数である。なお、𝛾𝛾𝑡𝑡および𝛿𝛿𝑡𝑡,𝑟𝑟は標準
正規分布𝑁𝑁(0,1)に従い、互いに独立とする。さらに、𝛾𝛾𝑡𝑡および𝛿𝛿𝑡𝑡,𝑟𝑟は各企業の個別リスク
要因𝜀𝜀𝑡𝑡,𝑖𝑖とも互いに独立とする。このとき、式[33]を式[32]へ代入して整理すれば、簡単
な計算により次式を得る。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟 = 𝛼𝛼𝑡𝑡,𝑖𝑖 �𝛼𝛼𝑡𝑡,𝑟𝑟𝛾𝛾𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑟𝑟2 𝛿𝛿𝑡𝑡,𝑟𝑟� + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖  
= 𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑟𝑟𝛾𝛾𝑡𝑡 + 𝛼𝛼𝑡𝑡,𝑖𝑖�1 − 𝛼𝛼𝑡𝑡,𝑟𝑟2 𝛿𝛿𝑡𝑡,𝑟𝑟 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖 [34] 
 
上式の右辺は、第 1 項がすべての企業への共通リスク要因𝛾𝛾𝑡𝑡の項、第 2 項はグループ
ごとの共通リスク要因𝛿𝛿𝑡𝑡,𝑟𝑟の項、第 3 項は各企業の個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖の項である。とこ
ろで、第 1 項と第 2 項の係数（感応度）の二乗和を求めれば、以下の通り、𝛼𝛼𝑡𝑡,𝑖𝑖2 と一致
することがわかる。  
 
�𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑟𝑟�2 + �𝛼𝛼𝑡𝑡,𝑖𝑖�1 − 𝛼𝛼𝑡𝑡,𝑟𝑟2 �2 = �𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑟𝑟�2 + 𝛼𝛼𝑡𝑡,𝑖𝑖2 − �𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑟𝑟�2 = 𝛼𝛼𝑡𝑡,𝑖𝑖2  [35] 
 
上式を式[34]の第 3 項へ代入すれば、次式を得られる。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟 = 𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑟𝑟𝛾𝛾𝑡𝑡 + 𝛼𝛼𝑡𝑡,𝑖𝑖�1 − 𝛼𝛼𝑡𝑡,𝑟𝑟2 𝛿𝛿𝑡𝑡,𝑟𝑟 + �1 − ��𝛼𝛼𝑡𝑡,𝑖𝑖𝛼𝛼𝑡𝑡,𝑟𝑟�2 + �𝛼𝛼𝑡𝑡,𝑖𝑖�1 − 𝛼𝛼𝑡𝑡,𝑟𝑟2 �2� 𝜀𝜀𝑡𝑡,𝑖𝑖 [36] 
 
このように、式[33]で共通リスク要因𝐼𝐼𝑡𝑡,𝑟𝑟をモデル化することにより、マルチ・レベル化
したマルチ・ファクター・モデルを構成することも可能である。例えば、正規コピュラ
タイプの構造型モデルにマルチ・レベル化を行い、さらにマルチ・ファクター・モデル
へと拡張すれば、同格付グループ内で異なる業種の資産相関などが考慮できるように
なるだろう。  
 
4.3  資産相関の推定方法 
資産相関の推定に向けた準備として、正規コピュラタイプの構造型モデルに基づく
デフォルト確率𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖について定式化する。いま、構造型アプローチの考え方を踏襲し、
格付グループ𝑟𝑟に属する企業𝑖𝑖のデフォルトは、企業価値𝑍𝑍𝑡𝑡,𝑖𝑖が、格付グループ𝑟𝑟に共通の
デフォルト閾値𝑐𝑐𝑡𝑡,𝑟𝑟（格付価値）を下回る場合とする（図 4 参照）。  
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図 4： 正規コピュラタイプの構造型モデルにおけるデフォルトの考え方 
 
 
このとき、デフォルト閾値𝑐𝑐𝑡𝑡,𝑟𝑟（格付価値）は、格付グループ𝑟𝑟に共通して設定された、
外生的なデフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟から次のように求められる。  
 
𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟 = Φ�𝑐𝑐𝑡𝑡,𝑟𝑟�  ↔  𝑐𝑐𝑡𝑡,𝑟𝑟 = Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟� [37] 
 
ただし、Φ−1[∙]は標準正規分布の累積分布関数の逆関数である。ここで企業𝑖𝑖に対して、
格付グループ𝑟𝑟に属する企業すべてに共通のデフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟を適用している。これ
は、実積デフォルト率がグループ単位の集計値であり、個々の企業に対して、グループ
共通の値を提供せざるを得ないためである 11。  
企業𝑖𝑖のデフォルト確率𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖は次式のように求められる 12。企業価値𝑍𝑍𝑡𝑡,𝑖𝑖には、式[25]
に示した正規コピュラタイプの構造型モデルを使用する。  
 
𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟 = Pr�𝑍𝑍𝑡𝑡,𝑖𝑖 ≤ 𝑐𝑐𝑡𝑡,𝑟𝑟�  
= Pr �𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖 ≤ 𝑐𝑐𝑡𝑡,𝑟𝑟�  
                                                   
11 第 2 章にて述べたように、企業のデフォルト確率は「デフォルトしていない」企業の信用リスクを
評価するために必要となる。よって、デフォルト確率の推定には、同格付グループ内における他の企業
の観測したデフォルト情報を含む、実積デフォルト率を活用せざるを得ない。従って、デフォルト閾値
はグループ共通の値を使用することになる。  
12 デフォルト閾値に企業個別の値ではなくグループ共通の値を使用するため、記法を変更した。  
企業価値
（資産）
格付価値
（負債）
デフォルト
減少
デフォルト回避
増加
デフォルト閾値
共通リスク要因部分
個別リスク要因部分
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= Pr �𝜀𝜀𝑡𝑡,𝑖𝑖 ≤ 𝑐𝑐𝑡𝑡,𝑟𝑟−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2 �  
= Φ�𝑐𝑐𝑡𝑡,𝑟𝑟−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2 �  
= Φ�Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟�−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2 � [38] 
 
共変動構造をもつ企業価値𝑍𝑍𝑡𝑡,𝑖𝑖に基づいたデフォルト確率𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖が、感応度𝛼𝛼𝑡𝑡,𝑖𝑖を含む形で
得られた。  
いま、企業𝑖𝑖と𝑗𝑗について、それぞれ 2 つの異なる格付グループ𝑟𝑟1と𝑟𝑟2に属する場合を
考える。このとき、個々の企業価値に基づくデフォルト確率を𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟1および𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗,𝑟𝑟2とし、
格付グループ𝑟𝑟1と𝑟𝑟2間の資産相関を𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2とする。  
まず、共分散の定義から𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟1と𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗,𝑟𝑟2の関係式を求める 13。次に、格付グループ𝑟𝑟1
と𝑟𝑟2の実績デフォルト率の標本共分散𝐂𝐂𝐂𝐂𝐂𝐂�𝐹𝐹𝐷𝐷𝑟𝑟1,𝐹𝐹𝐷𝐷𝑟𝑟2�、或いは、不偏共分散𝐂𝐂𝐂𝐂𝐂𝐂� �𝐹𝐹𝐷𝐷𝑟𝑟1,𝐹𝐹𝐷𝐷𝑟𝑟2�
と一致するように資産相関𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2を決定する。デフォルト確率𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖および𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗の共分散
𝐂𝐂𝐂𝐂𝐂𝐂�𝑃𝑃𝐷𝐷�𝑖𝑖,𝑟𝑟1 ,𝑃𝑃𝐷𝐷� 𝑗𝑗,𝑟𝑟2�は、次式のように計算できる。  
 
𝐂𝐂𝐂𝐂𝐂𝐂�𝑃𝑃𝐷𝐷� 𝑡𝑡,𝑖𝑖,𝑟𝑟1 ,𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗,𝑟𝑟2�  
= 𝐄𝐄�𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟1𝑃𝑃𝐷𝐷� 𝑡𝑡,𝑗𝑗,𝑟𝑟2� − 𝐄𝐄�𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟1�𝐄𝐄�𝑃𝑃𝐷𝐷� 𝑡𝑡,𝑗𝑗,𝑟𝑟2�  
 
ここで、企業のデフォルト確率の期待値𝐄𝐄�𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟1�および  𝐄𝐄�𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗,𝑟𝑟2�は、それぞれが属する
格付グループに設定されたデフォルト確率𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1および𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2に等しいと仮定する。また、
確率変数𝜀𝜀𝑡𝑡,𝑖𝑖および𝜀𝜀𝑡𝑡,𝑗𝑗は独立であり、条件付き独立（conditional independence）を使用
（共通リスク要因𝐼𝐼𝑡𝑡の固定）して次式の表現を得る。  
 
= 𝐄𝐄 �Pr �𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2 �Pr �𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2�−𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡�1−𝛼𝛼𝑡𝑡,𝑗𝑗2 �� − 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
                                                   
13 最終的には実績デフォルト率の分散から資産相関の推定を行うが、その推定の前提条件のチェック
に共分散による推定も必要なため、敢えて共分散から推定に使用する式を導出する（本節後半参照）。  
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= 𝐄𝐄
⎣
⎢
⎢
⎢
⎡
𝐄𝐄
⎣
⎢
⎢
⎡
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2 ⎦⎥
⎥
⎤
𝐄𝐄
⎣
⎢
⎢
⎡
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2�−𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑗𝑗2 ⎦⎥
⎥
⎤
⎦
⎥
⎥
⎥
⎤
− 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
= 𝐄𝐄
⎣
⎢
⎢
⎢
⎡
𝐄𝐄
⎣
⎢
⎢
⎡
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2
 |𝐼𝐼𝑡𝑡
⎦
⎥
⎥
⎤
𝐄𝐄
⎣
⎢
⎢
⎡
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2�−𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑗𝑗2
 |𝐼𝐼𝑡𝑡
⎦
⎥
⎥
⎤
⎦
⎥
⎥
⎥
⎤
− 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
 
上式の確率変数𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1と𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2が独立のため、𝐄𝐄�𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1�𝐄𝐄�𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2� = 𝐄𝐄�𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2�の関係が成立し、
次式のように書ける。  
 
= 𝐄𝐄
⎣
⎢
⎢
⎢
⎡
𝐄𝐄
⎣
⎢
⎢
⎡
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2�−𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑗𝑗2
 |𝐼𝐼𝑡𝑡
⎦
⎥
⎥
⎤
⎦
⎥
⎥
⎥
⎤
− 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
= 𝐄𝐄
⎣
⎢
⎢
⎢
⎡
𝐄𝐄
⎣
⎢
⎢
⎡
𝟏𝟏
𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�−𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡
�1−𝛼𝛼𝑡𝑡,𝑖𝑖2  ⋂ 𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2�−𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡�1−𝛼𝛼𝑡𝑡,𝑗𝑗2  |𝐼𝐼𝑡𝑡⎦⎥⎥
⎤
⎦
⎥
⎥
⎥
⎤
− 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2 [39] 
 
上式にて、固定していた共通リスク要因𝐼𝐼𝑡𝑡を確率変数へ戻し、さらに式を展開する。  
 
= 𝐄𝐄 �𝐄𝐄 �𝟏𝟏
𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡+�1−𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1� ⋂ 𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡+�1−𝛼𝛼𝑡𝑡,𝑗𝑗2 𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2≤Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2��� − 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
= 𝐄𝐄 �Pr �𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1� ⋂ 𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑗𝑗2 𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2���  
−𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
= Pr �𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑖𝑖2 𝜀𝜀𝑡𝑡,𝑖𝑖,𝑟𝑟1 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1� ⋂ 𝛼𝛼𝑡𝑡,𝑗𝑗𝐼𝐼𝑡𝑡 + �1 − 𝛼𝛼𝑡𝑡,𝑗𝑗2 𝜀𝜀𝑡𝑡,𝑗𝑗,𝑟𝑟2 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2��  
−𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2  
= Pr �𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟1 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1� ⋂ 𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟2 ≤ Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2�� − 𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2 [40] 
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式[40]の第 1 項は、企業𝑖𝑖と𝑗𝑗の同時デフォルト確率（JPD: Joint Probability of Default）
である。第 1 項において、確率関数の引数に含まれている 2 つの確率変数𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟1および
𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟2（企業価値）は仮定より、それぞれ標準正規分布𝑁𝑁(0,1)に従う。従って、第 1 項の
同時確率における周辺分布関数は、どちらも標準正規分布である。個々の周辺分布が
すべて標準正規分布であるとき、コピュラ関数に正規コピュラ（Gaussian copula）を
選択すれば、同時分布は多変量標準正規分布となる 14。  
いま、2 変量標準正規分布の分布関数Φ2[∙]は、積分領域を(−∞,𝜔𝜔1] × (−∞,𝜔𝜔2]、2 変数
𝑋𝑋と𝑌𝑌の相関係数を𝜌𝜌とすれば、以下によって定義される。  
 
Φ2[𝜔𝜔1,𝜔𝜔2 |𝜌𝜌] = Pr[𝑋𝑋 ≤ 𝜔𝜔1,𝑌𝑌 ≤ 𝜔𝜔2 |𝜌𝜌] = ∫ ∫ 12𝜋𝜋�1−𝜌𝜌 𝑑𝑑− 𝑥𝑥2−2𝜌𝜌𝑥𝑥𝜌𝜌+𝜌𝜌22�1−𝜌𝜌2�𝜔𝜔1−∞𝜔𝜔2−∞ 𝑑𝑑𝑥𝑥 𝑑𝑑𝑑𝑑 [41] 
 
2 変量正規コピュラ関数𝐶𝐶2𝐺𝐺𝐺𝐺(∙)を次式により定義する。  
 
𝐶𝐶2
𝐺𝐺𝐺𝐺(𝑑𝑑1,𝑑𝑑2 ;𝜌𝜌) = Φ2[Φ−1[𝑑𝑑1],Φ−1[𝑑𝑑2] |𝜌𝜌] [42] 
 
なお、相関係数𝜌𝜌 = 0（無相関）のとき、式[42]は次式となる 15。 
 
𝐶𝐶2
𝐺𝐺𝐺𝐺(𝑑𝑑1,𝑑𝑑2 ; 0) = Φ2[Φ−1[𝑑𝑑1],Φ−1[𝑑𝑑2] |0] = 𝑑𝑑1𝑑𝑑2 [43] 
 
これらの定義を踏まえて、式[40]は、2 変量正規コピュラ関数と 2 変量標準正規分布を
用い、次のように表現できる。  
 
𝐂𝐂𝐂𝐂𝐂𝐂�𝑃𝑃𝐷𝐷� 𝑡𝑡,𝑖𝑖,𝑟𝑟1 ,𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗,𝑟𝑟2�  
= 𝐶𝐶2𝐺𝐺𝐺𝐺 �Φ �Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�� ,Φ�Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2��  |𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2� − 𝐶𝐶2𝐺𝐺𝐺𝐺 �Φ �Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�� ,Φ�Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2��  |0�  
                                                   
14 2 つの確率変数の周辺分布がそれぞれ正規分布であっても、その同時分布が 2 変量正規分布になる
とは限らない。しかし、この逆は常に真である。2 つの確率変数の同時分布が 2 変量正規分布であれ
ば、個々の周辺分布は正規分布に従うとはいえる。詳細は、蓑谷（2010）を参照されたい。  
15 正規分布において、確率変数の独立と無相関は必要十分の関係にある。  
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= 𝐶𝐶2𝐺𝐺𝐺𝐺�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1 ,𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1  |𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2� − 𝐶𝐶2𝐺𝐺𝐺𝐺�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1 ,𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1  |0�  
= Φ2�Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�,Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2� |𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2� − Φ2�Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1�,Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2� |0�  
= Φ2�𝑐𝑐𝑡𝑡,𝑟𝑟1 , 𝑐𝑐𝑡𝑡,𝑟𝑟2  |𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2� − Φ2�𝑐𝑐𝑡𝑡,𝑟𝑟1 , 𝑐𝑐𝑡𝑡,𝑟𝑟2  |0� [44] 
 
最終行にて、デフォルト閾値𝑐𝑐𝑡𝑡,𝑟𝑟 = Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟�（式[37]）より、Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟1� ≡ 𝑐𝑐𝑡𝑡,𝑟𝑟1および
Φ−1�𝑃𝑃𝐷𝐷𝑡𝑡,𝑟𝑟2� ≡ 𝑐𝑐𝑡𝑡,𝑟𝑟2とし、簡潔な表現に書き直した。  
式[44]まで得たところで、資産相関𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2の推定に向けた準備として、2 変量標準正規
分布の確率密度関数（PDF: Probability Density Function）について考える。証明は略
すが、2 変数𝑐𝑐𝑡𝑡,𝑟𝑟1および𝑐𝑐𝑡𝑡,𝑟𝑟2により偏微分した結果と、2 変量標準正規分布の分布関数を
相関係数𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2で偏微分した結果は一致する。すなわち、相関係数での偏微分により、
2 変量標準正規分布の確率密度関数が得られる。  
 
∂2Φ2
∂𝑐𝑐𝑡𝑡,𝑟𝑟1 ∂𝑐𝑐𝑡𝑡,𝑟𝑟2 �𝑐𝑐𝑡𝑡,𝑟𝑟1 , 𝑐𝑐𝑡𝑡,𝑟𝑟2  |𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�  
= ∂Φ2
∂𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2 �𝑐𝑐𝑡𝑡,𝑟𝑟1 , 𝑐𝑐𝑡𝑡,𝑟𝑟2  |𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�  
= 1
2𝜋𝜋�1−𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟22 𝑑𝑑
− 𝑐𝑐𝑡𝑡,𝑟𝑟12−2𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2𝑐𝑐𝑡𝑡,𝑟𝑟1𝑐𝑐𝑡𝑡,𝑟𝑟2+𝑐𝑐𝑡𝑡,𝑟𝑟22
2�1−𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟22 �   
= 1
2𝜋𝜋�1−𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟22 𝑑𝑑
− 1
1+𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�𝑐𝑐𝑡𝑡,𝑟𝑟1+𝑐𝑐𝑡𝑡,𝑟𝑟22 �2− 11−𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�𝑐𝑐𝑡𝑡,𝑟𝑟1−𝑐𝑐𝑡𝑡,𝑟𝑟22 �2 [45] 
 
第 2 式から第 3 式への変形は、指数部の分母にて、�1 − 𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟22 � = �1 + 𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2��1 − 𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�
へ因数分解できることに着目し、部分分数分解により和と差の形へ整理した。   
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式[45]の関係より、式[44]は、以下の通り、資産相関に関する区間�0,𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�の定積分
として表現できる。  
 
𝐂𝐂𝐂𝐂𝐂𝐂�𝑃𝑃𝐷𝐷�𝑡𝑡,𝑖𝑖,𝑟𝑟1 ,𝑃𝑃𝐷𝐷�𝑡𝑡,𝑗𝑗,𝑟𝑟2�  
= �Φ2�𝑐𝑐𝑡𝑡,𝑟𝑟1 , 𝑐𝑐𝑡𝑡,𝑟𝑟2  |𝑅𝑅�� �𝑅𝑅=0𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2   
= ∫ ∂Φ2
∂𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2 �𝑐𝑐𝑡𝑡,𝑟𝑟1 , 𝑐𝑐𝑡𝑡,𝑟𝑟2  |𝑅𝑅�𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟20 𝑑𝑑𝑅𝑅  
= ∫ 1
2𝜋𝜋√1−𝑅𝑅2
𝑑𝑑− 11+𝑅𝑅 �𝑐𝑐𝑡𝑡,𝑟𝑟1+𝑐𝑐𝑡𝑡,𝑟𝑟22 �2− 11−𝑅𝑅 �𝑐𝑐𝑡𝑡,𝑟𝑟1−𝑐𝑐𝑡𝑡,𝑟𝑟22 �2𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2
0
𝑑𝑑𝑅𝑅 [46] 
 
上式の左辺を実績デフォルト率の標本共分散𝐂𝐂𝐂𝐂𝐂𝐂�𝐹𝐹𝐷𝐷𝑟𝑟1 ,𝐹𝐹𝐷𝐷𝑟𝑟2�、或いは、不偏共分散
𝐂𝐂𝐂𝐂𝐂𝐂� �𝐹𝐹𝐷𝐷𝑟𝑟1 ,𝐹𝐹𝐷𝐷𝑟𝑟2�に置き換え、両辺が一致する資産相関𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2の値を求めればよい 16。  
 
𝐂𝐂𝐂𝐂𝐂𝐂� �𝐹𝐹𝐷𝐷𝑟𝑟1 ,𝐹𝐹𝐷𝐷𝑟𝑟2�  
= ∫ 1
2𝜋𝜋√1−𝑅𝑅2
𝑑𝑑− 11+𝑅𝑅 �𝑐𝑐𝑡𝑡,𝑟𝑟1+𝑐𝑐𝑡𝑡,𝑟𝑟22 �2− 11−𝑅𝑅 �𝑐𝑐𝑡𝑡,𝑟𝑟1−𝑐𝑐𝑡𝑡,𝑟𝑟22 �2𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2
0
𝑑𝑑𝑅𝑅 [47] 
 
通常、2 変量正規分布の積分計算は、マイナス無限大を含む、領域(−∞, 𝑐𝑐𝑡𝑡,𝑟𝑟1] × (−∞, 𝑐𝑐𝑡𝑡,𝑟𝑟2]
の重積分を行わなければならない。さらに統計的に得られた左辺の値と一致するよう
に、資産相関𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2を少しずつ変化させて解を探索する必要があり、不安定な数値計算
による解法となってしまう。しかし、式[47]の計算式であれば、重積分計算を回避し、
区間�0,𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2�の積分計算のみで済むため、一段と高い精度の数値解が期待できる。ゆえ
に、式[47]は数値計算に適した数式表現といえる。   
                                                   
16 本論文の手法とは別に、最尤推定法（MLE: Maximum Likelihood Estimation）により資産相関を
推定する手法もある。Gordy & Heitfield (2002)、橋本（2008）、北野（2007）などを参照されたい。  
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ここまで、ある 2 つの企業𝑖𝑖と𝑗𝑗が、それぞれ異なる格付グループ𝑟𝑟1と𝑟𝑟2に属する場合
を前提として議論を進めてきた。企業𝑖𝑖と𝑗𝑗が同じ格付グループ𝑟𝑟に属する場合は、実積
デフォルト率の標本分散𝐕𝐕𝐕𝐕𝐕𝐕[𝐹𝐹𝐷𝐷𝑟𝑟]、或いは、不偏分散𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷𝑟𝑟]で同様に考えればよい。 
 
𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷𝑟𝑟]  
= Φ2�𝑐𝑐𝑡𝑡,𝑟𝑟, 𝑐𝑐𝑡𝑡,𝑟𝑟 |𝜌𝜌𝑡𝑡,𝑟𝑟� − Φ2�𝑐𝑐𝑡𝑡,𝑟𝑟, 𝑐𝑐𝑡𝑡,𝑟𝑟 |0�  
= �Φ2�𝑐𝑐𝑡𝑡,𝑟𝑟, 𝑐𝑐𝑡𝑡,𝑟𝑟 |𝑅𝑅�� �
𝑅𝑅=0
𝜌𝜌𝑡𝑡,𝑟𝑟
  
= ∫ 1
2𝜋𝜋√1−𝑅𝑅2
𝑑𝑑− 11+𝑅𝑅�𝑐𝑐𝑡𝑡,𝑟𝑟+𝑐𝑐𝑡𝑡,𝑟𝑟2 �2− 11−𝑅𝑅�𝑐𝑐𝑡𝑡,𝑟𝑟−𝑐𝑐𝑡𝑡,𝑟𝑟2 �2𝜌𝜌𝑡𝑡,𝑟𝑟
0
𝑑𝑑𝑅𝑅  
= ∫ 1
2𝜋𝜋√1−𝑅𝑅2
𝑑𝑑− 𝑐𝑐𝑡𝑡,𝑟𝑟21+𝑅𝑅𝜌𝜌𝑡𝑡,𝑟𝑟
0
𝑑𝑑𝑅𝑅 [48] 
 
本節の最後に、資産相関の推定につき、その解釈と留意点を述べておく。いま、格付
グループ𝑟𝑟は、2 つの異なる格付グループ𝑟𝑟1と𝑟𝑟2を合併したグループとしよう。資産相関
の推定は実積デフォルト率の分散を使用して行う（式[48]）。これは、式[28]にて特殊
ケースとして説明した、資産相関の推定に対応する（�𝜌𝜌𝑡𝑡,𝑟𝑟 = 𝛼𝛼𝑡𝑡,𝑟𝑟）。このときに、実積
デフォルト率の共分散から得られた資産相関が𝜌𝜌𝑡𝑡,𝑟𝑟1𝑟𝑟2 = �𝜌𝜌𝑡𝑡,𝑟𝑟1�𝜌𝜌𝑡𝑡,𝑟𝑟2として表現できない
場合、分散から推定した資産相関𝜌𝜌𝑡𝑡,𝑟𝑟は、そのグルーピングが適切ではなかった可能性
を孕んでいる。すなわち、格付グループ𝑟𝑟1と𝑟𝑟2において、これらの共通リスク要因は、
完全同一相関関係をもたず、格付グループ𝑟𝑟1と𝑟𝑟2を同一の格付グループ𝑟𝑟とする扱い方
が適切ではないことを示唆している。このような場合、格付グループ𝑟𝑟1と𝑟𝑟2を合併せず、
それぞれの実積デフォルト率の分散に基づく、資産相関𝜌𝜌𝑡𝑡,𝑟𝑟1と𝜌𝜌𝑡𝑡,𝑟𝑟2の推定を検討すべき
である。  
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4.4  信用ポートフォリオのリスク計量 
信用リスク指標を算出するための主要トピックについて説明してきたが、ここで、
一旦、これらのトピックの関連性を整理しておきたい。以下の図 5 には、信用ポート
フォリオのリスク計量において重要な概念およびトピックを整理し、信用リスク指標
の算出までのプロセスを簡略化して示している。  
 
図 5： 信用ポートフォリオのリスク計量モデルに係る全体像 
 
 
図 5 に示す通り、金融機関は各企業および格付グループの観測値（データ／情報）を
収集し、それらをもとに、実績デフォルト率や資産相関などを推定する。次に、これら
の推定値を用いて信用ポートフォリオの信用リスク量（想定年間損失額）を推定する。
最後に、その信用リスク量の推定値の分布（想定年間損失額分布）に係る VaR や期待
ショートフォールを求める。  
本節では、モンテカルロ法（MC: Monte Carlo method）による損失発生シミュレー
ションに基づく、想定年間損失額推定のアルゴリズムを説明する。モンテカルロ法は、
数値シミュレーションによってパラメータの推定を行う手法であり、確率分布に従う
乱数（random number）を繰り返し発生させ、パラメータの推定値が従う分布を近似
的に求める手法である。本論文で採り上げるモンテカルロ法以外にも、例えば、解析的
に信用リスク指標を求める手法はあるが、本論文の主題から外れるため扱わない。  
以下に参考とし、モンテカルロ法による信用ポートフォリオのリスク量（想定年間
損失額）の推定アルゴリズムを示す。なお、正規コピュラタイプの構造型モデルには、
マルチ・ファクター・モデルを想定している。  
  
デフォルト時
損失率
LGD
デフォルト時
エクスポージャー
EAD
貸出額
保全額
回収額
財務情報
経営情報 VaR
期待外損失
UL
期待損失
EL
実積デフォルト率
平均／分散／共分散
観測値
（データ／情報）
信用リスク指標
期待ショートフォール
ES
信用ポートフォリオの信用リスク量
信用リスク評価
モデル
デフォルト閾値
c（格付別）
資産相関
ρ
信用リスク量
L（個社別）
構造型モデル
正規コピュラタイプ
信用格付
PD（格付別）
デフォルト件数
企業数
損失発生シミュレーション
モンテカルロ法
信用ポートフォリオの信用リスク量
想定年間損失額
想定年間損失額分布
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想定年間損失額（信用ポートフォリオの信用リスク量）推定のアルゴリズム  
************************************************************************************************ 
1. モンテカルロ・シミュレーションの回数𝐸𝐸 (𝑠𝑠 = 1,2,⋯ , 𝐸𝐸)を設定する。  
2. 第𝑠𝑠番目の計算において、標準正規分布𝑁𝑁(0,1)に従う乱数を𝐶𝐶個発生させ、共通リス
ク要因𝐼𝐼𝑡𝑡,𝑚𝑚(𝑠𝑠)(𝑚𝑚 = 1,2,⋯ ,𝐶𝐶)の値を決定する。  
3. 第𝑠𝑠番目の計算において、標準正規分布𝑁𝑁(0,1)に従う乱数を𝑁𝑁個発生させ、各企業の
個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖(𝑠𝑠) (𝑖𝑖 = 1,2,⋯ ,𝑁𝑁)の値を決定する。  
4. 第𝑠𝑠番目の計算において、各企業における企業価値𝑍𝑍𝑡𝑡,𝑖𝑖(𝑠𝑠)を求める。𝑍𝑍𝑡𝑡,𝑖𝑖は下式の通り。 
𝑍𝑍𝑡𝑡,𝑖𝑖(𝑠𝑠) = ∑ 𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚𝐼𝐼𝑡𝑡,𝑚𝑚(𝑠𝑠)𝑀𝑀𝑚𝑚=1 + �1 − �∑ 𝛼𝛼𝑡𝑡,𝑖𝑖,𝑚𝑚2𝑀𝑀𝑚𝑚=1 �𝜀𝜀𝑡𝑡,𝑖𝑖(𝑠𝑠),          (𝑖𝑖 = 1,2,⋯ ,𝑁𝑁)  
5. 第𝑠𝑠番目の計算において、各企業における企業価値𝑍𝑍𝑡𝑡,𝑖𝑖(𝑠𝑠)とデフォルト閾値𝑐𝑐𝑡𝑡,𝑖𝑖を比較
する。企業価値𝑍𝑍𝑡𝑡,𝑖𝑖(𝑠𝑠)がデフォルト閾値𝑐𝑐𝑡𝑡,𝑖𝑖を下回る場合にデフォルトと判定する。
各企業の信用リスク量𝐿𝐿𝑡𝑡,𝑖𝑖(𝑠𝑠)を求める。各企業の信用リスク量𝐿𝐿𝑡𝑡,𝑖𝑖(𝑠𝑠)は下式の通り。  
𝐿𝐿𝑡𝑡,𝑖𝑖(𝑠𝑠) = 𝟏𝟏𝑍𝑍𝑡𝑡,𝑖𝑖(𝑠𝑠)≤𝑐𝑐𝑡𝑡,𝑖𝑖 × �𝐿𝐿𝑡𝑡,𝑖𝑖�,           (𝑖𝑖 = 1,2,⋯ ,𝑁𝑁)  
6. 第𝑠𝑠番目の計算において、信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡(𝑠𝑠)（想定年間損失
額）を求める。信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡
(𝑠𝑠)は下式の通り。  
𝐿𝐿𝑡𝑡
(𝑠𝑠) = ∑ 𝐿𝐿𝑡𝑡,𝑖𝑖(𝑠𝑠)𝑛𝑛𝑖𝑖=1   
7. 上記の step 2 から 6 までの計算について、step 1 で設定した回数𝐸𝐸だけ繰り返す。
𝐸𝐸個の信用ポートフォリオのリスク量𝐿𝐿𝑡𝑡
(𝑠𝑠)（想定年間損失額）を求め、信用ポート
フォリオの信用リスク量𝐿𝐿𝑡𝑡
(𝑠𝑠)に関する推定値の分布を得る。  
8. step 7 で得られた分布から VaR や期待ショートフォールを求める。  
************************************************************************************************ 
 
モンテカルロ法による推定アルゴリズムは計算工程が長く、十分な計算時間こそ確保
する必要があるが、1 つ 1 つのステップはシンプルな計算の繰り返しに過ぎない。上述
のように推定のアルゴリズムさえ整理して記述できれば、パラメータの推定値を容易
に算出可能であり、汎用性の高いパワフルな手法である。  
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５．資産相関のランダム化 
本論文は、第 5 章に至るまで、信用ポートフォリオのリスク計量に関する全体像を
理解すべく、資産相関の推定方法を中心にさまざまなトピックを確認してきた。これ
までの整理をもとに、本章では、本論文の核心となる、資産相関のランダム化について
議論していく。はじめに、現在主流の 2 つのアプローチが抱える問題点を整理する。
そして、資産相関のランダム化に至る着想と前提条件を述べ、2 つの検討例を紹介して
いく。最後に、資産相関のランダム化の影響について考察し、擬似的に資産相関をラン
ダム化した仮想モデルでもって信用ポートフォリオの信用リスク量の変化を確認する。 
 
5.1  反省と課題 
本論文の冒頭にて述べたように、世界金融危機を背景に、金融機関のリスク管理の
改善・高度化に関する社会的な要請は高まる一方である。経済において、金融機関は、
社会インフラとしての機能を果たす、重要な組織である。そのため、金融機関のリスク
管理は、一般の事業会社と比較して、より一層高いレベルでのリスク管理を求められ
ていると考える。特に、金融機関の信用リスク管理は、バーゼル銀行監督委員会（BCBS: 
Basel Committee on Banking Supervision）により公表された自己資本比率規制（Basel 
Capital Accords） 17によって、最も早い段階（1980 年代後半）から注目されているこ
とからも、その重要度の高さは明らかであろう。  
信用リスク管理の定量的側面における世界金融危機での最大の反省は、同時デフォ
ルト（simultaneous default）、連鎖デフォルト（chain default）、そして相関構造
（correlation structure）に対する過小評価とみられる傾向が強い。これらの反省点は、
相互に関連し合う概念であるが、本論文では、正規コピュラタイプの構造型モデルに
おける資産相関と最も深く関連する相関構造の過小評価について検討する 18。  
この問題の解決方針には、次の 2 つのアプローチが主流と考えられている。第一に、
企業間の信用リスクの依存関係を表現したモデリングに誤りがあったと解釈し、より
複雑なコピュラ関数を用いてモデル化するアプローチがある。このアプローチでは、
正規コピュラではなく、より分布の裾が厚い（fat tail）コピュラや非対称な（asymmetric）
コピュラを採用することで、信用リスク量の保守性を高めることが試みられている。
従来の正規コピュラによる表現では、相関構造の評価が不十分であったと考える立場
である。第二に、企業間の信用リスクに係る相関構造の説明要因（factor）が不足して
いたと考え、説明要因を追加、或いは、変更することで、モデルをマルチ・ファクター
化するアプローチがある。このアプローチでは、説明要因に使用する業種数の変更（例
えば、3 種類から 10 種類への増加など）や、業種以外（格付、地域、事業規模など）
                                                   
17 日本では、自己資本比率規制を「BIS 規制」と呼ぶことが多い。  
18 BIS 規制における資産相関の取り扱いや解釈は、BCBS (2005)や飯野・桑原・関田・中島・山口・吉澤
（2015）を参照されたい。BCBSは実証と直感（empirical evidence and intuition）に基づくものと予め断り
つつも、資産相関を求める関数を定義している。その関数は、デフォルト確率の減少関数であり、事業法人向け
の資産相関は、フロア 0.12とキャップ 0.24の値が定められている。金融システムへの影響の大きさを考慮し、
大規模規制金融機関等向けの資産相関のフロアとキャップの値は、Basel IIIにおいて保守的に 1.25倍されている
（フロア 0.15、キャップ 0.30）。 
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の説明要因の追加によって、相関構造のグラニュラリティ（granularity）を高め、全体
としてモデルの説明力の向上を図っている。  
信用リスク管理の実態に鑑みるに、これら 2 つのアプローチは依然として実務上の
コンセンサスには至っておらず、現時点では試行錯誤の段階から抜け出してはいない。 
2 つのアプローチがコンセンサスには至らない理由について、金融機関の実務的見地
から考えてみたい。第一のアプローチに関しては、信用ポートフォリオの信用リスク
量をより保守的に捉えるコピュラ関数を選択する、という根拠が不足している。正規
コピュラ以外を採用する強い理由がなければ、敢えてモデルを複雑にするような選択
肢は避け、技術的な取り扱い易さを優先して正規コピュラを選択する方が好ましいと
考えるのが妥当だろう。また、正規コピュラ以外のコピュラ関数を選択した場合、個々
の周辺分布に仮定した企業価値の確率分布（正規分布）まで遡り、モデルの前提条件を
チェックする必要もある。次節では、従来のリスク計測モデルの前提条件を変えずに、
信用ポートフォリオの信用リスク量をより保守的に捉える手法を検討する。すなわち、
第一のアプローチの改善策として、モデリングに誤りがあったと解釈するのではなく、
それ以外の要素、本論文では資産相関自身とその推定結果の解釈に検討の余地がある
と考え、議論を展開していく。  
第二のアプローチは、第一のアプローチと比較すれば、自然なモデルの拡張であり、
全体的に説明力も高まるため、コンセプトとしては十分に実務での活躍が期待できる。
しかし、根本的なデータ不足（data scarcity）の問題から、資産相関に係る推定結果の
信頼性が懸念される。これは次の 2 点が主な原因として考えられる。デフォルト件数
および企業数は年次データであり、時系列のデータポイント数が少ない。そのため、平
均実積デフォルト率を求める際に期間数（分母）が少なくなり平滑化の効果が弱まる。
いま、年次の期間数を𝑇𝑇𝑦𝑦𝑦𝑦𝐺𝐺𝑟𝑟、月次の期間数を𝑇𝑇𝑚𝑚𝑚𝑚𝑛𝑛𝑡𝑡ℎとすれば、この主張は次式のように
表現できる。  
 
𝑇𝑇𝑦𝑦𝑦𝑦𝐺𝐺𝑟𝑟 < 𝑇𝑇𝑚𝑚𝑚𝑚𝑛𝑛𝑡𝑡ℎ ↔ 1𝑇𝑇𝜌𝜌𝑦𝑦𝑦𝑦𝑟𝑟 > 1𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡ℎ [49] 
 
また、マルチ・ファクター化によって、説明要因におけるカテゴリのグラニュラリティ
を高めようとすると、推定する資産相関の数が増加し、1 個の資産相関あたりのデータ
数が減少する。例えば、代表的なところで、業種に関してそのグラニュラリティを高め
れば業種数が増え、反対に資産相関の推定に使用可能なデータ数が減少する。そして、
推定結果の信頼性が低下するものと考える。すなわち、実積デフォルト率に関し、その
企業数（分母）が減少するため、デフォルト件数（分子）1 件の増減に対する変化量が
大きくなる。いま、企業数全体を𝑁𝑁𝑡𝑡𝑚𝑚𝑡𝑡𝐺𝐺𝑡𝑡として、業種 1 と業種 2 に属する企業数をそれ
ぞれ𝑁𝑁1および𝑁𝑁2とすれば、この主張は次式のように表現できる。  
 
𝑁𝑁𝑡𝑡𝑚𝑚𝑡𝑡𝐺𝐺𝑡𝑡 = 𝑁𝑁1 + 𝑁𝑁2 ↔ 1𝑁𝑁𝑡𝑡𝑚𝑚𝑡𝑡𝑦𝑦𝑡𝑡 < 1𝑁𝑁1 , 1𝑁𝑁𝑡𝑡𝑚𝑚𝑡𝑡𝑦𝑦𝑡𝑡 < 1𝑁𝑁2 [50] 
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以上より、説明要因におけるカテゴリのグラニュラリティを高めれば実積デフォルト
率の平均、分散、並びに、共分散の変化は大きくなり易く、推定結果の信頼性を犠牲に
せざるを得ないことが直感的にわかる。データ不足のために推定結果が安定しないと
いう問題はまさしく本質的であり、その解決は容易ではない。モデルの改善・高度化と
推定結果の信頼性はトレード・オフの関係にあり、その解決は極めて難しい。本論文の
検討例が、この問題に対して結果的にどのように対応し得るのか、本章後半の考察で
述べることとしたい。  
 
5.2  着想と要因 
本節では現在主流のアプローチから視点を変え、資産相関のランダム化に至る着想
を、3 つの要因（前提条件）から述べる。  
はじめに図 6 の構成から説明する。そして従来までの倒産事象（クレジット・イベ
ント）の相関構造のモデル化を主眼としたアプローチから脱し、信用リスク量全体の
視点を取り入れることにより、資産相関をランダム化して考えられることを説明する。 
 
図 6： デフォルト確率の変動から「資産相関のランダム化」へ 
 
格付グループ
(Good)
(Bad)
デフォルト確率の変動 ＝ 資産相関の変動
デフォルト確率
企業数
(High)(Low)
格付グループ
(Good)
(Bad)
信用リスク量
「資産相関のランダム化」
固定値から変動値へ
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図 6 の上段のマトリックスは、縦軸に格付グループ𝑟𝑟ℎ（ℎ = 1,2,⋯ ,𝐻𝐻）、横軸に信用
リスク量|𝐿𝐿𝑘𝑘|（𝑘𝑘 = 1,2,⋯ ,𝐾𝐾）をとり、2 次元の集計単位を構成している。ただし、信用
リスク量|𝐿𝐿𝑘𝑘|によるカテゴリは、正規コピュラタイプの構造型モデルにおける資産相関
に考慮されていない要素とする 19。ここで、横軸の信用リスク量|𝐿𝐿𝑘𝑘|も格付グループと
同様に、いくつかの区分をもつカテゴリ・データを想定する。なお、マトリックス中の
丸印は当該カテゴリに属する企業数をカウントする集計単位として考える。このとき、
各集計単位の企業数を数え上げて、その度数（frequency）を全企業数で除した値は、
所謂、「確率」（probability）として数学的には解釈できる。  
図 6 の下段は、信用リスク量の第𝑘𝑘番目の区分を抜き出したものである。また、図 6
右下のヒストグラムは、それぞれの格付グループに属する企業数を集計したグラフで
ある 20。ヒストグラムとして表現すると、集計単位ごとに企業数が異なるため、デフ
ォルト確率があたかも確率的に変動しているようにみえる。ここで異なる格付グルー
プ間のデフォルト確率の差異は、格付グループごとの資産相関の差異に因ると考えれ
ば、「デフォルト確率の変動＝資産相関の変動」と整理できる 21。図中 6 の矢印に従
って、そのまま横軸へと視線を移していけば、信用リスク量|𝐿𝐿𝑘𝑘|の個々のカテゴリはモ
デルの説明要因として考慮していないが、実はそれぞれが異なる資産相関をもち得る
のではないかという着想に至る。  
上記の主張を踏まえ、例えば同格付グループ𝑟𝑟ℎに属する企業𝑖𝑖と𝑗𝑗について企業価値を
𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟ℎおよび𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟ℎと表現するとき、資産相関𝜌𝜌𝑡𝑡,𝑟𝑟ℎとランダム化した資産相関𝜌𝜌�𝑡𝑡,𝑟𝑟ℎ∗ の関係は、
次式のように表現できる。  
 
𝜌𝜌𝑡𝑡,𝑟𝑟ℎ = 𝐂𝐂𝐂𝐂𝐂𝐂�𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟ℎ ,𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟ℎ�
�𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟ℎ��𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟ℎ�  
𝑟𝑟𝐺𝐺𝑛𝑛𝑑𝑑𝑚𝑚𝑚𝑚𝑖𝑖𝑟𝑟𝐺𝐺𝑡𝑡𝑖𝑖𝑚𝑚𝑛𝑛
�⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯�  𝜌𝜌�𝑡𝑡,𝑟𝑟ℎ∗ = 𝐂𝐂𝐂𝐂𝐂𝐂�𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟ℎ ,𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟ℎ  ||𝐿𝐿�𝑘𝑘|�
�𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑖𝑖,𝑟𝑟ℎ  ||𝐿𝐿�𝑘𝑘|��𝐕𝐕𝐕𝐕𝐕𝐕�𝑍𝑍𝑡𝑡,𝑗𝑗,𝑟𝑟ℎ  ||𝐿𝐿�𝑘𝑘|� [51] 
 
上式は、資産相関が信用リスク量�𝐿𝐿�𝑘𝑘�（�𝐿𝐿�𝑘𝑘� = |𝐿𝐿1|, |𝐿𝐿2|,⋯ , |𝐿𝐿𝐾𝐾|）の条件付きでランダム化
されることを示している。このとき、格付グループ𝑟𝑟ℎに属する企業数を𝑁𝑁𝑟𝑟ℎ、そのうち
信用リスク量の区分𝑘𝑘に属する企業数を𝑁𝑁𝑟𝑟ℎ,𝑘𝑘と表現すれば、個々の信用リスク量|𝐿𝐿𝑘𝑘|の
確率（個々の企業が第𝑘𝑘番目の信用リスク量の区分に分類される確率）は、𝑁𝑁𝑟𝑟ℎ,𝑘𝑘 𝑁𝑁𝑟𝑟ℎ⁄ と
具体的に考えることができる。すなわち、本来、信用リスク量|𝐿𝐿𝑘𝑘|そのものは確率変数
ではないが、結果として全𝐾𝐾種（区分）のカテゴリをもつ確率変数として見做せ、数学
                                                   
19 図 6 の中では信用リスク量はデフォルト確率に影響を与えない要素と仮定する。  
20 たとえ縦軸が「格付グループ」ではなく「業種」であったとしても、同様の議論が可能である。  
21 本論文では、格付ごとのデフォルト確率は外生的に与えているため、その構造を式として特定して
おらず、厳密には資産相関が要因であるかはわからない。しかし、そもそもの企業間の相関を考慮する
という前提のもと、同格付内の企業価値は資産相関をもつ。従って、個々の格付別デフォルト確率の一
要因として資産相関を考えることは妥当であろう。  
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的には条件を与える確率変数として扱うことができる。以上の議論が、信用リスク量
全体の観点からみた、資産相関のランダム化に関する第一の要因である。  
資産相関のランダム化に係る第二の要因には、資産相関を推定する際のデータ数が
少ないため、推定誤差（estimation error）の存在が考えられる。このとき、誤差は、
中心極限定理のもとで正規性を前提条件として考える。その検討例は、次節にて説明
する。  
最後に第三の要因として、データが逐次更新（sequential updating）されていくため、
資産相関の推定結果につき、その更新と共に誤差が時系列に変化していくことが前提
条件として考えられる。この前提条件は、時系列の方向に誤差が累積していくという
ように解釈することもできるだろう。第三の要因を前提とした検討例は、第二の要因
と同様に次節において紹介する。  
 
5.3  検討例 
パラメータである資産相関について、固定値（定数）ではなく変動値（確率変数）と
して扱うと表現すると、耳慣れない違和感を覚えるかもしれない。しかし、この「資産
相関のランダム化」という考え方の本質はパラメータの推定量に係る不確実性を考慮
することに他ならず、特に誤差を前提条件（第二の要因と第三の要因）と考える場合、
最終的にはパラメータの推定量の偏りや確率分布の議論へと帰着していくことになる。 
以下に、本節では資産相関のランダム化に係る前提条件を逐次更新とした場合と、
中心極限定理とした場合の 2 案を検討例として紹介する。  
 
検討例Ⅰ（前提条件：逐次更新） 
資産相関をランダム化する手法として、ベイズ理論をもとに検討してみたい。この
アプローチは、資産相関の不確実性について、時変性（time-varying）を考慮すること
を意図したモデルである。各時点のデータ（観測値）を使用しながら、資産相関の推定
値に係る確率分布をアップデートしていく手法である。  
本手法の議論に必要な前提知識として、ベイズ理論とマルコフ過程を概説したうえ
で、具体的な定式化例を紹介する。  
 
ベイズ理論 
ベイズ理論（Bayes’ theory）とは、ベイズの定理をもとにパラメータの推定について
議論するベイズ統計学（Bayesian statistics）のことである。ベイズ理論は、1700 年代
に Thomas Bayes により考案されたベイズ確率（Bayesian probability）という考え方
にその基礎をおく。  
いま、標本空間上で定義される 2つの事象𝐴𝐴および𝐵𝐵があり、それぞれの周辺確率Pr[𝐴𝐴]
およびPr[𝐵𝐵]を定義する。これらの事象は独立ではなく、同時確率Pr[𝐴𝐴,𝐵𝐵]が定義可能と
する。事象𝐵𝐵が起きたときに事象𝐴𝐴が起こる条件付き確率をPr[𝐴𝐴 |𝐵𝐵]とし、反対に、事象
𝐴𝐴が起きたときに事象𝐵𝐵が起こる条件付き確率をPr[𝐵𝐵 |𝐴𝐴]とする。このとき、条件付き確
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率Pr[𝐴𝐴 |𝐵𝐵]は、次式によって定義される。  
 Pr[𝐴𝐴 |𝐵𝐵] = Pr[𝐴𝐴,𝐵𝐵]
Pr[𝐵𝐵]  [52] 
 
同様に、条件付き確率Pr[𝐵𝐵 |𝐴𝐴]は次式である。  
 Pr[𝐵𝐵 |𝐴𝐴] = Pr[𝐴𝐴,𝐵𝐵]
Pr[𝐴𝐴]  [53] 
 
同時確率Pr[𝐴𝐴,𝐵𝐵]と条件付確率Pr[𝐴𝐴 |𝐵𝐵]および  Pr[𝐵𝐵 |𝐴𝐴]の間には、次の関係式がある。これ
を乗法定理（multiplication theorem of probability）という。  
 Pr[𝐴𝐴,𝐵𝐵] = Pr[𝐴𝐴 |𝐵𝐵]Pr[𝐵𝐵] = Pr[𝐵𝐵 |𝐴𝐴]Pr[𝐴𝐴] [54] 
 
このとき、周辺確率Pr[𝐴𝐴]および  Pr[𝐵𝐵]が0ではないと仮定すると、以下のベイズの定理
（Bayes’ theorem, Bayes’ rule）が導かれる。下式を事象𝐴𝐴に関するベイズ確率という。 
 Pr[𝐴𝐴 |𝐵𝐵] = Pr[𝐵𝐵 |𝐴𝐴]Pr[𝐴𝐴]
Pr[𝐵𝐵]  [55] 
 
ところで、事象𝐴𝐴が相互に背反な𝐾𝐾個の部分事象へと分割可能（Pr[𝐴𝐴] = ∑ Pr[𝐴𝐴𝑘𝑘]𝐾𝐾𝑘𝑘=1 ）で
あるとき、周辺確率と条件付確率の関係を表す式として、以下の全確率の公式（law of 
total probability）がある。  
 Pr[𝐵𝐵] = ∑ Pr[𝐵𝐵 |𝐴𝐴𝑘𝑘]Pr[𝐴𝐴𝑘𝑘]𝐾𝐾𝑘𝑘=1  [56] 
 
上式より、ベイズの定理は一般化して次式のようにも表現することが可能である。  
 Pr[𝐴𝐴𝑘𝑘  |𝐵𝐵] = Pr[𝐵𝐵 |𝐴𝐴𝑘𝑘]Pr[𝐴𝐴𝑘𝑘]∑ Pr[𝐵𝐵 |𝐴𝐴𝑘𝑘]Pr[𝐴𝐴𝑘𝑘]𝐾𝐾𝑘𝑘=1  [57] 
 
ここまでの議論は確率関数に関するものだが、これらは確率密度関数（連続）に拡張
することが可能である。いま、ベイズの定理を 2 つの確率変数𝑋𝑋および𝑌𝑌の関係として
一般化する。ここで、事象𝐴𝐴は𝑋𝑋に、事象𝐵𝐵は𝑌𝑌に対応し、確率密度関数を𝑖𝑖(∙)とすれば、
各事象の確率は次のように表現できる。  
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Pr[𝐴𝐴] = ∫ 𝑖𝑖(𝑥𝑥) 𝑥𝑥∈𝐴𝐴 𝑑𝑑𝑥𝑥 ,    Pr[𝐵𝐵] = ∫ 𝑖𝑖(𝑑𝑑) 𝑦𝑦∈𝐵𝐵 𝑑𝑑𝑑𝑑 [58] 
Pr[𝐵𝐵 |𝐴𝐴] = ∫ 𝑖𝑖(𝑑𝑑 |𝑥𝑥) 𝑦𝑦∈𝐵𝐵 𝑑𝑑𝑑𝑑 ,     Pr[𝐴𝐴 |𝐵𝐵] = ∫ 𝑖𝑖(𝑥𝑥 |𝑑𝑑) 𝑥𝑥∈𝐴𝐴 𝑑𝑑𝑥𝑥 [59] 
 
ベイズの定理は確率密度関数で表現すると、次式によって定義される。  
 
𝑖𝑖(𝑋𝑋|𝑌𝑌) = 𝑓𝑓(𝑌𝑌 |𝑋𝑋)𝑓𝑓(𝑋𝑋)
𝑓𝑓(𝑌𝑌)  [60] 
 
ベイズの定理を観測値に基づく、パラメータ推定の議論の文脈で説明していく。ある
確率変数𝑋𝑋について、𝑛𝑛個のパラメータ𝛉𝛉 = (𝜃𝜃1,𝜃𝜃2,⋯ ,𝜃𝜃𝑛𝑛)T（𝑛𝑛 × 1ベクトル）があり、確率
変数𝑋𝑋の確率密度関数は𝑖𝑖(𝑋𝑋 |𝛉𝛉)であるとする。なお、右上の添え字Tはベクトルや行列
の転置（transpose）を表す。ここで、𝑛𝑛個の独立な観測値𝐱𝐱 = (𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛)Tが得られた
とき、観測値に対する同時確率𝑖𝑖(𝐱𝐱 |𝛉𝛉)は次式である。  
 
𝑖𝑖(𝐱𝐱 |𝛉𝛉) = ∏ 𝑖𝑖(𝑥𝑥𝑖𝑖|𝛉𝛉)𝑛𝑛𝑖𝑖=1  [61] 
 
上式の同時確率についてパラメータ𝛉𝛉の関数としてみた𝑖𝑖(𝐱𝐱 |𝛉𝛉) ≡ ℒ(𝛉𝛉 |𝐱𝐱)を尤度関数
（likelihood function）という。この尤度関数の値を最大にするパラメータ𝛉𝛉は、最尤
推定値（maximum likelihood estimate）という。  
 
𝛉𝛉�𝑚𝑚𝑡𝑡𝑦𝑦 = max
𝛉𝛉
∏ 𝑖𝑖(𝑥𝑥𝑖𝑖|𝛉𝛉)𝑛𝑛𝑖𝑖=1  [62] 
 
ここで、パラメータ𝛉𝛉について、分析者が何らかの知識・知見を事前情報としてもち、
その事前情報を確率分布の形式でもって、  
 
𝛉𝛉 ~ 𝑖𝑖(𝛉𝛉) [63] 
 
と表現できるとき、𝑖𝑖(𝛉𝛉)をパラメータ𝛉𝛉の事前分布（prior distribution）と呼ぶ。尤度
関数（式[61]）および事前分布（式[63]）を、ベイズの定理にあてはめれば次式を得る。  
 
𝑖𝑖(𝛉𝛉 |𝐱𝐱) = 𝑓𝑓(𝐱𝐱 |𝛉𝛉)𝑓𝑓(𝛉𝛉)
𝑓𝑓(𝐱𝐱)  [64] 
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上式の条件付き確率分布𝑖𝑖(𝛉𝛉 |𝐱𝐱)は、観測値𝐱𝐱が与えられたときにおける、パラメータ𝛉𝛉に
関する確率分布である。ベイズ理論の文脈では、条件付き確率分布𝑖𝑖(𝛉𝛉 |𝐱𝐱)を事後分布
（posterior distribution）という。ベイズの定理により、パラメータ𝛉𝛉に関する情報を、
ある 1 つの点推定値ではなく確率分布として得られる。パラメータ𝛉𝛉のみに関する情報
を考えれば、事前分布𝑖𝑖(𝛉𝛉)と尤度関数𝑖𝑖(𝐱𝐱 |𝛉𝛉)にあり、パラメータ𝛉𝛉の事後分布𝑖𝑖(𝛉𝛉 |𝐱𝐱)の
推定において観測値だけを引数とする関数𝑖𝑖(𝐱𝐱)は不要である 22。そのため、事後分布は
定数𝑖𝑖(𝐱𝐱)を除いて、次のように表現されることも多い。下式の右辺は、事後分布のカー
ネル（kernel）と呼ばれる。  
 
𝑖𝑖(𝛉𝛉 |𝐱𝐱) ∝ 𝑖𝑖(𝐱𝐱 |𝛉𝛉)𝑖𝑖(𝛉𝛉) [65] 
 
ベイズ推定（Bayesian estimation, Bayesian inference）の基本的な枠組みとしては、
事前分布と尤度関数の積により事後分布をモデリングして数式を整理し、事後分布を
求めていく。このとき、事後分布が一般によく知られた確率分布であればよいが、実際
にはそのようにならないことも多い。そうした場合、マルコフ連鎖モンテカルロ法
（MCMC: Markov Chain Monte Carlo）によって事後分布に従うパラメータ𝛉𝛉の推定値
をサンプリングして確率分布を推定するアプローチがとられる。  
ベイズ理論の説明の最後に、観測値が時系列で取得できる場合を想定し、事後分布
を逐次的に更新していく枠組みを紹介する。この枠組みは、ベイズ更新（Bayesian 
updating）と呼ばれている。いま、時間依存の確率変数列{𝐘𝐘: 𝑌𝑌1,𝑌𝑌2,⋯ ,𝑌𝑌𝑡𝑡 ,⋯ ,𝑌𝑌𝑇𝑇}を考え、(𝑡𝑡 − 1)時点での観測値𝐲𝐲𝑡𝑡−1を、続く𝑡𝑡時点での観測値を𝐲𝐲𝑡𝑡とし、パラメータ𝛉𝛉の事後分布
𝑖𝑖(𝛉𝛉 |𝐲𝐲𝑡𝑡 ,𝐲𝐲𝑡𝑡−1)を考える。  
 
𝑖𝑖(𝛉𝛉 |𝐲𝐲𝑡𝑡, 𝐲𝐲𝑡𝑡−1) = 𝑓𝑓(𝐲𝐲𝑡𝑡,𝐲𝐲𝑡𝑡−1 |𝛉𝛉)𝑓𝑓(𝛉𝛉)𝑓𝑓(𝐲𝐲𝑡𝑡,𝐲𝐲𝑡𝑡−1)   
= 𝑓𝑓(𝐲𝐲𝑡𝑡 |𝐲𝐲𝑡𝑡−1,𝛉𝛉)𝑓𝑓(𝐲𝐲𝑡𝑡−1 |𝛉𝛉)𝑓𝑓(𝛉𝛉)
𝑓𝑓(𝐲𝐲𝑡𝑡,𝐲𝐲𝑡𝑡−1)   
= 𝑓𝑓(𝐲𝐲𝑡𝑡 |𝐲𝐲𝑡𝑡−1,𝛉𝛉)𝑓𝑓(𝛉𝛉 |𝐲𝐲𝑡𝑡−1)𝑓𝑓(𝐲𝐲𝑡𝑡−1)
𝑓𝑓(𝐲𝐲𝑡𝑡,𝐲𝐲𝑡𝑡−1)   ∝𝛉𝛉 𝑖𝑖(𝐲𝐲𝑡𝑡 |𝐲𝐲𝑡𝑡−1,𝛉𝛉)𝑖𝑖(𝛉𝛉 |𝐲𝐲𝑡𝑡−1) [66] 
 
上式において、観測値𝐲𝐲𝑡𝑡−1と𝐲𝐲𝑡𝑡が独立に観測された仮定すれば、次のように展開できる。 
 
= 𝑓𝑓(𝐲𝐲𝑡𝑡 |𝛉𝛉)𝑓𝑓(𝛉𝛉 |𝐲𝐲𝑡𝑡−1)𝑓𝑓(𝐲𝐲𝑡𝑡−1)
𝑓𝑓(𝐲𝐲𝑡𝑡)𝑓𝑓(𝐲𝐲𝑡𝑡−1)   
                                                   
22 ただし、観測データの確率分布𝑖𝑖(𝐱𝐱)は、規格化定数（normalized constant）としての役割をもつ。  
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= 𝑓𝑓(𝐲𝐲𝑡𝑡 |𝛉𝛉)𝑓𝑓(𝛉𝛉 |𝐲𝐲𝑡𝑡−1)
𝑓𝑓(𝐲𝐲𝑡𝑡)   ∝𝛉𝛉 𝑖𝑖(𝐲𝐲𝑡𝑡  |𝛉𝛉)𝑖𝑖(𝛉𝛉 |𝐲𝐲𝑡𝑡−1) [67] 
 (𝑡𝑡 − 1)時点での観測値𝐲𝐲𝑡𝑡−1に基づく事後分布𝑖𝑖(𝛉𝛉 |𝐲𝐲𝑡𝑡−1)が、𝑡𝑡時点の事後分布𝑖𝑖(𝛉𝛉 |𝐲𝐲𝑡𝑡,𝐲𝐲𝑡𝑡−1)
の推定おいて事前分布として機能していることがわかるだろう。  
このように、直前の事後分布が、現在の事前分布へと変わり、その事前分布に基づき
直後の事後分布を推定するという仕組みがベイズ理論にはある。つまり、ベイズ理論
によるパラメータ推定のもとでは、パラメータ𝛉𝛉の確率分布には、時点ごとの観測値に
よって、いわば「学習」を重ねていくプロセスがある。ベイズ理論は、パラメータ𝛉𝛉の
確率分布の推定において、その時変性に関する 1 つの考え方を与えてくれている。  
以上の整理は、確率密度関数（連続）での表現だが、確率関数（離散）による表現に
おいても同様に成立する。  
 
マルコフ過程 
マルコフ過程（Markov process）は、Andrey Andreyevich Markov の研究に起源を
もつ確率過程である。ある時点において、ある状態（state）となる確率が、その直前の
時点における状態のみに依存して決定される確率過程をマルコフ過程という。また、
このような性質のことをマルコフ性（Markov property）という。特に、その確率過程
において、状態、或いは、時間の捉え方が離散的な場合、マルコフ過程はマルコフ連鎖
（Markov chain）と呼ばれている。  
離散時間（𝑡𝑡 = 1,2,⋯ ,𝑇𝑇）の確率過程として、時間依存の確率変数列{𝐘𝐘: 𝑌𝑌1,𝑌𝑌2,⋯ ,𝑌𝑌𝑡𝑡 ,⋯ ,𝑌𝑌𝑇𝑇}
を考える。確率変数𝑌𝑌𝑡𝑡は、𝐾𝐾個の状態に変化する確率変数とする。確率変数𝑌𝑌𝑡𝑡の状態数
𝑁𝑁は時間に依存せず一定とし、各時点での確率変数𝑌𝑌𝑡𝑡の状態を𝑑𝑑𝑡𝑡と記述する。このとき、
マルコフ連鎖は、次式として表現できる。  
 Pr[ 𝑌𝑌𝑡𝑡 = 𝑑𝑑𝑡𝑡  |𝑌𝑌𝑡𝑡−1 = 𝑑𝑑𝑡𝑡−1,𝑌𝑌𝑡𝑡−2 = 𝑑𝑑𝑡𝑡−2,⋯ ,𝑌𝑌1 = 𝑑𝑑1] = Pr[ 𝑌𝑌𝑡𝑡 = 𝑑𝑑𝑡𝑡  |𝑌𝑌𝑡𝑡−1 = 𝑑𝑑𝑡𝑡−1] [68] 
 
なお、マルコフ性ではなく、完全に時間依存しない独立性を仮定した場合、上式の右辺
につき、直前の時点における情報にも依存ないため、次式となる。  
 Pr[𝑌𝑌𝑡𝑡 = 𝑑𝑑𝑡𝑡  |𝑌𝑌𝑡𝑡−1 = 𝑑𝑑𝑡𝑡−1,𝑌𝑌𝑡𝑡−2 = 𝑑𝑑𝑡𝑡−2,⋯ ,𝑌𝑌1 = 𝑑𝑑1] = Pr[ 𝑌𝑌𝑡𝑡 = 𝑑𝑑𝑡𝑡] [69] 
 
マルコフ連鎖において、推移確率行列（transition probability matrix）𝐏𝐏𝑡𝑡|𝑡𝑡−1（𝐾𝐾 × 𝐾𝐾の
正方行列）を考えていく。行列𝐏𝐏𝑡𝑡|𝑡𝑡−1のサイズ𝐾𝐾 × 𝐾𝐾は、確率変数𝑌𝑌𝑡𝑡のとり得る状態数に
対応している。行列𝐏𝐏𝑡𝑡|𝑡𝑡−1は、直前の過去(𝑡𝑡 − 1)時点における状態𝑑𝑑𝑡𝑡−1から現在の𝑡𝑡時点
における状態𝑑𝑑𝑡𝑡へと推移する確率𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡)を成分とする行列である。推移確率
（transition probability）𝑝𝑝𝑡𝑡−1,𝑡𝑡[𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡]は次式によって定義される。  
 
𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡) = Pr[ 𝑌𝑌𝑡𝑡 = 𝑑𝑑𝑡𝑡  |𝑌𝑌𝑡𝑡−1 = 𝑑𝑑𝑡𝑡−1],      0 ≤ 𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡) ≤ 1 [70] 
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いま、確率変数𝑌𝑌に関する離散の状態空間（state space）について、整数値でもって、
その実現した状態を1,2,⋯ ,𝐾𝐾 ∈ 𝑑𝑑𝑡𝑡 ,𝑑𝑑𝑡𝑡−1と識別する。推移確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1（𝐾𝐾 × 𝐾𝐾）は次式
として表現できる。  
 
𝐏𝐏𝑡𝑡|𝑡𝑡−1 = �𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡)�,       𝐏𝐏𝑡𝑡|𝑡𝑡−1 = � 𝑝𝑝𝑡𝑡−1,𝑡𝑡(1,1) ⋯ 𝑝𝑝𝑡𝑡−1,𝑡𝑡(1,𝐾𝐾)⋮ ⋱ ⋮
𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝐾𝐾, 1) ⋯ 𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝐾𝐾,𝐾𝐾)� [71] 
 
このとき、(𝑡𝑡 − 1)時点における各状態𝑑𝑑𝑡𝑡−1から、現在の𝑡𝑡時点における状態𝑑𝑑𝑡𝑡への推移は
𝐾𝐾種類しか存在せず、必ず何れかの状態に移る。従って、𝐏𝐏𝑡𝑡|𝑡𝑡−1の各行和は、次式の通り、1になるという性質がある。  
 
∑ 𝑝𝑝𝑡𝑡−1,𝑡𝑡(𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡)𝐾𝐾𝑦𝑦𝑡𝑡=1 = 1,           𝐏𝐏𝑡𝑡|𝑡𝑡−1𝟏𝟏�⃗ = 𝟏𝟏�⃗  [72] 
 
ただし、𝟏𝟏�⃗ （𝐾𝐾 × 1）は、すべての成分が1の列ベクトルである。  
 ここまでの議論では、推移確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1は各時点𝑡𝑡に依存すると考えてきたが、時間
に依存しない場合についても考えてみたい。すなわち、現在を時点0と考えれば、以下
の関係が成立することを意味する。  
 
𝐏𝐏1|0 = 𝐏𝐏2|1 = ⋯ = 𝐏𝐏𝑡𝑡|𝑡𝑡−1 = ⋯ = 𝐏𝐏𝑇𝑇|𝑇𝑇−1 [73] 
 
マルコフ連鎖の推移確率行列が時間的に変化しない性質を斉時性（time homogeneity）
という。この場合、推移確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1について𝐏𝐏𝑡𝑡|𝑡𝑡−1 ≡ 𝐏𝐏�、推移確率𝑝𝑝𝑡𝑡−1,𝑡𝑡[𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡]に関
しては𝑝𝑝𝑡𝑡−1,𝑡𝑡[𝑑𝑑𝑡𝑡−1,𝑑𝑑𝑡𝑡] ≡ ?̅?𝑝[𝑑𝑑0,𝑑𝑑1]とする。ところで、推移確率行列に斉時性が成立すると
仮定できれば、任意の 2 時点間の推移確率は推移前後の状態と、その時間間隔のみに
依存して決定される。ある𝑡𝑡時点から𝑇𝑇時点までの推移確率行列𝐏𝐏�𝑡𝑡,𝑇𝑇は、次式となる。こ
の場合、時間間隔は(𝑇𝑇 − 𝑡𝑡)となるため、行列𝐏𝐏�の(𝑇𝑇 − 𝑡𝑡)乗の計算により求められる。  
 
𝐏𝐏�𝑡𝑡,𝑇𝑇 = 𝐏𝐏�𝑡𝑡,𝑡𝑡+1𝐏𝐏�𝑡𝑡,𝑡𝑡+2 ⋯𝐏𝐏�𝑇𝑇−1,𝑇𝑇 = 𝐏𝐏� 𝐏𝐏�  ⋯  𝐏𝐏� = 𝐏𝐏�(𝑇𝑇−𝑡𝑡) [74] 
 
さらに、ある𝑡𝑡時点から𝑇𝑇時点までの経由点を𝜏𝜏 (𝑡𝑡 ≤ 𝜏𝜏 ≤ 𝑇𝑇)とすれば、次の方程式が成立
する。これを Chapman-Kolmogorov 方程式という。  
 
𝐏𝐏�𝑡𝑡,𝑇𝑇 = 𝐏𝐏�𝑡𝑡,𝜏𝜏𝐏𝐏�𝜏𝜏,𝑇𝑇 = 𝐏𝐏�(𝜏𝜏−𝑡𝑡)𝐏𝐏�(𝑇𝑇−𝜏𝜏) = 𝐏𝐏�(𝑇𝑇−𝑡𝑡) [75] 
 
上式では推移確率行列に斉時性を仮定しているが、Chapman-Kolmogorov 方程式は斉
時性を仮定しない推移確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1においても成立する。ただし、その場合には推移
確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1が時点ごとに異なるため、行列の冪乗による表現はできない。  
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定式化例Ⅰ： ベイジアン推移確率行列による表現 
観測値を時系列で取得すると共に、資産相関の確率分布が更新されていくような、
時間変化に対応した定式化を考えていく。マルコフ連鎖により逐次更新を表現しつつ、
ベイズ理論をもとに推移確率を推定する枠組みである 23。  
いま、𝑡𝑡時点のある資産相関を𝜌𝜌𝑡𝑡 (0 ≤ 𝜌𝜌𝑡𝑡 ≤ 1)とし、その直前の(𝑡𝑡 − 1)時点の資産相関
を𝜌𝜌𝑡𝑡−1とする 24。特定のグループに関する添え字は冗長なため省略する。資産相関𝜌𝜌𝑡𝑡は
連続値として扱われることが一般的ではあるが、ここでは𝜌𝜌𝑡𝑡の値域[0,1]を𝐾𝐾区分（𝑘𝑘 =1,2,⋯ ,𝐾𝐾）のカテゴリ変数𝜌𝜌𝑡𝑡{𝑘𝑘}（𝜌𝜌𝑡𝑡{1} ≤ 𝜌𝜌𝑡𝑡{2} ≤ ⋯ ≤ 𝜌𝜌𝑡𝑡{𝐾𝐾}）へと離散化する 25。資産相関𝜌𝜌𝑡𝑡を
離散化するためには、前提として𝜌𝜌𝑡𝑡の確率分布が必要となる。この離散化前の確率分布
の準備にはいくつかの方法が考えられるだろう。例えば、資産相関に関する何らかの
事前情報（過去の推定結果や経験則など）により確率分布を想定できる場合、その確率
分布を外生的に与える方法などもあり得るだろう。  
マルコフ連鎖により資産相関𝜌𝜌𝑡𝑡が時点ごとに変化していくようにモデリングする。
このとき、カテゴリ変数𝜌𝜌𝑡𝑡
{𝑘𝑘}は離散値であり、その確率はPr �𝜌𝜌𝑡𝑡{𝑘𝑘}�と表現する。資産相関
𝜌𝜌𝑡𝑡の確率ベクトル𝛑𝛑��⃗ 𝑡𝑡
{𝐾𝐾}（1 × 𝐾𝐾）は次式となる。  
 
𝛑𝛑��⃗ 𝑡𝑡
{𝐾𝐾} = �Pr �𝜌𝜌𝑡𝑡{1}� ⋯ Pr �𝜌𝜌𝑡𝑡{𝐾𝐾}�� ,      ∑ Pr �𝜌𝜌𝑡𝑡{1}�𝐾𝐾𝑘𝑘=1 = 1 [76] 
 
ここで、推移確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾} （𝐾𝐾 × 𝐾𝐾）を用いて、(𝑡𝑡 − 1)時点から𝑡𝑡時点への確率ベクトル
𝛑𝛑��⃗ 𝑡𝑡
{𝐾𝐾}に関するマルコフ連鎖モデルは、次式のように記述できる。  
 
𝛑𝛑��⃗ 𝑡𝑡−1
{𝐾𝐾} 𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾} = 𝛑𝛑��⃗ 𝑡𝑡{𝐾𝐾} [77] 
 
ただし、行列𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾} は以下に示す式である。なお、その各成分𝑝𝑝𝑡𝑡−1,𝑡𝑡 �Pr �𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� , Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��
は、(𝑡𝑡 − 1)時点の確率Pr �𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}�から𝑡𝑡時点の確率Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}�への推移確率である 26。この推
                                                   
23 ベイズ理論を用いた資産相関の推定方法には、McNeil and Wendin (2005)が一般化線形混合モデル
（GLMM: Generalized Linear Mixed Model）で試みている例がある。  
24 4.2 節にて資産相関の値域は0 ≤ 𝜌𝜌𝑡𝑡 ≤ 1と述べたが、これは、感応度𝛼𝛼𝑡𝑡,𝑖𝑖および𝛼𝛼𝑡𝑡,𝑗𝑗が等しい特殊ケース
であったことに注意されたい。一般の資産相関は相関係数であり、その値域は−1 ≤ 𝜌𝜌𝑡𝑡 ≤ 1である。これ
は、例えば、Schwartz の不等式を用いて示せる。  
25 実際の計算では、たとえ連続型の確率分布を想定したところで分割して計算することになる。資産
相関𝜌𝜌𝑡𝑡の確率分布を分割してマルコフ連鎖を適用するアプローチをとる方が扱い易く、実務面での利便
性も高い。離散化により、確率分布を柔軟に設定できる点も魅力であろう。  
26 推移確率について議論する際には、行（r: row）と列（c: column）の位置を明確にするために、𝑘𝑘に
添え字を加え、𝑘𝑘𝑟𝑟および𝑘𝑘𝑐𝑐と表記する。  
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移確率は離散化した資産相関𝜌𝜌𝑡𝑡
{𝑘𝑘}のカテゴリ値自体ではなく、そのカテゴリ値をとる確
率が推移する確率であることに注意したい。  
 
𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾} = �𝑝𝑝𝑡𝑡−1,𝑡𝑡 �Pr �𝜌𝜌𝑡𝑡−1(1) � , Pr �𝜌𝜌𝑡𝑡(1)�� ⋯ 𝑝𝑝𝑡𝑡−1,𝑡𝑡 �Pr �𝜌𝜌𝑡𝑡−1(1) � , Pr �𝜌𝜌𝑡𝑡(𝐾𝐾)��⋮ ⋱ ⋮
𝑝𝑝𝑡𝑡−1,𝑡𝑡 �Pr �𝜌𝜌𝑡𝑡−1(𝐾𝐾) � , Pr �𝜌𝜌𝑡𝑡(1)�� ⋯ 𝑝𝑝𝑡𝑡−1,𝑡𝑡 �Pr �𝜌𝜌𝑡𝑡−1(𝐾𝐾) � , Pr �𝜌𝜌𝑡𝑡(𝐾𝐾)��� [78] 
 
 推移確率𝑝𝑝𝑡𝑡−1,𝑡𝑡をベイズ理論によって推定することを考えてみる。ベイズ推定に際し、
観測値の情報は、各会計年度の時点𝑡𝑡にてデータ集計単位とするグループ（格付や業種
など）を想定し、各期初時点の企業数を𝑁𝑁𝑡𝑡  {𝐍𝐍: 𝑁𝑁1,𝑁𝑁2,⋯ ,𝑁𝑁𝑡𝑡 ,⋯ ,𝑁𝑁𝑇𝑇}、各期末時点のデフォ
ルト数を𝐷𝐷𝑡𝑡 {𝐃𝐃: 𝐷𝐷1,𝐷𝐷2,⋯ ,𝐷𝐷𝑡𝑡 ,⋯ ,𝐷𝐷𝑇𝑇}と表記する。このとき、ベイズの定理より、推移確率
の推定値𝑝𝑝𝑡𝑡−1,𝑡𝑡∗ は次式となる。推定した推移確率を各成分にもつ推移確率行列は、𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗
と表記する。  
 
𝑝𝑝𝑡𝑡−1,𝑡𝑡∗ �Pr �𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� , Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��  
= Pr �Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}�  |Pr �𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� ,𝑁𝑁𝑡𝑡 ,𝐷𝐷𝑡𝑡�  
= Pr�𝑁𝑁𝑡𝑡,𝐷𝐷𝑡𝑡 |Pr�𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��Pr�Pr�𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� |𝑁𝑁𝑡𝑡−1,𝐷𝐷𝑡𝑡−1�
∑ Pr�𝑁𝑁𝑡𝑡,𝐷𝐷𝑡𝑡 |Pr�𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��Pr�Pr�𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� |𝑁𝑁𝑡𝑡−1,𝐷𝐷𝑡𝑡−1�𝐾𝐾𝑐𝑐𝑘𝑘𝑐𝑐=1  [79] 
 
上式について、𝑘𝑘𝑟𝑟行で固定し、その行和を求めれば1となる。  
 
∑ 𝑝𝑝𝑡𝑡−1,𝑡𝑡∗ �Pr �𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� , Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��𝐾𝐾𝑐𝑐𝑘𝑘𝑐𝑐=1   
= ∑ Pr�𝑁𝑁𝑡𝑡,𝐷𝐷𝑡𝑡 |Pr�𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��Pr�Pr�𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� |𝑁𝑁𝑡𝑡−1,𝐷𝐷𝑡𝑡−1�
∑ Pr�𝑁𝑁𝑡𝑡,𝐷𝐷𝑡𝑡 |Pr�𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��Pr�Pr�𝜌𝜌𝑡𝑡−1{𝑘𝑘𝑟𝑟}� |𝑁𝑁𝑡𝑡−1,𝐷𝐷𝑡𝑡−1�𝐾𝐾𝑐𝑐𝑘𝑘𝑐𝑐=1𝐾𝐾𝑐𝑐𝑘𝑘𝑐𝑐=1 = 1 [80] 
 
ただし、Pr �𝑁𝑁𝑡𝑡 ,𝐷𝐷𝑡𝑡 |Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��は次式である。マクロ経済的変動を表す共通リスク要因𝐼𝐼𝑡𝑡に
よる条件付きの二項分布（binomial distribution）として表現できる。ここで、デフォ
ルト確率𝑃𝑃𝐷𝐷�𝑡𝑡はグループ内の各企業における共通リスク要因𝐼𝐼𝑡𝑡に対する感応度が等しく、
𝛼𝛼𝑡𝑡,𝑖𝑖 = �𝜌𝜌𝑡𝑡とし、シングル・ファクター・モデルにより記述する。デフォルト確率𝑃𝑃𝐷𝐷�𝑡𝑡に
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おいて、Φ−1[𝑃𝑃𝐷𝐷𝑡𝑡]はグループ共通のデフォルト閾値である。資産相関𝜌𝜌𝑡𝑡の記法と同じく、
グループに関する添え字は省略している。  
 
Pr �𝑁𝑁𝑡𝑡 ,𝐷𝐷𝑡𝑡 |Pr �𝜌𝜌𝑡𝑡{𝑘𝑘𝑐𝑐}��  
= ∫ �𝑁𝑁𝑡𝑡𝐷𝐷𝑡𝑡� 𝑃𝑃𝐷𝐷�𝑡𝑡𝐷𝐷𝑡𝑡�1 − 𝑃𝑃𝐷𝐷�𝑡𝑡�𝑁𝑁𝑡𝑡−𝐷𝐷𝑡𝑡 𝑑𝑑Pr[𝐼𝐼𝑡𝑡]∞𝐼𝐼𝑡𝑡=−∞   
= ∫ �𝑁𝑁𝑡𝑡𝐷𝐷𝑡𝑡�Φ �Φ−1[𝑃𝑃𝐷𝐷𝑡𝑡]−�𝜌𝜌𝑡𝑡𝐼𝐼𝑡𝑡�1−𝜌𝜌𝑡𝑡 �𝐷𝐷𝑡𝑡 �1 −Φ�Φ−1[𝑃𝑃𝐷𝐷𝑡𝑡]−�𝜌𝜌𝑡𝑡𝐼𝐼𝑡𝑡�1−𝜌𝜌𝑡𝑡 ��𝑁𝑁𝑡𝑡−𝐷𝐷𝑡𝑡 𝑑𝑑Pr[𝐼𝐼𝑡𝑡]∞𝐼𝐼𝑡𝑡=−∞  [81] 
  
上式の積分計算は、標準正規分布𝑁𝑁(0,1)に従う共通リスク要因𝐼𝐼𝑡𝑡について、その確率Pr[𝐼𝐼𝑡𝑡]を微小に増加させながら足し合わせていく計算である。  
確率ベクトル𝛑𝛑��⃗ 𝑡𝑡−1
{𝐾𝐾}および𝛑𝛑��⃗ 𝑡𝑡{𝐾𝐾}は、推移確率行列をベイズ推定した場合、それぞれ𝛑𝛑��⃗ 𝑡𝑡−1{𝐾𝐾}∗
および𝛑𝛑��⃗ 𝑡𝑡
{𝐾𝐾}∗と表記する。確率ベクトル𝛑𝛑��⃗ 𝑡𝑡−1{𝐾𝐾}∗と、行列𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ の各列ベクトル𝐩𝐩�⃗ 𝑡𝑡|𝑡𝑡−1{𝑘𝑘𝑐𝑐}∗との内積
を〈𝛑𝛑��⃗ 𝑡𝑡−1
{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡|𝑡𝑡−1{𝑘𝑘𝑐𝑐}∗ 〉として表現すれば、𝛑𝛑��⃗ 𝑡𝑡{𝐾𝐾}∗は次式となる。  
 
𝛑𝛑��⃗ 𝑡𝑡
{𝐾𝐾}∗ = �〈𝛑𝛑��⃗ 𝑡𝑡−1{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡|𝑡𝑡−1{1}∗ 〉 ⋯ 〈𝛑𝛑��⃗ 𝑡𝑡−1{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ 〉� ,      ∑ 〈𝛑𝛑��⃗ 𝑡𝑡−1{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡|𝑡𝑡−1{𝑘𝑘𝑐𝑐}∗ 〉𝐾𝐾𝑘𝑘𝑐𝑐=1 = 1 [82] 
 
確率ベクトル𝛑𝛑��⃗ 𝑡𝑡−1
{𝐾𝐾}∗は𝛑𝛑��⃗ 𝑡𝑡{𝐾𝐾}∗に関する直前の推定値に対応するため、上式と同様に下式の
通りとなる。  
 
𝛑𝛑��⃗ 𝑡𝑡−1
{𝐾𝐾}∗ = �〈𝛑𝛑��⃗ 𝑡𝑡−2{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡−1|𝑡𝑡−2{1}∗ 〉 ⋯ 〈𝛑𝛑��⃗ 𝑡𝑡−2{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡−1|𝑡𝑡−2{𝐾𝐾}∗ 〉� ,      ∑ 〈𝛑𝛑��⃗ 𝑡𝑡−2{𝐾𝐾}∗,𝐩𝐩�⃗ 𝑡𝑡−1|𝑡𝑡−2{𝑘𝑘𝑐𝑐}∗ 〉𝐾𝐾𝑘𝑘𝑐𝑐=1 = 1 [83] 
 
以上より、(𝑡𝑡 − 1)時点から𝑡𝑡時点への推移確率をベイズ推定したマルコフ連鎖モデルは
次式である。  
 
𝛑𝛑��⃗ 𝑡𝑡−1
{𝐾𝐾}∗𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ = 𝛑𝛑��⃗ 𝑡𝑡{𝐾𝐾}∗ [84] 
 
𝑡𝑡時点ごとに企業数𝑁𝑁𝑡𝑡およびデフォルト件数𝐷𝐷𝑡𝑡の情報を観測値として取り込みながら、
推移確率行列を逐次的に更新し、資産相関𝜌𝜌𝑡𝑡
{𝑘𝑘}の確率分布を推定するモデルである。  
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最後に、前述のマルコフ過程に関する概要の説明で紹介した、斉時性の概念を推移
確率行列𝐏𝐏𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ に取り入れることで、ベイズ資産相関𝜌𝜌𝑡𝑡{𝑘𝑘}∗ (1 ≤ 𝑡𝑡 ≤ 𝑇𝑇)の𝑇𝑇時点以降の確率
分布を考えてみたい。いま、ベイズ推定に基づいて𝑇𝑇期間分の推移確率行列を得られて
いる場合、斉時性を仮定した推移確率行列𝐏𝐏�𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ を次式により定義する。  
 
𝐏𝐏�𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ = 1𝑇𝑇 ∑ 𝐏𝐏�𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗𝑇𝑇𝑡𝑡=1  [85] 
 
このとき、以下のように、𝑇𝑇時点における資産相関𝜌𝜌𝑇𝑇
{𝑘𝑘}∗の確率ベクトル𝛑𝛑��⃗ 𝑇𝑇{𝐾𝐾}∗に対して、
行列𝐏𝐏�𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ を所望の将来期間𝑁𝑁に応じた回数だけ右から乗じればよい。  
 
𝛑𝛑��⃗ 𝑇𝑇
{𝐾𝐾}∗ �𝐏𝐏�𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ �𝑁𝑁 = 𝛑𝛑��⃗ 𝑇𝑇+𝑁𝑁{𝐾𝐾}∗  [86] 
 
本論文では経済の安定性を仮定し、単純な算術平均により斉時的推移確率行列𝐏𝐏�𝑡𝑡|𝑡𝑡−1{𝐾𝐾}∗ を
定義しているが、必ずしもその限りではない。例えば、過去に発生したストレス環境下
に重きをおくように定義してもよい。金融機関のリスク展望を反映させた、シナリオ
分析（scenario analysis）と合わせて検討することができれば、さらによいだろう。  
 
検討例Ⅱ（前提条件：中心極限定理） 
資産相関をランダム化する手法として、推定誤差に中心極限定理を前提とした検討
例を紹介する。この検討例では前述の例と異なり、資産相関そのものについて定式化
するのではなく、実際に観測する実積デフォルト率の不偏分散と不偏共分散に対し、
真の分散および共分散との誤差を中心極限定理により定式化する。そのうえで、ラン
ダム化した実績デフォルト率の共分散行列をもとに資産相関を推定するという間接的
なアプローチである。  
本手法に必要な前提知識として、中心極限定理とランダム行列を概説したうえで、
具体的な定式化例を紹介する。  
 
中心極限定理 
中心極限定理（CLT: Central Limit Theorem）とは、確率変数の和が、一定の条件下
で正規分布に収束するという定理である。いま、ある確率変数{𝐗𝐗: 𝑋𝑋1,𝑋𝑋2,⋯ ,𝑋𝑋𝑛𝑛}が独立に
同一の分布に従う（iid: Independent and Identically Distributed）と仮定する。また、
その期待値𝐄𝐄[𝐗𝐗] = 𝜇𝜇が存在し、さらに分散𝐕𝐕𝐕𝐕𝐕𝐕[𝐗𝐗] = 𝜎𝜎2が非負かつ有限であるという条件
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のもと、標本平均（sample mean）𝑋𝑋�𝑛𝑛 = 1𝑛𝑛 ∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1 は、サンプル数𝑛𝑛が大きくなるにつれ、
漸近的に期待値𝜇𝜇、分散
𝜎𝜎2
𝑛𝑛
の正規分布へと収束する。  
 
𝑋𝑋�𝑛𝑛 = 1𝑛𝑛 ∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1  ~ 𝑁𝑁�𝜇𝜇, 𝜎𝜎2𝑛𝑛 � [87] 
 
正規分布の分散𝜎𝜎2は1 𝑛𝑛⁄ の速度で小さくなる。確率分布が退化（degenerate）し、サン
プル数𝑛𝑛が無限大の極限において
1
𝑛𝑛
∑ 𝑋𝑋𝑖𝑖
𝑛𝑛
𝑖𝑖=1 の分布は期待値𝜇𝜇へと収束する。また、上記と
同一条件のもと、単純な確率変数の和である𝐸𝐸𝑛𝑛 = ∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1 に関しては、漸近的に期待値
𝑛𝑛𝜇𝜇、分散𝑛𝑛𝜎𝜎2の正規分布へと収束する。  
 
𝐸𝐸𝑛𝑛 = ∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1  ~ 𝑁𝑁(𝑛𝑛𝜇𝜇,𝑛𝑛𝜎𝜎2) [88] 
 
 中心極限定理は、確率変数{𝐗𝐗: 𝑋𝑋1,𝑋𝑋2,⋯ ,𝑋𝑋𝑛𝑛}が独立に同一の分布に従うことを要件とし
ており、正規分布に従うことは求めていない。従って、確率変数{𝐗𝐗: 𝑋𝑋1,𝑋𝑋2,⋯ ,𝑋𝑋𝑛𝑛}が如何
なる分布であったとしても、独立に同一の分布に従った無作為標本でさえあれば、正
規分布に収束する。ただし、正規分布による近似精度は、実際の母集団の分布と標本の
大きさによって異なる。  
 
ランダム行列 
ランダム行列（random matrix）とは、行列の各成分がある確率分布（標準正規分布
や一様分布など）に従う確率変数によって構成される行列である。例えば、行列の成分
は標準正規分布𝑁𝑁(0,1)に従う iid である確率変数とした場合、その行列はガウス型ラン
ダム行列と呼ばれる。行列の成分が対称なガウス型ランダム行列𝐇𝐇（𝑁𝑁 × 𝑁𝑁の正方行列）
は、次式のように表現できる。  
 
𝐇𝐇 = �ℎ𝑖𝑖𝑗𝑗�,    ℎ𝑖𝑖𝑗𝑗 = ℎ𝑗𝑗𝑖𝑖 ,    ℎ𝑖𝑖𝑗𝑗  ~ 𝑁𝑁(0,1) [89] 
 
ランダム行列の特徴として、行列サイズ𝑁𝑁の極限（𝑁𝑁 → ∞）を考えたとき、その行列
の固有値（eigenvalue）と固有ベクトル（eigenvector）の各成分に関し、一定の規則性
が存在することがあげられる。それらの規則性は確率分布により表現することが可能
である。本論文では、これらの確率密度関数式は使用していないが、参考として、固有
値のもつ規則性について紹介する。Gauss 型ランダム行列𝐇𝐇は、𝑁𝑁個の固有値𝜆𝜆𝑖𝑖をもち、
その確率密度関数𝑖𝑖(𝜆𝜆)は次のように書ける。  
 
𝑖𝑖(𝜆𝜆) = 1
2𝜋𝜋
√4 − 𝜆𝜆2,        |𝜆𝜆| ≤ 2 [90] 
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上式は、|𝜆𝜆| > 2において0をとり、台が区間[−2,2]の半円形を示す確率密度関数である。
この規則性は、Wigner の半円則（Wigner’s semicircle law）と呼ばれる。また、ラン
ダム行列の各成分が標準正規分布𝑁𝑁(0,1)ではなく、期待値0、分散𝜎𝜎2の正規分布𝑁𝑁(0,𝜎𝜎2)
に従う、iid である確率変数とした場合には、固有値の確率密度関数は次式となる。  
 
𝑖𝑖(𝜆𝜆) = 1
2𝜋𝜋𝜎𝜎
√4𝜎𝜎2 − 𝜆𝜆2,        |𝜆𝜆| ≤ 2𝜎𝜎 [91] 
 
分散を1から𝜎𝜎2と変化させて標準正規分布から一般化した場合、その変化に応じて確率
密度関数の台が区間[−2𝜎𝜎, 2𝜎𝜎]へと変化していることに注目したい。  
 同様に、ランダム行列の固有ベクトルの各成分についても規則性があり、その確率
分布は標準正規分布となり、Porter-Thomas 分布という呼び名が与えられている。  
 
定式化例Ⅱ： ランダム共分散行列による表現 
本論文の 4.3 節で説明したように、資産相関の推定には実積デフォルト率に関する
統計情報が必要となる。従って、原理的には、実積デフォルト率をランダム化すれば、
連動して資産相関もランダム化することが可能となる。そこで、推定誤差の前提条件
を出発点とし、実績デフォルト率の共分散行列（covariance matrix）の定式化を通じて
資産相関をランダム化する手法を考えていく。  
いま、𝑇𝑇期間の観測データに基づいて推定した、𝑁𝑁個の実績デフォルト率の不偏共分
散行列を𝐕𝐕�（𝑁𝑁 × 𝑁𝑁）とする。不偏共分散行列𝐕𝐕�は対角成分に実積デフォルト率の不偏分
散 �𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷1],𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷2],⋯ ,𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷𝑁𝑁]�（ 𝑁𝑁個 ） を も ち 、 非 対 角 成 分 に 不 偏 共 分 散
�𝐂𝐂𝐂𝐂𝐂𝐂� [𝐹𝐹𝐷𝐷1,𝐹𝐹𝐷𝐷𝑁𝑁],⋯ ,𝐂𝐂𝐂𝐂𝐂𝐂� [𝐹𝐹𝐷𝐷1,𝐹𝐹𝐷𝐷𝑁𝑁]�（𝑁𝑁(𝑁𝑁 − 1)個）をもつ対称行列として、以下により定義
される。なお、実積デフォルト率𝐹𝐹𝐷𝐷の下添え字は、データ集計単位のグループ（格付、
業種など）を表す。  
 
𝐕𝐕� = � 𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷1] ⋯ 𝐂𝐂𝐂𝐂𝐂𝐂� [𝐹𝐹𝐷𝐷1,𝐹𝐹𝐷𝐷𝑁𝑁]⋮ ⋱ ⋮
𝐂𝐂𝐂𝐂𝐂𝐂� [𝐹𝐹𝐷𝐷1,𝐹𝐹𝐷𝐷𝑁𝑁] ⋯ 𝐕𝐕𝐕𝐕𝐕𝐕� [𝐹𝐹𝐷𝐷𝑁𝑁] � [92] 
 
ここで、会計年度の全𝑇𝑇期間（年次）を通じて一定とする、真の共分散行列を𝐕𝐕（𝑁𝑁 × 𝑁𝑁
の正方行列）とする。また、𝑇𝑇期間の観測できない累積誤差を平均化した行列を𝛆𝛆�（𝑁𝑁 ×
𝑁𝑁の正方行列）とする。平均誤差行列𝛆𝛆�は、次式によって定義する。  
 
𝛆𝛆� = 1
𝑇𝑇
�
∑ 𝜀𝜀𝑡𝑡,11𝑇𝑇𝑡𝑡=1 ⋯ ∑ 𝜀𝜀𝑡𝑡,1𝑁𝑁𝑇𝑇𝑡𝑡=1
⋮ ⋱ ⋮
∑ 𝜀𝜀𝑡𝑡,𝑁𝑁1𝑇𝑇𝑡𝑡=1 ⋯ ∑ 𝜀𝜀𝑡𝑡,𝑁𝑁𝑁𝑁𝑇𝑇𝑡𝑡=1 � = �𝜀𝜀1̅1 ⋯ 𝜀𝜀1̅𝑁𝑁⋮ ⋱ ⋮𝜀𝜀?̅?𝑁1 ⋯ 𝜀𝜀?̅?𝑁𝑁𝑁� [93] 
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ただし、平均誤差行列𝛆𝛆�の各成分�𝛆𝛆𝑡𝑡,𝑖𝑖𝑗𝑗: 𝜀𝜀1,𝑖𝑖𝑗𝑗, 𝜀𝜀2,𝑖𝑖𝑗𝑗,⋯ , 𝜀𝜀𝑇𝑇,𝑖𝑖𝑗𝑗 �は、𝑇𝑇期間を通じて安定しており、
期待値0かつ分散𝜎𝜎𝑖𝑖𝑗𝑗2とする、iid の仮定を満たす確率変数とする。このとき、実積デフォ
ルト率の観測期間𝑇𝑇が十分な長さであれば、中心極限定理により、各平均誤差𝜀𝜀?̅?𝑖𝑗𝑗は次式
のように表現できる。  
 
𝜀𝜀?̅?𝑖𝑗𝑗 = 1𝑇𝑇 ∑ 𝜀𝜀𝑡𝑡,11𝑇𝑇𝑡𝑡=1  ~ 𝑁𝑁�0, 𝜎𝜎𝑖𝑖𝑗𝑗2𝑇𝑇 � [94] 
 
平均誤差行列𝛆𝛆�は、行列の各成分ℎ𝑖𝑖𝑗𝑗が標準正規分布𝑁𝑁(0, 1)に従うガウス型ランダム行列
𝐇𝐇（𝑁𝑁 × 𝑁𝑁）を用いれば、以下のようにランダム化することが可能である 27。なお、ラ
ンダム化した平均誤差行列を𝛆𝛆�とする。  
 
𝛆𝛆� = 1
√𝑇𝑇
�
𝜎𝜎11 ⋯ 𝜎𝜎1𝑁𝑁
⋮ ⋱ ⋮
𝜎𝜎𝑁𝑁1 ⋯ 𝜎𝜎𝑁𝑁𝑁𝑁
� �
ℎ11 ⋯ ℎ1𝑁𝑁
⋮ ⋱ ⋮
ℎ𝑁𝑁1 ⋯ ℎ𝑁𝑁𝑁𝑁
� = 1
√𝑇𝑇
𝐬𝐬𝐬𝐬𝜀𝜀𝐇𝐇 [95] 
 
ただし、上式の行列𝐬𝐬𝐬𝐬𝜀𝜀（𝑁𝑁 × 𝑁𝑁の正方行列）は、不偏推定量𝐕𝐕�とパラメータ𝐕𝐕の各成分の
標準誤差（se）に関する行列である。この標準誤差は現実には観測不可のため、何らか
の情報をもとに外生的に与える必要があることに注意しなければならない。ここで、
真の標準誤差行列と区別するために、推定した標準誤差行列を𝐬𝐬𝐬𝐬�𝜀𝜀とする。また、𝐬𝐬𝐬𝐬�𝜀𝜀に
基づく平均誤差行列を𝛆𝛆�∗とする。  
 以上より、資産相関のランダム化に使用する、実積デフォルト率に関するランダム
不偏共分散行列𝐕𝐕�∗は次式である。  
 
𝐕𝐕�∗ = 𝐕𝐕� + 𝛆𝛆�∗ = 𝐕𝐕� + 1
√𝑇𝑇
𝐬𝐬𝐬𝐬�𝜀𝜀𝐇𝐇 [96] 
 
推定量𝐕𝐕�∗は期間𝑇𝑇 → ∞の極限において、次式に示すように真の共分散行列𝐕𝐕と一致する
ため、漸近的に不偏推定量となる性質をもつ。ただし、行列𝟎𝟎（𝑁𝑁 × 𝑁𝑁の正方行列）は、
すべての成分が0の行列である。  
 lim
𝑇𝑇→∞
𝐄𝐄�𝐕𝐕�∗� = lim
𝑇𝑇→∞
�𝐄𝐄�𝐕𝐕�� + 𝐄𝐄[𝛆𝛆�∗]� = 𝐕𝐕 + 𝟎𝟎 = 𝐕𝐕 [97] 
 
資産相関のランダム化は、式[96]においてランダム行列𝐇𝐇に乱数を発生させ、ランダム
不偏共分散行列𝐕𝐕�∗を所望の個数だけ生成のうえ、資産相関を繰り返し推定すればよい。
ただし、ランダムな不偏共分散行列𝐕𝐕�∗は、対角成分の分散が非負の実数値でなければ
ならない。そのため、資産相関の推定の先立ち、生成した𝐕𝐕�∗が半正定値性（positive semi 
                                                   
27 信用ポートフォリオの資産相関に対して、ランダム行列の適用を試みた先行研究には金子（2016）
がある。本論文とは異なり、相関行列のモデル化を図っている。  
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definiteness） 28を満たし、共分散行列の前提が成立していることを必ず確認しなけれ
ばならない点に注意したい。  
 
5.4  考察 
金融機関の実務に鑑みれば、資産相関の変動性はあまり認識されておらず、従来の
固定したままでの議論が多いように思われる。前述の 5.2 節の着想と要因でみたよう
に、資産相関はシンプルないくつかの前提条件のもとにおいて、容易にランダム化の
議論が可能となってしまう。この点から推察するところ、金融機関において資産相関
の見直しが十分に行われていなかった、或いは、その不確実性が十分に考慮されてい
なかったことが、金融危機時の相関構造の過小評価を招いた原因の 1つと考えられる。  
資産相関のランダム化による影響について、信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡
の変化という観点から考察していきたい。ここで、資産相関をランダム化した場合の
信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡
∗、資産相関𝜌𝜌�𝑡𝑡
∗とする。このとき、条件付き分散
（conditional variance）の分解公式 29により、信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡∗
の分散は、次式のように表現できる。  
 
𝐕𝐕𝐕𝐕𝐕𝐕[𝐿𝐿𝑡𝑡∗] = 𝐄𝐄�𝐕𝐕𝐕𝐕𝐕𝐕[𝐿𝐿𝑡𝑡∗  |𝜌𝜌�𝑡𝑡∗]� + 𝐕𝐕𝐕𝐕𝐕𝐕�𝐄𝐄[𝐿𝐿𝑡𝑡∗  |𝜌𝜌�𝑡𝑡∗]� [98] 
 
上式は信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡
∗の分散全体について、条件付き分散
𝐕𝐕𝐕𝐕𝐕𝐕[𝐿𝐿𝑡𝑡∗  |𝜌𝜌�𝑡𝑡∗]の期待値（第 1 項）と、条件付き期待値𝐄𝐄[𝐿𝐿𝑡𝑡∗  |𝜌𝜌�𝑡𝑡∗]の分散（第 2 項）の線形結合
として表現している。資産相関を確率変数とした場合の分散𝐕𝐕𝐕𝐕𝐕𝐕[𝐿𝐿𝑡𝑡∗]は、𝐄𝐄�𝐕𝐕𝐕𝐕𝐕𝐕[𝐿𝐿𝑡𝑡∗  |𝜌𝜌�𝑡𝑡∗]�が
資産相関を定数（確定値）として扱った場合の信用リスク量𝐿𝐿𝑡𝑡の分散であると考えれば、
さらに𝐕𝐕𝐕𝐕𝐕𝐕�𝐄𝐄[𝐿𝐿𝑡𝑡∗  |𝜌𝜌�𝑡𝑡∗]�だけ分散が大きくなることを意味する。ここで、確率変数としての
資産相関𝜌𝜌�𝑡𝑡
∗について、資産相関𝜌𝜌𝑡𝑡
∗の値（実現値）が変化すれば、その変化に応じて、
𝐄𝐄[𝐿𝐿𝑡𝑡∗  |𝜌𝜌𝑡𝑡∗]の値も変わることに注意されたい。従って、資産相関𝜌𝜌𝑡𝑡のランダム化により、
資産相関を確率変数𝜌𝜌�𝑡𝑡
∗として扱えば、信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡
∗は、𝐿𝐿𝑡𝑡 < 𝐿𝐿𝑡𝑡∗
となる可能性があるといえるのである。5.1 節にて説明したように、世界金融危機時に
おける相関構造の過小評価という反省から、コピュラ関数を裾の厚いコピュラ関数に
変更するアプローチがある。そのアプローチでは、より複雑で裾の厚いコピュラ関数
を用いることにより、信用リスク量の保守性を高めることが試みられている。しかし、
資産相関のランダム化により、正規コピュラのままでも信用リスク量の保守性に対応
する可能性をもつといえるだろう 30。この点に関して、次節では単純な仮想ポートフ
ォリオ（均一ポートフォリオ）を用意し、その試算例を示した。本論文の試算結果によ
                                                   
28 半正定値行列は非負定値行列とも呼ばれる。ある対称行列𝐀𝐀において、そのすべての固有値が0以上
の場合、対称行列𝐀𝐀は半正定値行列である。詳しくは、永田（2005）を参照されたい。  
29 条件付き分散の分解公式に関しては、Appendix を参照されたい。  
30 正規コピュラの相関構造の評価に関して、裾依存性係数（tail dependency）の観点から漸近独立性
（asymptotic independence）について批判されることが多い。しかし、裾依存性係数はあくまで極限
値での議論であり、本来、その収束速度も含めた議論が必要なはずである。正規コピュラの漸近挙動に
関する研究には Kondo et al. (2012)がある。  
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れば、資産相関のランダム化により、信用ポートフォリオの信用リスク量は確かに増
加することが示唆された。  
その他の利点や課題点にも触れておきたい。まずは利点についてだが、資産相関の
ランダム化は、資産相関を従来の定数という扱いから解放し、変動値として扱うため、
原理的には資産相関の値域を動き回ることが可能となる。これはマルチ・ファクター・
モデルの抱えていているグラニュラリティと推定結果の信頼性に対し、パラメータ数
の節約という観点で 1 つの解決策を与えている。たとえ観測値のデータ数に鑑み、1 つ
の資産相関としての切り出しが困難であったとしても、複数グループを併合して資産
相関をランダム化すれば、その代表値という 1点ではなく確率分布として扱えるため、
切り出せなかったグループの情報をより考慮して扱うことができる。  
この点の他に、ベイジアン推移確率行列は、従来のストレステスト手法にて課題と
して認識されていた資産相関の設定に一定の客観性を与えてくれる。通常、ストレス
シナリオ（stress scenario）としての資産相関は、ストレス時のデータ不足から推定は
困難であり、定性判断（expert judgement）によって設定せざるを得ない 31。しかし、
ベイジアン推移確率行列はデータ不足による推定結果の信頼度の低さに対し、ベイズ
理論でのモデル化によって資産相関の不確実性を確率分布として捉える仕組みを備え
ており、従来の点推定での議論よりも多くの情報を提供してくれる。これは、定性判断
によりストレスシナリオを検討する際に、1 つの新しい材料となり得るだろう。  
 資産相関のランダム化による課題点として、計算コストの増加が懸念される。4.4 節
にて説明した、信用ポートフォリオの信用リスク量をモンテカルロ法により推定する
場合、資産相関のランダム化は、パターン数の増加に直結する。この解決策には、検討
例Ⅰのように、確率分布を離散化し、計算する資産相関のパターン数を限定する方法
が一案である。また、計算機を複数用意して分散処理する方法も考えられる。  
 また、実際にデータが極めて少なく、実績デフォルト率に係る各種統計量の誤差に
関する議論が困難な場合も想定される。そのような場合、近年における急速な計算機
能力の向上と共に台頭してきた、統計的ブートストラップ法の活用も考えられるかも
しれない。統計的ブートストラップ法の概要は次の通りである。  
 
統計的ブートストラップ法 
ブートストラップ法（bootstrap method）とは、1979 年に Bradley Efron により導入
された、リサンプリング（resampling）によって母集団の分布を推定する手法である。
母集団の特徴（主として統計量）について議論するために、観測された標本をベースと
してリサンプリング、すなわち、無作為標本（random sample）を生成して母集団の特
徴に関する推定を行う。ブートストラップ法は、ノンパラメトリックなモンテカルロ
法の一種であり、母集団の従う分布がわからず、標本のみが利用可能な唯一の情報で
あるときに有力な手法である。ブートストラップ法では、標本の経験分布（empirical 
                                                   
31 大山・岡崎・岸本・桑原・小西・才田・田邉・玉橋・中山・久永・村上（2012）は、実務上、ストレス時の
相関係数がデータ制約などの問題から推定困難であることを言及している。 
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distribution）から無作為標本（random sample）を生成する。ここで、経験分布は、
標本により表現された有限母集団（finite population）の分布と考える。  
ブートストラップ法の基本コンセプトは非常にシンプルでわかり易い。経験分布は、
真の母集団（ true population）に類似した特徴をもつ、疑似の母集団（ pseudo-
population）とみなすことができる。この疑似母集団からのリサンプリングを繰り返す
ことにより、統計量の標本分布（sampling distribution）を推定することが可能となる。
換言すれば、真の母集団分布を標本に基づく経験分布で近似可能と仮定し、この経験
分布をブートストラップ法により近似することによって、統計量の推測に関する議論
を行うということである。  
確率変数{𝐗𝐗: 𝑋𝑋1,𝑋𝑋2,⋯ ,𝑋𝑋𝑛𝑛}の実現値{𝐱𝐱: 𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛}が、真の分布関数から観測された無
作為標本と仮定すれば、確率変数𝐗𝐗(𝑏𝑏)を実現値𝐱𝐱から無作為に選択したとき、その確率
は次式となる。  
 Pr�𝐗𝐗(𝑏𝑏) = 𝑥𝑥𝑖𝑖� = 1𝑛𝑛 [99] 
 
リサンプリングは、無作為標本�𝐗𝐗(𝑏𝑏):𝑋𝑋1(𝑏𝑏) ,𝑋𝑋2(𝑏𝑏),⋯ ,𝑋𝑋𝑛𝑛(𝑏𝑏)�を実現値𝐱𝐱からの復元抽出により
生成する。個々の確率変数𝑋𝑋𝑖𝑖
(𝑏𝑏)は iid であり、また、確率変数𝑋𝑋𝑖𝑖(𝑏𝑏)は実現値{𝐱𝐱: 𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛}
に関する一様分布に従う。なお、本論文において、無作為標本�𝐗𝐗(𝑏𝑏):𝑋𝑋1(𝑏𝑏) ,𝑋𝑋2(𝑏𝑏),⋯ ,𝑋𝑋𝑛𝑛(𝑏𝑏)�を
ブートストラップ標本（bootstrap sample）と呼ぶ。  
パラメータ𝜃𝜃の推定量𝐿𝐿(𝐗𝐗)について、標準誤差（se: Standard Error）に関するブート
ストラップ推定量𝒔𝒔𝒔𝒔�[∙]は、次式によって定義される。  
 
𝒔𝒔𝒔𝒔� �𝐿𝐿(𝐗𝐗), 1
𝐵𝐵
∑ 𝐿𝐿(𝑏𝑏)(𝐗𝐗)𝐵𝐵𝑏𝑏=1 � = � 1𝐵𝐵−1∑ �𝐿𝐿(𝑏𝑏)(𝐗𝐗) − 1𝐵𝐵∑ 𝐿𝐿(𝑏𝑏)(𝐗𝐗)𝐵𝐵𝑏𝑏=1 �2𝐵𝐵𝑏𝑏=1  [100] 
 
ただし、𝐵𝐵はリサンプリングの回数であり、ブートストラップ標本の個数である。𝐿𝐿(𝑏𝑏)(𝐗𝐗)
は、第𝑏𝑏回目のパラメータ𝜃𝜃に関するブートストラップ推定量である。本来の標準誤差
は、パラメータ𝜃𝜃と、その推定量𝐿𝐿(𝐗𝐗)の偏差の二乗に関する期待値（分散）の平方根を
計算して求める。しかし、ブートストラップ法を適用する前提として、母集団に関する
情報が標本のみのため、リサンプリングによって得られた
1
𝐵𝐵
∑ 𝐿𝐿(𝑏𝑏)(𝐗𝐗)𝐵𝐵𝑏𝑏=1 をパラメータ𝜃𝜃
の代替としている。なお、標準誤差のブートストラップ推定に必要なリサンプリング
の回数は、経験的に 50 回から 200 回程度といわれており、あまり多くはない。  
 
5.5  試算例 
前節の考察においても触れたが、資産相関と信用ポートフォリオの信用リスク量の
関係性について、簡単な試算例をもとに、もう少し具体的にみていこう。  
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図 7 に資産相関𝜌𝜌𝑡𝑡（横軸）と信用ポートフォリオの信用リスク量𝐿𝐿𝑡𝑡（縦軸）の対応を
示す。図 7 は、企業数：1,000社、デフォルト確率：1%（一律）、資産相関：𝜌𝜌𝑡𝑡（一律）、
各企業の信用リスク量：1億円（一律）とした、仮想の信用ポートフォリオ（均一ポー
トフォリオ）を前提とした。企業価値のシミュレーションには、シングル・ファクター
の正規コピュラタイプの構造型モデル（𝑍𝑍𝑡𝑡,𝑖𝑖 = �𝜌𝜌𝑡𝑡𝐼𝐼𝑡𝑡 + �1 − 𝜌𝜌𝑡𝑡𝜀𝜀𝑡𝑡,𝑖𝑖）を使用している。図 7
中のプロットした点（○）は、資産相関𝜌𝜌𝑡𝑡を0.00から1.00まで+0.01ずつインクリメント
していきながら、10 万回のモンテカルロ・シミュレーションを繰り返し、都度、VaR
と期待ショートフォールを算出した結果である 32。  
 
図 7： 資産相関の変化と信用リスク量／VaR（左側）と期待ショートフォール（右側） 
 
 
上図 7 より明らかだが、資産相関𝜌𝜌𝑡𝑡が高まるにつれ、信用リスク量𝐿𝐿𝑡𝑡も増加していく。
これは、資産相関𝜌𝜌𝑡𝑡を確定値として扱った場合、仮にその値を過小評価してしまえば、
金融機関は信用リスク量𝐿𝐿𝑡𝑡を見誤る可能性を孕んでいるといえる。資産相関𝜌𝜌𝑡𝑡の確定値
による過小評価は、直接的に信用ポートフォリオにおける相関構造の過小評価につな
がるため、金融機関にとって信用リスク量𝐿𝐿𝑡𝑡の重大な過小評価を引き起こし得る。  
本論文が提案する資産相関のランダム化は資産相関𝜌𝜌𝑡𝑡が確率分布に従って変化する
ため、資産相関𝜌𝜌𝑡𝑡を確定値として扱う場合よりも大きい資産相関の値も取り得る。これ
は、原理的に相関構造の過小評価の問題を緩和する可能性をもつといえる。  
ここで、資産相関のランダム化を擬似的に想定し、資産相関をランダム化した場合
と確定値とした場合の信用リスク量𝐿𝐿𝑡𝑡を比較する。いま、資産相関𝜌𝜌𝑡𝑡 ∈ [0,1]が、以下の
図 8 に示した、2 種類の異なるベータ分布（beta distribution）33に従うと仮定する。赤
                                                   
32 本論文の数値シミュレーションには統計ソフト R（ver. 3.4.2/64bit）を使用した。試算例に関する
プログラム（R）の詳細は Appendix を参照されたい。なお、仮想ポートフォリオの設定については、
桑原・小西・作井・田邉・久永・八ツ井（2008）を参考にした。 
33 ベータ分布𝐵𝐵𝑑𝑑𝑡𝑡𝑑𝑑(𝑑𝑑, 𝑏𝑏)は、2 つのパラメータ𝑑𝑑 (> 0)と𝑏𝑏 (> 0)をもち、0 ≤ 𝑋𝑋 ≤ 1とし、確率密度関数𝑖𝑖(𝑋𝑋)
は次式により定義される。詳細は、蓑谷（2010）を参照されたい。  
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の点線と青の破線は、どちらも期待値を確定値と一致させており、分散の大小で差を
付けている。なお、各ベータ分布のパラメータは、期待値（0.20）と分散（Narrow: 0.0025、
Wide: 0.0100）の値を決め、脚注の各定義式をもとに、二元連立方程式を解いて求めた。
赤の点線は、ベータ分布𝐵𝐵𝑑𝑑𝑡𝑡𝑑𝑑(12.6, 50.4)（期待値0.20、分散0.0025）であり、青の破線は、
ベータ分布𝐵𝐵𝑑𝑑𝑡𝑡𝑑𝑑(3, 12)（期待値0.20、分散0.0100）である。赤の点線は推定結果の信頼
性が高く、期待値からのブレが小さい場合を想定し、反対に青の破線は、相対的に推定
結果の信頼性が低く、期待値からのブレが大きい場合を想定している。  
 
図 8： 数値シミュレーションに使用したベータ分布（擬似資産相関） 
 
 
次の図 9 には、図 7 のうち、横軸の資産相関を0.20 ≤ 𝜌𝜌𝑡𝑡 ≤ 0.40、縦軸の信用リスク量を140 ≤ 𝐿𝐿𝑡𝑡 ≤ 280（単位：億円）に絞って表示している。3 種類の水平線は、資産相関𝜌𝜌𝑡𝑡の
取り扱い方が異なる信用リスク量を示している。緑の実線は、𝜌𝜌𝑡𝑡 = 0.20の確定値とした
場合、赤の点線は、ベータ分布𝐵𝐵𝑑𝑑𝑡𝑡𝑑𝑑(12.6, 50.4)（期待値0.20、分散0.0025）に従うとした
場合、青の破線は、ベータ分布𝐵𝐵𝑑𝑑𝑡𝑡𝑑𝑑(3, 12)（期待値0.20、分散0.0100）に従うとした場合
の信用リスク量にそれぞれ対応している。  
図 9 から、資産相関𝜌𝜌𝑡𝑡を固定値として扱った場合（緑の実線）よりもランダム化した
場合の方が信用リスク量は高い値となることが確認できる。資産相関𝜌𝜌𝑡𝑡をランダム化
                                                   
𝑖𝑖(𝑋𝑋) = 1
𝐵𝐵(𝐺𝐺,𝑏𝑏) 𝑥𝑥𝐺𝐺−1(1 − 𝑥𝑥)𝑏𝑏−1  
ただし、𝐵𝐵(∙,∙)はベータ関数であり、下式の通りである。  
𝐵𝐵(𝑑𝑑, 𝑏𝑏) = ∫ 𝑑𝑑𝐺𝐺−1(1 − 𝑑𝑑)𝑏𝑏−110 𝑑𝑑𝑑𝑑  
また、ベータ分布に従う確率変数𝑋𝑋の期待値と分散は次式である。  
𝐄𝐄[𝑋𝑋] = 𝐺𝐺
𝐺𝐺+𝑏𝑏
,             𝐕𝐕𝐕𝐕𝐕𝐕[𝑋𝑋] = 𝐺𝐺𝑏𝑏(𝐺𝐺+𝑏𝑏)2(𝐺𝐺+𝑏𝑏+1)  
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した場合には、分散が大きい方（青の破線）が小さい方（赤の点線）よりも信用リスク
量が高まることがわかった。さらに VaRと期待ショートフォールの特徴を比較すれば、
期待ショートフォールの方が信用リスク量の乖離が大きく、資産相関のランダム化の
影響が相対的に大きいことが読み取れる。  
 
図 9： 資産相関のランダム化の効果／VaR（左側）と期待ショートフォール（右側） 
 
 
試算例は略すが、上述した資産相関のランダム化の効果は、各企業の信用リスク量
以外の条件が同一のもとでは、単純な与信集中を想定した信用ポートフォリオにおい
ても同様の効果があることを確認できた。しかし、現実において、金融機関の保有する
信用ポートフォリオは複雑であり、今後、十分な検証を行う必要がある。  
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６．おわりに 
本論文は、信用リスクに関連するいくつかの基本用語の定義からはじめ、次に、信用
リスク評価モデルを概観した。そして信用ポートフォリオのリスク計量モデルに関し、
正規コピュラタイプの構造型モデルと資産相関を中心にレビューを行った。最後に、
相関構造の過小評価の問題につき、新しい視点として、資産相関のランダム化を検討
した。ランダム化の前提条件に次の 3 つの要因をあげ、検討例や試算例を示しながら
議論を展開した。  
第一に、従来の倒産事象（クレジット・イベント）の相関をモデル化するアプローチ
から脱し、信用リスク量全体の視点から資産相関を眺めたときに、個々の信用リスク
量の区分を条件としたランダム化が考えられることを示した。第二に、観測データ数
の少なさに起因する推定誤差によるランダム化（中心極限定理）について、その検討例
と共に説明した。第三に、観測データが時系列に逐次更新されていくことに着目して、
その更新と共に誤差が時系列に変化していくことをランダム化の要因として考えた。
第三の要因についても、構造的に類似するベイズ理論とマルコフ連鎖の考え方を応用
し、具体的な検討例を展開して議論を行った。  
資産相関のランダム化という視点は、従来の信用ポートフォリオのリスク計測手法
に関する議論にはなく、新しい考え方である。今後、本論文の内容につき詳細を詰めて
いきながら、金融機関における信用リスク管理の実務を通じ、さらに検討を深めたい
と考えている。  
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Appendix 
A) 不偏推定量の性質  
 観測値{𝐱𝐱: 𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛}は、確率変数{𝐗𝐗: 𝑋𝑋1,𝑋𝑋2,⋯ ,𝑋𝑋𝑛𝑛}の実現値であると考える。一般
に、観測値𝐱𝐱を実現値とする確率変数𝐗𝐗を、特に標本（sample）という。確率変数𝐗𝐗は
確率分布𝑖𝑖に従う。いま、確率変数𝐗𝐗の実現値𝐱𝐱をもとに未知の確率分布𝑖𝑖について推測
することを考える 34。 
確率分布𝑃𝑃の推測にあたり、事前に関連するいくつかの言葉を定義しておく。パラ
メータ（parameter）𝜃𝜃は母集団（population）の確率分布𝑖𝑖の特徴を表す値である。
すべてのパラメータの集合𝛩𝛩をパラメータ空間（parameter space）と呼ぶ。標本𝐗𝐗の
関数を統計量（statistic）という。また、パラメータ𝜃𝜃の値を推定するときに使用する
統計量𝐿𝐿(𝐗𝐗)を特に推定量（estimator）という。標本𝐗𝐗の実現値である、実際の観測値𝐱𝐱
から計算した𝐿𝐿(𝐱𝐱)を推定値（estimate）と呼ぶ。推定量は確率変数であり、推定値は
その確率変数の実現値である。観測値が別のセット𝐱𝐱∗であれば推定量は違う値を取り
得る。推定量そのものは未知のパラメータ𝜃𝜃に依存しないが、推定量の分布は、一般
に未知のパラメータ𝜃𝜃に依存する。パラメータ𝜃𝜃がパラメータ空間𝛩𝛩を動くにつれて、
推定量𝐿𝐿(𝐗𝐗)の従う分布は変化する。  
以上の諸定義を踏まえ、パラメータ𝜃𝜃について、不偏推定量（unbiased estimator）
とは、その推定量を𝐿𝐿�(𝐗𝐗)としたときに、推定量の期待値がパラメータと等しい性質を
もつ推定量である。パラメータ𝜃𝜃の不偏推定量は、次式により定義される。  
 
𝐄𝐄�𝐿𝐿�(𝐗𝐗)� = 𝜃𝜃 [A.1] 
 
不偏推定量は、上式から明らかなように、偏り（bias）が𝐄𝐄�𝐿𝐿�(𝐗𝐗)� − 𝜃𝜃 = 0となる性質
をもつ。偏りとは推定量の分布の中心とパラメータ𝜃𝜃の差を示す尺度である。また、
推定量とパラメータの差のばらつきを測る尺度として、以下の平均二乗誤差（MSE: 
Mean Squared Error）という概念が使用される。  
 
𝐌𝐌𝐌𝐌𝐄𝐄[𝐿𝐿(𝐗𝐗),𝜃𝜃] = 𝐄𝐄[{𝐿𝐿(𝐗𝐗) − 𝜃𝜃}2] [A.2] 
 
推定量の性質として、平均二乗誤差が小さい方がより良い推定量と解釈される。不偏
推定量𝐿𝐿�(𝐗𝐗)では、平均二乗誤差と不偏推定量の分散𝐕𝐕𝐕𝐕𝐕𝐕�𝐿𝐿�(𝐗𝐗)�が一致する。これは以下
のように示すことができる。  
 
𝐌𝐌𝐌𝐌𝐄𝐄�𝐿𝐿�(𝐗𝐗),𝜃𝜃� = 𝐄𝐄 ��𝐿𝐿�(𝐗𝐗) − 𝜃𝜃�2�  
                                                   
34 各定義および証明は、野田・宮岡（1990、1992）を参考にした。  
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= 𝐄𝐄 ���𝐿𝐿�(𝐗𝐗) − 𝐄𝐄�𝐿𝐿�(𝐗𝐗)�� + �𝐄𝐄�𝐿𝐿�(𝐗𝐗)� − 𝜃𝜃��2�  
= 𝐄𝐄 ��𝐿𝐿�(𝐗𝐗) − 𝐄𝐄�𝐿𝐿�(𝐗𝐗)��2� + 2𝐄𝐄��𝐿𝐿�(𝐗𝐗) − 𝐄𝐄�𝐿𝐿�(𝐗𝐗)���𝐄𝐄�𝐿𝐿�(𝐗𝐗)� − 𝜃𝜃��  
+𝐄𝐄 ��𝐄𝐄�𝐿𝐿�(𝐗𝐗)� − 𝜃𝜃�2�  
 
ここで、𝐄𝐄�𝐿𝐿�(𝐗𝐗)� = 𝜃𝜃より、上式は次のように整理できる。  
 
= 𝐄𝐄 ��𝐿𝐿�(𝐗𝐗) − 𝐄𝐄�𝐿𝐿�(𝐗𝐗)��2�  
= 𝐕𝐕𝐕𝐕𝐕𝐕�𝐿𝐿�(𝐗𝐗)� [A.3] 
 
なお、推定量に関する標準偏差（standard deviation）、またはその推定値を、標準
誤差（standard error）という。  
 以下において、本論文の第 2 章にて採り上げた、実積デフォルト率に関する 3 種類
の統計量（平均、不偏分散、不偏共分散）が不偏推定量であることを確認する。  
確率変数{𝐗𝐗: 𝑋𝑋1,𝑋𝑋2,⋯ ,𝑋𝑋𝑛𝑛}および{𝐘𝐘: 𝑌𝑌1,𝑌𝑌2,⋯ ,𝑌𝑌𝑛𝑛}は無作為標本とする。また、確率変数
𝐗𝐗と𝐘𝐘は、𝑖𝑖 ≠ 𝑗𝑗のとき、互いに独立であり、𝑖𝑖𝑋𝑋𝑌𝑌 = 𝑖𝑖𝑋𝑋𝑖𝑖𝑌𝑌とする。  
第一に、下式がパラメータ𝜇𝜇𝑋𝑋（期待値）に関する不偏推定量であることを確認する。  
 
𝐿𝐿�mean(𝐗𝐗) = 𝑋𝑋� = 1𝑛𝑛∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1  [A.4] 
 
上式の期待値をとり、以下のように式を展開して整理すれば、不偏推定量であること
が確認できる。  
 
𝐄𝐄�𝐿𝐿�mean(𝐗𝐗)� = 𝐄𝐄[𝑋𝑋�]  
= 1
𝑛𝑛
𝐄𝐄[∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1 ]  
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= 1
𝑛𝑛
(𝐄𝐄[𝑋𝑋1] + 𝐄𝐄[𝑋𝑋2] + ⋯+ 𝐄𝐄[𝑋𝑋𝑛𝑛])  
= 1
𝑛𝑛
𝑛𝑛𝜇𝜇𝑋𝑋  
= 𝜇𝜇𝑋𝑋 [A.5] 
 
第二に、下式がパラメータ𝜎𝜎𝑋𝑋
2（分散）に関する不偏推定量であることを確認する。  
 
𝐿𝐿�Var(𝐗𝐗) = 1𝑛𝑛−1∑ (𝑋𝑋𝑖𝑖 − 𝑋𝑋�)2𝑛𝑛𝑖𝑖=1  [A.6] 
 
上式の期待値をとり、以下のように式を展開して整理すれば、不偏推定量であること
が確認できる。  
 
𝐄𝐄�𝐿𝐿�Var(𝐗𝐗)� = 1𝑛𝑛−1 𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝑋𝑋�)2𝑛𝑛𝑖𝑖=1 ]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ {(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋) − (𝑋𝑋� − 𝜇𝜇𝑋𝑋)}2𝑛𝑛𝑖𝑖=1 ]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ {(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2 − 2(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑋𝑋� − 𝜇𝜇𝑋𝑋) + (𝑋𝑋� − 𝜇𝜇𝑋𝑋)2}𝑛𝑛𝑖𝑖=1 ]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 − 2∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑋𝑋� − 𝜇𝜇𝑋𝑋)𝑛𝑛𝑖𝑖=1 + ∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 ] [A.7] 
 
このとき、上式の∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑋𝑋� − 𝜇𝜇𝑋𝑋)𝑛𝑛𝑖𝑖=1 は、次のように変形できる。  
 
∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑋𝑋� − 𝜇𝜇𝑋𝑋)𝑛𝑛𝑖𝑖=1   
= (𝑋𝑋� − 𝜇𝜇𝑋𝑋)∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)𝑛𝑛𝑖𝑖=1   
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= (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑛𝑛𝑋𝑋� − 𝑛𝑛𝜇𝜇𝑋𝑋)  
= 𝑛𝑛(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2 [A.8] 
 
式[A.8]を式[A.7]へ代入すれば、次式の表現を得る。  
 
𝐄𝐄�𝐿𝐿�Var(𝐗𝐗)� = 1𝑛𝑛−1 𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 − 2𝑛𝑛(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2 + ∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 ]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 − 2𝑛𝑛(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2 + 𝑛𝑛(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 − 𝑛𝑛(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2]  
= 1
𝑛𝑛−1
{𝑛𝑛𝜎𝜎𝑋𝑋2 − 𝑛𝑛𝐄𝐄[(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2]} [A.9] 
 
ところで、上式の𝐄𝐄[(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2]は、次のように変形できる。  
 
𝐄𝐄[(𝑋𝑋� − 𝜇𝜇𝑋𝑋)2] = 𝐄𝐄 ��1𝑛𝑛 (∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1 ) − 𝜇𝜇𝑋𝑋�2�  
= 1
𝑛𝑛2
𝐄𝐄[{(∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1 ) − 𝑛𝑛𝜇𝜇𝑋𝑋}2]  
= 1
𝑛𝑛2
𝐄𝐄[{(𝑋𝑋1 − 𝜇𝜇𝑋𝑋) + (𝑋𝑋2 − 𝜇𝜇𝑋𝑋) + ⋯+ (𝑋𝑋𝑛𝑛 − 𝜇𝜇𝑋𝑋)}2]  
= 1
𝑛𝑛2
𝐄𝐄�∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2𝑛𝑛𝑖𝑖=1 + ∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)�𝑋𝑋𝑗𝑗 − 𝜇𝜇𝑋𝑋�𝑖𝑖≠𝑗𝑗 �  
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𝐄𝐄[(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)2] = 𝜎𝜎𝑋𝑋2、𝐄𝐄�(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)�𝑋𝑋𝑗𝑗 − 𝜇𝜇𝑋𝑋�� = 0より、  
 
= 1
𝑛𝑛2
𝑛𝑛𝜎𝜎𝑋𝑋
2  
= 𝜎𝜎𝑋𝑋2
𝑛𝑛
 [A.10] 
 
と書ける。式[A.10]を式[A.9]へ代入して整理すれば、式[A.6]が不偏推定量であること
がわかる。  
 
𝐄𝐄�𝐿𝐿�Var(𝐗𝐗)� = 1𝑛𝑛−1 �𝑛𝑛𝜎𝜎𝑋𝑋2 − 𝑛𝑛 𝜎𝜎𝑋𝑋2𝑛𝑛 � = 𝜎𝜎𝑋𝑋2 [A.11] 
 
第三に、下式がパラメータ𝜎𝜎𝑋𝑋𝑌𝑌（共分散）に関する不偏推定量であることを確認する。  
 
𝐿𝐿�Cov(𝐗𝐗,𝐘𝐘) = 1𝑛𝑛−1∑ (𝑋𝑋𝑖𝑖 − 𝑋𝑋�)(𝑌𝑌𝑖𝑖 − 𝑌𝑌�)𝑛𝑛𝑖𝑖=1  [A.12] 
 
上式の期待値をとり、以下のように式を展開して整理すれば、不偏推定量であること
が確認できる。  
 
𝐄𝐄�𝐿𝐿�Cov(𝐗𝐗,𝐘𝐘)�  
= 1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝑋𝑋�)(𝑌𝑌𝑖𝑖 − 𝑌𝑌�)𝑛𝑛𝑖𝑖=1 ]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ {(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋) − (𝑋𝑋� − 𝜇𝜇𝑋𝑋)}{(𝑌𝑌𝑖𝑖 − 𝜇𝜇𝑌𝑌) − (𝑌𝑌� − 𝜇𝜇𝑌𝑌)}𝑛𝑛𝑖𝑖=1 ]  
= 1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑌𝑌𝑖𝑖 − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ] − 1𝑛𝑛−1 𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]  
−
1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌𝑖𝑖 − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ] + 1𝑛𝑛−1 𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]  
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𝜎𝜎𝑋𝑋𝑌𝑌 = 𝐄𝐄[(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑌𝑌𝑖𝑖 − 𝜇𝜇𝑌𝑌)]より、上式は次のように表現できる。  
 
= 1
𝑛𝑛−1
𝑛𝑛𝜎𝜎𝑋𝑋𝑌𝑌 −
1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]  
−
1
𝑛𝑛−1
𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌𝑖𝑖 − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ] + 1𝑛𝑛−1 𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ] [A.13] 
 
このとき、上式の𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]は、  
 
𝐄𝐄[∑ (𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]  
= 𝐄𝐄[∑ 𝑋𝑋𝑖𝑖𝑌𝑌�𝑛𝑛𝑖𝑖=1 ] − 𝜇𝜇𝑌𝑌𝐄𝐄[∑ 𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖=1 ] − 𝜇𝜇𝑋𝑋𝐄𝐄[∑ 𝑌𝑌�𝑛𝑛𝑖𝑖=1 ] + 𝐄𝐄[∑ 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌𝑛𝑛𝑖𝑖=1 ]  
= 𝐄𝐄[∑ 𝑋𝑋𝑖𝑖𝑌𝑌�𝑛𝑛𝑖𝑖=1 ] − 𝑛𝑛𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌 − 𝑛𝑛𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌 + 𝑛𝑛𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌  
= 1
𝑛𝑛
𝐄𝐄�∑ 𝑋𝑋𝑖𝑖𝑌𝑌𝑖𝑖
𝑛𝑛
𝑖𝑖=1 + ∑ 𝑋𝑋𝑖𝑖𝑌𝑌𝑗𝑗𝑖𝑖≠𝑗𝑗 � − 𝑛𝑛𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌  
= 1
𝑛𝑛
{𝑛𝑛𝐄𝐄[𝑋𝑋𝑌𝑌] + (𝑛𝑛2 − 𝑛𝑛)𝐄𝐄[𝑋𝑋]𝐄𝐄[𝑌𝑌]} − 𝑛𝑛𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌  
 
ところで、𝜎𝜎𝑋𝑋𝑌𝑌 = 𝐄𝐄[𝑋𝑋𝑌𝑌] − 𝐄𝐄[𝑋𝑋]𝐄𝐄[𝑌𝑌]、𝐄𝐄[𝑋𝑋]𝐄𝐄[𝑌𝑌] = 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌より、  
 
= 1
𝑛𝑛
{𝑛𝑛(𝜎𝜎𝑋𝑋𝑌𝑌 + 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌) + (𝑛𝑛2 − 𝑛𝑛)𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌} − 𝑛𝑛𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌  
= 𝜎𝜎𝑋𝑋𝑌𝑌 [A.14] 
 
と書ける。ここで、式[A.13]において、𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌𝑖𝑖 − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]は上式との対称性から
𝜎𝜎𝑋𝑋𝑌𝑌とわかる。  
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次に、式[A.13]の𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]は、以下のように整理できる。  
 
𝐄𝐄[∑ (𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)𝑛𝑛𝑖𝑖=1 ]  
= 𝑛𝑛𝐄𝐄[(𝑋𝑋� − 𝜇𝜇𝑋𝑋)(𝑌𝑌� − 𝜇𝜇𝑌𝑌)]  
= 𝑛𝑛(𝐄𝐄[𝑋𝑋�𝑌𝑌�] − 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌)  
= 𝑛𝑛 � 1
𝑛𝑛2
𝐄𝐄�∑ 𝑋𝑋𝑖𝑖𝑌𝑌𝑖𝑖
𝑛𝑛
𝑖𝑖=1 + ∑ 𝑋𝑋𝑖𝑖𝑌𝑌𝑗𝑗𝑖𝑖≠𝑗𝑗 � − 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌�  
= 𝑛𝑛 � 1
𝑛𝑛2
{𝑛𝑛(𝜎𝜎𝑋𝑋𝑌𝑌 + 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌) + (𝑛𝑛2 − 𝑛𝑛)𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌} − 𝜇𝜇𝑋𝑋𝜇𝜇𝑌𝑌�  
= 𝜎𝜎𝑋𝑋𝑌𝑌 [A.15] 
 
式[A.14]および式[A.15]を式[A.13]へ代入すれば、式[A.12]が不偏推定量であることが
わかる。  
 
𝐄𝐄�𝐿𝐿�Cov(𝐗𝐗,𝐘𝐘)� = 1𝑛𝑛−1 {𝑛𝑛𝜎𝜎𝑋𝑋𝑌𝑌 − 𝜎𝜎𝑋𝑋𝑌𝑌 − 𝜎𝜎𝑋𝑋𝑌𝑌 + 𝜎𝜎𝑋𝑋𝑌𝑌} = 𝜎𝜎𝑋𝑋𝑌𝑌 [A.16] 
 
以上、期待値、分散、共分散の不偏推定量について確認した。また、これらの統計量
は確率変数の分布に依存しない。  
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B) 条件付き分散の分解公式  
 確率変数𝑋𝑋および𝑌𝑌について、𝑋𝑋 = 𝑥𝑥が与えられている場合に関する𝑌𝑌の条件付き分散
（conditional variance）は、次のように定義される 35。  
 
𝐕𝐕𝐕𝐕𝐕𝐕[𝑌𝑌 |𝑋𝑋 = 𝑥𝑥] = 𝐕𝐕𝐕𝐕𝐕𝐕[𝑌𝑌 |𝑥𝑥] = 𝐄𝐄[(𝑌𝑌 − 𝐄𝐄[𝑌𝑌 |𝑥𝑥])2 |𝑥𝑥] [B.1] 
 
このとき、確率変数𝑌𝑌の条件付き分散について、以下の分解公式がある。  
 
𝐕𝐕𝐕𝐕𝐕𝐕[𝑌𝑌] = 𝐄𝐄�𝐕𝐕𝐕𝐕𝐕𝐕[𝑌𝑌 |𝑋𝑋]� + 𝐕𝐕𝐕𝐕𝐕𝐕�𝐄𝐄[𝑌𝑌 |𝑋𝑋]� [B.2] 
 
ここで、𝐄𝐄[𝑌𝑌 |𝑋𝑋]と𝐄𝐄[𝑌𝑌 |𝑥𝑥]の記法をあえて明示的に変えて記述したことに注意したい。
𝐄𝐄[𝑌𝑌 |𝑋𝑋]は確率変数𝑋𝑋の関数であり、一方、𝐄𝐄[𝑌𝑌 |𝑥𝑥]は𝐄𝐄[𝑌𝑌 |𝑋𝑋]の取り得る具体的な値、すな
わち、実現値である。  
式[B.2]の成立は右辺の第 1 項と第 2 項のそれぞれを整理していけば確かめられる。
まず、第 1 項について、𝐕𝐕𝐕𝐕𝐕𝐕[𝑋𝑋] = 𝐄𝐄[𝑋𝑋2] − (𝐄𝐄[𝑋𝑋])2から、  
 
𝐄𝐄�𝐕𝐕𝐕𝐕𝐕𝐕[𝑌𝑌 |𝑋𝑋]� = 𝐄𝐄[𝐄𝐄[𝑌𝑌2 |𝑋𝑋] − (𝐄𝐄[𝑌𝑌 |𝑋𝑋])2]  
= 𝐄𝐄�𝐄𝐄[𝑌𝑌2 |𝑋𝑋]� − 𝐄𝐄[(𝐄𝐄[𝑌𝑌 |𝑋𝑋])2]  
 
となり、さらに𝐄𝐄�𝐄𝐄[𝑌𝑌2 |𝑋𝑋]� = 𝐄𝐄[𝑌𝑌2]より、次のように書ける。  
 
= 𝐄𝐄[𝑌𝑌2] − 𝐄𝐄[(𝐄𝐄[𝑌𝑌 |𝑋𝑋])2] [B.3] 
 
続いて、式[B.2]の第 2 項も同様に、𝐄𝐄�𝐄𝐄[𝑌𝑌 |𝑋𝑋]� = 𝐄𝐄[𝑌𝑌]より次式を得る。  
 
𝐕𝐕𝐕𝐕𝐕𝐕�𝐄𝐄[𝑌𝑌 |𝑋𝑋]� = 𝐄𝐄[(𝐄𝐄[𝑌𝑌 |𝑋𝑋])2] − �𝐄𝐄�𝐄𝐄[𝑌𝑌 |𝑋𝑋]��2  
= 𝐄𝐄[(𝐄𝐄[𝑌𝑌 |𝑋𝑋])2] − (𝐄𝐄[𝑌𝑌])2 [B.4] 
 
                                                   
35 各定義および証明は、野田・宮岡（1990、1992）を参考にした。  
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式[B.3]および式[B.4]を、式[B.2]へ代入すれば、  
 
𝐕𝐕𝐕𝐕𝐕𝐕[𝑌𝑌] = {𝐄𝐄[𝑌𝑌2] − 𝐄𝐄[(𝐄𝐄[𝑌𝑌 |𝑋𝑋])2]} − {𝐄𝐄[(𝐄𝐄[𝑌𝑌 |𝑋𝑋])2] − (𝐄𝐄[𝑌𝑌])2}  
= 𝐄𝐄[𝑌𝑌2] − (𝐄𝐄[𝑌𝑌])2 [B.5] 
 
となり、式[B.2]が成り立つことがわかった。  
ところで、式[B.2]の証明には、以下の条件付き期待値（conditional expectation）
の性質を使用した。  
 
𝐄𝐄�𝐄𝐄[𝑌𝑌 |𝑋𝑋]� = 𝐄𝐄[𝑌𝑌] [B.6] 
 
確率変数𝑋𝑋の確率分布を𝑖𝑖𝑋𝑋、確率変数𝑌𝑌の確率分布を𝑖𝑖𝑌𝑌、確率変数𝑌𝑌の𝑋𝑋に関する条件付
き確率分布を𝑖𝑖𝑌𝑌|𝑋𝑋とすれば、𝐄𝐄[𝑌𝑌 |𝑋𝑋]に関する定義（連続型の場合）は次式である。  
 
𝐄𝐄[𝑌𝑌 |𝑋𝑋 = 𝑥𝑥] = 𝐄𝐄[𝑌𝑌 |𝑥𝑥] = ∫ 𝑑𝑑𝑖𝑖𝑌𝑌|𝑋𝑋 𝑑𝑑𝑑𝑑∞−∞  [B.7] 
 
式[B.6]の成立は、以下より確認できる。  
 
𝐄𝐄�𝐄𝐄[𝑌𝑌 |𝑋𝑋]� = ∫ 𝐄𝐄[𝑌𝑌 |𝑥𝑥]𝑖𝑖𝑋𝑋 𝑑𝑑𝑥𝑥∞−∞   
= ∫ ∫ 𝑑𝑑𝑖𝑖𝑌𝑌|𝑋𝑋𝑖𝑖𝑋𝑋∞−∞∞−∞ 𝑑𝑑𝑑𝑑 𝑑𝑑𝑥𝑥  
= ∫ ∫ 𝑑𝑑𝑖𝑖𝑋𝑋𝑌𝑌∞−∞∞−∞ 𝑑𝑑𝑑𝑑 𝑑𝑑𝑥𝑥  
= ∫ 𝑑𝑑𝑖𝑖𝑌𝑌∞−∞ 𝑑𝑑𝑑𝑑  
= 𝐄𝐄[𝑌𝑌] [B.8] 
 
上式の確率変数𝑌𝑌を𝑌𝑌2へ変えれば、同様に𝐄𝐄�𝐄𝐄[𝑌𝑌2 |𝑋𝑋]� = 𝐄𝐄[𝑌𝑌2]となる。なお、これらの
関係は、離散型の場合にも同様に成り立つ。   
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C) 構造型アプローチに基づく資産価値式  
第 3 章において使用した、以下の式[14]を導出する。  
 
𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 = 𝐴𝐴𝑡𝑡0,𝑖𝑖exp ��𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏� [14] 
 
期末時点𝑡𝑡𝜏𝜏の資産価値𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖、期初時点𝑡𝑡0の資産価値𝐴𝐴𝑡𝑡0,𝑖𝑖、資産価値の変化の期待成長率
𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖、資産価値の変化の標準偏差𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖、標準正規分布𝑁𝑁(0,1)に従う確率変数𝜀𝜀𝑡𝑡,𝑖𝑖として、
ある企業𝑖𝑖の資産価値𝐴𝐴𝑡𝑡,𝑖𝑖の変化は、以下のように幾何ブラウン運動に従い、ウィナー
過程（Wiener process）であると仮定する。  
 
𝑑𝑑𝐴𝐴𝑡𝑡,𝑖𝑖 = 𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖𝐴𝐴𝑡𝑡,𝑖𝑖𝑑𝑑𝑡𝑡 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡 [C.1] 
 
上式のように確率微分方程式（stochastic differential equation）として資産価値の確率
過程を記述すると、時間依存の単純な拡散過程のため、期初時点付近でのデフォルト
確率はほぼゼロに等しくなり、現実のデフォルト発生と整合的ではないという批判が
ある。しかし、本論文では、デフォルトの判定は期末時点のみで考え、会計年度期中の
デフォルトに関しては一切言及していない点に注意したい。  
いま、𝐴𝐴𝑡𝑡,𝑖𝑖について、ln𝐴𝐴𝑡𝑡,𝑖𝑖という関数を考える。伊藤の微分公式より、式[C.1]の確率
微分方程式は次式となる。  
 
𝑑𝑑 ln𝐴𝐴𝑡𝑡,𝑖𝑖 = � 𝜕𝜕𝜕𝜕𝑡𝑡 �ln𝐴𝐴𝑡𝑡,𝑖𝑖�� 𝑑𝑑𝑡𝑡 + � 𝜕𝜕𝜕𝜕𝐴𝐴𝑡𝑡,𝑖𝑖 �ln𝐴𝐴𝑡𝑡,𝑖𝑖�� 𝑑𝑑𝐴𝐴𝑡𝑡,𝑖𝑖 + 12 � 𝜕𝜕2𝜕𝜕�𝐴𝐴𝑡𝑡,𝑖𝑖�2 �ln𝐴𝐴𝑡𝑡,𝑖𝑖�� �𝑑𝑑𝐴𝐴𝑡𝑡,𝑖𝑖�2  
= 1
𝐴𝐴𝑡𝑡,𝑖𝑖 𝑑𝑑𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 1�𝐴𝐴𝑡𝑡,𝑖𝑖�2 �𝑑𝑑𝐴𝐴𝑡𝑡,𝑖𝑖�2 [C.2] 
 
式[C.2]に式[C.1]を代入し、伊藤のルール（(𝑑𝑑𝑡𝑡)2 = 0、𝑑𝑑𝑡𝑡 × 𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡 = 0、𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡 × 𝑑𝑑𝑡𝑡 = 0、
�𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡�2 = 𝑑𝑑𝑡𝑡）を適用して整理すれば次式を得る。  
 
= 1
𝐴𝐴𝑡𝑡,𝑖𝑖 �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖𝐴𝐴𝑡𝑡,𝑖𝑖𝑑𝑑𝑡𝑡 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡� − 12 1�𝐴𝐴𝑡𝑡,𝑖𝑖�2 �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖𝐴𝐴𝑡𝑡,𝑖𝑖𝑑𝑑𝑡𝑡 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡�2  
= �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝑑𝑑𝑡𝑡 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝑑𝑑𝑡𝑡 [C.3] 
 
 
 63 
上式の両辺を区間[0, 𝜏𝜏]で積分して整理すれば、第 3 章の式[15]を得る。  
 
ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 − ln𝐴𝐴𝑡𝑡0,𝑖𝑖 = �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏  
↔ ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 = ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏 [15] 
 
さらに、式[15]の両辺を指数化すれば、式[14]と一致する。  
 
↔ 𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 = 𝐴𝐴𝑡𝑡0,𝑖𝑖exp ��𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖√𝜏𝜏� [14] 
 
式[15]の右辺の指数部を確認すると、第 1 項と第 2 項は確率変動しない確定項である。
第 3 項は、標準正規分布𝑁𝑁(0,1)に従う確率変数𝜀𝜀𝑡𝑡,𝑖𝑖があるため確率的に変化する。  
ここで、（対数）資産価値の分布が企業間で相関構造をもつように考えてみる。すな
わち、確率変数𝜀𝜀𝑡𝑡,𝑖𝑖が企業間において共通で変動する部分と、企業固有に変動する部分
から構成されるようにモデル化する。本論文では、企業間に共通して変化する部分を
共通リスク要因𝐼𝐼𝑡𝑡とし、他方で、各企業固有で変化する部分を個別リスク要因𝜀𝜀𝑡𝑡,𝑖𝑖とする。
また、確率変数𝜀𝜀𝑡𝑡,𝑖𝑖について、共通リスク要因と個別リスク要因に分解した場合、記法
を𝜀𝜀𝑡𝑡,𝑖𝑖から𝑍𝑍𝑡𝑡,𝑖𝑖へ変更する。また、対数資産価値ln𝐴𝐴𝑡𝑡𝜏𝜏,𝑖𝑖もln ?̃?𝐴𝑡𝑡𝜏𝜏,𝑖𝑖へ書き換える。確率変数𝑍𝑍𝑡𝑡,𝑖𝑖
を用いて式[15]を書き改めれば、次式を得る。  
 ln ?̃?𝐴𝑡𝑡𝜏𝜏,𝑖𝑖 = ln𝐴𝐴𝑡𝑡0,𝑖𝑖 + �𝜇𝜇𝐴𝐴𝑡𝑡,𝑖𝑖 − 12 �𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖�2� 𝜏𝜏 + 𝜎𝜎𝐴𝐴𝑡𝑡,𝑖𝑖𝑍𝑍𝑡𝑡,𝑖𝑖√𝜏𝜏 [C.4] 
 
ただし、確率変数𝑍𝑍𝑡𝑡,𝑖𝑖（企業価値）は以下の式[23]である。  
 
𝑍𝑍𝑡𝑡,𝑖𝑖 = 𝛼𝛼𝑡𝑡,𝑖𝑖𝐼𝐼𝑡𝑡 + 𝛽𝛽𝑡𝑡,𝑖𝑖𝜀𝜀𝑡𝑡,𝑖𝑖 [23] 
 
なお、式[23]に関する詳細は本編の 4.2 節に記述したため、その説明は割愛する。  
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D) 試算例に使用したプログラム（R）  
第 5 章にて資産相関を擬似的にランダム化したうえで、信用ポートフォリオの信用
リスク量を試算した際に使用したプログラムを参考として以下に示す。  
計算アルゴリズムは、原則として、本編の 4.4 節に記載したモンテカルロ法の疑似
コードをもとに作成している。ただし、資産相関をランダム化する場合には、通常の
計算アルゴリズムと異なり、企業価値の算出に係る標準正規乱数の発生前にランダム
化した資産相関の従う確率分布からサンプルを 1 個取り出し、そのうえで、その値に
基づいて信用ポートフォリオの信用リスク量を計算する点に違いがある。すなわち、
計算の都度、資産相関が確率的に変化させている。  
 
信用ポートフォリオの信用リスク量の推定に係るプログラム例（R）  
************************************************************************************************ 
# all reset 
rm(list=ls(all=TRUE)) 
 
# number of obligors 
nobs <- 1000 
 
# probability of default (cutoff point) 
pd <- 0.01 
cp <- qnorm(pd) 
 
# beta distribution select 
x <- seq(0,1,length=10000) 
beta1 <- dbeta(x,63/5,252/5) 
beta2 <- dbeta(x,   3,   12) 
par(mfrow=c(1,1)) 
plot(x,beta1,type="l",xlim=c(0,1),ylim=c(0,8.1),lty=3,lwd=2,col="red", 
     main="Asset Correlation with Beta Distribution", 
     xlab="asset correlation",ylab="density") 
 lines(x,beta2,type="l",lty=2,lwd=2,col="blue") 
  labels <- c("Random - Narrow","Random - Wide","Expecctation") 
  cols <- c("red","blue","green"); ltys <- c(3,2,1); lwds <- c(2,2,2) 
  legend(0.5,7,legend=labels,col=cols,lty=ltys,lwd=lwds) 
 abline(v=0.20, col="green",lwd=2,lty=1) 
 
# tmp box 
tmp <- matrix(nrow=nobs,ncol=7) 
rownames(tmp) <- c(1:nobs) 
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colnames(tmp) <- c("systematic risk","idiosyncratic risk","firm value", 
                   "cutoff point","default dummy", 
                   "loss amount (fix)","loss amount (random)") 
 
# credit loss amount for each obligor 
tmp[,4] <- cp 
tmp[,6] <- 1  # loss amount without concentration 
 
# simulation 
sim <- 100000 
result <- matrix(nrow=sim,ncol=5) 
rownames(result) <- c(1:sim) 
colnames(result) <- c("rho1","rho2","rho3","beta1 sample","beta2 sample") 
 
# constant 0.2 (rho1) 
set.seed(1010) 
for(i in 1:sim){ 
 rho1 <- 0.20 # asset correlation 
 tmp[,1] <- rnorm(1)    # systematic risk 
 tmp[,2] <- rnorm(nobs) # idiosyncratic risk 
 tmp[,3] <- (sqrt(rho1)*tmp[,1]) + (sqrt(1-rho1))*tmp[,2] # firm value 
 tmp[,5] <- tmp[,3]<=tmp[,4] # default dummy 
 tmp[,7] <- tmp[,5]*tmp[,6]  # loss amount (random) 
 result[i,1] <- sum(tmp[,7]) # credit portfolio loss amount 
 } 
 
# randomization narrow variance (rho2 & beta1 narrow) 
set.seed(1010) 
for(i in 1:sim){ 
 rho2 <- rbeta(1, 63/5,252/5) # asset correlation(E=0.20,Var=0.0025) 
 tmp[,1] <- rnorm(1)    # systematic risk 
 tmp[,2] <- rnorm(nobs) # idiosyncratic risk 
 tmp[,3] <- (sqrt(rho2)*tmp[,1]) + (sqrt(1-rho2))*tmp[,2] # firm value 
 tmp[,5] <- tmp[,3]<=tmp[,4] # default dummy 
 tmp[,7] <- tmp[,5]*tmp[,6]  # loss amount (random) 
 result[i,2] <- sum(tmp[,7]) # credit portfolio loss amount 
 result[i,4] <- rho2 # beta1 sample 
 } 
 
# randomization wide variance (rho3 & beta2) 
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set.seed(1010) 
for(i in 1:sim){ 
 rho3 <- rbeta(1,    3,   12) # asset correlation(E=0.20,Var=0.0100) 
 tmp[,1] <- rnorm(1)    # systematic risk 
 tmp[,2] <- rnorm(nobs) # idiosyncratic risk 
 tmp[,3] <- (sqrt(rho3)*tmp[,1]) + (sqrt(1-rho3))*tmp[,2] # firm value 
 tmp[,5] <- tmp[,3]<=tmp[,4] # default dummy 
 tmp[,7] <- tmp[,5]*tmp[,6]  # loss amount (random) 
 result[i,3] <- sum(tmp[,7]) # credit portfolio loss amount 
 result[i,5] <- rho3 # beta2 sample 
 } 
 
# several quantiles including VaR & expected shortfall (ES) 
qtl <- matrix(nrow=3,ncol=9) 
rownames(qtl) <- c("rho1","rho2","rho3") 
colnames(qtl) <- c(".250", ".500", ".750", ".900", ".950",".990",".995",".999","ES") 
qtl[1,1:8] <- quantile(result[,1],probs=c(0.250,0.500,0.750,0.900,0.950,0.990,0.995,0.999)) 
qtl[2,1:8] <- quantile(result[,2],probs=c(0.250,0.500,0.750,0.900,0.950,0.990,0.995,0.999)) 
qtl[3,1:8] <- quantile(result[,3],probs=c(0.250,0.500,0.750,0.900,0.950,0.990,0.995,0.999)) 
qtl[1,9  ] <- mean(subset(result[,1],result[,1]>=quantile(result[,1],0.999))) 
qtl[2,9  ] <- mean(subset(result[,2],result[,2]>=quantile(result[,2],0.999))) 
qtl[3,9  ] <- mean(subset(result[,3],result[,3]>=quantile(result[,3],0.999))) 
qtl 
 
# asset correlation change (rho) 
# simulation 
SIM <- 100000 
RHO <- 101 
 
# tmp box for credit portfolio loss amount 
tmp_cpl <- matrix(nrow=SIM,ncol=1 ) 
 
# several quantiles including VaR & expected shortfall (ES) with varing RHO 
qtl_RHO <- matrix(nrow=RHO,ncol=10) 
rownames(qtl_RHO) <- c(1:RHO) 
colnames(qtl_RHO) <- c("rho", 
                       ".250", ".500", ".750", ".900", ".950",".990",".995",".999","ES") 
 
for(r in 1:RHO){ 
set.seed(1010) 
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for(i in 1:SIM){ 
 rho <- (r-1)/(RHO-1) 
 tmp[,1] <- rnorm(1)    # systematic risk 
 tmp[,2] <- rnorm(nobs) # idiosyncratic risk 
 tmp[,3] <- (sqrt(rho)*tmp[,1]) + (sqrt(1-rho))*tmp[,2] # firm value 
 tmp[,5] <- tmp[,3]<=tmp[,4] # default dummy 
 tmp[,7] <- tmp[,5]*tmp[,6]  # loss amount (random) 
 tmp_cpl[i,1] <- sum(tmp[,7]) # credit portfolio loss at RHO 
 } 
 qtl_RHO[r,1  ] <- rho 
 # several quantiles including VaR 
 qtl_RHO[r,2:9] <- quantile(tmp_cpl[,1], 
                            probs=c(0.250,0.500,0.750,0.900,0.950,0.990,0.995,0.999)) 
 # expected shortfall (ES) 
 qtl_RHO[r,10 ] <- mean(subset(tmp_cpl[,1],tmp_cpl[,1]>=quantile(tmp_cpl[,1],0.999))) 
 } 
 
# overview of credit loss amount with asset correlation change 
par(mfrow=c(1,2)) 
plot(qtl_RHO[,1],qtl_RHO[,9],type="p",xlim=c(0,1),ylim=c(0,1000), 
     lty=1,lwd=2,col="black", 
     main="Value at Risk with Asset Correlation Change", 
     xlab="asset correlation",ylab="annual credit portfolio loss amount (VaR)") 
plot(qtl_RHO[,1],qtl_RHO[,10],type="p",xlim=c(0,1),ylim=c(0,1000), 
     lty=1,lwd=2,col="black", 
     main="Expected Shortfall with Asset Correlation Change", 
     xlab="asset correlation",ylab="annual credit portfolio loss amount (ES)") 
 
# comparative analysis: constant vs. randomization 
par(mfrow=c(1,2)) 
plot(qtl_RHO[,1],qtl_RHO[,9],type="p",xlim=c(0.20,0.40),ylim=c(140,280), 
     lty=1,lwd=2,col="black", 
     main="Value at Risk with Asset Correlation Change", 
     xlab="asset correlation",ylab="annual credit portfolio loss amount (VaR)") 
 abline(h=qtl[2,8],col="red",  lwd=2,lty=3) 
 abline(h=qtl[3,8],col="blue", lwd=2,lty=2) 
 abline(h=qtl[1,8],col="green",lwd=2,lty=1) 
plot(qtl_RHO[,1],qtl_RHO[,10],type="p",xlim=c(0.20,0.40),ylim=c(140,280), 
     lty=1,lwd=2,col="black", 
     main="Expected Shortfall with Asset Correlation Change", 
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     xlab="asset correlation",ylab="annual credit portfolio loss amount (ES)") 
 abline(h=qtl[2,9],col="red",  lwd=2,lty=3) 
 abline(h=qtl[3,9],col="blue", lwd=2,lty=2) 
 abline(h=qtl[1,9],col="green",lwd=2,lty=1) 
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