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ABSTRACT
Using almost one million galaxies from the final Data Release 12 of the SDSS’s
Baryon Oscillation Spectroscopic Survey, we have obtained, albeit with low signif-
icance, a first model-independent determination of the radial BAO peak with 9%
error: ∆zBAO(zeff = 0.51) = 0.0456±0.0042. In order to obtain this measurement, the
radial correlation function was computed in 7,700 angular pixels, from which mean
correlation function and covariance matrix were obtained, making the analysis com-
pletely model independent. This novel method of obtaining the covariance matrix was
validated via the comparison with 500 BOSS mock catalogs. This ∆zBAO determina-
tion can be used to constrain the background expansion of exotic models for which
the assumptions adopted in the standard analysis cannot be satisfied. Future galaxy
catalogs from J-PAS, DESI and Euclid are expected to significantly increase the qual-
ity and significance of model-independent determinations of the BAO peak, possibly
determined at various redshift and angular positions. We stress that it is imperative
to test the standard paradigm in a model-independent way in order to test its foun-
dations, maximize the extraction of information from the data, and look for clues
regarding the poorly understood dark energy and dark matter.
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1 INTRODUCTION
Thanks to the increasing wealth of astronomical data it
started to be possible to analyze the cosmos with model-
independent analyses. The basic idea is to extract informa-
tion from data without assuming the properties of the energy
content of the universe nor, if possible, the overall spacetime
structure (Stebbins 2012). While model-independent analy-
ses may be less constraining as compared to standard analy-
ses, they have the advantage that they can be used to verify
basic assumptions such as homogeneity and isotropy and to
analyze exotic models for which standard results could not
be used. Indeed, it is becoming increasingly difficult to ana-
lyze alternative models as the standard model of cosmology
is more and more at the heart of the ever more complex data
reduction pipelines.
Examples of cosmology-independent measurements are
Supernova Ia model-independent calibrations (Hauret et al.
2018), expansion-rate determinations via redshift drift
(Martins et al. 2016) or the differential age evolution of
cosmic chronometer (Moresco et al. 2018) and their model-
independent reconstructions (see, e.g., Marra & Sapone
2018, and references therein). A model-independent “low-
redshift standard ruler” (which, within the standard model,
coincides with the sound horizon at radiation drag) was
obtained by Verde et al. (2017), model-independent CMB
constraints were obtained by Vonlanthen et al. (2010),
and “standard sirens” – gravitational wave detections with
electromagnetic counterparts – can provide cosmology-
independent determinations of the luminosity-distance-
redshift relation (Abbott et al. 2017).
Here, we will focus on constraints from Baryon Acous-
tic Oscillations (BAO). The standard analysis (see Alam
et al. 2017) provides BAO measurements which are “pseudo
model-independent” as they can easily be scaled to trial
cosmologies using the Alcock-Paczynski distortion. For this
method to be valid the trial cosmology must be “sufficiently
close” to the fiducial model. For example, the 2-point cor-
relation function template and the reconstruction technique
may not be valid for, e.g., non-standard dark energy models.
In order to overcome these limitations Anselmi et al. (2016)
introduced the “linear point”, a model-independent BAO
standard ruler which can be used also for cosmologies differ-
ent from ΛCDM (see also Anselmi et al. 2018a,b). Here, we
wish to use a completely model-independent method, whose
results could be used to constrain even the most exotic mod-
els such as inhomogeneous metrics. As we will see, the price
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Figure 1. Redshift distribution of the 720,113 galaxies of the
Northern Galactic Cap (top) and the 273,117 galaxies of the
Southern Galactic Cap (bottom) of the CMASSLOWZTOT catalog of
the Data Release 12 of the BOSS survey of SDSS-III that have
been used for this analysis (0.3 6 z 6 0.65). See Table 1 for
numerical details.
will be a much lower significance and accuracy with respect
to the standard and linear-point analyses.
Model-independent angular BAO constraints were dis-
cussed, for example, by Sanchez et al. (2011) in the context
of a DES-like photometric redshift survey, and obtained us-
ing galaxy (Alcaniz et al. 2017; Carvalho et al. 2017) and
quasar (de Carvalho et al. 2018) catalogs of the the Baryon
Oscillation Spectroscopic Survey (BOSS) of the Sloan Digi-
tal Sky Survey (SDSS). Sanchez et al. (2013) proposed a sim-
ple recipe in order to measure the radial BAO in a model in-
dependent way. It was applied to a large Euclid-like N -body
simulation and it was shown to be able to correctly obtain
the BAO scale relative to the cosmology of the simulation.
Here, we extend the methodology introduced in Sanchez
et al. (2013) in order to apply it to the final Data Release
12 of the BOSS survey (Eisenstein et al. 2011).
This paper is organized as follows. After describing the
data in Section 2, we describe the method in Section 3, plac-
ing particular emphasis on the use of galaxy and angular
pixel weights and on the estimation of the covariance ma-
trix. In Section 4 we show our results—the determination of
the BAO feature in redshift space. We conclude in Section 5.
2 DATA
The SDSS observed more than one quarter of the sky using
the 2.5-m Sloan Telescope in Apache Point, New Mexico. We
use the Data Release 12 (DR12) of the BOSS survey, which
is the final data release and contains all SDSS observations
through July 2014 (Alam et al. 2015; Reid et al. 2016).
DR12 features the LOWZ sample of luminous red galax-
ies (z . 0.4) and the CMASS sample of massive galax-
ies (0.4 . z . 0.7), in both the Northern and Southern
Galactic Caps (NGC and SGC), with a total footprint of
about 10,400 deg2. Figure 1 shows the redshift distribu-
tions of the 720,113 NGC galaxies and of the 273,117 SGC
galaxies in the redshift interval 0.3 6 z 6 0.65. Regard-
ing the random catalogs, we use the random0 versions; the
NGC and the SGC have 37,115,850 and 13,647,368 random
points (0.3 6 z 6 0.65), respectively, and are produced in
a manner independent of cosmology. The random catalogs
are about 50 times larger than the corresponding real ones.
This means that the shot noise introduced by the random
catalogs will be negligible as compared to the one due to the
galaxy catalogs. In order to maximize the statistical signifi-
cance of the BAO signal we will consider only one bin with
0.3 6 z 6 0.65, see Table 1 for details. The width of the bin
is similar to ones adopted in Sanchez et al. (2013).
In general, the effective redshift is defined as the
weighted mean redshift of the galaxies:
zeff =
∑
i
dizi∑
i
di
, (1)
where i labels the i-th galaxy with weight di. The equation
above gives 0.494. However, as we are studying BAO, we
will adopt the following more specialized estimator (Beutler
et al. 2011):
zeff =
∑
i<j
didj(zi + zj)/2∑
i<j
didj
' 0.507 , (2)
where the sum is over the galaxy pairs {i, j} separated by
∆zBAO ± δz, where δz is the redshift sub-bin discussed in
the next Section. The advantage of this definition is that it
considers the weighted average redshift of the galaxy pairs
that contribute to the BAO signal and so it is expected
to better characterize its effective redshift, especially for the
large redshift bin that we are considering. As ∆zBAO it is not
known in advance, we compute the zeff of (2) after having
estimated ∆zBAO.
3 METHOD
We now extend the methodology introduced in Sanchez et al.
(2013) in order to apply it to observational data. Further-
more, we introduce a new method to compute the covariance
matrix directly from the data, and compare it successfully
to the covariance matrix obtained from the BOSS mocks.
3.1 Angular pixels
Following Sanchez et al. (2013), we divide the redshift bin
into angular pixels which should be small enough in order to
consider galaxies as collinear as possible and large enough
in order to retain enough galaxies so that the computation
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Redshift bin zeff [zmin, zmax] δz δφ δθ galaxies pixels with 50 or
more galaxies
gal/pixel
NGC 0.507 [0.30, 0.65] 0.007 1.25◦ 1.25◦ 720,113 5829 124
SGC 273,117 1875 146
Total 993,230 7704 129
Table 1. Properties of the redshift bin adopted in the analysis. The effective redshift zeff is defined in equation (1).
of the correlation function will not be shot-noise dominated.
A large angular pixel induces a change in the slope of the
correlation function at small scales, a smoothing effect pro-
duced by the inclusion of galaxy pairs that are not exactly
collinear. However, the scale at which this effect appears
(fixed by the pixel size) is very far from the BAO scale, that
therefore remains unaffected.
Sanchez et al. (2013) verified that one can safely use
angular pixels up to 1 deg2. We will adopt a slightly larger
angular pixel of (1.25deg)2 as our catalog is not as dense as
the N -body catalog used by Sanchez et al. (2013).
The correlation function is then calculated within these
long and thin squared angular bins.1 In other words, we are
computing a 1-d (radial) correlation function.
3.2 Counting galaxies with weights
We will now discuss how to obtain the correlation function
within the angular bin α. Let us consider then the case of nd
(data) galaxies Di with weights di and nr (random) galaxies
Rj with weights rj . Our aim is to find at which redshift
separation ∆z will we find the BAO feature. Consequently,
we need to compute the correlation function using redshift
bins in the redshift-separation space. We will use N redshift
sub-bins of δz = 0.007, labelled according to ∆zβ . This value
was chosen in order to have enough resolution to see the
BAO bump and, at the same time, have enough galaxies in
each bin in order not to increase shot noise. As we will use
the optimal estimator by Landy & Szalay (1993), we have
to compute the galaxy-galaxy (DD), random-random (RR)
and galaxy-random (DR) counts.
3.3 Galaxy weights
As explained in Reid et al. (2016), galaxies are weighted
according to:
wi = wsys,i(wnoz,i + wcp,i − 1) (3)
where wsys = wstar wseeing is the total systematic weight,
wnoz is the redshift failure weight and wcp is the close pair
weight. Usually, one then multiplies the above weights by
the FKP weights as they are meant to optimally weight the
survey galaxies (Feldman et al. 1994). However, as the FKP
weights do assume a cosmology and optimize the computa-
tion of the 3-d correlation function (we are computing a 1-d
correlation function), we will carry out the analysis without
these weights. Consequently, we will use:
di = wi and rj = 1 . (4)
1 These bins look very much like the “spaghetti alla chitarra.”
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Figure 2. Distribution of the galaxy weights.
Figure 2 shows the distribution of galaxy weights and is
a superposition of two distributions. The LOWZ catalog
features a discrete distribution of weights at the values
{1, 2, 3, 4, 5}, marked in Figure 2 with green gridlines. In-
teger values are usually due to fiber-collision upweightings.
The CMASS catalog has instead a smooth distribution,
peaked {1, 1.5, 2, 3, 4, 5}. Besides fiber-collision weights, also
weights specific to this higher-z catalog were used, see Reid
et al. (2016); Ross et al. (2017) for details.
3.4 DD or RR counts
The DD counting proceeds as follows; the RR case is analo-
gous. One sits on the i-th galaxy and counts the nd−1 galax-
ies that fall into the various redshift sub-bins. The counts
are given by the N -dimensional vector v˜i:
v˜i = di{. . . ,
∑
k∈β
dk, . . . }i , (5)
where the k data galaxies are the ones that belong to that
β sub-bin. Clearly, the sum of the components of this vector
is:
V˜i ≡
N∑
β=1
v˜i,β = di
∑
k 6=i
dk . (6)
In order to estimate DD one has to stack the contributions
from all the pairs; that is, one has to sum the vectors v˜i and
MNRAS 000, 1–9 (2017)
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then normalize the result:
DDα =
∑
i
v˜i∑
l
V˜l
=
∑
i
v˜i∑
l
dl
∑
k 6=l dk
=
∑
i
v˜i
(
∑
l
dl)2 −
∑
l
d2l
, (7)
where αmarks the particular angular bin we are considering.
Note that:
N∑
β=1
DDαβ = 1 . (8)
In the case of unitary weights one has:
DDα =
1
nd(nd − 1)
nd∑
i=1
v˜i , (9)
where v˜i becomes a vector of integer counts.
If one, more efficiently, counts pairs only once (i.e. not
both d1d3 and d3d1), then the counts are given by the vec-
tor vˆi:
vˆi = di{. . . ,
∑
k∈β,k>i
dk, . . . }i . (10)
Consequently:
DDα =
∑
i
vˆi∑
l
Vˆl
=
∑
i
vˆi∑
l
dl
∑
k>l
dk
=
∑
l
vˆl
[(
∑
l
dl)2 −
∑
l
d2l ]/2
, (11)
which in the case of unitary weights becomes:
DDα =
1
nd(nd − 1)/2
nd∑
i=1
vˆi . (12)
The latter equation features the standard normalization.
Equation (11) gives the same counts as compared with equa-
tion (7).
For later use we define the total weight of the angular
pixel α as:
ddα =
(
∑
l
dl)2 −
∑
l
d2l
2 , (13)
which generalizes the total number of different pairs in the
angular pixel α:
ndd,α =
nd(nd − 1)
2 . (14)
3.5 DR counts
The DR counting proceeds as follows; the RD case gives
exactly the same result.2 The index i will label the data
galaxies while the index j the random galaxies. One sits
on the i-th galaxy and counts the nr galaxies that fall into
2 The RD computation is numerically slower because there are
more random galaxies than real ones so that one has to sit on
more galaxies. The counting is performed vectorially. This be-
havior may depend on the way the calculation was implemented.
the various redshift sub-bins. The counts are given by the
N -dimensional vector u˜i:
u˜i = di{. . . ,
∑
k∈β
rk, . . . }i , (15)
where the k random galaxies are the ones that belong to
that β sub-bin. The sum of the components of u˜i is:
U˜i ≡
N∑
β=1
u˜i,β = di
∑
k
rk ≡ di rtot , (16)
where we have defined the total weight rtot. In order to
estimate DR, one has to stack the contributions from all
the pairs; that is, one has to sum the vectors u˜i and then
normalize the result:
DRα =
∑
i
u˜i∑
l
U˜l
=
∑
i
u˜i∑
l
dl rtot
=
∑
i
u˜i
dtot rtot
. (17)
Note that:
N∑
β=1
DRαβ = 1 . (18)
In the case of unitary weights one has:
DRα =
1
nd nr
∑
i
u˜i , (19)
where u˜i becomes a vector of integer counts. The latter equa-
tion features the standard normalization.
For later use we define the total weight of the angular
pixel α as:
drα =
∑
i
di
∑
j
rj = dtot rtot , (20)
which generalizes the total number of different pairs in the
angular pixel α:
ndr,α = nd nr . (21)
3.6 Correlation function and covariance matrix
After carrying out the procedure above we obtain the fol-
lowing quantities:
DDαβ ddα ndd,α ,
RRαβ rrα nrr,α ,
DRαβ drα ndr,α , (22)
where α labels an angular pixes in the Northern or Southern
Galactic Cap and β labels the redshift sub-bins.
We compute the correlation function directly in every
pixel α and then calculate the mean vector and its N × N
covariance matrix:
ξαβ ≡ DDαβ − 2DRαβ +RRαβ
RRαβ
, (23)
ξβ = 〈ξαβ〉α , (24)
Σββ′ =
cov(ξαβ)
neff
. (25)
where we used for ξαβ the optimal estimator by Landy &
Szalay (1993). As we are not mixing pixels before the com-
putation of the correlation function, we merge Northern
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Figure 3. Correlation matrix relative to the covariance matrix
Σββ′ of equation (25). See Table 1 for the bin specifications.
and Southern Galactic Cap pixels. The correlation matrix
is shown in Figure 3, while the mean correlation function
and the diagonal of the covariance matrix are shown in Fig-
ure 7.
As the angular pixels feature a wide range of number
of galaxies, they do not all have the same statistical con-
straining power: see Figure 4 where the effective number of
galaxies per pixel neffdd,α '
√
2ddα is shown. Therefore, in or-
der to obtain smaller errors and higher significance, it seems
appropriate to weight the computation of the average ξβ
and the covariance Σββ′ according to the number of galax-
ies present in the angular pixel. As angular pixel weights
we adopted the weights rrα. The reason is that the random
catalog closely follows the data catalog by construction and,
at the same time, the weights rrα are uncorrelated with the
measurements so that this weighing scheme should not cause
bias or increased variance. We leave to future work the study
of an optimal weighting scheme akin to the one proposed by
Feldman et al. (1994) in order to balance sample variance
and shot noise.
The covariance matrix of equation (25) is relative to the
mean vector ξβ . That is why it is divided by the effective
number of pixels neff :
neff =
(∑
α
rrα
)2∑
α
rr2α
' 6671 . (26)
3.7 MultiDark-Patchy mocks covariance matrix
The determination of the covariance matrix (25) directly
from the data is carried out under the approximation that
ξαβ and ξα′β are independent for α 6= α′. However, possible
correlations could affect this estimation, possibly producing
smaller errors and so artificially boosting the significance. In
this specific case, since the BAO scale corresponds to ∼ 5
deg at z ∼ 0.5 (see, e.g., von Marttens et al. 2019, figure
50 100 150 200 250
0.00
0.01
0.02
0.03
0.04
0.05
effective number of galaxies per pixel
fr
eq
ue
nc
y
Figure 4. Distribution of the effective number of galaxies per
pixel neffdd,α '
√
2ddα, see equations (13-14)
3), 1.25 deg pixels are expected to be correlated by sample
variance.
In order to check this important issue we com-
puted the correlation ξβ of equation (24) for the
500 MultiDark-Patchy mocks made for the BOSS
data. Specifically, we used the first 500 mocks of
the sets Patchy-Mocks-DR12NGC-COMPSAM_V6C and
Patchy-Mocks-DR12SGC-COMPSAM_V6C, and also the 50
times as big corresponding random catalog. See Kitaura
et al. (2016); Rodríguez-Torres et al. (2016) for details
regarding these mocks.
We then computed the mock covariance matrix Σmocksββ′ ,
which is shown via the correlation matrix in Figure 5 and
via its diagonal in Figure 6. The bottom panel shows the dif-
ference between the data correlation matrix and the one ob-
tained from the BOSS mocks. The overall agreement is good,
even if one may notice that the correlation between nearby
redshift sub-bins is a little underestimated when computed
from the data. In Figure 6 we compare the errors: the mock
covariance matrix features errors only 9% larger, a very good
agreement.
We conclude that, for the special case of the fiducial
ΛCDM cosmology, the covariance matrix estimated from the
data with the novel procedure of Section 3.6 is trustworthy.
Therefore, in the main analysis we will use the covariance
matrix (25) estimated directly from the data in order to keep
the analysis model independent. We will adopt the mock
covariance matrix in Section 4.1.
3.8 BAO position
Within the homogeneous and isotropic FLRW model, the
BAO bump in redshift space is given by (Hogg 1999):
∆ztheoBAO =
rdH(z)
c
, (27)
where rd is the line-of-sight comoving sound horizon at the
drag epoch, H is the Hubble rate and c is the speed of light.
Using the fiducial cosmology of Alam et al. 2015 (Ωm = 0.31,
h = 0.676 and Ωbh2 = 0.022) one obtains the theoretical
prediction (rd = 147.78 Mpc):
∆zfidBAO(z = 0.507) ' 0.04410 . (28)
MNRAS 000, 1–9 (2017)
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Figure 5. Correlation matrix relative to the MultiDark-Patchy
mocks (top) and difference with respect to the correlation matrix
of Figure 3 which was estimated directly from the data (bottom).
However, as we are considering a large redshift bin
(0.3 6 z 6 0.65), one may obtain a more accurate pre-
diction by adopting a method similar to the one used in
equation (2):
∆zfidBAO =
∑
i<j
didj ∆ztheoBAO(
zi+zj
2 )∑
i<j
didj
' 0.04414 , (29)
where the sum is over the galaxy pairs {i, j} separated by
∆zBAO± δz. As ∆zBAO it is not known in advance, we com-
pute the ∆zfidBAO of (29) after having estimated ∆zBAO.
As we expect to detect the BAO feature at ∆z ≈ 0.05,
we will restrict the analysis to a range of 0.01 . ∆z . 0.1
in order to reduce the impact of poorly sampled regions of
the correlation function.
BOSS data MultiDark-Patchy mocks
0.02 0.04 0.06 0.08 0.10
0.000
0.001
0.002
0.003
0.004
Δz
σ
Figure 6. Square root of the diagonal of the covariance matrix
estimated from the data and of the diagonal of the covariance
matrix from the MultiDark-Patchy mocks.
���� ���<�<����
0.02 0.04 0.06 0.08 0.10
-0.04
-0.02
0.00
0.02
0.04
Δz
ξ
Figure 7. Correlation function ξβ together with the fit to equa-
tion (30). The error bars are from the diagonal elements of the
covariance matrices; however, the points are correlated as visible
in Figure 3.
4 RESULTS
In order to determine ∆zBAO we will use the phenomeno-
logical parametrization proposed by Sanchez et al. (2013):
ξ‖(∆z)=A+Be−C∆z−De−E∆z+ Fe−
(∆z−∆zBAO)2
2σ2 , (30)
which was proven to be flexible enough so as to produce an
unbiased estimation of ∆zBAO.
We define the following χ2 function:
χ2 = {ξ‖(∆zβ)− ξβ}Σ−1ββ′{ξ‖(∆zβ′)− ξβ′} , (31)
where repeated indexes are summed over and ξβ is the one
of equation (24) and shown in Figure 7. The best-fit model
is shown with a red line in Figure 7. The ∆zBAO parameter
describes the position of the BAO feature in redshift space,
while the cosmological interpretation of the other parame-
ters is limited, since equation (30) is an empirical description
valid only in the neighborhood of the BAO peak.
In order to determine the statistical error on ∆zBAO we
perform an MCMC analysis using emcee (Foreman-Mackey
et al. 2013) in the 8-dimensional parameter space spanned
by {A,B,C,D,E, F, σ,∆zBAO}. We adopted flat priors on
MNRAS 000, 1–9 (2017)
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Figure 8. Triangular plot relative to the χ2 function of equation 31. The contours contain 1-, 2- and 3-σ of the total probability.
all parameter and we constrained F > 0 as the BAO signal
is expected to be a peak. Also, we restrict the width of the
peak to 0.004 < σ < 0.014, because a tight peak cannot
be constrained due to the limited resolution provided by
the redshift sub-bins and a broad peak would exceed the
width of the data. Also, we restrict the position of the peak
to be within the data rage, 0.02 < ∆zBAO < 0.075. The
result of this analysis is shown in Figure 8. Interestingly, we
can observe little correlation between ∆zBAO and the other
parameters.
The previous analysis gives the following model-
independent BAO estimation:
∆zBAO(zeff =0.507) = 0.0456+0.0045−0.0038 ' 0.0456± 0.0042,
(32)
which agrees with the value relative to the fiducial cosmology
of Alam et al. (2015) given in equation (29). Sanchez et al.
(2013) estimated a total systematic error of 0.33%, which is
much smaller than the 9% statistical error in equation (32)
and can be neglected.
In order to assess the significance of the detection of the
BAO peak, we compare the χ2min relative to equation (31)
(6 d.o.f.) with the χ2min relative to the “noBAO” model, that
MNRAS 000, 1–9 (2017)
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is, equation (31) with F = 0 (9 d.o.f.). Comparing these two
values provides a measure of our level of confidence that the
BAO feature exists in the data. This analysis gives:
χ2min(noBAO)− χ2min(BAO) = 12.4− 7.9 = 4.5 . (33)
As one expects χ2min(noBAO) to be 3 points higher owing to
the increased d.o.f., the significance of the detection is small.
Alternatively, the noBAO model is rejected with a p-value of
only 0.2. Statistical errors are significantly higher and signif-
icance is lower as compared to the analysis that uses the 3-d
correlation function because cross-pixel correlations cannot
be used: this is the price of dropping completely basic as-
sumptions in order to carry out a fully model-independent
analysis. Future catalogs are expected to yield higher signif-
icance results.
4.1 Mock data analysis
Here, in order to test the robustness of the method we repeat
the analysis using the mock covariance matrix estimated in
Section 3.7. The result is:
∆zBAO = 0.0442± 0.0044 , (34)
χ2min(noBAO)− χ2min(BAO) = 13.7− 9.4 = 4.3 , (35)
in good agreement with the main result that uses the co-
variance matrix obtained directly from the data.
Finally, we performed the analysis using the mean cor-
relation function from the mocks and the mock covariance
matrix relative to the mean, defined as Σmocksββ′ /500. The re-
sult is:
∆zBAO = 0.04437± 0.00024 , (36)
χ2min(noBAO)− χ2min(BAO) = 562− 7 = 555 . (37)
which shows that the phenomenological parametrization of
equation (30) is a good model. The position of the BAO
peak is less than 1σ from the value relative to the fiducial
cosmology give in equation (29). This small bias is inconse-
quential for our analysis as it amounts to an offset of 0.06σ
in equation (32). This bias is possibly due to the binning
strategy and weighting scheme used.
5 CONCLUSIONS
In this work, using almost one million galaxies from the final
data release of the BOSS survey (SDSS-III DR12), we have
obtained, albeit with low significance, a model-independent
determination of the radial BAO feature, see equation (32).
It features a 9% error and can be used to constrain the
background expansion of exotic models for which the as-
sumptions adopted in the standard analysis of Alam et al.
(2017) cannot be satisfied. This is the case, for example, of
inhomogeneous models that are used to test homogeneity
without assuming it (Valkenburg et al. 2013).
It is worth stressing that we have introduced a new
method to compute the covariance matrix directly from the
data, and validated it against the covariance matrix ob-
tained from the BOSS mocks. Consequently, following the
method presented in this paper, it is possible to obtain fully
model-independent BAO constraints.
Future galaxy catalogs from J-PAS (Benitez et al.
2014), DESI (desi.lbl.gov, Martini et al. 2018) and Eu-
clid (Amendola et al. 2018) will allow us to obtain high-
significance model-independent determinations of the BAO
peak at several redshift values. Using the formalism here
presented it will be straightforward to obtain the position of
the BAO feature in different angular regions so that isotropy
of the universe could be directly tested. We conclude stress-
ing that it is imperative to test the standard paradigm in
a model-independent way in order to test its foundations,
maximize the extraction of information from the data, and
look for clues regarding the poorly understood dark energy
and dark matter.
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