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Розглянуто питання розв’язку задач нечіткого лінійного програмування шляхом пред-
ставлення параметрів нечіткої моделі тензорами 2-го рангу. Показано можливість 
розв′язку вказаного класу задач на рівні множини чітких задач лінійного програмування, 
сформованих для 1-го інваріанта та норм тензорів, що моделюють нечіткі параметри 
Вступ 
Г.Марковіц у роботі [1] розглянув 
задачу оптимізації фондового портфеля в 
координатах “прибутковість-ризик”. Як-
що портфель моделюється багатомірною 
випадковою величиною очікуваної при-
бутковості його активів, то можна виділи-
ти параметри середньої прибутковості, 
розрахункового відхилення від середньо-
го (ризик) і побудувати кореляційну мат-
рицю стохастичного взаємного зв'язку ак-
тивів портфеля. Тоді задача оптимізації 
фондового портфеля розглядається в двох 
аспектах:  
а) задача максимізації прибутковості 
портфеля при фіксованому рівні його ри-
зику; 
б) задача мінімізації ризику портфе-
ля при фіксованій необхідній середній 
прибутковості портфеля.  
Згідно з моделлю Марковіца форму-
вання портфелю цінних паперів (ПЦП) 
серед характеристик цінних паперів (ЦП) 
виділяють такі: портфель містить N типів 
ЦП, що характеризуються параметрами: 
− початковою ціною Wi0 одного па-
перу перед його доданням у портфель; 
− числом паперів ni у портфелі; 
− початковими інвестиціями Si0 в 
даний портфельний сегмент; 
− середньоочікуваною прибуткові-
стю паперу ri; 
− стандартним відхиленням σi від 
значення ri. 
Портфель цінних паперів характери-
зується: 
− сумарним обсягом портфельних 
інвестицій S; 
− частковим ціновим розподілом 
паперів у портфелі {xi}, причому для ви-
хідного портфеля виконується 
,1x,
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− кореляційною матрицею {ρij}, ко-
ефіцієнти якої характеризують зв'язок між 
прибутковостями i-ого і j-ого паперів. 
Якщо ρij=-1, це означає повну негативну 
кореляцію, якщо ρij=1 – повна позитивна 
кореляція.  
За [1] ПЦП описаний системою ста-
тистично пов'язаних випадкових величин 
з нормальними законами розподілу. Тоді, 
відповідно до теорії випадкових величин, 
очікувана прибутковість портфеля r зна-
ходиться за формулою   
                 ∑
=
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 стандартне відхилення портфеля σ –   
           ( ) 2/1N 1i N 1j jiijji xx∑ ∑= = σσρ=σ  
Задача керування таким портфелем 
описується наступним чином: знайти та-
кий вектор { }N1iixx == , що максимізує ці-
льову функцію r при заданому обмеженні 
на рівень ризику σ : 
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де σM – ризик паперу з максимальною се-
редньо очікуваною прибутковістю. 
Сучасні дослідження [2] показали 
обмеження застосування методології [1] в 
її чистому вигляді, однак нечітко-
множинний підхід у розв‘язанні оптимі-
заційної задачі Марковіца не тільки має 
право на існування, але в ряді випадків є 
найбільш прийнятним. Наприклад, консо-
лідований портфель пенсійних накопи-
чень повинен бути дворівневим. У першу 
чергу, це повинен бути індексний порт-
фель на дозволених активах, у якому оп-
тимізовані пропорції модельних класів 
(індексних активів). Оптимізацію такого 
портфеля  доцільно робити методом Мар-
ковіца в нечіткій постановці задачі.  
Задачі вибору оптимального порт-
феля за Марковіцем в нечітко-множинній 
постановці зводяться, як правило, до за-
дач математичного програмування [3], 
що, у свою чергу, може класифікуватися 
на три категорії в залежності від типу не-
визначеності [4] : 
- нечітке математичне програмуван-
ня з неясністю; 
- нечітке математичне програмуван-
ня з неоднозначністю; 
- нечітке математичне програмуван-
ня з неясністю і неоднозначністю. 
Зазначивши недостатню коректність 
наведених визначень, звернемо увагу на 
таке. Нечітке математичне програмування 
в першій категорії спочатку розглянуто в 
роботах [5-7]. Як розв'язок проблеми 
прийняття рішень з нечіткими цілями і 
обмеженнями. 
Друга категорія в нечіткому матема-
тичному програмуванні має справу з не-
однозначними коефіцієнтами цільової  
функції й обмеженнями цілісності, але не 
стосується нечітких цілей і обмежень. У 
роботі [8] введені чотири індекси нерів-
ності між нечіткими числами [9], що ба-
зується на теорії можливостей [10]. Зада-
ча вибору оптимального портфеля пере-
ведена в проблему математичного про-
грамування з нечіткими коефіцієнтами. 
Оскільки нечіткі коефіцієнти можуть бути 
визначені як розподіли можливості у ве-
личині коефіцієнта, цей тип задачі нечіт-
кого математичного програмування за-
звичай називається можливісним програ-
муванням. 
Останній тип задачі нечіткого мате-
матичного програмування має справу з 
неоднозначними коефіцієнтами, а також 
невизначеною перевагою ухвалення роз-
в'язку. у роботі [11] було сформульовано 
тип задачі нечіткого лінійного програму-
вання. В цій моделі невизначене форму-
вання розв'язку переваги представлено 
нечіткою областю можливих значень і по-
трібно, щоб нечітка функціональна вели-
чина включалася в дану нечітку область 
досяжних значень.  
На відміну від гнучкого програму-
вання, цей тип задач нечіткого математи-
чного програмування був названий робо-
сним програмуванням. У роботі [12] сфо-
рмульована загальна задача математично-
го програмування з нечіткими коефіцієн-
тами, що базується на методі розв'язку 
[13] з нечітким відношенням переваги. 
Основні типи і моделі розв'язку не-
чітких задач математичного (лінійного) 
програмування 
Вихідна задача лінійного програму-
вання (ЗЛП) [14] приймається у вигляді 
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Розв′язок проблеми нечіткого лінійного 
програмування (НЛП - FLP) розглядають 
як схеми множинного нечіткого виведен-
ня (висновку), де антецеденти схеми від-
повідають обмеженням цілісності НЛП 
проблеми і факт висновку (схеми) проін-
терпретований як цільова функція НЛП 
проблеми. Потім процес розв'язку склада-
ється з двох кроків: 
Для кожної змінної розв'язку x ∈ Rn 
обчислюють величину цільової функції - 
MAX(x) через sup-min згортку антеце-
дент-обмеження цілісності і факт-ціль. 
Визначається оптимальний розв'язок НЛП 
проблеми – будь-яка точка, що робить 
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максимальним елемент набору {MAX(x) | 
x ∈Rn} (в контексті даного відношення 
нерівності). 
Інтерпретація НЛП проблеми як 
схеми множинного нечіткого виведення у 
формі [7,8]: 
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Факт                      
Мета(х):= nn11 xc~xc~ ++L  
Наслідок              МАХ(х), 
 
де x ∈Rn, наслідок (величина цільової фу-
нкції в системі обмежень у x) MAX(x) об-
числена як  
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Оптимальна величина цільової фун-
кції проблеми НЛП, що позначається M, 
визначається  як  
M:=sup{MAX(x)|x∈Rn},          
де sup слід розуміти у контексті даного 
чіткого відношення нерівності для цільо-
вої функції. Нарешті, розв'язок x* ∈ Rn у 
проблемі НЛП отримано шляхом роз-
в’язання рівняння 
                         МАХ(Х)=М,                   
Доведено, що множина рішень проблеми 
НЛП не є порожньою, множина максимі-
зації елементів {MAX(x)|x∈Rn} також не 
є порожньою. 
Окрему групу задач НЛП (ЗНЛП) 
складають т.зв. задачі повного нечіткого 
лінійного програмування (ПНЛП - FFLP) 
[15], один із прикладів якої наведено ни-
жче:  
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де відношення f  визначене у вигляді: 
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де нижній індекс LR означає стандартну 
(L-R) – функцію належності (ФН), яка за-
дається трійкою параметрів ),,(
~ βα= aA
, де 
а-мода, βα, - правий та лівий коефіцієнти 
нечіткості відповідно. 
Загальний підхід у розв’язку цього 
типу задач полягає в тому, що для станда-
ртної (найпростішої) ФН формується 
множина чітких задач, на підставі розв′яз-
ків останніх формується розв'язок почат-
кової нечіткої задачі лінійного програму-
вання (НЗЛП). Наприклад, матриця кое-
фіцієнтів n*mij
] a~[A~ =
, 1 ≤ i, j ≤ n -  m ×n- 
нечітка матриця, де  
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)x,x,x(),c,c,c(z~min ′′′⊗′′′=
 
при обмеженнях 
)b,b,b()x,x,x()A,A,A( ′′′′′′⊗′′′ f
,        
                    
)x,x,x( ′′′ f 0.                        
Для трикутної нечіткої змінної оці-
нювальна функція має вигляд 
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та B~  маємо A~ f B~ , якщо тільки 
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розв'язком якої є нечіткий вектор х=(х1, 
х2), х1 = =(8.25, 8.25, 0), х2 =(0, 0, 35.5). У 
роботах [17-19] наведені чисельні форму-
вання і розв′язку такого типу задач НЛП. 
У загальному випадку наявна спроба не-
чіткого розширення методів розв'язання  
стандартних ЗЛП на нечіткі (природно, 
ніякої доказової бази при цьому не існує), 
розв'язок, здавалося б, загальної задачі 
стає настільки унікальним, обмеженим 
великою кількістю явних і схованих умов 
і умовностей, що отримати його за допо-
могою інших методів досить складно, а 
інколи практично нереально. 
Показовим, у цьому відношенні є також 
те, що існування декількох абсолютно рі-
вноправних методів дефадзифікації при  
рішенні нечіткої ЗЛП для дефадзифікова-
ної задачі, дає також різні результати.  
Тензор-змінні як аналоги нечі-
тких змінних 
 У роботах [20, 21] показано, що предста-
влення об'єкта дослідження (виміру) у ви-
гляді тензора є більш адекватним, ніж 
представлення у вигляді величини. Тен-
зорна модель, розглянута як матрична 
проекція, дозволяє аналізувати об'єкт у 
різних системах координат, тобто експер-
тні оцінки об'єкта розглядаються як той 
самий об'єкт в різних системах координат 
Відповідність між цими системами коор-
динат, що характеризуються тензорами, 
може бути встановлена за допомогою т. 
зв. «тензора приєднання», що дозволяє 
погодити і зв'язати різні точки зору. Осо-
бливістю тензорної моделі об'єкта є те, 
що при зміні координат компоненти тен-
зора змінюються, хоча властивості тензо-
ра залишаються інваріантними.  
Властивості тензора, що залиша-
ються незмінними при перетвореннях ко-
ординат, визначаються системою його ін-
варіантів, деякі з яких є коефіцієнтами 
характеристичного рівняння. Інваріанти - 
константи, значення яких зберігаються 
при зміні системи координат. Величини 
головних інваріантів можуть бути визна-
чені через власні значення, число голов-
них інваріантів для тензора рангу r визна-
чається виразом r+1, у загальному випад-
ку кількість незалежних інваріантів наба-
гато більша. Вона визначається можливіс-
тю розкладання головного тензора на сис-
тему приєднаних тензорів: симетричний – 
кососиметричний, девіатор – ізотропний. 
Однією з важливих інваріантних характе-
ристик тензора є його величина – магні-
туда, яку можна обчислити на основі па-
раметрів матриці тензора, також інваріан-
том може бути норма.  
Відзначимо важливу обставину, як-
що для представлення нечітких змінних 
використовують кілька моделей дефадзи-
фікації, одержуючи при цьому, природно, 
різні значення, то для тензор-змінної іс-
нує єдина система інваріантів, що одно-
значно характеризує тензор. 
Можна зазначити, що для задачі фо-
рмування портфеля цінних паперів доці-
льно розглянути параметри даної задачі – 
прибутковість портфеля і ризик – як тен-
зор-змінні. При даному підході є можли-
вість перейти до чіткої постановки задачі 
навіть за неповної визначеності вхідних 
параметрів. 
Представлення нечіткої змін-
ної у вигляді тензора  
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Множина нечітких змінних (НЗ), ро-
зглянута як сукупність пар „значення-
функція належності”, може бути структу-
рована шляхом представлення НЗ у ви-
гляді тензора. Діада природно відповідає 
представленню НЧ (НЗ) у формі „значен-
ня (1-й вектор)-ФН (2-й вектор)” 
},/μ{x}{x/μx~ xiix ==
 
n,...,2,1=i
.; 
xμ →[0,1]. Ра-
ціонально (хоча зовсім необов'язково) 
представляти НЗ у вигляді множини, що 
складається з 3n, n=1,2,... компонент. В 
цьому випадку маємо діадний тензор, 
властивості якого добре досліджені. Го-
ловна перевага використання тензор-
змінної як моделі невизначеності полягає 
у наступному: 
- можливість представлення об'єкта у 
вигляді 3n  чисел, n=1,2,... дозволяє на  
підставі принципу екстремальної ентропії 
визначити при необхідності ФН, що об'є-
ктивно відтворює «значущість» елемента 
в складі об'єкта, у загальному випадку те-
нзорне моделювання невизначеності не 
потребує обов′язкого використання ФН; 
Тензор- змінна модель, створена за-
пропонованим способом, відноситься до 
класу т.зв. діадних тензорів [22], з трьох 
незалежних інваріантів вона має тільки 
перший інваріант (слід), який не дорівнює 
нулю. У розглянутому випадку – трикут-
на ФН - слід – t=trace(Tx)=x2 
Припустимо, що НЗ задана у вигля-
ді: }{x/x
~ xµ=
, 
 ], x x[xx
 321=
 
]μμ[μ x3x2x1x =µ
. 
Тензор-змінна (ТЗ) – аналог НЗ, може бу-
ти обчислена за такою схемою: НЗ → ТЗ, 
x~ →Tx, Tx= x•µх, де • - знак тензорного 
добутку, або, використовуючи засоби па-
кету математичного моделювання (ПММ) 
МатЛаб шляхом реалізації функції  
Tx =kron (x, (µx)T), 
де верхній індекс T – символ транспону-
вання. Для наведеної НЗ маємо ТЗ у ви-
гляді тензора 2-го рангу з матрицею  

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            Раніше вказувалося, що пошук то-
чних розв’язків неточно сформульованих 
задач відноситься до безперспективних 
проблем, тому розглянемо спрощену за-
дачу, що досить повно характеризує про-
блему. Таке спрощення полягає в тому, 
що розглядають стандартну (для більшос-
ті задач прикладної математики) трикутну 
ФН: µx = [0 1 0],  ] x x[xx  321= ,  x•µх дає       

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а) б) 
Рис. 2. НЗ (а) та її тензорний аналог (б) 
На рис. 2 показані НЗ з трикутною 
ФН та її тензорний аналог. 
Нульовий інваріант – магнітуда ви-
значається у вигляді 
                  
[ ] [ ] [ ]∑= А*АА
.                
В розглянутому випадку  
            
[ ] ∑ ∑
= =
=
m
1n
m
1n
2
mn )(АА
             
Однією з розповсюджених форм предста-
влення інваріантів є  т.зв. «слідова» фор-
ма (30): 
I=Tr T; II=tr(T2); III=tr(T3) 
Через власні значення інваріанти можуть 
бути представлені у вигляді:I=λ1+λ2+ 
+λ3, 232221II λ+λ+λ= , 3231III λ+λ=  33λ+ . 
Для інваріантів справедливі наступ-
ні співвідношення :  
       
detTIII),trT((tr(T)
2
1II trT,I T
22
TT =−==
,     
де оператор tr Т=tii (подвійне “ii” символі-
зує суму від 1 до 3). Для двох матриць 
[A]N×N і [B]N×N внутрішній (скаляр-
ний)[A]*[B]=tr([A][B]T)=tr([A]T [B]).  За-
значимо, що слід квадратної матриці 
[A]N×N визначений у вигляді 
tr[A]=∑ =
N
1k kkA ,  має такі властивості: 
tr([A]Т)=tr[A], tr([A][B]) =tr([B][A]).  добу-
ток матриць [A]*[B] визначений у вигляді  
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∑ ∑
= =
=
N
1n
M
1m mnmn
BA][*][ BA
, 
еквівалентний добутку слідів:tr([A][B])= 
=tr([B][A]) 
Додатково визначимо норми для ма-
триць ТЗ: 
− n1 - 1 – норма: максимальна сума 
стовпчика; 
− norm(Tx,1)=max(sum(abs(Tx)))=x3; 
− n2-Infiniti-норма: максимальна су-
ма рядка; 
− norm(Tx,inf)=max(sum(abs((Tx)T)))
==x1+x2+ x3. 
Зазначимо головні особливості тен-
зорної методології розв’язку задач НЛП –
тензорне представлення невизначеності 
не передбачає обов’язкового використан-
ня ФН, зокрема, ТЗ може бути сформова-
на на інтервалі 
][ 321 xxxI x =
, де 321
,, xxx
 - 
мінімальне, середнє та максимальне зна-
чення інтервалу: 
             






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


=→=
 0   0   0
 x xx
0   0   0
][ 321321 xx TxxxI
;           
В даному випадку визначення ФН доці-
льне тільки з однієї точки зору – перехід 
від тензорної методології до звичної ме-
тодології нечіткого аналізу – замість маг-
нітуди доцільно використовувати норми, 
бо визначення магнітуди за виразом 
[ ] ∑ ∑
= =
=
m
1n
m
1n
2
mn )(АА дає одну з норм. 
Тензорні аналоги задач нечіт-
кого лінійного програмування 
Нехай вихідна (чітка) ЗЛП має стан-
дартний вид 
                        
∑
=
n
1j jjxcmax
   
при обмеженнях  
         
i
n
1j jij bxa ≤∑ =
 , i=1,m;  xj ≥ 0.           
Нечітка ЗЛП приймається у вигляді 
                         
∑
=
n
1j jjxcmax
~~
                     
при обмеженнях  
               
i
n
1j jij bxa
~
~~ ≤∑
=
 , i=1,m; xj ≥ 0.        
Тензорне представлення НЗ за трикутної  
ФН 
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Дя НЗ із трапецієподібною ФН 
}{x/x~ xµ= (рис. 3) вектори ] x x x[xx 4 321= , 
µx = [0 1 1 0] дають ТЗ у вигляді: 
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Властивості ТЗ: 
слід – t =trace(Tx)= x2 + x3; 
n1 - 1-норма – максимальна  сума 
колонки-norm(Tx,1)=max(sum(abs(Tx)))= 
=2x4; 
n2–Infiniti-норма– максимальна сума 
рядка–norm(Tx,inf)=max(sum(abs((Tx)T)))= 
=x1+ x2+ x3 + x4. 
При розв’язанні ЗНЛП у тензорному 
базисі розв'язки одержують у вигляді ТЗ 
із матрицею 
xT
. В цьому випадку досить 
часто виникає задача визначення відпові-
дної НЗ, необхідно визначити додатково 
умови, за яких можливо визначити пара-
метри ФН НЗ. Зазначимо, що за замовчу-
ванням приймається, що для НЗ із визна-
ченої ФН розв'язок НЗЛП має таку ж ФН. 
Для трикутної ФН для визначення 
{x1, x2, x3} сформульоване правило. Не-
хай розв'язками чітких ЗЛП для 1-го інва-
ріанта і норм будуть вектори: 
0
j
0
j
0
j
0
j n2,n1},{tt =
, тоді розв'язки вихідної за-
дачі будуть визначені з умов: 
 ,n1x, tx 0j
0
3
j0
j
0
2
j
==
 
0
j
0
3
j0
2
j0
1
j n2xxx =++
. Нагадає-
мо, що кожен компонент розв'язку вихід-
ної НЗЛП являє собою двовимірний век-
тор, кожний компонент якого – НЗ із три-
кутної ФН. 
Для трапецієподібної ФН для визна-
чення {x1+ x2+ x3 + x4} можна сформулю-
вати систему рівнянь  Ax=b, що  предста-
влена нижче: 
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.         
Як видно, вона є недовизначеною – 
для 4-х невідомих існує тільки три рів-
няння (матриця 4×3). ПММ МатЛаб до-
зволяє одержати наближений розв'язок 
цієї системи методом найменших квадра-
тів. Зокрема, можливе визначення псев-
дооберненої матриці A(p), для якої A(p)x ≈ 
b, на підставі якої можна визначити на-
ближені значення x1, x2, x3 , x4.  
Аналогічна справа і в більш склад-
ному випадку – НЗ представлена функці-
єю, для якої недостатньо чотирьох зна-
чень. Наприклад, ФН гаусового типу, якій 
для визначеності, припустимо, достатньо 
9 значень: х={x1, x2, …  , x9}, µx= 
=
},...,,{ x9x2x1 µµµ
... 
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Рис. 3. Трапецієвидна НЗ  (а) і її тензорний 
аналог (б) 
 
 
а) б) 
 
Рис.4. НЗ із гаусівською ФН (а) та її тензор-
ний аналог (б) 
У цьому випадку система рівнянь 
має матрицю вимірністю 9×3, однак і тут 
засоби ПММ МатЛаб дозволяють одер-
жати наближений розв'язок цієї системи 
методом найменших квадратів. Зокрема, 
можливе визначення псевдооберненої  
матриці A(p), для якої A(p) x ≈ b, на підс-
таві якої можна визначити наближені зна-
чення  x1, x2, … , x9. Зазначимо, що при 
цьому ФН для всіх x1, x2, … , x9 передба-
чається заданою. 
На завершення зазначимо, що тільки 
у випадку НЗ із трикутною ФН можливо 
однозначне визначення параметрів розв'я-
зку НЗЛП, в інших випадках, наприклад, 
трапецієподібна чи гауссова ФН, розв'я-
зок виходить неоднозначним. Не виклю-
чено, що він може бути навіть не припус-
тимим, тому необхідна додаткова переві-
рка на допустимість. У загальному випад-
ку пошук оптимального (єдиного) розв'я-
зку НЗЛП відноситься до класу некорект-
них задач, для розв'язання яких можуть 
бути застосовані методи регуляризації. За 
умов невизначеності така задача має об-
межене прикладне значення.  
Приклад. Розглянемо особливості 
розв'язання  НЗЛП при представленні па-
раметрів моделі тензорами. НЗЛП для те-
нзорного представлення НЗ із трикутної 
ФН із урахуванням зроблених вище при-
пущень має вигляд 
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Розв'язок ЗЛП в такій постановці 
невідомий, тому розглянемо задачу в ін-
ший інтерпретації – вирішити чітку зада-
чу ЛП для інваріантів ТЗ і для норм. Як 
відомо з матричного аналізу, для матриць 
[B][A],
 справедливе :  
norm  (   [B])*[A] ≤ norm [A]*norm [B]
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 У зв'язку зі способом формування, отри-
мана ТЗ являє собою діаду, для якої всі 
інваріанти, крім першого дорівнюють 0. 
Якщо ввести позначення: 
b
i
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ij
c
j
x
j tttt ,,,
 - 
сліди, 
b
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j
x
j n1,n1,n1,n1
 - 1 -норми,  ,n2,n2
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b
i
a
ij n2,n2
 - infinity-норми тензорів jTх, jTc, 
ijTа  і  iTb  відповідно, то задача НЛП, в за-
гальній постановці при заданих припу-
щеннях відносно ФН, трансформується в 
сукупність трьох стандартних ЗЛП – для 
сліду і двох норм. 
Нечітка ЗЛП має вид: 
min  0x ,b  xA : Xx ,xc ≥=∈ ~
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Припустимо, що НЗ 0,14,3,2,1
~~~~~
 задано 
у вигляді: 
 2.5/0},  2/1  {1.5/02~  1.3/0},  1/1  {0.7/01~ ==
 
 4.5/0},  4/1  {3.5/04~ 3.5/0},  3/1  {2.5/03~ ==
 
11.5/0}  10/1  {8.5/001 =~
 . 
Відповідні ТЗ приведені нижче: 
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Задача НЛП у тензорному базисі має 
вигляд: 
   min [(( (2)T  )( )(x1T  )+( (2)T  )( )(x2T  ))],         
при обмеженнях 
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Підставивши у вихідну задачу зна-
чення ТЗ, одержуємо  
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Обчислюємо інваріанти і норми для 
отриманих ТЗ: 
- інваріанти: 
I1( (1)T  ) =1,   I1( (2)T  ) =2,  I1( (3)T  ) =3, 
I1( (4)T  ) =4,       I1 ( (10)T  ) =10; 
 - норми: 
N1( (1)T ) =1.3,    N1( (2)T ) =2.5,     N1( (3)T )= 
=3.5,    N1( (4)T ) =4.5,           N1( (10)T ) =11.5; 
N2( (1)T ) =2,      N2 ( (2)T ) =6,        N2( (3)T )= 
=9,   N2( (4)T ) =12,            N2( (10)T ) =30. 
Формуємо задачі НЛП для 1-го ін-
варіанта і для норм: задача НЛП у тензо-
рному базисі для 1-го інваріанта відпо-
відно має вигляд: 
min (I1( (2)T  )I1( )(x1T  )+I1( (2)T  )I1( )(x2T  )),   
при обмеженнях 
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Форма представлення НЗЛП для 
норм не відрізняється від попередньої за-
дачі і виходить з неї шляхом заміни  I1(T) 
на  N1(T)  чи  N2(T).  
ЗЛП для першого інваріанта, геоме-
трична інтерпретація якої  наведена на  
рис.5, має вигляд: 
 
min cx, 
x∈ X : Ax ≤ b, x ≥ 0,    
( ) ( ).410b , 
12-
4-3
A,22с −−=





==
 
98   
 
 
Рис.5. Чітка ЗЛП для 1-го інваріанта 
Розв'язком задачі є вектор: 
( )6.45.2x* =
.Аналогічно виконуємо розв'я-
зання чітких ЗЛП для норм ТЗ - 1N  і 2N  : 
( ) ( )
 4.55.11b  ,
1.32.5-
4.5-3.5
A  ,2.52.5сN1 −−=

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==⇒ ..
. 
    
         а    б 
Рис.6. Значення змінних 1x
~
 (а) і  2x~ (б) 
розв'язок вихідної НЗЛП 
Таким чином, задача нечіткого лі-
нійного програмування при представленні 
нечітких змінних тензорами може бути 
зведена до системи чітких задач лінійного 
програмування – для першого інваріанта і 
норм ТЗ – з  наступним формуванням ро-
зв'язку вихідної задачі на підставі системи 
правил. 
Окремо зазначимо, що запропоно-
ваний алгоритм дозволяє представити 
розв′язок нечіткої ЗЛП у тензорному ба-
зисі  як розв′язок лише трьох чітких ЗЛП 
(для трикутної, трапецієподібної, гауссо-
вої і т.ін ФН) незалежно від кількості α-
рівнів, на яких представлена нечітка 
змінна. Це пояснюється тим, що діадний 
тензор T(x, xµ ), отриманий шляхом реалі-
зації кронекерівського добутку  
             T(x, xµ )=kron(x, 
T
x )(µ ),          (59) 
де x={xj}, xµ ={
)( j
xµ }, j=1,2,…, Т – сим-
вол транспонування, має лише один інва-
ріант (1-й), який є відмінним від нуля. 
Висновки 
Прийняття рішень в умовах неви-
значеності, засноване на розв‘язанні задач 
математичного (лінійного) програмування 
з нечіткими змінними, повинне врахову-
вати, що наближена постановка задачі 
практично виключає доцільність застосу-
вання точних методів для розв'язання ви-
хідної задачі. 
Одним із розповсюджених способів 
розв'язку задач нечіткого лінійного про-
грамування є спосіб представлення вихід-
ної (нечіткої) задачі у вигляді сукупності 
чітких задач. Представлення нечіткої 
змінної у вигляді тензора дозволяє фор-
мулювати задачу нечіткого лінійного про-
грамування в матричному вигляді, де всі 
параметри (коефіцієнти лінійної форми, 
матриці обмежень і правої частини) є ма-
трицями. 
Для задачі формування портфелю 
цінних паперів доцільно розглянути па-
раметри даної задачі -прибутковість порт-
фелю і ризик - як тензор-змінні. За такого 
підходу є можливість перейти до чіткої 
постановки задачі навіть при неповній ви-
значеності вхідних параметрів.  
Запропоновано спосіб розв'язання 
задачі лінійного програмування з матрич-
ною формою представлення параметрів 
моделі, який полягає в тому, що форму-
ється комплекс чітких задач лінійного 
програмування – для 1-го інваріанта і 
норм, чіткі розв’язки яких використову-
ються для побудови нечітких рішень ви-
хідної задачі на підставі спеціальних пра-
вил, сформульованих із урахуванням типу 
функції належності вихідної нечіткої за-
дачі. 
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