Abstract. We consider rough tubes X + iR m ⊂ C m where X ⊂ R m is a measurable set and extend the notion of CR function to the space L ∞ (X, h p (R m )), where h p (R m ), 0 < p < ∞, is Goldberg's semilocal Hardy space. We show that if X is the image of some connected manifold by some C 1 map then all such CR functions can be extended to the convex hull of the tube as CR functions ∈ L ∞ (ch(X), h p (R m )). This extends previous work of Boggess.
Introduction
The classical Bochner tube theorem ( [Bo] , [BM] It is natural to consider CR functions on tubes that have restricted growth at infinity in the tube direction and Boggess [B2] studied the case of CR functions on tubes N +iR m (N a smooth, connected, embedded submanifold of R m ) that satisfy a uniform bound on the L p norm in the tube direction, 1 ≤ p ≤ ∞. He proved an extension theorem to the interior of the convex hull of N + iR m (here the interior is taken in R m ) preserving the L p bounds, which leads to a theory of Hardy spaces on tubes.
In this work we extend Boggess' results in several ways, in particular, we consider rough tubes X +iR m , where X ⊂ R m is a measurable set and we let p take values in the range 0 < p < ∞. We work within the framework of the semilocal Hardy spaces h p (R m ) introduced by Goldberg [G] , which are subspaces of the space S (R m ) of tempered distributions for 0 < p ≤ ∞ and for p > 1 coincide with the Lebesgue spaces L p (R m ). To deal with rough tubes we generalize the notion of CR function as follows: a function F ∈ L ∞ (X, h p (R m )), is a (generalized) CR function if there exists a sequence F j (x + iy) of entire functions in C m such that for some C > 0
(1) sup
(2) lim
When X ⊂ R m is an embedded submanifold it is standard to define CR functions as solutions of the tangential Cauchy-Riemann equations (on the subject of CR manifolds we refer to [B1] ). That both definitions agree in the regular case, when X is a connected submanifold, follows from an appropriate version of the BaouendiTreves approximation theorem [BT] (see Proposition A.1 in the appendix). One of the consequences of the extension results we prove may be stated as follows (the interior is taken with respect to the affine subspace generated by ch(X)):
Theorem A. Assume that X = Φ(N ) ⊂ R m is the image of a C 1 map Φ :
N −→ R m that takes a connected C 1 manifold N into R m and 0 < p < ∞. Then any generalized CR function g ∈ L ∞ (X, h p (R m )) has a generalized CR extension g ∈ L ∞ (ch(X), h p (R m )). Furthermore, the map
is continuous and satisfies
If the affine subspace generated by ch(X) has dimension m, g is holomorphic on the open tube Int ch(X) + iR m .
In particular, X is allowed to be a polyhedron, a self-intersecting polygonal line or, more generally, a submanifold with intersections, corners and cusps.
The extension g obtained in Theorem A has the following regularity property.
For any pair of distinct points x 1 , x 2 ∈ X consider the one-dimensional strip S(x 1 , x 2 ) = {x 1 + (s + it)(x 2 − x 1 ), 0 < s < 1, t ∈ R} ⊂ C m .
Then g may be regarded as an S (R m−1 )-valued holomorphic function defined on S(x 1 , x 2 ) whose boundary values on the sides of the strip are determined by g. It follows that g is the only extension of g with that regularity property.
Although g might not be continuous at points x 0 ∈ X \Int ch(X), the function g may be recovered from the restriction of g to Int ch(X) by letting x 0 be approached "nontangentially" by points in Int ch(X). Here we use a much weaker notion of nontangential approach than the usual one (see Definition 3.1 and Theorem 3.1 for precise definitions and statements).
The paper is organized as follows. In section 1 we briefly discuss locally integrable tube structures while the appropriate versions of the Baouendi-Treves approximation formula that will be needed in the context of Hardy spaces on tubes are discussed in the appendix. Section 2 is the technical core of the paper where we define generalized CR functions on rough tubes and study two point convergence in L p and h p by subaveraging techniques related to those used in [B2] . Section 3 is devoted to the statement and proof of several extension results that, in particular, imply Theorem A above. Finally, in section 4 we show that the extension function produced in section 4 has a regularity property of that singles it out among all other extensions.
Locally integrable tubes structures
Let M be a manifold of class C k , 1 ≤ k ≤ ∞, and dimension ν. A complex vector subbundle V of CT M , of rank n, is said to define a locally integrable structure of class C k if given an arbitrary point p ∈ M there exist an open neighborhood U of p and functions Z 1 , . . . , Z m ∈ C k (U ), m = ν − n, with linearly independent differentials such that
The functions Z 1 , . . . , Z m are called local first integrals of the structure and the number m is called the co-rank of V. It is known (see, e.g, [BCH, Corollary I.10.2] for the case k = ∞) that we can always find local coordinates (x 1 , . . . , x m , t 1 . . . , t n ) vanishing at p in terms of which Z 1 , . . . , Z m have the form
and the functions φ k , k = 1, . . . , m are real-valued and of class C k and satisfy
A manifold M of the form M = N × R m , where N is a manifold of dimension n and class C k will be called a tube manifold. A locally integrable structure V on CT M is called a tube structure on M if for any point q ∈ N there exist local coordinates t 1 , . . . , t n in a neighborhood V of q in N and real-valued functions φ k (t), k = 1, . . . , m, of class C k defined on V , satisfying φ k (0) = 0, such that the differentials dZ k of the functions
span V ⊥ on the tube over V , i.e., on the set V × R m . It follows that V is spanned on the tube over V by the n vector fields of class C k−1
The main feature about the vector fields (1.2) is that the coefficients are independent of x. Hence, in spite of the fact that they might be continuous and not differentiable (when k = 1), it is possible to apply them to distributions which are arbitrarily irregular with respect to the variable x. We denote by L ∞ (N, S (R m )) the space of bounded S (R m )-valued weakly measurable functions defined on N . More precisely, if t denotes a generic point in N and x a generic point in
is measurable.
(2) There exists a negligible set
is a weakly bounded set of S (R m ).
Remark 1.1: We will show later that when f ∈ L ∞ (N, S (R m )) is a homogeneous solution of the structure we may always take the set N 0 as the empty set.
In the next section we will describe the Baouendi-Treves approximation formula
) that are homogeneous solutions of the tube structure V. On local coordinates (x, t) where V is generated by the vector fields (1.2), this means that
where , denotes the duality pairing between tempered distributions and test functions in R m .
The extension problem
From now on, we will always assume that the manifold N is connected. We know from Proposition A.1 in the appendix that to every homogeneous solution
) of a globally integrable tube structure there corresponds a 
regard it as a distribution F (x + iy) defined on the tube X + iR m . We say that F is a (generalized) CR function if there exists a sequence F j (x + iy) of entire functions in C m such that
Note that when X ⊂ R m is a connected immersed submanifold, the tangential Cauchy-Riemann equations are well defined on X + iR m and we have a standard notion of CR function on X + iR m . In this case, the classical definition coincides with the one given by Definition 2.1 by an application of Proposition A.1. Loosely speaking, the extension problem for F is that of extending F to a larger set X ⊃ X preserving its generalized CR character. A natural approach is to determine whether the sequence of entire functions F j , that converges in an appropriate way to F on X, also converges on a larger set X . We start by studying two point convergence in L p norms.
2.1. Convergence in L p . Our main focus will be the case 0 < p ≤ 1. Consider a sequence of entire functions f j (z), z ∈ C m , m ≥ 2. Let us write g j (y) = f j (0 + iy), h j (y) = f j (e + iy), y ∈ R m , where e = (a 1 , . . . , a m ) ∈ R m is a fixed vector. Our main hypothesis will be that, for some fixed 0 < p ≤ 1, and some continuous
Note that (2.2) means that for x fixed the sequences (g j ) and (h j ) are Cauchy sequences for the p-gauge as functions of y. Consider the holomorphic function of one variable w ∈ ∆ = {|w| < 1}, depending on a real parameter 0 ≤ t ≤ 1 given by
for fixed t ∈ (0, 1) and its boundary value bK(w, t) as a function of w ∈ ∆ is
is the characteristic function of the interval (0, 2πt) and
Hχ its Hilbert transform (on the subject of Hardy spaces H p (∆) on the unit disc we refer to [Du] ). It follows that bK(e iθ , t) is 1 if 0 < θ < 2πt and is 0 if 2πt ≤ θ ≤ 2π, so bK(S 1 , t) ⊂ {0, 1}, 0 < t < 1. Furthermore, bK(e iθ , t) is continuous for θ = 0, t, so bK(e iθ , t) = lim r 1 bK(re iθ , t) except at those exceptional values. To simplify the notation, from now on we will write K(e iθ , t) rather than bK(e iθ , t). For fixed
is in the Hardy space H p (∆). In particular, for any c ∈ C,
Proof: We will assume initially that c = 0. The function ∆ w → U j (w, x + iy)
is holomorphic and |v j (w)| p is subharmonic on ∆. The set K(w, t)e : |w| < 1, is contained in the set |x| ≤ |e| + iR m so (2.1) shows that v j (w) is bounded and
It is clear that
because |v j (w)| p is subharmonic and letting r 1 the right hand side converges to the right hand side of (2.3) (since v j (w) is bounded this is an easy instance of a well-known property of Hardy spaces [Du, p.21] ). In the general case, we reason as before with the function v j (w) − c.
We next rewrite (2.3) as
We are going to integrate the above inequality with respect to y ∈ R m and apply
Fubini's theorem to the right hand side. In particular,
Now, χ(θ, t) is either 1 or 0 depending on whether θ < 2tπ or θ ≥ 2tπ,. Thus,
Integrating this estimate with respect to θ ∈ S 1 we get
Of course, the same argument could be applied to the difference f j − f k which, taking account of (2.2) implies that for t ∈ (0, 1) fixed, y → f j (te 1 + iy) is a Cauchy sequence in L p (R m ), something we already knew for the endpoints of the interval.
Summing up, for any t
as follows from letting j → ∞ in (2.5). Notice that an estimate analogous to (2.6) will hold if we replace the endpoints 0 and e by any other pair of points belonging to the segment joining 0 to e and this means that
on the open interval (0, 1). The continuity at the end points needs more care and will be proved next. Applying (2.3) to
Integrating this estimate with respect to y, reasoning as we did to prove (2.5) and applying Fubini's theorem we obtain
To estimate the integral (2.8)
we proceed as follows. Adding and subtracting the term f K(e iθ , t)e + iy inside the integral (2.8) and using the subadditivity of the function R
Thus, we may write
where
Integrating the last estimate with respect to θ and taking account of (2.7) we obtain
Letting j → ∞ we derive
Note that,
Thus,
for each θ ∈ [0, 2π] and 0 ≤ t ≤ 1. We will now show that g(θ, t) → 0 as t 0 for
On the other hand, for 0 < θ < 2π and 0 < t < θ, K(e iθ , t) = i(Hχ)(e iθ , t) and then the standard integral formula for (Hχ)(e iθ , t) allows us to conclude that lim t 0 K(e iθ , t) = 0, if 0 < θ < 2π. In particular, g e (θ, t) → 0 as t 0 for 0 < θ < 2π. In view of (2.11), the dominated convergence theorem shows that
Finally, (2.10) tells us that
Of course, a similar argument can be applied to the other endpoint to show that
, the open segment joining x 1 and x 2 and the limit yields a continuous
2.2. Convergence in h p . The arguments of the previous subsection can be applied with small changes to the case of h p "norms" (see Definition A.1 in the appendix) as we briefly describe below. Once again, we direct our attention to the case 0 < p ≤ 1, although the conclusions remain true and are easier to prove in the case of Lebesgue spaces p > 1. Suppose that (2.1) holds but instead of (2.2) we have the stronger estimate (2.12) lim
i.e., (g k ) and (h k ) are Cauchy sequences in h p (R m ). Then, we may apply the L p estimate (2.4) to the entire functions
that satisfy (2.1) and (2.2) to obtain
Now we take the sup in 0 < < 1 in the above inequality to get
Now we integrate the last estimate with respect to y ∈ R m to wit
This proves that (2.13)
Similarly, we may prove that
Extension theorems
We start by considering a general notion of nontangential approach that is weaker than the standard notion of nontangential approach for boundary points of smoothly bounded open subsets of R m .
Definition 3.1. Let S ⊂ R m be a set. We will say that a sequence (x j ) in S approaches x 0 ∈ S nontangentially in S if there exist a sequence of numbers (t j ), 0 ≤ t j ≤ 1 and a bounded sequence of vectors (e j ) in R m such that x j − x 0 = t j e j ,
x 0 + e j ∈ S and t j → 0.
Note that if x 0 is an interior point of S, any sequence (x j ) in S that converges to x 0 will approach x 0 nontangentially in S, so the definition is only relevant for
and (x j ) is a sequence in Ω that approaches x 0 nontangentially in the standard sense, that is, there is an acute truncated convex cone Γ ⊂ Ω with vertex at x 0 such that x j ∈ Γ, j ∈ N, then (x j ) approaches x 0 nontangentially in the sense of Definition 3.1. The converse is false, in general, so the notion on nontangential approach given by Definition 3.1 is less restrictive than the usual one.
any sequence (x j ) in Π that converges to x 0 approaches x 0 nontangentially in Π.
More generally, any sequence (x j ) in a closed polyhedron P (i.e., P is a finite, nonempty intersection of closed half spaces) that converges to a boundary point x 0 ∈ ∂P approaches x 0 nontangentially in P .
the sequence (x j ), x j = (1/j, 1/j 2 ), converges to x 0 = (0, 0) ∈ S but it does not approach x 0 nontangentially in S. On the other hand, the sequence y j = (1/j, 1/j 3/2 ) approaches x 0 nontangentially in S (although it does not in the classical sense).
Consider a sequence f j (x + iy) of entire functions in C m satisfying (2.1) and suppose that y → f j (x + iy) converges in h p (R m ) whenever x ∈ X, where X is some measurable subset of R m . Assume also that
By passing to the limit we obtain a function f(x) ∈ L ∞ (X, h p (R m )). Let us denote by ch(X) the convex hull of X, i.e., the set of convex combinations N k=1 t j x j , x j ∈ X, t j ≥ 0, N k=1 t j = 1, N = 1, 2, . . . . The convex hull can be also obtained by considering first the set X 1 ⊂ ch(X) of convex combinations with two terms tx 1 + (1 − t)x 2 , x 1 , x 2 ∈ X, 0 ≤ t ≤ 1, then the set X 2 ⊂ ch(X) of points tx 1 + (1 − t)x 2 , x 1 , x 2 ∈ X 1 , 0 ≤ t ≤ 1, and so on. By Carathéodory's theorem [H, p.41] , X m = ch(X). Then, by the results in Section 2, the sequence converges in
be also denoted by x → f (x + i·), x ∈ ch(X)) and extends f(x). Furthermore, a closer look at the arguments that give the continuity of f at the endpoints of an
restrict the way in which x ∈ ch(X) approaches x 0 . We will prove that f (x) is "nontangentially continuous" in the sense that
nontangentially in ch(X). To see this, fix a point in ch(X), that without loss of generality we take to be the origin, and let us prove the nontangential continuity of f (x) at x = 0. We must show that if (x j ) is a sequence and
We may write x j = t j e j with e j ∈ ch(X) ⊂ R m , 0 ≤ t j ≤ 1, |e j | ≤ C and t j → 0 as j → ∞. From now on, we simply write f to denote both the original distribution f and its extension f . With the notation of subsection 2.2, we must prove that
By an estimate similar to (2.10) we have
We have
To see that g j (θ, t j ) → 0 for a.e. θ ∈ [0, 2π], fix 0 < θ < 2π and take j 0 large enough so t j < θ for j ≥ j 0 . Hence, for j ≥ j 0 , K(e iθ , t j ) = iHχ(e iθ , t j ) and we may write
with τ j = Hχ(e iθ , t j )e j . Since τ j → 0 as t j → 0, and the distribution y → f(0 + iy)
belongs to h p (R m ), we see that g j (θ, t j ) → 0 so the dominated convergence theorem and (3.2) show that
Summing up, Theorem 3.1. Let X ⊂ R m be a measurable set, 0 < p < ∞, and consider a sequence f j (x + iy) of entire functions in C m that satisfy (2.1) and (3.1).
Assume that the sequence y → f j (x + iy) converges in h p (R m ) as j → ∞ for every x ∈ X, and call f(x) ∈ L ∞ (X, h p (R m )) the limit. Then the sequence y → f j (x + iy) converges in h p (R m ) for all x ∈ ch(X) and the limit yields an
, that is nontangentially continuous on ch(X).
Furthermore,
Let V be a globally integrable tube structure on N × R m of class 
) of the tube structure V, the associated generalized CR functioñ
is nontangentially continuous on ch(Ñ ) and satisfies
Corollary 3.1. Let X ⊂ R m be the image a some differentiable map, i.e., there exists a connected C 1 manifold N and a C 1 map Φ :
and satisfies
Proof: Define a globally integrable tube structure V on N × R m by declaring that Z(x, t) = x + iΦ(t), x ∈ R, t ∈ N , is a global first integral. It is enough to show that Theorem 3.2 can be applied with f = g • (iZ) andf = g. To see this, note that there is a sequence of entire functions Proposition 3.1. Let S be a subset of R m , let x 0 ∈ Int ch(S) and consider a
nontangentially in ch(S).
Corollary 3.2. The restriction to Int ch(X) of the extension function
given by Theorem 3.1 is continuous.
Uniqueness
Consider a sequence of entire functions f j (z), z ∈ C m , such that for some fixed 0 < p ≤ 1, and some continuous functions c j (x) > 0, x ∈ R m , j = 1, 2, . . . ,
Assume further that, for some points a = b ∈ R m , the functions y → f j (a + iy) and y → f j (b + iy), are in h p (R m ), j ∈ N, and that these two sequences are
Cauchy sequences in h p (R m ). We have seen in subsection 2.2 that the sequence
we denote (with some abuse of notation) by f(x + iy), x ∈ [a, b], y ∈ R m . We wish to determine how much regularity is inherited by the limit f(x + iy) from the holomorphic functions f j (z). Let be the complex line determined by a and b and let Π ⊂ C m be the complex hyperplane orthogonal to that passes through a. Choose an orthogonal map R in R m such that R(|b − a|, 0, . . ., 0) = b − a and
We are going to show that f ψ j (w) is a sequence of entire functions of one variable with the following property: for any 0 ≤ s ≤ r . = |b −a|, the sequence t → f
Using a linear change of variables, there is no loss of generality in assuming that a = 0, b = e 1 = (1, 0, . . . , 0) and R = Id as we do from now on.
Lemma 4.1. For each s ∈ [0, 1], the sequence of entire functions of one variable
Proof: Notice that for each u ∈ S(R t )
where Φ(y) = (u ⊗ ψ)(y 1 , y ) = u(y 1 )ψ(y ).
We see that
Lemma 4.2. w → f ψ (w) is holomorphic on the strip 0 < w < 1.
Proof: Consider the strip S = {w = s + it ∈ C : 0 < w < 1}. It is enough to
In fact, applying Fubini's theorem to
and recalling that supp ϕ ⊆ (0, 1) we obtain
Moreover, there exists a positive constant C depending on only η ⊗ ψ such that
In view of (4.2) and (4.3), the dominated convergence theorem shows that (4.1) holds.
Lemma 4.3. The holomorphic function
has weak boundary values at s = 0 and at s = 1 given by the h p distributions
Proof: All we need to show is that for every
We know from (2.14) that lim s 0 f(
in the last inequality we obtain
The proof of (4.5) is analogous.
Returning to the function f( (1) w → f ψ (w) is holomorphic on the strip 0 < w < r;
(2) f ψ (s + it) has weak boundary values at s = 0 and at s = r which are given by the h p distributions t → f ψ (0 + it) and t → f ψ (r + it) respectively, with
It follows that (1) and (2) determine completely the function f ψ and, letting ψ vary
We may rephrase (1) and (2) by saying that f is a holomorphic function of w, 0 < w < r, with values in S (R m−1 ). Thus, the function f obtained in subsection 2.2 has the following uniqueness property: it is the only S (R m−1 )-valued extension that is holomorphic on the one-dimensional strip
with boundary values given by the distributions t → f(it(b − a)) and t → f((1 + it)(b − a)).
Appendix A. The approximation formula for tubes
We will discuss the Baouendi-Treves approximation formula [BT] on an open subset V × R m of the tube M = N × R m where special coordinates have been chosen, as described in Section 1, so V ⊥ is generated by the differential of the functions Z k (x, t) = x k + iφ k (t). We will write Z(x, t) = (Z 1 (x, t) , . . . , Z m (x, t)) and Φ(t) = (φ 1 (t), . . . , φ m (t)). The local approximation operator applied to a null solution f(x, t) is, for τ > 0,
satisfies h(x) = 0 for |x| ≥ 2 and h(x) = 1 in a neighborhood of |x| ≤ 1. The integration with respect to x must be understood as a duality bracket between the tempered distribution f(·, 0) and the test function
Since f(·, t) is, as an element of L ∞ (N, S (R m )), only defined up to a set of measure zero, we will have to check that f(·, 0) is well defined using the fact that f(x, t)
is a null solution of the structure. Fix ψ ∈ S(R m ) and set f ψ (t) . = f(·, t), ψ(·) .
Since we know that f ψ (t) is a bounded function defined a.e., if we prove that it is a locally Lipschitz function where it is defined it will have a continuous extension to
The factor that multiplies φ(t) on the right hand side is essentially bounded on compact sets. Hence, the weak exterior derivative of d t f ψ is in L ∞ loc (N ) and f ψ is locally Lipschitz by Rademacher's theorem. In particular, f ψ (0) is well defined for any ψ ∈ S(R m ).
The modified approximation operator is
and the remainder operator is
An application of Stokes theorem (see, e.g., [BCH, p.59]) shows that
We now replace everywhere in the formulas for G τ,h , E τ,h and R τ,h h(x ) by h(εx ) and let ε 0. Since e
At this point, we specialize the approximation formula to homogeneous solutions
. We recall how the localizable Hardy spaces
introduced by Goldberg in [G] , are defined. Fix once for all a nonnegative function
For 0 < p ≤ 1, the space h p (R m ) is a complete metric space with the distance
For p = 1, u h 1 is a norm and h 1 (R m ) is a normed space densely contained in
and u h p is a norm equivalent to the usual
) is a homogeneous solution of the structure we have
Theorem A.1. Assume that V is a locally integrable tube structure on the tube
where appropriate coordinates and first integrals Z 1 (x, t), . . . , Z m (x, t) as described
Proof: The proof in the tube situation is simpler than previous known results ( [HM] , [BCH, p.78] ) on the convergence of the Baouendi-Treves formula in local Hardy spaces, valid for general locally integrable structures. Consider the usual approximation of the identity associated to the Gaussian function
with t = max(s, ε) and ψ ∈ B. Taking the sup in 0 < s ≤ 1, raising the resulting inequality to the power p and integrating with respect to x we obtain
For h(x) = f(x, t) and
which is a dense subspace of
Notice that x → e ζ,τ (x )
2 is in S(R m ) for any ζ ∈ C m and depends holomorphically on ζ. Furthermore, the set
is a bounded subset of S(R m ) for R, τ > 0 fixed, as follows from
that remains bounded for | ζ| ≤ R, R > 0.
There exists a sequence F j (ζ) of entire functions on C m , bounded for ζ bounded, such that
Corollary A.2. Let f(t, x) ∈ L ∞ (N, h p (R m )) be a homogeneous solution of V and setṼ = −Φ(V ) ⊂ R m . There exists a functionf ∈ L ∞ (Ṽ , h p (R m )) such that f(x, t) =f(−Φ(t) + ix), t ∈ V, x ∈ R m .
In particular, Φ(t 1 ) = Φ(t 2 ) implies that f(x, t 1 ) = f(x, t 2 ) as distributions in R m and
Proof: Definef (−Φ(t) + ix) =f (iZ(x, t)) = lim j→∞ F j (iZ(x, t)). Example A.2: The Mizohata structure in R 2 spanned by the vector field
has the global first integral Z(x, t) = x + it 2 /2.
Example A.3: Let Φ : R −→ R 3 be an immersion such that Φ(R) is dense in a 2-torus T 2 ⊂ R 3 . Then Z(x, t) = x + iΦ(t) defines a globally integrable tube structure on R × R 3 generated by a single vector field. This structure is isomorphic to the tube CR structure in C 3 over the submanifold Φ(R), which is a self-winding orbit of a real vector field in R 3 with a single minimal invariant set equal to T 2 .
Given a globally integrable tube structure on a connected tube manifold M = N × R m with global first integral Z(x, t) = x + iΦ(t) = (Z 1 (x, t), . . . , Z m (x, t)),
x ∈ R m , t ∈ N , consider the setÑ = −Φ(N ). Suppose without loss of generality that there is a distinguished point, t 0 ∈ N such that Φ(t 0 ) = 0. We have a global approximation formula for functions f(t, x) ∈ L ∞ (N, h p (R m )). Set (1) the factorization f =f • (iZ) holds, i.e., f(x, t) =f (−Φ(t) + ix), t ∈ N, x ∈ R m .
(2) sup 
