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Abstract
A direct method for the approximate solution of periodic Riemann boundary value problems for analytic functions is
given through the approximation by complex splines. By the -cardinal splines of the 0rst degree we get the approximation
of the canonical function based on the approximate result of singular integrals with Hilbert kernel. Furthermore, we obtain
the approximate solution which may be su3ciently close to the exact solution to any degree when the partition  is
su3ciently 0ne. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction and formulation
In this paper, we shall study the direct method of the approximate solution of periodic Riemann
boundary value problems (BVPs) for analytic functions through approximation by complex splines.
The classic BVPs for analytic functions have been thoroughly investigated using analytic methods
(see e.g. the books [11,5,15,9,3]). However, as is known, only in exceptional cases are the BVPs
amenable to analytic solutions. Meanwhile, the fundamental solutions which are obtained by an
analytic method are sometimes very lengthy and unwieldy, and not convenient for engineering cal-
culations when using them directly. Especially, when the values of the known functions are only
given at some discrete points, the analytic method is useless. The rapid development of computer
engineering has arisen our interest for the development of approximate solution of BVPs. On one
hand, we may obtain the solution of practical problems directly, rather than converting the BVPs into
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Fig. 1. Model of the periodic problem.
Fig. 2. Periodic fundamental strip.
singular integral equations (SIEs). On the other hand, the BVPs are closely related to the SIEs. For
example, in the classical theory of SIEs and BVPs, for obtaining the solution of a class of SIE with
Cauchy kernel, the SIEs are reduced to Riemann BVP by the Sokhotski–Plemelj formulas. Therefore,
considerations of solving the BVPs approximately might well shed further light on solving SIEs.
However, in comparison with the enormous number of papers on the approximate solution of SIEs,
there are comparatively few investigations of methods for the approximate solution of BVPs for an-
alytic functions. Nevertheless, the available information on it is rather scarce. A numerical solution
of the Riemann boundary value problem with index  = 0 has been investigated using quadrature
method in [6]. The approximate solution of the Riemann BVP was considered through approximation
by complex splines in [12]. The discrete linear and nonlinear Hilbert BVPs were investigated by
iterative methods in [14,13].
Let Lk (k = 0;±1;±2; : : :) be smooth nonintersecting closed contours distributed periodically with
the period a (a¿ 0) in the complex plane, and oriented counterclockwisely. S+k is the inner region
surrounded by Lk , and 0 ∈ S+0 (see Fig. 1). Denote the periodic fundamental strip: |Re z|¡ 12a by
P0 and the exterior region of L0 in P0 by S−0 (see Fig. 2), and L=
⋃+∞
k=−∞ Lk .
The periodic Riemann boundary value problem is to 0nd a periodic sectionally analytic function
(z) with L as its jump contour such that
+(t) = G(t)−(t) + g(t); t ∈ L; (1)
where ±(t) denote the limits of a sectionally analytic function (z) at the positive and the negative
sides of points t ∈ L, respectively. G(t) is the coe3cient of the Riemann problem, and g(t) is the
free term. G(t) and g(t) are given periodic functions on L satisfying a HLolder condition. Periodic
Riemann problems are of considerable importance for boundary value problems in complex analysis,
with many applications to engineering, for example, to periodic contact problems, periodic crack
problems and related problems in plane elasticity, etc. (see [7,10]).
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2. Periodic canonical function
Using the conformal mapping method to transfer the periodic BVP to the classical BVP, Lu [9]
obtained the periodic canonical function for periodic BVP as follows:
X (z) =


exp[(z)]; z ∈ S+0 ;
cot za exp[(z)]; z ∈ S−0 ;
(2)
where the index
 = IndL0G(t) =
1
2i [logG(t)]L0 =
1
2 [argG(t)]L0 ; (3)
(z) =
1
2ai
∫
L0
log
[
cot
t
a
G(t)
]
cot
t − z
a
dt: (4)
Here, [ ]L0 denotes the increment of the expression in brackets resulting from a circuit along L0.
We may also 0nd out the canonical function directly by introducing the Cauchy-type integral which
is de0ned by replacing the Cauchy kernel 1=(t − z) in the Cauchy integral by the Hilbert kernel
cot (t − z)=a, namely
(z) =
1
2ai
∫
L
g(t)cot
t − z
a
dt; z ∈ L; (5)
where g(t) ∈ H is a periodic function with period a. The modi0ed Sokhotski–Plemelj formulas
±(t) =±1
2
g(t) +
1
2ai
∫
L
g()cot
− t
a
d; t ∈ L; (6)
hold. Due to the properties of the canonical function we have
X +(t) = G(t)X−(t): (7)
Then, the BVP (1) may be rewritten as
+(t)
X +(t)
=
−(t)
X−(t)
+
g(t)
X +(t)
; t ∈ L: (8)
3. Complex spline approximation
Let
= {t1 ≺ t2 ≺ · · · ≺ tn}; t0 = tn; tn+1 = t1; hj = tj − tj−1; Lj = [tj−1tj;
be an ordered partition of L0 and
‖‖= max
16j6n
|hj|:
The -cardinal splines of the 0rst degree are de0ned as
j(t) =


(t − tj−1)=hj; t ∈ Lj;
(tj+1 − t)=hj+1; t ∈ Lj+1;
0; t ∈ L− [tj−1tj+1:
(9)
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Then, the function
S(f; t) =
n∑
j=1
fjj(t)
=fj−1 +
fj − fj−1
hj
(t − tj−1); t ∈ Lj; j = 1; 2; : : : ; n (10)
is a linear interpolating spline of f(t) at the points tj; (j = 1; 2; : : : ; n). Here fj = f(tj). The corre-
sponding error function will be denoted by
e(f; t) = f(t)− S(f; t): (11)
Lemma 1 (See Lu [8] and Atkinson [1,2]). Let L be a smooth contour; and S(f; t) be the inter-
polating spline of f(t). If f(t) ∈ H (0¡61); then
|e(f; t)|= |f(t)− S(f; t)|6C‖‖: (12)
Lemma 2 (See Lu [8] and Atkinson [1,2]). Let L be a smooth contour; and S(f; t) be the inter-
polating spline of f(t). If f(t) ∈ H(0¡61); then
|TLf − TLS|6C!‖‖−!; (13)
where the operator TL is the Cauchy singular integral operator; namely
TLg=
1
i
∫
L
g()
− t d; t ∈ L; (14)
and ! ∈ (0; ) is a given constant; C! is a constant independent of .
In general, lim!→0 C! = +∞, but when the partition  is su3ciently 0ne, that is, ‖‖ is su3-
ciently small, then the left-hand side of (13) may be arbitrarily small, i.e. the two integrals may be
su3ciently close to each other to any degree (see [8]). We will use the symbol C! to represent a
constant depending on ! which may take diMerent values in diMerent cases. Similarly, C represents
an absolute constant taking various values in various situations.
Lemma 3. Let L be a smooth contour; and S(f; t) be the interpolating spline of f(t). If f(t) ∈
H (0¡61); then
|HLf − HLS|6C!‖‖−!; (15)
where the operator HL is a singular integral operator with Hilbert kernel; namely
HLg=
1
ai
∫
L
g()cot
− t
a
d; t ∈ L: (16)
Proof. We have
cot
t − z
a
= a
[
1
t − z + "0(t; z)
]
; (17)
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where "0(t; z) is an analytic function in the periodic fundamental strip P0.
"0(t; z) =
∞∑
k=1
(
1
t − z − ka +
1
t − z + ka
)
(18)
and by virtue of Lemmas 1 and 2
|HLf − HLS| =
∣∣∣∣TLf − TLS + 12i
∫
L
f()"0(− t) d
∣∣∣∣
6 |TLf − TLS|+ 12
∫
L
|f()| |"0(− t)| |d|
6C!‖‖−! + C‖‖: (19)
Now, we consider the approximation of the canonical function. Let S(G˜; t) be a linear interpolating
spline of G˜(t) = log[cot (t=a)G(t)] which is a single-valued periodic function satisfying a HLolder
condition on L0. Then we obtain the approximation of (z), that is
(z) =
1
2ai
∫
L0
S(G˜; t)cot
t − z
a
dt; (20)
and the approximation of the canonical function,
X(z) =


exp[(z)]; z ∈ S+0 ;
cot za exp[(z)]; z ∈ S−0 :
(21)
On account of
lim
z→±∞i
tan
z
a
=±i; (22)
we get
X(±∞i) = 0: (23)
By Lemmas 1 and 3, we obtain immediately
Theorem 4. When ‖‖ is small enough; then
1. X(z) = 0; particularly X± (t) = 0; X(±∞i) = 0:
2. ‖±(t)− ± (t)‖∞6C!‖‖−!;
3. ‖X±(t)− X± (t)‖∞6C!‖‖−!;
4. ‖ X+ (t)
X− (t)
− G(t)‖∞6C‖‖;
5. X + (tj) = G(t)X
−
 (tj); j = 1; 2; : : : ; n:
4. Approximate solution
At 0rst, we shall get the approximate solution of the homogeneous periodic Riemann BVP. Because
the point ∞ is a limiting point of the point-set L, the solution of the periodic BVP has no de0nite
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limit in general as z → ∞, but it may exist as z → +∞i or z → −∞i. Here we require (±∞i)
to be 0nite. This is the case investigated in [4,9]. Lu [9] has discussed more about some peculiar
behavior of the solution at z =±∞i. In this case, the homogeneous periodic Riemann BVP
+(t) = G(t)−(t); t ∈ L0; (24)
has the general solution (see [9]),
(z) = X (z)P
(
tan
z
a
)
: (25)
Similarly, we get the approximate solution
(z) = X(z)P
(
tan
z
a
)
; (26)
where P(") is an arbitrary polynomial of degree , when ¿0. This means the homogeneous
periodic Riemann BVP has +1 linearly independent solutions when ¿0. P(") ≡ 0 when ¡ 0,
which means the homogeneous periodic Riemann BVP has only the null solution when ¡ 0.
By Theorem 4 and the maximum modulus principle for analytic functions, we obtain immediately
|(z)− (z)|6C!‖‖−!: (27)
Eq. (26) may be rewritten as
(z) =


exp[(z)]
cos z=a
Q
(
sin
z
a
; cos
z
a
)
; z ∈ S+0
exp[(z)]
sin z=a
Q
(
sin
z
a
; cos
z
a
)
; z ∈ S−0 ;
(28)
where Q(z1; z2) is an arbitrary homogeneous polynomial of degree  in z1; z2 if ¿0 and Q(z1; z2) ≡
0 if ¡ 0. Furthermore, Q(sin z=a; cos z=a) may be written as an arbitrary trigonometric polynomial
(see [9]), e.g. when  is an even number, i.e.  = 2m,
Q2m
(
sin
z
a
; cos
z
a
)
= A0 +
m∑
j=1
(
Aj cos
2jz
a
+ Bj sin
2jz
a
)
; (29)
when  is an odd number, i.e.  = 2m+ 1,
Q2m+1
(
sin
z
a
; cos
z
a
)
=
m∑
j=1
[
Aj cos
(2j + 1)z
a
+ Bj sin
(2j + 1)z
a
]
; (30)
where Aj and Bj are constant coe3cients.
Thus, the approximate solution (28) may be rewritten as
(z) =


exp[(z)]
cos2m z=a

A0 + m∑
j=1
(
Aj cos
2jz
a
+ Bj sin
2jz
a
) ; z ∈ S+0 ;
exp[(z)]
sin2m z=a

A0 + m∑
j=1
(
Aj cos
2jz
a
+ Bj sin
2jz
a
) ; z ∈ S−0 ;
(31)
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when  is an even number,
(z) =


exp[(z)]
cos2m+1 z=a
m∑
j=1
[
Aj cos
(2j + 1)z
a
+ Bj sin
(2j + 1)z
a
]
; z ∈ S+0 ;
exp[(z)]
sin2m+1 z=a
m∑
j=1
[
Aj cos
(2j + 1)z
a
+ Bj sin
(2j + 1)z
a
]
; z ∈ S−0 ;
(32)
when  is an odd number.
For the nonhomogeneous periodic Riemann BVP (1), when ¿0, the general solution is (see [9])
(z) =
X (z)
2ai
∫
L0
g(t)
X +(t)
(
cot
t − z
a
+ tan
t
a
)
dt + X (z)P
(
tan
z
a
)
: (33)
When 6− 1, the general solution is (see [8])
(z) =
X (z)
2ai
∫
L0
g(t)
X +(t)
(
cot
t − z
a
+ tan
t
a
)
dt; (34)
with the solvability conditions∫
L0
g(t)
X +(t)
sin j−1 t=a
cos j+1 t=a
dt = 0; 16j6−  − 1: (35)
For obtaining the approximate solution, let g˜(t) = g(t)=X− (t), and construct S(g˜; t) which is the
linear interpolating spline of g˜(t). When ¿0, the general approximate solution
(z) =
X(z)
2ai
∫
L0
S(g˜; t)
(
cot
t − z
a
+ tan
t
a
)
dt + X(z)P
(
tan
z
a
)
; (36)
follows immediately.
When 6− 1, because∫
L0
S(g˜; t)
sin j−1 t=a
cos j+1 t=a
dt ≡ 0; 16j6 − 1; (37)
in general, this means condition (35) does not hold when g(t)=X−(t) is approximately replaced by
S(g˜; t). So, we should construct a constraint spline S∗(g˜; t), such that∫
L0
S∗(g˜; t)
sin j−1 t=a
cos j+1 t=a
dt =
∫
L0
S(g˜; t)
sin j−1 t=a
cos j+1 t=a
dt; (38)
and S∗(g˜; t) satis0es (see [12])
‖S∗(g˜; t)‖∞6C‖e(g˜; t)‖∞: (39)
In fact, we can construct the constraint spline S∗(g˜; t) which satis0es (39) by taking an appropriate
partition ∗ of L0, which means ∗ is a re0nement of , and constructing linear cardinal splines
{∗1(t); : : : ; ∗m−1(t)} (see [12]), then
S∗(g˜; t) =
m−1∑
k=1
'k∗k (t); (40)
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where {'1; : : : ; 'm−1} are determined by substituting (40) into (38). Now, we consider the approxi-
mate BVP of BVP (1) or (8), namely
+ (t)
X + (t)
=
− (t)
X− (t)
+ [S(g˜; t)− S∗(g˜; t)] ; t ∈ L; (41)
and get the approximate solution
(z) =
X(z)
2ai
∫
L0
[S(g˜; t)− S∗(g˜; t)]
(
cot
t − z
a
+ tan
t
a
)
dt: (42)
By Lemma 2, Theorem 4, the maximum modulus principle for analytic functions and (27), we obtain
directly,
Theorem 5. When the partition  is su;ciently <ne; that is; ‖‖ is su;ciently small; and the
given functions satisfy H=older conditions of order ; then
|(z)− (z)|6C!‖‖−! (43)
holds for the homogeneous and nonhomogeneous Riemann BVPs; respectively. This means the
exact solution (z) and the approximate (z) may be su;ciently close to each other to any
degree.
Due to
cot
− t
a
= a
[
1
− t +
∞∑
k=1
(
1
− t − ka +
1
− t + ka
)]
; (44)
and the points t ± ka are outside L0, then
1
ai
∫
L0
d
− (t ± ka) = 0: (45)
Furthermore, we have
1
ai
∫
L0
cot
− t
a
d= 1; t ∈ L0; (46)
and
1
ai
∫
L0
kcot
− t
a
d= tk ; k ¿ 0; t ∈ L0: (47)
Thus, the integral
1
ai
∫
L0
S(f; t)cot
t − z
a
dt (48)
can be evaluated exactly as an elementary function by formulas (46) and (47). Therefore, the method
is a direct and eMective approximate solution method for the periodic Riemann BVP.
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