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WAVE PROPAGATION IN AN ELASTIC MEDIUM:
GENERALIZED DAVEY-STEWARTSON EQUATIONS
SUMMARY
In the present study, the problem of (2+1) (two spatial and one temporal)
dimensional nonlinear wave propagation in a generalized elastic medium is
considered. The modulation of (2+1) dimensional waves is examined in an
infinite, homogenous, weakly nonlinear and weakly dispersive elastic medium.
The study contains five main sections.
In the first section, a general introduction is given including some information
about the nonlinear systems characterizing the modulation problems and the
special solutions of these systems.
In the second section, nonlinear evolution equations are derived describing
the asymptotic behavior of waves for (2 + 1) dimensional wave modulation
problem. While deriving the equations an asymptotic technique called reductive
perturbation method is used and it is shown that the problem of wave modulation
is characterized by a system of three nonlinear partial differential equations.
These equations involve interactions of a free short transverse, a free long
longitudinal and a free long transverse wave modes, and is called the “generalized
Davey-Stewartson equations”. Under some restrictions on parameter values, it is
shown that the generalized Davey-Stewartson equations reduce to the well-known
Davey-Stewartson and to the nonlinear Schro¨dinger equations. Besides, some
special solutions of the generalized Davey-Stewartson equations are calculated
by two different methods. While calculating the special solutions by the help
of the first method, travelling wave transformations are used in order to reduce
the partial differential equations to ordinary differential equations and special
solutions are given in terms of Jacobian elliptic functions. It is shown that these
solutions reduce to hyperbolic functions for some cases and that they involve
sech-tanh-tanh and tanh-tanh-tanh type solutions under some constraints on
the parameter values. The second method is based on coupled Riccati equations
and their travelling wave transformations. By using the second method, the
special solutions of the generalized Davey-Stewartson equations are obtained in
terms of hyperbolic functions.
In the third section, it is observed that the generalized Davey-Stewartson
equations are not valid for the long-wave short-wave resonant case. In the
case where the phase velocity of the long longitudinal wave is equal to the
group velocity of the short transverse wave, new evolution equations are derived
characterizing the problem and are called long-wave short-wave interaction
equations. The special solutions of the long-wave short-wave interaction
equations are obtained by Jacobian elliptic functions and tanh method.
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In the fourth section, degenerate generalized Davey-Stewartson equations, which
are obtained when one of the coefficients of the generalized Davey-Stewartson
equations becomes zero, are considered. The special solutions of the degenerate
generalized Davey-Stewartson equations are obtained by using the two methods
given in the second and third sections. Besides, the bilinear form of the
degenerate generalized Davey-Stewartson equations are calculated and the
special solutions are obtained by using a variable separation method developed
for nonlinear equations.
In the fifth section, conclusions of the study are given briefly.
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ELASTI˙K BI˙R ORTAMDA DALGA YAYILIMI:
GENELLES¸TI˙RI˙LMI˙S¸ DAVEY-STEWARTSON DENKLEMLERI˙
O¨ZET
Bu c¸alıs¸mada, genelles¸tirilmis¸ elastik bir ortamda, (2+1) (iki uzay ve bir zaman)
boyutlu nonlineer dalga yayılımı problemi ele alınmıs¸tır. Sonsuz, homojen,
zayıf nonlineer ve zayıf dispersif elastik bir ortamda (2+1) boyutlu dalgaların
modu¨lasyonu incelenmis¸tir. C¸alıs¸ma bes¸ ana bo¨lu¨mden olus¸maktadır.
Birinci bo¨lu¨mde, konuya genel bir giris¸ yapılmıs¸, dalga modu¨lasyonu
problemlerini karakterize eden bazı nonlineer sistemler ve onların o¨zel c¸o¨zu¨mleri
hakkında bilgiler verilmis¸tir.
I˙kinci bo¨lu¨mde, (2+ 1) boyutlu dalga modu¨lasyonu problemi ic¸in dalgaların
asimptotik davranıs¸ını tanımlayan nonlineer evolu¨syon denklemleri tu¨retilmis¸tir.
Denklemler tu¨retilirken indirgeyici pertu¨rbasyon yo¨ntemi olarak adlandırılan
bir asimptotik yo¨ntem kullanılmıs¸ ve dalgaların modu¨lasyonu probleminin
u¨c¸lu¨ bir nonlineer kısmi diferansiyel denklem sistemi ile karakterize edildig˘i
go¨sterilmis¸tir. Bu denklemler, bir kısa enine dalga, bir uzun enine dalga
ve bir uzun boyuna dalga olmak u¨zere u¨c¸ dalganın etkiles¸imlerini ic¸ermis¸
ve “genelles¸tirilmis¸ Davey-Stewartson denklemleri” olarak adlandırılmıs¸tır.
Parametre deg˘erlerinin bazı kısıtları altında, genelles¸tirilmis¸ Davey-Stewartson
denklemlerinin literatu¨rde sıkc¸a kars¸ılas¸ılan nonlineer Schro¨dinger denklemine
veya Davey-Stewartson denklemlerine indirgendig˘i go¨sterilmis¸tir. Ayrıca,
tu¨retilen genelles¸tirilmis¸ Davey-Stewartson denklemlerinin bazı o¨zel c¸o¨zu¨mleri
iki farklı yo¨ntemle hesaplanmıs¸tır. Birinci yo¨ntem yardımı ile o¨zel c¸o¨zu¨mler
hesaplanırken gezen dalga do¨nu¨s¸u¨mleri kullanılarak kısmi diferansiyel denklemler
adi diferansiyel denklemlere indirgenmis¸ ve o¨zel c¸o¨zu¨mler Jacobi eliptik
fonksiyonları cinsinden verilmis¸tir. Elde edilen o¨zel c¸o¨zu¨mlerin bazı durumlarda
hiperbolik fonksiyonlara indirgendig˘i go¨sterilmis¸ ve parametre deg˘erlerinde
alınan kimi kısıtlar altında sech-tanh-tanh ve tanh-tanh-tanh yapılarındaki
c¸o¨zu¨mleri ic¸erdig˘i ifade edilmis¸tir. I˙kinci yo¨ntem ile bir Riccati denklem c¸ifti
ve onların gezen dalga do¨nu¨s¸u¨mleri ele alınmıs¸tır. Bu teknik yardımıyla,
genelles¸tirilmis¸ Davey-Stewartson denklemlerinin o¨zel c¸o¨zu¨mleri hiperbolik
fonksiyonlar cinsinden ifade edilmis¸tir.
U¨c¸u¨ncu¨ bo¨lu¨mde, uzun-dalga kısa-dalga rezonans durumu ic¸in genelles¸tirilmis¸
Davey-Stewartson denklemlerinin gec¸erli olmadıg˘ı go¨zlenmis¸tir. Uzun boyuna
dalganın faz hızının kısa enine dalganın grup hızına es¸it oldug˘u halde
problemi karakterize eden ve uzun-dalga kısa-dalga etkiles¸im denklemleri olarak
adlandırılan yeni evolu¨syon denklemleri tu¨retilmis¸tir. Uzun-dalga kısa-dalga
etkiles¸im denklemlerinin o¨zel c¸o¨zu¨mleri Jacobi eliptik fonksiyonları ve tanh
yo¨ntemi ile elde edilmis¸tir.
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Do¨rdu¨ncu¨ bo¨lu¨mde, genelles¸tirilmis¸ Davey-Stewartson denklemlerinde beliren
katsayılardan birinin sıfır olması durumunda elde edilen dejenere genelles¸tirilmis¸
Davey-Stewartson denklemleri ele alınmıs¸tır. Dejenere genelles¸tirilmis¸
Davey-Stewartson denklemlerinin o¨zel c¸o¨zu¨mleri o¨ncelikle ikinci ve u¨c¸u¨ncu¨
bo¨lu¨mde verilen iki yo¨ntem kullanılarak elde edilmis¸tir. Ayrıca, denklemlerin
bilineer formu hesaplanmıs¸ ve o¨zel c¸o¨zu¨mler lineer olmayan deklemler ic¸in
gelis¸tirilen bir deg˘is¸kenlere ayırma yo¨ntemi yardımı ile elde edilmis¸tir.
Bes¸inci bo¨lu¨mde, c¸alıs¸manın sonuc¸ları kısaca verilmis¸tir.
vii
1 INTRODUCTION
1.1 Introduction
The subject of nonlinear waves in various continuous media has received great
attention up to present as evidenced by the large number of studies [1-3].
However, most of the studies are confined to (1+1) (one spatial and one temporal)
dimensions and several (1+1) evolution equations are derived to describe the
far-field behavior of the waves. It is well-known [4] that the envelope of a (1+1)
dimensional quasi-monochromatic wave train is governed by a single nonlinear
Schro¨dinger (NLS) equation
iAt + pAxx + q|A|2A = 0, (1.1)
where t is time, x is the spatial coordinate and A denotes the complex amplitude;
the coefficients p and q depend on the (dimensionless) fluid depth and acceleration
due to gravity. The NLS equation appears to be a generic equation describing
unidirectional wave modulation. Obviously, the far field behavior of nonlinearly
modulated waves cannot be described by the (1+1) dimensional NLS equation
if modulations transverse to the wave propagation direction are also allowed.
Therefore, the second spatial coordinate effect should be taken into account and
new (2+1) evolution equations should be derived to describe (2+1) dimensional
wave modulation [5, 6]. A natural way to obtain two-dimensional modulations
of nonlinear waves is simply to replace the one dimensional dispersive term with
a two dimensional dispersive term
iAt + pAxx + sAxy + rAyy + q|A|2A = 0, (1.2)
where the coefficients p, s, r and q depend on the (dimensionless) fluid depth
and accelaration due to gravity. The (2+1) dimensional form of the NLS
equation (1.2) correctly describes (2+1) dimensional wave motion when there
is no resonance between the main quasi-harmonic wave and zero harmonics
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induced by nonlinear effects [7, 8]. However, in many two dimensional systems
both short waves and long waves may co-exist and a proper description of two
dimensional modulation of nonlinear waves should involve both short wave and
long wave modes. Such a system, called the Davey-Stewartson (DS) equations,
was introduced in [9-11] as follows:
iAt + pAxx + rAyy + q|A|2A = bAϕx,
ϕxx +mϕyy = (|A|2)x, (1.3)
where A is the complex amplitude of a short wave and ϕ is a long wave amplitude;
the coefficients p, r, q, b and m depend on the (dimensionless) fluid depth and
surface tension. The DS system is a model for the evolution of weakly nonlinear
packets of water waves that travel in one direction but in which the amplitude of
waves is modulated in two spatial directions. The main purpose of the present
study is to extend the analysis of Davey and Stewartson to describe (2+1)
dimensional wave motion in a bulk elastic medium.
In recent years, various generalized theories of elasticity have been proposed
to incorporate the internal structure of the matter to the classical elasticity
theory [12, 13]. These theories, e.g. higher-order gradient, couple stress,
micromorphic, etc., have been proposed to study both statical problems in
the case of higher stress gradients and dynamical problems in the case of high
frequency wave propagation in grained composites and polycrystalline structures
[14-16]. Most of these theories, unlike the classical elasticity theory, give rise to
dispersive wave propagation in linear approximation. Thus, inclusion of weak
nonlinear effects in the constitutive equations leads to several nonlinear evolution
equations which admit solitary wave or soliton solutions [17]. Increasing interest
has been given to wave propagation problems in elastic rods [18], in layered
elastic media [19, 20] and in bulk elastic media [14]. Various (1+1) and (2+1)
dimensional nonlinear evolution equations have been derived to describe the
long time behavior of elastic waves propagating in rods, plates and bulk media
[12-17]. In particular, waves in elastic rods can be regarded as (1+1) dimensional
objects since they are confined by the waveguides. Therefore, the behavior of
a quasi-monochromatic wave is described properly by the (1+1) dimensional
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NLS equation [18]. However, in a plate and in a bulk medium there exist
transverse directions, and therefore the effect of higher dimensions on the wave
propagation should be considered. Recently, a (2+1) dimensional NLS equation
was derived for the description of the amplitude of nonlinear waves propagating
in a two-dimensional Frenkel-Kontorova model [7] and in a plate [8] when no
resonance is present between the slowly varying amplitude and long wave modes.
There are already works on the interaction of a quasi-monochromatic wave with
zero harmonics in elastic rods [18] and on elastic substrates [19] where the
Davey-Stewartson type evolution equations are derived. In both of these studies,
the second spatial coordinate effect is not considered. However, in a recent study
[22], (2+1) dimensional nonlinear transverse wave propagation is considered in
a bulk elastic medium and it is shown that the wave motion is governed by a
coupled pair of the modified Kadomtsev-Petviashvili equations in the long wave
approximation.
The main purpose of the present study is to extend the analysis of Davey and
Stewartson and derive a generalized form of the Davey-Stewartson equations.
To this aim, the problem of (2+1) dimensional wave propagation in the above
mentioned bulk medium composed of an elastic material with couple stresses
is considered. In order to obtain (2+1) nonlinear model equations for the
description of elastic waves in the far field, the contribution of the second
spatial coordinate effect on the propagation of a quasi-monochromatic wave
and zero harmonic modes is determined. That is, the direction of the wave
propagation is taken along the x axis while the field variables are assumed to
depend also on the transverse coordinate y. Since the nonlinear interaction
of the quasi-monochromatic transverse wave and the zero harmonic transverse
and longitudinal waves are considered, i.e., a free short transverse, a free long
longitudinal and a free long transverse wave modes are present in the problem,
in this study a generalized form of the Davey-Stewartson equations is obtained
as evolution equations. Using a multi-scale expansion of quasi-monochromatic
wave solutions, it is shown that the modulation of waves is governed by
a system of three nonlinear evolution equations. These equations involve
amplitudes of a short transverse wave, a long transverse wave and a long
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longitudinal wave, and are called “generalized Davey-Stewartson equations”
(GDS). Under some restrictions on parameter values, the GDS equations reduce
to the Davey-Stewartson and to the nonlinear Schro¨dinger equations.
Besides, it is observed that the GDS equations are not appropriate for a resonant
case, i.e. long-wave short-wave resonant case where the phase velocity of the long
longitudinal wave is equal to the group velocity of the short transverse wave. For
this resonant case, it is shown that the interaction between the long longitudinal
and the short transverse wave is described by two coupled nonlinear evolution
equations.
On the other hand, if one of the coefficients of the GDS equations becomes
infinitely large for specific values of the dependent variables, the GDS system is
said to be degenerate. The system may also be degenerate if one of the coefficients
vanishes. For a degenerate case of the GDS equations, three coupled evolution
equations which are called degenerate GDS equations are also considered.
The investigation of the exact solutions of nonlinear evolution equations also
plays an important role in the study of nonlinear waves. Many effective methods
such as the inverse scattering method [3,19-21], Darboux transformation [22-25],
the Hirota bilinear method [26-30] and the tanh method [31-34] have been
developed. Among these, the tanh method is considered to be the most effective
and direct algebraic method for solving nonlinear equations. In recent years,
much work has been concentrated on the various extensions and applications of
the tanh method [35,36]. As an alternative method, a Jacobian elliptic function
expansion method is proposed for constructing periodic wave solutions for some
nonlinear evolution equations [37-39]. Another alternative method is to obtain
some special solutions by means of separation of variables for the nonlinear
differential equations. Recently, some variable separation procedures have been
established by using symmetry constraints [44, 45] or by solving the bilinear form
of the nonlinear equations [46].
In the present study, some special solutions of the GDS equations, long-wave
short-wave interaction equations and the degenerate GDS equations are
investigated. The special solutions of the GDS equations are given in terms of
4
Jacobian elliptic functions and it is shown that these solutions involve hyperbolic
type solitary wave solutions. The travelling wave solutions of the GDS equations
are also given by a tanh method based on the combinations of solutions of the
coupled Riccati equations. The same methods, i.e. the Jacobian elliptic function
method and the tanh method are used for finding the special solutions of the
long-wave short-wave interaction equations. The travelling wave solutions of the
degenerate GDS equations are given in terms of Jacobian elliptic functions and
by using the tanh method. Besides, some special solutions of the degenerate
GDS equations are established by a variable separation approach using a prior
ansatz for its bilinear form.
The present study is organized as follows: In Section 2, the derivation of the DS
system is first recalled briefly. The governing equations of the above mentioned
bulk medium are briefly summarized and dispersion relations are presented.
The general procedure of the reductive perturbation method is given and the
nonlinear wave interaction of a short transverse wave, a long transverse wave
and a long longitudinal wave is considered. As nonlinear evolution equations,
GDS equations involving two long wave modes and a short wave envelope are
derived. Some special cases of the GDS equations are examined in order to
see their connection with the well-known NLS and DS equations. Later, some
special solutions of the GDS system are presented by Jacobian elliptic functions
and tanh method. In Section 3, the long-wave short-wave resonant case is
considered. Since the GDS equations are not valid in this resonance case,
new evolution equations are derived by using the same perturbation method.
Some special solutions of the interaction equations are given again by Jacobian
elliptic functions and tanh method. In Section 4, a degenerate case is considered
and some special solutions are obtained by Jacobian elliptic functions and tanh
method as well as by a variable separation approach whose main procedure is
also introduced.
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2 GENERALIZED DAVEY-STEWARTSON EQUATIONS
2.1 On The Davey-Stewartson System
To describe the irrotational motion of water waves, the fluid which rests on a
horizontal and impermeable bed of infinite extent is assumed to be inviscid,
incompressible and homogeneous [9].
The velocity potential φ satisfies
∇2φ = 0, −h < z < ζ(x, y, t), (2.1)
where h (may be finite or infinite) denotes the depth of the bed and ζ(x, y, t) is
the free surface.
The only boundary condition on the bottom, i.e., z = −h is
φz = 0, (2.2)
and along the free surface z = ζ(x, y, t) the boundary conditions are
ζt + φxζx + φyζy = φz,
gζ + φt +
1
2
(φ2x + φ
2
y + φ
2
z) = T
ζxx(1 + ζy
2) + ζyy(1 + ζx
2)− 2ζxyζxζy
(1 + ζx
2 + ζy
2)
3/2
,
(2.3)
where g is the gravitational acceleration, and T is the ratio of surface-tension
coefficient to fluid density. The first equation of (2.3) expresses the conservation
of mass while the second one expresses the conservation of energy.
The equations governing the time evolution of the free surface envelope A and
the mean flow ϕ are derived by performing an asymptotic power series expansion
in 
φ = {ϕ(ξ, η, τ) + A(ξ, η, τ) exp[i(kx− ωt)] + c.c.}+ 2ϕ2 + ... (2.4)
6
where c.c. stands for the complex conjugate of the preceding term and
introducing the slow variables
ξ = (x− cgt), η = y, τ = 2t, (2.5)
where cg denotes the group velocity. In (2.5), the direction of wave
propagation is taken along the x axis and it is assumed that the field variables
depend on the transverse coordinate y as well. By substituting the scale
transformation (2.5) together with power series solutions (2.4) into the field
equations the Davey-Stewartson system is obtained as evolution equations and
the dimensionless form of this system can be given as follows:
iAt + δAxx + Ayy = χ|A|2A+ bAϕx,
ϕxx +mϕyy = (|A|2)x. (2.6)
where A is the complex amplitude of the short wave, ϕ is the long wave
amplitude; the coefficients δ, χ, b and m depend on the (dimensionless) fluid
depth and surface tension [9-11]. The Davey-Stewartson system (2.6) is one of
the classical models for (2+1) dimensional description of weakly nonlinear water
waves that travel predominantly in one direction but in which the wave amplitude
is modulated in two spatial directions.
2.2 Basic Equations and Dispersion Relations
The derivation of classical continuum models of solids is based on macroscopic
concepts, such as energy density, observable variables (displacement, strain), etc.
However, solids usually have microstructure due to the existence of crystalline
structure. Hence, any theory describing the behavior of a solid should consider
both the macroscopic and the microscopic properties occurring at different length
scales. Internal length scales may be introduced in the constitutive theory in a
natural way by assuming the hypothesis of “substructure” assigned to every
material point. If this substructure deforms homogeneously the continuum is
called micromorphic [47]. Thus, a material point of such a medium has 12 degrees
of freedom, three for deformation of the macro volume element and nine for micro
deformation of the micro elements. The deformation is described by the classical
motion
xk = xk(XK , t) (k,K = 1, 2, 3), (2.7)
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where xk and XK are the spatial and material Cartesian coordinates of the same
material point at times t and t = 0, respectively. Then, the deformation tensors
for a micromorphic elastic medium are defined as
2ekl = uk,l + ul,k + um,k um,l,
εkl = Φkl + ul,k + um,k Φml,
Γklm = Φkl,m + un,k Φnl,m, (2.8)
where subscript k after comma denotes partial differentiation with respect to
space variable xk and summation convention is valid over repeated indices.
Here uk,l is the displacement gradient, ekl is the macro deformation tensor
characterizing the relative displacements of the mass center of macro volume,
kl and Γklm are new micro deformation tensors of the micromorphic theory
[47].
An elastic medium with couple stresses (also called the Le Roux continuum),
which is the subject of this study, corresponds to a special case of the
micromorphic elasticity theory. If the micro deformation tensor εkl in (2.8) is
assumed to be zero and Φkl and its gradient are assumed to be so small that the
quadratic terms can be neglected, then Φkl is approximated by
Φkl ' −ul,k. (2.9)
In this case the macro and micro deformation tensors take the form:
2ekl = uk,l + ul,k + um,kum,l,
Γklm = −ul,km. (2.10)
In addition, the kinetic energy density function is assumed to be the identical
with that of the classical elasticity theory, i.e.
T =
1
2
ρ0[(u1,t)
2 + (u2,t)
2 + (u3,t)
2], (2.11)
where ρ0 is the mass density in the reference configuration and subscript t denotes
partial differentiation with respect to time. The physical nonlinearity of the
medium is characterized by the presence of cubic terms with respect to the
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macro deformation tensor in the strain energy density function, Σ,
Σ =
λ
2
ekkell + µeklekl +
A
3
eklemlekm + Beklelkemm
+
C
3
ekkellemm + 2µm
2(ΓklmΓklm + νΓklmΓlkm), (2.12)
where λ, µ are linear elastic constants, A, B and C are second-order elastic
constants, and ν and m are new constants characterizing the microstructure
[48].
For the problem under consideration, it suffices to take the nonlinear terms up
to the third-order in uk,m and the second-order in uk,mn
Σ =
λ
2
(uk,kum,m + uk,kum,num,n) +
µ
2
(um,num,n + um,nun,m + uk,mun,mum,k
+un,kum,kun,m) +
A
12
uk,n(um,n + un,m)(uk,m + um,k)
+
B
2
um,mun,k(un,k + uk,n) +
C
3
uk,kum,mun,n
+2µ m2 (un,kmun,km + ν un,kmuk,nm) + · · · (2.13)
The governing equations of (2+1) dimensional problems are obtained from the
variational problem
δ
∫
Ldt = δ
∫ ∫ ∫
Ldxdydt = 0, (2.14)
where L represents the Lagrangian, and L = T − Σ. As is evident from (2.12),
the Lagrangian density function will be in the following form:
L = L(uk,t, uk,x, uk,y, uk,xx, uk,xy, uk,yy), (k = 1, 2, 3).
For such a case, the Euler-Lagrange equations of the variational problem are
obtained as
∂
∂t
(
∂L
∂uk,t
) +
∂
∂x
(
∂L
∂uk,x
) +
∂
∂y
(
∂L
∂uk,y
)− ∂
2
∂x2
(
∂L
∂uk,xx
)
− ∂
2
∂y2
(
∂L
∂uk,yy
)− ∂
2
∂x∂y
(
∂L
∂uk,xy
) = 0, (k = 1, 2, 3). (2.15)
For two dimensional weakly nonlinear waves propagating in a bulk elastic
medium, the displacement vector u is assumed to be a function of x, y and
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t. Consequently, it is convenient to express the strain energy density function
(2.12) as a cubic polynomial of strain components
Σ =
λ
2
{(ux + vy)2 + (ux + vy)[(ux)2 + (uy)2 + (vx)2 + (vy)2 + (wx)2 + (wy)2]}
+
µ
2
{2(ux)2 + 2(vy)2 + (uy)2 + (vx)2 + (wx)2 + (wy)2 + 2vxuy
+2ux[(ux)
2 + (vx)
2 + (wx)
2 + (uy)
2] + 2vy[(vy)
2 + (vx)
2 + (wy)
2 + (uy)
2]
+2uy(wxwy + vxux + vxvy) + 2vxwxwy}+ 2µm2{(uxx)2 + (vxx)2 + (wxx)2
+(uyy)
2 + (vyy)
2 + (wyy)
2 + 2(uxy)
2 + 2(vxy)
2 + 2(wxy)
2 + ν[(uxx)
2
+(uxy)
2 + 2uxyvxx + 2uyyvxy + (vxy)
2 + (vyy)
2}+ A
12
[4(ux)
3 + 6uxvxuy
+3(uy)
2ux + 3(uy)
2vy + 3(vx)
2ux + 3(vx)
2vy + 6vyuyvx + 4(vy)
3
+3(wx)
2ux + 3wxvxwy + 3wyuywx + 3(wy)
2vy] +
B
2
[2(ux)
3 + 2(ux)
2vy
+(uy)
2ux + (uy)
2vy + (vx)
2ux + (vx)
2vy + 2(vy)
2ux + 2(vy)
3 + (wx)
2ux
+(wx)
2vy + (wy)
2ux + (wy)
2vy + 2uyvxux + 2uyvxvy] +
C
3
(ux + vy)
3,
(2.16)
where subscripts x and y denote partial differentiation with respect to spatial
variables, and u is the longitudinal component whereas v and w are the transverse
components of the displacement vector: u ≡ u1, v ≡ u2, w ≡ u3.
If the strain energy density function Σ given by (2.16) and the kinetic energy
density function T given by (2.11) are substituted into equation (2.15), the field
equations are obtained as follows:
utt − c21uxx − c22uyy − (c21 − c22)vxy − (γ1 + γ4)wywxy − γ2(vyvxy + vyuxx
+ uxvxy)− γ3(2uyuxy + vxvxx + wxwxx + uxuyy + uyvyy + vyuyy)
− γ4wxwyy − γ5(2vxuxy + uyvxx + uxvxy + vyvxy + vxvyy)− γ6uxuxx
+ 4c22m
2[(1 + ν)uxxxx + (2 + ν)uxxyy + uyyyy + ν(vxxxy + vxyyy)] = 0,
vtt − c22vxx − c21vyy − (c21 − c22)uxy − (γ1 + γ4)wxwxy − γ2(uxuxy + uxvyy
+ vyuxy)− γ3(2vxvxy + vxuxx + uxvxx + vyvxx + uyuyy + wywyy)
− γ4wywxx − γ5(2uyvxy + uyuxx + uxuxy + vyuxy + vxuyy)− γ6vyvyy
+ 4c22m
2[vxxxx + (2 + ν)vxxyy + (1 + ν)vyyyy + ν(uxxxy + uxyyy)] = 0,
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wtt − c22(wxx + wyy)− γ1(uxwyy + wyuxy + wxvxy + vywxx)
− γ3(wxuxx + uxwxx + vywyy + wyvyy)− γ4(2uywxy + 2vxwxy + wyuxy
+ wyvxx + wxuyy + wxvxy) + 4c
2
2m
2(wxxxx + 2wxxyy + wyyyy) = 0.
(2.17)
In equation (2.17) the coefficients are defined as
c21 = (λ+ 2µ)/ρ0, c
2
2 = µ/ρ0,
γ1 = c
2
1 − 2c22 + B/ρ0, γ2 = c21 − 2c22 + (2B + 2C)/ρ0,
γ3 = c
2
1 + (A+ 2B)/2ρ0, γ4 = c22 +A/4ρ0,
γ5 = c
2
2 + (A+ 2B)/2ρ0, γ6 = 3c21 + (2A+ 6B + 2C)/ρ0, (2.18)
where c1 and c2 are the velocities of longitudinal and transverse waves,
respectively. In order to see the dispersive character of the model, the linearized
form of the field equations (2.17) are obtained as follows:
utt − c21uxx − c22uyy − (c21 − c22)vxy
+ 4c22m
2[(1 + ν)uxxxx + (2 + ν)uxxyy + uyyyy + ν(vxxxy + vxyyy)] = 0,
vtt − c22vxx − c21vyy − (c21 − c22)uxy
+ 4c22m
2[vxxxx + (2 + ν)vxxyy + (1 + ν)vyyyy + ν(uxxxy + uxyyy)] = 0,
wtt − c22(wxx + wyy) + 4c22m2(wxxxx + 2wxxyy + wyyyy) = 0. (2.19)
If the following harmonic wave solutions are assumed for equation (2.19):
u = A exp[i(k1x+ k2y − ωt)], (2.20)
where A denotes the complex amplitude vector, ω is the frequency, k1 and k2 are
the wave numbers in the x and y directions, respectively; linear homogeneous
equations are obtained as
[−ω2 + c21k21 + c22k22 + 4c22m2(κ4 + νκ2k21)]A1
+k1k2(c
2
1 − c22 + 4c22m2νκ2)A2 = 0,
[−ω2 + c22k21 + c21k22 + 4c22m2(κ4 + νκ2k22)]A2
+k1k2(c
2
1 − c22 + 4c22m2νκ2)A1 = 0,
(−ω2 + c22k2 + 4c22m2k4)A3 = 0, (2.21)
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where k2 = k21 + k
2
2. The last equation of (2.21) gives the dispersion relation
corresponding to the transverse displacement mode associated with w. It should
be noted that the first two homogeneous linear equations of (2.21) have nontrivial
solutions only if the determinant of coefficients of the system is equal to zero,
i.e.,
ω4 − ω2[c21k2 + c22k2 + 4c22m2(2 + ν)k4]
+ c21c
2
2k
4 + 4c22m
2k6[c21 + (1 + ν)c
2
2] + 16c
2
2m
4(1 + ν)k8 = 0 (2.22)
which can be written as a product of two factors
[ω2 − c21k2 − 4c22m2(1 + ν)k4](ω2 − c22k2 − 4c22m2k4) = 0. (2.23)
The first factor of (2.23) indicates the dispersion relation of the longitudinal
displacement mode associated with u, while the second one represents the
dispersion relation corresponding to the transverse displacement mode associated
with v. Hence, the dispersion relations can be written as follows:
D1(k, ω) = ω
2 − c21k2 − 4(1 + ν)c22m2k4,
D2(k, ω) = D3(k, ω) = ω
2 − c22k2 − 4c22m2k4. (2.24)
In equation (2.24), D1 denotes the dispersion relation corresponding to u. Also,
D2 andD3 denote the dispersion relations corresponding to v and w, respectively.
As is seen from equations (2.24), both the longitudinal and the transverse modes
are dispersive. Thus, it is possible to describe wave motion in bulk elastic media
by the well-known evolution equations if the physical dispersion (due to inner
structure) is balanced by the material nonlinearity.
2.3 Reductive Perturbation Method
Many physical systems involving nonlinear wave propagation include the effects
of dispersion, dissipation or the inhomogeneous property of the medium. In
general, the physical processes involved are so complex that the governing
equations are very complicated and are not integrable by analytic methods. So,
special attention is given to seeking mathematical methods which lead to a less
complicated problem retaining all of the important physical features, and hence,
several asymptotic methods have been developed. Among these, the reductive
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perturbation method [45-48] is a systematic method for derivation of the so-called
evolution equations that describe how some dynamical variables evolve in time
and space.
It is well-known that if the amplitude of a wave is small enough many nonlinear
systems admit harmonic wave-train solutions in which the amplitude remains
constant in time and the nonlinear terms are small enough to be neglected.
If the amplitude of the wave is not small enough, nonlinear terms cannot
be neglected and a variation in the amplitude occurs in both space and
time. While the amplitude varies slowly over the period of the oscillation,
a stretching transformation allows one to separate the system into a rapidly
varying part associated with the oscillation and a slowly varying part associated
with the amplitude. Then, a formal solution can be given in the form of an
asymptotic expansion and an evolution equation determining the modulation of
the first-order amplitude can be derived.
The main purpose of this subsection is to investigate how the amplitude of a
harmonic wave is modulated by nonlinear effects in a weakly nonlinear system.
In order to use the reductive perturbation method, first of all the appropriate
coordinate stretching of the independent variables for the two-dimensional wave
modulation problem will be determined. To this aim, two sinusoidal waves
propagating in a two dimensional linear medium will be taken whose amplitudes
are the same and wave numbers are very close to each other
u1(x, y, t) = A exp{i[(k1 +∆k1)x+∆k2y − (ω +∆ω)t]},
u2(x, y, t) = A exp{i[(k1 −∆k1)x−∆k2y − (ω −∆ω)t]}. (2.25)
By superposition of the harmonic waves (2.25),
u(x, y, t) = u1(x, y, t) + u2(x, y, t), (2.26)
the following equation is obtained:
u(x, y, t) = 2Acos( ∆k1x+∆k2y −∆ωt) ei(k1x−ωt). (2.27)
The superposition of two quasi-monochromatic waves in a linear medium separate
the harmonic waves into two different parts, i.e., a slow varying part with the
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function cos( ∆k1x + ∆k2y − ∆ωt) and a fast varying part with the function
exp[i(k1x− ωt)]. Thus, the amplitude is modulated.
On the other hand, by assuming
∆k1/k1 << 1, ∆ω/ω << 1,
∆ω, the variation in the frequency, can be written as follows:
∆ω = ω(k1 +∆k1, k2 +∆k2)− ω(k1, k2). (2.28)
Since the wave propagation is assumed to be only in the x direction, it is
convenient to consider k2 as zero. Besides, the effects on the second spatial
direction y will be examined with ∆k2. Equation (2.28) can be written as
∆ω =
dω
dk1
∆k1 +
1
2
d2ω
dk21
(∆k1)
2 + ...
Hence, the phase function of the amplitude read as
∆k1x+∆k2y −∆ωt = ∆k1(x− dω
dk1
t) + ∆k2y − 1
2
d2ω
dk21
(∆k1)
2t. (2.29)
At this step, it will be assumed that ∆k = p and to consider the modulation
problem the slow variables will be introduced as
ξ = p(x− cgt), η = py, τ = 2pt, (2.30)
where  is a small parameter, p is a positive number which will be chosen later,
and cg = dω/dk denotes the group velocity of the wave propagating along the
direction of the x axis.
In linear systems the parameter  appears to measure the weakness of dispersion
while in weakly nonlinear systems it is taken into account to measure the
weakness of nonlinearity. For this purpose, the dependent variables are assumed
to be written in terms of an asymptotic series as follows:
u = [u1(ξ, η, τ)e
i(k1x−ωt) + c.c.] + 2[u0(ξ, η, τ) + u2(ξ, η, τ)]ei(k1x−ωt) + c.c.] + ....
(2.31)
By substituting the stretched coordinates (2.30) and the solution functions (2.31)
into the field equations, a hierarchy of equations in powers of the parameter  is
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obtained. If the coefficients of like powers are equated the perturbation equations
are found. Thus, the evolution equations characterizing the long time behavior of
the original system are obtained where the effects of dispersion and nonlinearity
are balanced.
2.4 Two Dimensional Wave Packets
In the present subsection, nonlinear wave interaction of a short transverse wave,
a long transverse wave and a long longitudinal wave is considered. To find the
evolution equations that characterize the interaction, the reductive perturbation
method mentioned above is used.
The slowly varying amplitude of the short wave and amplitudes of the long waves
are assumed to be functions of the slow variables
ξ = (x− cgt), η = y, τ = 2t, (2.32)
where  is a small parameter measuring the weakness of dispersion and
nonlinearity, cg is the group speed of the short transverse wave, and x, y and t
are fast space and time variables; ξ, η and τ are slow space and time coordinates
in a frame of reference moving with the group speed of the short transverse wave.
Here the direction of the wave propagation is taken along the x axis and it is
assumed that the field variables depend on the transverse coordinate y as well.
Since we deal with the nonlinear interaction of the quasi-harmonic transverse
wave and the zero harmonic transverse and longitudinal waves, it is convenient
to expand the components of the displacement vector in asymptotic power series
of  as follows:
u = φ1(ξ, η, τ) + 
2[u2(ξ, η, τ)e
2iθ + c.c.] + · · ·
v = φ2(ξ, η, τ) + 
2[v2(ξ, η, τ)e
2iθ + c.c.] + · · ·
w = [A(ξ, η, τ)eiθ + c.c.] + 2[w2(ξ, η, τ)e
2iθ + c.c.] + · · · (2.33)
Here θ = kx−ωt is the phase, k is the wave number of the carrier wave and ω is
the frequency. In expansion (2.33), A is the complex amplitude of the free short
transverse wave mode whereas φ1 and φ2 are the free long longitudinal and free
long transverse wave modes, respectively. The main purpose of this subsection
is to find evolution equations that describe the interaction between the long and
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short wave modes, and to determine the effect of second spatial coordinate on
the wave propagation.
Now, the scale transformation (2.32) together with power series solutions (2.33)
are substituted into the field equations (2.17). If the coefficients of like powers of
 are equated, a hierarchy of perturbation equations is obtained. For O(), the
only equation is
eiθ : D3(k, ω)A = 0. (2.34)
Assuming D3(k, ω) = 0 in equation (2.34), the first-order transverse wave
amplitude, A, remains arbitrary. In order to eliminate self-resonance, it is
assumed that D3(nk, nω) 6= 0 for n ≥ 2.
Similarly, for order 2, setting the coefficient of each mode equal to zero gives
eiθ : (cgω − c22k − 8c22m2k3)Aξ = 0,
e2iθ : D1(2k, 2ω)u2 = ik
3γ3A
2,
e2iθ : D2(2k, 2ω)v2 = 0,
e2iθ : D3(2k, 2ω)w2 = 0. (2.35)
Since cg is the group velocity of the transverse wave, the coefficient of Aξ
in equation (2.35)1 is identically zero. Recalling that D2(2k, 2ω) 6= 0 and
D3(2k, 2ω) 6= 0, we obtain v2 = 0 and w2 = 0. In addition, the second-order
longitudinal component is expressed in terms of the first-order complex amplitude
of the short transverse wave
u2 =
ik3γ3
D1(2k, 2ω)
A2. (2.36)
For order 3, using the results of lower order perturbation equations, the following
equations are obtained:
iAτ + pAξξ + rAηη = q|A|2A+ k
2
2ω
(γ3φ1,ξ + γ1φ2,η)A,
(c2g − c21)φ1,ξξ − c22φ1,ηη − (c21 − c22)φ2,ξη = γ3k2(|A|2)ξ,
(c2g − c22)φ2,ξξ − c21φ2,ηη − (c21 − c22)φ1,ξη = γ1k2(|A|2)η, (2.37)
where the coefficients are defined as
p = − 1
2ω
(c2g−c22−24m2c22k2), r =
c22
2ω
(1+8m2k2), q =
k6γ23
ωD1(2k, 2ω)
. (2.38)
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Hence, the coupled system (2.37) govern (2+1) dimensional weakly nonlinear
waves in a generalized elastic solid, that travel mostly in the x direction and
whose amplitudes are slowly modulating in both x and y directions [53]. Since
the nonlinear interaction of the quasi-monochromatic transverse wave and the
zero harmonic transverse and longitudinal waves is considered, i.e., a free short
transverse, a free long longitudinal and a free long transverse wave modes
are included, the evolution equations (2.37) present a generalized form of the
Davey-Stewartson equations (1.3).
It is more convenient to express the GDS equations (2.37) in a dimensionless
form. Thus, introducing the dimensionless variables as
τ =
γ21(c
2
g − c21)2
γ43k
4r
t, ξ =
c2g − c21
γ3k2
x, η =
γ1(c
2
g − c21)
γ23k
2
y,
the three coupled evolution equations take the form
iAt + δAxx + Ayy = χ|A|2A+ b(φ1,x + φ2,y)A,
φ1,xx +m2φ1,yy + nφ2,xy = (|A|2)x,
λφ2,xx +m1φ2,yy + nφ1,xy = (|A|2)y, (2.39)
where (λ − 1)(m2 −m1) = n2 and the non-dimensional coefficients are given in
the form
δ =
p
r
(
γ1
γ3
)2, χ =
qγ21(c
2
g − c21)2
rγ43k
4
, b =
c2g − c21
2ωr
(
γ1
γ3
)2, m1 =
c21
c21 − c2g
(
γ3
γ1
)2,
m2 =
c22
c21 − c2g
(
γ3
γ1
)2, n =
γ3(c
2
1 − c22)
γ1(c21 − c2g)
, λ =
c22 − c2g
c21 − c2g
. (2.40)
Here, in order to make the further calculations simpler, it will be assumed that
δ = 1.
2.5 Special Cases of the GDS Equations
In this section, it will be shown that the generalized Davey-Stewartson equations
reduce to the nonlinear Schro¨dinger and to the Davey-Stewartson equations,
under some restrictions on the parameter values.
If the y dependence is dropped from system (2.43) and Q2 = 0, then the evolution
equations (2.43) reduce to the single NLS equation
iAt + Axx = χ˜|A|2A, (2.41)
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where
χ˜ = χ+ b. (2.42)
If the following dependent variables for the long wave components are introduced
Q1 = φ1,x, Q2 = φ2,y,
the evolution equations (2.37) can be rewritten to eliminate the mixed derivatives
of the long wave components:
iAt + Axx + Ayy = χ|A|2A+ b(Q1 +Q2)A,
Q1,xx +m2Q1,yy + nQ2,xx = (|A|2)xx,
λQ2,xx +m1Q2,yy + nQ1,yy = (|A|2)yy. (2.43)
For some special cases, system (2.39) reduce to the DS and to the NLS equations.
If we introduce a new dependent variable as
Q = Q1 +Q2 − 1
m1
|A|2,
and assume that n = m1 − m2 = 1 − λ (2.39) reduce to the well-known DS
system
iAt + Axx + Ayy = χ¯|A|2A+ bQxA,
Qxx +m1Qyy = m¯(|A|2)x, (2.44)
where
χ¯ = χ+
b
m1
, m¯ = 1− 1
m1
. (2.45)
Therefore, system (2.39) may be called “generalized Davey-Stewartson” (GDS)
equations since they have a more general form than the classical DS system.
2.6 Special Solutions of the GDS System
2.6.1 Using Jacobian elliptic functions
In this subsection, some special solutions of GDS equations (2.39) will be given
in terms of Jacobian elliptic functions. These solutions involve hyperbolic secant
functions and hyperbolic tangent functions as special cases.
18
In order to find the travelling wave solutions of GDS equations (2.39), the
following solutions are considered:
A = f(ζ)eiθ, φ1 = g(ζ), φ2 = h(ζ), (2.46)
where θ = l1x+ l2y − l3t, and the amplitudes of the short wave f , and the long
travelling waves g and h are real functions of ζ = k1x+k2y−k3t. Here we assume
that all the derivatives of f , g and h tend to zero as ζ → ±∞. Substituting the
solution functions given by (2.46) into the system (2.39) leads to a set of coupled
ordinary differential equations
(2k1l1 + 2k2l2 − k3)f ′ = 0,
(k21 + k
2
2)f
′′ − (l21 + l22 − l3)f = χf 3 + b(k1g
′
+ k2h
′
)f,
(k21 +m2k
2
2)g
′′
+ nk1k2h
′′
= 2k1ff
′
,
nk1k2g
′′
+ (λk21 +m1k
2
2)h
′′
= 2k2ff
′
, (2.47)
where ′ denotes differentiation with respect to ζ. From equation (2.47)1, we
obtain a compatibility condition as k3 = 2(k1l1 + k2l2) where f 6= 0. Integrating
equations (2.47)3 and (2.47)4 with respect to ζ once gives
(k21 +m2k
2
2)g
′
+ nk1k2h
′ − k1f 2 = C1,
nk1k2g
′
+ (λk21 +m1k
2
2)h
′ − k2f 2 = C2, (2.48)
where C1 and C2 are integration constants. Solving the algebraic equations (2.48)
for g
′
and h
′
in terms of f 2 gives
g
′
= d1f
2 + d2, h
′
= d3f
2 + d4, (2.49)
where
d1 =
k1
∆
(λk21 +m1k
2
2 − nk22), d2 =
1
∆
[C1(λk
2
1 +m1k
2
2)− C2nk1k2],
d3 =
k2
∆
(k21 +m2k
2
2 − nk21), d4 =
1
∆
[C2(k
2
1 +m2k
2
2)− C1nk1k2],
∆ = (k21 +m2k
2
2)(λk
2
1 +m1k
2
2)− n2k21k22.
If f → f− as ζ → −∞ and f → f+ as ζ → ∞, we obtain f 2− = f 2+ from
equations (2.48), and consequently the integration constants are C1 = −k1f 2−
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and C2 = −k2f 2− . Then, the coefficients d2 and d4 in equations (2.49) are
d2 = −d1f 2− and d4 = −d3f 2−. Therefore, the solutions associated with the long
wave components are expressed in terms of the short wave amplitude f
g
′
= −d1(f 2− − f 2), h
′
= −d3(f 2− − f 2). (2.50)
In such a case, the second equation of (2.47) takes the form
f
′′
= 2αf 3 + βf, (2.51)
where the coefficients α and β are
α =
1
2(k21 + k
2
2)
[χ+ b(k1d1 + k2d3)],
β =
1
k21 + k
2
2
[l21 + l
2
2 − l3 − bf 2−(k1d1 + k2d3)]. (2.52)
By multiplying (2.51) with f
′
, integrating with respect to ζ once and introducing
a new dependent variable z = f 2, (z real), the following equation is obtained
(z
′
)2 = 4z(αz2 + βz + C) ≡ Φ(z), (2.53)
where C is an integration constant. The solutions of this nonlinear ordinary
differential equation can be found for Φ ≥ 0.
First type of solutions:
Let α < 0 , β > 0 and Φ(z) = −4αz(z− z1)(z2− z), where 0 < z1 ≤ z < z2 and
z1 =
1
2α
(
√
β2 − 4αC − β), z2 = 1
2α
(
√
β2 − 4αC + β). (2.54)
Integrating equation (2.53) the solution for the envelope function f(ζ) is obtained
in terms of Jacobian elliptic function:
f(ζ) = {z2 − (z2 − z1)sn2[(−αz2) 12 ζ +D1; k]} 12 , (2.55)
where k2 = (z2− z1)/z2 and D1 is an integration constant. Using (2.50), and the
fact that f 2− = z1, the solutions associated with the long wave components are
g(ζ) =
d1(z2 − z1)
(−αz2) 12k2
[E(u)− (1− k2)u],
h(ζ) =
d3(z2 − z1)
(−αz2) 12k2
[E(u)− (1− k2)u], (2.56)
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where u = (−αz2) 12 ζ + D1, and E(u) is the elliptic integral of the second kind
[54].
In the limit k = 1; since z1 = f− = 0 and z2 = −β/α, solutions (2.55) and (2.56)
reduce to the following solitary wave solutions in terms of hyperbolic secant
function and hyperbolic tangent functions
f(ζ) = ±(−α)−1/2 β¯ sech[β¯ ζ +D1],
g(ζ) = −d1
α
β¯ tanh[β¯ ζ +D1],
h(ζ) = −d3
α
β¯ tanh[β¯ ζ +D1], (2.57)
where
β¯ = (
l21 + l
2
2 − l3
k21 + k
2
2
)1/2 (2.58)
and the solutions of the GDS equations are obtained as follows [53]:
A = ±(−α)−1/2 β¯ sech[β¯ ζ +D1] eiθ,
φ1 = −d1
α
β¯ tanh[β¯ ζ +D1],
φ2 = −d3
α
β¯ tanh[β¯ ζ +D1]. (2.59)
Second type of solutions:
Let α > 0 , β < 0 and Φ(z) = 4αz(z1 − z)(z2 − z), where 0 < z ≤ z1 < z2 and
z1 =
1
2α
(
√
β2 − 4αC − β), z2 = 1
2α
(
√
β2 − 4αC + β). (2.60)
Integrating equation (2.53) the solution for the envelope function f(ζ) is obtained
in terms of Jacobian elliptic function:
f(ζ) = z
1/2
1 sn[(αz2)
1/2ζ +D2; k], (2.61)
where k2 = z1/z2 and D2 is an integration constant. Using (2.50), and the fact
that f 2− = z1, the solutions associated with the long wave components are
g(ζ) =
−d1z1
(αz2)
1
2k2
[E(u)− (1− k2)u],
h(ζ) =
−d3z1
(αz2)
1
2k2
[E(u)− (1− k2)u], (2.62)
where u = (αz2)
1
2 ζ +D2.
21
In the limit k = 1; z1 = z2 = −β/(2α). The frequency must be chosen as
l3 = l
2
1 + l
2
2 + χf
2
− which is evident from equations (2.51) and (2.52). Then,
solutions (2.61) and (2.62) reduce to the following solitary wave solutions in
terms of hyperbolic tangent functions
f(ζ) = ±α−1/2 β¯ tanh[ β¯ ζ +D2],
g(ζ) = −d1
α
β¯ tanh[ β¯ ζ +D2],
h(ζ) = −d3
α
β¯ tanh[ β¯ ζ +D2], (2.63)
where
β¯ = { 1
2(k21 + k
2
2)
[χ+ b(k1d1 + k2d3)]f
2
−}
1
2 , (2.64)
and the solutions of the GDS equations are obtained as follows [53]:
A = ± α−1/2 β¯ tanh[ β¯ ζ +D2] eiθ,
φ1 = −d1
α
β¯ tanh[ β¯ ζ +D2],
φ2 = −d3
α
β¯ tanh[ β¯ ζ +D2], (2.65)
This subsection will be concluded by summarizing the properties for the travelling
wave solutions of GDS system (2.39). While the sech type envelope solitary wave
for A can propagate for negative values of α and positive values of β, the tanh
type envelope solitary wave can propagate for positive values of α and negative
values of β.
2.6.2 By the tanh method
In this subsection, special solutions of GDS equations (2.39) will be given in the
form of travelling waves by following the procedure given in [39]. According to
this method, the solutions are expressed as polynomials in terms of tanh or/and
sech functions and their combinations in which the degree of the polynomial
is determined by balancing the highest nonlinear term and the highest order
partial derivative term. The method given in [39], transforms the nonlinear
partial differential equations
Pi(uj, uj,t, uj,x, uj,y, ...) = 0, i, j = 1, 2, 3, (2.66)
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where u1 = A(x, y, t), u2 = φ1(x, y, t) and u3 = φ2(x, y, t); into nonlinear ordinary
differential equations through a travelling wave transformation ζ = k1x+k2y+k3t
as
Pi(f, g, h, f
′
, g
′
, h
′
, ...) = 0, i = 1, 2, 3, (2.67)
where A = f(ζ), φ1 = g(ζ), φ2 = h(ζ) and where prime denotes differentiation
with respect to ζ. Then, two types of solution functions of the nonlinear
differential equations, that is,
U(ζ) = ±sech(kζ), V (ζ) = tanh(kζ) (2.68)
are introduced as solutions of the coupled Riccati equations
U
′
= −kUV, V ′ = k(1− V 2). (2.69)
Solutions of the GDS equations (2.39) is expressed in the form
f(ζ) =
p∑
i=0
aiU
i +
p∑
i=1
a¯iV U
i−1,
g(ζ) =
r∑
i=0
biU
i +
r∑
i=1
b¯iV U
i−1,
h(ζ) =
s∑
i=0
ciU
i +
s∑
i=1
c¯iV U
i−1, (2.70)
where ai, bi, ci, a¯i, b¯i and c¯i are constants. The values of p, r and s are the
polynomial degrees of the solution in f , g and h respectively and will be
determined by balancing the highest nonlinear term with the highest derivative
term.
In order to find the travelling wave solutions of GDS equations (2.39), the
following solutions are considered:
A = f(ζ) eiθ, φ1 = g(ζ), φ2 = h(ζ), (2.71)
where θ = l1x+ l2y − l3t, and the amplitudes of the short wave f , and the long
travelling waves g and h are real functions of ζ = k1x+ k2y − 2(k1l1 + k2l2)t.
Substituting solutions (2.71) into the system (2.39) leads to a set of coupled
ordinary differential equations
f
′′ − α1f + α2f 3 + β1g′f + β2h′f = 0,
g
′′
+ γ1h
′′
+ γ2ff
′
= 0,
g
′′
+ γ3h
′′
+ γ4ff
′
= 0, (2.72)
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with
α1 =
l21 + l
2
2 − l3
k21 + k
2
2
, α2 =
−χ
k21 + k
2
2
, β1 =
−bk1
k21 + k
2
2
, β2 =
−bk2
k21 + k
2
2
,
γ1 =
nk1k2
k21 +m2k
2
2
, γ2 =
−2k1
k21 +m2k
2
2
, γ3 =
λk21 +m1k
2
2
nk1k2
, γ4 =
−2
nk1
.
(2.73)
Here, it should be noted that the form of the equations (2.72) is the same as
(2.47) in Section 2.6.1.
At this step, by substituting solutions (2.70) into the system (2.72) and by using
(2.69) together with the relation V 2 = 1−U2 repeatedly, the term f ′′ is balanced
by the term f 3 while g
′′
and h
′′
are balanced with the term ff
′
. Thus, the positive
integers p, r and s are found as p = r = s = 1 . Now, solutions (2.70) can be
written as follows:
f(ζ) = a0 + a1U + a¯1V, g(ζ) = b0 + b1U + b¯1V, h(ζ) = c0 + c1U + c¯1V.
(2.74)
Substituting (2.74) into (2.72) and equating the coefficient of each power of the
variables U and V leads to the following nonlinear system of algebraic equations:
U0V 0 : a0[α1 − α2(a20 + 3a¯21)] = 0,
V : a¯1[α1 − α2(3a20 + a¯21)] = 0,
U : a1(k
2 − α1 + 3α2a20) + a¯1[3α2a1a¯1 − k(β1b1 + β2c1)] = 0,
kb1 + kc1γ1 − a1a¯1γ2 = 0, kb1 + kc1γ3 − a1a¯1γ4 = 0,
UV : a0[6α2a1a¯1 − k(β1b1 + β2c1)] = 0,
a0a1γ2 = 0, a0a1γ4 = 0,
U2 : a0[3α2(a
2
1 − a¯21) + k(β1b¯1 + β2c¯1)] = 0,
a0a¯1γ2 = 0, a0a¯1γ4 = 0,
U2V : a1[3α2a1a¯1 − k(β1b1 + β2c1)]− a¯1[α2a¯21 + k(2k − β1b¯1 − β2c¯1)] = 0,
2k(b¯1 + c¯1γ1) + γ2(a
2
1 − a¯21) = 0, 2k(b¯1 + c¯1γ3) + γ4(a21 − a¯21) = 0,
U3 : a¯1[3α2a1a¯1 − k(β1b1 + β2c1)]− a1[α2a21 − k(2k − β1b¯1 − β2c¯1)] = 0,
k(b1 + c1γ1)− a1a¯1γ2 = 0, k(b1 + c1γ3)− a1a¯1γ4 = 0. (2.75)
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Solving the nonlinear system of equations (2.75) with the help of Mathematica
gives the solutions.
The parameters are found as
k = ± D
2
[
α1
α2(γ1 − γ3) ]
1/2, a¯1 = ± (α1
α2
)1/2,
b¯1 = ± γ1γ4 − γ2γ3
D
[
α1
α2(γ1 − γ3) ]
1/2, c¯1 = ± γ2 − γ4
D
[
α1
α2(γ1 − γ3) ]
1/2,
D = [2α2(γ3 − γ1) + β2(γ2 − γ4) + β1(γ1γ4 − γ2γ3)]1/2,
a0 = a1 = b1 = c1 = 0, b0 and c0 arbitrary, (2.76)
and the solution functions f , g and h are found as
f(ζ) = ± (α1
α2
)1/2 tanh{± D
2
[
α1
α2(γ1 − γ3) ]
1/2ζ},
g(ζ) = b0 ± γ1γ4 − γ2γ3
D
[
α1
α2(γ1 − γ3) ]
1/2 tanh{± D
2
[
α1
α2(γ1 − γ3) ]
1/2ζ},
h(ζ) = c0 ± γ2 − γ4
D
[
α1
α2(γ1 − γ3) ]
1/2 tanh{± D
2
[
α1
α2(γ1 − γ3) ]
1/2ζ}.
(2.77)
Finally, the solutions of the GDS equations are obtained as follows:
A = ± (α1
α2
)1/2 tanh{± D
2
[
α1
α2(γ1 − γ3) ]
1/2ζ} exp(iθ),
φ1 = b0 ± γ1γ4 − γ2γ3
D
[
α1
α2(γ1 − γ3) ]
1/2 tanh{± D
2
[
α1
α2(γ1 − γ3) ]
1/2ζ},
φ2 = c0 ± γ2 − γ4
D
[
α1
α2(γ1 − γ3) ]
1/2 tanh{± D
2
[
α1
α2(γ1 − γ3) ]
1/2ζ},
(2.78)
The solutions (2.78) are in agreement with the ones (2.65) obtained in Section
2.6.1. By considering the relation l3 = l
2
1 + l
2
2 + χf
2
− and assuming D2 = 0 in
(2.65) and b0 = c0 = 0 in (2.78), it is easily seen that these two sets of solutions
coincide.
By using the tanh method only tanh-tanh-tanh type solutions have been
obtained. Sech-tanh-tanh type solutions which was given in Section 2.6.1 by
Jacobian elliptic functions couldn’t be obtained by the tanh method.
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3 LONG-WAVE SHORT-WAVE INTERACTION EQUATIONS
3.1 Derivation of the Interaction Equations
The DS equations given by (2.44) consist of two partial differential equations, first
of which is a nonlinear Schro¨dinger equation with a forcing term and the second
is a linear equation. It is easily seen that, in equation (2.44), the coefficient χ¯
becomes zero and the coefficient m1 becomes singular if the group speed cg of
the transverse wave is equal to the speed c1 of long longitudinal wave, i.e., if
c21 = c
2
g. This corresponds to a long-wave and short-wave resonance condition
in which the group velocity of the transverse wave and the phase velocity of the
longitudinal wave are equal to each other. This resonant case has already been
studied in the context of water waves [10], and the following evolution equations
have been derived to describe the resonant interaction of the waves for (1+1)
dimensional case:
iAt +
1
2
ω
′′
(k)Axx = BA,
Bt = −α(|A|2)x. (3.1)
Sulem and Sulem [55] have extended this result for the (2+1) dimensional case,
and Colin and Lanes [56] have proved that such phenomena also occurs in a
general way in nonlinear optics. Under the long-wave short-wave resonance
hypothesis, the equation satisfied by free surface A is coupled with that of mean
flow Q as
iAt − 1
2
ω
′′
(k)Axx = χ3A Q,
Qxt +
cg
2
Qyy = −χ4(|A|2)x. (3.2)
On the other hand, a similar argument can be done for the GDS equations (2.37).
Simple algebra shows that, in (2.37), c2g − c22 = 4m2c42k4(3 + 16m2k2)/ω2 is
always positive. However, it is possible to show that there exists a critical wave
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number kc
k2c =
1
32c22m
2
[c21 − 4c22 + c1(c21 + 8c22)
1
2 ]
such that c2g − c21 > 0 if k > kc and c2g − c21 < 0 if k < kc because c21 > c22. The
case where k = kc corresponds to longitudinal long wave and transverse short
wave resonance since the phase velocity of longitudinal wave, c1, is equal to the
group velocity of the transverse wave, cg.
In order to analyze the long-wave short-wave interaction of the so-called GDS
equations for the case c2g = c
2
1, the interaction equations will be developed for
the same elastic medium by using the reductive perturbation method. Since
longitudinal long wave and transverse short wave resonance will be investigated,
it is convenient to introduce the scale transformation as
ξ = (x− cgt), η = 3/2y, τ = 2t, (3.3)
where  is a small parameter measuring the weakness of dispersion, cg is the
group velocity of the short transverse wave, and x, y and t are fast space and
time variables; ξ, η and τ are slow space and time coordinates in a frame of
reference moving with the group speed of the short transverse wave. Here the
direction of the wave propagation is taken along the x axis and it is assumed
that the field variables depend on the transverse coordinate y as well. Since we
deal with the nonlinear interaction of the transverse short wave and longitudinal
long wave, it is convenient to expand the components of the displacement vector
in asymptotic power series of  as follows:
u = φ1(ξ, η, τ) + 
2[u2(ξ, η, τ)e
2iθ + c.c.] + 3[u3(ξ, η, τ)e
2iθ + c.c.] + · · ·
v = 3/2φ2(ξ, η, τ) + 
5/2[v2(ξ, η, τ)e
2iθ + c.c.] + · · ·
w = 3/2[A(ξ, η, τ)eiθ + c.c.] + 5/2[w2(ξ, η, τ)e
2iθ + c.c.] + · · · (3.4)
Here θ = kx−ωt is the phase, k is the wave number of the carrier wave, ω is the
frequency, c.c. stands for the complex conjugate of the preceding term. A is the
complex amplitude of the free short transverse wave mode whereas φ1 and φ2
are the free long longitudinal and free long transverse wave modes, respectively.
If the scale transformation (3.3) and expansions (3.4) are compared with the
ones in Section 2.4, that is, equations (2.32) and (2.33), it is observed that the
27
interaction occurs in a smaller scale of y coordinate and the amplitudes φ2 and
A in (3.4) are larger than the ones in (2.33).
Substituting expansions together with the coordinate stretching into the
governing equations (2.17) and equating the coefficients of like powers of  to
zero, we obtain a hierarchy of perturbation equations. For O(3/2), the only
equation is
eiθ : D3(k, ω)A = 0. (3.5)
Assuming D3(k, ω) = 0 in equation (3.5), the first-order transverse wave
amplitude, A, remains arbitrary. In order to eliminate self-resonance, it is
assumed that D3(nk, nω) 6= 0 for n ≥ 2.
Similarly, for order 2, setting the coefficient of each mode equal to zero gives
e2iθ : D1(2k, 2ω)u2 = 0, (3.6)
and for order 5/2,
eiθ : i
∂
∂k
D3(k, ω)Aξ = 0,
e2iθ : D2(2k, 2ω)v2 = 0,
e2iθ : D3(2k, 2ω)w2 = 0. (3.7)
Since the dispersion relation of the transverse wave is identically zero, Aξ in
equation (3.7)1 remains arbitrary. Recalling that D1(2k, 2ω) 6= 0, D2(2k, 2ω) 6= 0
and D3(2k, 2ω) 6= 0, we obtain u2 = 0, v2 = 0 and w2 = 0. For order 3:
ei0 : (c2g − c21)φ1,ξξ = 0,
e2iθ : (4iωcg − c21ik − 96ik3c22m2)u2,ξ + 4(k2c21 − ω2)u3 + γ3ik3A2 = 0.
(3.8)
Since long-wave short-wave interaction equations are looked for c2g = c
2
1 in the
first equation of (3.8) φ1 is obtained as a arbitrary function and since u2 = 0, u3
is written in terms of A as:
u3 =
γ3ik
3
4(ω2 − k2c21)
A2. (3.9)
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For order 7/2
ei0 : (c2g − c22)φ2,ξξ − (c21 − c22)φ1,ξη = 0,
eiθ : (c2g − c22 − 6k2c22m2)Aξξ − 2iωAτ + γ3k2φ1,ξA = 0. (3.10)
Using c21 = c
2
g in (3.10)1 gives the following relation between the long longitudinal
and long transverse wave modes:
φ2,ξ = φ1,η. (3.11)
The only equation for order 4 is
ei0 : − 2cgφ1,τξ − c22φ1,ηη − (c21 − c22)φ2,ξη − γ3k2(|A|2)ξ = 0. (3.12)
By using (3.11) in (3.12) together with (3.10)2 the following evolution equations
are obtained for the description of the interaction:
iAτ + pAξξ +
γ3
2ω
k2φξA = 0,
2cgφτξ + c
2
gφηη + γ3k
2(|A|2)ξ = 0, (3.13)
where
φ = φ1 and p = − 1
2ω
(c2g − c22 − 6m2c22k2). (3.14)
By introducing the dimensionless variables as
τ =
2cg
k2γ3
t, ξ =
ω
cg
x, η =
1
k
(
cgω
γ3
)1/2 y, (3.15)
the dimensionless form of the two coupled evolution equations (3.13) are obtained
as follows:
iAt + δAxx = φxA,
φxt + φyy = −(|A|2)x, (3.16)
where
δ = 2
p c3g
k2ω2γ3
. (3.17)
Here, in order to make the further calculations simpler, it will be assumed that
δ = 1. It is easily seen that equation (3.16) is in complete agreement with
equation (3.2) which was obtained in [55].
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3.2 Special Solutions of the Interaction Equations
3.2.1 Using Jacobian elliptic functions
The travelling wave solutions of (3.16) can be obtained simply by introducing
the following solutions:
A = f(ζ)eiθ, φ = g(ζ), (3.18)
where θ = l1x + l2y − l3t, and the amplitudes of the short wave f , and the
long travelling wave g are real functions of ζ = k1x + k2y − 2k1l1t. Again we
assume that all the derivatives of f and g tend to zero as ζ → ±∞. Substituting
equations (3.18) into the system (3.16) leads to
f
′′
+
l3 − l21
k21
f − 1
k1
g
′
f = 0,
g
′′
+
2k1
k22 − 2k21l1
ff
′
= 0, (3.19)
where ′ denotes differentiation with respect to ζ. Integrating equations (3.19)2
with respect to ζ once and assuming that f → f− as ζ → −∞ and f → f+ as
ζ →∞, we obtain
g
′
=
k1
k22 − 2k21l1
(f 2− − f 2) (3.20)
and f 2− = f
2
+. The first equation of (3.19) takes the form
f
′′
= 2αf 3 + βf, (3.21)
where the coefficients α and β are
α =
1
2(2k21l1 − k22)
, β =
l21 − l3
k21
+
f 2−
k22 − 2k21l1
(3.22)
By multiplying (3.21) with f
′
, integrating with respect to ζ once and introducing
a new dependent variable z = f 2, (z real), the following equation is obtained:
(z
′
)2 = 4z(αz2 + βz + C¯) ≡ Φ(z), (3.23)
where C¯ is an integration constant. The solutions of this nonlinear ordinary
differential equation can be found for Φ ≥ 0.
First type of solutions:
Let α < 0 , β > 0 and Φ(z) = −4αz(z− z1)(z2− z), where 0 < z1 ≤ z < z2 and
z1 =
1
2α
(
√
β2 − 4αC − β), z2 = 1
2α
(
√
β2 − 4αC + β). (3.24)
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Integrating equation (3.23) the solution for the envelope function f(ζ) is obtained
in terms of Jacobian elliptic function:
f(ζ) = {z2 − (z2 − z1)sn2[(−αz2) 12 ζ +D1; k]} 12 , (3.25)
where k2 = (z2 − z1)/z2 and D1 is an integration constant. Using (3.20), and
the fact that f 2− = z1 , the solution associated with the long wave component is
expressed as:
g(ζ) =
2k1(z1 − z2)
(−αz2) 12k2(2k21l1 − k22)
[E(u)− (1− k2)u], (3.26)
where u = (−αz2) 12 ζ + D1, and E(u) is the elliptic integral of the second kind
[54].
In the limit k = 1; since z1 = f− = 0 and z2 = −β/α, solutions (3.25) and (3.26)
reduce to the following solitary wave solutions in terms of hyperbolic secant
function and hyperbolic tangent functions
f(ζ) = ±(−α)− 12 β¯ sech [β¯ ζ +D1],
g(ζ) =
2k1
α (2k21l1 − k22)
β¯ tanh [β¯ ζ +D1], (3.27)
where
β¯ = (
l3 − l21
k21
)1/2. (3.28)
Finally, the solutions of (3.16) can be given as follows:
A = ±(−α)− 12 β¯ sech [β¯ ζ +D1] eiθ,
φ = 4k1 β¯ tanh [β¯ ζ +D1]. (3.29)
Second type of solutions:
Let α > 0 , β < 0 and Φ(z) = 4αz(z1 − z)(z2 − z), where 0 < z ≤ z1 < z2 and
z1 =
1
2α
(
√
β2 − 4αC − β), z2 = 1
2α
(
√
β2 − 4αC + β). (3.30)
Integrating equation (3.23) leads one to the following solutions:
f(ζ) = z
1
2
1 sn[(αz2)
1
2 ζ +D2; k],
g(ζ) =
2z1k1
(αz2)
1
2 k2 (2k21l1 − k22)
[E(u)− (1− k2)u], (3.31)
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where k2 = z1/z2, D2 is an integration constant and u = (αz2)
1
2 ζ + D2 with
f 2− = z1.
In the limit k = 1; z1 = z2 = −β/(2α) and the frequency must be chosen as
l3 = l
2
1 which is evident from equations (3.21) and (3.22). Then, solutions (3.31)
reduce to the following solitary wave solutions in terms of hyperbolic tangent
functions
f(ζ) = ±α−1/2 β¯ tanh [β¯ ζ +D2],
g(ζ) =
2k1
α(2k21l1 − k22)
β¯ tanh [β¯ ζ +D2], (3.32)
where
β¯ = [
f 2−
2(2k21l1 − k22)
]1/2. (3.33)
Finally, solutions of (3.16) can be given as follows:
A = ±α−1/2 β¯ tanh [β¯ ζ +D2] eiθ
φ = 4k1 β¯ tanh [β¯ ζ +D2]. (3.34)
3.2.2 By the tanh method
In this subsection, special solutions of the long-wave short-wave interaction
equations (3.16) will be given by the tanh method.
In order to find the travelling wave solutions of the interaction equations (3.16),
the following solutions are considered:
A = f(ζ) eiθ, φ = g(ζ), (3.35)
where θ = l1x + l2y − l21t, and the amplitudes of the short wave f and the long
travelling waves g are real functions of ζ = k1x + k2y − 2k1l1t. Substituting
solutions (3.35) into the system (3.16) leads to ordinary differential equations
f
′′ − γ1g′f = 0,
g
′′ − γ2ff ′ = 0, (3.36)
with
γ1 =
1
k1
, γ2 =
2k1
2k21l1 − k22
. (3.37)
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At this step, the following solutions will be introduced:
f(ζ) =
p∑
i=0
aiU
i +
p∑
i=1
a¯iV U
i−1,
g(ζ) =
r∑
i=0
biU
i +
r∑
i=1
b¯iV U
i−1, (3.38)
where ai, bi, a¯i and b¯i are constants. The values of p and r are the polynomial
degrees of the solution in f and g respectively and will be determined by
balancing the highest nonlinear term with the highest derivative term. By
substituting (3.38) into the system (3.36) and by using (2.69) together with
the relation V 2 = 1 − U2 repeatedly, the term f ′′ is balanced by the term g′f
while g
′′
is balanced with the term ff
′
. Thus, the positive integers p and r are
found as p = r = 1 . Now, solutions (3.38) can be written as follows:
f(ζ) = a0 + a1U + a¯1V, g(ζ) = b0 + b1U + b¯1V. (3.39)
Substituting (3.39) into (3.36) and equating the coefficient of each power of the
variables U and U leads to the following nonlinear system of algebraic equations:
U : ka1 + γ1b1a¯1 = 0, kb1 + γ2a1a¯1 = 0,
UV : γ1a0b1 = 0, γ2a0a1 = 0,
U2 : γ1a0b¯1 = 0, γ2a0a¯1 = 0,
U2V : γ1a1b1 − a¯1(2k + γ1b¯1) = 0, γ2a21 − (γ2a¯21 + 2kb¯1) = 0,
U3 : − γ1b1a¯1 − a1(2k + γ1b¯1) = 0, kb1 + γ2a1a¯1 = 0. (3.40)
Solving the nonlinear system of equations (3.40) with the help of Mathematica
gives the solutions.
The parameters are found as
k = ±
√
γ1γ2
2
a¯1, b¯1 = ∓
√
γ2
γ1
a¯1,
a0 = a1 = b1 = 0, a¯1 and b0 arbitrary, (3.41)
and the solution functions f and g are found as
f(ζ) = ±a¯1 tanh(±
√
γ1γ2
2
a¯1 ζ),
g(ζ) = b0 ∓
√
γ2
γ1
a¯1 tanh(±
√
γ1γ2
2
a¯1 ζ). (3.42)
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Finally, the solutions of the interaction equations (3.16) are obtained as follows:
A = ± a¯1 tanh(∓ζ0 ζ) eiθ,
φ = b0 ∓ b¯0 tanh(∓ζ0 ζ), (3.43)
where
ζ0 = [
1
2(2k21l1 − k22)
]1/2 a¯1, b¯0 = [
2k21
2k21l1 − k22
]1/2. (3.44)
The solutions (3.43) have the same structure as the solutions (3.34). Considering
b0 = 0 and a¯1 = 1 in (3.43) while f
2
− = 1 in (3.33) one can easily see that two
sets of solutions coincide.
By using the tanh method only tanh-tanh type solutions have been obtained.
Sech-tanh type solutions which was given in Section 3.2.1 by Jacobian elliptic
functions couldn’t be obtained by the tanh method.
4 ON DEGENERATE GDS EQUATIONS
If one of the coefficients of the GDS system (2.37) vanishes, the system is said
to be degenerate. In (2.18), if λ = −µ, then c21 = c22 = µ/ρ0. This corresponds
to a degenerate case since two of the coefficients of the GDS system becomes
zero. In the next subsection, this degenerate case of the GDS equations will be
considered.
4.1 Degenerate GDS Equations
For the case c21 = c
2
2, the GDS equations (2.37) reduce to the following equations:
iAτ + pAξξ + rAηη = q|A|2A+ k
2
2ω
(γ3φ1,ξ + γ1φ2,η)A,
(c2g − c21)φ1,ξξ − c21φ1,ηη = γ3k2(|A|2)ξ,
(c2g − c21)φ2,ξξ − c21φ2,ηη = γ1k2(|A|2)η. (4.45)
It is easily seen from (4.45) that, considering c21 = c
2
2 makes system (2.37)
uncoupled due to the variables φ1 and φ2. By introducing the dimensionless
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variables as
τ =
c21
r
t, ξ = (c2g − c21)1/2 x, η = c1 y,
A =
(2ω)1/2
k2
u, φ1 = −
2ωr(c2g − c21)1/2
k2γ3 c12
ϕ1, φ2 = − 2ωr
k2γ1 c1
ϕ2,
the dimensionless form of (4.45) can be given as
iut + δuxx + uyy = χ|u|2u− (ϕ1,x + ϕ2,y)u,
ϕ1,xx − ϕ1,yy = κ1(|u|2)x,
ϕ2,xx − ϕ2,yy = κ2(|u|2)y, (4.46)
where the non-dimensional coefficients are given in the form
δ =
p c21
r(c2g − c21)
, χ =
2ω q c21
rk4
, κ1 =
γ23 c
2
1
r(c21 − c2g)
, κ2 = −γ
2
1
r
, (4.47)
and in order to make the further calculations simpler, it will be assumed that
δ = 1. The system (4.46) can be classified as elliptic-hyperbolic-hyperbolic by
considering the linear terms of the equations.
In the next subsection, some special solutions of the degenerate GDS equations
(4.46) are investigated. To this aim, travelling wave solutions of the degenerate
GDS equations are given by using the Jacobi elliptic functions and the tanh
method. Besides, some special solutions of the degenerate GDS equations are
established by using a variable separation approach considering a prior ansatz to
its bilinear form [46].
4.2 Special Solutions of the Degenerate GDS Equations
4.2.1 Using Jacobian elliptic functions
In this subsection, some special solutions of the degenerate GDS equations (4.46)
are given in terms of Jacobian elliptic functions.
In order to find the travelling wave solutions of the degenerate GDS equations
(4.46), the following solutions are considered:
u = f(ζ) eiθ, ϕ1 = g(ζ), ϕ2 = h(ζ), (4.48)
where θ = l1x+ l2y − l3t, and the amplitudes of the short wave f , and the long
travelling waves g and h are real functions of ζ = k1x + k2y − 2(k1l1 + k2l2)t.
35
Here we assume that all the derivatives of f , g and h tend to zero as ζ → ±∞.
Substituting solution (4.48) into the system (4.46) leads to a set of coupled
ordinary differential equations
(k21 + k
2
2)f
′′ − (l21 + l22 − l3)f = χf 3 − (k1g
′
+ k2h
′
)f,
(k21 − k22)g
′′
= 2κ1k1ff
′
,
(k21 − k22)h
′′
= 2κ2k2ff
′
, (4.49)
where ′ denotes differentiation with respect to ζ. Integrating equations (4.49)2
and (4.49)3 with respect to ζ once gives g
′
and h
′
in terms of f 2 as
g
′
= d1f
2 + d2, h
′
= d3f
2 + d4, (4.50)
where
d1 =
κ1k1
k21 − k22
, d2 =
C1
k21 − k22
,
d3 =
κ2k2
k21 − k22
, d4 =
C2
k21 − k22
,
and C1 and C2 are integration constants. If f → f− as ζ → −∞ and f → f+
as ζ → ∞, we obtain f 2− = f 2+ from equations (4.50), and consequently the
integration constants are C1 = −κ1k1f 2− and C2 = −κ2k2f 2− . Then, the
coefficients d2 and d4 in equations (4.50) are d1 = −a1f 2− and d4 = −a2f 2−.
Therefore, the solutions associated with the long wave components are expressed
in terms of the short wave amplitude f
g
′
= d1(f
2 − f 2−), h
′
= d3(f
2 − f 2−). (4.51)
In such a case, the first equation of (4.49) takes the form
f
′′
= 2αf 3 + βf, (4.52)
where the coefficients α and β are
α =
1
2(k21 + k
2
2)
[χ− (k1d1 + k2d3)],
β =
1
k21 + k
2
2
[l21 + l
2
2 − l3 + (k1d1 + k2d3)f 2−].
36
By multiplying (4.52) with f
′
, integrating with respect to ζ once and introducing
a new dependent variable z = f 2, (z real), the following equation is obtained
(z
′
)2 = 4z(αz2 + βz + C) ≡ Φ(z), (4.53)
where C is an integration constant. The solutions of this nonlinear ordinary
differential equation can be found for Φ ≥ 0.
First type of solutions:
Let α < 0 , β > 0 and Φ(z) = −4αz(z − z1)(z2 − z), where 0 < z1 ≤ z < z2 and
z1 =
1
2α
(
√
β2 − 4αC − β), z2 = 1
2α
(
√
β2 − 4αC + β). (4.54)
Integrating equation (4.53) the solution for the envelope function f(ζ) is obtained
in terms of Jacobian elliptic function:
f(ζ) = {z2 − (z2 − z1)sn2[(−αz2) 12 ζ +D1; k]} 12 , (4.55)
where k2 = (z2− z1)/z2 and D1 is an integration constant. Using (4.51), and the
fact that f 2− = z1, the solutions associated with the long wave components are
expressed as:
g(ζ) =
d1(z2 − z1)
(−αz2) 12k2
[E(µ)− (1− k2)µ],
h(ζ) =
d3(z2 − z1)
(−αz2) 12k2
[E(µ)− (1− k2)µ], (4.56)
where µ = (−αz2) 12 ζ + D1, and E(u) is the elliptic integral of the second kind
[54].
In the limit k = 1; since z1 = 0 and z2 = −β/α, solutions (4.55) and (4.56)can be
written in terms of hyperbolic secant function and hyperbolic tangent functions
and u , ϕ1 and ϕ2 accepts the following solitary wave solutions:
u = ±u0 sech[ ζ0 ζ +D1] exp(iθ),
ϕ1 = b¯0 tanh[ ζ0 ζ +D1],
ϕ2 = c¯0 tanh[ ζ0 ζ +D1], (4.57)
where
u0 = [
2(k21 − k22)(l21 + l22 − l3)
κ1k21 + κ2k
2
2 + χ(k
2
2 − k21)
]1/2, ζ0 = [
l21 + l
2
2 − l3
k21 + k
2
2
]1/2,
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b¯0 = −2κ1k1 [(k
2
1 + k
2
2)(l
2
1 + l
2
2 − l3)]1/2
κ1k21 + κ2k
2
2 + χ(k
2
2 − k21)
, c¯0 = −2κ2k2 [(k
2
1 + k
2
2)(l
2
1 + l
2
2 − l3)]1/2
κ1k21 + κ2k
2
2 + χ(k
2
2 − k21)
.
(4.58)
Second type of solutions:
Let α > 0 , β < 0 and Φ(z) = 4αz(z1 − z)(z2 − z), where 0 < z ≤ z1 < z2 and
z1 =
1
2α
(
√
β2 − 4αC − β), z2 = 1
2α
(
√
β2 − 4αC + β). (4.59)
Integrating equation (4.53) the solution for the envelope function f(ζ) is obtained
in terms of Jacobian elliptic function as follows:
f(ζ) = z
1
2
1 sn[(αz2)
1
2 ζ +D2; k], (4.60)
where k2 = z1/z2 and D2 is an integration constant. Using (4.51), and the
fact that f 2− = z1, the solutions associated with the long wave components are
expressed as:
g(ζ) =
−d1z1
(αz2)
1
2k2
[E(µ)− (1− k2)µ],
h(ζ) =
−d3z1
(αz2)
1
2k2
[E(µ)− (1− k2)µ], (4.61)
where µ = (αz2)
1
2 ζ +D2.
In the limit k = 1; z1 = z2 = −β/(2α) and the frequency must be chosen as
l3 = l
2
1 + l
2
2 + χf
2
− which is evident from equation (4.49). Then, solutions (4.60)
and (4.61) can be written in terms of hyperbolic tangent functions and u , ϕ1
and ϕ2 accepts the following solitary wave solutions
u = ±u0 tanh [ζ0 ζ +D2] exp(iθ),
ϕ1 = b¯0 tanh [ζ0 ζ +D2],
ϕ2 = c¯0 tanh [ζ0 ζ +D2], (4.62)
where
u0 = |f−|, ζ0 = [ f
2
−
2(k21 + k
2
2)
(χ+
κ1k
2
1 + κ2k
2
2
(k22 − k21)
)]1/2,
b¯0 = κ1k1[
2f 2− (k
2
1 + k
2
2)
(k22 − k21)[κ1k21 + κ2k22 + χ(k22 − k21)]
]1/2,
c¯0 = κ2k2[
2f 2− (k
2
1 + k
2
2)
(k22 − k21)[κ1k21 + κ2k22 + χ(k22 − k21)]
]1/2. (4.63)
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4.2.2 By the tanh method
In this subsection, some special solutions of the degenerate GDS equations (4.46)
will be given by the tanh method. In order to find the travelling wave solutions
of the degenerate GDS equations (4.46), the following solutions are considered:
u = f(ζ) eiθ, ϕ1 = g(ζ), ϕ2 = h(ζ), (4.64)
where θ = l1x+ l2y − l3t, and the amplitudes of the short wave f , and the long
travelling waves g and h are real functions of ζ = k1x + k2y − 2(k1l1 + k2l2)t.
Substituting solutions (4.64) into the system (4.46) leads to a set of coupled
ordinary differential equations
f
′′ − α1f + α2f 3 + β1g′f + β2h′f = 0,
g
′′
+ γ1ff
′
= 0,
h
′′
+ γ2ff
′
= 0, (4.65)
with
α1 =
l21 + l
2
2 − l3
k21 + k
2
2
, α2 =
−χ
k21 + k
2
2
, β1 =
k1
k21 + k
2
2
,
β2 =
k2
k21 + k
2
2
, γ1 =
2κ1k1
k22 − k21
, γ2 =
2κ2k2
k22 − k21
. (4.66)
Here, it should be noted that equations (4.65) have the same structure as (4.49)
in Section 4.2.1.
At this step, by substituting solutions (2.70) into the system (4.65) and by using
(2.69) together with the relation V 2 = 1−U2 repeatedly, the term f ′′ is balanced
by the term f 3 while g
′′
and h
′′
are balanced with the term ff
′
. Thus, the positive
integers p, r and s are found as p = r = s = 1 . Now, solutions (2.70) can be
written as follows:
f(ζ) = a0 + a1U + a¯1V, g(ζ) = b0 + b1U + b¯1V, h(ζ) = c0 + c1U + c¯1V.
(4.67)
Substituting (4.67) into (4.65) and equating the coefficient of each power of the
variables U and V leads to the following nonlinear system of algebraic equations:
U0V 0 : a0[α1 − α2(a20 + 3a¯21)] = 0,
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V : a¯1[α1 − α2(3a20 + a¯21)] = 0,
U : a1(k
2 − α1 + 3α2a20) + a¯1[3α2a1a¯1 − k(β1b1 + β2c1)] = 0,
kb1 − γ1a1a¯1 = 0, kc1 − γ2a1a¯1 = 0,
UV : a0[6α2a1a¯1 − k(β1b1 + β2c1)] = 0,
γ1a0a1 = 0, γ2a0a1 = 0,
U2 : a0[3α2(a
2
1 − a¯21) + k(β1b¯1 + β2c¯1)] = 0,
γ1a0a¯1 = 0, γ2a0a¯1 = 0,
U2V : a1[3α2a1a¯1 − k(β1b1 + β2c1)]− a¯1[α2a¯21 + k(2k − β1b¯1 − β2c¯1)] = 0,
2kb¯1 + γ1(a
2
1 − a¯21) = 0, 2kc¯1 + γ2(a21 − a¯21) = 0,
U3 : a¯1[3α2a1a¯1 − k(β1b1 + β2c1)]− a1[α2a21 − k(2k − β1b¯1 − β2c¯1)] = 0,
kb1 − γ1a1a¯1 = 0, kc1 − γ2a1a¯1 = 0. (4.68)
Solving the nonlinear system of equations (4.68) with the help of Mathematica
gives two types of solutions.
First type of solutions:
The parameters are found as
k = ∓√α1, a1 = ∓ 2
√
α1√
2α2 − β1γ1 − β2γ2 ,
b¯1 =
−2α1γ1
k(2α2 − β1γ1 − β2γ2) , c¯1 =
−2α1γ2
k(2α2 − β1γ1 − β2γ2) ,
a0 = a¯1 = b1 = c1 = 0, b0 and c0 arbitrary, (4.69)
and the solution functions f , g and h are found as
f(ζ) = ∓ 2
√
α1√
2α2 − β1γ1 − β2γ2 sech(∓
√
α1ζ),
g(ζ) = b0 ∓ 2γ1
√
α1
2α2 − β1γ1 − β2γ2 tanh(∓
√
α1ζ),
h(ζ) = c0 ∓ 2γ2
√
α1
2α2 − β1γ1 − β2γ2 tanh(∓
√
α1ζ). (4.70)
The solutions of the degenerate GDS equations (4.46) are obtained as [57]:
u = ∓u0 sech(∓ζ0 ζ) exp(iθ),
ϕ1 = b0 ∓ b¯0 tanh(∓ζ0 ζ),
ϕ2 = c0 ∓ c¯0 tanh(∓ζ0 ζ), (4.71)
where
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u0 = [
2(k21 − k22)(l21 + l22 − l3)
κ1k21 + κ2k
2
2 + χ(k
2
2 − k21)
]1/2, ζ0 = [
l21 + l
2
2 − l3
k21 + k
2
2
]1/2,
b¯0 = 2κ1k1
[(k21 + k
2
2)(l
2
1 + l
2
2 − l3)]1/2
κ1k21 + κ2k
2
2 + χ(k
2
2 − k21)
, c¯0 = 2κ2k2
[(k21 + k
2
2)(l
2
1 + l
2
2 − l3)]1/2
κ1k21 + κ2k
2
2 + χ(k
2
2 − k21)
.
(4.72)
The solutions (4.71) coincide with (4.57) for b0 = c0 = 0 and D2 = 0.
Second type of solutions:
The parameters are found as
k = ∓1
2
√
−2α1 + α1β1γ1
α2
+
α1β2γ2
α2
, a¯1 = ∓
√
α1
α2
,
b¯1 =
γ1
√
α1
2
√
α2(β1γ1 + β2γ2 − 2α2)
, c¯1 =
γ2
√
α1
2
√
α2(β1γ1 + β2γ2 − 2α2)
,
a0 = a1 = b1 = c1 = 0, b0 and c0 arbitrary, (4.73)
and the solution functions f , g and h are found as
f(ζ) = ∓
√
α1
α2
tanh(∓1
2
√
−2α1 + α1β1γ1
α2
+
α1β2γ2
α2
ζ),
g(ζ) = b0 ∓ γ1
√
α1√
α2(β1γ1 + β2γ2 − 2α2)
tanh(∓1
2
√
−2α1 + α1β1γ1
α2
+
α1β2γ2
α2
ζ),
h(ζ) = c0 ∓ γ2
√
α1√
α2(β1γ1 + β2γ2 − 2α2)
tanh(∓1
2
√
−2α1 + α1β1γ1
α2
+
α1β2γ2
α2
ζ).
(4.74)
The solutions of the degenerate GDS equations (4.46) are obtained as [57]:
u = ∓ u0 tanh(∓ζ0ζ) exp(iθ),
ϕ1 = b0 ∓ b¯0 tanh(∓ζ0ζ),
ϕ2 = c0 ∓ c¯0 tanh(∓ζ0ζ), (4.75)
where
u0 = [
(l3 − l21 − l22)
χ
]1/2, ζ0 = [
l3 − l21 − l22
2(k21 + k
2
2)
(1 +
κ1k
2
1 + κ2k
2
2
χ(k22 − k21)
)]1/2,
b¯0 = κ1k1[
2(k21 + k
2
2)(l3 − l21 − l22)
χ(k22 − k21)[κ1k21 + κ2k22 + χ(k22 − k21)]
]1/2,
c¯0 = κ2k2[
2(k21 + k
2
2)(l3 − l21 − l22)
χ(k22 − k21)[κ1k21 + κ2k22 + χ(k22 − k21)]
]1/2. (4.76)
The solutions (4.75) coincide with (4.62) for b0 = c0 = 0 and D2 = 0.
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4.2.3 By variable separation approach
In this subsection, some special solutions of (4.46) will be presented by using a
variable separation approach [46]. In [46], a variable separation procedure for
DS system has been proposed by using a prior ansatz to its Hirota bilinear form
[30, 34].
In order to obtain the bilinear form of (4.46) the following restrictions on the
parameters will be made:
κ1 − κ2 = 2χ, κ1 + κ2 = 8, (4.77)
and the degenerate GDS equations (4.46) will be rewritten as
iut + uxx + uyy = χ|u|2u− (ϕ1,x + ϕ2,y)u,
ϕ1,xx − ϕ1,yy = (χ+ 4)(|u|2)x,
ϕ2,xx − ϕ2,yy = (4− χ)(|u|2)y. (4.78)
Introducing new dependent variables F (real) and G (complex) by
u =
G
F
, ϕ1 =
1
2
(χ+ 4)(log F)x, ϕ2 =
1
2
(4− χ)(log F)y, (4.79)
equations (4.78)2 and (4.78)3 can be written as
(logF )xxx − (logF )xyy = 2( |G|
2
F 2
)x,
(logF )xxy − (logF )yyy = 2( |G|
2
F 2
)y. (4.80)
Integrating (4.80)1 in terms of x and (4.80)2 in terms of y once gives
(logF )xx − (logF )yy = 2 |G|
2
F 2
(4.81)
which implies
(Fxx − Fyy)F − Fx2 + Fy2 = 2 |G|2. (4.82)
On the other hand, substituting (4.79) into the equation (4.78)1 leads to
i(
FGt −GFt
F 2
) + (
FGx −GFx
F 2
)x + (
FGy −GFy
F 2
)y − χ G
F 3
|G|2
+
1
2
[(χ+ 4)(logF )xx − (χ− 4)(logF )yy]G
F
= 0. (4.83)
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Using (4.81) in (4.83) gives
i(FGt −GFt) + (FGxx −GFxx + FGyy −GFyy)
+2{[(Fx)2 + (Fy)2]G
F
− FxGx − FyGy}
−χ
2
(FFxx − FFyy − (Fx)2 + (Fy)2)G
F
+
1
2
[(χ+ 4)(FFxx − Fx2)− (χ− 4)(FFyy − Fy2)]G
F
= 0, (4.84)
which simply implies
i(FGt −GFt) + (Gxx +Gyy)F + (Fxx + Fyy)G− 2(FxGx + FyGy) = 0. (4.85)
Thus, equations (4.85) and (4.81) can be rewritten as follows:
i(GtF −GFt) + (GxxF − 2GxFx +GFxx) + (GyyF − 2GyFy +GFyy) = 0,
(FyyF − 2FyFy + FFyy)− (FxxF − 2FxFx + FFxx) = −4|G|2, (4.86)
and which means
(iDt +D2x +D2y)G · F = 0,
(D2y −D2x)F · F = −4|G|2. (4.87)
Here, D is the Hirota bilinear operator defined by
Dmt DnxDpy F ·G ≡ (∂t−∂t′)m(∂x−∂x′)n(∂y−∂y′)pF (x, y, t)·G(x′, y′, t′)|x=x′, y=y′, t=t′ .
Applying the following characteristic transformation,
X =
√
2
2
(x− y), Y =
√
2
2
(x+ y), (4.88)
which corresponds to the characteristics of hyperbolic equations (4.78)2 and
(4.78)3, Hirota derivatives are obtained as
DX =
√
2
2
(Dx −Dy), DY =
√
2
2
(Dx +Dy), (4.89)
and (4.87) reads
(iDt +D2X +D2Y )G · F = 0,
DXDY F · F = 2|G|2. (4.90)
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Now, equations (4.90) are assumed to possess the following variable separation
form:
F = P (X, t)−Q(Y, t) + P (X, t)Q(Y, t),
G = [PX(X, t) QY (Y, t)]
1/2exp [i(R(X, t) + S(Y, t))], (4.91)
where P = P (X, t) and Q = Q(Y, t) are Y and X independent, respectively.
After substituting the solution functions (4.91) into the first equation of (4.90)
and vanishing both real and imaginary parts, respectively, the following equations
are obtained:
P 2XQ
2
Y Y + P
2
XXQ
2
Y − 2(PXPXXQ2Y +QYQY Y Y P 2X)
+4P 2XQ
2
Y (Rt +R
2
X + St + S
2
Y ) = 0,
(P −Q+ PQ)PXQ2Y (Pt + 2PXRX)X − 2(1 +Q)P 2XQ2Y
+(P −Q+ PQ)P 2XQY (Qt + 2QY SY )Y − 2(1− P )P 2XQ2Y = 0 (4.92)
which may be rewritten as
Q2Y [P
2
XX − 2PXPXXX + 4P 2X(Rt +R2X)]
+P 2X [Q
2
Y Y − 2QYQY Y Y + 4Q2Y (St + S2Y )] = 0,
[−2(1 +Q)PXQY + (P −Q+ PQ)QY ∂
∂X
](Pt + 2PXRX)
+[2(1− P )PXQY + (P −Q+ PQ)PX ∂
∂Y
](Qt + 2QY SY ) = 0. (4.93)
According to the fact that P and R are only functions of X and t, Q and S are
only functions of Y and t equations (4.93) are reduced to
Pt + 2PXRX + C1(t)(1− P ) = 0,
Qt + 2QY SY + C1(t)(1 +Q) = 0,
4P 2X(Rt +R
2
X) + P
2
XX − 2PXPXXX − C2(t)P 2X = 0,
4Q2Y (St + S
2
Y ) +Q
2
Y Y − 2QYQY Y Y + C2(t)Q2Y = 0, (4.94)
where C1 = C1(t) and C2 = C2(t) are arbitrary functions introduced in the
variable separation procedure.
In order to be able to simplify equations (4.94), the functions P and Q will be
introduced as
P = BU + 1, Q =
V
B
− 1, B = exp
∫ t
C1(t
′
)dt
′
, (4.95)
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and the first two equations of (4.94) will be written as
RX(X, t) = − Ut
2UX
+
C1(t)UB − UBt
2UXB
,
SY (Y, t) = − Vt
2VY
− C1(t)V B − V Bt
2VYB
. (4.96)
By integrating first equation of (4.96) with respect to X and the second one with
respect to Y the functions R(X, t) and S(Y, t) are found as
R(X, t) = −
∫ X Ut
2UX
dX + C3(t),
S(Y, t) = −
∫ Y Vt
2VY
dY + C4(t), (4.97)
where C3 = C3(t) and C4 = C4(t) are integration functions.
Substituting equations (4.97) into equations (4.94)3 and (4.94)4 leads to the
following two (1+1) dimensional equations about fields U(X, t) and V (Y, t),
respectively,
−2U2X
∫ X ( Ut
UX
)
t
dX + U2X(4C3t − C2)− 2UXUXXX + U2XX + U2t = 0,
−2V 2Y
∫ Y ( Vt
VY
)
t
dY + V 2Y (4C4t − C2)− 2VY VY Y Y + V 2Y Y + V 2t = 0. (4.98)
Dividing (4.98)1 by U
2
X and differentiating the resulting equation with respect to
X once gives,
U2t UXX +UttU
2
X − 2UtUtXUX +U3XX +U2XUXXXX − 2UXUXXUXXX = 0, (4.99)
and similarly dividing (4.98)2 by V
2
y and differentiating the resulting equation
with respect to y once gives,
V 2t VY Y + VttV
2
Y − 2VtVtY VY + V 3Y Y + V 2Y VY Y Y Y − 2VY VY Y VY Y Y = 0. (4.100)
Five type of special solutions of equations (4.99) and (4.100) will be given and
with the help of these solution functions U and V ; first P , Q and B in (4.95) will
be calculated and then F and G in (4.91) will be obtained. Finally, by using the
transformation (4.88) backwards, the solutions of the degenerate GDS equations
will be written in terms of x and y.
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First type of solutions:
U = exp(k1X + ω1t), V = exp(k2Y + ω2t), (4.101)
where k1, k2, ω1 and ω2 are arbitrary constants. The solution functions are
u = ±
√
2(k2 − l2)
∆
exp{kx+ ly + 2(kω + lΩ)t
−i[ωx+ Ωy + (ω2 + Ω2 − k2 − l2)t]},
ϕ1 =
(χ+ 4)k
∆
exp[2kx+ 2ly + 4(kω + lΩ)t],
ϕ2 =
(4− χ)l
∆
exp[2kx+ 2ly + 4(kω + lΩ)t],
∆ = 1 + exp[2kx+ 2ly + 4(kω + lΩ)t], (4.102)
where
k =
k1 + k2
2
√
2
, l =
k2 − k1
2
√
2
, ω =
1
2
√
2
(
ω2
k2
+
ω1
k1
), Ω =
1
2
√
2
(
ω2
k2
− ω1
k1
).
By writing the exponential functions in terms of trigonometric functions, the
solutions (4.102) can be rewritten as follows [57]:
u = ± u0 sechζ exp (iθ),
ϕ1 = b (1 + tanh ζ),
ϕ2 = c (1 + tanh ζ), (4.103)
where
ζ = kx+ ly + 2(kω + lΩ)t, θ = −[ωx+ Ωy + (ω2 + Ω2 − k2 − l2)t],
u0 = [(k
2 − l2)/2]1/2, b = (χ+ 4)k
2
, c =
(4− χ)l
2
. (4.104)
It is easily seen that the solutions (4.103) is in complete agreement with that
of (4.71) obtained in Section 4.2.2. Actually, by assuming the constraints on
parameters given by (4.77) in equations (4.71) and (4.72), and considering the
relations
ω = −l1, Ω = −l2, b = b0, c = c0,
k = ± k1 ( l
2
1 + l
2
2 − l3
k21 + k
2
2
)1/2, l = ± k2 ( l
2
1 + l
2
2 − l3
k21 + k
2
2
)1/2, (4.105)
exactly the same solutions given by (4.103) and (4.104) are obtained.
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Second type of solutions:
U = k1X + ω1t, V = k2Y + ω2t, (4.106)
where k1, k2, ω1 and ω2 are arbitrary constants. The solutions are found as [57]:
u = ±
√
2k
∆
exp{− i
4k2
[2k(ωx+ Ωy) + (ω2 + Ω2)t]},
ϕ1 =
(χ+ 4)
∆
(kx+ ωt),
ϕ2 =
(χ− 4)
∆
(ky + Ωt),
∆ = 1 + k(x2 − y2) + 2(ωx− Ωy)t+ 1
k
(ω2 − Ω2)t2, (4.107)
where
k =
k1k2
2
, ω =
1
2
√
2
(k1ω2 + k2ω1), Ω =
1
2
√
2
(k1ω2 − k2ω1).
Third type of solutions:
U = (k1X + ω1t)
3, V = (k2Y + ω2t)
3, (4.108)
where k1, k2, ω1 and ω2 are arbitrary constants. The solutions are found as [57]:
u = ± 3k
√
2k
∆
[x2 − y2 + 4(ωx− Ωy)t+ 4(ω2 − Ω2)t2]
×exp{−i[ωx+ Ωy + (ω2 + Ω2)t]},
ϕ1 =
3(χ+ 4)k3
∆
(x+ 2ωt)[x2 − y2 + 4(ωx− Ωy)t+ 4(ω2 − Ω2)t2)]2,
ϕ2 =
3(χ− 4)k3
∆
(y + 2Ωt)[x2 − y2 + 4(ωx− Ωy)t+ 4(ω2 − Ω2)t2)]2,
∆ = 1 + k3[x2 − y2 + 4(ωx− Ωy)t+ 4(ω2 − Ω2)t2]3, (4.109)
where
k =
k1k2
2
, ω =
1
2
√
2
(
ω2
k2
+
ω1
k1
), Ω =
1
2
√
2
(
ω2
k2
− ω1
k1
).
Fourth type of solutions:
U = k1X + ω1t+ sinh(k1X + ω1t), V = k2Y + ω2t+ sinh(k2Y + ω2t), (4.110)
where k1, k2, ω1 and ω2 are arbitrary constants. The solutions are found as [57]:
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u = ± 4
√
2kl
∆
cosh[k(x− y) + ωt] cosh[l(x+ y) + Ωt)]
× exp{− i
4
[(
ω
k
+
Ω
l
)x+ (
Ω
l
− ω
k
)y + (
ω2
2k2
+
Ω2
2l2
− 8k2 − 8l2)t]},
ϕ1 =
2(χ+ 4)
∆
{l[2k(x− y) + 2ωt+ sinh[2k(x− y) + 2ωt] cosh2[l(x+ y) + Ωt]
+k[2l(x+ y) + 2Ωt+ sinh[2l(x+ y) + 2Ωt] cosh2[k(x− y) + ωt]},
ϕ2 =
2(4− χ)
∆
{l[2k(x− y) + 2ωt+ sinh[2k(x− y) + 2ωt] cosh2[l(x+ y) + Ωt]
−k[2l(x+ y) + 2Ωt+ sinh[2l(x+ y) + 2Ωt] cosh2[k(x− y) + ωt]},
∆ = 1 + {2k(x− y) + 2ωt+ sinh[2k(x− y) + 2ωt]}
×{[2l(x+ y) + 2Ωt+ sinh[2l(x+ y) + 2Ωt]},
where
k =
k1
2
√
2
, l =
k2
2
√
2
, ω =
ω1
2
, Ω =
ω2
2
.
Fifth type of solutions:
U = k1X + ω1t+ sin(k1X + ω1t), V = k2Y + ω2t+ sin(k2Y + ω2t), (4.111)
where k1, k2, ω1 and ω2 are arbitrary constants. The solutions are found as [57]:
u = ± 4
√
2kl
∆
cos[k(x− y) + ωt] cos[l(x+ y) + Ωt)]
× exp{− i
4
[(
ω
k
+
Ω
l
)x+ (
Ω
l
− ω
k
)y + (
ω2
2k2
+
Ω2
2l2
− 8k2 − 8l2)t]},
ϕ1 =
2(χ+ 4)
∆
{l[2k(x− y) + 2ωt+ sin[2k(x− y) + 2ωt] cos2[l(x+ y) + Ωt]
+k[2l(x+ y) + 2Ωt+ sin[2l(x+ y) + 2Ωt] cos2[k(x− y) + ωt]},
ϕ2 =
2(4− χ)
∆
{l[2k(x− y) + 2ωt+ sin[2k(x− y) + 2ωt] cos2[l(x+ y) + Ωt]
−k[2l(x+ y) + 2Ωt+ sin[2l(x+ y) + 2Ωt] cos2[k(x− y) + ωt]},
∆ = 1 + {2k(x− y) + 2ωt+ sin[2k(x− y) + 2ωt]}
×{[2l(x+ y) + 2Ωt+ sin[2l(x+ y) + 2Ωt]},
where
k =
k1
2
√
2
, l =
k2
2
√
2
, ω =
ω1
2
, Ω =
ω2
2
.
As a final remark, it should be noted that since the system (4.46) is
elliptic-hyperbolic-hyperbolic, all of the solutions given in this subsection accepts
x+y and x−y structures which are the form of the characteristics of hyperbolic
systems.
48
CONCLUSIONS
In the present study, the problem of (2+1) (two spatial and one temporal)
dimensional nonlinear wave modulation is considered in an infinite, homogenous,
weakly nonlinear and weakly dispersive elastic medium and (2+1) dimensional
nonlinear evolution equations are derived describing the asymptotic behavior
as a function of the spatial coordinates. While deriving the equations an
asymptotic technique called reductive perturbation method is used and it is
shown that the problem of wave modulation is characterized by a system of three
nonlinear partial differential equations. These equations involve interactions of a
free short transverse, a free long longitudinal and a free long transverse wave
modes, and are called the “generalized Davey-Stewartson” (GDS) equations
[22]. Under some restrictions on parameter values, it is shown that the
GDS equations reduce to the well-known Davey-Stewartson and under further
restrictions to the nonlinear Schro¨dinger equations. The naming “generalized
Davey-Stewartson” is also justified from a group theoretical point of view in a
recent study [58]. In [58], the Lie symmetry algebra of the GDS equations are
computed and it is shown that under certain conditions imposed on parameters
in the system it is infinite-dimensional and isomorphic to that of the standard
integrable Davey-Stewartson equations. The conditions imposed in this work
correspond to the restrictions that reduce the GDS system to the DS system.In
another recent work, further qualitative properties of the GDS system is
investigated. In [59], global existence and nonexistence results of the GDS system
in the elliptic-elliptic-elliptic case are given based on some physically obvious
Noetherian symmetries (time-space translations and constant change of phase) .
In the thesis, it is also observed that the GDS equations are not valid for the
long-wave short-wave resonant case, i.e. where the phase velocity of the long
longitudinal wave is equal to the group velocity of the short transverse wave.
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For this case, new evolution equations are derived characterizing the problem
and are called long-wave short-wave interaction equations. Besides, degenerate
GDS equations, which are obtained when one of the coefficients of the GDS
equations becomes zero, are also considered.
Finally, some special solutions of the GDS equations, the long-wave short-wave
interaction equations and the degenerate GDS equations are obtained by using
various methods. The special solutions of the GDS and long-wave short-wave
interaction equations are given by using Jacobian elliptic functions and the tanh
method. These two methods are based on the travelling wave solutions. The
special solutions of the degenerate GDS equations are also obtained by using
the two above mentioned methods. Besides, the bilinear form of the degenerate
GDS equations are calculated and the special solutions are obtained by using a
variable separation approach [57].
The GDS system is one that is attacking attention recently. Two recent studies
on the GDS system can be noted in this connection. In the first one, the travelling
wave solutions of the GDS system are studied by deriving Pohozaev-type
identities [60]. In [60], some necessary conditions on the parameters for the
existence of the travelling waves are established. In the second one, two results
on GDS system is given, both following from the pseudo-conformal invariance of
its solutions [61]. Hence, a perturbative approach to the GDS system has cleared
the way for an understanding the existence properties of the actual solution and
an approximate symmetry property for a restricted parameter values.
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