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A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin
Spaces via Grand Littlewood-Paley Functions
Pekka Koskela, Dachun Yang and Yuan Zhou
Abstract In this paper, we establish the equivalence between the Haj lasz-Sobolev
spaces or classical Triebel-Lizorkin spaces and a class of grand Triebel-Lizorkin spaces on
Euclidean spaces and also on metric spaces that are both doubling and reverse doubling.
In particular, when p ∈ (n/(n + 1),∞), we give a new characterization of the Haj lasz-
Sobolev spaces M˙1, p(Rn) via a grand Littlewood-Paley function.
1 Introduction
Recently, analogs of the theory of first order Sobolev spaces on doubling metric spaces
have been established both based on upper gradients [23, 9, 32] and on pointwise inequal-
ities [18]. For surveys on this see [19, 24]. These different approaches result in the same
function class if the underlying space supports a suitable Poincare´ inequality [25]. In this
paper we further investigate the spaces introduced by Haj lasz [18] (also see [39]) that are
defined via pointwise inequalities.
Definition 1.1. Let (X , d) be a metric space equipped with a regular Borel measure µ such
that all balls defined by d have finite and positive measures. Let p ∈ (0,∞) and s ∈ (0, 1].
The homogeneous fractional Haj lasz-Sobolev space M˙ s,p(X ) is the set of all measurable
functions f ∈ Lploc (X ) for which there exists a non-negative function g ∈ L
p(X ) and a set
E ⊂ X of measure zero such that
(1.1) |f(x)− f(y)| ≤ [d(x, y)]s[g(x) + g(y)]
for all x, y ∈ X \ E. Denote by D(f) the class of all nonnegative Borel functions g
satisfying (1.1). Moreover, define ‖f‖M˙s,p(X ) ≡ infg∈D(f){‖g‖Lp(X )}, where the infimum
is taken over all functions g as above.
In the Euclidean setting, M˙1,p coincides with the usual homogeneous first order Sobolev
space W˙ 1, p, [18], provided 1 < p < ∞. For p ∈ (n/(n + 1), 1], it was very recently
proved [30] that this pointwise definition yields the corresponding Hardy-Sobolev space.
2000 Mathematics Subject Classification. Primary 42B35; Secondary 42B30, 46E35, 42B25.
Key words and phrases. Sobolev spaces, Triebel-Lizorkin space, Caldero´n reproducing formula.
Dachun Yang was supported by the National Natural Science Foundation (Grant No. 10871025) of
China. Pekka Koskela and Yuan Zhou were supported by the Academy of Finland grant 120972
1
2 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
Consequently, M˙1, p(Rn) = F˙ 1p, 2(R
n), for n/(n + 1) < p < ∞, where F˙ 1p, q(R
n) refers
to a homogeneous Triebel-Lizorkin space (see Theorem 5.2.3/1 in [34] and [30]). In the
fractional order, s ∈ (0, 1), case it was shown in [39] that M˙ s, p(Rn) = F˙ sp,∞(R
n), provided
1 < p < ∞. Notice the jump in the index q when s crosses 1 and that the result in the
fractional order case does not allow for values of p below 1.
We will next introduce a class of grand Triebel-Lizorkin spaces that allow us to char-
acterize conveniently the fractional Haj lasz-Sobolev spaces for n/(n + s) < p < ∞. The
definition is based on grand Littlewood-Paley functions and we later extend it to the metric
space setting, establishing an analogous characterization.
Let Z+ ≡ N ∪ {0}. Let S(R
n) be the Schwartz space, namely, the space of rapidly
decreasing functions endowed with a family of seminorms {‖ · ‖Sk, m(Rn)}k,m∈Z+ , where for
any k ∈ Z+ and m ∈ (0, ∞), we set
‖ϕ‖Sk,m(Rn) ≡ sup
α∈Zn+, |α|≤k
sup
x∈Rn
(1 + |x|)m|∂αϕ(x)|.
Here we recall that for any α ≡ (α1, · · · , αn) ∈ Z
n
+, |α| = α1 + · · · + αn and ∂
α ≡
( ∂∂x1 )
α1 · · · ( ∂∂xn )
αn . It is known that S(Rn) forms a locally convex topology vector space.
Denote by S ′(Rn) the dual space of S(Rn) endowed with the weak∗-topology. Moreover,
for each N ∈ Z+, denote by SN (R
n) the space of all functions f ∈ S(Rn) satisfying that∫
Rn
xαf(x) dx = 0 for all α ∈ Zn+ with |α| ≤ N . For the convenience, we also write
S−1(R
n) ≡ S(Rn). For any ϕ ∈ S(Rn), t > 0 and x ∈ Rn, set ϕt(x) ≡ t
−nϕ(t−1x).
For each N ∈ Z+ ∪ {−1}, m ∈ (0, ∞) and ℓ ∈ Z+, our class of test functions is
(1.2) AℓN,m ≡ {φ ∈ SN (R
n) : ‖φ‖SN+ℓ+1, m(Rn) ≤ 1}.
Definition 1.2. Let s ∈ R, p ∈ (0, ∞) and q ∈ (0, ∞]. Let A be a class of test functions
as in (1.2). The homogeneous grand Triebel-Lizorkin space AF˙ sp, q(R
n) is defined as the
collection of all f ∈ S ′(Rn) such that when q ∈ (0, ∞),
‖f‖AF˙ sp, q(Rn) ≡
∥∥∥∥∥∥
(∑
k∈Z
2ksq sup
φ∈A
|φ2−k ∗ f |
q
)1/q∥∥∥∥∥∥
Lp(Rn)
<∞,
and when q =∞,
‖f‖AF˙ sp,∞(Rn)
≡
∥∥∥∥∥supk∈Z 2ks supφ∈A |φ2−k ∗ f |
∥∥∥∥∥
Lp(Rn)
<∞.
For A ≡ AℓN,m, we also write AF˙
s
p, q(R
n) as AℓN,mF˙
s
p, q(R
n). Moreover, if N ∈ Z+ and
‖f‖AF˙ sp, q(Rn) = 0, then it is easy to see that f ∈ PN , where PN is the space of polynomials
with degree no more than N . So the quotient space AF˙ sp, q(R
n)/PN is a quasi-Banach
space. As usual, an element [f ] = f +PN ∈ AF˙
s
p, q(R
n)/PN with f ∈ AF˙
s
p, q(R
n), is simply
referred to by f. By abuse of the notation, we always write the space AF˙ sp, q(R
n)/PN as
AF˙ sp, q(R
n).
The grand Triebel-Lizorkin spaces are closely connected with Haj lasz-Sobolev spaces
and (consequently) with the classical Triebel-Lizorkin spaces.
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Theorem 1.1. Let s ∈ (0, 1] and p ∈ (n/(n + s), ∞). If A = Aℓ0,m with ℓ ∈ Z+ and
m ∈ (n+ 1, ∞), then M˙ s, p(Rn) = AF˙ sp,∞(R
n) with equivalent norms.
To prove Theorem 1.1, for any f ∈ Lp(Rn), we introduce a special g ∈ D(f) via a
variant of the grand maximal function; see (2.1) below. When s = 1, comparing this with
the proof of Theorem 1 of [30], we see that the gradient on f appearing there is transferred
to the vanishing moments of the test functions and the size conditions of the test functions
and their first-order derivatives (see A) here. We point out that the choice of the set A is
very subtle. This is the key point which allows us to extend Theorem 1.1 to certain metric
measure spaces. Moreover, to prove Theorem 1.1, an imbedding theorem established by
Haj lasz [19] is also employed.
Theorem 1.1 also has a higher-order version.
Definition 1.3. Let p ∈ (0,∞) and s ∈ (k, k+1] with k ∈ N. The homogeneous Haj lasz-
Sobolev space M˙ s, p(Rn) is defined to be the set of all measurable functions f ∈ Lploc (R
n)
such that for all α ∈ Zn+ with |α| = k, ∂
αf ∈ M˙ s−k, p(Rn), and normed by ‖f‖M˙s, p(Rn) ≡∑
|α|=k ‖∂
αf‖M˙s−k, p(Rn).
Corollary 1.1. Let N ∈ Z+, s ∈ (N, N + 1] and p ∈ (n/(n +N − s), ∞). If A = A
ℓ
N,m
with ℓ ∈ Z+ and m ∈ (n + N + 2, ∞) when s = N + 1 or m ∈ (n + N + 1, ∞) when
s ∈ (N, N + 1), then M˙ s, p(Rn) = AF˙ sp,∞(R
n) with equivalent norms.
The essential point in the proof of Corollary 1.1 is to establish a lifting property
for AF˙ sp,∞(R
n) via Theorem 1.1. This is done with the aid of auxiliary lemmas (see
Lemmas 2.4 and 2.5 below), where in Lemma 2.4, we decompose a test function in SN (R
n)
into a sum of test functions in Sk(R
n) with subtle controls on their semi-norms for all
−1 ≤ k ≤ N − 1. The decomposition of a test function in S0(R
n) into functions in S(Rn)
already plays a key role in [30]. The proof of Corollary 1.1 also uses Theorem 1.2 below.
Now we recall the definition of Triebel-Lizorkin spaces on Rn.
Definition 1.4. Let s ∈ R, p ∈ (0, ∞) and q ∈ (0, ∞]. Let ϕ ∈ S(Rn) satisfy that
(1.3) supp ϕ̂ ⊂ {ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2} and |ϕ̂(ξ)| ≥ constant > 0 if 3/5 ≤ |ξ| ≤ 5/3.
The homogeneous Triebel-Lizorkin space F˙ sp, q(R
n) is defined as the collection of all f ∈
S ′(Rn) such that
‖f‖F˙ sp, q(Rn) ≡
∥∥∥∥∥∥
(∑
k∈Z
2ksq|ϕ2−k ∗ f |
q
)1/q∥∥∥∥∥∥
Lp(Rn)
<∞
with the usual modification made when q =∞.
Notice that if ‖f‖F˙ sp, q(Rn)
= 0, then it is easy to see that f ∈ P ≡ ∪N∈NPN . So
similarly to above, we write an element [f ] = f +P in the quotient space F˙ sp, q(R
n)/P with
f ∈ F˙ sp, q(R
n) as f , and also the space F˙ sp, q(R
n)/P as F˙ sp, q(R
n).
4 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
Theorem 1.2. Let s ∈ R, p ∈ (0, ∞), q ∈ (0, ∞] and J ≡ n/min{1, p, q}. If A = AℓN,m
with ℓ ∈ Z+,
(1.4) N + 1 > max{s, J − n− s} and m > max{J, n+N + 1},
then AF˙ sp, q(R
n) = F˙ sp, q(R
n) with equivalent norms.
To prove Theorem 1.2, we use the Caldero´n reproducing formula in [31, 12] and the
boundedness of almost diagonal operators on the sequence spaces corresponding to the
Triebel-Lizorkin spaces. The almost diagonal operators were introduced by Frazier and
Jawerth [13] and proved to be a very powerful tool therein (see also [8]). It is perhaps
worthwhile to point out that the proof of Theorem 1.1 does not rely on Theorem 1.2.
Recall that M˙1, p(Rn) = F˙ 1p, 2(R
n) when p ∈ (n/(n + 1), ∞) by [30], AF˙ 0p,∞(R
n) =
Lp(Rn) when p ∈ (1, ∞) and AF˙ 0p,∞(R
n) = Hp(Rn) when p ∈ (n/(n + 1), 1], where
A = Aℓ−1,m with ℓ ≥ 1 and m ∈ (n+ 1, ∞), and H
p(Rn) is the classical real Hardy space
(see [33, 16]). Combining these facts with Theorem 1.1, we have the following result.
Corollary 1.2. (i) If p ∈ (n/(n+1), ∞) and A = Aℓ0,m with ℓ ∈ Z+ and m ∈ (n+1, ∞),
then AF˙ 1p,∞(R
n) = M˙1, p(Rn) = F˙ 1p, 2(R
n) with equivalent norms.
(ii) If s ∈ (0, 1), p ∈ (n/(n+ s), ∞) and A = Aℓ0,m with ℓ ∈ Z+ and m ∈ (n+ 1, ∞),
then AF˙ sp,∞(R
n) = M˙ s, p(Rn) = F˙ sp,∞(R
n) with equivalent norms.
(iii) Let A ≡ Aℓ−1,m with ℓ ≥ 1 and m ∈ (n + 1, ∞). If p ∈ (n/(n + 1), 1],
then AF˙ 0p,∞(R
n) = Hp(Rn) = F˙ 0p, 2(R
n) with equivalent norms; if p ∈ (1, ∞), then
AF˙ 0p,∞(R
n) = Lp(Rn) = F˙ 0p, 2(R
n) with equivalent norms.
Moreover, for N ∈ Z+, s ∈ (N, N + 1] and p ∈ (n/(n+N − s), ∞), by Corollary 1.1,
Theorem 1.2 and the lifting property of homogeneous Triebel-Lizorkin spaces, we have that
M˙ s, p(Rn) = F˙ sp,∞(R
n) with equivalent norms when s ∈ (N, N + 1), and M˙N+1, p(Rn) =
F˙N+1p, 2 (R
n) with equivalent norms.
Remark 1.1. (i) In a sense, Corollary 1.2 (i) gives a grand maximal characterizations
of Hardy-Sobolev spaces H˙1, p(Rn) = F˙ 1p, 2(R
n) with p ∈ (n/(n + 1), 1], where H˙1, p(Rn)
is defined as the space of all f ∈ S ′(Rn) such that ∇f ∈ Hp(Rn). We point out the
advantage of this grand maximal characterization is that it only depends on the first-order
derivatives of test functions, which can be replaced by Lipschitz regularity (see Definition
1.5). In fact, our approach transfers the derivatives on f to vanishing moments, size
conditions and Lipschitz regularity of test functions. This is a key observation, which
allows us to extend this characterization to certain metric measure spaces without any
differential structure; see Theorems 1.3 and 1.4 below.
(ii) We point out that Auchser, Russ and Tchamitchian [3] characterized the Hardy-
Sobolev space F˙ 1p, 2(R
n) via a maximal function which is obtained by transferring the gra-
dient on f to a size condition on the divergence of the vectors formed by certain test func-
tions; see Theorem 6 of [3]. However, this characterization still depends on the derivatives.
(iii) We also point out that Cho [11] characterized Hardy-Sobolev spaces H˙k, p(Rn) =
F˙ kp, 2(R
n) with k ∈ N via a nontangential maximal function by transferring the derivatives
on the distribution to a fixed specially chosen Schwartz function; see Theorem I of [11].
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(iv) We finally remark that a continuous version of the grand Littlewood-Paley function
(
∑
k∈Z supφ∈A |φ2−k ∗ f |
2)1/2 with a different choice of A was used by Wilson [38] to solve
a conjecture of R. Fefferman and E. M. Stein on the weighted boundedness of the classical
Littlewood-Paley S-function.
Finally, we discuss the metric space setting. Let (X , d, µ) be a metric measure space.
For any x ∈ X and r > 0, let B(x, r) ≡ {y ∈ X : d(x, y) < r}. Recall that (X , d, µ) is
called an RD-space if there exist constants 0 < C1 ≤ 1 ≤ C2 and 0 < κ ≤ n such that for
all x ∈ X , 0 < r < 2 diam (X ) and 1 ≤ λ < 2 diam (X )/r,
(1.5) C1λ
κµ(B(x, r)) ≤ µ(B(x, λr)) ≤ C2λ
nµ(B(x, r)),
where and in what follows, diamX ≡ supx, y∈X d(x, y); see [21].
We point out that (1.5) implies the doubling property, there exists a constant C0 ∈
[1, ∞) such that for all x ∈ X and r > 0, µ(B(x, 2r)) ≤ C0µ(B(x, r)), and the reverse
doubling property: there exists a constant a ∈ (1, ∞) such that for all x ∈ X and
0 < r < diamX/a, µ(B(x, ar)) ≥ 2µ(B(x, r)). For more equivalent characterizations
of RD-spaces and the fact that each connected doubling space is an RD-space, see [40].
In what follows, we always assume that (X , d, µ) is an RD-space. We also assume
that µ(X ) =∞ in this section and in Section 4. In the remaining part of this section, let
G˚(1, 2), G˚(x, 2−k, 1, 2), (G(1, 2))′ and (G˚ǫ0(β, γ))
′ be as in Section 4.
Definition 1.5. Let s ∈ (0, 1], p ∈ (0, ∞) and q ∈ (0, ∞]. Let A := {Ak(x)}x∈X , k∈Z
and Ak(x) = {φ ∈ G˚(1, 2), ‖φ‖G˚(x, 2−k, 1, 2) ≤ 1} for all x ∈ X . The homogeneous grand
Triebel-Lizorkin space AF˙ sp, q(X ) is defined to be the set of all f ∈ (G(1, 2))
′ that satisfy
‖f‖AF˙ sp, q(X )
≡
∥∥∥∥∥∥
{
∞∑
k=−∞
2ksq sup
φ∈Ak(·)
|〈f, φ〉|q
}1/q∥∥∥∥∥∥
Lp(X )
<∞
with the usual modification made when q =∞.
Here we also point out that ‖f‖AF˙ sp, q(X )
= 0 implies that f = constant. Similarly
to the above, we write the element [f ] = f + C in the quotient space AF˙ sp, q(X )/C with
f ∈ AF˙ sp, q(X ) as f , and also the space AF˙
s
p, q(X )/C as AF˙
s
p, q(X ).
We have the following analog of Theorem 1.1.
Theorem 1.3. Let s ∈ (0, 1] and p ∈ (n/(n + s),∞). Then M˙ s,p(X ) = AF˙ sp,∞(X ) with
equivalent norms.
The proof of Theorem 1.3 uses essentially the same ideas as those used in the proof of
Theorem 1.1. For further characterizations of M˙1, 1(X ) when X is a doubling Riemannian
manifold see [6].
We recall the definition of homogeneous Triebel-Lizorkin spaces F˙ sp, q(X ) in [21].
6 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
Definition 1.6. Let ǫ ∈ (0, 1), s ∈ (0, ǫ), p ∈ (n/(n+ ǫ), ∞) and q ∈ (n/(n+ ǫ), ∞]. Let
β, γ ∈ (0, ǫ) satisfy
(1.6) β ∈ (s, ǫ) and γ ∈ (max{s− κ/p, n(1/p− 1)+}, ǫ).
Let {Sk}k∈Z be an approximation of the identity of order ǫ with bounded support as in
Definition 4.2. For k ∈ Z, set Dk ≡ Sk − Sk−1. The homogeneous grand Triebel-Lizorkin
space F˙ sp, q(X ) is defined to be the set of all f ∈ (G˚
ǫ
0(β, γ))
′ that satisfy
‖f‖F˙ sp, q(X ) ≡
∥∥∥∥∥∥
{
∞∑
k=−∞
2ksq|Dk(f)|
q
}1/q∥∥∥∥∥∥
Lp(X )
<∞
with the usual modification made when q =∞.
As shown in [40], the definition of F˙ sp, q(X ) is independent of the choices of ǫ, β, γ and
the approximation of the identity as in Definition 4.2.
Theorem 1.4. Let all the assumptions be as in Definition 1.6. Then F˙ sp, q(X ) = AF˙
s
p, q(X )
with equivalent norms.
To prove Theorem 1.4, we employ the discrete Caldero´n reproducing formula estab-
lished in [21], which was already proved to be very useful therein.
This paper is organized as follows. In Section 2, we present the proofs of Theorems 1.1
and 1.2 and Corollary 1.1. In Section 3, we generalize these results to the inhomogeneous
case; see Theorems 3.1 and 3.2 and Corollary 3.2 below. In Section 4, we present the
proofs of Theorems 1.3 and 1.4. Finally, in Section 5, we generalize Theorems 1.3 and 1.4
to the inhomogeneous case; see Theorems 5.1 and 5.2 below.
We point out that Theorems 1.3, 1.4, 5.1 and 5.2 apply in a wide range of settings,
for instance, to Ahlfors n-regular metric measure spaces (see [22]), d-spaces (see [35]), Lie
groups of the polynomial volume growth (see [36, 37, 29, 2]), the complete connected non-
compact manifolds with a doubling measure (see [4, 5]), compact Carnot-Carathe´odory
(also called sub-Riemannian) manifolds (see [29, 26, 27]) and to boundaries of certain
unbounded model domains of polynomial type in CN appearing in the work of Nagel and
Stein (see [28, 29, 26, 27]).
Finally, we state some conventions. Throughout the paper, we denote by C a positive
constant which is independent of the main parameters, but which may vary from line to
line. Constants with subscripts, such as C0, do not change in different occurrences. The
symbol A . B or B & A means that A ≤ CB. If A . B and B . A, we then write A ∼ B.
For any a, b ∈ R, we denote min{a, b}, max{a, b}, and max{a, 0} by a ∧ b, a ∨ b and a+,
respectively. If E is a subset of a metric space (X , d), we denote by χE the characteristic
function of E. For any locally integrable function f , we denote by –
∫
Ef dµ (or mE(f))
the average of f on E, namely, –
∫
Ef dµ ≡
1
µ(E)
∫
E f dµ.
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2 Proofs of Theorems 1.1 and 1.2 and Corollary 1.1
To prove Theorem 1.1, we need a Sobolev embedding theorem, which for s = 1 is due
to Haj lasz [19, Theorem 8.7], and for s ∈ (0, 1) can be proved by a slight modification of
the proof of [19, Theorem 8.7]. We omit the details.
Lemma 2.1. Let s ∈ (0, 1], p ∈ (0, n/s) and p∗ = np/(n − sp). Then there exists a
positive constant C such that for all u ∈ M˙ s, p(B(x, 2r)) and g ∈ D(u),(
inf
c∈R
–
∫
B(x,r)
|u(y)− c|p∗ dy
)1/p∗
≤ Crs
(
–
∫
B(x,2r)
[g(y)]p dy
)1/p
.
The following result follows from Lemma 2.1. We omit the details.
Lemma 2.2. Let s ∈ (0, 1], p ∈ [n/(n + s), n/s) and p∗ = np/(n − sp). Then for each
u ∈ M˙ s, p(Rn), there exists a constant C such that u−C ∈ Lp∗(Rn) and ‖u−C‖Lp∗(Rn) ≤
C˜‖u‖M˙s, p(Rn), where C˜ is a positive constant independent of u.
Proof of Theorem 1.1. Let A = Aℓ0,m with ℓ ∈ Z+ and m ∈ (n + 1, ∞). We first prove
that if f ∈ AF˙ sp,∞(R
n), then f ∈ M˙ s, p(Rn) and ‖f‖M˙s, p(Rn) . ‖f‖AF˙ sp,∞(Rn).
To see this, we first assume that f is a locally integrable function. Fix ϕ ∈ S(Rn) with
compact support and
∫
Rn
ϕ(x) dx = 1. Notice that ϕ2−k∗f(x)→ f(x) as k →∞ for almost
all x ∈ Rn. Then for almost all x, y ∈ Rn, taking k0 ∈ Z such that 2
−k0−1 < |x−y| ≤ 2−k0 ,
we have
|f(x)− f(y)| ≤ |ϕ2−k0 ∗ f(x)− ϕ2−k0 ∗ f(y)|
+
∑
k≥k0
(|ϕ2−k−1 ∗ f(x)− ϕ2−k ∗ f(x)|+ |ϕ2−k−1 ∗ f(y)− ϕ2−k ∗ f(y)|).
Write ϕ2−k0 ∗f(x)−ϕ2−k0 ∗f(y) = (φ
(x, y))2−k0 ∗f(x) with φ
(x, y)(z) ≡ ϕ(z−2k0 [x−y])−ϕ(z)
and ϕ2−k−1 ∗ f(x)− ϕ2−k ∗ f(x) = (ϕ2−1 − ϕ)2−k ∗ f(x). Notice that ϕ2−1 − ϕ and φ
(x, y)
are fixed constant multiples of elements of Aℓ0,m. For all x ∈ R
n, set
(2.1) g(x) ≡ sup
k∈Z
2ks sup
φ∈Aℓ0, m
|φ2−k ∗ f(x)|.
Since f ∈ AF˙ sp,∞(R
n) and s ∈ (0, 1], we then have g ∈ Lp(Rn) and
|f(x)− f(y)| . |ϕ2−k0 ∗ f(x)− ϕ2−k0 ∗ f(y)|
+
∑
k≥k0
sup
φ∈Aℓ0, m
(|φ2−k ∗ f(x)|+ |φ2−k ∗ f(y)|)
.
∑
k≥k0
2−ks[g(x) + g(y)] . |x− y|s[g(x) + g(y)].
Thus, f ∈ M˙ s, p(Rn) and ‖f‖M˙s, p(Rn) . ‖f‖AF˙ sp,∞(Rn).
8 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
Generally, if f ∈ AF˙ sp,∞(R
n) is only known to be an element in S ′(Rn) at first, then
show that we may identify f with a locally integrable function f˜ in S ′(Rn). Indeed, let ϕ
be as above. Notice that for all x ∈ Rn, k ∈ Z and i ∈ N,
(2.2) |ϕ2−k ∗ f(x)− ϕ2−(k+i) ∗ f(x)| ≤
i−1∑
j=0
|ϕ2−k−j ∗ f(x)− ϕ2−k−j−1 ∗ f(x)| . 2
−ksg(x).
If p ∈ (1, ∞), then {ϕ2−k ∗ f − ϕ2−(k+i) ∗ f}i∈N is a Cauchy sequence in L
p(Rn), which
together with the completeness of Lp(Rn) implies that there exists an fk ∈ L
p(Rn) such
that ϕ2−k ∗f−ϕ2−(k+i) ∗f → fk in L
p(Rn) and thus almost everywhere as i→∞. Observe
that for any k, k′ ∈ Z, we have
fk = lim
i→∞
[ϕ2−k ∗ f − ϕ2−k−i ∗ f ]
= [ϕ2−k ∗ f − ϕ2−k′ ∗ f ] + limi→∞
[ϕ2−k′ ∗ f − ϕ2−k−i ∗ f ]
= [ϕ2−k ∗ f − ϕ2−k′ ∗ f ] + fk′
in Lp(Rn) and almost everywhere. Set f˜ ≡ ϕ ∗ f − f0. Then f˜ ∈ L
1
loc (R
n) and f˜ =
ϕ2−k ∗f −fk almost everywhere. Since {ϕ2−k ∗f}k∈Z is a sequence of continuous functions
that converges to f in S ′(Rn) as k →∞ (see, for example, Lemma 3.8 of [7]), then for any
ψ ∈ S(Rn), we have∫
Rn
f˜(x)ψ(x) dx =
∫
Rn
ϕ ∗ f(x)ψ(x) dx − lim
i→∞
∫
Rn
[ϕ ∗ f(x)− ϕ2−i ∗ f(x)]ψ(x) dx
= lim
i→∞
∫
Rn
ϕ2−i ∗ f(x)ψ(x) dx = 〈f, ψ〉,
which implies that f coincides with f˜ in S ′(Rn). Now we identify f with the locally
integrable function f˜ in S ′(Rn). Therefore, by the above proof, f˜ ∈ M˙ s, p(Rn) and
‖f˜‖M˙s, p(Rn) . ‖f˜‖AF˙ sp,∞(Rn)
∼ ‖f‖AF˙ sp,∞(Rn)
. In this sense, we have that f ∈ M˙ s, p(Rn)
and
‖f‖M˙s, p(Rn) . ‖f‖AF˙ sp,∞(Rn)
.
Now assume that p ∈ (n/(n+ s), 1]. For any x, y ∈ Rn, let k0 ∈ Z such that 2
−k0−1 <
|x− y| ≤ 2−k0 . If k > k0, then
|ϕ2−k ∗ f(x)− ϕ2−k ∗ f(y)| . |ϕ2−k ∗ f(x)− ϕ2−k0 ∗ f(x)|+ |ϕ2−k ∗ f(y)− ϕ2−k0 ∗ f(y)|
+|ϕ2−k0 ∗ f(x)− ϕ2−k0 ∗ f(y)|
. |x− y|s[g(x) + g(y)],
where g is as in (2.1). If k ≤ k0, then 2
k|x− y| ≤ 1 and
|ϕ2−k ∗ f(x)− ϕ2−k ∗ f(y)| = 2
k|x− y||(φx, y)2−k ∗ f(x)| . |x− y|
s[g(x) + g(y)],
where g is as in (2.1) and for all z ∈ Rn,
φx, y(z) = 2−k|x− y|−1[ϕ(z) − ϕ(z − 2k(x− y))].
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Thus, ϕ2−k ∗ f ∈ M˙
s, p(Rn) and ‖ϕ2−k ∗ f‖M˙s, p(Rn) . ‖f‖Aℓ0, mF˙ sp,∞(Rn)
uniformly in k ∈ Z.
By Lemma 2.2, for each k ∈ Z, there exists a constant Ck such that ϕ2−k ∗ f − Ck ∈
Lp∗(Rn) with uniform bounded norms. By the weak compactness property of Lp∗(Rn),
there exists a subsequence which we still denote by the full sequence such that ϕ2−k ∗
f − Ck converges weakly in L
p∗(Rn) and thus almost everywhere to a certain function
f˜ ∈ Lp∗(Rn). Moreover, for all k, k′ ∈ Z, since ϕ2−k ∗ f − ϕ2−k′ ∗ f ∈ L
p(Rn) (see (2.2))
and ϕ2−k ∗ f − ϕ2−k′ ∗ f + (C
′
k − Ck) ∈ L
p∗(Rn), we know that C ′k = Ck. This, together
with the fact that ϕ2−k ∗ f → f ∈ S
′(Rn) as k →∞, implies that f coincides with f˜ +C0
in S ′(Rn) and hence with f˜ in S ′(Rn)/C. Now, we identify f with the locally integrable
function f˜ . As in the case p ∈ (1, ∞), in this case, we also have that f ∈ M˙ s, p(Rn) and
‖f‖M˙s, p(Rn) . ‖f‖AF˙ sp,∞(Rn)
.
Now we show that if f ∈ M˙ s, p(Rn), then f ∈ AF˙ sp,∞(R
n) and ‖f‖AF˙ sp,∞(Rn)
.
‖f‖M˙s, p(Rn).
Let φ ∈ Aℓ0, m(R
n) and g ∈ D(f). Then for all k ∈ Z and i ≥ 0, by Lemma 2.1, we
have that f ∈ L1loc (R
n) and
–
∫
B(x, 2−k+i)
∣∣∣∣∣f(y)− –
∫
B(x, 2−k)
f(z) dz
∣∣∣∣∣ dy
.
i∑
j=0
–
∫
B(x, 2−k+j)
∣∣∣∣∣f(y)− –
∫
B(x, 2−k+j)
f(z) dz
∣∣∣∣∣ dy
.
i∑
j=0
2−ks+js
(
–
∫
B(x, 2−k+j)
[g(y)]n/(n+s) dy
)(n+s)/n
. 2−ks2is
[
M
(
gn/(n+s)
)
(x)
](n+s)/n
.
From this, m > n+1 ≥ n+ s and
∫
Rn
φ(x) dx = 0, it follows that for all k ∈ Z and x ∈ X ,
|φ2−k ∗ f(x)| =
∣∣∣∣∣
∫
X
φ2−k(x− y)
[
f(y)− –
∫
B(x, 2−k)
f(z) dz
]
dy
∣∣∣∣∣(2.3)
≤
∞∑
i=0
2−(m−n)i –
∫
B(x, 2−k+i)
∣∣∣∣∣f(y)− –
∫
B(x,2−k)
f(z) dz
∣∣∣∣∣ dy
. 2−ks
[
M
(
gn/(n+s)
)
(x)
](n+s)/n
,
which together with the Lp(n+s)/n-boundedness of M implies that if p ∈ (n/(n + s),∞),
then∥∥∥∥∥∥supk∈Z supφ∈Aℓ0, m(Rn) 2ks|φ2−k ∗ (f)|
∥∥∥∥∥∥
Lp(X )
.
∥∥∥∥[M (gn/(n+s))](n+s)/n∥∥∥∥
Lp(X )
. ‖g‖Lp(X ).
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Moreover, without loss of generality, we may assume that M(gn/(n+s))(0) <∞. Then for
any ψ ∈ S(Rn), by an argument similar to that of (2.3), we have that∣∣∣∣∫
X
f(x)ψ(x) dx
∣∣∣∣ ≤ ‖ψ‖L1(X ) –∫
B(0, 1)
|f(z)| dz +
∫
Rn
∣∣∣∣∣f(x)− –
∫
B(0, 1)
f(z) dz
∣∣∣∣∣ |ψ(x)| dx
. ‖ψ‖L1(X ) –
∫
B(0, 1)
|f(z)| dz + ‖ψ‖S0, m(Rn)[M(g
n/(n+s))(0)](n+s)/n
. C(f)‖ψ‖S0, m(Rn),
which implies that f ∈ S ′(Rn). Thus, f ∈ AF˙ sp,∞(R
n) and ‖f‖AF˙ sp,∞(Rn)
. ‖f‖M˙s, p(Rn),
which completes the proof of Theorem 1.1.
To prove Theorem 1.2, we need the following estimate.
Lemma 2.3. Let N ∈ Z+ ∪ {−1} and m ∈ (n +N + 1, ∞). Then there exists a positive
constant C such that for all x ∈ Rn and i, j ∈ Z with i ≥ j, φ ∈ SN (R
n) and ψ ∈ S(Rn),
|φ2−i ∗ ψ2−j (x)| ≤ C‖φ‖SN+1, m(Rn)‖ψ‖S0, m(Rn)2
−(i−j)(N+1)2jn(1 + 2j |x|)−m.
Proof. Without loss of generality, we may assume that ‖φ‖SN+1, m(Rn) = ‖ψ‖SN+1, m(Rn) =
1. For simplicty, we only consider the case N ≥ 0. If j = 0, then by φ ∈ SN (R
n) and the
Taylor formula, we have
|φ2−i ∗ ψ(x)| =
∣∣∣∣∣∣
∫
Rn
φ2−i(y)
ψ(x− y)− ∑
|α|≤N
1
α!
yα∂αψ(x)
 dy
∣∣∣∣∣∣
.
∫
|y|≤(1+|x|)/2
|φ2−i(y)|
∑
|α|=N+1
|y|N+1|∂αψ(x− θy)| dy
+
∫
|y|>(1+|x|)/2
|φ2−i(y)ψ(x − y)| dy
+
∫
|y|>(1+|x|)/2
|φ2−i(y)|
∑
|α|≤N
|y||α||∂αψ(x)| dy ≡ I1 + I2 + I3,
where θ ∈ [0, 1]. If |y| ≤ (1 + |x|)/2, then for any θ ∈ [0, 1], we have that 1 + |x| ≤
1 + |x− θy|+ |y| and hence, 1 + |x| ≤ 2(1 + |x− θy|). By this and m ∈ (n +N + 1, ∞),
we obtain
I1 .
∫
|y|≤(1+|x|)/2
2in|y|N+1
(1 + 2i|y|)m
1
(1 + |x− θy|)m
dy
. 2−i(N+1)
1
(1 + |x|)m
∫
Rn
2in|2iy|N+1
(1 + 2i|y|)m
dy . 2−i(N+1)(1 + |x|)−m.
For I2 and I3, we also have
I2 .
∫
|y|>(1+|x|)/2
2in
(1 + 2i|y|)m
1
(1 + |x− y|)m
dy . 2−i(N+1)(1 + |x|)−m
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and
I3 .
∫
|y|>(1+|x|)/2
2in
(1 + 2i|y|)m
|y|N
1
(1 + |x|)m
dy . 2−i(N+1)(1 + |x|)−m.
For j 6= 0, we obtain
|φ2−i ∗ ψ(x)| = 2
jn|φ2−(i−j) ∗ ψ(2
jx)| . 2−|i−j|(N+1)2jn(1 + 2j |x|)−m,
which completes the proof of Lemma 2.3.
Now we turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. Let A = AℓN,m with ℓ ∈ Z+, N and m satisfying (1.4). Obviously,
AF˙ sp, q(R
n) is continuously imbedded into F˙ sp, q(R
n). We now prove that if f ∈ F˙ sp, q(R
n),
then f ∈ AF˙ sp, q(R
n) and ‖f‖AF˙ sp, q(Rn)
. ‖f‖F˙ sp, q(Rn)
. This proof is similar to the proof
that the definition of F˙ sp, q(R
n) is independent of the choice of ϕ satisfying (1.3), but a bit
more complicated. In fact, we need to use the boundedness of almost diagonal operators
in sequences spaces. For reader’s convenience, we sketch the argument.
Recall that there exists a function ψ ∈ S(Rn) satisfying the same conditions as ϕ such
that
∑
k∈Z ϕ̂(2
−kξ)ψ̂(2−kξ) = 1 for all ξ ∈ Rn \ {0}; see [14, Lemma (6.9)]. Then the
Caldero´n reproducing formula says that for all f ∈ S ′(Rn), there exist polynomials Pf
and {Pi}i∈N depending on f such that for all x ∈ R
n,
(2.4) f(x) + Pf (x) = lim
i→−∞

∞∑
j=i
ϕ2−j ∗ ψ2−j ∗ f(x) + Pi(x)
 ,
where the series converges in S ′(Rn); see, for example, [31, 12]. When f ∈ F˙ sp, q(R
n), it
is known that the degrees of the polynomials {Pi}i∈N here are no more than ⌊s − n/p⌋;
see [13, pp. 153-155], and also [31, p. 53] and [34, pp. 17-18]. Recall that ⌊α⌋ for α ∈ R
denotes the maximal integer no more than α. Moreover, as shown in [13, pp. 153-155],
f + Pf is the canonical representative of f in the sense that if ϕ
(i), ψ(i) satisfy (1.3) and∑
k∈Z ϕ̂
(i)(2−kξ)ψ̂(i)(2−kξ) = 1 for all ξ ∈ Rn \ {0} for i = 1, 2, then P
(1)
f − P
(2)
f is a
polynomial of degree no more than ⌊s − n/p⌋, where P
(i)
f is as in (2.4) corresponding to
ϕ(i), ψ(i) for i = 1, 2. So in this sense, we identify f with f˜ ≡ f + Pf .
Let ϕ˜(x) = ϕ(−x) for all x ∈ Rn. Denote by Q the collection of the dyadic cubes
on Rn. For any dyadic cube Q ≡ 2−jk + 2−j [0, 1]n ∈ Q with certain k ∈ Zn, we set
xQ ≡ 2
−jk, denote by ℓ(Q) ≡ 2−j the side length of Q and write ϕQ(x) ≡ 2
jn/2ϕ(2jx−k) =
2−jn/2ϕ2−j (x− xQ) for all x ∈ R
n. It is known that for all x ∈ Rn,
(2.5) ϕ2−j ∗ ψ2−j ∗ f(x) =
∑
ℓ(Q)=2−j
〈f, ϕ˜Q〉ψQ(x)
12 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
in S ′(Rn) and pointwise; see [12, 14] and also [8, Lemma 2.8]. Notice also that N + 1 > s
implies that N ≥ ⌊s− n/p⌋. Then for all f ∈ F˙ sp, q(R
n), φ ∈ SN (R
n) with N ≥ ⌊s− n/p⌋,
i ∈ Z and x ∈ Rn, by (2.4) and (2.5), we have
f˜ ∗ φ2−i(x) =
∑
Q∈Q
〈f, ϕ˜Q〉ψQ ∗ φ2−i(x) =
∑
Q∈Q
tQψQ ∗ φ2−i(x),
where tQ = 〈f, ϕ˜Q〉, and by [13, Theorem 2.2] or [14, Theorem (6.16)],
(2.6) ‖f‖F˙ sp, q(Rn)
∼ ‖{tQ}Q∈Q‖f˙sp, q(Rn)
≡
∥∥∥∥∥∥∥
∑
Q∈Q
[|Q|−s/n−1/2|tQ|χQ]
q
1/q
∥∥∥∥∥∥∥
Lp(Rn)
.
Moreover, by Lemma 2.3, for all R ∈ Q with ℓ(R) = 2−i and x ∈ R, we have
|f˜ ∗ φ2−i(x)| .
∑
j∈Z
2−|i−j|(N+1)2(i∧j)n2−jn/2
∑
ℓ(Q)=2−j
|tQ|
(1 + 2i∧j |x− xQ|)m
.
∑
j∈Z
∑
ℓ(Q)=2−j
2−|i−j|(n/2+N+1)
|tQ|
(1 + 2i∧j |xR − xQ|)m
|R|−1/2.
For R, Q ∈ Q with ℓ(R) = 2−i and ℓ(Q) = 2−j , setting
aRQ = 2
−|i−j|(n/2+N+1)(1 + 2i∧j |xR − xQ|)
−m,
by (1.4), we have
aRQ ≤
[
ℓ(R)
ℓ(Q)
]s [
1 +
|xR − xQ|
max{ℓ(R), ℓ(Q)}
]−J−ǫ
min
{[
ℓ(R)
ℓ(Q)
]n+ǫ
2
,
[
ℓ(Q)
ℓ(R)
]J+ ǫ−n
2
}
for certain ǫ > 0. Thus {aRQ}R,Q∈Q forms an almost diagonal operator on f˙
s
p, q(R
n), which
is known to be bounded on f˙ sp, q(R
n); see [13, Theorem 3.3] and also [14, Theorem (6.20)].
Therefore, by (2.6), we have
‖f˜‖AF˙ sp, q(Rn) .
∥∥∥∥∥∥∥
∑
R∈Q
|R|−s/n−1/2
∑
Q∈Q
aRQtQ
χR
q
1/q
∥∥∥∥∥∥∥
Lp(Rn)
. ‖{tQ}Q∈Q‖f˙sp, q(Rn)
∼ ‖f‖F˙ sp, q(Rn),
which completes the proof of Theorem 1.2.
To prove Corollary 1.1, we need to establish a lifting property of AF˙ sp, q(R
n), which
heavily depends on the following result.
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Lemma 2.4. Let N ∈ Z+, ϕ ∈ SN (R
n) and 1 ≤ k ≤ N + 1. Then there exist functions
{ϕα}α∈Zn+, |α|=k ⊂ SN−k(R
n) such that ϕ =
∑
|α|=k ∂
αϕα; moreover, for any ℓ ∈ Z+, there
exists a positive constant C, depending on N, k, ℓ and m, but not on ϕ and ϕα, such that
(2.7)
∑
|α|=k
‖ϕα‖SN+ℓ+1, m−kn(Rn) ≤ C‖ϕ‖SN+ℓ+1, m(Rn).
Proof. We begin by proving Lemma 2.4 for k = 1. We point out that when N = 0, this
proof is essentially given by [30, Lemma 6] and [1, Lemma 3.29] except for checking the
estimate (2.7). Now assume N ≥ 0. We decompose ϕ by using the idea appearing in the
proof of [30, Lemma 6] and then verify (2.7).
Let ϕ ∈ SN (R
n). We apply induction on n. For n = 1, set ψ(x) ≡
∫ x
−∞ ϕ(y) dy for all
x ∈ R. Then ϕ(x) = ddxψ(x) for x ∈ R. Moreover, for any 0 ≤ j ≤ N − 1, by integration
by parts, we have
∫
R
ψ(x)xj dx = − 1j+1
∫
R
ϕ(x)xj+1 dx = 0, which means ψ ∈ SN−1(R).
Moreover, for all x ∈ R, since ϕ ∈ SN (R),
|ψ(x)| ≤ ‖ϕ‖SN+ℓ+1, m(R)
∫ ∞
|x|
1
(1 + |y|)m
dy . ‖ϕ‖SN+ℓ+1, m(R)(1 + |x|)
−(m−1),
and for all 1 ≤ j ≤ N + ℓ+ 1,∣∣∣∣ djdxjψ(x)
∣∣∣∣ = ∣∣∣∣ dj−1dxj−1ϕ(x)
∣∣∣∣ ≤ ‖ϕ‖SN+ℓ+1, m(R)(1 + |x|)−(m−1).
Thus Lemma 2.4 holds for n = 1.
Suppose that Lemma 2.4 holds true for a fixed n ≥ 1. Let ϕ ∈ SN (R
n+1). Without
loss of generality, we may assume that ‖ϕ‖SN+ℓ+1, m(Rn+1) = 1. For any x ∈ R
n+1, we write
x = (x′, xn+1) and define h(x
′) ≡
∫
R
ϕ(x′, u) du, where x′ = (x1, · · · , xn) ∈ R
n. Then
h ∈ SN (R
n). Moreover, for all x′ ∈ Rn and α′ ∈ Zn+ with |α
′| ≤ N + ℓ+ 1, we have
|∂α
′
h(x′)| ≤
∫
R
1
(|1 + |x′|+ |u|)m
du .
1
(|1 + |x′|)m−1
,
which implies that ‖h‖SN+ℓ+1,m−1(Rn) . 1. By induction hypothesis, we write h(x
′) =∑n
i=1
∂
∂xi
hi(x
′) with hi ∈ SN−1(R
n) and ‖hi‖SN+ℓ+1, m−n−1(Rn) . 1 for i = 1, · · · , n. Let
a ∈ S(R) be fixed and
∫
R
a(u) du = 1. For all x ∈ Rn+1, set ϕn+1(x) ≡
∫ xn+1
−∞ [ϕ(x
′, u) −
a(u)h(x′)] du and ϕi(x) ≡ a(xn+1)hi(x
′) with i = 1, · · · , n. Then ϕi ∈ SN−1(R
n+1) for
i = 1, · · · , n. For any ℓ ≤ N − 1 and |α| ≤ ℓ with α = (α′, αn+1) ∈ Z
n+1
+ , by integration
by parts again, we have∫
Rn+1
ϕn+1(x)x
α dx =
∫
Rn
∫
R
∫ xn+1
−∞
ϕ(x′, u)(x′)
α′
x
αn+1
n+1 du dxn+1 dx
′
= −
1
αn+1 + 1
∫
Rn+1
ϕ(x)(x′)
α′
x
αn+1+1
n+1 dx = 0.
For any α ∈ Zn+1+ , for i = 1, · · · , n, we have
|∂αϕi(x)| .
‖hi‖SN+ℓ+1, m−n−1(Rn)
(1 + |xn+1|)m−n−1(1 + |x′|)m−n−1
. (1 + |x|)−(m−n−1),
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which implies that ‖ϕi‖SN+ℓ+1, m−n−1(Rn+1) . 1. For any α ∈ Z
n+1
+ with |α| ≤ N + ℓ+ 1, if
αn+1 6= 0, then by ‖h‖SN+ℓ+1, m−1(Rn) . 1, we have that |∂
αϕn+1(x)| . (1 + |x|)
−(m−n−1)
for all x ∈ Rn; if αn+1 = 0, then by
∫
R
[ψ(x′, u) − a(u)h(x′)] du = 0, we have that for all
x ∈ Rn,
|∂αϕn+1(x)| .
∫ ∞
|xn+1|
1
(1 + |x′|+ u)m
du+
1
(1 + |x′|)m−n
∫ ∞
|xn+1|
1
(1 + |u|)m
du
. ‖ϕ‖SN+ℓ+1, m(Rn+1)(1 + |x
′|)−(m−n−1).
Thus, ‖ϕn+1‖SN+ℓ+1, m−n−1(Rn+1) . 1, which completes the proof of Lemma 2.4.
Lemma 2.5. For any N , ℓ ∈ Z+ and m, m
′ ∈ (n + N + 2, ∞), A0N,m′ F˙
N+1
p,∞ (R
n) =
AℓN,mF˙
N+1
p,∞ (R
n) with equivalent norms.
Proof. It suffices to prove that if f ∈ AℓN,mF˙
N+1
p,∞ (R
n), then f ∈ A0N,m′ F˙
N+1
p,∞ (R
n) and
‖f‖A0
N,m′
F˙N+1p,∞ (Rn)
. ‖f‖Aℓ
N,m
F˙N+1p,∞ (Rn)
. Without loss of generality, we may assume that
m ≥ m′. To this end, fix ψ ∈ S(Rn) such that
∫
Rn
ψ(x) dx = 1. Obviously, for any α ∈ Zn+
with |α| = N + 1, if β ∈ Zn+, |β| ≤ N + 1 and β 6= α, then
∫
Rn
∂αψ(x)xβ dx = 0; if α = β,
then
∫
Rn
∂αψ(x)xα dx = (−1)N+1. For any φ ∈ A0N,m′ , let
(2.8) φ = φ− (−1)N+1
∑
|α|=N+1
(∫
Rn
φ(x)xα dx
)
∂αψ.
Then φ ∈ SN+1(R
n). Moreover, for |α| = N+1, since φ ∈ A0N,m′ withm
′ ∈ (n+N+2, ∞),
we have ∫
Rn
|φ(x)xα| dx ≤
∫
Rn
|x|N+1
(1 + |x|)m′
dx . 1,
which implies that φ is a fixed constant multiple of an element of A0N+1,m′ . Notice that
{∂αψ}|α|=N+1 are also fixed constant multiples of elements of A
ℓ
N,m. Then, by (2.8), we
have
sup
φ∈A0
N,m′
|φ2−k ∗ f(x)| . sup
φ∈Aℓ
N,m
|φ2−k ∗ f(x)|+ sup
φ∈A0
N+1, m′
|φ2−k ∗ f(x)|,
which implies that ‖f‖A0
N,m′
F˙N+1p,∞ (Rn)
. ‖f‖Aℓ
N,m
F˙N+1p,∞ (Rn)
+ ‖f‖A0
N+1, m′
F˙N+1p,∞ (Rn)
. By The-
orem 1.2 together with m′ ∈ (n + N + 2, ∞), we have that ‖f‖A0
N+1, m′
F˙N+1p,∞ (Rn)
∼
‖f‖F˙N+1p,∞ (Rn) . ‖f‖AℓN,mF˙
N+1
p,∞ (Rn)
, which yields that ‖f‖A0
N,m′
F˙N+1p,∞ (Rn)
. ‖f‖Aℓ
N,m
F˙N+1p,∞ (Rn)
.
This finishes the proof of Lemma 2.5.
Proof of Corollary 1.1. First, let f ∈ M˙ s, p(Rn). Then by Theorem 1.1, for any ℓ ∈ Z+
and m ∈ ((n + 2)N + 1, ∞), and all α ∈ Zn+ with |α| = N , ∂
αf ∈ M˙ s−N, p(Rn) =
Aℓ0, m−nN F˙
s−N
p,∞ (R
n). Moreover, for any φ ∈ AℓN,m, by Lemma 2.4, there exist {φα}|α|=N
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and a positive constant C independent of φ such that { 1Cφα}|α|=N ⊂ A
ℓ
0,m−nN and φ =∑
|α|=N ∂
αφα. This implies that for all x ∈ R
n,
φ2−k ∗ f(x) =
∑
|α|=N
(∂αφα)2−k ∗ f(x) = 2
kN (−1)N
∑
|α|=N
(φα)2−k ∗ (∂
αf)(x),
and thus,
sup
φ∈Aℓ
N,m
|φ2−k ∗ f(x)| . 2
kN sup
|α|=N
sup
φ∈Aℓ0, m−nN
|φ2−k ∗ (∂
αf)(x)|.
From this and ∂αf ∈ Aℓ0, m−nN F˙
s−N
p,∞ (R
n) for all α ∈ Zn+ with |α| = N together with
Theorem 1.1, it follows that f ∈ AℓN,mF˙
s
p,∞(R
n) and
‖f‖Aℓ
N,m
F˙ sp,∞(R
n) .
∑
|α|=N
‖∂αf‖Aℓ0, m−nN F˙
s−N
p,∞ (Rn)
∼
∑
|α|=N
‖∂αf‖M˙s−N, p(Rn) ∼ ‖f‖M˙s, p(Rn).
On the other hand, let f ∈ AℓN,mF˙
s
p,∞(R
n). Let ℓ ≥ N and m ∈ (n + N + 1, ∞).
Observe that for any φ ∈ Aℓ0,m and α ∈ Z
n
+ with |α| = N , ∂
αφ ∈ Aℓ−NN,m. Thus for all
k ∈ Z,
sup
φ∈Aℓ
N,m
|φ2−k ∗ (∂
αf)| ≤ sup
φ∈Aℓ−N0, m
2kN |φ2−k ∗ (f)|,
which implies that {∂αf}|α|=N ⊂ A
ℓ−N
0,m F˙
s−N
p,∞ (R
n) = M˙ s−N, p(Rn) and thus, f ∈M s, p(Rn)
and
‖f‖M˙s, p(Rn) ∼
∑
|α|=N
‖∂αf‖M˙s−N, p(Rn) ∼
∑
|α|=N
‖∂αf‖Aℓ−N0, m F˙
s−N
p,∞ (Rn)
. ‖f‖Aℓ
N,m
F˙ sp,∞(R
n).
Finally, combining the above results with Lemma 2.5 and Theorem 1.2, for all ℓ ∈ Z+
and m ∈ (n +N + 2, ∞) when s = N + 1 or m ∈ (n +N + 1, ∞) when s ∈ (N, N + 1),
we have that M˙ s, p(Rn) = AℓN,mF˙
s
p,∞(R
n). This finishes the proof of Corollary 1.1.
3 Inhomogeneous versions of Theorems 1.1 and 1.2
We first recall the definitions of inhomogeneous Triebel-Lizorkin spaces; see [34].
Definition 3.1. Let s ∈ R, p ∈ (0, ∞) and q ∈ (0, ∞]. Let ϕ ∈ S(Rn) satisfy (1.3) and
Φ ∈ S(Rn) be such that supp Φ̂ ⊂ B(0, 2) and |Φ(ξ)| ≥ constant > 0 for all |ξ| ≤ 5/3.
The inhomogeneous Triebel-Lizorkin space F sp, q(R
n) is defined as the collection of all f ∈
S ′(Rn) such that
‖f‖F sp, q(Rn) ≡ ‖Φ ∗ f‖Lp(Rn) +
∥∥∥∥∥∥
(
∞∑
k=1
2ksq|ϕ2−k ∗ f |
q
)1/q∥∥∥∥∥∥
Lp(Rn)
<∞
with the usual modification made when q =∞.
16 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
Recall that the local Hardy space hp(Rn) of Goldberg is just F 0p, 2(R
n) (see [34, Theorem
2.5.8/1]). A variant of inhomogeneous Haj lasz-Sobolev spaces is defined as follows.
Definition 3.2. Let p ∈ (0,∞) and s ∈ (0, 1]. The inhomogeneous fractional Haj lasz-
Sobolev space M s, p(Rn) is the set of all measurable functions f ∈ Lploc (R
n) such that
f ∈ M˙ s, p(Rn) and f ∈ hp(Rn). Moreover, define ‖f‖Ms, p(Rn) ≡ ‖f‖hp(Rn) + ‖f‖M˙s, p(Rn).
Now we introduce the inhomogeneous grand Triebel-Lizorkin spaces.
Definition 3.3. Let s ∈ R, p ∈ (0, ∞) and q ∈ (0, ∞]. Let A = AℓN,m with ℓ ∈ Z+,
N ∈ Z+∪{−1} and m ∈ (0, ∞) be a class of test functions as in (1.2). The inhomogeneous
grand Triebel-Lizorkin space AF sp, q(R
n) is defined as the collection of all f ∈ S ′(Rn) such
that
‖f‖AF sp, q(Rn) ≡
∥∥∥∥∥∥ supφ∈Aℓ+1
−1, m
|φ ∗ f |
∥∥∥∥∥∥
Lp(Rn)
+
∥∥∥∥∥∥
(
∞∑
k=1
2ksq sup
φ∈A
|φ2−k ∗ f |
q
)1/q∥∥∥∥∥∥
Lp(Rn)
<∞
with the usual modification made when q =∞.
Moreover, similarly to Theorems 1.1 and 1.2 and Corollary 1.1, we have the following
results.
Theorem 3.1. Let all the assumptions be the same as in Theorem 1.2. Then AF sp, q(R
n) =
F sp, q(R
n) with equivalent norms.
The proof of Theorem 3.1 is similar to that of Theorem 1.2. In fact, since the inho-
mogeneous Caldero´n reproducing formula is available (see [13, p. 131]), then by using the
argument of Theorem 1.2 and the estimates in Lemma 2.3, we have Theorem 3.1. Here
we omit the details.
Theorem 3.2. Let s ∈ (0, 1], p ∈ (n/(n + s), ∞), ℓ ∈ Z+ and m ∈ (n + 1, ∞). Then
M s, p(Rn) = Aℓ0,mF
s
p,∞(R
n) with equivalent norms.
Proof. The proof of Theorem 3.2 is similar to that of Theorem 1.1 and much easier. In fact,
if f ∈M s, p(Rn), then f ∈ M˙ s, p(Rn) by Definition 3.1 and thus f ∈ Aℓ0,mF˙
s
p,∞(R
n). Notice
that ‖ supφ∈Aℓ
−1, m
|φ ∗ f |‖ . ‖f‖hp(Rn) (see [15]). Then we know that f ∈ A
ℓ
0, mF
s
p,∞(R
n)
and ‖f‖Aℓ0, mF sp,∞(Rn)
. ‖f‖Ms, p(Rn).
Conversely, assume that f ∈ Aℓ0,mF
s
p,∞(R
n). Obviously, by hp(Rn) = F 0p, 2(R
n), we
know that f ∈ hp(Rn) and ‖f‖hp(Rn) ∼ ‖f‖F 0p, 2(Rn) . ‖f‖Aℓ0, mF 1p, 2(Rn)
. Fix ϕ ∈ S(Rn)
with compact support and
∫
Rn
ϕ(x) dx = 1. For any k ∈ N, if |x− y| ≤ 1, by an argument
similar to that for Theorem 1.1, we then know that
|ϕ2−k ∗ f(x)− ϕ2−k ∗ f(y)| . |x− y|
s sup
k≥0
2ks sup
φ∈Aℓ0, m
(|φ2−k ∗ f(x)|+ |φ2−k ∗ f(y)|).
If |x− y| > 1, then, obviously,
|ϕ2−k ∗ f(x)− ϕ2−k ∗ f(y)| . |x− y|
s sup
φ∈Aℓ+1
−1, m
(|φ2−k ∗ f(x)|+ |φ2−k ∗ f(y)|).
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So ϕ2−k ∗ f ∈ M˙
s, p(Rn) and ‖ϕ2−k ∗ f‖M˙s, p(Rn) . ‖f‖Aℓ0, mF sp, q(Rn)
. Then similarly to
the proof of Theorem 1.1, we can prove that f ∈ Lploc (R
n) and ‖ϕ2−k ∗ f‖M˙s, p(Rn) .
‖f‖Aℓ0, mF sp, q(Rn)
. Thus,
‖f‖Ms, p(Rn) . ‖f‖hp(Rn) + ‖f‖Aℓ0, mF sp, q(Rn)
. ‖f‖Aℓ0, mF sp, q(Rn)
,
which completes the proof of Theorem 1.3.
Corollary 3.1. Let s ∈ (0, 1], p ∈ (n/(n+ s), ∞), ℓ ∈ Z+ and m ∈ (n+ 1, ∞).
(i) If s = 1, then Aℓ0, mF
1
p,∞(R
n) =M1, p(Rn) = F 1p, 2(R
n) with equivalent norms.
(ii) If s ∈ (0, 1), then Aℓ0, mF
s
p,∞(R
n) =M s, p(Rn) = F sp,∞(R
n) with equivalent norms.
Define the inhomogeneous Haj lasz-Sobolev spaces M s, p(Rn) of higher orders as in
Definition 1.3 by replacing M˙ s−N, p(Rn) with M s−N, p(Rn). Then we have the following
inhomogeneous version of Corollary 1.1. We omit the details of its proof.
Corollary 3.2. Let N ∈ Z+, s ∈ (N, N+1] and p ∈ (n/(n+s−N), ∞). If A = A
ℓ
N,m with
ℓ ∈ Z+ and m ∈ (n+N+2, ∞) when s = N+1 or m ∈ (n+N+1, ∞) when s ∈ (N, N+1),
then M s, p(Rn) = AF sp,∞(R
n) with equivalent norms. Moreover, M s, p(Rn) = F sp,∞(R
n)
when s ∈ (N, N + 1) and MN+1, p(Rn) = FN+1p, 2 (R
n) with equivalent norms.
Remark 3.1. Notice that when p ∈ (1, ∞), hp(Rn) = Lp(Rn), and when p ∈ (0, 1],
hp(Rn) ( Lp(Rn). Another way to define the inhomogeneous Haj lasz-Sobolev space denoted
by M˜ s, p(Rn) is to replace ‖f‖hp(Rn) by ‖f‖Lp(Rn) in the Definition 3.1. Recall that it
was proved in [30] that M˜1, p(Rn) = F 1p, 2(R
n) ∩ Lp(Rn) for p ∈ (n/(n + 1), ∞). An
argument similar to that used in the proof of Theorem 3.2 can show that M˜ s, p(Rn) =
Aℓ0, mF
s
p,∞(R
n)∩Lp(Rn) for p ∈ (n/(n+s), ∞) and s ∈ (0, 1]. Similar results for Corollary
3.2 also hold true. We omit the details.
4 Proofs of Theorems 1.3 and 1.4
The following spaces of test functions play a key role in the theory of function spaces
on RD-spaces; see [21]. In what follows, for any x, y ∈ X and r > 0, set V (x, y) ≡
µ(B(x, d(x, y))) and Vr(x) ≡ µ(B(x, r)). It is easy to see that V (x, y) ∼ V (y, x) for all
x, y ∈ X .
Definition 4.1. Let x1 ∈ X , r ∈ (0,∞), β ∈ (0, 1] and γ ∈ (0,∞). A function ϕ on X is
said to be in the space G(x1, r, β, γ) if there exists a nonnegative constant C such that
(i) |ϕ(x)| ≤ C 1Vr(x1)+V (x1,x)
(
r
r+d(x1,x)
)γ
for all x ∈ X ;
(ii) |ϕ(x)−ϕ(y)| ≤ C
(
d(x,y)
r+d(x1,x)
)β
1
Vr(x1)+V (x1,x)
(
r
r+d(x1,x)
)γ
for all x, y ∈ X satisfying
that d(x, y) ≤ (r + d(x1, x))/2.
Moreover, for any ϕ ∈ G(x1, r, β, γ), its norm is defined by ‖ϕ‖G(x1, r, β, γ) ≡ inf{C :
(i) and (ii) hold}.
18 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
Throughout the whole paper, we fix x1 ∈ X and let G(β, γ) ≡ G(x1, 1, β, γ). Then
G(β, γ) is a Banach space. We also let G˚(β, γ) =
{
f ∈ G(β, γ) :
∫
X f(x) dµ(x) = 0
}
. De-
note by (G(β, γ))′ and (G˚(β, γ))′ the dual spaces of G(β, γ) and G˚(β, γ), respectively. Ob-
viously, (G˚(β, γ))′ = (G(β, γ))′/C.
For any given ǫ ∈ (0, 1], let Gǫ0(β, γ) be the completion of the set G(ǫ, ǫ) in the space
G(β, γ) when β, γ ∈ (0, ǫ]. Obviously, Gǫ0(ǫ, ǫ) = G(ǫ, ǫ). If ϕ ∈ G
ǫ
0(β, γ), define ‖ϕ‖Gǫ0(β,γ) ≡
‖ϕ‖G(β,γ). Obviously, G
ǫ
0(β, γ) is a Banach space. The space G˚
ǫ
0(β, γ) is defined to be
the completion of the space G˚(ǫ, ǫ) in G˚(β, γ) when β, γ ∈ (0, ǫ]. Let (Gǫ0(β, γ))
′ and
(Gǫ0(β, γ))
′ be the dual space of Gǫ0(β, γ) and G
ǫ
0(β, γ), respectively. Also we have that
(G˚ǫ0(β, γ))
′ = (Gǫ0(β, γ))
′/C.
Remark 4.1. Because (G˚ǫ0(β, γ))
′ = (Gǫ0(β, γ))
′/C, if we replace (G˚ǫ0(β, γ))
′ with (Gǫ0(β, γ))
′/C
or (Gǫ0(β, γ))
′ in Definition 1.6, then we obtain a new Triebel-Lizorkin space which, modulo
constants, is equivalent to the original Triebel-Lizorkin space. So we can replace (G˚ǫ0(β, γ))
′
with (Gǫ0(β, γ))
′/C or (Gǫ0(β, γ))
′ in the Definition 1.6 if need be, in what follows.
Now we recall the notion of approximations of the identity on RD-spaces, which were
first introduced in [21].
Definition 4.2. Let ǫ1 ∈ (0, 1]. A sequence {Sk}k∈Z of bounded linear integral operators
on L2(X ) is called an approximation of the identity of order ǫ1 (for short, ǫ1-AOTI ) with
bounded support, if there exist constants C3, C4 > 0 such that for all k ∈ Z and all x, x
′,
y and y′ ∈ X , Sk(x, y), the integral kernel of Sk is a measurable function from X ×X into
C satisfying
(i) Sk(x, y) = 0 if d(x, y) > C42
−k and |Sk(x, y)| ≤ C3
1
V
2−k
(x)+V
2−k
(y) ;
(ii) |Sk(x, y)−Sk(x
′, y)| ≤ C32
kǫ1 [d(x, x′)]ǫ1 1V
2−k
(x)+V
2−k
(y) for d(x, x
′) ≤ max{C4, 1}2
1−k;
(iii) Property (ii) holds with x and y interchanged;
(iv) |[Sk(x, y)−Sk(x, y
′)]−[Sk(x
′, y)−Sk(x
′, y′)]| ≤ C32
2kǫ1 [d(x,x
′)]ǫ1 [d(y,y′)]ǫ1
V
2−k
(x)+V
2−k
(y) for d(x, x
′) ≤
max{C4, 1}2
1−k and d(y, y′) ≤ max{C4, 1}2
1−k;
(v)
∫
X Sk(x, y) dµ(y) = 1 =
∫
X Sk(x, y) dµ(x).
It was proved in [21, Theorem 2.6] that there always exists a 1-AOTI with bounded
support on an RD-space.
To prove Theorem 1.3, we need a Sobolev embedding theorem, which for s = 1 is due
to Haj lasz [19, Theorem 8.7], and for s ∈ (0, 1) can be proved by a slight modification of
the proof of [19, Theorem 8.7]. We omit the details.
Lemma 4.1. Let s ∈ (0, 1], p ∈ (0, n/s) and p∗ = np/(n − sp). Then there exists a
positive constant C such that for all u ∈ M˙ s,p(X ), g ∈ D(u) and all balls B0 with radius
r0, u ∈ L
p∗(B0) and
inf
c∈R
(
–
∫
B0
|u− c|p
∗
dµ
)1/p∗
≤ Crs0
(
–
∫
2B0
gp dµ
)1/p
.
By Lemma 4.1, we have the following version of Lemma 2.2.
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Lemma 4.2. Let s ∈ (0, 1], p ∈ [n/(n + s), n/s) and p∗ = np/(n − sp). Then for each
u ∈ M˙ s, p(X ), there exists constant C such that u − C ∈ Lp∗(X ) and ‖u − C‖Lp∗(X ) ≤
C˜‖u‖M˙s, p(X ), where C˜ is a positive constant independent of u and C.
With the aid of Lemmas 4.1 and 4.2, we can prove Theorem 1.3 by following the ideas
used in the proof of Theorem 1.1. For reader’s convenience, we sketch the argument.
Proof of Theorem 1.3. We first prove that if f ∈ AF˙ sp,∞(X ), then f ∈ M˙
s, p(X ) and
‖f‖M˙s, p(X ) . ‖f‖AF˙ sp,∞(X )
. Let {Sk}k∈Z be a 1-AOTI with bounded support. If f is a
locally integrable function, using Sk(f) to replace ϕ2−k ∗ f and following the procedure as
in the proof of Theorem 1.1, we know that f ∈ M˙ s, p(X ) and
g(·) = sup
k∈Z
sup
φ∈Ak(·)
2ks|〈f, φ〉| ∈ Lp(X )
and ‖f‖M˙s, p(X ) . ‖f‖AF˙ sp,∞(X ). If f ∈ AF˙
s
p,∞(X ) is only known to be an element in
(G(1, 2))′, we may also identify f with a locally integrable function f˜ in (G(1, 2))′ and
‖f˜‖M˙s, p(X ) . ‖f‖AF˙ sp,∞(X )
by using Lemma 4.2 and an argument used in that of Theorem
1.1. In this sense, we have that f ∈ M˙ s, p(X ) and ‖f‖M˙s, p(X ) . ‖f‖AM˙s, p(X ).
Conversely, let f ∈ M˙ s, p(X ). Choose g ∈ D(f) such that ‖g‖Lp(X ) ≤ 2‖f‖M˙s, p(X ).
Then for all x ∈ X , k ∈ Z and φ ∈ Ak(x), similarly to the proof of (2.3) and using Lemma
4.1, we have that
|〈f, φ〉| . 2−ks
[
M
(
gn/(n+s)
)
(x)
](n+s)/n
,
which together with the Lp(n+s)/n(X )-boundedness of M implies that ‖f‖AF˙ sp, q(X )
.
‖g‖Lp(X ) for all p ∈ (n/(n + s), ∞). Moreover, without loss of generality, we may as-
sume that M
(
gn/(n+s)
)
(x1) < ∞. Then for all ψ ∈ G(1, 2), letting σ :=
∫
X ψ(y) dµ(y),
by Lemma 4.2 and an argument similar to the proof of (2.3), we have that f ∈ L1loc (X )
and∣∣∣∣∫
X
f(x)ψ(x) dµ(x)
∣∣∣∣ = ∣∣∣∣∫
X
f(x)[ψ(x) − σS0(x1, x)] dµ(x)
∣∣∣∣ + |σ||S0(f)(x1)|
. ‖ψ‖L1(X ) –
∫
B(0, 2C4)
|f(z)| dµ(z) + ‖ψ‖G(1, 2)[M(g
n/(n+s))]1+s/n(x1)
. C(f)‖ψ‖G(1, 2),
which implies that f ∈ (G(1, 2))′. Thus f ∈ AF˙ sp,∞(X ) and ‖f‖AF˙ sp,∞(X ) . ‖f‖M˙s, p(X ),
which completes the proof of Theorem 1.3.
Remark 4.2. By the above proof, if we replace the space G(1, 2) of test functions by
G(β, γ) with β ∈ [s, 1] and γ ∈ (s, ∞) in Definition 1.5, then Theorem 1.3 still holds true.
Thus the definition of the space AF˙ sp,∞(X ) is independent of the choice of the space of test
functions G(β, γ) with β ∈ [s, 1] and γ ∈ (s, ∞).
20 A Characterization of Haj lasz-Sobolev and Triebel-Lizorkin Spaces
To prove Theorem 1.4, we need the following homogeneous Caldero´n reproducing for-
mula established in [21]. We first recall the following construction given by Christ in [10],
which provides an analogue of the set of Euclidean dyadic cubes on spaces of homogeneous
type.
Lemma 4.3. Let X be a space of homogeneous type. Then there exists a collection {Qkα ⊂
X : k ∈ Z, α ∈ Ik} of open subsets, where Ik is some index set, and constants δ ∈ (0, 1)
and C5, C6 > 0 such that
(i) µ(X \ ∪αQ
k
α) = 0 for each fixed k and Q
k
α ∩Q
k
β = ∅ if α 6= β;
(ii) for any α, β, k, ℓ with ℓ ≥ k, either Qℓβ ⊂ Q
k
α or Q
ℓ
β ∩Q
k
α = ∅;
(iii) for each (k, α) and each ℓ < k, there exists a unique β such that Qkα ⊂ Q
ℓ
β;
(iv) diam (Qkα) ≤ C5δ
k;
(v) each Qkα contains some ball B(z
k
α, C6δ
k), where zkα ∈ X .
In fact, we can think of Qkα as being a dyadic cube with diameter roughly δ
k and
centered at zkα. In what follows, to simplify our presentation, we always suppose that
δ = 1/2; otherwise, we need to replace 2−k in the definition of approximations to the
identity by δk and some other changes are also necessary; see [21] for more details.
In the following, for k ∈ Z and τ ∈ Ik, we denote by Q
k,ν
τ , ν = 1, 2, · · · , N(k, τ), the
set of all cubes Qk+jτ ′ ⊂ Q
k
τ , where Q
k
τ is the dyadic cube as in Lemma 4.3 and j is a fixed
positive large integer such that 2−jC5 < 1/3. Denote by z
k,ν
τ the “center” of Q
k,ν
τ as in
Lemma 4.3 and by yk,ντ a point in Q
k,ν
τ .
Lemma 4.4. Let ǫ ∈ (0, 1) and {Sk}k∈Z be a 1-AOTI with bounded support. For k ∈ Z,
set Dk := Sk − Sk−1. Then, for any fixed j ∈ N large enough, there exists a family
{D˜k}k∈Z of linear operators such that for any fixed y
k,ν
τ ∈ Q
k,ν
τ with k ∈ Z, τ ∈ Ik and
ν = 1, · · · , N(k, τ), x ∈ X , and all f ∈ (G˚ǫ0(β, γ))
′ with β, γ ∈ (0, ǫ),
f(x) =
∞∑
k=−∞
∑
τ∈Ik
N(k,τ)∑
ν=1
µ(Qk,ντ )D˜k(x, y
k,ν
τ )Dk(f)(y
k,ν
τ ),
where the series converge in (G˚ǫ0(β, γ))
′. Moreover, for any ǫ′ ∈ (ǫ, 1), there exists a positive
constant C, depending on ǫ′, such that the kernels, denoted by D˜k(x, y), of the operators
D˜k satisfy
(i) for all x, y ∈ X , |D˜k(x, y)| ≤ C
1
V
2−k
(x)+V (x,y)
[
2−k
2−k+d(x,y)
]ǫ′
,
(ii) for all x, x′, y ∈ X with d(x, x′) ≤ (2−k + d(x, y))/2,
|D˜k(x, y) − D˜k(x
′, y)| ≤C
[
d(x, x′)
2−k + d(x, y)
]ǫ′ 1
V2−k(x) + V (x, y)
[
2−k
2−k + d(x, y)
]ǫ′
,
(iii) for all k ∈ Z,
∫
X D˜k(x, y) dµ(y) = 0 =
∫
X D˜k(x, y) dµ(x).
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Proof of Theorem 1.4. If f ∈ AF˙ sp, q(X ), by Remark 4.2 and the fact that AF˙
s
p, q(X ) ⊂
AF˙ sp,∞(X ), we know that f ∈ (G(β, γ))
′ with β ∈ (s, 1) and γ ∈ (s, ∞) and thus,
f ∈ F˙ sp, q(X ) and ‖f‖F˙ sp, q(X ) . ‖f‖AF˙ sp, q(X ). Conversely, assume that f ∈ F˙
s
p, q(X ). By
Lemma 4.4, for all x ∈ X , ℓ ∈ Z and φ ∈ Aℓ(x), we have
〈f, φ〉 =
∞∑
k=−∞
∑
τ∈Ik
N(k,τ)∑
ν=1
µ(Qk,ντ )Dk(f)(y
k,ν
τ )
∫
X
D˜k(z, y
k,ν
τ )φ(z) dµ(z),
where we fix yk,ντ ∈ Q
k, ν
τ such that
(4.1) |Dk(f)(y
k,ν
τ )| ≤ 2 inf
z∈Qk, ντ
|Dk(f)(z)|.
Recall that D˜k depends on the choice of y
k,ν
τ and thus on f , but they do have uniform
estimates as in Lemma 4.4, which is enough for us. In fact, by these estimates and
φ ∈ G˚ǫ0(β, γ), we further know that for any fixed β
′ ∈ (s, β) and γ′ ∈ (s, γ) satisfying
(1.6),∣∣∣∣∫
X
D˜k(z, y
k,ν
τ )φ(z) dµ(z)
∣∣∣∣ . 2−|k−ℓ|β′ 1
V2−(k∧ℓ)(x) + V (x, y
k,ν
τ )
[
2−(k∧ℓ)
2−(k∧ℓ) + d(x, yk,ντ )
]γ′
;
see [21] for a detailed proof. Thus, choosing an r ∈ (n/(n+[β′∧γ′]), min{p, q}), by (4.1),
we have
|〈f, φ〉| .
∞∑
k=−∞
2−|k−ℓ|β
′
∑
τ∈Ik
N(k,τ)∑
ν=1
µ(Qk,ντ )|Dk(f)(y
k,ν
τ )|
V2−(k∧ℓ)(x) + V (x, y
k,ν
τ )
[
2−(k∧ℓ)
2−(k∧ℓ) + d(x, yk,ντ )
]γ′
.
∞∑
k=−∞
2−|k−ℓ|β
′
2[(k∧ℓ)−k]n(1−1/r)
M
∑
τ∈Ik
N(k,τ)∑
ν=1
|Dk(f)(y
k,ν
τ )|
rχ
Qk, ντ
 (x)

1/r
.
∞∑
k=−∞
2−|k−ℓ|β
′
2[(k∧ℓ)−k]n(1−1/r) [M (|Dk(f)|
r) (x)]1/r .
This implies that
‖f‖AF˙ sp, q(X ) .
∥∥∥∥∥
{
∞∑
ℓ=−∞
2(ℓ−k)sq
(
∞∑
k=−∞
2−|k−ℓ|β
′
2[(k∧ℓ)−k]n(1−1/r)
×
[
M
(
2ksr|Dk(f)|
r
)]1/r)q}1/q∥∥∥∥∥
Lp(X )
.
Applying the Ho¨lder inequality when q > 1 and the inequality that (
∑
k |ak|)
q ≤
∑
k |ak|
q
when q ∈ (0, 1] for all {ak}k∈Z ⊂ C, and using the vector-valued inequality of the Hardy-
Littlewood maximal operator (see [17]), we then have
‖f‖AF˙ sp, q(X )
.
∥∥∥∥∥∥
{
∞∑
k=−∞
[
M
(
2ksr|Dk(f)|
r
)]q/r}1/q∥∥∥∥∥∥
Lp(X )
. ‖f‖F˙ sp, q(X )
.
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This finishes the proof of Theorem 1.4.
5 Inhomogeneous versions of Theorems 1.3 and 1.4
We consider both cases µ(X ) < ∞ and µ(X ) = ∞ at the same time. We next recall
the notions of inhomogeneous Besov and Triebel-Lizorkin spaces from [21].
We call {Sk}k∈N to be an inhomogeneous approximation of the identity of order ǫ with
bounded support if their kernels satisfy (i) through (v) of Definition 4.1.
Definition 5.1. Let ǫ, s, p, q, β, γ be as in Definition 1.6. Let {Sk}k∈N be an inhomo-
geneous approximation of the identity of order ǫ with bounded support. For k ∈ N, set
Dk ≡ Sk − Sk−1. Let {Q
0,ν
τ : τ ∈ I0, ν = 1, · · · , N(0, τ)} with a fixed large j ∈ N be
dyadic cubes as in Section 4. Let s ∈ (0, ǫ). The inhomogeneous Triebel-Lizorkin space
F sp, q(X ) is defined to be the set of all f ∈ (G
ǫ
0(β, γ))
′ that satisfy
‖f‖F sp, q(X )≡
∑
τ∈I0
N(0,τ)∑
ν=1
µ(Q0,ντ )
[
mQ0,ντ (|S0(f)|)
]p
1/p
+
∥∥∥∥∥∥
{
∞∑
k=1
2ksq|Dk(f)|
q
}1/q∥∥∥∥∥∥
Lp(X )
<∞
with the usual modification made when q =∞.
As shown in [40], the definition of F sp, q(X ) is independent of the choices of ǫ, β, γ and
the inhomogeneous approximation of the identity.
Definition 5.2. Let s ∈ (0, 1], p ∈ (0, ∞) and q ∈ (0, ∞]. Let A :≡ {Ak(x)}k∈Z+, x∈X
with A0(x) = {φ ∈ G(1, 2), ‖φ‖G(x, 1, 1, 2) ≤ 1} and for k ∈ N,
Ak(x) := {φ ∈ G(1, 2), ‖φ‖G˚(x, 2−k , 1, 2) ≤ 1}.
The inhomogeneous grand Triebel-Lizorkin space AF˙ sp, q(X ) is defined to be the set of all
f ∈ (G(1, 2))′ that satisfy
‖f‖AF sp, q(X ) ≡
∥∥∥∥∥∥
{
∞∑
k=0
2ksq sup
φ∈Ak(·)
|〈f, φ〉|q
}1/q∥∥∥∥∥∥
Lp(X )
<∞
with the usual modification made when q =∞.
Then we have the following result.
Theorem 5.1. Let all the assumptions be as in Definition 5.1. Then F sp, q(X ) = AF
s
p, q(X )
with equivalent norms.
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The proof of Theorem 5.1 is similar to that of Theorem 1.4. We point out that
instead of the homogeneous Caldero´n reproducing formula, we need the inhomogeneous
one established in [21]. We omit the details.
Moreover, we define the inhomogeneous Haj lasz-Sobolev spaces as follows. We also
have an inhomogeneous version of Theorem 1.3, which can be proved by using the ideas
appearing in the proofs of Theorem 3.2 and Theorem 1.3.
Definition 5.3. Let p ∈ (0,∞) and s ∈ (0, 1]. The inhomogeneous fractional Haj lasz-
Sobolev space M s,p(X ) is defined to be the set of all measurable functions f ∈ Lploc (X )
that satisfy both f ∈ hp(X ) = F 0p, 2(X ) and f ∈ M˙
s,p(X ); moreover, define ‖f‖Ms,p(X ) ≡
‖f‖hp(X ) + infg∈D(f) ‖f‖M˙s,p(X ),
Theorem 5.2. Let s ∈ (0, 1] and p ∈ (n/(n + s),∞). Then M s,p(X ) = AF sp,∞(X ) with
equivalent norms.
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