We present a new, publicly available library of dust spectral energy distributions (SEDs). These SEDs are characterized by only three parameters: the dust mass (M dust ), the dust temperature (T dust ), and the mid-to-total infrared color (IR8 ≡ L IR /L 8 ). The latter measures the relative contribution of polycyclic aromatic hydrocarbon (PAH) molecules to the total infrared luminosity. We used this library to model star-forming galaxies at 0.5 < z < 4 in the deep CANDELS fields, using both individual detections and stacks of Herschel and ALMA imaging, and extending this sample to z = 0 using the Herschel Reference Survey. At first order, the dust SED of a galaxy was observed to be independent of stellar mass, but evolving with redshift. We found trends of increasing T dust and IR8 with redshift and distance from the SFR-M * main sequence, and quantified for the first time their intrinsic scatter. Half of the observed variations of these parameters was captured by the above empirical relations, and after subtracting the measurement errors we found residual scatters of ∆T dust /T dust = 12% and ∆ log IR8 = 0.18 dex. We observed second order variations with stellar mass: massive galaxies (M * > 10 11 M ) at z ≤ 1 have slightly lower temperatures indicative of a reduced star formation efficiency, while low mass galaxies (M * < 10 10 M ) at z ≥ 1 showed reduced PAH emission, possibly linked to their lower metallicities. Building on these results, we constructed high-fidelity mock galaxy catalogs to predict the accuracy of infrared luminosities and dust masses determined using a single broadband measurement. Using a single James Webb Space Telescope (JWST) MIRI band, we found that L IR is typically uncertain by 0.15 dex, with a maximum of 0.25 dex when probing the rest-frame 8 µm, and this is not significantly impacted by typical redshift uncertainties. On the other hand, we found that ALMA bands 8 to 7 and 6 to 3 measured the dust mass at better than 0.2 and 0.15 dex, respectively, and independently of redshift, while bands 9 to 6 only measured L IR at better than 0.2 dex at z > 1, 3.2, 3.8, and 5.7, respectively. Starburst galaxies had their L IR significantly underestimated when measured by a single JWST or ALMA band, while their dust mass from a single ALMA band were moderately overestimated. This dust library and the results of this paper can be used immediately to improve the design of observing proposals, and interpret more accurately the large amount of archival data from Spitzer, Herschel and ALMA.
Introduction
Properly accounting for the amount of stellar light absorbed by dust has proven to be a key ingredient to study star formation in galaxies. The most obvious breakthrough linked to deep infrared (IR) surveys was probably the exciting new outlook they provided on the cosmic history of star formation (e.g., Smail et al. 1997; Hughes et al. 1998; Barger et al. 1998; Blain et al. 1999; Elbaz et al. 1999; Flores et al. 1999; Lagache et al. 1999; Gispert et al. 2000; Franceschini et al. 2001; Elbaz et al. 2002; Papovich et al. 2004; Le Floc'h et al. 2005; Elbaz et al. 2007; Daddi et al. 2009; Magnelli et al. 2009; Gruppioni et al. 2010; Elbaz et al. 2011; Rodighiero et al. 2011; Magdis et al. 2012; Madau & Dickinson 2014 , and references therein). In the meantime, the emission of dust in distant galaxies has also been used to study the dust itself, which turned out to be a valuable tool to learn more about non-stellar baryonic matter, present in the interstellar medium (ISM) either in the form of dust grains or atomic and molecular gas (e.g., Chapman et al. 2003; Hwang et al. 2010; Elbaz et al. 2011; Magdis et al. 2012; Berta et al. 2013; Scoville et al. 2014; Santini et al. 2014; Béthermin et al. 2015; Genzel et al. 2015; Tacconi et al. 2017) .
In the Local Universe, the large amount of infrared data acquired in the Milky Way and nearby galaxies has given birth to detailed models aiming to provide a description of the dust content from first principles (e.g., Zubko et al. 2004; Draine & Li 2007; Galliano et al. 2011; Jones et al. 2013 , to only name a few of the most recent ones). These models typically contain three main components (see, e.g., Desert et al. 1990 ): big grains (BGs, > 0.01 µm), very small grains (VSGs, < 0.01 µm), and complex molecules (polycyclic aromatic hydrocarbon, or PAH). The most prominent one is the emission of big grains, which are at thermal equilibrium with the ambient interstellar radiation. These grains radiate like gray bodies with a typical temperature of T dust ∼ 20-40K, and therefore emit the bulk of their energy in the far-infrared (FIR) around the rest-frame 100 µm. Smaller grains have a too small cross-section to be at equilibrium with the ambient radiation, and are instead only transiently heated to temperatures ∼ 1000 K. This produces continuum emission in the mid-infrared (MIR). Lastly, PAHs are large carbonated molecules which cool down through numerous rotational and vibrational modes, and thus produce a group of bright and broad emission lines between λ = 3.3 and 12.3 µm (Leger & Puget 1984; Allamandola et al. 1985) .
To reproduce a set of observations in the IR, one can vary the total mass of dust encompassing all ISM components (M dust ), the distribution of energy they receive from their surrounding medium (U), coming mostly from stellar light, and the properties of each species of grains and molecules, including their size distribution, their chemical state and composition (neutral vs. ionized PAHs, silicate vs. carbonated grains). Given these parameters, models can output the expected infrared spectrum and interpret the observed data. However, most of these parameters are degenerate or unconstrained and the number of degrees of freedom is too large, hence assumptions have to be made when applying such models to photometric data. Typical approaches (e.g., Draine & Li 2007 , hereafter DL07 or da Cunha et al. 2008 assume fixed grain distributions (motivated by observations from clouds of the Milky Way), and consider simplified geometries of dusty regions (e.g., birth clouds, diffuse ISM, hot torus around a super-massive black hole). This still allows much flexibility in the output spectrum, and can describe observations accurately (e.g., da Cunha et al. 2015; Gobat et al. 2017) .
But even then, properly constraining the fit parameters (in particular the dust temperature) requires exquisite IR spectral energy distributions (SEDs) with good wavelength sampling, at a level of quality that can currently only be reached either in the Local Universe or at high-redshifts for the most extreme starbursts (e.g., Hwang et al. 2010; Magdis et al. 2010; Riechers et al. 2013) , strongly lensed galaxies (Sklias et al. 2014, e.g.,) , or on stacked samples (e.g., Magnelli et al. 2014; Béthermin et al. 2015) . For the typical higher redshift galaxy, the available IR SED is limited to one or two photometric points (e.g., Elbaz et al. 2011) , and even simpler approaches are often preferred. A number of empirical libraries have been constructed to this end, each composed of a reduced number of template SEDs. These templates are typically associated to different values of a single parameter, for example the 8-to-1000 µm luminosity (L IR ) (Chary & Elbaz 2001 , hereafter CE01), a FIR color (Dale & Helou 2002, hearafter DH02) , or the average intensity of the interstellar radiation field, U (Magdis et al. 2012; Béthermin et al. 2015) . In all cases the number of free parameters is reduced to two: the normalization of the template (which can be linked either to the mass or luminosity of the dust) and its "shape" (essentially its average dust temperature, which defines the wavelength at which the template peaks). Despite their extreme simplicity, these models are sufficient to reproduce the observed IR features of the vast majority of distant galaxies, illustrating the fact that the dust SED of a galaxy taken as a whole is close to universal (see, e.g., Elbaz et al. 2010 Elbaz et al. , 2011 .
This universality echoes another key observation of the last decade: the main sequence of star-forming galaxies (Noeske et al. 2007; Elbaz et al. 2007 ). This tight correlation between the star formation rate (SFR) and the stellar mass (M * ) has been observed across a broad range of redshifts up to z ∼ 6 (e.g., Daddi et al. 2007; Pannella et al. 2009; Rodighiero et al. 2011; Whitaker et al. 2012; Bouwens et al. 2012; Whitaker et al. 2014; Salmon et al. 2015; Pannella et al. 2015; Schreiber et al. 2015 Schreiber et al. , 2017b . Since its discovery, the main sequence has been used to put upper limits on the variability of the star formation histories, showing that galaxies form their stars mostly through a unique and secular way, as opposed to random bursts (see, e.g., the discussion in Noeske et al. 2007) .
Through observations of their molecular gas content, galaxies belonging to the main sequence have also been shown to form their stars with a roughly constant efficiency (SFE ≡ SFR/M gas ) (e.g., Daddi et al. 2010; Tacconi et al. 2013; Genzel et al. 2015) . The same conclusion can be drawn from the dust emission of these galaxies and the measurement of their average dust temperature (Magdis et al. 2012; Béthermin et al. 2015 , but see however Schreiber et al. 2016) . Indeed, T dust is a proxy for L IR /M dust , which itself can be linked directly to SFE/Z (Magdis et al. 2012) , where Z is the gas-phase metallicity. The universality of the dust SED therefore also suggests that star formation in galaxies is the product of a universal mechanism, which still remains to be fully understood (see, e.g., Dekel et al. 2013 or Tacchella et al. 2015 .
Departures from this "universal" SED do exist however. Galaxy-to-galaxy variations of T dust have been observed, with a first correlation identified with L IR (e.g., Soifer et al. 1987 Soifer et al. , 1989 Dunne et al. 2000; Chapman et al. 2003; Chapin et al. 2009; Symeonidis et al. 2009; Amblard et al. 2010; Hwang et al. 2010) . It was later argued that this correlation is not fundamental, but in fact consequential of two effects: on the one hand a global increase of the temperature with redshift (e.g., Magdis et al. 2012; Magnelli et al. 2014; Béthermin et al. 2015) , and on the other hand an additional increase of temperature for galaxies that are offset from the main sequence Magnelli et al. 2014; Béthermin et al. 2015) , suggesting these galaxies form stars more efficiently than the average. Quantifying changes of the dust temperature can thus provide crucial information about the star formation efficiency in galaxies, and it is therefore an important ingredient in any library.
In addition, significant galaxy-to-galaxy variations have been observed in the MIR around the rest-frame 3 to 12 µm. As written above, the dust emission in this wavelength domain is mostly produced by small grains and PAHs. The PAH emission lines are so bright that they typically contribute about 80% of the observed broadband MIR fluxes (e.g., Helou et al. 2000; Huang et al. 2007) , however their strength is strongly reduced in starbursts and active galactic nuclei (AGNs, e.g., (Armus et al. 2007) ), in which hot dust takes over. Therefore, the observed diversity in the MIR can be expected to come mostly from a diversity of PAH properties, at least for galaxies without strong AGNs (e.g., Fritz et al. 2006) . The interplay between the overall strength of PAHs and physical conditions inside the host galaxy is not yet fully understood. Two main trends are known at present: on the one hand an anti-correlation with metallicity (e.g., Madden et al. 2006; Wu et al. 2006; O'Halloran et al. 2006; Smith et al. 2007; Galliano et al. 2008; Ciesla et al. 2014; Rémy-Ruyer et al. 2015) , and on the other hand a correlation with L IR (e.g., Pope et al. 2008; Elbaz et al. 2011; Nordon et al. 2012) . Although this latter correlation suffers from a significant scatter, it implies that PAH features or the 8 µm luminosity can be used as a rough tracer of star formation rate (Pope et al. 2008; Shipley et al. 2016 ).
An interesting property of PAHs is that they are set aglow mostly in photo-dissociation regions, at the interface between the ionized and molecular interstellar medium (e.g., Tielens et al. 1993) , whereas the FIR dust continuum is emitted from the whole volume of the dust clouds. Therefore, by relating the dust continuum to the PAH emission one can probe the geometry of star-forming regions, and in particular the filling factor of H ii regions. Using this approach and combining Spitzer and Herschel data, Elbaz et al. (2011) have used the IR8 = L IR /L 8 ratio as a tracer of compactness in distant galaxies: at fixed L IR , a lower L 8 indicates a higher filling factor of H ii regions, hence a higher compactness. main sequence galaxies have a constant IR8 ∼ 4, while, as for the dust temperature, IR8 increases as a function of the distance to the main sequence (see also Nordon et al. 2012; Rujopakarn et al. 2013; Murata et al. 2014 ). These trends confirm that galaxies above the main sequence form their stars in a different way, with a higher efficiency and in more compact volumes.
While the study of the physical origin of the MIR emission is obviously of interest on its own, it is also important to the extragalactic community for practical observational reasons. Since the PAH emission is strong and found at low infrared wavelengths, the wavelength domain around the rest-frame 8 µm is easier to observe than than the FIR continuum. It is particularly the case for galaxies at z ∼ 2, where the rest-frame 8 µm shifts into the very deep Spitzer MIPS 24 µm band, and allows the detection of galaxies significantly fainter than the detection limit of other infrared observatories like Herschel. However, these galaxies have by construction a very poorly constrained infrared SED, and extrapolating the total L IR from the 8 µm alone is challenging (see Daddi et al. 2007; Elbaz et al. 2011; Magdis et al. 2011; Rujopakarn et al. 2013; Shivaei et al. 2017) . Doing so requires an accurate understanding of the IR8 ratio.
Another important practical interest for the rest-frame 8 µm is that it will be easily accessed by the James Webb Space Telescope (JWST) in the near future, for both local and distant galaxies. Once this satellite is launched, there will be a need for a properly calibrated library to exploit these data together with ancillary Herschel and Spitzer observations, and in particular to cope with their absence for the faintest objects.
Our goal in this paper is the following. We introduce in section 3 a new SED library in which both T dust and IR8 are free parameters. This library provides an increased level of detail compared to standard libraries (e.g., CE01, DH02), but still keeps the number of adjustable parameters low. In section 4.1 we determine the redshift evolution of both T dust and IR8 using the MIR-to-FIR stacks introduced in Schreiber et al. (2015) , to which we add stacks of 16 µm and ALMA 870 µm to better constrain the PAH features and the dust temperature at high redshifts. We then apply this model to individual Herschel detections in section 4.2 to constrain the scatter on the model parameters, and also to quantify their enhancements for those galaxies that are offset from the main sequence. Using these results, we derive in section 5 a set of recipes for optimal SED fitting in the IR, in particular when a single photometric band is available. Finally, we quantify the accuracy of such measurements using mock galaxy catalogs in section 6, and provide in section 6.2 conversion factors to determine dust masses and infrared luminosities from ALMA fluxes and JWST MIRI luminosities. These are valid for 0 < z < 4, and are extrapolated to z = 8 for ALMA.
In the following, we assume a ΛCDM cosmology with H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3, Ω Λ = 0.7 and a Salpeter (1955) initial mass function (IMF), to derive both star formation rates and stellar masses. All magnitudes are quoted in the AB system, such that M AB = 23.9 − 2.5 log 10 (S ν [µJy]).
Sample and observations
We based this analysis on the sample and data described in Schreiber et al. (2015) (hereafter S15), which covers redshifts from z = 0.3 to z = 4. We complemented this sample with z = 0 galaxies from the Herschel Reference Survey (HRS; Boselli et al. 2010) , and z = 2 to 4 galaxies in the Extended Chandra Deep Field South (ECDFS) observed by ALMA as part of the ALESS program (Hodge et al. 2013) . In this section, we make a brief summary of these observations.
CANDELS
The catalogs we used in this work are based on the CANDELS (Grogin et al. 2011; Koekemoer et al. 2011 ) Hubble Space Telescope (HST) WFC3 H band images in the fields covered by deep Herschel PACS and SPIRE observations, namely GOODSSouth (Guo et al. 2013) , UDS (Galametz et al. 2013 ) and COS-MOS (Nayyeri et al. 2017) . For the GOODS-North fied the CANDELS catalog was not yet finalized, and we used instead the K s -selected catalog of Pannella et al. (2015) . Each of these fields is about 150 arcsec 2 and they are evenly distributed on the sky to mitigate cosmic variance. We also used a catalog of the COSMOS 2
• field (Muzzin et al. 2013) , which has overall shallower data but covers a much larger area; this field provides important statistics for the rarest and brightest objects.
The ancillary photometry varies from one field to another, being a combination of both space-and ground-based imaging from various facilities. The UV to near-IR wavelength coverage typically goes from the U band up the Spitzer IRAC 8 µm, including at least the HST bands F606W, F814W, F125W, and F160W in CANDELS, and a deep K (or K s ) band. All these images are among the deepest available views of the sky. These catalogs therefore cover most of the important galaxy spectral features across a wide range of redshifts, even for intrinsically faint objects.
We augmented these catalogs with mid-IR photometry from Spitzer MIPS and far-IR photometry from Herschel PACS and SPIRE taken as part of the GOODS-Herschel , CANDELS-Herschel programs (PI: M. Dickinson), PEP (Lutz et al. 2011) and HerMES (Oliver et al. 2010) .
Photometric redshifts and stellar masses were computed following Pannella et al. (2015) using EAzY (Brammer et al. 2008) ; for COSMOS 2
• we used the redshifts from Muzzin et al. (2013) which were computed the same way. For all catalogs, stellar masses were then computed using FAST (Kriek et al. 2009 ) by fixing the redshift to the best-fit photo-z and fitting the observed photometry up to the IRAC 4.5 µm band 1 using the Bruzual & Charlot (2003) stellar population synthesis model, assuming a Salpeter (1955) IMF, a Calzetti et al. (2000) extinction law and a delayed exponentially-declining star formation history.
Galaxies with an uncertain photometric redshift (redshift odds less than 0.8) or bad SED fitting (reduced χ 2 larger than 10) were excluded from our sample. The resulting sample is the one we used for stacking the Herschel images in S15. In this previous work, we estimated the evolution of the stellar mass completeness (at the 90% level) of these catalogs at all redshifts, and found that all the stacked samples with significant signal were complete in mass. For example, at z = 1 the completeness is as low as 5 × 10 8 M . We estimated SFRs by summing the emerging UV light and the dust obscured component observed in the mid-to far-IR, following and (Kennicutt 1998) to convert the 1 The last two IRAC channels, at 5.8 and 8 µm, were not used to derive the stellar mass for two reasons. First, at low redshift these bands are contaminated by the dust emission and AGNs, which cannot be taken into account by FAST. Second, while the corresponding images are reasonably deep in the two GOODS fields, the observations in UDS and COSMOS are substantially shallower. Excluding these bands from the fit therefore prevents introducing field-to-field systematics.
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UV luminosities (1500 Å) were computed from the best-fit photo-z template from EAzY, while IR luminosities were computed from the best-fit dust SED obtained with our new library (see section 5). We applied this method to both the stacked samples and to individual galaxies with mid-or far-IR detections. For individual galaxies, we did not attempt to measure the SFRs of the rest of the sample without IR data since estimates based on the UV light alone are less reliable (Goldader et al. 2002; Buat et al. 2005; Elbaz et al. 2007; Rodighiero et al. 2011 Rodighiero et al. , 2014 . When working with individual galaxies (as opposed to stacking), we therefore only considered the sub-sample of IR-detected galaxies, which implicitly corresponds to a SFR threshold at each redshift (see Elbaz et al. 2011) . The resulting selection biases are discussed in section 4.2.2. Lastly, the rest-frame U, V and J magnitudes were computed for each galaxy using EAzY, by integrating the best-fit galaxy template from the photo-z estimation. These colors were used, following Williams et al. (2009) , to separate galaxies that are "quiescent" from those that are "star-forming". We used the same selection criteria as those described in S15, that is, a galaxy was deemed star-forming if its colors satisfy
otherwise the galaxy was considered as quiescent as was thus excluded from the present study. As shown in S15, only a very small fraction of the IR-detected galaxies are classified as UV J quiescent, therefore this selection is only important for stacking.
ALESS
To improve the statistics on the dust temperature of individual galaxies at z > 1, we complemented this sample with the 99 galaxies observed by ALMA in the ALESS program (Hodge et al. 2013) . ALESS is a targeted program aiming to deblend the 870 µm emission of sources detected in the single-dish LABOCA image of the ECDFS, which covers about 0.3 deg 2 centered on the CANDELS GOODS-South field. The high resolution of the ALMA imaging allows a precise localization of the sub-millimeter source and avoids flux boosting from blended neighbors.
We used the photometric redshifts and stellar masses determined in da Cunha et al. (2015) using Magphys (da Cunha et al. 2008) . We used the 24 µm and PACS photometry from PEP, the SPIRE photometry as measured in Swinbank et al. (2014) using the ALMA detections to improve the deblending, and the ALMA photometry from Hodge et al. (2013) . The galaxies were then treated the same way as those from CANDELS, and used only in section 4.2.
HRS
To complement our sample toward the local Universe, we used the Herschel Reference Survey (HRS; Boselli et al. 2010) . This is a volume-limited survey targeting a few hundred galaxies in and out of the Virgo cluster, obtaining in particular Herschel PACS and SPIRE photometry for a full sampling of their dust SEDs. All the galaxies in the HRS also have UV-to-NIR coverage to determine stellar masses and colors. Of this sample, we Fig. 1 . Cartoon picture illustrating the two effective parameters impacting the shape of our FIR SEDs. The total SED, normalized to unit L IR , is shown with a black solid line, while the dust continuum and PAH components are shown with solid orange and blue lines, respectively. We also show how the shape of the SED varies with dust temperature T dust by displaying several templates of different T dust in orange lines of varying intensities. The orange and blue arrows illustrate how the SED is modified by increasing T dust and IR8, respectively. only considered the UV J star-forming galaxies which do not belong to the Virgo cluster, to avoid systematic effects caused by this peculiar environment, for a total of 131 galaxies with a minimum stellar mass of 10 9 M . This same sample was studied in Schreiber et al. (2016) ; further informations can be found there.
We used the photometry from Ciesla et al. (2012) and modeled the HRS galaxies using CIGALE (Noll et al. 2009; Roehlly et al. 2014) , which fits simultaneously the stellar and dust emission. Using CIGALE proved necessary because the contribution of the stellar continuum to the 8 µm luminosity (or more generally to the PAH domain in the mid-IR) can be non-negligible at z = 0, owing to the overall lower star-formation activity. We performed the fits using same SED libraries as for the CAN-DELS sample, that is, the dust SEDs introduced in this paper and the Bruzual & Charlot 2003 templates with a delayed SFH. Our dust SEDs are made available to all CIGALE users in the official package.
A new far infrared template library

Description of the model
Since it was published, the CE01 library has been used routinely to derive infrared luminosities, and therefore star formation rates, for large samples of galaxies at various redshifts. In S15, we found that, in spite of the relatively small number of different SEDs it contains, it is able to fit well our stacked FIR photometry (rest-frame 30-to-500 µm) at all z = 0.5 to z = 4. However, once properly adjusted to the observed FIR data, the behavior of these SEDs, calibrated on local starbursts, may not adequately describe the observed MIR photometry. Indeed, the CE01 library enforces a unique relation between T dust , IR8 and L IR which was calibrated from Local Universe galaxies. The relevance of this assumption for distant galaxies was unknown at the time, and in fact it was shown to break when applied to 24 µm-detected z = 2 galaxies (Papovich et al. 2007; Daddi et al. 2007) . It was later understood that this was caused by an evolving L IR -IR8 relation, and another more universal calibration was proposed where the IR8 varies as a function of the distance to the main sequence Nordon et al. 2012; Rujopakarn et al. 2013 ) rather than with the absolute luminosity. Similar conclusions have been drawn for the dust temperature Magnelli et al. 2014) .
To build a more up to date and versatile library, we started by making each of these observables independent of one another, that, we created a set of templates that allow us to vary T dust , IR8 and L IR simultaneously. To do so, we made the arbitrary choice of separating the IR emission into two components: on the one hand, the dust continuum of varying T dust created by big and small grains, and on the other hand the MIR features emitted by PAH molecules (see Fig. 1 ): are the spectra of each grain population normalized to unit dust mass (these are described in the next sections).
This decomposition implies that PAHs are almost exclusively responsible for the observed diversity in IR8. Indeed, decomposing the MIR emission into multiple components (PAHs, very small grains, and AGN torus) is a degenerate problem when only broadband photometry is used, and a choice needs to be made. Since our objective is mostly to study galaxies and not AGNs, we neglect the presence of AGNs torus emission, and assume a fixed fraction of small vs. big grains (see below). It is certainly possible to use our library in combination with an AGN template if sufficient MIR data is available, but this goes out of the scope of this work.
To create our templates, we used the amorphous carbon dust model of Galliano et al. (2011) (hereafter G11) . This model can output the mid-to far-IR spectrum emitted by a dust cloud of mass 1 M under the influence of a uniform radiation field of integrated intensity U (taken here in units of the Mathis et al. 1983 interstellar radiation field in the solar neighborhood, U ). In the following, we call each spectrum generated by this model an "elementary" G11 template. The next two sections describe how our library is built from these templates, as well as the underlying assumptions.
Dust continuum
In the G11 model, the dust continuum elementary templates are produced by a combination of silicate and amorphous carbon grains of varying sizes, split into "big" (thermalized) and "small" (transiently heated) grains. The size distributions of these grains were taken from Zubko et al. (2004) and were assumed to be universal. Here we assumed the Milky Way (MW) mass-fraction of carbonated vs. silicate grains as derived by Zubko et al. for big grains, but fixed the mass-fraction of small silicate grains to zero (as in Compiègne et al. 2011 ) instead of 11%. While this is compatible with observational constraints (Li & Draine 2001) , our motivation for this choice was purely empirical: reducing the emission of small grains in the mid-IR increased the range of IR8 values that our model can reach.
The only remaining free parameter is the radiation intensity U. This parameter controls the energy of the radiation field to which each grain is exposed. For grains big enough to be thermalized, an increase of this energy implies an enhanced grain temperature (this is quantified later in section 3.2), and affects the shape of their FIR spectrum. For smaller grains which are not thermalized, only the overall normalization of the spectrum is modified.
PAH emission
To produce the associated PAH emission, we assumed that these molecules are subject to the same U as the other dust grains, although in this case this choice has very little consequence since, as for small grains, the PAH molecules are not thermalized and therefore the effect of increasing U is essentially only to increase the normalization of the PAH SED at fixed dust mass. This will affect the absolute values of the PAH masses, in which we have limited interest here. The only free parameter in the G11 model regarding the PAH composition is the fraction of neutral vs. ionized molecules, which we chose here to be the MW value of 50% (Zubko et al. 2004 ). This parameter mostly influences the relative strengths of the 8 vs. 12 µm PAH features, and we found that the MW value provided indeed a good match to the stacked Spitzer IRS spectra of z = 2 ULIRGs (see section 3.3), as well as to our stacked S 24 /S 16 broadband flux ratio at z = 1 (see section 4.1).
Radiation field distribution
The elementary templates introduced above are not well suited to describe an entire galaxy, since the hypothesis of a uniform U usually does not hold in such kind of extended systems. Instead, a "composite" template must be built by adding together the emission of different dusty regions, heated by different radiation intensities. As in Dale et al. (2001) , G11 assumed that the distribution of U in a composite system follows a power law in dM dust /dU ∼ U −α , where dM dust is the mass of dust associated to the elementary region illuminated with an intensity [U, U + dU]. This distribution is then integrated from U = U min to U = U max to form the final template. Contrary to DL07, they did not assume the presence of an additional component linked to photodissociation regions since it was shown not to provide significant improvement to the fits (as demonstrated in the Appendix of G11).
The parameter α is the slope of the mass distribution of U within a galaxy. This parameter affects the composite spectrum in a non-trivial way: large and small values of α will accumulate most of the dust mass close to U min and U max , respectively (α = 1 and 2 give a uniform weighting in mass and luminosity, respectively). To avoid this complexity, we fixed α = 2.6 for all our templates. This value was chosen to reproduce the width of the CE01 SEDs between 15 and 500 µm, since these templates are known to provide a good description of the FIR emission of distant galaxies . We also checked a posteriori that this value provided a satisfactory fit to our stacked FIR photometry (see section 4.1).
With our adopted U distribution, the final SED is relatively insensitive to the precise choice of U max , provided U max U min . Hence the only remaining parameter that allows us to tune the SED shape is U min or, equivalently, the mass-weighted intensity U . In particular, we note in section 3.2 that U is related to the average dust temperature through a simple power law, which is one of the parameter our library aims to describe. Therefore, we generated a logarithmic grid of U min ranging from 0.1 to 5 000 U with 250 samples, and took U max = 10 6 U . This allows our library to describe dust temperatures ranging from about 15 to 100 K with a roughly constant step of 0.3 K. The resulting SEDs can be obtained online (a link is provided on the first page).
Amorphous carbon or graphite?
Compared to more standard dust models (e.g., DL07), the one we used here assumes that carbonated grains are found exclusively in the form of amorphous carbon grains, rather than graphites. While this has no visible impact on the shape of the generated spectra, it systematically lowers the value of the measured dust masses by a factor of about 2.0 compared to graphite dust, owing to the different emissivities of these grain species. This was in fact the motivation for using amorphous carbon in G11: lowering the measured dust masses eases the tension between the observed dust-to-gas ratio and stellar abundances in the Large Magellanic Cloud (LMC). This conclusion was not only reached in the LMC, which has a particularly low metallicity, but also in more normal galaxies including the MW (e.g., Compiègne et al. 2011; Jones et al. 2013; Fanciullo et al. 2015; Planck Collaboration et al. 2016) . As stressed in G11, purely amorphous carbon is just one possibility to achieve higher emissivities. We therefore do not give much credit to carbon dust being truly amorphous, but since this type of grains does describe the content of the ISM in a more consistent way, we chose to favor it instead of graphite. The impact of this choice on gas-todust ratios is discussed in section 6.3.
Basic usage of the library and useful relations
In this section we provide a set of simple relations to relate the internal parameters of the library, namely U , M cont dust , and M PAH dust , to more commonly used observables such as the total infared luminosity, the dust mass, and the IR8. We then provide instructions for the most basic usage of this template library.
Dust temperature
The dust temperature of our model SEDs was computed by applying Wien's law to each elementary G11 template for the dust continuum:
determining λ max as the wavelength corresponding to the peak of λ β L ν (the term λ β takes into account the effective emissivity of the templates, β 1.5). We then weighted each value by the dust mass associated to the corresponding template (dM dust ), therefore producing a mass-weighted average. We found that the following relation links together T dust and the radiation field intensity:
As stated earlier, our library covers T dust values ranging from 15 to 100 K. We also applied Wien's law (as above) to the peak of the final dust template, to obtain a light-weighted average T light dust . In practice, we find the difference between the two to be simply a constant factor, with
T light dust is less stable because the summed dust template is broader, making it harder to accurately locate the position of the peak. Its physical meaning is also less clear, since our templates do not have a single temperature, but it has the advantage of being less model-dependent and is essentially the temperature one would measure by using a modified blackbody model with a single temperature and an emissivity of β = 1.5. We therefore provide tabulated values for both temperatures in the library, and in the following, unless otherwise stated, we will refer to the dust temperature as the mass-weighted value. Likewise, using Eq. 5 we mapped a dust temperature to each value of U and will refer to the two quantity interchangably.
Total infrared and 8 µm luminosities
Each template and component in our library, both for the continuum and PAH emission, is associated with a value of L IR (8-to-1000 µm) and L 8 (integrated with the response of the Spitzer IRAC channel 4, i.e., 6.4-to-9.3 µm). Both luminosities were computed as the integral of L λ dλ within their respective wavelength interval, and are given in units of total solar luminosity (L = 3.839 × 10 26 W). The luminosities are proportional to the mass of dust, and depend linearly on U :
Defining the mass fraction of PAHs as
Using the above approximate equations, this becomes:
By varying the relative contribution of PAHs to the total dust mass, our library can reach IR8 values in the range 0.48 to 27.7, which covers the vast majority of the observed parameter space .
Basic usage
Our library is composed of multiple templates, each corresponding to a given dust temperature T dust . As illustrated in Fig. 1 , each template is composed of two components: dust continuum on the one hand, and PAH emission on the other hand. The amplitude of each component is internally dictated by the corresponding mass of dust grains, M cont dust and M PAH dust , respectively (Eq. 3), and both can be freely adjusted to match the observed data, effectively varying the dust mass (or L IR ) and the IR8.
To perform the fit, both PAH and continuum components must be redshifted to the assumed redshift of the source, and the expected flux in each observed passband is computed by integrating the redshifted template multiplied with the corresponding filter response curve. At this stage, the expected fluxes can be fit to the observed ones through a linear solver, varying simultaneously M cont dust and M PAH dust . By performing such a fit for each value of T dust in the library and picking the smallest χ 2 , one can find the optimal model (in the χ 2 sense) corresponding to the provided photometry. This is the simplest way to use the library, and it will work in most cases if enough photometry is available and if the redshift is precisely known. In other cases, a more careful approach should be used, and we describe it later in section 5.
The immediate products of this fit are the dust masses, M cont dust and M PAH dust (expressed in solar mass), and the dust temperature T dust . The total dust mass can be obtained by summing the two components,
while L IR and L 8 are tabulated (per unit solar mass of dust) for each T dust value in the library, or can be estimated using the above relations. In the next section, we check the accuracy of our PAH templates by fitting stacked MIR spectra from the Spitzer IRS spectrometer.
Comparison against stacked MIR spectroscopy
During the cryogenic phase of the Spitzer mission, the IRS spectrometer could observe in the MIR from 5.3 to 38 µm at low (R = 90) and medium (R = 600) spectral resolutions. It has therefore provided valuable measurements of the PAH emission, both in local and distant galaxies. In particular, Fadda et al. (2010) have observed a sample of z = 1 LIRGs and z = 2 ULIRGs in the GOODS-South field (plus a few in the wider ECDFS). The galaxies in these two samples have been selected based on their redshift and Spitzer MIPS 24 µm flux (0.2-0.5 mJy), therefore their measured properties cannot be straightforwardly compared to the mass-complete stacks that we will analyze in section 4.1. Because of the 24 µm flux limit, the sample of Fadda et al. is biased toward starburst galaxies located above the main sequence. With this caveat in mind, this dataset can still be used as a consistency check for our SED library. Indeed, although these samples may be biased, our library must be able to at least broadly reproduce their PAH spectra.
We therefore applied the fitting method described in the previous section to the stacked spectra of both z = 1 and z = 2 samples. Since the dust temperature cannot be constrained from IRS spectroscopy alone, we fixed it to its redshift-average value of T dust = 28 and 33 K, respectively (see section 4.1), although this choice had no impact on the quality of the fit. We also did not attempt to fit rest-frame wavelengths λ < 5 µm to avoid contamination from stellar continuum. The result is shown in Fig. 2 , together with fits from a number of other libraries from the literature. It can be seen from this figure that we are able to fit these spectra with good accuracy (typically better than 20%) and obtain a significantly improved match compared to the CE01 or DH02 libraries. The Magdis et al. (2012) library (which uses the DL07 models) yields a similarly good fit as ours, with only subtle differences. This should not come as a surprise, since the physical properties of the PAHs in both the Magdis et al. library and ours are adapted from DL07. Fig. 2 . Comparison of the our templates (black solid line) against stacked Spitzer IRS spectra of z = 1 LIRGs (blue, top) and z = 2 ULIRGs (red, bottom) from Fadda et al. (2010) . The relative residuals of the fits are shown above the plot for each sample; the region of perfect agreement is shown with a dashed line, surrounded by a ±20% confidence interval. We also show the best fit using other models: CE01 (gray), DH02 (green), and Magdis et al. (2012) (purple) . In all cases the fit only uses observations at λ > 5 µm, since shorter wavelength can be contaminated by the stellar continuum, as illustrated with the hashed region in the residual plots.
Observed dust temperatures and IR8
Average values from stacked photometry
Description of the stacked data
We now proceed to apply our new library to model the stacked Spitzer and Herschel photometry in the CANDELS fields. These stacks were presented in detail in S15, and we briefly recall here the essential information. We selected all galaxies in the GOODS-North, GOODS-South, UDS and COSMOS CAN-DELS fields that are brighter than H = 26 and UV J star-forming (Eq. 2). These galaxies were then binned according to their redshift and stellar mass, for a total of 24 bins (six redshift bins from z = 0.3 to 5, and four mass bins from M * = 3 × 10 9 to 3×10 11 M ). The number of stacked galaxies in each bin is given in Figure 4 of S15. The smallest number of stacked galaxy were 53 and 28, in the highest mass bins at z ∼ 0.5 and z ∼ 4, respec-A&A proofs: manuscript no. paper Fig. 3 . Spitzer and Herschel stacks of S15 (crosses) of main sequence galaxies at different redshifts (from left to right) and for different stellar masses (colors, see legend). These also include new stacks of the Spitzer 16 µm and Herschel 70 µm images in the GOODS fields, as well as ALMA 890 µm from Schreiber et al. (2017b) for the z = 4 bin. We overplot the best fit template from our library with colored solid lines. Open boxes in the background show the modeled broadband flux from the best-fit template, to illustrate any offset with the observations. The colored regions in the background display the scatter of the best-fit model SED among all the bootstrap realizations.
tively. Otherwise, all the bins had at least 100 galaxies (median of 628).
In the bins where we estimated our stellar-mass completeness to be above 90%, we stacked the Spitzer and Herschel images at the positions of all the galaxies in the bin. The fluxes in the resulting stacked images were measured through point spread function (PSF) fitting with a free background. The measured fluxes were corrected for clustering a posteriori using an empirical recipe calibrated on simulated images, and the method is described fully in the appendix of S15. Briefly, we simulated the Herschel maps using the positions of the real galaxies of CANDELS and the prescriptions described in Schreiber et al. (2017a) to predict (statistically) their L IR and FIR fluxes. The resulting images have the same statistical properties (pixel distribution and number counts) as the real images. We then applied the same stacking method and compared the measured fluxes to the true flux averages in the stacked sample. We found that the flux boosting caused by clustering is roughly constant in a given band, hence we assumed a fixed correction in each Herschel band throughout, at all redshifts and masses (see also Béther-min et al. 2015) . The largest correction was a reduction of the fluxes by 25% for the SPIRE 500 µm band.
The uncertainty on each flux measurement was finally computed by taking the maximum value of two independent estimates: first by doing bootstrapping, that is, repeatedly removing half of the sample from the stack, and second from the RMS of the residual image after subtraction of the best-fit PSF model.
In S15, we only stacked the Spitzer MIPS 24 µm band as well as the Herschel bands redward of 100 µm, which are the only bands covered in all the four CANDELS fields. For the present work, we extended these stacks to also include the Spitzer IRS 16 µm imaging (acquired in the GOODS fields only; Teplitz et al. 2011) as well as the Herschel PACS 70 µm (acquired in the GOODS-South field only). Because these images only cover some of the CANDELS fields, the stacked fluxes can be affected by field-to-field variations. To correct for this effect, we first computed the S 16 /S 24 flux ratio observed when stacking only the two GOODS fields. We then multiplied the stacked 24 µm flux obtained with the four fields by this ratio to estimate the corresponding 16 µm flux. The same procedure is used for the 70 µm flux, based on the S 70 /S 100 flux ratio observed in GOODS-South. Lastly, to better constrain the dust temperature for our z = 4 bin we added the average ALMA 890 µm of our galaxies as measured in Schreiber et al. (2017b) (in all fields but GOODS-North).
Fitting of the stacked SEDs
Using the fitting method described in section 3.2, we used our new library to model the stacked fluxes from S15 (avoiding again λ < 5 µm). We used the mean redshift of the stacked sample to shift the SED in the observed frame. Uncertainties on the redshifts are of the order of 5% and are thus much smaller than the bins (which have a constant width of 25%), we therefore ignored them, but we did broaden the templates by the width of the redshift bins. To derive accurate error estimates on the fitting parameters, we bootstrapped the stacked sample and applied the fitting procedure on each bootstrapped SED. This allows a better treatment of correlated noise (flux fluctuations affecting multiple bands simultaneously due, e.g., to contamination from neighboring sources on the map). The resulting models are compared to the measured photometry in Fig. 3 .
The first thing to note is the excellent agreement between our templates and the photometry. With only three free parameters, no clear tension is observed, reinforcing the idea of a universal SED. Compared to our previous fits with the CE01 library, we found very similar values of L IR . The most extreme difference arose in the lowest redshift bin (0.3 < z < 0.7) where we obtained values that are systematically 0.1 dex lower with the new library. This difference is caused by a peculiar feature of the previously adopted best-fit CE01 template. This particular SED (ID 40) shows an enhanced flux around the rest-frame 30 µm compared to our library. Without any data to constrain this feature, we cannot say whether it is real or not, although we tend to favor the result of our new SED library which has a consistent shape at all T dust .
Best fit parameters and systematic bias corrections
One major issue when interpreting stacked photometry is that the stacked SED is the flux-weighted average in each band, which is not necessarily equal to the SED of the average galaxy of the sample. This is particularly true if the brightest galaxies have a different SED than the average galaxy, and indeed such situation is expected in our case: starburst galaxies, which have the highest SFRs in a given bin of mass, have an increased temperature and IR8. Therefore our stacked SED will be biased towards higher temperatures and higher IR8 compared to their true average, and these biases need to be accounted for before going further.
To quantify these biases, we used the Empirical Galaxy Generator (EGG; Schreiber et al. 2017a) . Using a set of empirical prescriptions, this tool can generate mock galaxy catalogs matching exactly the observed stellar mass functions at 0 < z < 6 and the galaxy main sequence with its scatter and starburst population (S15). We also implemented the relations derived in the present paper for T dust and IR8 and their dependence on R SB , namely Eqs. 15 to 19, adding the observed residual scatter (see sections 4.2.3 and 4.2.5) as a random Gaussian perturbation to match the observed distribution of both quantities. Thanks to these prescriptions, the tool can produce realistic mock catalogs of galaxies with a full infrared SED, and we showed in Schreiber et al. (2017a) that this empirical model reproduces faithfully the observed number counts in all FIR bands.
Generating a large mock catalog of about a million galaxies with M * > 3 × 10 9 M at 0.3 < z < 5, we simulated our stacked SEDs by computing the average flux in each band for each of the stellar mass and redshift bins displayed in Fig. 3 . The size of the mock catalog was chosen so that each stacked bin contained at least 1 000 galaxies. No noise was added to the stacked fluxes, since we only looked for systematic biases. We then applied exactly the same fitting method to these synthetic stacks as used for the real stacks, and compared the resulting fit parameters to their true average. Since the recipes for T dust and IR8 used in EGG depend to some extent on the bias correction we are now discussing, we proceeded iteratively: we derived a first estimate of Eqs. 15 to 19 without applying any bias correction, implemented these relations in EGG, and determined a first value of the corrections. We then applied these corrections to the observed values, re-evaluated the relations, updated EGG and the mock catalog, then determined the final corrections. The obtained values were not significantly different from the first estimates, so we only did two iterations of this procedure.
We found that the "raw" stacked values (before correction) were on average larger than their true average by 1.5 ± 0.3 K for T dust , and by a factor of 10 ± 1% for IR8. These are relatively small corrections which do not impact our conclusions, but we applied them nevertheless to our best fit values.
In Fig. 4 (top left and top right) we show the best-fit values we obtain for T dust and IR8 in all bins of mass and redshifts where they could be measured. These are also tabulated in Table 1. To complement our stacks toward the local Universe, we also compute the average T dust and IR8 for the UV J star-forming galaxies of the HRS. The evolution with redshift and mass of T dust and IR8 are quantified in the following sections.
Evolution of the dust temperature
In most cases, varying the stellar mass has no influence on the dust temperature. The most massive galaxies (M * > 10 11 M ) tend to have colder temperatures by 2.3 K on average (see also Matsuki et al. 2017 who report a similar trend at z = 0), but this is only significant at z < 1, in the domains where the main sequence departs from a linear relation (e.g., Whitaker et al. 2015; Schreiber et al. 2015) . This reduced temperature was already interpreted in our previous work as a sign that massive star-forming galaxies at low redshifts are in the process of shutting down star-formation, with a slowly declining efficiency (Schreiber et al. 2016) . Since this is a minor effect compared to the overall redshift evolution, and since it only affects the few most massive galaxies, we do not discuss it further here.
Averaging the dust temperatures of the mass bins unaffected by the above effect, we recovered a previously reported trend for the dust temperature to increase with redshift (e.g., Magdis et al. 2012; Magnelli et al. 2013; Béthermin et al. 2015) . Contrary to what Magdis et al. (2012) claimed, we observed a continuous rise of the temperature up to z = 4, confirming the results of Béthermin et al. (2015) . Fitting the evolution of T dust with red- Fig. 4 . Left: Evolution of the effective dust temperature T dust with redshift. The T dust estimated from each stacked SED at different stellar masses are shown on the top plot with circles of different colors (see legend). The bottom plot shows the weighted mean of all mass bins as black circles (excluding the most massive bin, shown in red, or the least massive bin, shown in blue). The average of the galaxies from the HRS (Schreiber et al. 2016; Ciesla et al. 2014 ) is given with a solid triangle. The trend we adopt in this paper is shown with a solid black line. We also show the T dust evolution of Magdis et al. (2012) and Béthermin et al. (2015) (both converted from U to T dust using Eq. 5) as well as Magnelli et al. (2014) (corrected from light-weighted to mass-weighted using Eq. 6). We also show the best fitting temperature to the Béthermin et al. (2015) SEDs modeled with our own library as open squares. Right: Evolution of the IR8 ratio with redshift. The legends are the same as for the plots on the left, except that here we show the values obtained by Magdis et al. (2012) (computed from their best-fit template SEDs) and Elbaz et al. (2011). shift as an empirical power law, we obtained
This relation is displayed in Fig. 4 (bottom left), where we compare it to results from the literature. In particular Magnelli et al. (2014) found T dust = 26.5 × (1 + z) 0.18 . The normalization of this relation is higher than the one we report here, but the evolution with redshift is milder. This higher normalization is linked to the fact that Magnelli et al. (2014) measured T dust by fitting modified blackbodies, making their dust temperatures light-weighted. Correcting for this difference using Eq. 6 (as was done in Fig. 4) , their z = 0 value is fully consistent with ours, but their measurement at z = 2 falls short of ours by 5K. The same is true for the stacks of Magdis et al. (2012) . This could be caused by the absence of clustering correction in these two studies, since it affects preferentially the long wavelength Herschel bands which are crucial to determine the temperature. Magnelli et al. (2014) does exclude the bands for which they predict the flux is doubled by the effect of clustering, however this threshold is extreme and will leave substantial clustering signal in their photometry.
To further check for systematic issues in our stacked fluxes, we applied our model to the stacked SEDs of Béthermin et al. (2015) , which were obtained for a different sample, in a single mass bin, and include longer wavelength data from LABOCA 870 µm and AzTEC 1.1 mm at all redshifts. The correction for clustering is also performed with another method. Despite these differences, the evolution of T dust in these data is in excellent agreement with the above relation, suggesting that our stacked fluxes are robustly measured. We also compare the U value as reported by Béthermin et al. (2015) for reference; the DL07 model used in that work assumes a different functional form for the U distribution, so the comparison is limited in scope, but we nevertheless recover a similar slope for the redshift dependence of the temperature.
We therefore confirm that the dust temperature increases continuously from about 25 K at z = 0 up to more than 40 K at z = 4, with little to no dependence on stellar mass (hence L IR ) at fixed redshift. This is important to take into account when only limited FIR photometry is available and T dust needs to be assumed to extrapolate the total IR luminosity, particularly for --sub-millimeter samples which do not probe the emission blueward of the peak of the dust emission (see section 6). Elbaz et al. (2011) proposed that a unique value of IR8 = 4.9 holds for all main sequence galaxies, however it could be seen already from their stacked data (see their Fig. 7 ) that the average IR8 is closer to 8 at z = 2 (see also Reddy et al. 2012) . After applying the correction described in section 4.1.3, we found IR8 ∼ 7 at z = 2, mildly but significantly larger than the value first reported in Elbaz et al. (2011) at z = 1. On the other hand, we found the z = 0 galaxies from the HRS have a marginally smaller IR8 of about 3.5, very similar to our z = 1 value of 4. This implies that the average value has evolved continuously between z = 2 and z = 1 only, and our stacks at z = 3 suggest that this evolution stops at higher redshifts. We thus fit the evolution of the average IR8 as a broken linear relation and obtained
Evolution of the IR8
This relation is displayed in Fig. 4 (bottom right) and compared to the values obtained by Elbaz et al. (2011, Fig . 7) and Magdis et al. (2012) , which are in rough agreement. The IR8 value of Magdis et al. (2012) at z = 0 is significantly higher than ours, probably because their local sample was flux-limited (da Cunha et al. 2010), hence is biased toward starbursts which have a systematically higher IR8 (see section 4.2.2).
Interestingly, we found that low mass galaxies (M * < 10 10 M ) have systematically higher IR8 values, implying that their PAH emission is reduced. Shivaei et al. (2017) observed a similar trend in z ∼ 2 galaxies with spectroscopic redshifts. Shivaei et al. also observe that this trend of reduced PAH emission can be linked to decreasing metallicity, as observed in the local Universe (e.g., Galliano et al. 2003; Ciesla et al. 2014 ). The physical origin of this trend is still debated. One plausible explanation is that a metal-poor interstellar medium blocks less efficiently the UV radiation of young stars, and makes it harder for PAH molecules to survive (e.g., Galliano et al. 2003) . Other scenarios have been put forward, suggesting either that low metallicity objects are simply too young to host enough carbon grains to form PAH complexes (Galliano et al. 2008) , or that this is instead caused by a different filling factor of molecular clouds in metal poor environments (Sandstrom et al. 2012) . Metallicity, in turn, is positively correlated with the stellar mass through the mass-metallicity relation (Lequeux et al. 1979; Tremonti et al. 2004) , and this relation has been found to evolve with time, so that galaxies were more metal-poor in the past (e.g., Erb et al. 2006) . If metallicity was the main driver of PAH emission, one would expect to find the strongest PAH features (and the lowest IR8) within massive low-redshift galaxies, which is indeed what we found.
To test this hypothesis quantitatively, we used the Fundamental Metallicity Relation (FMR; Mannucci et al. 2010) to estimate the average metallicity of our stacked galaxies from their stellar masses and SFRs. The resulting relation between metallicity and IR8 is shown in Fig. 5 . We found a clear anti-correlation between the two quantities, quantitatively matching the trend observed in the local Universe by Galliano et al. (2008) and confirming the Article number, page 11 of 25 A&A proofs: manuscript no. paper Fig. 5 . Relation between the IR8 observed in stacked Spitzer and Herschel photometry, and the gas-phase metallicity. The metallicity, expressed in terms of oxygen abundance 12 + log 10 (O/H) (the solar value is 8.73, Asplund et al. 2009 ), was estimated using the Fundamental Metallicity Relation (FMR, Mannucci et al. 2010) . Data points are colored with redshift as indicated in the legend. We also show the galaxies from the HRS as gray circles, using their measured metallicities. The black line shows the best fitting power law to the stacked data. The z = 0 relation obtained by Galliano et al. (2008) is shown for reference with a dotted gray line, converting their measured PAH mass fractions to IR8 using Eq. 14. results of Shivaei et al. (2017) . The best fitting power law is
where Z is the metallicity (which can be substituted for the oxygen abundance O/H under the assumption that O/H scales linearly with Z). The galaxies of the HRS, for which we have individual metallicity measurements (Boselli et al. 2010) , also follow a similar trend. Unfortunately, the power of the FMR in predicting metallicities is limited (particularly at high redshifts, e.g., Béthermin et al. 2015) , and measuring metallicities from emission lines for individual galaxies is both expensive and prone to systematics (Kewley & Ellison 2008) . Excluding the masses below 10 10 M , the model of Eq. 16 with a simple dependence on redshift provides a fit of equal quality to the data. Since Eq. 16 is more easily applicable to large samples, we chose to adopt it as the fiducial model and caution that the relations derived below for IR8 only apply to galaxies more massive than 10 10 M .
Values for individual galaxies
In this section we describe the scatter on both T dust and IR8 about the average "main sequence" values we obtained in section 4.1. We also describe how these quantities are modified for starburst galaxies, that is, those galaxies that have an excess SFR at a given stellar mass compared to the main sequence. To quantify this latter excess, we used the "starburstiness" which is defined as R SB ≡ SFR/SFR MS ; galaxies with R SB = 1 are on the main sequence, and those with R SB > 1 are located above the sequence.
Fitting individual galaxies
We used our library to fit the FIR-detected galaxies in the CAN-DELS fields and COSMOS 2 • . To ensure reliable fits, we selected galaxies with a good enough wavelength coverage and robust photometry. In particular we only used the Herschel photometry for clean sources ) to avoid biases toward low T dust because of blending, and excluded all sources for which the matching of the 24 µm emission to a H or K s -band counterpart was ambiguous (as defined in Schreiber et al. 2016) . We also excluded fits of poor quality by rejecting galaxies with χ 2 larger than 10 (less than 10% of our sample), indicative of uncaught issues in the photometry and counterpart identification.
For the measurement of T dust , following Hwang et al. (2010) we required at least one photometric measurement with significance greater than 5σ on either side of the peak of the dust continuum. This produced a sample of 438 galaxies, which are shown on the left panel of Fig. 6 .
For the measurement of IR8, we selected only the galaxies at 0.5 < z < 1.5 with at least a 3σ detection in Spitzer IRS 16 µm and the galaxies at 1.5 < z < 2.5 with at least a 3σ detection in Spitzer MIPS 24 µm to ensure the rest-frame 8 µm emission is well constrained. Of these, we only kept the galaxies for which L IR could be independently measured using longer wavelength photometry at better than 5σ. This produced a sample of 1068 galaxies, shown on the right panel of Fig. 6 , and 264 of these are in COSMOS 2
• .
Completeness and selection biases
To quantify the selection biases introduced by the numerous criteria listed above, we created a new mock catalog with EGG (see section 4.1.3) over 10 deg 2 and down to a Spitzer IRAC 3.6 µm magnitude of 25 (slightly deeper than the typical 5σ depth in CANDELS). We then perturbed the generated fluxes within the uncertainties typical for CANDELS, and mimicked the Spitzer and Herschel flux extraction procedure described in Elbaz et al. (2011) : we only kept the 16 and 24 µm fluxes for galaxies with a 3.6 µm flux larger than 0.5 µm (Magnelli et al. 2011) , we only kept the 70 and 100 µm fluxes for galaxies with a 24 µm flux larger than 21 µJy (3σ), we only kept the 160 to 500 µm fluxes for galaxies with a 24 µm flux larger than 35 µJy (5σ), and finally we only kept the 350 and 500 µm fluxes for galaxies with a 250 µm flux larger than 3.8 mJy (2σ). Since most of our sample has no ALMA data, we did not include ALMA photometry in the mock catalog.
We then ran the same fitting procedure as for the real galaxies, and applied the same selection criteria to produce the two samples with robust T dust and IR8. Normalizing the number of objects in the mock catalog over an area equal to that of CAN-DELS (and accounting for the loss of effective area caused by the rejection of the non-clean Herschel sources), the mock catalog predicts 396 galaxies with a robust T dust measurement, and 1101 galaxies with a robust IR8. These numbers are in excellent agreement with the observed ones, and confirm the validity of the mock catalog.
We display in Fig. 7 the completeness of various samples: selecting galaxies with an L IR measured at better than 3σ, selecting galaxies with a robust T dust , and selecting galaxies with a robust IR8. It is clear from this plot that one can only obtain robust measurements of T dust or IR8 for a fraction of the IRdetected galaxies. For the dust temperature, our sample reaches 80% completeness only at z < 0.6, however it can still probe galaxies with M * > 10 11 M at much higher redshifts (up to z ∼ Fig. 6 . Distribution of galaxies with a T dust (left) or IR8 (right) measurement in the M * -redshift plane. The galaxies from CANDELS are shown with black circles, that from the larger COSMOS field in red, and the smaller sample of ALESS galaxies is shown in orange. At the top we display the redshift distribution of each sample.
3) albeit with a lower completeness of 20%; this implies that selection effects are important and have to be studied carefully. The situation for the IR8 is not as dramatic, as the sample reaches 80% completeness at z = 1 above M * > 8 × 10 10 M , and 50% completeness at z = 2 above the same mass.
We display in Fig. 8 the resulting selection biases on T dust , IR8 and R SB . We found that our selection criteria bias our samples toward galaxies with higher SFR at fixed mass, hence to galaxies offset from the main sequence. For example, our sample with T dust measurement will only probe galaxies a factor three above the main sequence for masses less than 10 11 M at 1 < z < 3. Because T dust and IR8 both correlate with R SB Magnelli et al. 2014) , this translates into a positive bias on both quantities: at a given mass and redshift, the observed average T dust and IR8 of our sample are higher than their true average. This is particularly the case for T dust , and is apparent also on the real data set (Fig. 9) . Interestingly, although our T dust measurements require a detection in the SPIRE bands, which could bias our sample toward colder temperatures, we find that this is a negligible effect compared to the bias toward starbursts: on no occasion is the average measured T dust lower than the true average.
This analysis implies that the bias toward higher R SB is the dominant source of bias on the measured dust properties. In the following, we focus on the trend of both T dust and IR8 with R SB , and therefore we will not be affected by this bias. Yet it is important to keep in mind that our results are based almost entirely on galaxies with masses larger than 3 × 10 10 M ; studying galaxies at lower masses will require next generation instruments such as ALMA and JWST.
Dust temperatures
In Fig. 9 (top left) we show the measured dust temperatures for individual Herschel detections, ALESS galaxies, and galaxies from the HRS. These temperatures match broadly the trend observed in the stacked SEDs, but with a tendency to show systematically larger values. As discussed in the previous section, this is to be expected: the requirement of a well-measured IR SED biases this sample towards strongly star-forming starburst galaxies (particularly at high redshifts, z > 0.5), which have higher temperatures. Subtracting our redshift-dependent average from the measured T dust values (Eq. 15), we then observed how the residuals correlate with the offset from the main sequence. The result is shown in Fig. 9 (top right). We found a positive correlation and parametrized it with a linear relation (obtained as the bisector of the data):
. (18) where T MS dust is defined in Eq. 15. The error bars were determined by bootstrapping. Such a trend was first observed in Elbaz et al. (2011) , and later quantified by Magnelli et al. (2014) who stacked galaxies at various locations on the SFR-M * plane (see also Matsuki et al. 2017) . They reported a linear relation between T dust and log 10 (R SB ) -which they call ∆ log(sSFR) -with a slope of 6.5 K, which is shallower than the one we measure here but still roughly fits our data.
The residual intrinsic scatter of the temperatures is presented in Fig. 11 as a function of redshift, after subtracting the measurement and redshift uncertainties (assuming ∆z/(1 + z) = 3%; Pannella et al. 2015) . The absolute scatter (in Kelvins) increases mildly with redshift, and this evolution is consistent with a constant relative scatter of 12%, relative to T MS dust as given in Eq. 15. The evolution of this scatter beyond z = 2 is poorly constrained, and larger samples with 870 or 1200 µm coverage would be required to determine whether it keeps increasing at higher redshifts. Over the whole sample, the scatter in temperature was initially 17% (relative to the median). After removing the evolution of the main sequence temperature with redshift, this scatter A&A proofs: manuscript no. paper 
Temperature -luminosity relation
Historically, the first studied correlation was that between the dust temperature and the infrared luminosity (see references in section 1, §7). Whether this correlation or that involving the redshift and the starburstiness provides the best description of the observations has been repeatedly debated in the literature (see, e.g., Casey et al. 2012; Symeonidis et al. 2013; Magnelli et al. 2014) . Unfortunately, owing to the strong selection effects of flux-limited FIR samples, it is generally difficult to de-correlate the effect of redshift and luminosity. As shown in Fig. 10 (left) , our sample is affected by this issue: while our galaxies do show a clear correlation between T dust and L IR , with
, L IR also strongly correlates with the redshift. The residual scatter around the L IR -T dust relation is 13%, which is comparable to that found in the previous section; individual galaxies do not favor one description over the other.
At present, only stacking has enough discriminative power to address this question. For example, Magnelli et al. (2014) found, at fixed redshift, a tighter correlation between T dust and R SB than with L IR in their stacks. In our stacks in bins of stellar mass and redshift, we found no evidence for a correlation between T dust and L IR at fixed redshift; for example at z = 1.5, T dust remains mostly constant while L IR spans almost two orders of magnitude, as shown in Fig. 10 (left) . This suggests that there exists no fundamental correlation between L IR and T dust (at a given redshift) beyond that induced by the starburstiness, which gets averagedout in our stacks, and selection effects. . Left: Evolution of the dust temperature (T dust , top) and IR8 ≡ L IR /L 8 (bottom) of galaxies individually detected with Herschel in the CANDELS fields (gray dots), from ALESS (orange circles) and the HRS (blue circles or range). We overplot the trends found in stacking (section 4.1) with solid black lines. The dashed horizontal line indicates the maximum IR8 value that our library can reach. Right: Evolution of T dust (top) and IR8 (bottom) with the starburstiness (R SB , see text). The legend is the same as for the plots on the left, except that here the black solid line shows our best-fit relation to the data. For T dust we show the relation previously found by Magnelli et al. (2014) with a dashed green line, and for IR8 we show the relation of Nordon et al. (2012) with a dashed blue line.
To further demonstrate this, we show in Fig. 10 (right) the L IR -T dust relation arising in the mock catalog produced with EGG (see section 4.2.2). This relation is very similar to that observed in the real catalog, albeit with a slightly higher scatter (15%). This L IR -T dust relation was not imposed when generating the mock, instead it emerges naturally as a combination of selection effects and the relations discussed in the previous section.
IR8
We applied the same procedure to IR8, and the results are shown in Fig. 9 (bottom left and right) . Consistently with the results of Elbaz et al. (2011) and Nordon et al. (2012) , we found a correlation between IR8 and log 10 (R SB ), meaning that starburst galaxies have depressed PAH emission, which Elbaz et al. interpreted as a sign of increased compactness of the star-forming regions. We modeled this dependence with a linear relation (obtained as the bisector of the data):
This relation is consistent with that derived by Nordon et al. (2012) , although we do not find the need for a separate regime for galaxies below the main sequence. Over the whole sample, the scatter in log 10 (IR8) is 0.28 dex. This is reduced to 0.22 and 0.18 dex after subtracting the redshift and starburstiness dependences, respectively.
Optimal L IR and M dust measurements
Contrary to the standard FIR libraries from the literature (e.g., CE01), ours has three degrees of freedom: the normalization (either L IR or M dust ), the dust temperature, and the IR8 (or f PAH ). This requires particular care when the observed SEDs are poor A&A proofs: manuscript no. paper Fig. 10 . Left:Relation between the dust temperature (T dust ) and the total infrared luminosity (L IR ) for galaxies individually detected with Herschel in the CANDELS fields (colored circles, dark purple to yellow from low to high redshift), from ALESS (orange circles) and the HRS (light blue circles). We overplot the best-fit power law (see text) with a black solid line, as well as the values obtained at z = 1.5 by stacking galaxies in different bins of mass (see section 4.1). Right: same as left, but for the mock CANDELS catalog produced with EGG (defined in section 4.2.2). Fig. 11 . Residual intrinsic scatter of T dust , obtained after removing the redshift evolution (Eq. 15) and starburstiness dependence (Eq. 18), and subtracting statistically the uncertainty on the T dust measurements and on the redshift. Measurements of the scatter in CANDELS and ALESS are shown with solid circles, and the HRS is shown with a solid triangle. The trend with redshift is modeled as a constant relative uncertainty (black line).
and some of these parameters are unconstrained. To obtain a robust determination of L IR for galaxies with variable wavelength coverage, the procedure we recommend is described in the following subsections. In the next section we quantify the accuracy of monochromatic L IR or M dust measurements (i.e, when only a single broadband flux is available for a galaxy) when this procedure is applied, and make predictions for JWST and ALMA.
Selection of the free parameters
The dust temperature must be fixed if the peak of the FIR emission is not constrained. In practice, this requires at least one measurement at more than 3σ on either side of the peak , and within the rest-frame 15 µm to 3 mm to avoid contribution from PAH or free-free emission. Here we defined the "peak" by first fitting the galaxy with a free T dust , and measuring λ max from the resulting best-fit template. To fix the temperature, one will use Eq. 15 evaluated at the redshift of the galaxy. The library is then reduced to a single dust continuum and a single PAH template. Likewise, the IR8 must be fixed if no measurement probes the rest-frame 5 to 15 µm (to constrain L 8 ), or if no observation is available for wavelengths greater than 15 µm (to constrain L IR ). In this case the value of IR8 should be taken from Eq. 16 and evaluated at the redshift of the galaxy. Using Eq. 13, IR8 can then be translated to f PAH and fix the relative amplitude of the PAH and continuum templates.
Fitting the observed photometry
For each value of T dust allowed in the fit, the templates (provided in rest-frame quantities) must be translated to the observer frame and integrated under the filter response curves of the available photometry. Using a linear solver, one can then fit the convolved templates to the observed photometry as a linear combination of the dust continuum and PAH emission:
where M cont dust and M PAH dust are free parameters, and compute the χ 2 . Among all the templates in the library, one can then pick as the best-fit solution the T dust value which produced the smallest χ 2 (or the only available T dust value if it is kept fixed). If the fit is performed with a standard linear solver, the amplitude of either component can become negative. This typically happens when the observed photometry requires an IR8 value larger than what the library has to offer (which is rare by construction), and the fit uses a PAH component with a negative amplitude to reduce the mid-IR emission. In such cases, one could fix f PAH = 0 (i.e., no PAH emission) or exclude the rest-frame 8 µm photometry altogether. Such situations can hint at the presence of obscured AGNs (Donley et al. 2012 ), or galaxies with strong silicate absorption (Magdis et al. 2011) .
If IR8 is fixed, the two components of the library are merged into one single template for each value of T dust . Eq. 20 becomes
where f PAH is computed from IR8 using Eq. 13, and the only free parameter is M dust . Similarly to the procedure above, one can then vary T dust and choose as the best-fit solution the value of T dust that produced the smallest χ 2 . The dust mass is computed as M dust = M cont dust + M PAH dust , while the other parameters (L IR and L 8 ) can be obtained from the tabulated values corresponding to the best-fit T dust .
Computing uncertainties on best-fit parameters
The most straightforward and secure way to determine uncertainties is to perform a Monte Carlo simulation for each galaxy, where the observed fluxes are randomly perturbed with a Gaussian scatter of amplitude set by the flux uncertainties. This needs to be repeated at least 100 times for reliable 1σ error bars. For each parameter, the probability distribution function can be determined from the distribution of best fit values among all random realizations.
Accuracy of monochromatic measurements
While our library provides three degrees of freedom, in most cases the observed SED of a galaxy will consist of only a couple of data points. The procedure we described in the previous section provides a simplified fit procedure where the number of degrees of freedom is progressively reduced until only one is left: the normalization of the template SED. At fixed T dust , this normalization can be translated either into L IR or M dust , which are usually the quantities observers are after. Often, only one observed data point is available -typically either from Spitzer MIPS 24 µm, ALMA 870 µm, or 1.1 mm, but also in the future from James Webb. In this case we dub the measurement of L IR or M dust as "monochromatic".
In the case of such monochromatic measurements, since the shape of the SED depends on T dust in a strongly non-linear way, the uncertainty on T dust will propagate into different uncertainties on L IR and M dust depending on which band is used to determine the normalization of the template (the case of the many ALMA bands in the millimeter regime is discussed in section 6.2.2). We have shown in section 4.2.3 that fixing T dust to the average value for galaxies at a given redshift (Eq. 15) provides the correct temperature within 15%. In this section, we discuss the uncertainties on L IR and M dust resulting from this uncertainty on T dust , and show which bands are best suited for monochromatic measurements or either quantities. We also discuss how well the rest-frame 8 µm luminosity can be used to measure L IR , which is a situation arising for z ∼ 1 to 2 galaxies too faint to be detected with Herschel but seen by Spitzer MIPS at 24 µm (or in the future with JWST, which is discussed more thoroughly in sections 6.2 and 6.2.1).
Mock catalog
Using a mock catalog built with EGG (see section 4.1.3), we simulated monochromatic measurements and compared them to the true values of L IR and M dust . We produced a mock catalog spanning 10 deg 2 and selected all the star-forming galaxies more massive than M * = 10 10 M . We then created a flux catalog containing the fluxes of all galaxies in the simulation in all Spitzer and Herschel bands, as well as JWST MIRI and ALMA. For each galaxy in the mock catalog, we built its "average" expected SED from Eqs. 15 and 16 and used this SED to convert each flux into a value of L IR and M dust . We note that we did not simulate the stellar continuum for this experiment; we assumed it can be properly constrained and subtracted using the shorter wavelengths. This will be particularly important for the 16 and 24 µm bands at high redshifts. Likewise, the impact of AGNs was also ignored, and these will increase the uncertainty in these same bands at all redshifts (e.g., Mullaney et al. 2011) . Therefore the uncertainties we derived should be considered as lower limits.
The resulting uncertainties are shown in Fig. 12 as a function of redshift, for all Spitzer and Herschel bands, as well as two ALMA bands for illustration (band 7 at 8770µm, and band 6 at 1100 µm); the case of JWST and ALMA are discussed further in section 6.2. Several interesting features come out of this figure and we describe them in the following sections.
Infrared luminosity
When measuring fluxes on the dust continuum, we found L IR is best measured when the photometric measurement is close to the peak of the FIR SED: the optimal uncertainty is of the order of 0.05 dex, using 100 µm at z < 0.2, 160 µm at 0.2 < z < 1.5, 250 µm at 1.5 < z < 3.9, and 350 µm at 3.9 < z < 5. These correspond respectively to rest-frame wavelengths of 90, 86, 68 and 64 µm, which are precisely the peak wavelengths of the dust SED at each redshift (see also Schreiber et al. 2015 , Fig. 9 ). Rightward of the peak, the uncertainty rises continuously as the rest wavelength increases, since the emission beyond the rest-frame 250 µm is rather tracing the dust mass (see sections 6.1.2, 6.2.2, and Scoville et al. 2014) , and fluctuations in the L IR /M dust ratio (displayed in Fig. 12 , top and bottom left) are driven by the adopted scatter in T dust .
Leftward of the peak, the uncertainties rise significantly up to 0.22 dex when probing the rest-frame 5 to 10 µm, that is, for 16 µm at 0.5 < z < 2 and 24 µm at 1.5 < z < 3. This, in turn, is caused by variations of IR8 (displayed in Fig. 12, top left) , and shows that fluxes in this wavelength domain should be interpreted carefully. Outside of these ranges dominated by PAH emission, our model suggests that the short wavelengths can be excellent tracers of L IR , for example with 24 µm reaching the same accuracy as 350 µm at z > 3.9. This is linked to our as-A&A proofs: manuscript no. paper . This uncertainty is derived by measuring the standard deviation of the difference between the true L IR that was put in the simulated catalog and the observed monochromatic rest-frame luminosity. This is an optimal uncertainty, assuming 1) no error on the measured flux, 2) knowledge of the best average L IR /L ν conversion factor (i.e., the best average SED), 3) perfect subtraction of the stellar component (which only matters for 16 and 24 µm at high-redshift), and 4) no contamination from AGNs. For comparison, we show with a black solid and dashed lines the logarithmic scatter in L IR /M dust and L IR /L 8 in the sample at each redshift, which are the main drivers of SED variations at λ > 30 and λ < 30 µm in our model, respectively. Top right: Predicted systematic error on the L IR of starburst galaxies (selected here with R SB > 2) normalized to the galaxies' offset from the main sequence. In other words, a value of x on this plot means that the L IR will be wrong on average by a factor R sumption of a constant fraction of very small grains. Little data can back up this assumption at present; in the local Universe Chary & Elbaz (2001) reported a scatter of 0.15 dex between L IR and the 12 or 16 µm luminosities, which is consistent with the values we obtained with our model and suggest the small grain population does not vary strongly from one galaxy to the next. On the other hand, the hotter T dust and reduced PAH emission observed in distant galaxies suggest that small grains could get destroyed more efficiently at this epoch. In the near future, JWST will be able to detect distant galaxies at rest wavelengths less than 12 µm and check this assumption. Another source of uncertainty will be the subtraction of the stellar continuum which can start to dominate below 5 µm, although this should be less of a problem at high redshifts where the specific SFRs are higher. Last but not least, we caution that this whole discussion is ignoring AGNs, which seem to be very common at least among massive galaxies at z > 3 (Marsan et al. 2017) .
Using a single photometric point, and therefore fixing IR8 and T dust to their redshift average, one will be systematically biased for those galaxies which have unusual IR8 or T dust values. As shown in section 4.2, this is the case for starburst galaxies. For this reason, we also display on Fig. 12 (top right) the pre-dicted value of this systematic bias for galaxies with R SB > 2 (i.e., at least one sigma away from the main sequence). The trend is for measurements leftward of the peak to barely overestimate the L IR by no more than R 0.3 SB . In other words, a galaxy which is truly a factor five above the main sequence will be observed instead at a factor eight. On the other hand, measurements rightward of the peak or those dominated by PAH emission can reach systematic underestimations by a factor of R 0.5 SB , so a galaxy a factor five above the MS will be seen at only a factor 2.2. These systematic errors will tend to bring starburst galaxies closer to the main sequence than what they are in reality, to the point where they can no longer be identified as such. Therefore, SFRs measured only from a single 24 µm or ALMA flux at z = 2 should not be used to study starburst galaxies.
Dust mass
We present similar figures for M dust in Fig. 12 (bottom left and right) for submillimeter bands. The most striking fact to take out of this plot is that no band provides a measurement of M dust at better than 0.1 dex (as observed in the local Universe in Groves et al. 2015) . This uncertainty rises steadily with redshift for the SPIRE bands, as rest-wavelengths get closer to the peak of the dust emission. This is partly compensated by the increase of the dust temperature with redshift (Eq. 15), which shifts the peak toward shorter wavelengths. As a consequence we found that the 870 µm or 1.1 mm bands suffer roughly equivalent uncertainties, with only a minimal increase with redshift. Scoville et al. (2014) recommended using rest-wavelengths larger than 250 µm to measure the dust mass, which should rule out the use of 870 µm beyond z = 2.5. However they have assumed a constant and relatively cold average dust temperature of 25K: for T dust = 42K as we observed at z = 4, the equivalent wavelength limit (in terms of distance to the peak) becomes 145 µm, which corresponds to 725 µm at z = 4. This implies that high frequency ALMA bands can still be used to trace the dust mass at high redshifts with a similar accuracy as 500 µm at z < 1 (see also sections 6.2.2 where this is developed further).
The systematic bias on the dust mass of starburst galaxies is relatively constant with redshift, and most importantly never reaches zero. For these galaxies, we predict a systematic overestimation of the dust masses by a factor of at least R 0.2 SB , so a galaxy a factor five above the main sequence will have its dust mass overestimated by at least 40%. When the dust mass is converted to a gas mass (see section 6.3), this implies that the gas fraction and depletion time of starbursts will be overestimated by a similar factor.
Monochromatric conversion factors for ALMA and JWST
We provide numerical factors to convert an observed ALMA flux into a dust mass and infrared luminosity in Table A.1 and Table  A .2, respectively, and conversion from a JWST MIRI luminosity into L IR in Table A .3. The later is truncated beyond the redshift where the JWST bands probe the rest-frame λ < 4 µm, where the stellar continuum starts to dominate the emission. These tables also include the conversion uncertainty (in dex), as shown on Fig. 12 for the Spitzer and Herschel bands. These data are also displayed in Figs. 13 and 14.
It is clear from Fig. 14 that the accuracy of a JWST band in measuring L IR will strongly depend on the redshift, as was already apparent for Spitzer 16 and 24 µm. Depending on the redshift range of interest, it will therefore be more profitable to observe with one band or the other: for example, using F2550W instead of F1800W at z = 1.5 can reduce the uncertainty on L IR from 0.23 to 0.12 dex. This has to be considered together with the telescope's sensitivity in each band in determining the optimal observational setup (given, for example, that F2550W is expected to be seven time less sensitive than F1800W).
Impact of redshift uncertainties for JWST
A potentially important consideration related to JWST broadbands is the effect of redshift uncertainties. Because a large fraction of the flux in these bands comes from relatively narrow PAH emission lines, the conversion factor from flux to L IR depends steeply on redshift as lines fall in and out of the bandpass. This can be precisely modeled if the spectroscopic redshift is known, but the case of photometric redshifts requires more care. To explore the impact of photometric redshift uncertainties, we have created two sets of "observed redshifts" for the galaxies in our mock catalog, obtained by randomly perturbing the true redshift with a Gaussian distribution of width ∆z. We picked ∆z/(1 + z) = 3% and 10%; 3% is a typical (if not a conservative) value of the uncertainty in deep fields (Muzzin et al. 2013; Skelton et al. 2014; Pannella et al. 2015; Straatman et al. 2016) , while 10% is a more extreme value which applies only to rare outliers.
The result is shown in Fig. 15 , and cannot be described as a simple increase in quadrature from the case with no redshift uncertainty. In the case of ∆z/(1 + z) = 3%, the impact of the redshift uncertainty is null at 0.9 < z < 1.2, and shows a maximal increase (in quadrature) of 0.16 dex at z = 0.7, 1.5 and 2.2. This has the net effect of shifting the domains of best and worst accuracy toward slightly higher redshifts. This can be explained through the so-called "negative k-correction": when increasing the redshift, the decrease in flux caused by the larger distance can be compensated, partly or fully, if the intrinsic flux is higher at shorter rest-wavelengths. This happens when the broadband filter falls on the long-wavelength side of a PAH line. But globally, the uncertainty on the conversion is not dramatically increased, and the impact of the redshift uncertainty can be mostly ignored. In contrast, when ∆z/(1 + z) = 10% the situation is much worse, with a minimal uncertainty of 0.25 dex around z = 1, and 0.4 dex at other redshifts (i.e., essentially not a measurement). This highlights the sensitivity of the PAH region to redshift outliers, and suggests that multiple MIRI bands may be required to properly characterize the galaxies with the most uncertain redshifts (e.g., extremely dusty starbursts).
ALMA: dust masses or infrared luminosities?
The dust mass and the infrared luminosity are the two main quantities one can measure from a set of ALMA fluxes; typically to infer gas masses and star formation rates, respectively. However, the conversion from an ALMA flux to either of these quantities depends on other factors, in particular on the dust temperature (see Eq. 8). The most secure approach would thus be to fit for the dust temperature, and then derive L IR and M dust . But when only a single flux measurement is available, the question arises: does this photometric point measure L IR , or M dust ? Because both depend on the dust temperature, the correct answer is "neither", which is not so helpful. However it is clear that one quantity will be constrained better than the other depending on the observed frequency (see previous sections and Fig. 12 ): one A&A proofs: manuscript no. paper . The top panels give the associated relative uncertainty on the conversion. These data are tabulated for easier access in Table A.1 and Table A .2, respectively. These factors are provided for all ALMA bands from band 8 to band 3, assuming the standard frequency.
Fig. 14. Conversion factor from observed monochromatic luminosity to L IR . These factors are provided for all JWST MIRI bands, at all redshifts where the band probes the rest-frame > 3 µm (i.e., where it may not be dominated by stellar continuum). The top panel gives the associated relative uncertainty on the conversion. These data are tabulated for easier access in Table A .3. expects high frequency bands to better trace L IR , and low frequency bands to better trace M dust .
We quantified this question in two ways using our mock catalog. We first determined, for each band, the redshift ranges in which L IR or M dust are measured at better than 0.2 dex. We found that M dust is measured at better than 0.2 dex at all redshifts, and for all bands except band 9 (440 µm, which is always worse than 0.2 dex). In contrast, we found that L IR can only be measured at this level of accuracy in band 9, 8, 7 and 6 and at z > 1, 3.2, 3.8 and 5.7, respectively. Therefore there are domains where either L IR or M dust can be measured at better than 0.2 dex from the same ALMA measurement. We note however that only one of the two quantities can really be "measured", the other is then fully determined by the assumed T dust .
Alternatively, for each redshift and band, we determined which of L IR or M dust is constrained with the lowest uncertainty. The answer is always M dust , except for band 9, 8 and 7 at z > 0. 8, 3.6 and 5.7 , respectively, where L IR takes over. Therefore, while band 7 (870 µm) can be used starting from z = 3.8 to measure L IR , it is only at z > 5.7 that it traces L IR better than it traces M dust .
These results depend strongly on the evolution of the average dust temperature with redshift. If it had remained constant at the z = 0 value, high frequency ALMA bands would have traced L IR better at lower redshifts. This highlights that a proper knowledge of the dust temperature is crucial to interpret sub-millimeter fluxes, especially in cases where a single band is used at multiple redshifts to determine, for example, luminosity functions or cosmic SFR densities, or to build scaling laws.
Gas masses from dust masses
While the dust mass in itself is only of moderate interest, it is often used as a proxy for determining gas masses, though the assumption of a gas-to-dust ratio. In Schreiber et al. (2016) , we have derived gas-to-dust ratios appropriate for our library: since systematic uncertainties on the dust masses are significant (see section 3.1.4), it is crucial to use a consistent calibration of gasto-dust ratios, derived using the same dust model. We obtained
where M gas is the total mass of atomic and molecular hydrogen, including helium, and Z is the metallicity. This relation assumes that the metallicity is inferred from the oxygen abundance 12 + log(O/H), measured using the Pettini & Pagel (2004) calibration (see Magdis et al. 2012 ), a solar metallicity of Z = 0.0134 and a solar oxygen abundance of 8.73 (Asplund et al. 2009 ). The Pettini & Pagel calibration was used by Mannucci et al. (2010) to build the Fundamental Metallicity Relation (FMR), therefore the above formula can be applied directly to metallicities estimated using the FMR. The uncertainty in the above formula is only statistical. Using galaxies in the HRS with well measured dust masses and independent measurement of gas masses from CO and Hi, we determined that gas masses derived from dust masses were accurate at the level of 0.2 dex. We emphasize that this gas-to-dust ratio was empirically calibrated using measured dust masses of nearby galaxies, and therefore the value of this ratio depends entirely on the model used to infer the dust masses. Using the DL07 model, for example, would produce higher dust masses by a factor two, hence the gas-to-dust ratio would have to be reduced by the same factor to remain consistent. Ultimately, the gas masses derived from dust masses of any model should be the same, provided the gas-to-dust ratios are properly calibrated.
Conclusions
We have introduced a new library of infrared SEDs, publicly available on-line, with three degrees of freedom: the dust mass or infrared luminosity, the dust temperature T dust , and the midto-total infrared color IR8 ≡ L IR /L 8 .
Using this library, we fit stacked SEDs of complete samples of main sequence galaxies in the CANDELS fields and derived the redshift evolution of the average T dust and IR8, recovering and extending the trends previously identified in the literature. We observed that the most massive galaxies (M * > 10 11 M ) at z < 1 have a reduced T dust , sign of a reduced star formation efficiency, and found that low mass galaxies (M * < 10 10 M ) have an increased IR8, probably because of their lower metallicities. Aside from these two mass domains, we found the infrared SED of the stacked galaxies only depend on the redshift, confirming the existence of a universal dust SED for main sequence galaxies at each epoch of the Universe.
We then used our new library to model galaxies individually detected in the Herschel images to determine how T dust and IR8 vary for galaxies located above the main sequence, that is, the starbursts, and measure for the first time the scatter of both quantities. We recovered previous claims of a positive correlation of T dust and IR8 with the offset from the main sequence. Both trends hint that the star forming regions in starbursts are more compact than in the typical main sequence galaxy. We observed a low residual intrinsic scatter of 12% in T dust and 0.18 dex for IR8, confirming that most of the observed variations of these two parameters are captured by the relations we derived with redshift and offset from the main sequence.
We have implemented these relations and scatters in the Empirical Galaxy Generator (EGG) to predict the accuracy of monochromatic measurements of L IR and M dust , as provided now by Spitzer MIPS 24 µm and ALMA, and in the future with JWST. We found that L IR is best measured by wavelengths close to the peak of the dust emission, with a minimal uncertainty of 0.05 dex, while mid-IR bands such as those of JWST have a typical uncertainty of 0.1 to 0.25 dex. The highest frequency bands of ALMA can also be used to determine L IR , with an uncertainty of 0.2 dex or less at z > 0.9, 3.2, 3.8, and 5.7 for bands 9, 8, 7, and 6, respectively. Using randomly perturbed redshifts, we found these values to be only moderately increased in case of a typical redshift uncertainty of 3%. When measuring flux leftward of the peak (in wavelength), L IR is only barely biased for starburst galaxies, however measurements rightward of the peak or using the rest-frame 8 µm will underestimate the L IR of starburst galaxies to the point of artificially bringing them back within the upper envelope of the main sequence.
Using the same mock catalog, we determined that the dust masses are best determined from the longest wavelength bands with an uncertainty of less than 0.15 dex. High-frequency ALMA bands such as band 8 and 7 can also be used with an uncertainty of 0.2 dex, however these bands will also tend to overestimate the dust (and gas) masses of starburst galaxies.
Finally, we tabulated the coefficients to convert observed ALMA fluxes into M dust and L IR and JWST luminosities into L IR , and provided estimates of the uncertainty associated to this conversion.
These results and our library can be used immediately to interpret the many observations in the ALMA archive, which most often consist of a single measurement per galaxy. Furthermore, we expect this will also be most useful for future proposals, either for ALMA or JWST, by providing accurate predictions for the expected flux range of individual galaxies at various epochs.
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