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Abstract
This work addresses the problem of infrared mass renormalization for a non-relativistic electron mini-
mally coupled to the quantized electromagnetic field (the standard, translationally invariant system of an
electron in non-relativistic QED). We assume that the interaction of the electron with the quantized elec-
tromagnetic field is subject to an ultraviolet regularization and an infrared regularization parametrized by
σ > 0. For the value p = 0 of the conserved total momentum of electron and photon field, bounds on the
renormalized mass are established which are uniform in σ → 0, and the existence of a ground state is
proved. For |p| > 0 sufficiently small, bounds on the renormalized mass are derived for any fixed σ > 0.
A key ingredient of our proofs is the operator-theoretic renormalization group based on the isospectral
smooth Feshbach map. It provides an explicit, finite algorithm for determining the renormalized electron
mass at p = 0 to any given precision.
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0. Conventions
We use units in which the velocity of light c, Planck’s constant h¯, and the bare electron mass
m have the values c = h¯=m= 1.
The letters C or c denote various constants whose values may change from one estimate to
another.
B(H1,H2) denotes the bounded linear operators H1 →H2 for Banach spaces H1, H2.
Dr(z) ⊂ C is the closed disc of radius r centered at z, and Dr ≡Dr(0).
Br(x)⊂ R3 is the closed ball of radius r centered at x ∈ R3, and Br ≡ Br(0).
〈v, v′〉R3 denotes the Euclidean scalar product for vectors v, v′ ∈ R3.
v2 ≡ 〈v, v〉R3 ≡ |v|2.
1. Definition of the model
We study the translationally invariant system of a non-relativistic electron in R3 that is min-
imally coupled to the ultraviolet regularized quantized electromagnetic field. This model of
quantum electrodynamics (QED) with non-relativistic matter has originally been proposed by
Dirac and Jordan. For notational simplicity, we consider a negatively charged particle of spin
zero (‘spin-0 electron’). Even at the lowest energy state, the electron is surrounded by a cloud
of photons whose number fluctuates unboundedly, and which change the value of the electron
mass. It is the goal of this paper to determine this new mass, the renormalized electron mass, at
least under some simplifying assumptions.
The Hilbert space of the (spinless) electron is given by
Hel = L2
(
R
3, d3xel
)
. (1.1)
The field quanta of the quantized electromagnetic field are massless, relativistic bosons, referred
to as photons. The Hilbert space of one-photon states is given by
h := L2(R3, d3k)⊗ C2, (1.2)
where k ∈ R3 is the momentum of a photon. The factor C2 accommodates its transverse
polarization states in the Coulomb gauge. One can choose a pair of polarization vectors
(k,λ) ∈ R3, |(k,λ)| = 1, for λ ∈ {+,−}, associated to every k ∈ R3 \ {0}, such that the triple
((k,+), (k,−), nk := k|k| ) is an orthonormal basis in R3. The label λ ∈ {+,−} indicates the
polarization of the photon.
The bosonic Fock space describing the pure states of the quantized electromagnetic field is
defined by
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⊕
n0
Symn h⊗n, (1.3)
where Symn is the orthogonal projection onto the subspace of totally symmetric n-particle wave
functions in the n-fold tensor product of h. The zero photon sector is given by Sym0 h⊗0 :=
C{Ω}, where Ω is the vacuum vector in F . Vectors Ψ ∈ F are identified with sequences
(ψ0,ψ1, . . .), where ψ0 ∈ C, and where ψn(k1, λ1, . . . , kn, λn) are n-particle wave functions that
are totally symmetric with respect to their n arguments.
For convenience, we introduce the notations
K := (k, λ),
∫
dK :=
∑
λ∈{+,−}
∫
d3k, (1.4)
and
μK := (μk,λ) for μ ∈ R. (1.5)
The inner product on F is then defined by
〈Ψ,Φ〉 :=
∞∑
n=0
∫
dK1 · · ·dKn ψn(K1, . . . ,Kn)φn(K1, . . . ,Kn). (1.6)
Given λ ∈ {+,−} and f ∈ L2(R3, d3k), we define an annihilation operator a(f,λ) acting on
any Ψ = (ψn)∞n=0 with only finitely many non-zero entries by(
a(f,λ)Ψ
)
n
(K1, . . . ,Kn) :=
√
n+ 1
∫
d3k f¯ (k)ψn+1(k, λ,K1, . . . ,Kn) (1.7)
and
a(f,λ)Ω = 0. (1.8)
This defines a closable operator a(f,λ) on F whose closure is also denoted by a(f,λ). The
adjoint of a(f,λ) with respect to the scalar product on F is the creation operator a∗(f,λ). With
a(f,λ) being anti-linear, and a∗(f,λ) being linear in f , it is possible to write
a(f,λ)=
∫
d3kf (k)a(k,λ), a∗(f,λ)=
∫
d3k f (k)a∗(k, λ), (1.9)
where a(K) and a∗(K) are unbounded, operator-valued distributions satisfying the canonical
commutation relations[
a(K), a∗(K ′)
]= δλ,λ′δ(3)(k − k′), [a(K), a(K ′)]= 0.
For brevity, a henceforth denotes either a or a∗.
The energy and momentum of a single photon with wave vector k is given by |k| and k,
respectively (recalling that in our units, the speed of light and Planck’s constant have the value 1).
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∑n
j=1 |kj |,
and momentum
∑n
j=1 kj . We define the free field Hamiltonian Hf , and the free field momentum
operator Pf , by
(Hf Ψ )n(K1, . . . ,Kn)=
(
n∑
j=1
|kj |
)
ψn(K1, . . . ,Kn),
(Pf Ψ )n(K1, . . . ,Kn)=
(
n∑
j=1
kj
)
ψn(K1, . . . ,Kn), (1.10)
and (Hf Ψ )0 = 0, (Pf Ψ )0 = 0. Expressed in terms of creation and annihilation operators,
Hf =
∫
dK a∗(K)|k|aλ(K), Pf =
∫
dK a∗(K)ka(K), (1.11)
which are defined as weak integrals.
The states of an electron coupled to the quantized electromagnetic field are elements of the
tensor product Hilbert space
H=Hel ⊗F .
The model studied in this paper is defined by the Hamiltonian
HQED = 12
(
i∇xel ⊗ 1f − gAκσ (xel)
)2 + 1el ⊗Hf . (1.12)
Here, Aκσ (xel) denotes the (regularized) quantized vector potential defined by
Aκσ (xel) :=
∫
dK
|k|1/2 κσ
(|k|)((K)ei〈k,xel〉R3 ⊗ aλ(k)+ h.c.). (1.13)
It couples the electron to the degrees of freedom of the quantized electromagnetic field. More-
over, g denotes a coupling constant corresponding to the electron charge. Given an infrared
regularization parameter σ  0, κσ ∈ C∞0 ([0,1];R+) is assumed to be a smooth cutoff function
obeying
0 < ‖κσ‖σ +
∥∥xσ ∂x(x−σ κσ )∥∥σ < 10 (1.14)
and
lim
x→0
κσ (x)
xσ
= 1, (1.15)
where
‖f ‖σ := sup
∣∣x−σ f (x)∣∣. (1.16)x∈R+
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By translation invariance of the system, we may write H as a direct integral with respect to
the total momentum operator
Ptot = i∇xel ⊗ 1f + 1el ⊗ Pf , (1.17)
given by
H=
⊕∫
R3
d3pHp. (1.18)
Each fiber Hilbert space Hp , labeled by a vector p ∈ R3 corresponding to the conserved total
momentum, is isomorphic toF , and invariant with respect to the unitary time evolution e−itHQED .
By invariance of Hp under the unitary evolution generated by HQED, it suffices to study the
restriction of HQED to the fibersHp , which we denote by H(p,σ) (the fiber Hamiltonian onHp).
Thus, for any fixed p ∈ R3,
H(p,σ)=Hf + 12 (p − Pf − gAκσ )
2
= |p|
2
2
+Hf − |p|P ‖f − g|p|A‖κσ +
1
2
(Pf + gAκσ )2, (1.19)
where Aκσ :=Aκσ (0). We are using the notation
v‖ := 〈v,np〉R3, np :=
p
|p| , v
⊥ := v − v‖np (1.20)
for 0 = p, v ∈ R3.
2. Statement of the main results
We study the spectrum of the fiber Hamiltonian H(p,σ) in the vicinity of its infimum
E(p,σ ). For 0  |p| < 13 and σ > 0, we prove that E(p,σ ) is spherically symmetric in p, of
class C2 in |p|, and a simple eigenvalue (in fact, E(p,σ ) is C2 in |p| uniformly in σ  0, but this
is proved elsewhere [6]). We construct the corresponding eigenvector Ψ (p,σ ) ∈ F ∼=Hp . The
vector Ψ (p,σ ) is an infraparticle state, describing a compound particle comprising the electron
together with a cloud of low-energy (soft) photons whose expected number diverges as σ → 0,
unless p = 0. One of our main goals in this paper is to determine the renormalized electron mass.
A common definition of the renormalized electron mass found in the literature (see, e.g.,
[8,18]) is through the equation (we write it out for the IR regularized model)
E(p,σ )=E0 + |p|
2
2mren(σ )
+O(|p|3),
where the left-hand side is computed perturbatively up the second order in the coupling constant
(charge). Provided that E(p,σ ) is spherically symmetric and C2 at p = 0, and therefore, in
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(again, for the IR regularized model) as
mren(σ ) := 1
∂2|p|E(0, σ )
.
The kinematic meaning of this expression is as follows. The ground state energy E(p,σ ) can
be considered as an effective Hamiltonian of the electron in the ground state. (The propagator
exp(−itE(p,σ )) determines the propagation properties of a wave packet formed of dressed one-
particle states with a wavefunction supported near p = 0—which exist as long as σ is positive.)
The first Hamilton equation gives the expression for the electron velocity as
v = ∂pE(p,σ ).
Expanding the right-hand side in p we find v = HessE(0, σ )p +O(p2), where
(
HessE(p,σ )
)
ij
=
(
δij − pipj|p|2
)
∂|p|E(p,σ )
|p| +
pipj
|p|2 ∂
2|p|E(p,σ ) (2.1)
is the Hessian of E(p,σ ) at p ∈ R3 (given that E(p,σ ) is spherically symmetric, and C2 in |p|
near p = 0). It follows from (2.1) and the fact ∂|p|E(0, σ )= 0 that HessE(0, σ )= ∂2|p|E(0, σ )1,
so that
v = ∂2|p|E(0, σ )p +O
(
p2
)
.
This suggests taking (∂2|p|E(0, σ ))−1 as the renormalized electron mass at p = 0. For sufficiently
small momenta p we define
mren(p,σ ) := 1
∂2|p|E(p,σ )
(2.2)
as the renormalized electron mass. We remark that a different notion of the renormalized electron
mass in non-relativistic QED can be introduced through the binding of an electron to a nucleus,
see [10,15].
A central purpose in the present paper is to study mren(p,σ ). If p = 0, we shall derive bounds
on mren(p,σ ) which are not uniform in σ ; uniform bounds in this case are beyond the scope of
this work and are established by one of us in [6] (see also [5]). Among the results in [6], it is
proven that 1 ∂2|p|E(p,σ ) 1− cg2 for g < g0, with c and g0 independent of σ , and it follows
from the analysis in [6] that
lim
σ→0 limp→0mren(p,σ )= limp→0 limσ→0mren(p,σ ). (2.3)
In the present work, we assume the commutativity of the limits in (2.3) (see also condition
(14.10) below), and under this condition we prove uniform bounds on mren(0, σ ) ≡ mren(σ ) for
total momentum zero. We emphasize that our bounds are constructive and can be used to devise
an algorithm to compute mren(0,0) to any given precision.
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ric function of p, and is equal to the infimum of the essential spectrum of H(p,σ) for σ  0.
Moreover, the following hold:
(A) The case 0  |p| < 13 . For any σ > 0, there exists a constant g0(σ ) > 0 such that, for all
0  g < g0(σ ), E(p,σ ) is an eigenvalue of H(p,σ) of multiplicity one. E(p,σ ) is C2 in
|p|, and there is a finite constant c0(σ ) > 0 independent of g such that∣∣∣∣E(p,σ )− |p|22 − g22 〈Ω,A2κσ Ω 〉
∣∣∣∣< c0(σ )g2|p|22 ,
with ∣∣∂|p|E(p,σ )− |p|∣∣ c0(σ )g2|p|
and
1 − c0(σ )g2  ∂2|p|E(p,σ ) 1.
Consequently,
1mren(p,σ ) < 1 + c0(σ )g2, (2.4)
where
mren(p,σ )= 1
∂2|p|E(p,σ )
(2.5)
is the renormalized mass.
(B) The case p = 0. There is a constant g0 > 0 independent of σ  0 such that, for arbitrary
σ  0 and for any 0 g < g0, E(0, σ ) is an eigenvalue of H(p,σ) of multiplicity one.
There are finite constants c1, c2 > 0 independent of g, p and σ  0 such that
0 <E(0, σ ) c1g2.
Moreover,
∂|p|E(0, σ )= 0,
and
1mren(0, σ ) 1 + c2g2.
Assuming condition (2.3) (corresponding to (14.10) below),
lim lim mren(p,σ )= 1 + c˜2g2 +O
(
g7/3
)
, (2.6)p→0 σ→0
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c˜2 = lim
→0
〈
Ω,Aκ
[
Hf + 12P
2
f + 
]−1
AκΩ
〉
= 8π
3
∫
R+
dx
κ2(x)
1 + x/2 , (2.7)
and κ(x) := limσ→0 κσ (x).
Remark 2.2. There is a fundamental difference between the cases p = 0 and p = 0 because if
p = 0, the corresponding renormalization group problem is of irrelevant type for any σ  0;
however, if p = 0, it is of irrelevant type only if σ > 0, but of strictly marginal type if σ = 0.
More detailed explanations are given in Section 3.
2.1. Discussion
Our expression for the renormalized mass, (2.6)–(2.7), is confirmed by formal, perturbative
calculations. Indeed, for a sharp ultraviolet cutoff at Λ, and setting the bare mass equal to 1, the
ground state energy has the form
E(p,0)≈ 2πg
2Λ2
3
+ |p|
2
2
(
1 − 16πg
2
3
log
(
1 + Λ
2
))
+O(|p|4) (2.8)
to leading order in g, so that we infer
mren(0,0)≈ 1 + 16πg
2
3
log
(
1 + Λ
2
)
, (2.9)
which agrees with (2.6) and (2.7) (it is a common convention to include a factor 1√
2
in the
definition (1.13); then, g would correspond to g˜√
2
, and 16πg
2
3 to
8πg˜ 2
3 ). A presentation of the
leading order calculations producing these results can for instance be found in [20]. An important
result of this paper is that the right-hand side of (2.9) is the correct value of the renormalized
mass, up to an error o(g2).
Note that (2.8) and (2.9) depend on the ultraviolet cutoff Λ. Throughout this paper, we choose
Λ to be O(1). For some preliminary results about the dependence of E0 and mren(0,0) when
Λ→ ∞, see [10,13–15], and [20] for a recent survey.
Remark 2.3. The upper bound on |p| of 13 is not optimal, but we note that, for E(p,σ ) to be
an eigenvalue, |p| cannot exceed a critical value pc < 1 (corresponding to the speed of light).
As |p| → pc , it is expected that the eigenvalue at E(p,σ ) dissolves in the continuous spectrum,
while a resonance appears. This is a manifestation of a phenomenon analogous to Cherenkov
radiation.
Remark 2.4. Our analysis is based on the operator-theoretic renormalization group method in-
volving the smooth Feshbach map, which is developed in [1]. This method provides a convergent
expansion for both E(0,0) and mren(0,0) in powers of the finestructure constant α = g24π , with
coefficients that are themselves functions of α. Those coefficients are expected to diverge in the
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be represented as a convergent power series in α).
Remark 2.5. Our constructive method provides a convergent, finite algorithm for determining
the values of E(0,0) and mren(0,0) to arbitrary precision.
Remark 2.6. Inequality (2.5) expresses the fact that the mass of the electron is increased by
interactions with the photon field.
Remark 2.7. A priori, the constant c2(σ ) in (2.4) might diverge in the limit σ → 0; but one can
prove bounds that are uniform in σ , see [6]. In this work, we prove c(σ ) < C1/σ for an explicitly
computable constant C which is independent of g and σ .
Remark 2.8. The existence of the ground state at p = 0 for σ = 0 (see also [19]), and renormal-
ization of the electron mass is an important ingredient for the phenomenon of enhanced binding
[7,11,12]. A Schrödinger operator with a non-confining potential can exhibit a bound state when
the interaction of the electron with the quantized electromagnetic field is included. Binding to a
shallow potential can be energetically more favorable for the electron than forming an infraparti-
cle through binding of a cloud of soft photons.
Remark 2.9. An interesting alternative to the isospectral renormalization group method that can
be used to prove some of our results is Pizzo’s method of iterated (analytic) perturbation theory
[17] (see [2] for a related work).
3. Strategy and organization of the proof
The purpose of this section is to outline the key steps and analytical methods used in our proof
of Theorem 2.1.
3.1. Smooth Feshbach map
An important functional-analytic tool that we employ to establish Theorem 2.1 is the smooth
Feshbach map [1]. This is an essential ingredient of the operator-theoretic renormalization group
method and is addressed in detail in Section 4.1. Its main features can be summarized as follows.
Let H denote a separable Hilbert space, let τ and H be closed operators on H, and assume
that the operator ω :=H − τ is defined on the entire domain of τ . We choose a positive operator
0 χ  1 onH which, together with χ¯ :=√1 − χ2, shall commute with τ and leave the domain
of τ invariant. The operators (H, τ) are called a Feshbach pair corresponding to χ if the bounds
formulated in Eq. (4.2), below, are satisfied.
The smooth Feshbach map is defined on Feshbach pairs with values in the linear operators
on H. It is defined by
Fχ(H, τ)=Hχ − χωχ¯H−1χ¯ χ¯ωχ, (3.1)
where
Hχ := τ + χωχ, Hχ¯ := τ + χ¯ωχ¯. (3.2)
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• H is bounded invertible on H if and only if Fχ(H, τ) is bounded invertible on Ran(χ).
• 0 is an eigenvalue of H with multiplicity n0 if and only if 0 is an eigenvalue of Fχ(H, τ)
with the same multiplicity.
• If τ and H are selfadjoint operators on H, then H and Fχ(H, τ) are of the same spectral
type at 0; see [1] for details.
In this precise sense, the smooth Feshbach map allows us to study the low-energy spectrum
of H by analyzing a bounded operator, Fχ(H, τ), on a proper subspace, Ran(χ), of H. The
operator-theoretic renormalization group is used to prove (in a recursive fashion) that there is
a choice of χ for which Fχ(H, τ) is well defined and such that it can easily be seen that the
bottom of the spectrum of Fχ(H, τ) consists of a simple eigenvalue. By Feshbach isospectrality,
one then concludes that the bottom of the spectrum of H consists of a simple eigenvalue, too.
As compared to the version of the Feshbach map based on sharp projectors [3,4], the smooth
Feshbach map is simpler to handle, analytically (differentiability of the cutoff operators), but
somewhat more complicated algebraically, since χχ¯ = 0. All this is discussed in detail in Sec-
tion 4.5.
3.2. A Banach space of generalized Wick kernels
Our key strategy is to relate the spectral problem outlined above to a discrete dynamical sys-
tem in a Banach space of operators. The first step in this construction is to define this Banach
space, see Section 5.
We consider bounded operators of the form
H =
∑
M+N0
WM,N (3.3)
on the fixed Hilbert space Hred := 1[Hf < 1]F , referred to as effective Hamiltonians. Here,
WM,N is a generalized Wick monomial in M creation and N annihilation operators,
WM,N =
∫
BM+N1
dμ(M,N)
(
K(M), K˜(N)
)
a∗
(
K(M)
)
wM,N
[P;K(M), K˜(N)]a(K˜(N)),
where K(M) := (K1, . . . ,KM), K˜(N) = (K˜1, . . . , K˜N ), and where Ki = (ki, λi), K˜j = (˜kj , λ˜j )
are pairs of photon momenta and polarization labels. Furthermore,
dμ
(
K(M), K˜(N)
) := M∏
i=1
N∏
j=1
dKi√|ki |
dK˜j√|kj | , a(K(M)) :=
M∏
j=1
a(Kj ).
The precise definition is given in (5.7) below. WM,N is uniquely determined by its generalized
Wick kernel wM,N [P;K(M), K˜(N)]. Here, we have introduced the notation
P := (Hf ,Pf ), (3.4)
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X = (X0,X) ∈ [0,1] ×B1, (3.5)
where X = (X1,X2,X3). (For M = N = 0, W0,0 contains no creation or annihilation operator,
and w0,0 only depends on P .) We note that the singular photon form factors |kj |−1/2 are ab-
sorbed into the integration measure dμ(M,N), while the infrared regularization depending on σ
is contained in the generalized Wick kernels wM,N .
We decompose the operators H above into
H =E + T [P] +W. (3.6)
• In (3.6), E is a complex number which plays the role of a spectral parameter.
• The operator T [P] satisfies T [0] = 0. It is referred to as the non-interacting, or free part
of H .
• The operator W , referred to as the interaction part of H , is of the form
W =
∑
M+N1
WM,N .
Adapted to (3.6), we introduce a sequence space of generalized Wick kernels
W0 = C ⊕T⊕W1 (3.7)
that parametrizes the effective Hamiltonians. Here
W1 =
⊕
M+N1
WM,N . (3.8)
• C is the range of E.
• T is the space of functions T [X] with T [0] = 0, equipped with the norm
‖T ‖T ≈
( ∑
a0=0,1
+
∑
0∑31 ai2
)
sup
|X|X0<1
∣∣∂aXT ∣∣.
The precise definition of this norm is given in (5.20).
• WM,N is the space of functions wM,N [X;K(M), K˜(N)], equipped with the norm
‖wM,N‖σ ≈ sup
ki
i=1,...,M
sup
k˜j
j=1,...,N
sup
|X|X0<1
[ ∏
i=1,...,M
j=1,...,N
|ki |−σ |˜kj |−σ
]
×
(
|ki |σ
∣∣∂|ki ||ki |−σwM,N ∣∣+ ∣∣|kj |σ ∂|˜kj ||kj |−σwM,N ∣∣
+
( ∑
a0=0,1
+
∑
1∑3 a 2
)∣∣∂aXwM,N ∣∣).
1 i
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the infrared regularization, since finiteness of ‖wM,N‖σ evidently implies
∣∣|ki |σ ∂|ki ||ki |−σwM,N ∣∣+ ∣∣|kj |σ ∂|˜kj ||kj |−σwM,N ∣∣+( ∑
a0=0,1
+
∑
1∑31 ai2
)∣∣∂aXwM,N ∣∣
=O
( ∏
i=1,...,M
∏
j=1,...,N
|ki |σ |˜kj |σ
)
as |ki |, |˜kj | → 0.
We denote w1 := (wM,N)M+N1, and w = (E,T ,w1) ∈ W0. For a fixed number 0 < ξ < 1,
we define the norm
‖w‖σ,ξ = |E| + ‖T ‖T + ‖w1‖σ,ξ (3.9)
with
‖w1‖σ,ξ :=
∑
M+N1
ξ−M−N‖wM,N‖σ . (3.10)
Under this norm, the space W0 is a Banach space. There exists an injective imbedding (see [1])
H : W0 ↪→ B(Hred), (3.11)
such that for every w ∈ W0,
H [w] =E1 + T [P] +W [w] (3.12)
with
W [w] :=
∑
M+N1
WM,N [wM,N ] (3.13)
is an effective Hamiltonian of the form (3.6). Our norms are chosen such that
∥∥H [w]∥∥
op  C‖w‖σ,ξ , (3.14)
where ‖ · ‖op denotes the operator norm on Hred .
These constructions are discussed in detail in Section 5.
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To implement the multiscale approach outlined above, we define an isospectral renormaliza-
tion transformation that maps a polydisc contained in W0 into itself.
To define the polydisc, we introduce a family of non-interacting comparison theories defined
by T (p;λ)0 ∈ T with
T
(p;λ)
0 [P] ≈Hf − |p|P ‖f + λP 2f , (3.15)
where P ‖f is the projection of Pf onto the conserved momentum p, and 0 λ < 12 is a real para-
meter. The effective Hamiltonians in our problem are compared with the free family of theories
defined by T (p;λ)0 ∈ T.
In this spirit, we introduce a polydisc D(, δ, λ) ⊂ W0 given by
D(, δ, λ) ≈ {w = (E,T ,w1) ∣∣E ∈ D1/100, ∥∥T − T (p;λ)0 ∥∥T < δ, ‖w1‖σ,ξ  }, (3.16)
where D1/100 := {z ∈ C | |z| < 1100 }. Let 0 < ρ < 12 . For , δ, λ sufficiently small, and w ∈
D(, δ, λ), one can verify that (H [w],Hf ) is a Feshbach pair corresponding to χρ[Hf ] =
χ1[ρ−1Hf ]. Unlike [1], in this paper we fix the second entry, τ , for the Feshbach pairs at τ =Hf ,
and use the abbreviation
Fχρ [Hf ](·) := Fχρ [Hf ](·,Hf ). (3.17)
Note that a closed operator H lies in the domain of Fχρ [Hf ](·) if and only if (H,Hf ) is a Fesh-
bach pair corresponding to χρ[Hf ].
Remark 3.1. The choice τ = T used in [1] is not possible here, because the soft photon sum
rules (see Sections 3.8, 6.5, and 8) require τ to be independent of Pf .
We denote by Sρ := ρ−1Γρ(·)Γ ∗ρ conjugation with a unitary dilation Γρ followed by multi-
plication by ρ−1. The dilation is determined by Γρa(K)Γ ∗ρ = ρ−3/2a(ρ−1K) and ΓρΩ = Ω .
Thus,
Sρ[1] = ρ−11, Sρ[Hf ] =Hf , (3.18)
and, in general,
Sρ
[
aσ1(K1) · · ·aσn(Kn)
]= ρ− 3n2 −1aσ1(ρ−1K1) · · ·aσn(ρ−1Kn), (3.19)
where aσj = a or a∗.
Restricted to H [W0] ⊂ B[Hred], Sρ induces a rescaling map sρ on W0 by
Sρ
[
H [w]]=:H [(sρ[wM,N ])M+N0], (3.20)
where
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[
X;K(M,N)]= ρM+N−1wM,N [ρX;ρK(M,N)]. (3.21)
For the rescaled generalized Wick kernels, one finds∥∥sρ[wM,N ]∥∥σ ≈ ρ(1+σ)(M+N)−1‖wM,N‖σ . (3.22)
In general, if we assume that for some δ ∈ R,∥∥sρ[wM,N ]∥∥σ ≈ ρδ‖wM,N‖σ , (3.23)
then the kernel wM,N is called either relevant, marginal, or irrelevant, depending on whether
δ < 0, δ = 0 or δ > 0.
Assuming the definition of the renormalization Eρ of the complex number E in Section 6.1.2,
the isospectral renormalization map is then defined by
RHρ
[
H [w]]= (Eρ ◦ Sρ ◦ Fχρ [Hf ](·))[H [w]], (3.24)
by composing an application of the smooth Feshbach map with a rescaling transformation, cf.
Section 6.
We next lift RHρ to W0. Given w ∈ D(, δ, λ), we define a renormalization map acting on
generalized Wick kernels Rρ whose domain is defined by those elements w ∈ W0, for which
RHρ [H [w]] is well defined and in the domain of H−1. Accordingly,
Rρ :=H−1 ◦RHρ ◦H, (3.25)
where H :w → H [w]. (Note that here the injectivity of H and Rρ : Ran(H) → Ran(H) are
crucial.)
3.4. Codimension-two contractivity of Rρ on a polydisc
Our main result in the context of the operator-theoretic renormalization group states thatRρ is
contractive on a codimension two subspace of D(, δ, λ). This is a consequence of the following
facts.
Let w = (E,T ,w1) ∈ D(, δ, λ), and
ŵ :=Rρ[w] = (Ê, T̂ , ŵ1). (3.26)
We will show that
Ê = ρ−1(E +O()), (3.27)
i.e. the spectral parameter E is magnified by a factor 1
ρ
through the rescaling transformation.
The operator E1 thus belongs to a 1-dimensional space of relevant perturbations, but by explicit
change of variables, implemented by the map Eρ , this 1-dimensional subspace of operators can
be projected out.
We may then restrict our attention to the spaces of marginal and irrelevant perturbations. We
shall prove that
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Thus, under application of Rρ , the bound in (3.16) involving T is transformed according to
δ → δ +  and λ → ρλ. The leading terms in T of the form αHf + βP ‖f are invariant under the
rescaling transformation and hence belong to a 2-dimensional space of marginal perturbations.
We will prove for the renormalized generalized Wick kernels that
ŵM,N =
{
ρ(σ+1)(M+N)−1(wM,N +ΔwM,N) ifp = 0,
ρmax{M+N−1,1}(wM,N +ΔwM,N) ifp = 0, (3.29)
for M +N  1, and that Δw1 := (ΔwM,N)M+N1 satisfies
‖Δw1‖σ,ξ < c2. (3.30)
The powers of ρ are generated by the scaling transformation (i.e., by the action of Sρ on WM,N ;
this is explained in Section 6.1.1). The terms ΔwM,N are produced by the smooth Feshbach
map. If p = 0, every wM,N is contracted by a factor ρσ , or smaller, under an application of the
renormalization map. In the special case p = 0, this factor is given by ρ, independently of σ .
One obtains
‖ŵ1‖σ,ξ  ρa
(‖w1‖σ,ξ + ‖Δw1‖σ,ξ ) ρa( +O(2)), (3.31)
where a = σ if p = 0, and a = 1 if p = 0. Thus, for a suitable choice of ρ (which depends on σ
if p = 0, but not if p = 0),
‖ŵ1‖σ,ξ 

2
. (3.32)
Thus, from application of Rρ ,  → 2 in the bounds formulated in (3.16).
In conclusion,
Rρ :D(, δ, λ) → D(/2, δ + ,ρλ) (3.33)
for all 0    0(σ ), 0  δ  δ0(σ ) + 20(σ ) sufficiently small if p = 0, and for all 0   
0, 0  δ  δ0 + 20 sufficiently small (independently of σ ) if p = 0. Ignoring the subspace
of relevant perturbations spanned by E1, which is explicitly projected out, this expresses the
codimension two contraction property of the renormalization map. The details of this analysis
are presented in Section 6.6.
3.5. The first Feshbach decimation step
In the first Feshbach decimation step, the fiber Hamiltonian H(p,σ) is mapped to an effective
Hamiltonian that is used as an initial condition for the renormalization group recursion.
To this end, we verify that for E ∈ |p|22 + 〈Ω,A2κσ Ω〉 + D1/100, and g sufficiently small,
H(p,σ) − E lies in the domain of Fχ1[Hf ](·). We then find an element w(0) in a polydisc
D(0, δ0,
1 ) such that2
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[
w(0)
]= Fχ1[Hf ](H(p,σ)−E). (3.34)
H [w(0)] and H(p,σ)−E are isospectral in the Feshbach sense. Here, 0 and δ0 are both O(g).
3.6. The isospectral renormalization group flow
We assume that the electron charge g, and therefore the parameters 0, δ0, are sufficiently
small such that Rρ is codimension 2 contractive on D(0, δ0 + 20, 12 ). If p = 0, one must
assume that g < g0(σ ), while if p = 0, one can assume that g < g0 independently of σ .
Repeated application of the renormalization map yields a sequence (w(n))n0 satisfying
w(n+1) = Rρ[w(n)]. The index n is referred to as the scale of the effective problem obtained
after the nth iteration. The effective Hamiltonian of the scale n is given by
H
[
w(n)
]=E(n)1 + T (n)[P] +W [w(n)], (3.35)
and has an operator norm bounded by ‖H [w(n)]‖op  c‖w(n)‖σ,ξ on Hred .
By (3.33), the scaling limit (n→ ∞) is characterized by an element w(∞) ∈ D(0, δ0 + 20,0)
in the vicinity of T (p;0)0 relative to the ‖ · ‖T-norm. That is, H [w(∞)] = αHf + βP ‖f , where|α − 1|, |β + |p||< δ0 + 20.
Thus, for σ > 0 and 0 |p| < 13 , or σ = 0 and p = 0, the fixed point set of Rρ (after elim-
ination of the one-dimensional relevant subspace of perturbations) consists of a 2-dimensional
linear center stable manifold that parametrizes a universality class of non-interacting theories.
However, we remark that for σ = 0 and 0 < |p|< 13 , the generalized Wick kernels w1,0 and w0,1(which are Hermitean conjugates of one another) are strictly marginal operators, as is proven
in [6]. Correspondingly, the fixed point set of Rρ is then given by a 3-dimensional center stable
manifold that parametrizes a universality class of theories.
3.7. Ground state eigenvalue and eigenvector
In Section 12, we use the isospectral renormalization group to prove the existence of a simple
eigenvalue E(p,σ ) at the bottom of the spectrum of H(p,σ), and to construct the corresponding
normalized eigenvector Ψ (p,σ ) for σ > 0. In the case p = 0, the same is achieved for σ  0.
Using the fact that the infimum of the spectrum of H [w(∞)] = αHf +βP ‖f is a simple eigen-
value at {0} ∈ C, and that the corresponding eigenvector is the Fock vacuum Ω ∈Hred , and using
Feshbach isospectrality (Theorem 4.2), we reconstruct the ground state eigenvalue and eigenvec-
tor of H(p,σ).
3.8. Soft photon sum rules
For σ > 0, it is possible to prove (3.33) along the lines presented in [1]. When σ = 0 and
p = 0, additional, new techniques are needed, in order to show that the interaction is irrelevant
even if σ = 0, provided that p = 0. Indeed, although the naive scaling of the interaction operators
in the fiber Hamiltonian H(p = 0, σ ) (which is notably spherically symmetric) indicates that
the interaction is irrelevant, the argument based on pure scaling is unreliable. Irrelevance of
the interaction is a consequence of symmetries of the model, but spherical symmetry alone is
insufficient. There are simple examples of spherically symmetric models, in which marginal
V. Bach et al. / Journal of Functional Analysis 243 (2007) 426–535 443interactions are generated from irrelevant ones through the renormalization map. This is a feature
of its non-linearity. One such example is presented in Section 11.6.
To treat the case p = 0, we exploit a special property of the QED model, which is shared by
the Bogoliubov transformed Nelson model, see (3.46). In both instances, there exists a hierarchy
of non-perturbative identities linking the generalized Wick kernels, referred to as soft boson
sum rules (or soft photon sum rules for QED) which allow us to prove the irrelevance of the
interaction.
We explain how the soft photon sum rules work. Given n ∈ R3, |n| = 1, let (n,λ) denote the
photon polarization vector orthonormal to n labeled by the polarization index λ. For μ ∈ R+,
the sequence of generalized Wick kernels w ∈ W0 is said to satisfy the soft photon sum rules
SR[μ] if the identities
gμ
〈
(n,λ), ∂X
〉
R3wM,N
[
X;K(M,N)]
= (M + 1) lim
x→0x
−σwM+1,N
[
X; (xn,λ),K(M), K˜(N)]
= (N + 1) lim
x→0x
−σwM,N+1
[
X;K(M), K˜(N), (xn,λ)] (3.36)
hold for all M,N  0, and every choice of the unit vector n. We recall that X denotes the spectral
variable corresponding to Pf . Since for M = N = 0, the left-hand side is 0 at p = 0 and X = 0,
then so is the right-hand side, which gains a power of X even in the limit σ ↘ 0. This shows that
the interaction is indeed irrelevant.
Both the generalized Wick kernels of the Wick ordered fiber Hamiltonian H(p,σ), and w(0)
satisfy SR[1] (the value μ = 1 is determined by the normalization condition (1.15)). Under the
action of the renormalization mapRρ , SR[μ] is mapped to SR[ρσμ]. This is proved in Section 8.
Therefore, w(n) satisfies SR[ρnσ ]. Thus, the interaction stays irrelevant under the application of
the renormalization map. The preservation of the soft photon sum rules by Rρ requires that the
operator τ in the domain of the smooth Feshbach map (3.17) is independent of Pf (otherwise,
the derivative in Pf interferes with Rρ in a way that destroys the algebraic structure of the soft
photon sum rules (3.36), in the sense that the equations in Section 8 would not close). This is the
reason we are choosing τ =Hf here instead of τ = T as in [1].
In QED, the soft photon sum rules can be viewed as a generalization of the differential Ward–
Takahashi identities. However, the existence of soft boson sum rules is not necessarily linked to
the presence of a gauge symmetry. The Nelson model, for instance, admits soft boson sum rules,
but does not exhibit a gauge symmetry; cf. our remarks in Section 3.11. The soft photon sum
rules for the QED model are discussed in detail in Section 6.5 and proven to be preserved by Rρ
in Section 8. Then, in Sections 9 and 10, we establish the codimension 2 contraction property
of Rρ stated above. In every application of Rρ , the soft photon sum rules imply the precise
cancellation of all potentially marginal terms.
3.9. Determination of the renormalized mass
To bound the first and second derivative of E(p,σ ) (which is a function only of |p|) with
respect to |p|, we use the Feynman–Hellman formula
∂|p|E(p,σ )= 〈Ψ (p,σ ), (∂|p|H)(p,σ )Ψ (p,σ )〉 , (3.37)〈Ψ (p,σ ),Ψ (p,σ )〉
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∂2|p|E(p,σ )= 1 − 2
〈(∂|p|Ψ )(p,σ ), (H(p,σ )−E(p,σ ))(∂|p|Ψ )(p,σ )〉
〈Ψ (p,σ ),Ψ (p,σ )〉 . (3.38)
Equation (3.38) makes it evident that mren(p,σ ) > 1. Exploiting algebraic identities satisfied by
the smooth Feshbach map, (3.38) can be directly used to derive the bounds asserted in (2.4), for
p = 0, and σ > 0.
For p = 0, our aim is to find an estimate 1 < mren(0, σ ) < 1 + cg2 with c uniform in σ , as
σ → 0. The key to our method is an understanding of how important physical quantities, such as
the renormalized electron mass, can be extracted from the flow of effective Hamiltonians.
We notice that there are different ways to extract the renormalized mass from the renormal-
ization flow of effective Hamiltonians. One observes in
H(p,σ)= |p|
2
2m
+Hf − 1
m
|p|P ‖f +
1
2m
P 2f −
g
m
|p|A‖κσ +
g
m
〈Pf ,Aκσ 〉R3 +
g2
2m
A2κσ
that the inverse of the mass appears in six terms (under the normalization condition that the
coefficient of Hf is 1). Gauge invariance suggests that the inverse renormalized mass can be
determined either through the second derivative in |p| of the ground state energy (as above),
or through the quotient between the coefficient of P 2f and the coefficient of Hf , or through the
quotient between the coefficient of one of the other operators and the coefficient of Hf .
Instead of calculating the second derivative of the ground state energy with respect to |p|, we
shall, in the case p = 0, determine the renormalized mass from the coefficients of the operators
P 2f and Hf in the Taylor expansion of the effective Hamiltonians in P , via
1
m∗ren(σ )
:= lim
n→∞
ρ−n
〈
Ω,∂2
P
‖
f
T (n)
∣∣
p=0Ω
〉
〈Ω,∂Hf T (n)|p=0Ω〉
. (3.39)
Let
ΔT (n)[P;p] := ρT (n)[ρ−1P;p]− T (n−1)[P;p] (3.40)
denote the correction of T (n) due to an application of Rρ . For p = 0, we define
Δγ
(n)
1 :=
(
∂Hf ΔT
(n)
)[0;0], Δγ (n)2 := (∂2Pf ΔT (n))[0;0]. (3.41)
We then derive the formula
1
m∗ren(σ )
= 1 +
∑∞
n=−1 ρ−n+Δγ
(n)
2
1 +∑∞n=−1 Δγ (n)1 , (3.42)
where n+ = max{n,0}. The term with n = −1 accounts for the first decimation step. The full
discussion is given in Section 14. From the uniform bounds on the sums in the numerator and
denominator (owing to the fact that the operator P 2f in T (n) is irrelevant), we then arrive at an
upper bound on m∗ren(σ )− 1 > 0 which is uniform in σ . We show that m∗ren(σ )=mren(0, σ ) for
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implies a bound on the renormalized electron mass for p = 0 which is uniform in σ .
3.10. New techniques
In this paper, we introduce some new techniques that we expect to be useful in a much broader
context. Among those, we particularly point out the soft photon sum rules. These establish a
hierarchy of non-perturbative identities that are here used to prove the precise cancellation of
potentially marginal terms in w0,1 and w1,0 for p = 0. In [6], they are also used to prove strict
marginality of w0,1 and w1,0 for p = 0.
We introduce a method to determine renormalized physical parameters, such as the renor-
malized mass, by following the renormalization group flow of effective Hamiltonians. Key to
the technique is a method to directly relate the fiber Hamiltonian H(p,σ) to the effective
Hamiltonian H [w(n)] at the scale n, for arbitrarily large, finite n. The corresponding identity
is presented in Lemma 15.2. The proof is based on the recursive use of the important iden-
tity (4.9). Lemma 15.2 allows us to prove equality of the expression (3.38) for the inverse
renormalized mass mren(0, σ ), obtained from the Feynman–Hellman formula, to the definition
(3.39) of m∗ren(σ ), which only depends on H [w(n)].
The smooth Feshbach map, in the form used here, has the advantage that arbitrarily high
derivatives with respect to Hf can in principle be applied to the effective Hamiltonians. More-
over, derivatives in Hf can simply be estimated in operator norm. In the case of the Feshbach
map based on sharp projectors, only the first derivative in Hf could be accommodated, and
the delta distributions arising therefrom burdened the analysis. However, the price of using the
smooth Feshbach map is that, due to the non-vanishing of overlaps χχ¯ = 0, the algebraic side
of the analysis is somewhat more complicated. In this paper, we introduce many new methods,
interspersed throughout the text, to efficiently deal with overlap phenomena.
3.11. Relations to Nelson’s model
The analysis developed here for the QED model is applicable to Nelson’s model with minor
modifications. The latter describes a non-relativistic, scalar particle which interacts with a field
of scalar bosons [16]. The Hilbert space is given by
H= L2(R3)⊗Fbos, Fbos :=⊕
n0
(
L2
(
R
3))⊗sn, (3.43)
where Fbos denotes a Fock space of scalar bosons. Introducing creation and annihilation opera-
tors a(k), as above (except for the absence of polarization labels), the Hamiltonian of the system
is then defined by
HNelson(σ )= −12Δx ⊗ 1f + 1 ⊗Hbos + g
∫
R3
d3k vσ (k)
(
e−i〈k,x〉R3 ⊗ a∗(k)+ h.c.),
where vσ (k) := κσ (|k|)|k|1/2 , and where g is a small coupling constant. Hbos and Pbos are the Hamil-
tonian and momentum operator of the free boson field, defined in the same manner as in QED. By
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space Hp , labeled by the conserved total momentum p ∈ R3,
HNelson(p,σ )= 12 (p − Pbos)
2 +Hbos + ga∗(vσ )+ ga(vσ ). (3.44)
We then apply a Bogoliubov transformation (see also [9]),
HNelson(p,σ ) →HBN(p,σ ) :=UBog,σHNelson(p,σ )U∗Bog,σ , (3.45)
by which a(k) → a(k) − |k|−1vσ (k). The operator UBog,σ is unitary if σ > 0, but in the limit
σ → 0, the image of F under UBog,σ lies in a Hilbert space carrying a representation of the
canonical commutation relations inequivalent to the Fock representation.
The Bogoliubov-transformed Nelson Hamiltonian at fixed conserved total momentum p is
given by
HBN(p,σ )= 12
(
p − Pbos − ga(wσ )− ga∗(wσ )
)2 +Hbos, (3.46)
where wσ (k) := vσ (k) k|k| is a vector-valued function in the boson momentum space.
An important issue in the context of the operator-theoretic renormalization group method, in
which the Nelson model may differ from the QED model, is whether it admits soft boson sum
rules or not. The answer is affirmative, even though Nelson’s model has no gauge symmetry. The
soft boson sum rules of the Bogoliubov transformed Nelson model differ from those presented in
Section 6.5 for the QED model only in the replacement of the photon polarization vector (K)
appearing in the definition (6.34) by the radial unit vector k|k| . Correspondingly, all steps in the
analysis presented here for HQED(p,σ ) apply, with minor modifications, to HBN(p,σ ). Conse-
quently, the results of the present work can be extended to the infrared mass renormalization for
the Nelson model.
4. The smooth Feshbach map
We present key properties of the smooth Feshbach map in this section. This functional an-
alytical tool was introduced in [1], and generalizes the standard Feshbach map based on sharp
projectors in [3,4]. We refer to [1] for a detailed exposition and for proofs.
4.1. Feshbach pairs and smooth Feshbach map
Let H be a separable Hilbert space. We introduce a pair of selfadjoint operators 0  χ  1
and χ¯ := √1 − χ2, acting on H, thus obtaining a partition of unity through χ2 + χ¯2 = 1. Let
Pχ , Pχ¯ denote the orthoprojectors onto the subspaces Ran(χ), Ran(χ¯) ⊂H, and P⊥χ = 1 − Pχ ,
P ⊥¯χ = 1 −Pχ¯ their respective complements. Clearly, Ran(χ) and Ran(χ¯) are disjoint if and only
if χ is a projector.
Definition 4.1. A pair of closed operators (H, τ) acting on H is called a Feshbach pair corre-
sponding to χ if:
V. Bach et al. / Journal of Functional Analysis 243 (2007) 426–535 447• Dom(H)= Dom(τ ) ⊂H, χ and χ¯ map Dom(H) to itself, and [χ, τ ] = 0 = [χ¯ , τ ].
• The operators τ and Hχ¯ are bounded invertible on Ran(χ¯), where
Hχ¯ := τ + χ¯ωχ¯, ω :=H − τ. (4.1)
• The bounds
‖R¯‖B(H),
∥∥|R¯| 12 U−1χ¯ωχ∥∥B(Ran(χ),H), ∥∥χωχ¯ |R¯| 12 ∥∥B(H,Ran(χ)) <∞ (4.2)
hold, where R¯ :=H−1χ¯ , and Hχ¯ =U |Hχ¯ | denotes the polar decomposition of Hχ¯ on Ran χ¯ .
We denote by FP(H, χ) the set of all Feshbach pairs on H that correspond to χ .
The smooth Feshbach map is defined by
Fχ :FP(H, χ) → L(H), (H, τ) → τ + χωχ − χωχ¯R¯χ¯ωχ, (4.3)
where L(H) denotes the linear, densely defined, closed operators H→H. We note that on the
subspace Ran(P⊥χ ), Fχ(H, τ) is simply τ , and thus commutes with χ, χ¯ . On Ran(Pχ ), Fχ(H, τ)
defines a bounded operator in B(Ran(Pχ )). We also introduce intertwining maps
Qχ :FP(H, χ) → B
(
Ran(χ),H), (H, τ) → χ − χ¯ R¯χ¯ωχ, (4.4)
and
Qχ :FP(H, χ) → B
(H,Ran(χ)), (H, τ) → χ − χωχ¯R¯χ¯ . (4.5)
We shall next discuss the properties of these operators that are needed in the present work.
In the sequel, we present some of the quintessential spectral properties of the smooth Feshbach
map and of the intertwining operators. Moreover, we present a number of algebraic identities
which will be very useful later.
4.2. Feshbach isospectrality
The smooth Feshbach map establishes a non-linear, isospectral map between operators on H
and Ran(χ) according to the following theorem.
Theorem 4.2 (Feshbach isospectrality theorem). Assume that (H, τ) ∈ FP(H, χ). Then, the
following hold.
• (Isospectrality.) H is bounded invertible on H if and only if Fχ(H, τ) is bounded invertible
on Ran(χ). If H is invertible,
Fχ(H, τ)
−1 = χH−1χ + χ¯τ−1χ¯ (4.6)
and
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χ(H, τ)+ χ¯ R¯χ¯ . (4.7)
• Let ψ ∈H. Then, Hψ = 0 if and only if Fχ(H, τ)χψ = 0 on Ran(χ).
• (Reconstruction of an eigenvector.) Let ζ ∈ Ran(χ). Then, Fχ(H, τ)ζ = 0 if and only if
HQχ(H, τ)ζ = 0.
The identities formulated in the following lemma will be very important later (to relate “ef-
fective Hamiltonians” on different scales to one another).
Lemma 4.3. Let (H, τ) ∈ FP(H, χ). Then, the following identities hold:
χFχ(H, τ)= HQχ(H, τ), Fχ(H, τ)χ =Qχ(H, τ)H, (4.8)
and
Qχ(H, τ)HQχ(H, τ)= Fχ(H, τ)− Fχ(H, τ)χ¯τ−1χ¯Fχ (H, τ). (4.9)
Proof. The proof of (4.8) is given in [1].
To prove (4.9), let for brevity ωA ≡ AωA for A = χ, χ¯ . Moreover, let F ≡ Fχ(H, τ) and
Q≡Qχ(H, τ). Then,
Q#HQ− F + F χ¯τ−1χ¯F = FχQ− F + F χ¯τ−1χ¯(τ +ωχ − χωχ¯H−1χ¯ χ¯ωχ)
= F (χ2 − χχ¯H−1χ¯ χ¯ωχ − 1 + χ¯τ−1χ¯τ + χ¯τ−1χ¯ωχ
− χ¯τ−1χ¯χωχ¯H−1χ¯ χ¯ωχ
)
= F (−χχ¯H−1χ¯ χ¯ωχ + χχ¯τ−1χ¯ωχ − χχ¯τ−1ωχ¯H−1χ¯ χ¯ωχ)
= −Fχχ¯(H−1χ¯ − τ−1 + τ−1ωχ¯H−1χ¯ )χ¯ωχ = 0.
Thus we arrive at the assertion of the lemma. 
4.3. Derivations
Next, we consider the action of derivations on Fχ(H, τ). Consider a Hilbert space H with
a dense subspace D ⊂H, and let L(D,H) denote the space of linear (not necessarily bounded)
operators fromD toH. A derivation δ is a linear map Dom(δ) → L(D,H), defined on a subspace
Dom(δ) ⊂ L(D,H), which obeys Leibnitz’ rule. That is, for A,B ∈ Dom(δ), Ran(B) ⊆D, and
AB ∈ Dom(δ),
δ[AB] = δ[A]B +Aδ[B].
Let (H, τ) ∈ FP(H, χ), and assume that H,τ ∈ L(D,H), where D := Dom(H) = Dom(τ ) and
that H,τ,χ, χ¯ and the composition of operators in the definition of Fχ(H, τ) are contained in
Dom(δ).
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commute with τ and with each other. Then, under the above conditions,
δ
[
Fχ(H, τ)
]= δ[τ ] + χωχ¯R¯δ[τ ]R¯χ¯ωχ +Qδ[ω]Q+ δ[χ]HQ+QHδ[χ]
− 2χωχ¯R¯(τ−1δ[χ¯ ] − R¯χ¯ωτ−1δ[χ¯ ])τ R¯χ¯ωχ.
If [δ[χ], χ¯ ] = 0 = δ[τ ], this reduces to
δ
[
Fχ(H, τ)
]=Qδ[H ]Q, (4.10)
and furthermore,
δ
[
Qχ(H, τ)
]= −χ¯ R¯χ¯δ[H ]Qχ(H, τ), δ[Qχ(H, τ)]= −Qχ(H, τ)δ[H ]χ¯ R¯χ¯ (4.11)
holds for the intertwining operators.
4.4. Compositions
Another key aspect of smooth Feshbach maps and intertwining operators concerns their prop-
erties under composition. To this end, we consider a pair of mutually commuting, selfadjoint
operators 0 χ1, χ2  1, with χ¯j := (1 − χ2j )1/2. Furthermore, let χ1χ2 = χ2χ1 = χ2, such that
Ran(χ2)⊆ Ran(χ1)⊂H. Then, we consider Feshbach pairs
(H, τ1) ∈ FP(H, χ1), (H, τ2) ∈ FP(H, χ2), (F1, τ12) ∈ FP
(
Ran(χ1),χ2
)
,
with F1 := Fχ1(H, τ1), and where τ1, and τ12 commute with χj , χ¯j .
Theorem 4.5. Under the above assumptions,
Fχ2(H, τ2)= Fχ2(F1, τ12), Qχ2(H, τ2)=Qχ1(H, τ1)Qχ2(F1, τ12),
Q#χ2(H, τ2)=Q#χ2(F1, τ12)Q#χ1(H, τ1), (4.12)
if and only if τ2 = τ12. Furthermore,
AQχ2(H, τ2)=AQχ2(F1, τ12), Qχ2(H, τ2)A =Qχ2(F1, τ12)A, (4.13)
for all operators A on H that satisfy Aχ¯1 = χ¯1A= 0.
4.5. Organizing overlap terms
Throughout this work, we consider closed operators of the form H = T + W , where W is a
small perturbation of (has a small relative bound with respect to) T , and we consider Feshbach
pairs (H, τ) ∈ FP(H, χ) with [T ,χ] = 0 = [T , τ ], and [W,χ], [W,τ ] = 0.
The convenient choice τ = T made in [1] is not possible here because it would conflict with
the soft photon sum rules (since the photon sum rules involve a derivative with respect to Pf ,
we have to choose τ independent of Pf ; however, T in our case always depends on Pf , see
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with respect to powers of W contains “overlap terms” involving the operator χ(T − τ)χ¯2R¯0
(where R¯0 is defined in (4.14) below), which complicate the algebraic structure of the resulting
expressions (we note that these overlap terms do not appear in [1], and also not in [3,4], where
χ = P is a sharp projector so that (T − τ)P P¯ = 0 independently of T − τ ).
To organize this resolvent expansion efficiently, we derive a more convenient expression for
Fχ(H, τ) in Lemma 4.6.
Lemma 4.6. Let (H, τ) ∈ FP(H, χ), and assume that H = T +W , where [T ,χ] = [T , τ ] = 0.
Let
T ′ := T − τ and R¯0 := (τ + χ¯T ′χ¯ )−1 (4.14)
on Ran(χ¯). We introduce the operator
Υχ(T , τ ) := 1 − χ¯T ′χ¯ R¯0 = P ⊥¯χ + Pχ¯τ R¯0 (4.15)
on Ran(χ), where Ran(Υχ(T , τ ) − 1) = Ran(χχ¯), and where Υχ(T , τ ) commutes with τ,χ, χ¯
and T . Then,
Fχ(H, τ)= τ + χT ′Υχ(T , τ )χ + χΥχ(T , τ )(W −Wχ¯R¯χ¯W)Υχ(T , τ )χ, (4.16)
and in particular, Υχ = 1 if and only if τ = T .
Proof. Using the second resolvent identity
R¯ = R¯0 − R¯0χ¯Wχ¯R¯ = R¯0 − R¯χ¯Wχ¯R¯0, (4.17)
and ω = T ′ +W , we find:
Fχ(H, τ)= τ + χT ′χ + χWχ − χωχ¯R¯χ¯ωχ
= τ + χT ′χ − χT ′χ¯ R¯0χ¯T ′χ + χWχ − χWχ¯R¯χ¯Wχ − χWχ¯R¯0χ¯T ′χ
− χT ′χ¯ R¯0χ¯Wχ + χT ′χ¯ R¯0χ¯Wχ¯R¯0χ¯T ′χ + χT ′χ¯ R¯0χ¯Wχ¯R¯χ¯Wχ
+ χWχ¯R¯χ¯Wχ¯R¯0χ¯T ′χ − χT ′χ¯ R¯0χ¯Wχ¯R¯χ¯Wχ¯R¯0χ¯T ′χ
= τ + χT ′χ − χT ′χ¯ R¯0χ¯T ′χ + χ(1 − χ¯T ′χ¯ R¯0)W(1 − χ¯T ′χ¯ R¯0)χ
−χ(1 − χ¯T ′χ¯ R¯0)WR¯W(1 − χ¯T ′χ¯ R¯0)χ. (4.18)
From the second equality in (4.15) it follows immediately that Υχ = 1 if and only if τ = T . 
Remark 4.7. In (4.16), the W -dependent part is combined into the expression (W −Wχ¯R¯χ¯W),
which has the same form as in [1] (where no overlap terms are present). Results related to the
expansion of (W − Wχ¯R¯χ¯W) in powers of W , and its Wick ordering, can thus be essentially
straightforwardly adopted from [1] (see Theorem 6.4 below). Moreover, the overlap terms enter
only through the (W -independent) operator Υχ(T , τ ), applied from the outer left and right. The
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of this structure.
5. Isospectral renormalization group: Effective Hamiltonians
In this section, we introduce the spaces on which we will introduce an isospectral renormaliza-
tion transformation. The central objects of interest are effective Hamiltonians, which are bounded
operators on Hred = 1[Hf < 1]F ⊂ F of a generalized Wick ordered normal form, and we de-
fine a Banach space of generalized integral (Wick) kernels, which parametrize those effective
Hamiltonians.
As a first step, we consider the spectral subspace
Hred := 1[Hf < 1]F ⊂F ,
and we choose a smooth cutoff function
χ1[x] := sin
[
π
2
Θ(x)
]
(5.1)
of [0,1), with
Θ ∈ C∞0
([0,1); [0,1]), Θ = 1 on [0, 34 ]. (5.2)
Moreover, we let
χ¯1[x] :=
√
1 − χ21 [x].
The selfadjoint cutoff operators χ1[Hf ] and χ¯1[Hf ] are defined in the sense of the functional
calculus.
We use the notation
P := (Hf ,Pf ) (5.3)
and let
X = (X1,X2,X3) ∈ B1, X = (X0,X) ∈ [0,1] ×B1, (5.4)
denote the corresponding spectral variables, where B1 is the closed unit ball in R3.
We then introduce operators acting onHred , referred to as effective Hamiltonians, of the form
Heff = T [P;p] +Eχ21 [Hf ] + χ1[Hf ]W [p]χ1[Hf ] (5.5)
which are parametrized by the conserved total momentum p ∈ R3, and depend on a complex
parameter E.
The function T [X;p] can be written in the form
T [X;p] =X0 + T ′[X;p], and T ′[X;p] = χ21 [X0]T˜ [X;p]. (5.6)
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non-interacting, or free (part of the effective) Hamiltonian.
The operator W [p] can be written as
W [p] =
∑
M+N1
WM,N [p],
where the operators in the sum are defined as follows. A generalized Wick monomial of degree
(M,N), for M +N  0, is a Wick ordered polynomial in M creation and N annihilation opera-
tors of the form
WM,N [p] ≡WM,N [wM,N ]
= Pred
∫
BM+N1
dK(M,N)
|k(M,N)|1/2 a
∗(K(M))wM,N [P;K(M,N);p]a(K˜(N))Pred, (5.7)
where Pred ≡ 1[Hf < 1], and where we introduce the notations
K := (k, λ) ∈ B1 × {+,−},
K(M) := (K1, . . . ,KM), K(M,N) :=
(
K(M), K˜(N)
)
,
k(M) := (k1, . . . , kM), k(M,N) :=
(
k(M), k˜(N)
)
,∣∣k(M,N)∣∣ := ∣∣k(M)∣∣ · ∣∣˜k(N)∣∣, ∣∣k(M)∣∣ := |k1| · · · |kM |,
a
(
K(M)
) := a(K1) · · ·a(KM),
dK(M) :=
∑
λ1,...,λM
d3k1 . . . d
3kM, dK
(M,N) := dK(M)dK˜(N),
and moreover,
k := (|k|, k) ∈ [0,1] ×B1, Σ[k(m)] := k1 + · · · + km. (5.8)
In addition,
“k ∈ k(M,N)” (5.9)
shall imply k = ki for some i ∈ {1, . . . ,M}, or k = k˜j , for some j ∈ {1, . . . ,N}. WM,N is
uniquely determined by the generalized Wick kernel wM,N [X;K(M,N);p] of degree (M,N)
through (5.7). wM,N is separately totally symmetric with respect to the variables K(M) and K˜(N).
For the problem studied in this paper, we require that the generalized Wick kernels satisfy
wM,N
[
RX;RK(M,N);p]=wM,N [X;K(M,N);R−1p] (5.10)
for all R ∈ O(3), where
RX := (X0,RX), RK := (Rk,λ) (5.11)
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RK(M,N) := (RK(M),RK˜(N)), RK(N) := (RK1, . . . ,RKN). (5.12)
Likewise, we require that
T [X0,RX;p] = T
[
X;R−1p] (5.13)
for all R ∈ O(3). We remark that hence, in the special case p = 0,
wM,N
[
X0,RX;RK(M,N);0
]=wM,N [X;K(M,N);0] (5.14)
and
T [X0,RX;0] = T [X;0] (5.15)
for all R ∈ O(3). That is, the effective Hamiltonian (5.5) is rotation and reflection symmetric if
p = 0.
In our subsequent discussion, the parameter p ∈ R3 will frequently be omitted from the nota-
tion.
5.1. A Banach space of generalized Wick kernels
We introduce the Banach space
WM,N =
{
wM,N
∣∣ ‖wM,N‖σ <∞},
of generalized Wick kernels of degree (M,N), with M +N  1, endowed with the norm
‖wM,N‖σ :=
∑
a0=0,1
∥∥∂a0X0wM,N∥∥σ + ∑
1|a|2
a0=0
∥∥∂aXwM,N∥∥σ
+ sup
k∈k(M,N)
∥∥|k|σ ∂|k|(|k|−σwM,N )∥∥σ + 1|p|>0 ∑
|a|1
∥∥∂|p|∂aXwM,N∥∥σ , (5.16)
where
∂
a
X := ∂a0X0 . . . ∂
a3
X3
, a ∈ N40, (5.17)
and
‖wM,N‖σ := sup
K(M,N)
(
2π
1
2
)M+N ∣∣k(M,N)∣∣−σ sup
|X|X0<1
∣∣wM,N [X;K(M,N)]∣∣, (5.18)
where K(M,N) ranges over (B1 × {+,−})M+N .
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(·, λ) :S2 → S2. The definition of the norm (5.16) only involves the radial derivative ∂|k| with
respect to the photon momentum, but no tangent derivatives. Therefore, no regularity beyond
measurability of the polarization vectors is required, in accordance with the fact from differential
topology that no global, smooth choice of (·, λ) :S2 → S2 exists. Also, the actual choice of
(·,±) should not matter, but only the 2-dimensional space they span.
Remark 5.2. We will employ different methods in our analysis for the cases p = 0 and p = 0.
For this reason, the derivative with respect to |p| does not enter the definition of the norm (5.16)
if p = 0.
Remark 5.3. We use the supremum norm in k(M,N)-space instead of a weighted L2-norm as
in [1], because the soft photon sum rules in Section 6.5 require a pointwise property of wM,N
with respect to k(M,N). Consequently, the norm of generalized Wick kernels (5.18) is stronger
than that used in [1] (there also denoted by ‖ · ‖σ ), and the spaces WM,N are smaller than the
corresponding spaces in [1]. Apart from this, there is no fundamental difference in comparison
to [1]. Indeed, the following key theorem, which relates the operator norm on B[Hred] to ‖ · ‖σ ,
follows straightforwardly from the corresponding result proven as Theorem 3.1 in [1].
Theorem 5.4. Let σ > 0, and M,N ∈ N0, such that M + N  1. Assume that wM,N ∈ WM,N ,
and WM,N :=WM,N [wM,N ]. Then, on Hred,
‖WM,N‖op 
∥∥(HfP⊥Ω )−M/2WM,N (HfP⊥Ω )−N/2∥∥op  1MM/2NN/2 ‖wM,N‖σ , (5.19)
where ‖ · ‖op denotes the operator norm on B[Hred]. PΩ := |Ω〉〈Ω| is the orthoprojector onto
the span of the vacuum vector in F , and P⊥Ω = 1 − PΩ is its complement.
For M =N = 0, the natural splitting
w0,0[X] =w0,0[0] +
(
w0,0[X] −w0,0[0]
)
induces the decomposition
W0,0 = C ⊕T,
where
T :=
{
T :
⋃
r∈[0,1)
{r} ×Br → C
∣∣∣ ‖T ‖T <∞, T [0;p] = 0,
T [X0,RX;p] = T
[
X;R−1p] ∀R ∈ O(3)}
with
‖T ‖T := max
{
‖T ‖[0,3/4],
1 ‖T ‖[3/4,1]
}
, (5.20)KΘ
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‖T ‖I := sup|X|X0∈I
|∂X0T | +
∑
|a|=1,2
a0=0
sup
|X|X0∈I
∣∣∂aXT ∣∣+ sup|X|X0∈I 1|p|>0
∑
|a|1
∣∣∂|p|∂aXT ∣∣ (5.21)
for an interval I ⊂ R+. The (explicitly computable) constant 1KΘ < ∞ depends only on the
smooth cutoff function Θ , which was introduced in (5.1), and is determined by the condition
formulated in (9.10) below. The different weights in ‖ · ‖T on the spectral subintervals [0, 34 ) and
[ 34 ,1) account for the overlap effects discussed in Section 4.5. Evidently, (T,‖ · ‖T) is a Banach
space, and ‖ · ‖[0,1], ‖ · ‖T are equivalent norms.
Correspondingly, we introduce the space of sequences of generalized Wick kernels
W

0 := C ⊕T ⊕W1, (5.22)
where
W

k :=
⊕
M+Nk
WM,N . (5.23)
We denote elements of this space by
w =E ⊕ T ⊕w1 ∈ W0 (5.24)
with
wk = (wM,N)M+Nk ∈ Wk. (5.25)
Given ξ ∈ (0,1), we define the norm
‖w‖ξ,σ := |E| + ‖T ‖T + ‖w1‖ξ,σ , (5.26)
where
‖wk‖ξ,σ :=
∑
M+Nk
ξ−M−N‖wM,N‖σ , (5.27)
and note that for A= 0,1, (WA,‖ · ‖ξ,σ ) is a Banach space.
We will henceforth write
W [w] :=
∑
M+N1
WM,N [wM,N ].
According to Theorem 3.3 in [1], the map H :W0 → B(Hred),
w →H [w] := T [P] +Eχ21 [Hf ] + χ1[Hf ]W [w]χ1[Hf ], (5.28)
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a priori bound ∥∥H [w]∥∥ ‖w‖ξ,σ , ∥∥H [w1]∥∥ ξ‖w1‖ξ,σ (5.29)
for w ∈ W0, respectively w1 ∈ W1.
6. Isospectral renormalization group: Renormalization map
In this section, we construct a variant of the isospectral renormalization map presented in [1],
in which we accommodate the specific features of the model considered in this paper.
6.1. Definition of the isospectral renormalization map
We let w depend holomorphically on a spectral parameter z ∈ D1/100 := {ζ ∈ C | |ζ | 1100 },
and consider families of effective Hamiltonians parametrized by w[z]. Accordingly, we introduce
the Banach space W0 = C ⊕ T ⊕ W1 of analytic functions on the disc D1/100, taking values
in W0, and endowed with the norm
‖w‖ξ,σ := sup
z∈D1/100
∥∥w[z]∥∥
ξ,σ
.
Furthermore, we denote the Banach space of analytic families D1/100 → H [W0], z →
H [w[z]], by H [W0].
For ρ  12 , we introduce the renormalization transformationRρ . Given w ∈ W0, it is defined
by the composition of the following three operations:
(F) The degrees of freedom in the range of photon field energies in [ρ,1] are eliminated
(decimated) by use of the smooth Feshbach map Fχρ [Hf ], applied to the Feshbach pair
(H [w],Hf ), i.e. for τ =Hf . Here,
χρ[Hf ] := sin
[
π
2
Θ(Hf /ρ)
]
is a smooth characteristic function on [0, ρ), where Θ is defined in (5.1).
We consider Feshbach pairs with a fixed second entry, τ =Hf , and abbreviate
Fχρ [Hf ](·) := Fχρ [Hf ](·,Hf ), Qχρ [Hf ](·) :=Q

χρ [Hf ](·,Hf ). (6.1)
We will henceforth refer to Fχρ [Hf ](·) and Qχρ [Hf ](·) as the smooth Feshbach map and the
intertwining maps. Accordingly, H lies in the domain of Fχρ [Hf ](·) if and only if (H,Hf )
is a Feshbach pair in FP(Hred, χρ[Hf ]) corresponding to χρ[Hf ].
(S) A unitary rescaling transformation Sρ , under which 1[Hf < ρ] → 1[Hf < 1], and
χρ[Hf ] → χ1[Hf ], followed by multiplication by 1ρ .(E) An analytic transformation Eρ of the spectral parameter z ∈D1/100 in w[z].
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photon sum rules require τ to be independent of Pf (see Sections 3.8, 6.5, and 8). Therefore, we
will have to deal with large overlap terms which would be absent for τ = T , see the remarks in
Section 4.5.
6.1.1. The operation (S)
The rescaling map Sρ := 1ρ Γρ(·)Γ ∗ρ is given by conjugation with a unitary dilation Γρ
followed by multiplication by 1
ρ
. The unitary dilation is determined by Γρa(K)Γ ∗ρ =
ρ−3/2a(ρ−1K) and ΓρΩ =Ω , see also Section 3.3. Thus,
Sρ[1] = ρ−11, Sρ[Hf ] =Hf , (6.2)
and in general,
Sρ
[
aσ1(K1) · · ·aσn(Kn)
]= ρ− 3n2 −1aσ1(ρ−1K1) · · ·aσn(ρ−1Kn), (6.3)
where aσj = a or a∗.
Restricted to H [W0] ⊂ B[Hred], it induces a rescaling map sρ on W0 by
Sρ
[
H [w]]=:H [sρ[w]]=:H [(sρ[wM,N ])M+N0], (6.4)
where
sρ[wM,N ]
[
X;K(M,N);p]= ρM+N−1wM,N [ρX;ρK(M,N);p], (6.5)
which admits the a priori bound∥∥sρ[wM,N ]∥∥σ  ρ(1+σ)(M+N)−1‖wM,N‖σ (6.6)
(we note that the conserved momentum p is not rescaled). Thus, from application of Sρ ,
‖wM,N‖σ is contracted by a factor of at least ρσ for all M,N with M +N  1.
6.1.2. The operation (E)
The renormalization of the spectral parameter is determined as follows. For a given w ∈ W0
with E[z] :=w0,0[z;0], we define
U[w] :=
{
z ∈ D1/100
∣∣∣ ∣∣E[z]∣∣ ρ100
}
,
and consider the analytic map
Eρ :U[w] →D1/100, z → ρ−1E[z].
We note that Eρ is a bijection, and that U[w] is close to the disc of radius ρ100 centered at 0,
provided that w is close to a non-interacting theory (defined by w(p;λ) in (6.14) below).0
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For the decimation of degrees of freedom by the smooth Feshbach map, one must verify that
given w ∈ D(, δ, λ) and z ∈ U[w], H [w[z]] is in the domain of Fχρ [Hf ](·). This is done in
Proposition 6.3 below.
6.1.4. The renormalization transformation
Composing the rescaling transformation Sρ , the analytic transformation of the spectral para-
meter Eρ , and the smooth Feshbach map, we now define the renormalization transformationRρ .
We note that by arguments presented in [1], the map H :w →H [w] injectively embeds W0
into the bounded operators on Hred . The domain of Rρ , Dom(Rρ), is defined by those elements
w ∈ W0 for which
RHρ
[
H [w]][ζ ] := Sρ[Fχρ [Hf ](H [w[E−1ρ [ζ ]]])] (6.7)
is well defined and in the domain of H−1, where ζ ∈ D1/100. The map RHρ is referred to as the
renormalization map acting on operators.
Accordingly, we define the renormalization map (acting on generalized Wick kernels)
Rρ := H−1 ◦RHρ ◦H (6.8)
on Dom(Rρ). We shall prove below that the intersection of the domain and range ofRρ contains
a family of polydiscs.
6.2. Choice of a free comparison theory
An essential part of our analysis is based on the comparison of w ∈ Dom(Rρ) to a family
of non-interacting theories parametrized by w(p;λ)0 [z] ∈ Dom(Rρ), which converges to a fixed
point of the renormalization transformation Rρ in the limit z,λ → 0. We shall here, as a first
step, construct this family of free comparison theories, and discuss the structure of fixed points
of Rρ corresponding to non-interacting theories.
As the free comparison kernel, we use
w
(p;λ)
0 [z] = z⊕ T (p;λ)0 [z;X] ⊕ 01. (6.9)
w
(p;λ)
0 [z] is chosen in a manner that on the subspace Ran(P¯⊥1 ) ⊂Hred (on which χ1[Hf ] ≡ 1),
the operator T (p;λ)0 [z;P] = H [w(p;λ)0 ] equals Hf − |p|P ‖f + λP 2f + z, corresponding to the
rescaled non-interacting part of the fiber Hamiltonian H(p,σ). On the complementary subspace
Ran(P¯1)⊂Hred , the operator T (p;λ)0 [z;P] has a more complicated structure, and is proportional
to χ1[Hf ]χ¯1[Hf ] = 0.
For the precise discussion, we first of all observe that
Hf − |p|P ‖f + λρ−1P 2f + zρχ21 [Hf ] ∈ Dom
(
Fχρ [Hf ](·)
)
. (6.10)
We define w(p;λ)[z] by0
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[
w
(p;λ)
0 [z]
]= RHρ [Hf − |p|P ‖f + λρ−1P 2f + zρχ21 [Hf ]], (6.11)
see (6.7), so that
H
[
w
(p;λ)
0 [z]
]=Hf + χ21 [Hf ](z− |p|P ‖f + λP 2f )
− (|p|P
‖
f − λP 2f )2χ21 [Hf ]χ¯21 [Hf ]
Hf + χ¯21 [Hf ](z− |p|P ‖f + λP 2f )
∣∣∣∣
Ran(χ¯1[Hf ])
. (6.12)
Using that χ1[ρHf ]χ¯1[Hf ] = 0, we observe that in the limit z,λ → 0, the operator
lim
z→0 limλ→0H
[
w
(p;λ)
0 [z]
]=Hf − χ21 [Hf ]|p|P ‖f − (|p|P ‖f )2χ21 [Hf ]χ¯21 [Hf ]
Hf − χ¯21 [Hf ]|p|P ‖f
∣∣∣∣
Ran(χ¯1[Hf ])
defines a fixed point of the renormalization transformation Rρ . Due to the non-linear nature of
Rρ , and χ1[Hf ]χ¯1[Hf ] = 0, it notably differs on the subspace Ran(χ1[Hf ]) ∩ Ran(χ¯1[Hf ])
from the operator Hf − |p|P ‖f , which is a fixed point of the (linear) rescaling transformation Sρ
on B(Hred).
Let PT denote the projection
PT :W0 → T, w = (E,T ,w1) → T . (6.13)
Then, the function T (p;λ)0 in (6.9) is given by
T
(p;λ)
0 [z;X] = PTRρ
[
(ρz)⊕ (X0 − |p|X‖ + λρ−1X2)⊕ 01]. (6.14)
T
(p;λ)
0 is used for the definition of polydiscs in the next section.
6.3. The domain of Rρ
We shall next prove that the domain of Rρ contains a polydisc of the form
D(, δ, λ) :=
{
w ∈ W0
∣∣∣ sup
z∈D1/100
∥∥T [z; ·] − T (p;λ)0 [z; ·]∥∥T < δ, sup
z∈D1/100
∣∣E[z] − z∣∣< ,
sup
z∈D1/100
∣∣∂|p|E[z]∣∣< , sup
z∈D1/100
∥∥w1[z]∥∥ξ,σ < }, (6.15)
for 0 < |p| < 13 , , δ > 0, and 0  λ < 12 . As noted above, the function T (p;λ)0 [z;X], defined
in (6.14), is chosen close to a fixed point of the renormalization transformation. One can verify
along the lines demonstrated in [1] that{
w ∈ W0
∣∣ ∥∥w −w(p;λ)0 ∥∥ξ,σ  }⊆ D(, δ, λ)
⊆ {w ∈ W0 ∣∣ ∥∥w −w(p;λ)∥∥  2δ + 2}.0 ξ,σ
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Lemma 6.2. Let 0 < ξ < 1, σ > 0 and 0 < ρ  12 . Then,
D ρ
200
⊆ U[w] ⊆D 3ρ
200
(6.16)
for all w ∈ D( ρ100 , ρ100 , 12 ), and ∣∣ρ∂zEρ[z] − 1∣∣ 1, (6.17)
for all z ∈ U[w]. Moreover, Eρ :U[w] →D1/100 is biholomorphic, for all w ∈ D( ρ100 , ρ100 , 12 ).
This lemma corresponds to Lemma 3.4 in [1], to which we refer for the proof.
Proposition 6.3. (Domain of the smooth Feshbach map.) Let KΘ denote the constant appearing
in the definition of ‖ · ‖T in (5.21). For any fixed choice of 0 |p|< 13 , 0 < ρ < 1KΘ , σ > 0, and
0 < ξ < 1, H [w[z]] is in the domain of Fχρ [Hf ](·), for all w ∈ D( ρ100 , ρ100 , 12 ) and all z ∈ U[w].
Proof. Let
W [z] :=
∑
M+N1
WM,N
[
wM,N [z]
]
. (6.18)
Since H [w[z]] and Hf define bounded operators on Hred , it suffices to verify the invertibility of
T [z;P] +E[z] + χ¯ρ[Hf ]W [z]χ¯ρ[Hf ] on Ran(χ¯ρ[Hf ]).
We have
∣∣E[z]∣∣ |z| + ∣∣E[z] − z∣∣ 3ρ
200
+ ρ
100
= ρ
40
. (6.19)
Using |Pf |Hf and χ21 [Hf ]χ¯21 [Hf ] 14 , we find
∣∣T (p;λ)0 [z;P]∣∣Hf (1 − |p|)− Hf4 (|p| + λ)2(1 − |p|)− 4|E[z]|/3  Hf5 , (6.20)
respectively,
inf|X|X01
∣∣T (p;λ)0 [z;X]∣∣ X05 , (6.21)
with 0  |p| < 13 and 0  λ  12 . Note that Hf  34ρ on Ran(χ¯ρ[Hf ]). Thus, we observe that,
for all |X|X0  1, X0  3ρ,4
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X03ρ/4
∣∣T [z;X] +E[z]∣∣ ∣∣T (p;λ)0 [z;X]∣∣− ∣∣T [z;X] − T (p;λ)0 [z;X]∣∣− ∣∣E[z]∣∣
X0
(
1
5
−KΘ
∥∥T [z;X] − T (p;λ)0 [z;X]∥∥T)− sup
z∈U [w]
∣∣E[z]∣∣
 3ρ
4
(
1
5
−KΘ ρ100
)
− ρ
40
>
ρ
10
, (6.22)
for ρ < 1
KΘ
. Moreover, from (5.29),
∥∥W [z]∥∥
op  ξ‖w1‖ξ,σ 
ξρ
50
. (6.23)
Therefore, (
T [z;X] +E[z] + χ¯ρ[Hf ]W [z]χ¯ρ[Hf ]
)∣∣
Ran(χ¯ρ [Hf ]) >
ρ
20
(6.24)
is invertible on Ran(χ¯ρ[Hf ]). 
6.4. Generalized Wick ordering
The next step in the construction of ŵ =Rρ[w] consists of determining the generalized Wick
ordered form of the right-hand side of (6.7).
We write
R¯0
[
w[z]] := [Hf + (χ¯2ρχ21 )[Hf ](T˜ [z;P] +E[z])]−1 (6.25)
for the free resolvent on Ran(χ¯ρ), with
T [z;P] =Hf + χ21 [Hf ]T˜ [z;P], (6.26)
and we observe that by (6.22) and (6.23),
∥∥R¯0[w[z]]∥∥op < 10ρ , ∥∥W [z]∥∥op < ξρ50 , (6.27)
for w ∈ D( ρ100 , ρ100 , 12 ). Writing
Υρ[z;P] := Υχρ [Hf ]
(
T [z;P] +E[z]χ21 [Hf ],Hf
) (6.28)
(see (4.15)), we infer from Lemma 4.6 that
Fχρ [Hf ]
(
H
[
w[z]])=E[z]χ2ρ [Hf ] +Hf + T˜ [z;P]Υρ[z;P]χ2ρ [Hf ]
+
∞∑
L=1
(−1)L−1χρ[Hf ]Υρ[z;P]W
[(
χ¯2ρχ
2
1
)[Hf ]R¯0W ]L−1
×Υρ[z;P]χρ[Hf ] (6.29)
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convergent for all ρ < 1
KΘ
and 0 < ξ < 1.
Applying the rescaling transformation, and transforming the spectral parameter, we obtain
H
[
ŵ[ζ ]]=RHρ [H [w][E−1ρ [ζ ]]]= Sρ(Fχρ [Hf ](H [w][E−1ρ [ζ ]])) (6.30)
(see (6.7)). ŵ[ζ ] is characterized as follows.
Theorem 6.4. Let ζ ∈ D1/100, and z := E−1ρ [ζ ] ∈ U[w], and let SM denote the M th symmetric
group. For w = (wM,N)M+N0 ∈ W0 and p +m+ q + n 1, let
Wm,np,q
[
w|X;K(m+p,n+q)] := Pred ∫
B
p+q
1
dQ(p,q)
|Qp,q |1/2 a
∗(Q(p)) (6.31)
×wm+p,n+q
[P +X;Q(p),K(m); Q˜(q), K˜(n)]a(Q˜(q))Pred.
Moreover, let
W˜
[
X +X;K(m,n)
] := Wm,np,q [w∣∣X +X;K(m,n) ], (6.32)
where K(M,N) = (K(m1,n1), . . . ,K(mL,nL)), K(m,n) := (K(m) , K˜(n) ), and
X :=Σ
[
k˜
(n1)
1
]+ · · · +Σ[ k˜(n−1)−1 ]+Σ[k(m+1)+1 ]+ · · · +Σ[k(mL)L ],
X˜ :=Σ
[
k˜
(n1)
1
]+ · · · +Σ[ k˜(n) ]+Σ[k(m+1)+1 ]+ · · · +Σ[k(mL)L ]
(see (5.8)).
Then, (6.30) determines ŵ = (w˜(sym)M,N )M+N0 as the symmetrization with respect to K(M) and
K˜(N),
w˜
(sym)
M,N
[
X;K(M,N)]= 1
M!N !
∑
π∈SM
∑
π˜∈SN
w˜M,N [X;Kπ(1), . . . ,Kπ(M); K˜π˜(1), . . . , K˜π˜(N)],
of
w˜M,N
[
ζ ;X;K(M,N)]
= ρM+N−1
∞∑
L=1
(−1)L−1
∑
m1+···+mL=M
n1+···+nL=N∑
p1,q1,...,pL,qL:
m+p+n+q1
[
L∏
=1
(
m + p
p
)(
n + q
q
)]〈
Ω,Υρ
[
z;P + ρ(X + X˜0)
]
W˜1
[
z;ρ(X +X1);ρK(m1,n1)
](
χ¯2ρχ
2
1 R¯0
)[
z;P + ρ(X + X˜1)
]
1
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[
z;ρ(X +X2);ρK(m2,n2)2
](
χ¯2ρχ
2
1 R¯0
)[
z;P + ρ(X + X˜2)
]
· · · (χ¯2ρχ21 R¯0)[z;P + ρ(X + X˜L−1)]
W˜L
[
z;ρ(X +XL);ρK(mL,nL)L
]
Υρ
[
z;P + ρ(X + X˜L)
]
Ω
〉
(6.33)
in the case of M +N  1, and
ŵ0,0 =Rρ
[−E[·] ⊕w0,0 ⊕ 01]
+ ρ−1
∞∑
L=2
(−1)L−1
∑
p1+q11
. . .
∑
pL+qL1
Υ 2ρ [z;ρX]
〈
Ω,W˜p1,q1
[
w[z]∣∣ρX](χ¯2ρχ21 R¯0)[z;P + ρX]W˜p2,q2[w[z]∣∣ρX]
· · · (χ¯2ρχ21 R¯0)[z;P + ρX]W˜pL,qL[w[z]∣∣ρX]Ω 〉.
The proof can be straightforwardly adapted from [1] (the algebraic structure of ŵM,N differs
from that of the corresponding quantity in [1] only in that Υρ = 1 in [1], but = 1 here; see Re-
mark 4.7). We note that in (6.33), the factors χ21 in (χ¯2ρχ21 R¯0) are present because the interaction
operators W˜ always appear in the combination χ1[Hf ]W˜χ1[Hf ], see (5.5).
It remains to verify that ŵ is again an element of W0. We will in fact establish a much
stronger result, and prove that Rρ is contractive on a codimension-2 subspace of W0. One of
the key tools in this analysis are soft photon sum rules, which we address next.
6.5. Soft photon sum rules
A property of the model which is very important for our constructions is that the generalized
Wick kernels wM,N generated by repeated applications of the renormalization map are, for dif-
ferent values of M,N , all mutually linked. We shall here prove the existence of a hierarchy of
non-perturbative identities, which we refer to as the soft photon sum rules, that interrelate all
wM,N in the small photon momentum regime.
The key point is that the soft photon sum rules are preserved by the renormalization map. The
soft photon sum rules are in the present analysis used to prove that for the value p = 0 of the
conserved total momentum, all interaction operators of the effective Hamiltonians are irrelevant
even if the infrared regularization is removed, that is, when σ → 0.
Definition 6.5. Let g denote the electron charge, cf. (1.19). Given n ∈ R3, |n| = 1, let (n,λ)
denote the photon polarization vector orthonormal to n labeled by the polarization index λ. Let
μ ∈ R+.
The sequence of generalized Wick kernels w ∈ W0 is said to satisfy the soft photon sum
rules SR[μ] if the identity
gμ
〈
(n,λ), ∂X
〉
R3wM,N
[
X;K(M,N)]
= (M + 1) lim
x→0x
−σwM+1,N
[
X; (xn,λ),K(M), K˜(N)]
= (N + 1) lim x−σwM,N+1
[
X;K(M), K˜(N), (xn,λ)] (6.34)x→0
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Fig. 1. Hierarchical structure of the soft photon sum rules.
is satisfied for all M,N  0, and every choice of the unit vector n (we recall that X is the spectral
variable corresponding to the photon momentum operator Pf ).
Applying (6.34) inductively, beginning with M,N = 0, in the order as indicated in Fig. 1, all
generalized Wick kernels are recursively linked to one another in the vicinity of the origin in
photon momentum space.
We note that it would be equally appropriate to refer to (6.34) as (generalized) differential
Ward–Takahashi identities, in analogy to those in perturbative non-relativistic QED which are
derived from the U(1) gauge invariance of the model. However, we prefer the notion of soft
photon sum rules because gauge invariance is not a necessary condition for the existence of
soft boson sum rules. An example is given by the Bogoliubov-transformed, translation-invariant
1-particle Nelson model described in Section 3.11, which possesses no gauge symmetry but
nevertheless admits soft boson sum rules.
The key property of the soft photon sum rules in our construction is their preservation under
the renormalization map. Their main use in our analysis is connected to the proof that for the
value p = 0 of the conserved total momentum, all interaction operators of the effective Hamilto-
nians are irrelevant even when σ → 0.
It is a natural question whether the use of soft photon sum rules can be avoided, possibly by
a more insightful use of O(3)-invariance in the case p = 0. The (perhaps surprising) answer is
that rotational and reflection symmetry alone do in fact not suffice to prove irrelevance of the
interaction, even if p = 0. There exist simple rotationally invariant models for which the inter-
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in our case) scale naively like irrelevant operators, but which are in fact marginal. An example
is presented in Section 11.6. This is an artifact of the non-linear nature of the renormalization
map. Rρ can generate marginal operators from irrelevant operators, unless this is suppressed by
symmetries of the model beyond rotation and reflection invariance.
6.6. Codimension two contractivity of Rρ on a polydisc
A quintessential property of the renormalization map Rρ is that it is contractive on a codi-
mension 2 subspace of a polydisc of the form (6.15) (after projecting out the relevant direction
corresponding to E in w = (E,T ,w1), cf. our introductory remarks in Section 3.4).
Let
D(μ)(, δ, λ) := {w ∈ D(, δ, λ) ∣∣w satisfies the soft photon sum rules SR[μ]}
denote the subset of the polydisc D(, δ, λ) of generalized Wick kernels in the Banach space
(W0,‖ · ‖σ,ξ ), for given ξ , which satisfy the soft photon sum rules SR[μ]. The definitions were
given in (6.15) and (6.34). We shall prove that Rρ is a contraction on a codimension-2 subspace
of D(μ)(, δ, λ).
Theorem 6.6. The renormalization map Rρ is codimension-2 contractive on the polydisc
D(μ)(, δ, λ) in the following sense.
(A) The case 0 < |p| < 13 . For σ > 0, there exist constants ρ = ρ(σ ) = c1/σ < 1 (where the
constant c is independent of σ ), 0 < ξ < 1, 0 < 0(σ ) < ρ(σ)2  1, such that for all 0 
  0(σ ) and 0 δ  0(σ ),
Rρ :D(μ)(, δ, λ) → D(ρσμ)
(

2
, δ + ,ρλ
)
. (6.36)
(B) The case |p| = 0. There are constants ρ < 1, 0 < ξ < 1, 0 < 0  1, and a constant c4
(defined in (10.17) below) independent of ρ, 0 such that for all σ  0, 0    0 and
0 δ  0,
Rρ :D(μ)(, δ, λ) → D(ρσμ)(c4ρ, δ + ,ρλ). (6.37)
7. Proof of Theorem 6.6: I. Generalized Wick ordering
We introduce the following notation. For fixed L ∈ N, let
m,p,n, q := (m1,p1, n1, q1, . . . ,mL,pL,nL, qL) ∈ N4L0 (7.1)
and
M := m1 + · · · +mL, N := n1 + · · · + nL. (7.2)
We let
466 V. Bach et al. / Journal of Functional Analysis 243 (2007) 426–535V (L)m,p,n,q
[
w
∣∣X;K(M,N)] := 〈Ω ∣∣∣ F0[X] L∏
=1
{
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
}
Ω
〉
,
where
F0[X] := Υρ
[
z;P + ρ(X + X˜0)
]
, FL[X] := Υρ
[
z;P + ρ(X + X˜L)
] (7.3)
(see (6.28)) and
F[X] :=
(
χ¯2ρχ
2
1
)[
Hf + ρ(X0 + X˜,0)
]{
Hf + ρ(X0 + X˜,0)
+ (χ¯2ρχ21 )[Hf + ρ(X0 + X˜,0)](T˜ [z;P + ρ(X + X˜)]+E[z])}−1 (7.4)
for  = 1, . . . ,L − 1, with T [z;X] = X0 + χ21 [X0]T˜ [z;X]. (We note that the definition of the
operators F[X] in [1] contains a misprint.)
Then (see (6.33)),
ŵM,N
[
ζ ;X;K(M,N)]
=
∞∑
L=1
(−1)L−1ρM+N−1
∑
m1+···+mL=M
n1+···+nL=N
∑
p1,q1,...,pL,qL:
m+p+n+q1
[
L∏
=1
(
m + p
p
)(
n + q
q
)]
× V (L)m,p,n,q
[
w
∣∣X;K(M,N)]. (7.5)
Lemma 7.1. For L 1 fixed, and m,p,n, q ∈ N4L0 , one has V (L)m,p,n,q ∈ WM,N . In particular,
ρM+N−1 max
{∥∥∂X0V (L)m,p,n,q∥∥σ ,∥∥|k|σ ∂|k|(|k|−σV (L)m,p,n,q)∥∥σ }
 2(L+ 1)CL+1Θ ρ(1+σ)(M+N)−L
L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
, (7.6)
for X = (X0,X) and any k ∈ k(M,N). Furthermore,
ρM+N−1
∥∥∂aXV (L)m,p,n,q∥∥σ  10(L+ 1)2CL+2Θ ρ(1+σ)(M+N)−L L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
, (7.7)
for 0 |a| 2, a0 = 0. For |p|> 0, and |a| 1,
ρM+N−1
∥∥∂|p|∂aXV (L)m,p,n,q∥∥σ  10(L+ 1)2CL+2Θ ρ(1+σ)(M+N)−L L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
. (7.8)
Consequently,
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∥∥V (L)m,p,n,q∥∥σ  10(L+ 1)2CL+2Θ ρ(1+σ)(M+N)−L L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
, (7.9)
using the convention pp = 1 for p = 0. The constant CΘ only depends on the choice of the
smooth cutoff function Θ in (5.1).
7.1. Proof of Lemma 7.1
There exists a constant 1  CΘ < ∞ that only depends on the choice of the smooth cutoff
function Θ , such that
∥∥∂X0F[X]∥∥op + ∑
0|a|2
a0=0
∥∥∂aXF[X]∥∥op + ∑
|a|1
∥∥∂|p|∂aXF[X]∥∥op  CΘρη() , (7.10)
uniformly in z ∈D1/100, where
η() :=
{
0 if  = 0,L,
1 if  = 1, . . . ,L− 1, (7.11)
cf. (7.3) and (7.4). Here and in the sequel, ‖ · ‖op denotes the operator norm on Hred =
1[Hf < 1]F . To prove ( 7.10), it suffices to discuss only a few terms in the sum; the remain-
ing ones are treated similarly.
We first consider the case |a| = 2, a0 = 2 in (7.10) involving two derivatives in X0. As op-
posed to differentiation in X, these produce derivatives of the cutoff operators χρ and χ¯ρ . First,
let = 0 (or L), in case of which we have
F0[z;X] = 1 − χ¯2ρ [Hf + ρX0]T ′[z;P + ρX]R¯0[z;P + ρX]. (7.12)
Since |R¯0[z;P]| cH−1f and |T ′[z;P]|< c′Hf on Ran(χρ[Hf ]) (see Section 6.3),∥∥F0[z;X]∥∥op  1 + ∥∥T ′[z;P + ρX]R¯0[z;P + ρX]∥∥op < c, (7.13)
independently of ρ. Next, we note that∥∥∂aX0 χ¯2ρ [Hf + ρX0]∥∥op < cΘ (7.14)
(and likewise for χρ ) independently of ρ, for 0 a  2, and a constant cΘ which only depends
on the smooth cutoff function Θ . Moreover,∥∥∂aX0T [z;P + ρX]∥∥op  ρa∥∥∂aHf T [z;P]∥∥op  ρa‖T ‖T  cΘρa (7.15)
(we recall that T depends on χ1, and thus on Θ) for 0  a  2. The same also holds for T ′.
Furthermore,∥∥∂X0R¯0[z;P + ρX]∥∥op  ∥∥∂X0T [z;P + ρX]∥∥op∥∥R¯20[z;P]∥∥op  cΘ (7.16)ρ
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∥∥∂2X0F0[X]∥∥op  cΘ(‖F0‖op + ∥∥∂X0T ′[ρX]∥∥∞∥∥∂X0T [ρX]∥∥∞∥∥R¯0[z;P]∥∥2op
+ ∥∥∂X0T [ρX]∥∥2∞∥∥T ′[P]R¯30[z;P]∥∥op (7.17)
+ ∥∥∂2X0T [ρX]∥∥∞∥∥R¯0[z;P]∥∥op)<CΘ,
independently of ρ.
For 0 < <L, we have F = R¯0. We can repeat the above arguments for the cases = 0 or L.
However, since for F = R¯0 there is no factor |T ′[z;P]| < cHf that compensates |R¯0[z;P]| <
c′H−1f on Ran(χ¯ρ[Hf ]), there is an additional factor of ρ−1 in all bounds. Hence,
∥∥∂2X0F[X]∥∥op  CΘρ (7.18)
for 0 < <L.
In cases where a derivative in |p| is involved, we note that
∣∣∂|p|T [z;P]∣∣< cHf (7.19)
on Ran(χρ[Hf ]). Repeating the arguments above stated for = 0 or L, we find∥∥∂|p|∂X0F[X]∥∥op <CΘ for = 0,L (7.20)
and
∥∥∂|p|∂X0F[X]∥∥op< CΘρ for 0 < <L. (7.21)
Using similar arguments for the remaining partial derivatives appearing on the left-hand side of
(7.10), one arrives at (7.10).
7.1.1. The case |a| = 0
Let us to begin with consider (7.7), where we have
∣∣V (L)m,p,n,q[w∣∣X;K(M,N)]∣∣ L∏
=0
∥∥F[X]∥∥op L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
 CL+1Θ ρ−L+1
L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op, (7.22)
‖ · ‖op denotes the operator norm on B[Hred].
Next, we discuss the various terms corresponding to 1 |a| 2.
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We find
∂XrV
(L)
m,p,n,q
[
w
∣∣X;K(M,N)]= V (L,i)m,p,n,q[w|X;K(M,N)]+ V (L,ii)m,p,n,q[w∣∣X;K(M,N)],
where
V (L,i)m,p,n,q
[
w
∣∣X;K(M,N)] := L∑
j=0
〈
Ω
∣∣∣[ j−1∏
=1
F−1[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
(
∂XrFj [X]
)[ L∏
=j+1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
Ω
〉
(7.23)
and
V (L,ii)m,p,n,q
[
w
∣∣X;K(M,N)] := L∑
j=1
〈
Ω
∣∣∣F0[X][ j−1∏
=1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
ρ
(
∂Xr W˜j
[
z;ρ(X +X);ρK(mj ,nj )j
])
[
L∏
=j+1
F[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
FL[X]Ω
〉
. (7.24)
It follows that
∣∣V (L,i)m,p,n,q[w∣∣X;K(M,N)]∣∣ L∑
j=0
‖∂XrFj‖op
[
L∏
=0
 =j
∥∥F[X]∥∥op
]
L∏
=1
∥∥W˜[ρ(X +X);ρK(m,n) ]∥∥op
 (L+ 1)CL+1Θ ρ−L+1
L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op (7.25)
and
∣∣V (L,ii)m,p,n,q[w∣∣X;K(M,N)]∣∣

[
L∏∥∥F[X]∥∥op
]{
L∑∥∥∂Xr W˜j [z;ρ(X +Xj);ρK(mj ,nj )j ]∥∥op
=0 j=1
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=1
 =j
∥∥W˜[z;ρ(X +Xj);ρK(mj ,nj )j ]∥∥op
}
 LCL+1Θ ρ−L+2
{
L∑
j=1
∥∥Wmj ,njpj ,qj [∂Xrw[z]∣∣ρ(X +Xj);ρK(mj ,nj )j ]∥∥op
L∏
=1
 =j
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
}
. (7.26)
7.1.3. The case |a| = 2 and a0 = 0, ∂aX = ∂Xr ∂Xr′ , r, r ′  1
Due to a0 = 0, no derivatives with respect to X0 (the spectral variable corresponding to the
operator Hf ) appear here. We have
∂
a
XV
(L)
m,p,n,q
[
w
∣∣X;K(M,N)]= V (L,iii)m,p,n,q[X;K(M,N)]+ · · · + V (L,viii)m,p,n,q [X;K(M,N)],
where
V (L,iii)m,p,n,q
[
w
∣∣X;K(M,N)]
:=
∑
0j1<j2L
〈
Ω
∣∣∣[ j1−1∏
=1
F−1[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
(
∂XrFj1[X]
)[ j2−1∏
=j1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F−1[X]
]
W˜j2−1
[
z;ρ(X +X);ρK
(mj2−1,nj2−1)
j2−1
](
∂Xr′Fj2[X]
)
[
L∏
=j2+1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
Ω
〉
, (7.27)
and
V (L,iv)m,p,n,q
[
w
∣∣X;K(M,N)]
:=
∑
0j1<j2L
〈
Ω
∣∣∣[ j1∏
=1
F−1[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
(
∂XrFj1[X]
)[ j2−1∏
=j1+1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
ρ
(
∂X ′ W˜j2
[
z;ρ(X +X);ρK
(mj2 ,nj2 )
])r j2
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L∏
=j2+1
F−1[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
FL[X]Ω
〉
. (7.28)
V
(L,v)
m,p,n,q is defined similarly as V (L,iv)m,p,n,q , but applies to the case j2 < j1:
V (L,v)m,p,n,q
[
w
∣∣X;K(M,N)]
:=
∑
0j1<j2L
〈
Ω
∣∣∣F0[X][ j1−1∏
=1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
ρ
(
∂Xr W˜j1
[
z;ρ(X +X);ρK
(mj1 ,nj1 )
j1
])
Fj1[X]
[
j2−1∏
=j1+1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
ρ
(
∂Xr′ W˜j2
[
z;ρ(X +X);ρK
(mj2 ,nj2 )
j2
])
[
L∏
=j2+1
F[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
FL[X]Ω
〉
. (7.29)
Finally,
V (L,vii)m,p,n,q
[
w
∣∣X;K(M,N)]
:=
L∑
j=0
〈
Ω
∣∣∣[ j−1∏
=1
F−1[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
(
∂
a
XFj [X]
)[ L∏
=j+1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
Ω
〉
(7.30)
and
V (L,viii)m,p,n,q
[
w
∣∣X;K(M,N)]
:=
L∑
j=0
〈
Ω
∣∣∣F0[X][ j−1∏
=1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
ρ2
(
∂
a
XW˜j
[
z;ρ(X +X);ρK(mj ,nj )j
])
[
L∏
=j+1
F−1[X]W˜
[
z;ρ(X +X);ρK(m,n)
]]
FL[X]Ω
〉
. (7.31)
We then conclude that
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
∑
0j1<j2L
‖∂XrFj1‖op‖∂Xr′Fj2‖op
L∏
=0
 =j1,j2
∥∥F[X]∥∥op L∏
=1
∥∥W˜[ρ(X +X);ρK(m,n) ]∥∥op
 L(L+ 1)CL+1Θ ρ−L+1
L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op, (7.32)
and
∣∣V (L,iv)m,p,n,q[w∣∣X;K(M,N)]∣∣, ∣∣V (L,v)m,p,n,q[X;K(M,N)]∣∣
 ρ|a2|
∑
0j1<j2L
‖∂XrFj1‖op
∥∥W(mj2 ,nj2 )pj2 ,qj2 [∂Xr′w[z]∣∣ρ(X +Xj2);ρK(mj2 ,nj2 )j2 ]∥∥op
[
L∏
=0
 =j1
∥∥F[X]∥∥op
]
L∏
=0
 =j2
∥∥W˜[ρ(X +X);ρK(m,n) ]∥∥op
L(L+ 1)CL+1Θ ρ−L+1
L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op. (7.33)
Similarly,
∣∣V (L,vi)m,p,n,q[w∣∣X;K(M,N)]∣∣
 CL+1Θ ρ−L+2
{
L∏
=1
 =j1,j2
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
∥∥W(mj2 ,nj2 )pj2 ,qj2 [∂Xr′w[z]∣∣ρ(X +Xj2);ρK(mj2 ,nj2 )j2 ]∥∥op∑
0j1<j2L
∥∥W(mj1 ,nj1 )pj1 ,qj1 [∂Xrw[z]∣∣ρ(X +Xj1);ρK(mj1 ,nj1 )j1 ]∥∥op
}
, (7.34)
∣∣V (L,vii)m,p,n,q[w∣∣X;K(M,N)]∣∣

L∑
j=0
∥∥∂aXFj∥∥op L∏
=0
∥∥F[X]∥∥op∥∥W˜[ρ(X +X);ρK(m,n) ]∥∥op
 =j1,j2
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L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op (7.35)
and
∣∣V (L,viii)m,p,n,q [w∣∣X;K(M,N)]∣∣
 ρ2
L∏
=0
∥∥F[X]∥∥op
{
L∑
j=1
∥∥∂aXW˜j [z;ρ(X +Xj);ρK(mj ,nj )j ]∥∥op
L∏
=1
 =j
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
}
LCL+1Θ ρ−L+3
{
L∑
j=1
∥∥W(mj ,nj )pj ,qj [∂aXw[z]∣∣ρ(X +Xj);ρK(mj ,nj )j ]∥∥op
L∏
=1
 =j
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
}
. (7.36)
7.1.4. Radial C1-bound in k
The discussion of the derivative |k|σ ∂|k|(|k|−σV (L)m,p,n,q) is similar to the case for ∂aX with|a| = 1 treated above. However, we note that due to the dependence of some or all of the X on
|k|, the derivative in |k| also produces a sum of derivatives in the components of X. One finds
∣∣|k|σ ∂|k|(|k|−σV (L)m,p,n,q[w∣∣X;K(M,N)])∣∣

L∑
j=0
(‖∂X0Fj‖op + ‖nk · ∂XFj‖op)
[
L∏
=0
 =j
∥∥F[X]∥∥op
]
L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
+
[
L∏
=0
∥∥F[X]∥∥op
]{
L∑
j=1
[
L∏
=1
 =j
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
(∥∥W(mj ,nj )pj ,qj [|k|σ ∂|k|(|k|−σw[z])∣∣X +Xj ;K(mj ,nj )j ]∥∥op
+ ∥∥W(mj ,nj )pj ,qj [∂X0w[z]∣∣X +Xj ;K(mj ,nj )j ]∥∥op
+ ∥∥W(mj ,nj )pj ,qj [nk · ∂Xw[z]∣∣X +Xj ;K(mj ,nj )j ]∥∥op)
]}
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L∏
=1
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
+CL+1Θ ρ−L+2
{
L∑
j=1
[
L∏
=1
 =j
∥∥W˜[z;ρ(X +X);ρK(m,n) ]∥∥op
(∥∥W(mj ,nj )pj ,qj [|k|σ ∂|k|(|k|−σw[z])∣∣X +Xj ;K(mj ,nj )j ]∥∥op
+ ∥∥W(mj ,nj )pj ,qj [∂X0w[z]∣∣X +Xj ;K(mj ,nj )j ]∥∥op
+ ∥∥W(mj ,nj )pj ,qj [nk · ∂Xw[z]∣∣X +Xj ;K(mj ,nj )j ]∥∥op)
]}
, (7.37)
for any k ∈ k(M,N), where nk = k|k| . To obtain this result, the factor |k|−σ in |k|σ ∂|k||k|−σ is
grouped together with the operator W(mj ,nj )pj ,qj which has k as an external momentum (see (6.31)).
There is precisely one index j = j ′ for which this is the case. We then apply |k|σ ∂|k| and Leibnitz’
rule. If |k|σ ∂|k| acts on a operator other than |k|−σW(mj ′ ,nj ′ )pj ′ ,qj ′ , one can replace the corresponding
derivative in |k| by either ∂X0 or nk · ∂X . The factor |k|−σ is then “not used,” and cancels the
factor |k|σ in |k|σ ∂|k||k|−σ . For j = j ′, one gets a term of the form
W
(mj ′ ,nj ′ )
pj ′ ,qj ′
[|k|σ ∂|k|(|k|−σw[z])∣∣X +Xj ′ ;K(mj ′ ,nj ′ )j ′ ] (7.38)
(Xj ′ does not depend on k). Accordingly, one obtains the estimate (7.37).
7.1.5. Bounds involving derivatives in |p| for |p|> 0
The asserted estimate for |p| > 0 on |∂|p|V (L)m,p,n,q | is obtained precisely in the same way as
in the case |a| = 1, or (7.37). However, one does not obtain a factor ρ from differentiating W˜,
because ∂|p| is invariant under rescaling of photon momenta.
The bound on |∂|p|∂aXV (L)m,p,n,q | is derived in a manner very similar to the case discussed un-
der 2., for a0 = 0 and |a| = 2. We shall not reiterate the calculations explicitly, but only again
note that there is no factor ρ involved in the derivative of W˜ with respect to |p|, in contrast to
derivatives with respect to X.
7.1.6. Completing the proof
Collecting the above estimates,
sup
X
∣∣V (L,i)m,p,n,q[w∣∣X;K(M,N)]∣∣+ · · · + sup
X
∣∣V (L,viii)m,p,n,q [w∣∣X;K(M,N)]∣∣
+ sup
X
∣∣|k|σ ∂|k|(|k|−σV (L)m,p,n,q[w∣∣X;K(M,N)])∣∣
+ sup
X
1|p|>0
∑
|a|1
∣∣∂|p|∂aXV (L)m,p,n,q[w∣∣X;K(M,N)]∣∣
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(L+ 1)2CL+2Θ ρ−L+1
L∏
=1
{
sup
|X|X0<1
ρ
∥∥∂X0W˜[z;ρX;ρK(m,n) ]∥∥op
+
∑
0|a|2
a0=0
sup
|X|X0<1
ρ|a|
∥∥∂aXW˜[z;ρX;ρK(m,n) ]∥∥op
+ sup
k∈k(M,N)
sup
|X|X0<1
ρ
∥∥|k|σ ∂|k|(|k|−σ W˜[z;ρX;ρK(m,n) )]∥∥op
+ sup
|X|X0<1
1|p|>0
∑
|a|1
ρ|a|
∥∥∂|p|∂aXW˜[z;ρX;ρK(m,n) ]∥∥op}. (7.39)
Thus, (
2π
1
2
)M+N
sup
K(M,N)
∣∣k(M,N)∣∣−σ sup
|X|X0<1
∣∣V (L)m,p,n,q ∣∣
 (L+ 1)2CL+2Θ ρ−L+1
L∏
=1
{
sup
K
(m,n)

(
2π
1
2
)m+n ∣∣k(m,n) ∣∣−σ
[
sup
X
ρ
∥∥∂X0W˜[z;ρX;ρK(m,n) ]∥∥op
+
∑
0|a|2
a0=0
sup
|X|X0<1
ρ|a|
∥∥∂aXW˜[z;ρX;ρK(m,n) ]∥∥op (7.40)
+ sup
k∈k(M,N)
sup
|X|X0<1
ρ
∥∥|k|σ ∂|k|(|k|−σ W˜[z;ρX;ρK(m,n) ])∥∥op
+ sup
|X|X0<1
1|p|>0
∑
|a|1
ρ|a|
∥∥∂|p|∂aXW˜[z;ρX;ρK(m,n) ]∥∥op]}.
Using the coordinate change k(m,n) → ρ−1k(m,n) from rescaling, this is bounded by
(L+ 1)2CL+2Θ ρσ(M+N)−L+1
L∏
=1
{
sup
K
(m,n)

(
2π
1
2
)m+n ∣∣k(m,n) ∣∣−σ
[
sup
|X|X0<1
ρ
∥∥∂X0W˜[z;X;K(m,n) ]∥∥2op
+
∑
0|a|2
a0=0
sup
|X|X0<1
ρ|a|
∥∥∂aXW˜[z;X;K(m,n) ]∥∥2op
+ sup
(M,N)
sup ρ
∥∥|k|σ ∂|k|(|k|−σ W˜[z;X;K(m,n) ])∥∥opk∈k |X|X0<1
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|X|X0<1
1|p|>0
∑
|a|1
ρ|a|
∥∥∂|p|∂aXW˜[z;X;K(m,n) ]∥∥op]}.
Using Theorem 5.4, we find
(
2π
1
2
)m+n sup
K(m,n)∈Bm+n1
∣∣k(m,n)∣∣−σ sup
X
∥∥W˜[z;X;K(m,n)]∥∥op
 1
p
p/2
 q
q/2

sup
K(m+p,n+q)∈Bm+p+n+q1
∣∣k(m+p,n+q)∣∣−σ
(
2π
1
2
)m+p+n+q sup
X
∣∣wm+p,n+q[z;X;K(m+p,n+q)]∣∣
 1
p
p/2
 q
q/2

∥∥wm+p,n+q [z]∥∥σ . (7.41)
Consequently,
ρ(M+N)−1
∥∥V (L)m,p,n,q∥∥σ  10ρ(1+σ)(M+N)−L(L+ 1)2CL+2Θ L∏
=1
‖wm+p,n+q [z]‖σ
p
p/2
 q
q/2

.
This proves Lemma 7.1.
8. Proof of Theorem 6.6: II. Soft photon sum rules
We will next prove that the renormalization map Rρ preserves the soft photon sum rules.
More precisely, we demonstrate that the soft photon sum rules SR[μ] are transformed under Rρ
as
SR[μ] → SR[μρσ ]. (8.1)
For μ ∈ R+, the soft photon sum rules SR[μ] state that, for every unit vector n ∈ R3, |n| = 1,
gμ
〈
(n,λ), ∂X
〉
R3W
mr,nr
pr ,qr
[
X; z;K(mr ,nr )]
= (nr + qr + 1) lim
x→0x
−σWmr,nr+1pr ,qr
[
X; z;K(mr), K˜(nr ), (xn,λ)]
= (mr + pr + 1) lim
x→0x
−σWmr+1,nrpr ,qr
[
X; z; (xn,λ),K(mr), K˜(nr )],
where Wm,np,q [X; z;K(m,n)] is defined in (6.31). Assuming SR[μ], one easily checks that
gμ
〈
(n,λ), ∂X
〉
R3R¯0[z;p;X]
= −R¯0[z;p;X]
(
χ¯2ρχ
2
1
)[X0](gμ〈(n,λ), ∂X〉R3 T˜ [X; z])R¯0[z;p;X]
= − lim x−σ R¯0[z;p;X]
(
χ¯2ρχ
2
1
)[X0]W 0,10,0 [X; z;xn,λ](χ¯2ρχ21 )[X0]R¯0[z;p;X], (8.2)x→0
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gμ
〈
(n,λ), ∂X
〉
R3Υ [z;X]
= − lim
x→0x
−σΥ [z;X]W 0,10,0 [X; z;xn,λ]
(
χ¯2ρχ
2
1
)[X0]R¯0[z;p;X]χ¯ [X0], (8.3)
where we write
Υ [z;p;X] := 〈Ω,Υρ[z;P +X]Ω 〉 (8.4)
for brevity (see (4.15) and (6.28)). In both (8.2) and (8.3), W 0,10,0 can be exchanged with W 1,00,0
without any effect, thanks to SR[μ].
We next consider g〈(K), ∂X〉R3ŵM,N , which is given by the symmetrization in K(M) and
K˜(N) of
−gμρM+N−1
∑
L1
(−1)L
∑
mj+nj+pj+qj1
1jL
δN,|n|δM,|m|
L∏
j=1
(
mj + pj
pj
)(
nj + qj
qj
)
[
L−1∑
r=1
〈
Ω,
[· · · 〈(K), ∂X〉R3(χ¯2ρχ21R0)[E−1ρ [ ẑ ];P + ρ(X + X˜r )] · · ·]Ω 〉 (8.5)
+
L∑
r=1
〈
Ω,
[· · · 〉
R3W
mr,nr
pr ,qr
[
ρ(X +Xr);E−1ρ [ ẑ ];ρK(mr ,nr )r
] · · ·]Ω 〉 (8.6)
+ 〈Ω, [〈(K), ∂X〉R3Υ [E−1ρ [ ẑ ];P + ρ(X + X˜0)] · · ·]Ω 〉 (8.7)
+ 〈Ω, [· · · 〈(K), ∂X〉R3Υ [E−1ρ [ ẑ ];P + ρ(X + X˜L)]]Ω 〉
]
. (8.8)
Substituting (8.2) and (8.3), the expectation in (8.5) can be written as
− lim
x→0ρ(ρx)
−σ
L∑
r=1
(mr + pr + 1)V (L+1)m+er ,p,n,q
[
w
[
E−1ρ [ ẑ ]
]∣∣ρX; (ρxn,λ), ρK(M), ρK˜(N)]
or
− lim
x→0ρ(ρx)
−σ
L∑
r=1
(nr + qr + 1)V (L+1)m+er ,p,n,q
[
w
[
E−1ρ [ ẑ ]
]∣∣ρX;ρK(M),ρK˜(N), (ρxn,λ)],
where er := (0, . . . ,0,1,0, . . . ,0) is the L-dimensional unit vector with 1 at the r th entry. Next,
we discuss the expectations in the term (8.5) which involve derivatives of R¯0 and Υ . Substituting
(8.2) and (8.3), the number of interaction operators is increased from L to L + 1 in every case.
Relabeling all operators according to their product order from 1 to L+1, the terms in (8.6)–(8.8)
can be combined into
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x→0ρ(ρx)
−σ
L+1∑
r=1
V (L+1)m,p,n,q
[
w
[
E−1ρ [ ẑ ]
]∣∣ρX;ρK(M+1,N)]∣∣ qr=pr=nr=0
K
(1,0)
r =(xn,λ)
(8.9)
or
lim
x→0ρ(ρx)
−σ
L+1∑
r=1
V (L+1)m,p,n,q
[
w
[
E−1ρ [ ẑ ]
]∣∣ρX;ρK(M,N+1)]∣∣ qr=pr=mr=0
K
(0,1)
r =(xn,λ)
. (8.10)
The terms corresponding to r = 1 and r = L+ 1 are obtained from derivatives of Υ .
In the special case M +N = 1, there notably is an additional contribution
gμ
〈
(n,λ), ∂X
〉
R3(Υ T˜ )[z;ρX]
= − lim
x→0ρ(ρx)
−σΥ [z;p;X]W 0,10,0 [ρX; z;xn,λ]Υ [z;p;X], (8.11)
where W 0,10,0 can be exchanged with W
1,0
0,0 without any effect.
Thus, using
(nr + qr + 1)
(
nr + qr
qr
)
= (nr + 1)
(
nr + qr + 1
qr
)
, (8.12)
we obtain
− lim
x→0ρ
M+N(ρx)−σ
∑
L1
(−1)L
∑
mj+nj+pj+qj1
0<jL
mr+nr+pr+qr0
δN,|n|δM,|m|(nr + 1)
L∑
r=1
(
nr + qr + 1
qr
)[ L∏
j=1
(
mj + pj
pj
)][ L∏
j=1
j =r
(
nj + qj
qj
)]
V
(L)
m,p,n+er ,q
[
w
[
E−1ρ [ ẑ ]
]∣∣ρX;ρK(M),ρK˜(N), (ρxn,λ)], (8.13)
or the corresponding expression from interchanging (nr , qr ,N) and (mr,pr ,M). Relabeling the
index nr → nr + 1, we have δN,∑ni → δN+1,∑ni , and thus indeed find
gμρσ
〈
(n,λ), ∂X
〉
R3ŵM,N
[
ẑ;P;K(M,N)]
= (N + 1) lim
x→0x
−σ ŵM,N+1
[P; z;K(M), K˜(N), (xn,λ)],
or likewise the corresponding expression obtained from interchanging N and M .
In particular, we observe that the parameter μ is rescaled by a factor ρσ so that
SR[μ] → SR[μρσ ] (8.14)
under the action of Rρ , as claimed.
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constant value μ= 1 (the value 1 is connected to the normalization condition (1.15)).
9. Proof of Theorem 6.6: III.a. Codimension two contractivity for p = 0
Let us first address the case of non-vanishing conserved total momentum 0 < |p| < 13 . Our
aim is to prove that the renormalization transformation diminishes the interaction essentially by
a factor ρσ .
Using Theorem 6.4, Lemma 7.1,
(
m+p
p
)
 2m+p , and 2ρ1+σ  1, we find
∥∥ŵM,N [ζ ]∥∥σ

∞∑
L=1
10C2Θ(L+ 1)2
(
CΘ
ρ
)L(
2ρ1+σ
)M+N
∑
m1+···+ml=M
n1+···+nL=N
∑
p1,q1,...,pL,qL:
m+p+n+q1
L∏
=1
[(
2√
p
)p( 2√
q
)q∥∥wm+p,n+q [z]∥∥σ]. (9.1)
The sum over M,N yields∥∥ŵ1[ζ ]∥∥σ,ξ
 20C2Θρ1+σ
∑
M+N1
ξ−M−N
∞∑
L=1
(L+ 1)2
(
CΘ
ρ
)L
∑
m1+···+ml=M
n1+···+nL=N
∑
p1,q1,...,pL,qL:
m+p+n+q1
L∏
=1
ξm+n
L∏
=1
[(
2ξ√
p
)p( 2ξ√
q
)q
ξ−(m+p+n+q)
∥∥wm+p,n+q [z]∥∥σ]
 20C2Θρ1+σ
∞∑
L=1
(L+ 1)2
(
CΘ
ρ
)L
[ ∑
M+N1
(
M∑
p=0
(
2ξ√
p
)p)( N∑
q=0
(
2ξ√
q
)q)
ξ−(M+N)
∥∥wM,N [z]∥∥σ
]L
 20C2Θρ1+σ
∞∑
L=1
(L+ 1)2
(
CΘ
ρ
)L
A2L
(∥∥w1[z]∥∥ξ,σ )L (9.2)
with
A :=
∞∑( 2ξ√
p
)p

∞∑
(2ξ)p = 1
1 − 2ξ  2, (9.3)
p=0 p=0
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B := CΘ
ρ(1 − 2ξ)2 ‖w1‖ξ,σ  4CΘρ
−1‖w1‖ξ,σ , (9.4)
and
∞∑
L=1
(L+ 1)2BL =
(
B
d2
dB2
+ d
dB
) ∞∑
L=0
BL − 1
= 1
(1 −B)2 − 1 −
B
(1 −B)3  12B.
We consequently find ∥∥ŵ1[ζ ]∥∥ξ,σ  240C2Θρ1+σB = c2ρσ‖w1‖ξ,σ  2 (9.5)
by choosing ρ = (2c2)−1/σ with
c2 := 960C3Θ. (9.6)
We next discuss the case M +N = 0, where
ŵ0,0[ζ ;X] =Rρ
[
E[z] ⊕ T ⊕ 01
]+ ρ−1 ∞∑
L=2
(−1)L−1
∑
p1,q1,...,pL,qL:
p+q1
V
(L)
0,p,0,q [X], (9.7)
with
ρ−1
∥∥V (L)0,p,0,q∥∥σ  10(L+ 1)2C2Θρ−L ∞∏
=1
‖wp,q [z]‖
p
p/2
 q
q/2

, (9.8)
and
Rρ
[
E[z] ⊕ T ⊕ 01
]=E[z] ⊕ (X0 + (ρ−1w0,0[z;ρX] −X0)Υρ[z;ρX]χ21 [X0])⊕ 01.
Writing Pχ¯1 := Pχ¯1[|X|X0], we have∥∥PT(Rρ[E[z] ⊕ T ⊕ 01]− T (p;ρλ)0 )∥∥T
= sup
{∥∥PTRρ[E[z] ⊕ T ⊕ 01]− T (p;ρλ)0 ∥∥[0, 34 ],
1
KΘ
∥∥PTRρ[E[z] ⊕ T ⊕ 01]− T (p;ρλ)0 ∥∥[ 34 ,1]
}
 sup
{
δ,
1 ∥∥PTRρ[E[z] ⊕ T ⊕ 01]− T (p;ρλ)0 ∥∥[ 3 ,1]
}
(9.9)
KΘ 4
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I , for I ⊂ R+, are defined
in (5.21)). A straightforward calculation shows that
∥∥PT(Rρ[E[z] ⊕ T ⊕ 01]− T (p;ρλ)0 )∥∥[ 34 ,1]
KΘ
∥∥P|X|X03/4(T − T (p;λ)0 )∥∥[0, 34 ]
KΘδ, (9.10)
for a constant 1 KΘ < ∞, which only depends on CΘ and numerical factors independent of
, δ, λ, and which we choose to be the same as in (5.20). Accordingly, we find:
∥∥T̂ − T (p;ρλ)0 ∥∥T

∥∥PTRρ[E[z] ⊕ T ⊕ 01]− T (p;ρλ)0 ∥∥T
+ 1
ρ
∑
L2
∑
p1,q1,...,pL,qL:
p+q1
[
sup
X
∣∣∂X0V (L)0,p,0,q [X]∣∣
+
∑
|a|=1
sup
X
∣∣∂|p|∂aXV (L)0,p,0,q [X]∣∣+ ∑
1|a|2
a0=0
sup
X
∣∣∂aXV (L)0,p,0,q [X]∣∣]
 δ + 10C2Θ
∞∑
L=2
(L+ 1)2
(
CΘ
ρ
)L( ∑
p+q1
∥∥wp,q [z]∥∥σ)L
 δ + 10C2Θ
∞∑
L=2
(L+ 1)2
(
CΘ
ρ
)L(
ξ
∑
p+q1
ξ−p−q
∥∥wp,q [z]∥∥σ)L
 δ + 10C2Θ
∞∑
L=2
(L+ 1)2
(
CΘξ
ρ
)L(‖w1‖ξ,σ )L
 δ + 120CΘ
(
CΘξ
ρ
‖w1‖ξ,σ
)2
 δ + 120C
3
Θξ
2
ρ2
2  δ + , (9.11)
for the choice of constants
 < 0 < ρ
2, ξ := c1/21 , ρ = min
{
(2c2)−1/σ ,
1
KΘ
}
,
c1 := 1120C3Θ
, c2 = 960C3Θ (9.12)
(see Proposition 6.3 for the condition ρ  1 ).
KΘ
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from (9.7) that
Ê[ζ ] = ζ + ρ−1
∞∑
L=2
∑
p1,q1,...,pL,qL:
p+q1
V
(L)
0,p,0,q [0]. (9.13)
We can again use the bounds (9.8) and (9.11), whereby
∣∣∂a|p|(Ê[ζ ] − ζ )∣∣ 120CΘ(CΘξρ ∥∥∂a|p|w1∥∥
)2
 120C3Θρ−2ξ22 <  (9.14)
for a = 0,1 and (9.12). Thus,
Rρ :D(μ)(, δ, λ) → D(ρσ μ)( ̂, δ̂, λ̂), (9.15)
with
̂  
2
, δ̂  δ + , λ̂ = ρλ (9.16)
given the (σ -dependent) choice of parameters (9.12).
This proves the assertion of Theorem 6.6 for the case 0 < |p|< 13 .
10. Proof of Theorem 6.6: III.b. Codimension two contractivity for p = 0
Next, we address the case of vanishing conserved total momentum, p = 0. Our aim is to prove
that instead of only ρσ , the bounds on the interaction gain a full factor ρ from the renormalization
transformation. This holds, in particular, independently of the infrared regularization σ .
For M + N  2, (9.1) and the subsequent calculations leading to (9.5) imply that (using the
same notation)
‖ŵ2‖ξ,σ  40C2Θρ2(1+σ)
∞∑
L=1
(L+ 1)2
(
4CΘ
ρ
)L(∥∥w1[z]∥∥ξ,σ )L
 480C3Θρ1+σB  1920C3Θρ‖w2‖ξ,σ (10.1)
(w2 is defined in (5.25)).
For M+N = 1 the soft photon sum rules SR[μ] state that for any arbitrary unit vector n⊂ R3,
and the given μ ∈ R+,
lim
x→0x
−σw1,0[z;X;xn,λ] = gμ
〈
(n,λ), ∂X
〉
R3T [z;X], (10.2)
and likewise for w0,1. If p = 0, T ∈ T is O(3)-invariant, and is a function only of X0 and X2.
Therefore,
∂X|X=0T [z;X;p = 0] = 0, (10.3)
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lim
X→0 limx→0x
−σw1,0[z;X;xn,λ] = 0, (10.4)
and hence
lim
X→0 limx→0w1,0[z;X;xn,λ] = 0, (10.5)
and likewise for w0,1. This is the crucial step where the soft photon sum rules are used to prove
irrelevance of the generalized Wick kernels of degree 1. The consequence of (10.5) is that w0,1
and w1,0 (which superficially scale marginally, that is, with a factor ρσ → 1 as σ → 0) have
a Taylor expansion in |k| and X with zero constant coefficient, and thus in fact scale with a
factor ρ.
The leading term in ŵ1,0 corresponding to L= 1 (where p and q are necessarily zero) is given
by
V
(L=1)
1,0,0,0[w|X;K] =
〈
Ω,F0[X + k]W˜1[z;ρX;ρK]F1[X]Ω
〉
, (10.6)
which can be estimated by
∥∥V (L=1)1,0,0,0[z]∥∥σ  2∥∥w1,0[z;ρX;ρK]∥∥σ‖F0‖‖F1‖. (10.7)
This is obtained from applying the definition of the norms ‖ · ‖σ in (3.9) and ‖ · ‖ in (5.21), and
using the Leibnitz rule repeatedly. An additional derivative with respect to |k| in F0 is accounted
for by the factor 2, where we have used that
∥∥|k|σ ∂|k|(|k|−σF0w1,0F1)∥∥σ
= ∥∥|k|σ ∂|k|(F0(|k|−σw1,0)F1)∥∥σ
 ‖F0‖‖w1,0‖σ‖F1‖ + ‖F0‖
∥∥|k|σ ∂|k|(|k|−σw1,0)∥∥σ‖F1‖, (10.8)
since
sup
|X|X0<1
∥∥∂|k|F0[X + k]∥∥op  ∑
|a|=1
sup
|X|X0<1
∥∥∂aXF0∥∥op < ‖F0‖. (10.9)
Use of (10.5) implies
∥∥w1,0[z;ρX;ρK]∥∥σ  ρ ∑
|a|=1
a0=0
∥∥∂aXw1,0∥∥σ + ρ∥∥|k|σ ∂|k|(|k|−σw1,0)∥∥σ  ρ‖w1,0‖σ ,
so that
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σ
=
∑
a0=0,1
∥∥∂a0X0w1,0[z;ρX;ρK]∥∥σ + ∑
1|a|2
a0=0
∥∥∂aXw1,0[z;ρX;ρK]∥∥σ
+ ∥∥|k|σ ∂|k|(|k|−σw1,0[z;ρX;ρK])∥∥σ (10.10)
is bounded by
ρ‖∂X0w1,0‖σ + 2ρ
∑
1|a|2
a0=0
∥∥∂aXw1,0∥∥σ + 2ρ∥∥|k|σ ∂|k|(|k|−σw1,0)∥∥σ  2ρ‖w1,0‖σ .
We note that since the norm ‖ · ‖ξ,σ does not involve any derivative with respect to |p| if p = 0,
all derivatives scale with a factor ρ. Moreover,
‖F0‖,‖F1‖  CΘ. (10.11)
Consequently, ∥∥V (L=1)1,0,0,0[z]∥∥σ  10ρC2Θ‖w1,0‖σ . (10.12)
The case for ŵ0,1 is identical.
The sum of terms contributing to ŵ1,0 for L 2 can be bounded by
20C2Θ
∞∑
L=2
(L+ 1)2
(
CΘ
ρ
)L(
2ρ1+σ
)M+N
∑
m1+···+ml=M,
n1+···+nL=N
∑
p1,q1,...,pL,qL:
m+p+n+q1
L∏
=1
[(
2√
p
)p( 2√
q
)q∥∥wm+p,n+q [z]∥∥σ]
 20C2Θρ1+σ ξ
∞∑
L=2
(L+ 1)2BL  3840C4Θρ−1ξ‖w1‖2ξ,σ , (10.13)
by use of similar arguments as in the derivation of (9.5), and ∑∞L=2(L + 1)2BL < 12B2 for
B = 4CΘρ−1‖w1‖ξ,σ < 110 .
In conclusion,
‖ŵ1‖ξ,σ  ξ−1‖ŵ1,0‖σ + ξ−1‖ŵ0,1‖σ + ‖ŵ2‖σ,ξ

(
20C2Θ + 7680
C4Θ
ρ2
+ 1920C3Θ
)
ρ‖w1‖ξ,σ < 9620C4Θρ, (10.14)
independently of σ , for  < 0 < ρ2.
In the case M +N = 0, we again choose KΘ := K˜Θ , see (5.20), as in (9.11), and we find
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ξ,σ
)2
 δ + 120C3Θξ2ρ−22 < δ +  (10.15)
using  < 0 < ρ2, and ξ = (120C3Θ)−1/2 = c1/21 , all independent of σ .
Therefore,
Rρ :D(μ)(, δ, λ) → D(ρσ μ)(̂, δ̂, λ̂) (10.16)
with
̂ < c4ρ, δ̂ < δ + , λ̂= ρλ, where c4 := 9620C4Θ (10.17)
independently of σ . Thus, Rρ is codimension-2 contractive with ̂ < 2 and ρ = min{ 12c4 , 1KΘ }
(see Proposition 6.3 for the condition ρ  1
KΘ
).
This concludes the proof of Theorem 6.6.
11. The first Feshbach decimation step
One of our key aims is to find the ground state eigenvalue and eigenvector of the fiber Hamil-
tonian H(p,σ) onF , using the isospectral, operator-theoretic renormalization group constructed
in our previous analysis. H(p,σ) has been defined in (1.19), and is written in Wick ordered nor-
mal form in (11.5) below. We use the following strategy.
In this section, we construct an initial condition for the renormalization group recursion
by isospectrally mapping the fiber Hamiltonian H(p,σ) on F to an effective Hamiltonian on
Hred = 1[Hf < 1]F , parametrized by an element w(0) of a polydisc D(0, δ0, 12 ) (defined in(6.15)). We refer to this procedure as the “first Feshbach decimation step.” For sufficiently small
values of the electron charge g, the constants 0, δ0 are sufficiently small thatRρ is codimension-
2 contractive on D(0, δ0, 12 ) according to Theorem 6.6.
Thus, iteration of Rρ generates a convergent sequence {w(n)}n∈N0 in W0. In Section 12,
we show that in the limit n → ∞, the ground state for H [w(n)] can be explicitly determined.
By a recursive use of the Feshbach isospectrality theorem, Theorem 4.2, this result allows us to
reconstruct the ground state of H(p,σ).
11.1. The result
In this section, we prove the following theorem, which provides an initial condition w(0) for
the isospectral renormalization group.
We recall the definition of the smooth cutoff function χ1 from (5.1). Moreover, we recall the
definition of the injective embedding H :W0 → B(Hred) (see (5.28)) from Section 5, of the
Banach space of generalized Wick kernels (W0,‖ · ‖σ,ξ ).
Theorem 11.1. Assume that 0  |p| < 13 , σ  0, and ζ ∈ D1/100. Then, for sufficiently small
values of the electron charge g,
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2
2
− g
2
2
〈
Ω,A2κσ Ω
〉+ ζ ∈ Dom(Fχ1[Hf ](·)), (11.1)
and there exists
w(0) = (E(0), T (0),w(0)1 ) ∈ D(0, δ0,2−1)⊂ W0 (11.2)
for small constants 0, δ0 =O(g) independent of σ and 0 < ξ < 1 such that
H
[
w(0)[z]]= Fχ1[Hf ](H(p,σ)− |p|22 − g22 〈Ω,A2κσ Ω 〉+ ζ
)
(11.3)
(see (6.1)). The spectral parameters z and ζ are related by
z = ζ −E(0)[ζ ] =: J(−1)[ζ ], (11.4)
and z ∈ D1/100.
For the proof of Theorem 11.1, we closely follow the proof of Theorem 6.6. However, while
in Theorem 6.6, we were concerned with bounded operators on Hred , we are now studying un-
bounded operators on F . Thus, instead of operator bounds, we use relative operator bounds of
the interaction operator with respect to the free Hamiltonian. Otherwise, the arguments are iden-
tical; for the algebraic part of the proof related to Wick ordering, essentially no modification is
required.
We recall the notation
P = (Hf ,Pf ), X = (X0,X) ∈ R+ × R3,
which denotes the spectral variable corresponding to P .
11.1.1. Generalized Wick normal form of H(p,σ)
We rewrite the fiber Hamiltonian H(p,σ), defined in (1.19), in Wick ordered form
H(p,σ)= p
2
2
+ g
2
2
〈
Ω,A2κσ Ω
〉+ T [P] +W, (11.5)
where
T [P] =Hf − |p|P ‖f +
1
2
P 2f (11.6)
is the free Hamiltonian. Since 0 |p|< 13 , and |Pf |Hf ,
Hf
2
< T [P]< 2Hf (11.7)
is immediately clear.
The interaction Hamiltonian is given by
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∑
1M+N2
WM,N, (11.8)
where ∑
M+N=1
WM,N = −g〈p − Pf ,Aκσ 〉R3 ,
∑
M+N=2
WM,N = 12g
2 :A2κσ : (11.9)
with M,N ∈ {0,1,2}. Here, : (·) : denotes Wick ordering.
The generalized Wick kernels wM,N corresponding to the generalized Wick monomials WM,N
(for definitions, see Section 5) are given by
w1,0[X;K] =w∗0,1[X;K] = −gκσ
(|k|)〈(p −X), (K)〉
R3 (11.10)
for M +N = 1. Moreover,
w1,1[X;K,K˜] = g2κσ
(|k|)κσ (|˜k|)〈(K), (K˜)〉R3, (11.11)
w2,0[X;K,K˜] =w∗0,2[X;K,K˜] =
1
2
g2κσ
(|k|)κσ (|˜k|)〈(K), (K˜)〉R3 (11.12)
for M + N = 2. The smooth cutoff function κσ , which implements the ultraviolet and infrared
regularization, has been defined in (1.14).
11.1.2. Soft photon sum rules for H(p,σ)
The generalized Wick kernels wM,N together with T satisfy the soft photon sum rules
SR[μ= 1] in (6.34). Indeed,
g
〈
(n,λ), ∂X
〉
R3T [X] = g
〈
(n,λ), ∂X
〉
R3
[
X0 − |p|X‖ + X
2
2
]
= −g〈(p −X), (n,λ)〉
R3
= lim
x→0x
−σw1,0[X;K]
∣∣
k=xn
= lim
x→0x
−σw0,1[X;K]
∣∣
k=xn, (11.13)
since limx→0 x−σ κσ (x) = 1, see (1.15). We note that the value μ = 1 appearing here is due to
this normalization condition. Moreover,
g
〈
(n,λ), ∂X
〉
R3w1,0[X; K˜] = −g2κσ
(|˜k|)[〈(n,λ), ∂X〉R3 〈(p −X), (K˜)〉R3]
= g2κσ
(|˜k|)〈(n,λ), (K˜)〉
R3
= 2 lim
x→0x
−σw2,0[X;K,K˜]
∣∣
K=(xn,λ)
= 2 lim x−σw1,1[X;K,K˜]
∣∣
K=(xn,λ). (11.14)x→0
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H(p,σ) satisfy the soft photon sum rules SR[1].
11.1.3. Basic estimates
From (11.10)–(11.12), one can straightforwardly read off the following estimates. For M +
N = 1, ∣∣wM,N [X;K]∣∣ gκσ (|k|)(|p| + |X|) (11.15)
and ∣∣∂X0wM,N [X;K]∣∣, ∣∣∂2XwM,N [X;K]∣∣= 0, ∣∣|k|σ ∂|k|(|k|−σwM,N [X;K])∣∣ cg,∣∣∂|p|wM,N [X;K]∣∣, ∣∣∂XwM,N [X;K]∣∣ cgκσ (|k|). (11.16)
For M +N = 2, ∣∣wM,N [X;K,K˜]∣∣ g2κσ (|k|)κσ (|˜k|) (11.17)
and ∣∣∂|p|wM,N [X;K]∣∣, ∣∣∂XwM,N [X;K,K˜]∣∣, ∣∣∂2XwM,N [X;K,K˜]∣∣= 0,∣∣|k|σ ∂|k|(|k|−σwM,N [X;K,K˜])∣∣, ∣∣|˜k|σ ∂|˜k|(|˜k|−σwM,N [X;K,K˜])∣∣ cg. (11.18)
We shall divide the rest of the proof into similar segments as in Section 6.6.
11.2. Proof of Theorem 11.1: Domain of Fχ1[Hf ]
We shall first verify that for g and |ζ | small, T [P] +W + ζ lies in the domain of the smooth
Feshbach map.
Lemma 11.2 (Domain of the smooth Feshbach map). For sufficiently small electron charge g
and ζ ∈ D1/100, one has T [P] +W + ζ ∈ Dom(Fχ1[Hf ](·)).
Proof. We must verify the properties (4.2) for τ =Hf , see (6.1).
To this end, let P1 denote the orthoprojector onto Ran(χ1[Hf ])=Hred = 1[Hf < 1]F , and let
P¯1 be its complementary projection. According to the definition given in (5.1), P¯1 = 1[Hf > 34 ].
We introduce the free resolvent
R¯0 :=
[
Hf + χ¯1[Hf ]
(
T ′[P] + ζ )χ¯1[Hf ]]−1 (11.19)
on Ran(P¯1), where T ′[P] := T [P] − Hf = −|p|P ‖f + P 2f /2. R¯0 is well defined since Hf is
invertible on Ran(P¯1), and
|R¯0| cP¯1
[
Hf + P 2f
]−1
P¯1. (11.20)
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∥∥|R¯0| 12 χ¯1[Hf ]Wχ¯1[Hf ]|R¯0| 12 ∥∥op, ∥∥|R¯0| 12 χ¯1[Hf ]Wχ1[Hf ]∥∥op  cg. (11.21)
To this end, we estimate the contributions from W =∑M+N=1,2 WM,N separately.
For M +N = 1, the Schwarz inequality yields
∥∥|R¯0| 12 χ¯1[Hf ]W0,1χ¯1[Hf ]|R¯0| 12 φ∥∥
 g
∥∥|R¯0| 12 (|p| + |Pf |)∥∥op∥∥A−κσ χ¯1[Hf ]|R¯0| 12 φ∥∥
 cg
∫
dK |k|−1κσ
(|k|)∥∥a(K)φ′∥∥ cg[∫ d3k |k|−2κ2σ (|k|)] 12 ∥∥H 12f φ′∥∥
 cg
∥∥H 12f |R¯0|φ∥∥ cg‖φ‖ (11.22)
for any φ ∈ F and φ′ := |R¯0| 12 φ. Here, A−κσ denotes the term in the quantized electromagnetic
vector potential Aκσ that contains annihilation operators. The case for W1,0 is analogous.
Moreover,∥∥|R¯0| 12 χ¯1[Hf ]W0,1χ1[Hf ]φ∥∥
 cg
∫
dK |k|− 12 κσ
(|k|)∣∣a(K)χ1[Hf ]φ
×
∥∥∥∥(|p| + |Pf |)[Hf − |ζ | − |p|P ‖f + 12P 2f
]∣∣∣∣− 12
Ran χ¯1[Hf ]
χ¯1[Hf ]
∥∥∥∥
op
 cg
[ ∫
|k|<1
d3k |k|−2κ2σ
(|k|)] 12 ∥∥H 12f χ1[Hf ]φ∥∥ cg‖φ‖ (11.23)
for arbitrary φ ∈F . The case for W1,0 is analogous.
For M +N = 2, one obtains∥∥|R¯0| 12 χ¯1[Hf ]WM,Nχ¯1[Hf ]|R¯0| 12 ∥∥op, ∥∥|R¯0| 12 χ¯1[Hf ]WM,Nχ1[Hf ]∥∥op  cg2. (11.24)
The proof can be straightforwardly adapted from [3].
This establishes (11.21).
Let R¯ := [Hf + χ¯1[Hf ](T ′[P] + W + ζ )χ¯1[Hf ]]−1 on Ran(P¯1). Applying a resolvent ex-
pansion in powers of W , and using the estimates (11.21), one finds for g sufficiently small
‖R¯‖op <
∞∑
L=0
∥∥|R¯0| 12 ∥∥op∥∥|R¯0| 12 W |R¯0| 12 ∥∥Lop∥∥|R¯0| 12 ∥∥op < c ∞∑
L=0
(cg)L < c (11.25)
and similarly,
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= ∥∥χ1[Hf ](T ′[P] +W + ζ )χ¯1[Hf ]R¯χ¯1[Hf ](T ′[P] +W + ζ )χ1[Hf ]∥∥op

∥∥|R¯0| 12 χ¯1[Hf ](T ′[P] +W + ζ )χ1[Hf ]∥∥2op ∞∑
L=0
∥∥|R¯0| 12 W |R¯0| 12 ∥∥Lop < c. (11.26)
We note that (T ′ + ζ )χ1[Hf ] = χ1[Hf ](T ′ + ζ ) is bounded.
By (4.2), this establishes the assertion of the lemma. 
11.3. Proof of Theorem 11.1: Generalized Wick ordering
Applying the smooth Feshbach map, we get Fχ1[Hf ](T [P] + W + ζ ), which restricts to
a bounded operator on Ran(χ1[Hf ]) (see Lemma 11.2 and (6.1)). The intertwining maps
Qχ1[Hf ](T [P]+W +ζ ) and Qχ1[Hf ](T [P]+W +ζ ) are bounded operators Ran(χ1[Hf ])→F
and F → Ran(χ1[Hf ]), respectively, see (4.3)–(4.5).
Our next goal is to prove that there exist 0, δ0 =O(g), and w(0) ∈ D(0, δ0, 12 ) such that
H
[
w(0)
]= Fχ1[Hf ](T [P] +W + ζ ). (11.27)
The first step is to prove an analogue of the statement of Theorem 6.4, i.e., we determine the
entries of w(0)[z] as integrals of formal power series with respect to the generalized Wick kernels
wM,N in (11.10)–(11.12). The result is given in (11.34) below; it is obtained from the Neumann
series expansion of Fχ1[Hf ](T [P] +W + ζ ) with respect to the operator W , and Wick ordering.
These operations are purely algebraic, and the proof of Theorem 6.4 (given in [1]) applies to the
present case with straightforward modifications (such as replacement of χρ[Hf ] by χ1[Hf ]).
To prove the convergence of (11.34), we follow the discussion in Section 6.6, and suitably
modify the elements of the proof of theorem given in 6.6 from Sections 7–9 step by step. The
changes entering here account for the fact that the operators T and W are unbounded, in contrast
to the cases studied in Section 6.6.
We first adapt Lemma 7.1 in Section 7, which governs the Wick ordering operation, to the
first Feshbach decimation step.
We recall
T ′[X] = T [X] −X0 = −|p|X‖ + 12X
2, (11.28)
and the definitions of the operators Wm,np,q [X;K(m+p,n+q)] and W˜ from (6.31) and (6.32), re-
spectively.
For fixed L ∈ N, we recall that
m,p,n, q := (m1,p1, n1, q1, . . . ,mL,pL,nL, qL) ∈ N4L0 (11.29)
and
M =m1 + · · · +mL, N = n1 + · · · + nL. (11.30)
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V (L)m,p,n,q
[
X;K(M,N)] := 〈Ω,F0[X][ L∏
=1
W˜
[
z;ρ(X +X);ρK(m,n)
]
F[X]
]
Ω
〉
, (11.31)
where
F0[X] := Υχ1 [z;P +X + X˜0], FL[X] := Υχ1 [z;P +X + X˜L] (11.32)
and
F[X] := χ¯
2
1 [Hf +X0 + X˜,0]
Hf +X0 + X˜,0 + χ¯21 [Hf ](T ′[z;P +X + X˜] +E[z])
(11.33)
for = 1, . . . ,L− 1.
Then,
ŵM,N
[
ζ ;X;K(M,N)]
=
∞∑
L=1
(−1)L−1
∑
m1+···+mL=M
n1+···+nL=N
∑
p1,q1,...,pL,qL:
1m+p+n+q2
[
L∏
=1
(
m + p
p
)(
n + q
q
)]
× V (L)m,p,n,q
[
X;K(M,N)]. (11.34)
We claim that the statement of Lemma 7.1, but with ρ replaced by 1, also holds for the definition
of F, WM,N , and V (L)m,p,n,q [X;K(M,N)] given here.
Lemma 11.3. For any L 1 and m,p,n, q ∈ N4L0 , one has V (L)m,p,n,q ∈ WM,N with
max
{∥∥∂X0V (L)m,p,n,q∥∥σ , ∥∥|k|σ ∂|k|(|k|−σV (L)m,p,n,q)∥∥σ } 2(L+ 1)CL+1Θ L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
for any k ∈ k(M,N). Furthermore,
∥∥∂aXV (L)m,p,n,q∥∥σ  10(L+ 1)2CL+2Θ L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
(11.35)
for 0 |a| 2, a0 = 0. For |p|> 0, and |a| 1,
∥∥∂|p|∂aXV (L)m,p,n,q∥∥σ  10(L+ 1)2CL+2Θ L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
. (11.36)
Consequently,
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σ  10(L+ 1)2CL+2Θ L∏
l=1
‖wml+pl,nl+ql [z]‖σ
p
pl/2
l q
ql/2
l
, (11.37)
using the convention pp = 1 for p = 0. The constant CΘ only depends on the choice of the
smooth cutoff function χ1.
Proof. We follow the proof of Lemma 7.1 step by step, and replace arguments wherever neces-
sary.
First of all, one can straightforwardly verify that there is a constant CΘ <∞ that only depends
on the choice of the smooth cutoff function Θ (used in the definition of χ1[Hf ], see (5.1)) such
that ∣∣∂X0F[X]∣∣+ ∑
0|a|2
a0=0
∣∣∂aXF[X]∣∣+ ∑
|a|1
∣∣∂|p|∂aXF[X]∣∣
 CΘ
Hf +X0 + (Pf +X)2 1
[
|X|X0
∣∣∣Hf +X0  34
]
, (11.38)
uniformly in z ∈ D1/100. The characteristic function on the right-hand side accommodates the
fact that |Pf |Hf , and supp(χ¯1)= [ 34 ,∞).
Next, we bound |V (L)m,p,n,q [X;K(M,N)]|. The operator norm estimates in (7.22) cannot be ap-
plied here, because the interaction operators W˜ are not bounded on Ran(χ¯1[Hf ])⊂F . However,
with∣∣V (L)m,p,n,q[X;K(M,N)]∣∣ ∥∥∣∣F0[X0]∣∣ 12 ∥∥op∥∥∣∣FL[XL]∣∣ 12 ∥∥op
×
L∏
=1
∥∥∣∣F−1[X−1]∣∣ 12 W˜[z;X +X;K(m,n) ]∣∣F[X]∣∣ 12 ∥∥op,
(11.39)
we may use (11.38) together with the relative norm bounds
∥∥∣∣F−1[X−1]∣∣ 12 W˜[z;X +X;K(m,n) ]∣∣F[X]∣∣ 12 ∥∥op  cg
for  = 1, . . . ,L. The proof of the latter is a straightforward adaptation of the arguments used to
prove (11.24), (11.22), and (11.23).
To estimate |∂aXV (L)m,p,n,q [X;K(M,N)]|, for 1  |a|  2 with a0 ∈ {0,1}, we use (11.15)–
(11.17), and (11.38), finding
∥∥∣∣∂aXF−1[X−1]∣∣ 12 W˜[z;X +X;K(m,n) ]∣∣F[X]∣∣ 12 ∥∥op  cg,∥∥∣∣F−1[X−1]∣∣ 12 ∂aXW˜[z;X +X;K(m,n) ]∣∣F[X]∣∣ 12 ∥∥op  cg, (11.40)
etc., and
V. Bach et al. / Journal of Functional Analysis 243 (2007) 426–535 493∥∥∣∣∂a1X F−1[X−1]∣∣ 12 W˜[z;X +X;K(m,n) ]∣∣∂a2X F[X]∣∣ 12 ∥∥op  cg,∥∥∣∣∂a1X F−1[X−1]∣∣ 12 ∂a2X W˜[z;X +X;K(m,n) ]∣∣F[X]∣∣ 12 ∥∥op  cg, (11.41)
etc., for a1 + a2 = a, and = 1, . . . ,L.
We estimate derivatives of V (L)m,p,n,q by separately bounding the terms V (L,j)m,p,n,q , j =
i, ii, . . . , viii, introduced in the proof of Lemma 7.1 in Section 7. Only now, we use the rel-
ative norm bounds derived above, and replace ρ by 1. Then, the statement of Lemma 7.1 can
straightforwardly be verified to hold also for the present case. 
11.4. Proof of Theorem 11.1: Mapping into a polydisc
Lemma 11.4. For g sufficiently small and under the assumptions of Theorem 11.1, there are
small, positive constants 0, δ0 =O(g), and ξ , such that
H
[
w(0)
]= Fχ1[Hf ](T [P] +W + ζ ) (11.42)
for an element w(0) contained in the polydisc D(0, δ0, 12 ), which is endowed with the norm‖ · ‖ξ,σ .
Proof. We may here adapt the segment of the proof of Theorem 6.6 presented in Section 9 line
by line. The only difference here again is that ρ is replaced by 1 in all estimates.
We note that a detailed account on this part of the discussion for a similar model can be found
in [3]. 
11.5. Proof of Theorem 11.1: Soft photon sum rules
Lemma 11.5. Under the assumptions of Theorem 11.1, w(0) ∈ D(0, δ0, 12 ) satisfies the soft pho-
ton sum rules SR[1].
Proof. Again, we can straightforwardly adapt the arguments presented in Section 8 line by line.
The algebraic structure of V (L)m,p,n,q is equal to that of the corresponding terms discussed there,
while ρ is replaced by 1. One then concludes that w(0) satisfies the soft photon sum rules SR[1],
for the value μ= 1 in (6.34) (the value of μ depends on the normalization condition (1.15)). 
This concludes the proof of Theorem 11.1.
11.6. An example of a marginal but superficially irrelevant model
As announced in Section 6.5, we will here present a simple model with a bare interaction
Hamiltonian that scales superficially like an irrelevant operator, but which is in fact marginal. We
only give a qualitative discussion.
We consider the toy Hamiltonian
Htoy :=Hf +W, (11.43)
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W := g1a∗(v)Hf + g1Hf a(v)+ g22
(
a∗(v)+ a(v))2, (11.44)
and where v(k) = χ(|k|<1)|k|1/2 is a rotation symmetric function supported in the unit ball B1. More-
over, g1 and g2 are small coupling constants, and Hf =
∫
dk a∗(k)|k|a(k). Then, clearly,
Sρ[Htoy] = Hf + ρW(ρ), (11.45)
where W(ρ) is obtained from W by rescaling the ultraviolet cutoff at 1 to ρ−1. Thus, the interac-
tion scales superficially like an irrelevant perturbation of Hf .
Indeed, if g1 = 0 but g2 = 0, it is easy to see that Htoy flows towards a trivial fixed point of
the isospectral renormalization map.
However, if g1 = 0 and g2 = 0 (both of comparable size), a straightforward calculation shows
that the first decimation step produces an effective Hamiltonian of scale 0 of the form
H
[
w(0)[z]]=E(0)[z] + T (0)[z;Hf ] +W(0)1 [z] +W(0)2[z], (11.46)
where
W
(0)
2 =
∑
M+N2
W
(0)
M,N [z]. (11.47)
Moreover,
T (0)[z;Hf ] =
(
1 +O(g42))Hf +O(g21H 2f ), (11.48)
and
W
(0)
1 [z] = g1
∫
B1
dk
|k|1/2 a
∗(k)w(0)1,0[z;Hf ; k] + g1
∫
B1
dk
|k|1/2 w
(0)
0,1[z;Hf ; k]a(k), (11.49)
where
w
(0)
1,0[z;Hf ; k] =
(
w
(0)
0,1[z∗;Hf ; k]
)∗ = g1g42u[z; k] +O((g31 + g1g2)Hf ). (11.50)
The function u[z; k] is analytic in z, and non-zero in the limit k → 0. To see this, we observe
that the leading term in u[z; k] of order O(1) (with respect to powers of g1, g2) is obtained from
Wick ordering
W0,2R¯0[z]W1,0R¯0[z]W2,0 and W0,2R¯0[z]W0,1R¯0[z]W2,0 (11.51)
in the first decimation step (here, WM,N denote the Wick monomials in (11.44), and R¯0[z] =
(z +Hf )−1 on Ran(χ¯1[Hf ])). It is easy to see that the expression determining the leading term
in u[z; k] has a non-zero integrand with a definite sign, for z ∈ R and |z|  1.
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(0)
0,1 are mar-
ginal. Thus, although the interaction in Htoy is superficially irrelevant and rotation symmetric, the
interaction in H [w(0)] is in fact marginal. The creation of marginal interactions from irrelevant
ones is a phenomenon that occurs due to the non-linearity of the renormalization map.
Thus, arguments based on scaling, even if combined with spatial symmetries, do not reliably
convey whether a given model has an irrelevant or a marginal interaction.
The fact that the interaction in H(0, σ ) (the fiber Hamiltonian (1.19) for momentum p = 0)
is indeed irrelevant follows from additional symmetries of the model. In the case of H(0, σ ), the
term corresponding to u[z; k] is an integral over a vector-valued function (involving polarization
vectors) which vanishes due to complete sign cancellations (a similar statement holds for the
Bogoliubov-transformed Nelson model). The soft photon sum rules ensure that to all orders in
powers of g1 and g2, all potentially marginal interaction terms cancel mutually.
12. Reconstruction of the ground state eigenvalue and eigenvector
In this section, we prove that the infimum of the spectrum of H(p,σ) is a simple eigenvalue at
the bottom of the essential spectrum, and construct the corresponding ground state eigenvector.
The strategy mainly is to combine the isospectral renormalization group from Sections 5, 6
and 6.6 with recursive applications of the reconstruction part of Theorem 4.2. We closely follow
the constructions given in [1] for a related model, but the analysis here is more complicated due
to the non-vanishing overlap χ1χ¯1 = 0.
Theorem 12.1. If 0 < |p| < 13 , assume for σ > 0 that δ0 = δ0(σ ), ρ = ρ(σ ), ξ , 0 = 0(σ ) > 0
are sufficiently small such that the renormalization map Rρ has the codimension 2 contractivity
property (6.36) on D(0, δ0 + 20, 12 ), endowed with the norm ‖ · ‖ξ,σ . If p = 0, assume that
independently of σ  0, ρ, ξ , 0, δ0 are sufficiently small such that the latter holds.
Suppose that the electron charge g > 0 is sufficiently small that w(0) ∈ D(0, δ0, 12 ), see The-
orem 11.1.
Then, with e(0,∞) ∈ D1/100 defined in (12.9) below, H [w(0)[e(0,∞)]] has a simple ground state
eigenvalue at 0, with eigenvector Ψ(0,∞) given in (12.52).
Moreover, E(p,σ ), as defined in (12.13), is the simple ground state eigenvalue of H(p,σ),
and the corresponding eigenvector is given by Ψ(−1,∞), as defined in (12.58).
Proof. We recall from Section 6.6 that D(μ)(, δ, λ) ⊂ W0 denotes the subset of elements of
D(, δ, λ) satisfying the soft photon sum rules SR[μ] . By Lemma 11.5 and Theorem 6.6, we
have
Rρ :D(1)
(
0, δ0,2−1
)→ D(ρσ )(2−10, δ0 + 0,2−1ρ),
so that
Rnρ :D(1)
(
0, δ0,2−1
)→ D(ρnσ )(n, δn, λn),
where
n  2−n0, λn = ρ
n
,
2
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[
1 + 2−1 + · · · + 2−n+1]0  δ0 + 20. (12.1)
It hence follows that
w(n) :=Rnρ
[
w(0)
] ∈ D(ρnσ )(n, δn, λn) (12.2)
for n ∈ N0.
Let now
E(n)[z] :=w(n)0,0[z;0], (12.3)
and
U(n) := U
[
w(n)
]= {z ∈ D1/100 ∣∣∣ ∣∣E(n)[z]∣∣ ρ100
}
. (12.4)
From Lemma 6.2, we recall that
J(n) : U(n) →D1/100, z → ρ−1E(n)[z], (12.5)
is an analytic bijection which satisfies
ρ
100
|ζ − ζ ′| ∣∣J−1(n) [ζ ] − J−1(n) [ζ ′]∣∣ 3ρ100 |ζ − ζ ′|, (12.6)
see Lemma 6.2.
We then define, for 0 nm,
e(n,m) := J−1(n) ◦ · · · ◦ J−1(m)[0]. (12.7)
By (12.6),
|e(n,m) − e(n,m+1)|
(
3ρ
100
)m−n
|e(m,m) − e(m,m+1)|
(
3ρ
100
)m−n
, (12.8)
since em,m, em,m+1 ∈ D1/100, see [1]. Since 3ρ100 < 1, the limit
e(n,∞) := lim
m→∞ e(n,m) ∈ U(n) (12.9)
exists for all n ∈ N0, and by construction,
ρ−1E(n)[e(n,∞)] = J(n)[e(n,∞)] = e(n+1,∞). (12.10)
This, together with |E(n)[z] − z| 2−n0, implies that
|e(n,∞) − ρe(n+1,∞)| =
∣∣e(n,∞) −E(n)[e(n,∞)]∣∣ 2−n0, (12.11)
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|e(n,∞)| 2−n+10 → 0, (12.12)
in the limit n→ ∞.
Next, we let
E(p,σ ) := e(−1,∞) + p
2
2
+ g
2
2
〈
Ω,A2κσ Ω
〉
, e(−1,∞) := J−1(−1)[e(0,∞)] (12.13)
(see (11.4) for the definition of J(−1)) and
H(−1) := e(−1,∞)1 + T(−1) +W(−1) (12.14)
on F , where
T(−1) =Hf − |p|P ‖f +
1
2
P 2f , (12.15)
W(−1) = g
〈
(p − Pf ),Aκσ
〉
R3 +
g2
2
:A2κσ : . (12.16)
Then,
H(−1) =H(p,σ)−E(p,σ ), (12.17)
where H(p,σ) is the fiber Hamiltonian, see (1.19) and (11.5).
Moreover, we introduce the notation
H(n) := H
[
w(n)[e(n,∞)]
]= T(n) + e(n,∞)χ21 [Hf ] +W(n) (12.18)
for n 0, where
T(n) =w(n)0,0[e(n,∞);P] −w(n)0,0[e(n,∞);0], (12.19)
and
W(n) =
∑
M+N1
χ1[Hf ]WM,N
[
w
(n)
M,N [e(n,∞)]
]
χ1[Hf ]. (12.20)
Since by construction (12.10) is satisfied, we have for n 0
H(n) = Sρ
[
Fχρ [Hf ](H(n−1))
]=RHρ [H(n−1)] = (RHρ )n[H(0)] (12.21)
and
H(0) = Fχ1[H1]
(
H(p,σ)−E(p,σ )). (12.22)
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We shall now demonstrate that, for σ > 0 and 0 |p|< 13 ,
E(p,σ )= inf spec{H(p,σ)}. (12.23)
Furthermore, we shall prove that E(p,σ ) is a non-degenerate eigenvalue, and construct the cor-
responding eigenvector.
Let
Q(−1) := Qχ1[Hf ](H(−1)), (12.24)
which is a bounded map Ran(χ1[Hf ])→F , and for n 0,
Q(n) :=Qχρ [Hf ](H(n)), (12.25)
which is a bounded map Ran(χρ) →Hred (see (6.1)). Let Γρ denote the unitary dilation oper-
ator, so that Sρ = 1ρ Γρ(·)Γ ∗ρ and ΓρΩ = Ω , see Section 6.1.1. Then, the first equation in (4.8),
Eq. (12.21), and Sρ[χρ[Hf ]] = 1ρ χ1[Hf ] together imply the key intertwining property
H(−1)Q(−1) = χ1[Hf ]H(0) (12.26)
and
H(n−1)Q(n−1)Γ ∗ρ = χρ[Hf ]Fχρ [Hf ](H(n−1))Γ ∗ρ = ρχρ[Hf ]Γ ∗ρ H(n)
= ρΓ ∗ρ χ1[Hf ]H(n) (12.27)
for n 0.
Next, we define vectors
Ψ(n,m) :=Q(n)Γ ∗ρ Q(n+1)Γ ∗ρ · · ·Q(m−1)Ω ∈Hred (12.28)
for 0 n <m. In the case n= −1,
Ψ(−1,m) =Q(−1)Ψ(0,m) (12.29)
is an element not of Hred = 1[Hf < 1]F , but of F .
Noting that Ω = Γ ∗ρ χρ[Hf ]Ω ,
Ψ(n,m+1) −Ψ(n,m) =Q(n)Γ ∗ρ Q(n+1)Γ ∗ρ · · ·Q(m−1)Γ ∗ρ
(
Q(m) − χρ[Hf ]
)
Ω, (12.30)
which we estimate next.
We note that this task is more complicated in our case than in [1], for the following reason.
In [1], one chooses τ(j) = T(j) so that T ′(j) = 0 for all j . Correspondingly, an estimate ‖Q(j) −
χρ[Hf ]‖op < c(ρ)j (the factor j is essential) is available in [1] because Q(j) includes no
overlap terms of the form T ′ χρ[Hf ]χ¯ρ[Hf ] (cf. Section 4.5).(j)
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require τ(j) to be independent of Pf (see Section 8). We are instead using τ(j) = Hf in every
application of the smooth Feshbach map (see (6.1), independently of j . Therefore the operators
T ′
(j)
= T(j) −Hf are non-zero (see (12.35)), and the overlap terms
T ′(j)χρ[Hf ]χ¯ρ[Hf ] (12.31)
are not small. Consequently, one only obtains an estimate ‖Q(j) − χρ[Hf ]‖op < c(ρ) without
the desired factor j . However, it is possible to gain a factor j from the following bound.
Lemma 12.2. Let j ∈ N0. Then,∥∥(Q(j) − χρ[Hf ])Γ ∗ρ Q(j+1)∥∥op  cρ−32−j 0. (12.32)
Proof. Writing out (12.25),
Q(j) = χρ[Hf ] − χ¯ρ[Hf ]R¯(j)χ¯ρ[Hf ]
(
T ′(j) + e(j,∞)χ21 [Hf ] +W(j)
)
χρ[Hf ], (12.33)
for j  0, where
R¯(j) :=
[
Hf + χ¯ρ[Hf ]
(
T ′(j) + e(j,∞)χ21 [Hf ] +W(j)
)
χ¯ρ[Hf ]
]−1 (12.34)
on Ran(χ¯ρ[Hf ]), and
T ′(j) = T(j) −Hf . (12.35)
We define
Q˜(j) := χρ[Hf ] − χ¯ρ[Hf ]R¯(j)χ¯ρ[Hf ]W(j)χρ[Hf ] (12.36)
(which does not contain the overlap term (12.31)). As we prove below, it satisfies ‖Q˜(j) −
χρ[Hf ]‖op < c(ρ)j .
On the other hand,
Q
(ov)
(j)
:= −χ¯ρ[Hf ]R¯(j)χ¯ρ[Hf ]
(
T ′(j) + e(j,∞)
)
χρ[Hf ] (12.37)
comprises the overlap term (12.31). We note that
Q(m)Ω = Q˜(m)Ω, (12.38)
since T ′(m) and e(m,∞) commute with χ¯ρ[Hf ], and χ¯ρ[Hf ]Ω = 0.
Clearly,(
Q(j) − χρ[Hf ]
)
Γ ∗ρ Q(j+1) =
(
Q˜(j) − χρ[Hf ]
)
Γ ∗ρ Q(j+1) +Q(ov)(j) Γ ∗ρ Q(j+1). (12.39)
The first term on the right-hand side of (12.39) can be bounded by
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 ‖R¯(j)‖op‖W(j)‖op‖R¯(j)‖op‖H(j+1) −Hf ‖op
 cρ−2j < c′ρ−22−j 0, (12.40)
where we use the estimate∥∥χ¯ρ[Hf ](Hf + χ¯ρ[Hf ](T ′(j)[P] + e(j,∞)χ21 [Hf ] +W(j))χ¯ρ[Hf ])−1χ¯ρ[Hf ]∥∥op

(
cρ − ‖W(j)‖op
)−1
, (12.41)
cf. the proof of Proposition 6.3, and
‖W(j)‖op  2j < 21−j 0, j ∈ N0. (12.42)
Furthermore, ‖H(j+1) −Hf ‖op < c, where the bound is independent of j .
The second term on the right-hand side of (12.39) can be written as
Q
(ov)
(j) Γ
∗
ρ Q(j+1) = (I )+ (II), (12.43)
where
(I ) := Q(ov)(j) Γ ∗ρ Q˜(j+1), (II) :=Q(ov)(j) Γ ∗ρ Q(ov)(j+1). (12.44)
We have ∥∥(I )∥∥
op 
∥∥Q(ov)(j) ∥∥op‖R¯(j+1)‖op‖W(j+1)‖op  cρ−22−j 0 (12.45)
since ∥∥Q(ov)(j) ∥∥op  ‖R¯(j)‖op∥∥T ′(j) + e(j,∞)∥∥op  cρ−1, (12.46)
where ‖T ′(j) + e(j,∞)‖op < c, independently of j . Furthermore, by expanding the resolvent R¯(j)
once (with R¯0,(j+1) corresponding to R¯(j) with W(j) set equal to zero),
(II)=Q(ov)(j) Γ ∗ρ χ¯ρ[Hf ]R¯0,(j+1)χ¯ρ[Hf ]
(
T ′(j+1) + e(j+1,∞)
)
χρ[Hf ]
−Q(ov)(j) Γ ∗ρ χ¯ρ[Hf ]R¯0,(j+1)χ¯ρ[Hf ]W(j+1)Q(ov)(j+1). (12.47)
The first product of operators on the right-hand side of the equality sign is identically zero, as
one easily sees by commuting the cutoff operator χρ[Hf ] to the left, and by noting that
Q
(ov)
(j) Γ
∗
ρ χρ[Hf ] =Q(ov)(j) χρ2 [Hf ]Γ ∗ρ = 0, (12.48)
since χ¯ρ[Hf ]χρ2 [Hf ] = 0. Thus,
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op 
∥∥Q(ov)(j) ∥∥op‖R¯0,(j+1)‖op‖W(j+1)‖op∥∥Q(ov)(j+1)∥∥op  cρ−32−j 0 (12.49)
by (12.46). This proves (12.32). 
Hence, we find for
Ψ(n,m) =Q(n)Γ ∗ρ Q(n+1)Γ ∗ρ · · ·Qm−2Γ ∗ρ Q˜(m−1)Ω, (12.50)
that
‖Ψ(n,m+1) −Ψ(n,m)‖
∥∥Q˜(m−1) − χρ[Hf ]∥∥op
×
m−n−2
2∏
k=0
(
1 + ∥∥(Q(n+2k) − χρ[Hf ])Γ ∗ρ Q(n+2k+1)∥∥op),
if m − n is even. The modification for m − n odd is evident, and will not be elaborated on
separately. Thus,
‖Ψ(n,m+1) −Ψ(n,m)‖ cρ−12−m0 exp
[
c′ρ−32−n0
] (12.51)
for constants which are independent of 0, ρ, σ , and m,n. It thus follows that, for each fixed
n 0, the sequence of vectors {Ψ(n,m)}∞m=0 in Hred
Ψ(n,∞) := lim
m→∞Ψ(n,m) (12.52)
exists. For n= −1, {Ψ(−1,m)}∞m=0 is a convergent sequence of vectors in F . In particular,
‖Ψ(n,∞) −Ω‖ = ‖Ψ(n,∞) −Ψ(n,n)‖ cρ−12−n+10 exp
[
c′2−n0ρ−3
] (12.53)
which implies that there is n∗, such that Ψ(n,∞) is non-zero for all n > n∗.
For every n−1, the vector Ψ(n,∞) is an element of the kernel of H(n). To prove this, we use
H(n)Ψ(n,m) =
(
H(n)Q(n)Γ
∗
ρ
)
Q(n+1)Γ ∗ρ · · ·Q(m−1)Ω
= ρΓ ∗ρ χ1[Hf ]
(
H(n+1)Q(n+1)Γ ∗
)
Qn+2Γ ∗ρ · · ·Q(m−1)Ω
= · · · = ρm−n(Γ ∗ρ χ1[Hf ])m−nH(m)Ω. (12.54)
Using T(m)Ω = 0, ∥∥χ1[Hf ]H(m)Ω∥∥= ∥∥χ1[Hf ]W(m)Ω +E(m)Ω∥∥
 2−m0 + ρ|e(m+1,∞)| 2−m+10. (12.55)
Hence,
‖H(n)Ψ(n,m)‖ 2−m+10 → 0 (m→ ∞). (12.56)
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By continuity of H(n) on Hred ,
H(n)Ψ(n,∞) = lim
m→∞H(n)Ψ(n,m) = 0 (12.57)
for all n 0. This implies that H(0,∞)Ψ(0,∞) = 0. In particular,
Ψ(−1,∞) =Q(−1)Ψ(0,∞) (12.58)
satisfies
H(−1,∞)Ψ(−1,∞) =
(
H(p,σ)−E(p,σ ))Ψ(−1,∞) = 0 (12.59)
on F . This proves the theorem. 
13. The renormalized mass for non-vanishing conserved momentum
Starting with this section, we focus on the renormalized mass of the electron, and prove the
main result of this paper. The treatment of the cases |p| > 0 (in this section) and p = 0 (in
Sections 14 and 15) will differ substantially.
A key input is the main result of Section 12, where we have determined
E(p,σ )= inf spec{H(p,σ)} (13.1)
for 0  p < 13 and σ > 0. Moreover, we established that E(p,σ ) is a simple eigenvalue, and
have constructed the corresponding eigenvector
Ψ (p,σ ) := Ψ(−1,∞) ∈F . (13.2)
We will also use many of the intermediate steps and results presented in the proof of Theo-
rem 12.1.
Our discussion is structured as follows. In this section, we prove bounds on
mren(p,σ )= 1
∂2|p|E(p,σ )
(13.3)
for σ > 0 and 0  |p| < 13 which are not uniform in σ . Uniform bounds for p = 0 are beyond
the scope of the present work, and addressed elsewhere [6].
Section 14 addresses the case p = 0. We shall use a different definition of the renormalized
mass than in the case p = 0, and refer to the corresponding quantity as m∗ren(σ ). It is determined
by the ratio of the coefficients of certain operators appearing in the effective Hamiltonians that
are produced by the isospectral renormalization group. Our bound on m∗ren(σ ) is uniform in σ . In
Section 15, we prove that for σ > 0, both definitions of the renormalized mass agree. Invoking
an additional condition ((14.10) below, which is proved in [6]), we arrive at a uniform bound on
the renormalized mass at p = 0 in the limit σ → 0.
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explicit algorithm to compute the renormalized mass to any desired precision. This is discussed
in Section 16.
13.1. The main theorem
We first address the case 0  |p| < 13 and σ > 0. We prove the estimates on the derivatives
of E(p,σ ) with respect to |p| asserted in Theorem 2.1, which we summarize in the following
theorem.
Theorem 13.1. For 0  |p| < 13 , there exist finite constants g0(σ ), c0(σ ) > 0 for every σ > 0
such that for all 0 g < g0(σ ),
1 − c0(σ )g2  ∂2|p|E(p,σ )− 1 1. (13.4)
Moreover, ∣∣∂|p|E(p,σ )− |p|∣∣ c0(σ )g2|p| (13.5)
and ∣∣∣∣E(p,σ )− |p|22 − g22 〈Ω,A2κσ Ω 〉
∣∣∣∣ c0(σ )g2|p|22 . (13.6)
Proof. To begin with, we remark that
lim
p→0E(p,σ )
〈
Ω,H(0, σ )Ω
〉= g2
2
〈
Ω,A2κσ Ω
〉=O(g2), (13.7)
uniformly in σ . Thus, (13.6) follows from (13.5).
Applying ∂|p| to (
H(p,σ)−E(p,σ ))Ψ (p,σ )= 0, (13.8)
we find (
∂|p|H(p,σ)− ∂|p|E(p,σ )
)
Ψ (p,σ )= −(H(p,σ)−E(p,σ ))∂|p|Ψ (p,σ ), (13.9)
and taking the inner product with Ψ (p,σ ), we get the Feynman–Hellman formula
∂|p|E(p,σ )= 〈Ψ (p,σ ), (∂|p|H)(p,σ )Ψ (p,σ )〉〈Ψ (p,σ ),Ψ (p,σ )〉 . (13.10)
The second derivative of the ground state energy is given by
∂2|p|E(p,σ )= 1 − 2
〈(∂|p|Ψ )(p,σ ), (H(p,σ )−E(p,σ ))(∂|p|Ψ )(p,σ )〉
. (13.11)〈Ψ (p,σ ),Ψ (p,σ )〉
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H(p,σ)−E(p,σ ) 0, (13.12)
(13.11) immediately implies ∂2|p|E(p,σ ) 1.
To verify (13.11), let us momentarily suppress the arguments (p,σ ), and write f ′ for ∂|p|f .
Then,
∂2|p|E(p,σ )=
〈Ψ,H ′′Ψ 〉 + 〈Ψ ′,H ′Ψ 〉 + 〈H ′Ψ,Ψ ′〉
〈Ψ,Ψ 〉 − 〈Ψ,H
′Ψ 〉 〈Ψ,Ψ
′〉 + 〈Ψ ′,Ψ 〉
〈Ψ,Ψ 〉2
= 〈Ψ,H
′′Ψ 〉 − 2〈Ψ ′, (H −E)Ψ ′〉
〈Ψ,Ψ 〉
+ (E′〈Ψ,Ψ 〉 − 〈Ψ,H ′Ψ 〉) 〈Ψ ′,Ψ 〉 + 〈Ψ,Ψ ′〉〈Ψ,Ψ 〉2 . (13.13)
Here, we have applied ∂|p| to (13.10), and used
H ′Ψ =E′Ψ − (H −E)Ψ ′ (13.14)
from (13.9). The last line in (13.13) vanishes, due to (13.10), and we note that H ′′ = 1. This
establishes (13.11).
To prove (13.5), we first derive an a priori bound from (13.10), which implies that ∂|p|E(p,σ )
exists for every 0 |p|< 13 , uniformly in σ > 0. To this end, we observe that
H(p,σ)=Hf + 12
(
∂|p|H(p,σ)
)2
. (13.15)
Therefore,
∣∣∂|p|E(p,σ )∣∣2  〈Ψ (p,σ ), (∂|p|H(p,σ))2Ψ (p,σ )〉〈Ψ (p,σ ),Ψ (p,σ )〉
 2〈Ψ (p,σ ),H(p,σ )Ψ (p,σ )〉〈Ψ (p,σ ),Ψ (p,σ )〉 = 2E(p,σ ), (13.16)
by the Schwarz inequality and positivity of Hf . However,
0E(p,σ )
〈
Ω,H(p,σ )Ω
〉= |p|2
2
+ g
2
2
〈
Ω,A2κσ Ω
〉
. (13.17)
Thus,
∣∣∂|p|E(p,σ )∣∣ (|p|2 + g2〈Ω,A2κσ Ω 〉) 12 = |p| +O(g2) (13.18)
is bounded for any 0 |p|< 1 , uniformly in σ > 0. By rotation symmetry,3
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p→0 ∂|p|E(p,σ )= 0. (13.19)
Therefore, (13.5) follows from (13.4).
To prove (13.4), we recall the following definitions from the proof of Theorem 12.1:
H(−1) =H(p,σ)−E(p,σ )= e(−1,∞) + T(−1) +W(−1),
R¯(−1) =
[
Hf + χ¯1[Hf ](H(−1) −Hf )χ¯1[Hf ]
]−1
on Ran
(
χ¯1[Hf ]
)
,
Q(−1) = χ1[Hf ] − χ¯1[Hf ]R¯(−1)χ1[Hf ](H(−1) −Hf )χ1[Hf ], (13.20)
see (12.13)–(12.16), and
H(0) = Fχ1[Hf ](H(−1))=H
[
w[e(0,∞)]
]
,
H(n) =
(
RHρ
)n[H(0)] =H [w[e(n,∞)]]= e(n,∞)χ21 [Hf ] + T(n) + χ1[Hf ]W(n)χ1[Hf ],
R¯(n) =
[
Hf + χ¯ρ[Hf ](H(n) −Hf )χ¯ρ[Hf ]
]−1
on Ran
(
χ¯ρ[Hf ]
)
,
Q(n) =Qχρ [Hf ](H(n))= χρ[Hf ] − χ¯ρ[Hf ]R¯(n)χ¯ρ[Hf ](H(n) −Hf )χρ[Hf ], (13.21)
see (12.22), (12.18), (12.19), (12.20), (12.21). Moreover, let
R¯(−1),0 =
[
Hf + χ¯1[Hf ](e(−1,∞) + T(−1) −Hf )χ¯1[Hf ]
]−1
,
R¯(n),0 =
[
Hf + χ¯ρ[Hf ](e(n,∞) + T(n) −Hf )χ¯ρ[Hf ]
]−1 (13.22)
on Ran(χ¯1[Hf ]) and Ran(χ¯ρ[Hf ]), respectively.
To bound (13.11), we recall from (12.13) that
E(p,σ )= p
2
2
+ g
2
2
〈
Ω,A2κσ Ω
〉+ e(−1,∞), (13.23)
where e(−1,∞) is obtained from
e(−1,∞) = lim
n→∞J
−1
(−1) ◦ · · · ◦ J−1(n) [0], (13.24)
see (12.5), (12.7) and (12.13). More generally,
e(j,∞) = J(j−1) ◦ · · · ◦ J(−1)[e(−1,∞)] (13.25)
for j  0, cf. (12.7) and the subsequent discussion.
We recall from (12.58) and (12.52) that the ground state eigenvector is obtained from
Ψ (p,σ )= Ψ(−1,∞) =Q(−1)Q(0)Γ ∗ρ Q(1) · · ·Γ ∗ρ Q(n)Γ ∗ρ Ψ(n+1,∞). (13.26)
We observe that due to〈
Ω,Q(−1)Q(0)Γ ∗ρ Q(1) · · ·Γ ∗ρ Q(n)Ω
〉= 〈Ω,Ω〉 = 1 (13.27)
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Ω,Ψ (p,σ )
〉= lim
n→∞
〈
Ω,Q(−1)Q(0)Γ ∗ρ Q(1) · · ·Γ ∗ρ Q(n)Ω
〉= 1. (13.28)
Consequently, we obtain 〈
Ψ (p,σ ),Ψ (p,σ )
〉
 1 (13.29)
as a trivial lower bound for the denominator in (13.11).
Furthermore, it follows from Feshbach isospectrality, Theorem 4.2, that
H(−1) =H(p,σ)−E(p,σ ) 0 (13.30)
implies
H(0) = Fχ1[Hf ](H(−1)) 0, (13.31)
and by iteration,
H(n) =
(
RHρ
)n[H(0)] 0, n 0. (13.32)
For the definition of the renormalization map RHρ acting on operators on Hred , see (6.7).
An important ingredient in our argument is that by (4.9),
Q

(−1)H(−1)Q(−1)  Fχ1[Hf ](H(−1))=H(0) (13.33)
and
Q

(n)H(n)Q(n)  Fχρ [Hf ](H(n))= ρΓ ∗ρ H(n+1)Γρ, n 0 (13.34)
(this is because the last term in (4.9) is always non-positive for τ =Hf ).
The numerator in (13.11) can be estimated recursively using (13.26). Due to (13.29), one finds
A(−1) :=
∥∥H 12(−1)∂|p|Ψ(−1,∞)∥∥ (i)+ (ii), (13.35)
where
(i) := ∥∥H 12(−1)(∂|p|Q(−1))Ψ(0,∞)∥∥ a(−1)‖Ψ(1,∞)‖, (13.36)
where
a(−1) :=
∥∥H 12(−1)(∂|p|Q(−1))Q(0)∥∥op. (13.37)
Moreover,
(ii) := ∥∥H 12 Q(−1)∂|p|Ψ(0,∞)∥∥ ∥∥H 12 ∂|p|Ψ(0,∞)∥∥, (13.38)(−1) (0)
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For n ∈ N0, we use
H(n)  0 (13.39)
from (13.32), and find
A(n) :=
∥∥H 12(n)∂|p|Ψ(n,∞)∥∥ a(n)‖Ψ(n+2,∞)‖ + ∥∥H 12(n)Q(n)Γ ∗ρ ∂|p|Ψ(n+1,∞)∥∥, (13.40)
where
a(n) :=
∥∥H 12(n)(∂|p|Q(n))Γ ∗ρ Q(n+1)∥∥op. (13.41)
From (13.34) and (13.32) it follows that
A(n)  a(n)‖Ψ(n+2,∞)‖ + ρ 12 A(n+1). (13.42)
We therefore find
A(−1)  a(−1)‖Ψ(1,∞)‖ +
∞∑
n=0
ρ
n
2 a(n)‖Ψ(n+2,∞)‖. (13.43)
Our main task is to bound a(n) for n−1.
We will need the following estimates whose proof are given in Section 13.2.
Lemma 13.2. We assume that 0 < |p|< 13 . For n= −1 and a = 0,1, the bounds
∥∥R¯ 12(−1)χ¯1[Hf ](∂a|p|H(−1))χ¯1[Hf ]R¯ 12(−1)∥∥op  c,∥∥R¯ 12(−1)χ¯1[Hf ](∂|p|W(−1))χ1[Hf ]∥∥op  cg,∥∥R¯ 12
(−1)χ¯1[Hf ]W(−1)χ1[Hf ]
∥∥
op  cg (13.44)
hold for explicitly computable constants which are independent of the coupling constant g and
of the infrared regularization σ .
For n 0, the bounds
‖R¯(n)‖op, ‖Q(n)‖op  cρ−1,
‖T(n)‖op, ‖∂|p|T(n)‖op  c,
|e(n,∞)|, ‖W(n)‖op, ‖∂|p|W(n)‖op  cn (13.45)
hold where the constants are independent of n and σ .
Moreover, the bounds
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‖∂|p|Q(n)Ω‖< cρ−2n (13.46)
are satisfied for a = 0,1,2 (these are used in Section 15).
13.1.1. Bounds on a(−1)
We recall
Q(−1) = χ1[Hf ] − χ¯1[Hf ]R¯(−1)χ¯1[Hf ]
(
T ′(−1) + e(−1,∞) +W(−1)
)
χ1[Hf ],
where T ′
(−1) = T(−1) −Hf (see also (13.20)).
From (4.11),
H
1
2
(−1)(∂|p|Q(−1))Q(0) = −H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ](∂|p|H(−1))Q(−1)Q(0)
= −(I )− (II), (13.47)
where
(I ) :=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ](∂|p|H(−1))χ1[Hf ]Q(0),
(II) :=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ](∂|p|H(−1))
(
Q(−1) − χ1[Hf ]
)
Q(0). (13.48)
Moreover, (I )= (I1)+ (I2) with
(I1) :=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ]
(
∂|p|(T(−1) + e(−1,∞))
)
χ1[Hf ]Q(0),
(I2) :=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ](∂|p|W(−1))χ1[Hf ]Q(0). (13.49)
We find, by expanding the resolvent in Q(0) once,
(I1)=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ]
(
∂|p|(T(−1) + e(−1,∞))
)
χ1[Hf ]
× (χρ[Hf ] − χ¯ρ[Hf ]R¯(0),0χ¯ρ[Hf ](T(0) + e(0,∞))χρ[Hf ])
+H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ]
(
∂|p|(T(−1) + e(−1,∞))
)
χ1[Hf ]
× (χ¯ρ[Hf ]R¯(0),0χ¯ρ[Hf ]W(0)(Q(0) − χρ[Hf ])χρ[Hf ]). (13.50)
The first product of operators on the right-hand side of the equality sign equals zero because the
cutoff operator χρ[Hf ] on the far right can be commuted to the left, and χ¯1[Hf ]χρ[Hf ] = 0.
Therefore,
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× ∥∥R¯ 12
(−1)χ¯1[Hf ]
(
∂|p|(T(−1) + e(−1,∞))
)
χ1[Hf ]
∥∥
op. (13.51)
Consequently, using Lemma 13.2, we find that∥∥(I1)∥∥op  cρ−10, (13.52)
and
∥∥(I2)∥∥op  ∥∥H 12(−1)χ¯1[Hf ]R¯ 12(−1)∥∥op∥∥R¯ 12(−1)χ¯1[Hf ](∂|p|W(−1))χ1[Hf ]∥∥op‖Q(0)‖op
 cρ−1g (13.53)
for some constants c which are independent of g,σ .
Likewise, (II)= (II1)+ (II2) with
(II1) :=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ](∂|p|H(−1))χ¯1[Hf ]R¯(−1)
× χ¯1[Hf ](T(−1) + e(−1,∞))χ1[Hf ]Q(0),
(II2) :=H
1
2
(−1)χ¯1[Hf ]R¯(−1)χ¯1[Hf ](∂|p|H(−1))χ¯1[Hf ]R¯(−1)
× χ¯1[Hf ]W(−1)χ1[Hf ]Q(0). (13.54)
We have
∥∥(II1)∥∥op  ∥∥H 12(−1)χ¯1[Hf ]R¯ 12(−1)∥∥op∥∥R¯ 12(−1)χ¯1[Hf ](∂|p|H(−1))χ¯1[Hf ]R¯ 12(−1)∥∥op
× ∥∥R¯ 12
(−1)χ¯1[Hf ](T(−1) + e(−1,∞))χ1[Hf ]Q(0)
∥∥
op.
Expanding the resolvent in Q(0) once, similarly as in (13.50), one can see that the term on the
last line is bounded by cρ−10. Hence,∥∥(II1)∥∥op  cρ−10. (13.55)
Furthermore,
∥∥(II2)∥∥op  ∥∥H 12(−1)χ¯1[Hf ]R¯ 12(−1)∥∥op∥∥R¯ 12(−1)χ¯1[Hf ](∂|p|H(−1))χ¯1[Hf ]R¯ 12(−1)∥∥op
× ∥∥R¯ 12(−1)χ¯1[Hf ]W(−1)χ1[Hf ]∥∥op‖Q(0)‖op
 cρ−1g (13.56)
for constants c which are independent of g,σ .
We conclude that
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since g = c0.
13.1.2. Bounds on a(n) for n 0
We have
a(n)  ‖H(n)‖
1
2
op
∥∥(∂|p|Q(n))Γ ∗ρ Q(n+1)∥∥op. (13.58)
To bound a(n), we can straightforwardly adapt the steps between (13.47) and (13.56) in our
discussion of the case n= −1.
To this end, we observe that in all of these expressions, the indices −1 and 0 can be simultane-
ously replaced by n 0 and n+ 1, provided that the operators χ1[Hf ] and χ¯1[Hf ] are replaced
by χρ[Hf ] and χ¯ρ[Hf ]. Correspondingly, we arrive at the bounds given in (13.51), (13.53),
(13.55), (13.56), but with the indices −1 and 0 replaced by n  0 and n + 1, and with χ1[Hf ]
and χ¯1[Hf ] replaced by χρ[Hf ] and χ¯ρ[Hf ].
Using (13.45) in Lemma 13.2, we thereby obtain
∥∥H 12(n)(∂|p|Q˜(n))Γ ∗ρ Q(n+1)∥∥op  cρ−30, (13.59)
and
a(n) < cρ
−30, (13.60)
where the constants are independent of n.
13.1.3. Completing the proof
Collecting the above estimates, we are now in the position to finish the proof of Theorem 13.1.
Using δn  δ0 + 20 and n  0 by (12.1) and (12.2), and recalling (13.43), we conclude that
A(0)  a(−1)‖Ψ(1,∞)‖ +
∞∑
n=0
ρ
n
2 a(n)‖Ψ(n+2,∞)‖
 cρ−30
(
1 + c′ρ−10 exp
[
c′′ρ−30
])
, (13.61)
using (12.53). We thus find∣∣∂2|p|E(p,σ )− 1∣∣ 2A2(0)  cρ−620(1 + c′ρ−10 exp[c′′ρ−30])2  c0(σ )g2,
where we have bounded the denominator in (13.11) from below by 1 (see (13.29)), and recalled
from (9.12) that ρ = ρ(σ ) = c1/σ2 for p = 0. For 0 = O(g) < ρ3 (which is compatible with
(9.12)), we have c0(σ ) < C1/σ with C independent of g and σ . 
13.2. Proof of Lemma 13.2
Here we provide the proofs of the estimates (13.44)–(13.46).
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To prove (13.44) for the case n= −1, we observe that
χ¯1[Hf ]H(−1)χ¯1[Hf ]Hf + χ¯1[Hf ](H(−1) −Hf )χ¯1[Hf ], (13.62)
and recall the definition of R¯(−1) in (13.20). Thus,
∥∥H 12(−1)χ¯1[Hf ]R¯ 12(−1)∥∥op < c (13.63)
follows immediately.
For the second inequality in (13.44), we note that
∂|p|H(−1) = −∂|p|E(p,σ )+ ∂|p|H(p,σ), (13.64)
and recall
H(p,σ)=Hf + 12
(
∂|p|H(p,σ)
)2 =E(p,σ )+H(−1), (13.65)
where E(p,σ ) > 0, Hf  0, and H(−1)  0. Thus,
∥∥R¯ 12(−1)χ¯1[Hf ](∂|p|H(−1))χ¯1[Hf ]R¯ 12(−1)∥∥op

∣∣∂|p|E(p,σ )∣∣‖R¯(−1)‖ + 2∥∥R¯ 12(−1)χ¯1[Hf ]√H(p,σ)χ¯1[Hf ]R¯ 12(−1)∥∥op
 c + 2∥∥R¯ 12(−1)χ¯1[Hf ]√H(p,σ)χ¯1[Hf ]R¯ 12(−1)∥∥op
 c + 2∥∥R¯ 12(−1)√χ¯1[Hf ]H(−1)χ¯1[Hf ]R¯ 12(−1)∥∥op  c, (13.66)
using (13.62), 0 χ¯1[Hf ] 1, and ‖R¯(−1)‖< c (see (11.25)).
Next, we have
∥∥χ1[Hf ](∂|p|W(−1))χ¯1[Hf ]R¯ 12(−1),0χ¯1[Hf ](∂|p|W(−1))χ1[Hf ]∥∥op

∥∥R¯(−1)χ¯1[Hf ](∂|p|W(−1))χ1[Hf ]∥∥op ∑
L0
∥∥R¯ 12(−1),0χ¯1[Hf ]W(−1)χ¯1[Hf ]R¯ 12(−1),0∥∥Lop
 cg
∑
L0
(cg)L  cg. (13.67)
Here, we have used
∥∥R¯ 12(−1),0χ¯1[Hf ]W(−1)χ¯1[Hf ]R¯ 12(−1),0∥∥op < cg (13.68)
which was proved in (11.26), and
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(−1),0χ¯1[Hf ](∂|p|W(−1))χ1[Hf ]
∥∥
op < cg (13.69)
which is obtained in the same way as (11.24) (since ∂|p|W(−1) = gAκσ ).
The last estimate in (13.44) was already proven in (11.26).
13.2.2. Bounds for n 0
We recall that
H(n) =H
[
w(n)[e(n,∞)]
]= e(n,∞)χ21 [Hf ] + T(n) +W(n) (13.70)
with w(n)[e(n,∞)] ∈ D(n, δn, λn). According to the definition of the polydiscs D(, δ, λ) in
(6.15), and recalling (12.12), we have
‖T(n)‖op  c; |e(n,∞)|, ‖W(n)‖op  cn. (13.71)
The bounds
‖R¯(n)‖op, ‖Q(n)‖op  cρ−1 (13.72)
were established in the proof of Lemma 12.2.
For the derivatives in |p|, we recall that
w(n)[z] = (E[z], T (n)[z],w1[z]) ∈ D(n, δn, λn) (13.73)
is analytic for z ∈D1/100, where n  2−n0, δn  δ0 +20, and λn = ρn2 (see (12.1)). Moreover,
we observe that by
H(n) =H
[
w(n)[z]]∣∣
z→e(n,∞)
= e(n,∞)χ21 [Hf ] +
(
T [z;P] + χ1[Hf ]W
[
w[z]]χ1[Hf ])∣∣z→e(n,∞) , (13.74)
we have
∂|p|H(n) =H
[
∂zw
(n)[z]]∣∣
z→e(n,∞)∂|p|e(n,∞) +H
[
∂|p|w(n)[z]
]∣∣
z→e(n,∞) . (13.75)
Let us first discuss the operator T (n)[z;P] on Hred , and estimate ‖∂|p|T (n)[z;P]‖op.
For the free comparison operator T (p,λ)0 [z;P] defined in (6.11), it is easy to verify that
∥∥(∂|p|T (p,λn)0 [z;P])∣∣z→e(n,∞)∥∥op  c, (13.76)
given 0 < |p|< 1 . Recalling (13.45), we have3
V. Bach et al. / Journal of Functional Analysis 243 (2007) 426–535 513∥∥(∂|p|T (n)[z;P])∣∣z→e(n,∞)∥∥op  ∥∥(∂|p|T (n)[z;P] − ∂|p|T (p,λn)0 [z;P])∣∣z→e(n,∞)∥∥op
+ ∥∥(∂|p|T (p,λn)0 [z;P])∣∣z→e(n,∞)∥∥op
 c + ∥∥T (n) − T (p,λn)0 ∥∥σ  c +KΘδn, (13.77)
for a constant c that is independent of n. KΘ is the constant that appears in the definition of the
norm ‖ · ‖T in (5.20).
Next, we consider
W(n) =H
[
w
(n)
1 [z]
]∣∣
z→e(n,∞) , (13.78)
where we find ∥∥(∂|p|H [w(n)1 [z]])∣∣z→e(n,∞)∥∥op  ∥∥(w(n))M+N1∥∥ξ,σ  n (13.79)
(we note that a partial derivative with respect to |p|, for z fixed, is contained in the Banach space
norm ‖ · ‖σ,ξ on the polydisc D(n, δn, λn), see Section 5).
To bound the partial derivatives with respect to the spectral parameter z, we use the fact that
w(n)[z] depends analytically on z ∈ D1/100. By (12.12), we know that |e(n,∞)| < 140 . Hence,
representing the derivative in z at e(n,∞) by a Cauchy integral
∂zw
(n)
M,N
[
z;X;K(M,N)]= 1
2πi
∮
|ζ |=1/100
dζ
(ζ − z)2 w
(n)
M,N
[
ζ ;X;K(M,N)], (13.80)
we find ∥∥(∂zH [w(n)1 [z]])∣∣z→e(n,∞)∥∥op  sup|z|<n
∥∥(∂zw(n))∥∥ξ,σ
 400 sup
|z|<1/100
∥∥w(n)1 [z]∥∥ξ,σ  cn, (13.81)
where c does not depend of n.
Likewise, ‖(∂zT (n)[z])|z→e(n,∞)‖op < c follows from the same argument.
To bound |∂|p|en,∞|, we recall from (12.10) that
e(n+1,∞) = J(n)[e(n,∞)] = ρ−1E(n)[e(n,∞)] (13.82)
with |E(n)[z] − z| 2−j 0, and E(n)[z] analytic in D1/100. We infer
∂|p|e(n,∞) − ρ∂|p|e(n+1,∞) = ∂|p|e(n,∞) − ∂|p|E(n)[e(n,∞)]
= [∂|p|e(n,∞)∂z(z−E(n)[z])+ ∂|p|E(n)[z]]∣∣z→e(n,∞) . (13.83)
Representing the derivative in z at e(n,∞) as a Cauchy integral, the argument used in (13.81)
yields
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∣∣∂z(z−E(n)[z])∣∣∣∣z→e(n,∞) < c2−n0 (13.84)
for a constant independent of n. Moreover,∣∣∂|p|E(n)[z]∣∣< c2−n0. (13.85)
Thus, we find
|∂|p|e(n,∞)| 11 − bn
[∣∣∂|p|E(n)[z]∣∣∣∣z→e(n,∞) + ρ|∂|p|e(n+1,∞)|]
 1
1 − bn
[∣∣∂|p|E(n)[z]∣∣∣∣z→e(n,∞) + ρ1 − bn+1
(∣∣∂|p|E(n+1)[z]∣∣∣∣z→e(n+1,∞)
+ ρ
1 − bn+2 [· · ·]
)]

[ ∞∏
j=0
1
1 − bn+j
] ∞∑
j=0
ρj
∣∣∂|p|E(n+j)[z]∣∣∣∣z→e(n+j,∞)
 c0 exp
(
c′
∞∑
j=0
2−n−j 0
)
 c0 (13.86)
by iteration of the identity (13.83).
Next, we prove the estimates (13.46). We recall that
Q(n) = χρ[Hf ] − χ¯ρ[Hf ]R¯(n)χ¯ρ[Hf ]
(
T ′(n) + e(n,∞) +W(n)
)
χρ[Hf ]. (13.87)
Thus,
∂Hf Q(n)Ω = ∂Hf
[
Ω − χ¯ρ[Hf ]R¯(n)χ¯ρ[Hf ]
(
T ′(n) + e(n,∞) +W(n)
)
Ω
]
= −∂Hf
[
χ¯ρ[Hf ]R¯(n)χ¯ρ[Hf ](e(n,∞) +W(n))
]
Ω
= R¯(n)
(
∂Hf
[
Hf + χ¯ρ[Hf ](H(n) −Hf )χ¯ρ[Hf ]
])
= −[(∂Hf χ¯ρ[Hf ])R¯(n)χ¯ρ[Hf ] + χ¯ρ[Hf ]R¯(n)(∂Hf χ¯ρ[Hf ])](e(n,∞) +W(n))Ω
= R¯(n)
(
∂Hf
[
Hf + χ¯ρ[Hf ](H(n) −Hf )χ¯ρ[Hf ]
])
R¯(n)χ¯ρ[Hf ](e(n,∞) +W(n))Ω
− χ¯ρ[Hf ]R¯(n)χ¯ρ[Hf ]∂Hf W(n)Ω, (13.88)
so that
‖∂Hf Q(n)Ω‖
[
1 + ∥∥∂Hf χ¯ρ[Hf ]∥∥op‖H(n) −Hf ‖op + ∥∥∂Hf (H(n) −Hf )∥∥op]
× ‖R¯(n)‖2op
(|e(n,∞)| + ‖W(n)‖op)
+ 2∥∥∂Hf χ¯ρ[Hf ]∥∥op‖R¯(n)‖op(|e(n,∞)| + ‖W(n)‖op)
+ ‖R¯(n)‖op‖∂Hf W(n)‖op < cρ−3, (13.89)
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‖∂Hf H(n)‖op + ‖∂Hf H(n)‖op +
∑
a=1,2
∥∥∂aPf H(n)∥∥op  ∥∥w(n)∥∥σ,ξ < c,∥∥∂Hf χ¯ρ[Hf ]∥∥op < cρ−1 (13.90)
and (13.71), (13.72).
Along the same lines, one obtains∥∥∂aPf Q(n)Ω∥∥ cρ−1−a (13.91)
for a = 1,2, using (13.90), and noting that ∂Pf χ¯ρ[Hf ] = 0 (thus, there is an inverse factor of ρ
less in comparison to the derivative in Hf ).
This completes the proof of Lemma 13.2.
14. Uniform bounds for vanishing conserved momentum
In this section, we study the renormalized electron mass for vanishing conserved momentum
p = 0. We shall introduce a quantity m∗ren(σ ), and prove bounds on m∗ren(σ ) that are uniform
in the infrared regularization σ . We shall identify m∗ren(σ ) with the renormalized mass in Theo-
rem 15.1 below.
14.1. A second definition of the renormalized mass
Our main result derived in the first Feshbach decimation step, Theorem 11.1, states that there
is a small constant g0 > 0 (independent of σ ) such that for all values of the electron charge
g < g0, there is an element
w˜(0) :=w(0)[e(0,∞)]
∣∣
p=0 ∈ D
(
0, δ0,2−1
) (14.1)
so that
H [w˜(0)] = Fχ1[Hf ]
(
H(0, σ )−E(0, σ )), (14.2)
where D(0, δ0,2−1) is a polydisc (see (6.15)), and 0, δ0 = O(g0). Furthermore, by Theo-
rem 6.6, we know that for g0 sufficiently small (independently of σ ), the renormalization map
Rρ has the codimension 2 contraction property (6.37) on D(0, δ0 + 20,2−1). Then, repeatedly
applying Rρ ,
w˜(n) :=Rnρ[w˜(0)] =w(n)[e(n,∞)]
∣∣
p=0 (14.3)
is an element of D(n, δn, ρn/2), and we deduce from Theorem 6.6 that
n  c4ρn−1  (c4ρ)n0, δn  0 + 2δ0, (14.4)
where the constant c4 is independent of ρ, n, and 0.
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H˜(n) :=H [w˜(n)] =H(n)|p=0. (14.5)
Then, for an arbitrary choice of n ∈ R3, |n| = 1, we define
1
m∗ren(σ )
:= lim
n→∞
ρ−n〈Ω,∂2
P
‖
f
H˜(n)Ω〉
〈Ω,∂Hf H˜(n)Ω〉
, (14.6)
where P ‖f = Pf · n, and where m∗ren(σ ) is our second definition of the renormalized mass (for
p = 0).
14.2. The main theorem
In this section, we derive bounds on m∗ren(σ ) uniform in σ as σ → 0. We will prove
in the subsequent discussion that the two definitions of the renormalized mass m∗ren(σ ) and
limp→0 mren(p,σ ) (given in (2.2)) coincide, provided that an additional condition, (14.10) be-
low, is satisfied. The proof of condition (14.10) is given in [6].
Theorem 14.1. Let p = 0. Then,
0 <E(0, σ ) < c1g2 (14.7)
and
∂|p|E(0, σ )= 0 (14.8)
for a finite constant c1 > 0 that is independent of σ and g. There is a constant g0 > 0 independent
of σ  0 such that, for arbitrary σ  0 and for any 0 g < g0,
1 <m∗ren(σ ) < 1 + c2g2, (14.9)
for a finite constant c2 > 0 that is independent of g and σ .
Moreover, assuming the condition that
lim
σ→0 limp→0 ∂
2|p|E(p,σ )= lim
p→0 limσ→0 ∂
2|p|E(p,σ ) (14.10)
holds, we have
lim
σ→0m
∗
ren(σ )= lim
p→0 limσ→0mren(p,σ ), (14.11)
and consequently,
1 < lim lim mren(p,σ ) < 1 + c2g2 (14.12)
p→0 σ→0
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Proof. (14.7) and (14.8) were already proven in (13.7) and (13.19).
The estimate (14.9) follows from Lemma 14.2 below.
Under the assumption that the condition (14.10) holds, (14.11) and (14.12) follow from The-
orem 15.1 below. 
Lemma 14.2. For n 0, we define the difference kernels
Δγ(n)[X] := ργ(n+1)
[
ρ−1X
]− γ(n)[X]Υ˜ (n)ρ [X], (14.13)
where
γ(n)[X] := w(n)0,0
[
p; e(n,∞)[p];X
]∣∣
p=0, Υ˜
(n)
ρ [X] := Υ (n)ρ
[
p; e(n,∞)[p];X
]∣∣
p=0, (14.14)
see also Theorem 6.4. Then, the identity
1
m∗ren(σ )
= 1 +
∑∞
n=−1 ρ−n+∂2X‖Δγ(n)[0]
1 +∑∞n=−1 ∂X0Δγ(n)[0] , (14.15)
holds (n+ = max{n,0}); the series in the numerator and denominator both converge absolutely,
and uniformly in σ , i.e.
∞∑
n=−1
ρ−n+
∣∣∂2
X‖Δγ(n)[0]
∣∣, ∞∑
n=−1
∣∣∂X0Δγ(n)[0]∣∣<C20 (14.16)
for a constant C independent of σ .
Proof. Let
T˜(n) := T(n)|p=0, W˜(n) :=W(n)|p=0. (14.17)
Since 〈Ω,W˜(k)Ω〉 = 0, we find
(14.6)= lim
k→∞
ρ−k〈Ω,∂2
P
‖
f
T˜(k)Ω〉
〈Ω,∂Hf T˜(k)Ω〉
.
Recalling that T˜(n)[X] = γ(n)[X] − γ(n)[0], we write T˜(n) in the form
T˜(n)[X] = ρ−nT˜(−1)
[
ρnX
]+ n−1∑
j=−1
ρ−(n−j+)
[
Δγ(n)
[
ρj+X
]−Δγ(n)[0]], (14.18)
where j+ = max{0, j}. T˜(−1)[ρnP] is the non-interacting part of H(p,σ), see (11.8), and satis-
fies
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[
ρnP]= 1 = ρ−2n∂2
P
‖
f
T˜(−1)
[
ρnP]. (14.19)
Recalling (4.15), we note that Υ˜ (n)ρ is identical to 1 in an open vicinity of X = 0, hence all of
its derivatives with respect to X or p are zero at X = 0. Taking derivatives with respect to the
spectral variable X for the vector-operator P = (Hf ,Pf ), and evaluating at X = 0, we find
∂
a
XT˜(n) = ρ−n∂aXT˜(−1)[0] +
n−1∑
j=−1
ρ(|a|−1)(n−j+)∂aXΔγ(n)[0] (14.20)
for 0 |a| 2. The Hf -part of (14.20) determines the numerator of (14.15), and the Pf -part the
denominator.
To prove absolute convergence, we note that we have already established∥∥∂aXΔγ(n)∥∥σ  c32n (14.21)
in the derivation of (10.15), for 0 |a| 2 with a0 = 0. The constant c3 is independent of , δ,
λ, ρ, and σ . We therefore obtain
∑
j−1
ρ−j+
∣∣∂2
P
‖
f
Δγ(j)[0]
∣∣ ∞∑
j=0
c3ρ
−j 2j  c3
∞∑
j=0
(
c24ρ
)j
20 < 2c3
2
0 (14.22)
for 0 sufficiently small and ρ  (2c24)−1 
1
2 . Moreover,
∑
j−1
∣∣(∂Hf Δγ(j))[0]∣∣ c3 ∞∑
j=0
2j < 2c3
2
0 . (14.23)
Both (14.22) and (14.23) are uniform with respect to σ . 
15. Identification of two definitions of the renormalized mass
In this section, we prove that for σ > 0 and g < g0(σ ), the inverse of m∗ren(σ ) in Lemma 14.2
agrees with ∂2|p|E(p = 0, σ ) = (limp→0 mren(p,σ ))−1. This completes the proof of Theo-
rem 14.1.
Theorem 15.1. For σ > 0 and |p| 0, there exists g0(σ ) > 0 so that
lim
p→0 ∂
2|p|E(p,σ )=
1
m∗ren(σ )
(15.1)
for all g < g0(σ ), where g is the electron charge.
For |p| 0 and σ > 0, we choose constants ρ = ρ(σ ), δ0 = δ0(σ ), 0 = 0(σ ) > 0 sufficiently
small so that the renormalization map Rρ is codimension 2 contractive in the sense of (6.36) for
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small so that w(0) ∈ D(0(σ ), δ0(σ ), 12 ) from the first decimation step, see Theorem 11.1.
Then, as in (13.21), we recursively define
w(n)[e(n,∞)] =Rρ
[
w(n−1)[e(n−1,∞)]
]
, n 1, (15.2)
i.e. {w(n)[e(n,∞)]}n∈N0 is the orbit generated by Rρ with initial condition w(0)[e(0,∞)]. Here,
e(n,∞) ≡ e(n,∞)[p] (15.3)
and
w(n)[e(n,∞)] ≡w(n)
[
p; e(n,∞)[p]
]
. (15.4)
The dependence on p is not explicitly accounted for in the notation; here we assume |p|  1,
and will eventually let |p| → 0.
By Theorem 6.6, w(n) is an element of the polydisc D(n, δn, λn), for any n ∈ N0, where we
recall that
n  2−n0(σ ), δn  δ0(σ )+ 20(σ ), λn = ρ
n
2
. (15.5)
Correspondingly, H [w(n)[e(n,∞)]] is a bounded, selfadjoint (since e(n,∞) is real) operator on
Hred for every n ∈ N0.
To prove Theorem 15.1, we shall need the following identity.
Lemma 15.2. Let, for n >m 0,
Q(m,n) := Q(m)Γ ∗ρ Q(m+1)Γ ∗ρ · · ·Q(n−1)Γ ∗ρ ,
Q

(m,n) := ΓρQ(n−1)Γρ · · ·Q(m+1)ΓρQ(m), (15.6)
and
Q(−1,n) :=Q(−1)Q(0,n), Q(−1,n) :=Q(0,n)Q(−1), (15.7)
where for k  0,
Q
()
(k) =Q()χρ [Hf ](H(k)), Q
()
(−1) =Q()χ1[Hf ](H(−1)) (15.8)
(see (12.33)). Then, the identities
H(−1)Q(−1,n) = ρn
(
Γ ∗ρ
)n
χ1[Hf ]H(n), Q(−1,n)H(−1) = ρnH(n)χ1[Hf ](Γρ)n (15.9)
and the “scale collapsing identity”
Q

H(−1)Q(−1,n) = ρn
[
H(n) −H(n)χ¯1[Hf ]H−1χ¯1[Hf ]H(n)
] (15.10)(−1,n) f
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are satisfied for n 0.
Proof. The identity (15.9) follows from recursively applying the intertwining identities (12.26)
and (12.27).
To prove (15.10), we first verify that whenever m− n 1 and m 0,
Q

(m,n)
H(m)Q(m,n) = ρQ(m+1,n)H(m+1)Q(m+1,n). (15.11)
This follows from
Q

(m,n)H(m)Q(m,n) =Q(m+1,n)ΓρQ(m)H(m)Q(m)Γ ∗ρ Q(m+1,n)
= ρQ(m+1,n)H(m+1)Q(m+1,n)
− ρQ
(m+1,n)H(m+1)χ¯1[Hf ]H−1f χ¯1[Hf ]H(m+1)Q(m+1,n), (15.12)
since
ΓρQ

(m)H(m)Q(m)Γ
∗
ρ
= Γρ
[
Fχρ [Hf ](H(m))− Fχρ [Hf ](H(m))χ¯ρ[Hf ]H−1f χ¯ρ[Hf ]Fχρ [Hf ](H(m))
]
Γ ∗ρ
= ρ[H(m+1) −H(m+1)χ¯1[Hf ]H−1f χ¯1[Hf ]H(m+1)], (15.13)
using (4.9). Next, we observe that the last term in (15.12) yields
ρQ

(m+1,n)H(m+1)χ¯1[Hf ]H−1f χ¯1[Hf ]H(m+1)Q(m+1,n)
= ρQ(m+2,n)ΓρQ(m+1)H(m+1)χ¯1[Hf ]H−1f χ¯1[Hf ]H(m+1)Q(m+1)Γ ∗ρ Q(m+1,n)
= ρ3Q
(m+2,n)H(m+2)χ1[Hf ]Γρχ¯1[Hf ]H−1f χ¯1[Hf ]Γ ∗ρ χ1[Hf ]H(m+2)Q(m+2,n)
= ρ2Q(m+2,n)H(m+2)χ1[Hf ]Γρχ¯ρ−1 [Hf ]H−1f χ¯ρ−1 [Hf ]χ1[Hf ]H(m+2)Q(m+2,n)
= 0, (15.14)
since the supports of χ1 and χ¯ρ−1 do not intersect. Thus, we conclude by recursion that
Q

(m,n)H(m)Q(m,n) = · · · = ρn−m−1Q(n−1)H(n−1)Q(n−1)
= ρn−m[H(n) −H(n)χ¯1[Hf ]H−1f χ¯1[Hf ]H(n)] (15.15)
for m 0. For m= −1, we have
Q

(−1,n)H(−1)Q(−1,n)
=Q
(0,n)Q

(−1)H(−1)Q(−1)Q(0,n)
=Q H(0)Q(0,n) −Q H(0)χ¯1[Hf ]H−1χ¯1[Hf ]H(0)Q(0,n), (15.16)(0,n) (0,n) f
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(15.15), we thus obtain (15.10). 
Lemma 15.3. For n 1, and |p| 0 sufficiently small,
〈Ω,∂Hf H(n)Ω〉 = ‖Q(−1,n)Ω‖2 + errn, (15.17)
where Ω is the Fock vacuum, and
|errn|< cρ−32n (15.18)
for a finite constant c which is independent of n and ρ.
Proof. By Lemma 15.2,
〈Ω,∂Hf H(n)Ω〉 = (I )+ (II), (15.19)
where
(I ) := ρ−n〈Ω,∂Hf [Q(−1,n)H(−1)Q(−1,n)]Ω 〉,
(II) := 〈Ω,∂Hf [H(n)χ¯1[Hf ]H−1f χ¯1[Hf ]H(n)]Ω 〉. (15.20)
The term (II) can be easily estimated,
(II)= 〈Ω,∂Hf [W(n)χ¯1[Hf ]H−1f χ¯1[Hf ]W(n)]Ω 〉
 c‖W(n)‖op‖∂Hf W(n)‖op + c‖W(n)‖2op < c
∥∥w(n)∥∥2
σ
< c2n, (15.21)
since it only depends on operators on the scale n.
To study the term (I ), we note that
∂Hf Γρ = ρΓρ∂Hf , ∂Hf Γ ∗ρ = ρ−1Γ ∗ρ ∂Hf . (15.22)
Accordingly,
(I )= (I1)+ (I2)+ (I3), (15.23)
where
(I1) :=
n−1∑
j=−1
ρmin{0,−j}
〈
Ω,Q

(−1,n)H(−1)Q(−1,j−1)(∂Hf Q(j))Γ
∗
ρ Q(j+1,n)Ω
〉
, (15.24)
and
(I2) := (I1)∗, (I3) :=
〈
Ω,Q

(∂Hf H(−1))Q(−1,n)Ω
〉
. (15.25)(−1,n)
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operators Γρ contained in Q(−1,n), which produces a factor ρn, and through the j inverse dilation
operators Γ ∗ρ in Q(−1,j−1)Γ ∗ρ , which generates a factor ρ−j . Together with the overall factor ρ−n
contained in (I ), we obtain the factor ρ−j for j  0. In the case of (I3), the overall factor ρ−n
has been cancelled by a factor ρn obtained from pulling the operator ∂Hf through the n dilation
operators Γρ contained in Q(−1,n).
Since ∂Hf H(−1) = 1, it is clear that (I3) is the desired main term in (15.17).
It remains to show that (Ii), i = 1,2, contribute only to the error errn. To this end, we note
that
ρ−jQ
(−1,n)H(−1)Q(−1,j−1)(∂Hf Q(j))Γ
∗
ρ Q(j+1,n)
= ρn−jH(n)χ1[Hf ](Γρ)nQ(−1,j−1)(∂Hf Q(j))Γ ∗ρ Q(j+1,n)
= ρn−jH(n)(Γρ)nχ1
[
ρ−nHf
]
Q(−1,j−1)(∂Hf Q(j))Γ ∗ρ Q(j+1,n)
= ρn−jH(n)(Γρ)n−jχ1
[
ρ−n+jHf
]
(∂Hf Q(j))Γ
∗
ρ Q(j+1,n)
=
{0 if j < n− 1,
ρH(n)Γρχρ[Hf ]∂Hf Q(n−1)Γ ∗ρ if j = n− 1, (15.26)
where the ‘collapse’ to the scale n is a consequence of
χ1
[
ρ−nHf
]
Q(−1,j−1) = χ1
[
ρ−nHf
]
Q(−1)Q(0)Γ ∗ρ Q(1)Γ ∗ρ · · ·Q(j−1)Γ ∗ρ
= χ1
[
ρ−nHf
]
Q(0)Γ
∗
ρ Q(1)Γ
∗
ρ · · ·Q(j−1)Γ ∗ρ
= Γ ∗ρ χ1
[
ρ−n+1Hf
]
Q(1)Γ
∗
ρ · · ·Q(j−1)Γ ∗ρ
= · · · = (Γ ∗ρ )kχ1[ρ−n+kHf ]Q(k)Γ ∗ρ · · ·Q(j−1)Γ ∗ρ
= (Γ ∗ρ )jχ1[ρ−n+jHf ], (15.27)
since for all m> 1,
χ1
[
ρ−mHf
]
Q(k) = χ1
[
ρ−mHf
](
χρ[Hf ] − χ¯ρ[Hf ]R¯(k)χ¯ρ[Hf ](H(k) −Hf )χρ[Hf ]
)
= χ1
[
ρ−mHf
]
χρ[Hf ]
= χ1
[
ρ−mHf
]
, (15.28)
see also (4.13). Furthermore,
χ1
[
ρ−n+jHf
]
∂Hf Q(j) = 0 (15.29)
for j < n− 1, because
∂Hf Q(j) = ∂Hf χρ[Hf ] − PRan(χ¯ρ [Hf ])∂Hf
[
χ¯ρ[Hf ]R¯(n)χ¯ρ[Hf ](H(n) −Hf )χρ[Hf ]
]
,
and
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[
ρ−n+jHf
]
∂Hf χρ[Hf ] = 0, (15.30)
and
χ1
[
ρ−n+jHf
]
PRan(χ¯ρ [Hf ]) = 0 (15.31)
for j < n − 1. Here, we have used that for ρ  12 , supp(∂xχρ[x]) ⊆ [ 3ρ4 , ρ] does not intersect
supp(χ1[ρ−n+j x])⊆ [0, ρ2] if j < n−1 (see the definition of χ1 in (5.1) and below). Moreover,
PRan(χ¯ρ [Hf ]) denotes the orthogonal projection onto the range of χ¯ρ[Hf ]. One finds
ρ
∣∣〈Ω,H(n)Γρχρ[Hf ]∂Hf Q(n−1)Ω 〉∣∣ ρ∥∥χ1[Hf ]W(n)Ω∥∥‖∂Hf Q(n−1)Ω‖
< cρn−j−32n (15.32)
for a constant c which is independent of ρ, n, and j . Here, we have used (13.46). We get
∣∣(I1)∣∣< c n−1∑
j=0
ρn−j−32n < cρ−32n. (15.33)
Thus,
errn := (I1)+ (I2)+ (II) (15.34)
is bounded by cρ−32n as claimed. 
Proposition 15.4. Let Ψ (0, σ ) denote the ground state of the fiber Hamiltonian H(0, σ ) for
conserved momentum p = 0, normalized by〈
Ω,Ψ (0, σ )
〉= 1. (15.35)
Then
lim
n→∞
〈
Ω,(∂Hf H(n))
∣∣
p=0Ω
〉= 〈Ψ (0, σ ),Ψ (0, σ )〉. (15.36)
Proof. We recall that the ground state of H(p,σ), derived from
Ψ (p,σ )= lim
n→∞Q(−1,n)Ω, (15.37)
satisfies the normalization condition 〈Ω,Ψ (p,σ )〉 = 1, independently of p and σ > 0, see
(13.28). Furthermore, limn→∞ errn = 0, since n → 0 as n → ∞. Thus, the assertion of this
proposition is an immediate corollary of the previous lemma. 
Next, we consider derivatives in P ‖f := 〈Pf ,n〉R3 , where n ∈ R3, |n| = 1 is an arbitrary unit
vector.
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〈
φ,
(
∂
P
‖
f
Q

(−1,n)
)
ψ
〉= ρn〈(∂
P
‖
f
Q(−1,n))φ,ψ
〉 (15.38)
holds for n 0, and any ψ ∈F , φ ∈Hred.
Proof. The intertwining relations between the operators ∂
P
‖
f
, Γρ and Γ ∗ρ are given by
∂
P
‖
f
Γ ∗ρ =
1
ρ
Γ ∗ρ ∂P ‖f , ∂P ‖f Γρ = ρΓρ∂P ‖f . (15.39)
We thus find
∂
P
‖
f
Q

(0,n) =
−1∑
j=n
ρmin{n,n−j}Q(j+1,n)Γ
∗
ρ (∂P ‖f
Q(j))Q

(−1,j−1). (15.40)
There is a factor ρn−j in the j th term of the sum if 0 j  n, because ∂
P
‖
f
is pulled to the right
through n− j dilation operators Γρ until it acts on Q(j). Only for j = −1, no additional factor ρ
is introduced.
On the other hand,
∂
P
‖
f
Q(0,n) =
n∑
j=−1
ρmin{0,−j}Q(−1,j−1)(∂P ‖f Q(j))Γ
∗
ρ Q(j+1,n). (15.41)
The factor ρ−j in the j th term of the sum arises because ∂
P
‖
f
is pulled to the right through j
dilation operators Γ ∗ρ to act on Q(j). Again only for j = −1, there is no additional factor ρ.
Direct comparison of (15.40) and (15.41) establishes (15.38). 
Next, we link derivatives in |p| at p = 0 with derivatives in P ‖f .
Lemma 15.6. Let Ψ (p,σ ) denote the ground state of H(p,σ) as defined in (15.37). Then,
(∂|p|Ψ )(0, σ )= − lim
n→∞ ∂P ‖f Q(−1,n)
∣∣
p=0Ω. (15.42)
Proof. We note that from H(−1)Ψ(−1,∞) = 0 clearly follows that
∂|p|H(−1)
∣∣
p=0Ψ (0, σ )= −H(−1)
∣∣
p=0(∂|p|Ψ )(0, σ ). (15.43)
By O(3)-symmetry, and differentiability of E(p,σ ) at p = 0, (∂|p|E)(0, σ ) = 0. Thus, one im-
mediately verifies that
∂|p|H(−1)
∣∣
p=0 = −∂P ‖H(−1)
∣∣
p=0. (15.44)f
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∂
P
‖
f
H(−1)
∣∣
p=0Ψ (0, σ )= −H(−1)
∣∣
p=0
(
∂
P
‖
f
Q(−1,∞)
∣∣
p=0
)
Ω, (15.45)
where we recall that Ψ (0, σ )=Q(−1,∞)|p=0Ω . For brevity, let
φ := (∂|p|Ψ )(0, σ ), ζ := ∂P ‖f Q(−1,∞)
∣∣
p=0Ω. (15.46)
Comparing (15.43) and (15.45), we find that H(−1)|p=0(φ + ζ )= 0. Thus,
φ + ζ = λΨ (0, σ ) (15.47)
for some λ ∈ C. We shall next show that λ= 0. To this end, we prove that
〈Ω,φ〉 = 0 = 〈Ω,ζ 〉. (15.48)
Since 〈Ω,Ψ (0, σ )〉 = 1, cf. (13.28), this immediately implies λ= 0.
To prove (15.48), we observe that
〈Ω,φ〉 = lim
n→∞
n∑
j=−1
〈
Ω,Q(−1,j−1)(∂|p|Q(j))Γ ∗ρ Q(j+1,n)
∣∣
p=0Ω
〉
= lim
n→∞
n∑
j=−1
〈
Ω,(∂|p|Q(j))Γ ∗ρ Q(j+1,n)
∣∣
p=0Ω
〉= 0 (15.49)
(passing to the second line, we have used (4.13)), since
〈
Ω,(∂|p|Q(j))φ′
〉= 〈Ω, [∂|p|(χρ[Hf ] − χ¯ρ[Hf ]R¯(j)χ¯ρ[Hf ](H(j) −Hf )χρ[Hf ])]φ′〉
= −〈Ω, [∂|p|(χ¯ρ[Hf ]R¯(j)χ¯ρ[Hf ](H(j) −Hf )χρ[Hf ])]φ′〉
= −〈χ¯ρ[Hf ]Ω, [∂|p|(R¯(j)χ¯ρ[Hf ](H(j) −Hf )χρ[Hf ])]φ′〉= 0 (15.50)
for any vector φ′ ∈ Ran(χρ[Hf ]).
Similarly,
〈Ω,ζ 〉 = lim
n→∞
n∑
j=−1
ρ−min{0,j}
〈
Ω,Q(−1,j−1)(∂P ‖f Q(j))Γ
∗
ρ Q(j+1,n)
∣∣
p=0Ω
〉
= lim
n→∞
n∑
j=−1
ρ−min{0,j}
〈
Ω,(∂
P
‖
f
Q(j))Γ
∗
ρ Q(j+1,n)
∣∣
p=0Ω
〉= 0. (15.51)
This concludes the proof. 
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lim
n→∞ρ
−n〈Ω,∂2
P
‖
f
H(n)
∣∣
p=0Ω
〉
= 〈Ψ (0, σ ),Ψ (0, σ )〉− 2〈(∂|p|Ψ )(0, σ ),H(−1)∣∣p=0(∂|p|Ψ )(0, σ )〉. (15.52)
Proof. (15.10) yields
∂2
P
‖
f
H(n)
∣∣
p=0 = ρ−n∂2P ‖f
[
Q

(−1,n)H(−1)Q(−1,n)
∣∣
p=0
]+ ∂2
P
‖
f
[
H(n)χ¯1[Hf ]H−1f χ¯1[Hf ]H(n)
∣∣
p=0
]
.
We note for the first term after the equality sign that for every operator ∂
P
‖
f
which is pulled
through Q(−1,n) from the left, we obtain a factor ρn. Therefore,
∂2
P
‖
f
H(n)
∣∣
p=0 = ρnQ(−1,n)
(
∂2
P
‖
f
H(−1)
)
Q(−1,n)
∣∣
p=0
+ 2(∂
P
‖
f
Q

(−1,n)
)
H(−1)(∂P ‖f Q(−1,n))
∣∣
p=0
+ 2ρnQ(−1,n)(∂P ‖f H(−1))(∂P ‖f Q(−1,n))
∣∣
p=0
+ 2(∂
P
‖
f
Q

(−1,n)
)
(∂
P
‖
f
H(−1))Q(−1,n)
∣∣
p=0
+ ρ−n(∂2
P
‖
f
Q

(−1,n)
)
H(−1)Q(−1,n)
∣∣
p=0
+ ρnQ(−1,n)H(−1)
(
∂2
P
‖
f
Q(−1,n)
)∣∣
p=0
+ ρn∂2
P
‖
f
[
H(n)χ¯1[Hf ]H−1f χ¯1[Hf ]H(n)
∣∣
p=0
]
. (15.53)
Using
(∂
P
‖
f
H(−1))Q(−1,n)
∣∣
p=0 = −H(−1)(∂P ‖f Q(−1,n))
∣∣
p=0 +
(
Γ ∗ρ
)n
χ1[Hf ](∂P ‖f H(n))
∣∣
p=0
and
Q

(−1,n)(∂P ‖f H(−1))
∣∣
p=0 = −ρ−n(∂P ‖f Q(−1,n))H(−1)
∣∣
p=0 + (∂P ‖f H(n))
∣∣
p=0χ1[Hf ](Γρ)n,
we obtain〈
Ω,∂2
P
‖
f
H(n)
∣∣
p=0Ω
〉= ρn〈Ω,Q(−1,n)(∂2P ‖f H(−1))Q(−1,n)∣∣p=0Ω 〉
− 2〈Ω, (∂
P
‖
f
Q

(−1,n)
)
H(−1)(∂P ‖f Q(−1,n))
∣∣
p=0Ω
〉+ e˜rrn
= ρn〈Ω,Q(−1,n)Q(−1,n)∣∣p=0Ω 〉
− 2ρn〈(∂
P
‖Q(−1,n))
∣∣
p=0Ω,H(−1)(∂P ‖Q(−1,n))
∣∣
p=0Ω
〉+ e˜rrn, (15.54)
f f
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e˜rrn = e˜rr(1)n + e˜rr(2)n + e˜rr(3)n (15.55)
where
e˜rr(1)n := ρn
〈
Ω,Q

(−1,n)H(−1)
(
∂2
P
‖
f
Q(−1,n)
)∣∣
p=0Ω
〉+ h.c.,
e˜rr(2)n := ρn
〈
Ω,(∂
P
‖
f
H(n))χ1[Hf ](Γρ)n(∂P ‖f Q(−1,n))Ω
〉+ h.c.,
e˜rr(3)n := ρn
〈
Ω,∂2
P
‖
f
[
H(n)χ¯ρ[Hf ]H−1f χ¯ρ[Hf ]H(n)
]∣∣
p=0Ω
〉
. (15.56)
We find the following estimates∣∣e˜rr(1)n ∣∣ 2ρ2n∣∣〈Ω,H(n)χ1[Hf ](Γρ)n(∂2P ‖f Q(−1,n))∣∣p=0Ω 〉∣∣
= 2ρn∣∣〈Ω,H(n)χ1[Hf ](Γρ)n(∂2
P
‖
f
Q(n−1)
)∣∣
p=0Ω
〉∣∣
 2ρn
∥∥χ1[Hf ]W(n)Ω∥∥∥∥(∂2
P
‖
f
Q(n−1)
)∣∣
p=0Ω
∥∥ cρn−32n, (15.57)
using (13.46). Furthermore,∣∣e˜rr(2)n ∣∣ 2ρn∣∣〈Ω,(∂P ‖f H(n))χ1[Hf ](Γρ)n(∂P ‖f Q(−1,n))Ω 〉∣∣
 2ρn
∥∥χ1[Hf ](∂P ‖f Q(n−1))Ω∥∥∥∥χ1[Hf ](∂P ‖f W(n))Ω∥∥ cρn−22n, (15.58)
using (13.46), and∣∣e˜rr(3)n ∣∣= ρn〈Ω,∂2P ‖f [W(n)χ¯ρ[Hf ]H−1f χ¯ρ[Hf ]W(n)]∣∣p=0Ω 〉
< ρn
∥∥χ¯ρ[Hf ]H−1f χ¯ρ[Hf ]∥∥op
( 2∑
a=0
∥∥∂a
P
‖
f
W(n)
∣∣
p=0
∥∥
op
)2
< cρn−1
∥∥w(n)1 ∥∥2σ < cρn−12n. (15.59)
Thus, limn→∞ ρ−ne˜rrn = 0, since n → 0 as n→ ∞.
Together with (15.54) and Lemma 15.6, this implies Proposition 15.7. 
Proof of Theorem 15.1. From Propositions 15.4 and 15.7, we find
1
m∗ren(σ )
= lim
n→∞
ρ−n
〈
Ω,∂2
P
‖
f
H(n)
∣∣
p=0Ω
〉
〈Ω,∂Hf H(n)|p=0Ω〉
= 1 − 2 〈(∂|p|Ψ )(0, σ ),H(−1)|p=0(∂|p|Ψ )(0, σ )〉 , (15.60)〈Ψ (0, σ ),Ψ (0, σ )〉
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1
mren(0, σ )
= (∂2|p|E)(0, σ )
= 1 − 2 〈(∂|p|Ψ )(0, σ ), (H(0, σ )−E(0, σ ))(∂|p|Ψ )(0, σ )〉〈Ψ (0, σ ),Ψ (0, σ )〉 (15.61)
from (13.11). This establishes the equality of the two notions mren(0, σ ) and m∗ren(σ ) of the
renormalized electron mass. 
16. Computation of the renormalized mass
The isospectral renormalization group provides a constructive, finite, and convergent algo-
rithm to determine the renormalized mass to any arbitrary level of precision by use of the identity
mren(0,0)= 1 +
∑∞
n=0 ∂X0 |X→0Δγ(n)
1 +∑∞n=0 ρ−n∂2X‖ |X→0Δγ(n) (16.1)
obtained from formula (14.15). This is based on the fact that for n−1,
Δγ(n)[X] =
∞∑
L=2
(−1)L−1
∑
p1,q1,...,pL,qL:
p+q1
V
(L)
0,p,0,q
[
w(n)[e(n,∞)]
∣∣X]∣∣
p=0, (16.2)
where the quantities V (L)0,p,0,q (defined in (7.3)) are explicitly computable, and can be determined
up to any given level of precision (we recall here that n = −1 accounts for the first decimation
step, see Section 11.1).
16.1. Determination of the renormalized mass in leading order
We conclude this paper with an application of the methods and results developed in the previ-
ous sections: we calculate the term of leading order O(g2) for the renormalized mass mren(0,0),
and rigorously bound the errors by o(g2).
Theorem 16.1. The renormalized mass at conserved momentum p = 0, and in the limit σ → 0,
is given by
mren(0,0)= 1 + 8π3 g
2c˜2 +O
(
g7/3
)
, (16.3)
where
c˜2 :=
∫
R+
dx
κ2(x)
1 + x/2 , (16.4)
and κ(x) := limσ→0 κσ (x).
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H˜(n) =H
[
w(n)[e(n,∞)]|p=0
]= e˜(n,∞)χ21 [Hf ] + T˜(n) + W˜(n) (16.5)
denote the effective Hamiltonian on scale n, where the tilde shall notationally account for evalu-
ation at p = 0. We have w(n) ∈ D(μ=1)(n, δn, λn) with
n < (c4ρ)
n0 < 2−n0, δn  δ0 + 20, λn = ρ
n
2
(16.6)
(c4 is defined in (10.17)) and
|˜e(n,∞)|< 2−n0; 0, δ0 =O(g). (16.7)
Codimension 2 contractivity ofRρ on D(0, δ0 + 20, 12 ) is ensured by the requirement ρ < 12c24 ,
see Section 10.
16.1.1. Calculation of the leading term
We determine the leading order contribution V (L=2;n)0,1,0,1 [X] in (16.2) explicitly for n = −1 and
n= 0. We have
V
(L=2;−1)
0,1,0,1 [X] = −
〈
Ω,W˜
(−1)
0,1 [P +X]χ¯1[Hf +X0] (16.8)
R¯
(−1)
0 [P +X]χ¯1[Hf +X0]W˜ (−1)1,0 [P +X]Ω
〉
,
and
V
(L=2;0)
0,1,0,1 [X] = −ρ−1
〈
Ω,W˜
(0)
0,1 [P + ρX]χ¯ρ[Hf + ρX0]
R¯
(0)
0 [P + ρX]χ¯ρ[Hf + ρX0]W˜ (0)1,0 [P + ρX]Ω
〉
. (16.9)
We recall the definition of the terms involved in these expressions.
In the case n= −1, we have
T˜(−1) = e˜(−1,∞)1 +Hf + 12P
2
f , (16.10)
so that
R¯
(−1)
0 [P] =
[
Hf +
(
e˜(−1,∞) + 12P
2
f
)
χ¯21 [Hf ]
]−1
(16.11)
on Ran(χ¯1[Hf ]). Furthermore,
W
(−1)
1,0 =
(
W
(−1)
0,1
)∗ = ∫ dK|k|1/2 a∗(K)w(−1)1,0 [P;K] (16.12)
with
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(−1)
1,0 [P;K] = gκ
(|k|)〈(K),Pf 〉R3, (16.13)
where κ(|k|) = limσ→0 κσ (|k|).
In the case n= 0, our analysis of the first Feshbach decimation step in Section 11.1 has yielded
T˜(0)[P] =Hf + 12P
2
f χ
2
1 [Hf ] −
1
4
χ¯21 [Hf ]χ21 [Hf ]P 4f
Hf + 12P 2f χ¯21 [Hf ]
+ΔT˜(0)[P], (16.14)
where ‖ΔT˜(0)‖T O(g2) contains all terms depending on e˜(−1,∞) =O(g2). We therefore have
R¯
(0)
0 [P] =
[
Hf + 12P
2
f χ¯
2
ρ [Hf ]χ21 [Hf ] −
1
4
χ¯2ρ [Hf ]χ21 [Hf ]P 4f
Hf + 12P 2f χ¯21 [Hf ]
]−1
+O(g2) (16.15)
on the range of Ran(χ¯ρ[Hf ]), where the term of order O(g2) is small with respect to ‖ · ‖T.
Moreover, we recall that
Υ
(−1)
1 [˜e(−1,∞);P] = 1 −
1
2
χ¯21 [Hf ]P 2f
Hf + 12P 2f χ¯21 [Hf ]
+ΔΥ (−1)1 [˜e(−1,∞);P], (16.16)
where the terms depending on e˜(−1,∞) = O(g2) have been absorbed into the error term with
‖ΔΥ (−1)1 ‖T O(g2). Then,
W
(0)
1,0 =
(
W
(0)
0,1
)∗ = ∫ dK |k|− 12 a∗(K)w(0)1,0[P;K] (16.17)
with
w
(0)
1,0[P;K] = Υ (−1)1 [P + k]w(−1)1,0 [P]Υ (−1)1 [P] +Δw(0)1,0[P;K], (16.18)
where the analysis in Section 10 has shown that ‖Δw(0)1,0‖σ O(20)=O(g2).
Evaluating (16.8) and (16.9), we choose an arbitrary unit vector n ∈ R3 and differentiate with
respect to X‖ = 〈X,n〉R3 . The result for n= −1 and n= 0 is
∂2
X‖ |X→0V (L=2;n)0,1,0,1 =
8πg2
3
Cn +O
(
g3
) (16.19)
with
C−1 =
∞∫
0
dx
κ2(x)χ¯21 [x]
1 + x2 χ¯21 [x]
,
C0 =
1∫
dx
χ¯2ρ [x]χ21 [x](1 − x2
χ¯21 [x]
1+ x2 χ¯21 [x]
)2
1 + x2χ21 [x]χ¯2ρ [x] − x
2
4 χ¯
2
1 [x]χ21 [x] 1x 2
. (16.20)
0 1+ 2 χ¯1 [x]
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C−1 +C0 =
∞∫
0
dx
κ2(x)χ¯2ρ [x]
1 + x2 χ¯2ρ [x]
, (16.21)
which has the same structure as C−1, but with χ¯1 replaced by χ¯ρ . This is a consequence of the
composition property of the smooth Feshbach map, see Section 4.4. Thus,
|C−1 +C0 − c˜2|< cρg2, (16.22)
where ρ will be assigned a small, g-dependent value in the end.
16.1.2. Higher order errors
We shall next estimate the higher order corrections to the leading term.
Lemma 16.2. For n= −1, ∥∥Δγ(−1) + V (L=2;−1)0,1,0,1 ∥∥T < cg3, (16.23)
and for n 0, ∥∥Δγ(n) + V (L=2;n)0,1,0,1 ∥∥T < cρ−2g3(c4ρ)3n. (16.24)
Proof. This follows from the calculation in (10.13), which gives∥∥∥∥∥
∞∑
L=3
(−1)L−1
∑
p1,q1,...,pL,qL:
p+q1
V
(L;n)
0,p,0,q
[
w(n)[e(n,∞)]
∣∣X]∣∣
p=0
∥∥∥∥∥
T
 20C2Θρ
∞∑
L=3
(L+ 1)2
(
CΘ
ρ
)L ∑
p1,q1,...,pL,qL:
p+q1
L∏
=1
[(
2√
p
)p( 2√
q
)q∥∥w(n)p,q∥∥σ]
 20C2Θρ
∞∑
L=3
(L+ 1)2(B(n))L  2000C5Θ
ρ2
∥∥w(n)1 ∥∥3ξ,σ (16.25)
for n 1, where we recall that
B(n) := CΘ
ρ(1 − 2ξ)2 ‖w1‖ξ,σ 
4CΘ
ρ
∥∥w(n)1 ∥∥ξ,σ (16.26)
for ξ < 14 , and we use
∑∞
L=3(L+ 1)2BL < 25B3 for B < 110 . Since∥∥w(n)∥∥  n  (c4ρ)n0, (16.27)1 ξ,σ
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(16.25)
2000C5Θ
ρ2
(c4ρ)
3n30 , (16.28)
and we recall that 0 =O(g).
Moreover,
∑
p2
∥∥V (L=2;n)0,p,0,p ∥∥T  20C3Θρ ∑
p2
∥∥w(n)0,p∥∥σ∥∥w(n)p,0∥∥σ  20C3Θρ ∥∥w(n)2 ∥∥2σ,ξ
 20
C3Θ
ρ
4n. (16.29)
It is clear that in the case L = 2, only V (L=2;n)0,p,0,q with p = q are non-zero. This proves (16.24).
The bound (16.23) for n = −1 is obtained similarly, but uses the modifications described
in Section 11.1 (replacement of operator norm bounds on the interaction operators by relative
bounds of W˜(−1) with respect to the free Hamiltonian T˜(−1)). 
Lemma 16.3. For ρ < 12c24
 1,
∞∑
n=1
ρ−n
∣∣∂2
X‖Δγ(n)
∣∣ cρg2. (16.30)
Proof. In the case n= 1, one can explicitly verify that∣∣∂2
X‖
∣∣
X→0V
(L=2;1)
0,1,0,1
∣∣ c21 (16.31)
(no inverse factors of ρ). The calculation is essentially the same as for C0. Combining (16.25)
and (16.29) for n= 1, we thus obtain∥∥∂2
X‖
∣∣
X→0Δγ(1)
∥∥
T
O
(
21
)+O(ρ−231). (16.32)
For n 2, we find
∣∣∂2
X‖Δγ(n)
∣∣ ∞∑
L=2
∑
p1,q1,...,pL,qL:
p+q1
∣∣∂2
X‖V
(L;n)
0,p,0,q
[
w(n)[e(n,∞)]
∣∣X]∣∣
p=0
∣∣
 20C2Θρ
∞∑
L=2
(L+ 1)2(B(n))L  960C4Θ
ρ
∥∥w(n)1 ∥∥2ξ,σ  960C4Θρ 2n,
by the same arguments as in the proof of the previous lemma, or in Section 10.
Thus, recalling that n = (c4ρ)n0,
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n=1
ρ−n
∣∣∂2
X‖Δγ(n)
∣∣ c ∞∑
n=1
ρ−n2n = c
∞∑
n=1
(
c24ρ
)n
20 , cρ
2
0 =O
(
ρg2
)
,
where ρ < 12c24
 1. 
16.1.3. The denominator of (16.1)
Collecting the above results, we find∣∣∣∣∣ ∑
n−1
ρ−n∂2
X‖
∣∣∣
X→0Δγ(n) − c˜2
∣∣∣∣∣
 |C0 +C1 − c˜2| +
∑
n=−1,0
∥∥Δγ(n) + V (L=2;n)0,1,0,1 ∥∥T +∑
n1
ρ−n
∣∣∂2
X‖
∣∣
X→0Δγ(n)
∣∣
O
(
ρg2
)+O(ρ−2g3) (16.33)
for ρ  1
(2c4)3/2
 1.
16.1.4. The numerator of (16.1)
One can straightforwardly verify that
∂X0 |X→0V (L=2;n)0,1,0,1 O
(
g3
) (16.34)
for n= −1 and n= 0, and∣∣∂X0 ∣∣X→0(Δγ(n) − V (L=2;n)0,1,0,1 )∣∣< ∥∥Δγ(n) − V (L=2;n)0,1,0,1 ∥∥T < cρ−2g3 (16.35)
from Lemma 16.2. On the other hand, for n 1,
|∂X0 |X→0Δγ(n)|
∥∥∥∥∥
∞∑
L=2
(−1)L−1
∑
p1,q1,...,pL,qL:
p+q1
V
(L;n)
0,p,0,q
[
w(n)[e(n,∞)]
∣∣X]∣∣
p=0
∥∥∥∥∥
T
 20C2Θρ
∞∑
L=2
(L+ 1)2(B(n))L  960C4Θ
ρ
∥∥w(n)1 ∥∥2ξ,σ , (16.36)
for ξ < 14 and using
∑∞
L=2(L+ 1)2BL < 12B2 for B < 110 . In conclusion,
∞∑
n=0
|∂X0 |X→0Δγ(n)|O
(
ρ−2g3
)+ c
ρ
∞∑
n=1
(c4ρ)
2n20 =O
(
ρ−2g3
)+ c
ρ
(c4ρ)
220
=O(ρg2)+O(ρ−2g3), (16.37)
for ρ  1  1.2c4
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In conclusion,
mren(0,0)= 1 +
∑∞
n=0 ∂X0 |X→0Δγ(n)
1 +∑∞n=0 ρ−n∂2X‖ |X→0Δγ(n) (16.38)
= 1 +O(ρg
2)
1 − 8π3 g2c˜2 +O(ρg2)+O(ρ−2g3)
= 1 + 8π
3
g2c˜2 +O
(
g7/3
)
,
where the bounds have been optimized by choosing ρ = g1/3. Based on the isospectral renor-
malization group, we have here obtained rigorous error bounds with explicitly computable
constants. 
In the same spirit, it is possible, by use of the isospectral renormalization group, to determine
the renormalized mass to any given level of precision, with rigorous error bounds and explicitly
computable constants.
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