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Abstract. We study mapping properties of the averaging operator related to the variety V =
{x ∈ Fdq : Q(x) = 0}, where Q(x) is a nondegenerate quadratic polynomial over a finite field Fq
with q elements. This paper is devoted to eliminating the logarithmic bound appearing in the paper
[5]. As a consequence, we settle down the averaging problems over the quadratic surfaces V in the
case when the dimensions d ≥ 4 are even and V contains a d/2-dimensional subspace.
1. Introduction
Let V ⊂ Rd be a smooth hypersurface and dσ a smooth, compactly supported surface measure
on V. An averaging operator A over V is given by
Af(x) = f ∗ dσ(x) =
∫
V
f(x− y)dσ(y)
where f is a complex valued function on Rd. In this Euclidean setting, the averaging problem is to
determine the optimal range of exponents 1 ≤ p, r ≤ ∞ such that
(1.1) ‖f ∗ dσ‖Lr(Rd) ≤ Cp,r,d‖f‖Lp(Rd), f ∈ S(Rd)
where S(Rd) denotes the space of Schwartz functions. When V is the unit sphere Sd−1, this problem
is closely related to regularity estimates of the solutions to the wave equation at time t = 1, and it
was studied by R.S. Strichartz [12]. It is well known that Lp−Lr averaging results can be obtained
by the decay estimates of the Fourier transform of the surface measure dσ on V . For instance, if
|d̂σ(ξ)| = ∣∣∫V e−2piix·ξdσ(x)∣∣ . (1 + |ξ|)−α for some α > 0, then the averaging inequality (1.1) holds
whenever
1 ≤ p ≤ 2, 1
p
− 1
2
≤ 1
2
(
α
α+ 1
)
, and r = p′,
where p′ denotes the exponent conjugate to p (see [6, 11]). Thus, if |d̂σ(ξ)| . (1 + |ξ|)−(d−1)/2
and (1/p, 1/r) = (d/(d+ 1), 1/(d+ 1)), then the averaging estimate (1.1) holds. Since L1 −L1 and
L∞ − L∞ estimates are clearly possible, we see from the interpolation theorem that if |d̂σ(ξ)| .
(1 + |ξ|)−(d−1)/2, then Lp − Lr estimates hold whenever (1/p, 1/r) lies in the triangle ∆d with
vertices (0, 0), (1, 1), and (d/(d+ 1), 1/(d+ 1)). Moreover, it is well known that Lp − Lr estimates
are impossible if (1/p, 1/r) lies outside of the triangle ∆d. Such analogous phenomena were also
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observed in the finite field setting (see, for example, [1, 4, 5]).
On the other hand, if the optimal Fourier decay estimate of the surface measure dσ is given by
|d̂σ(ξ)| . (1 + |ξ|)−α for some α < (d− 1)/2,
then it is in general hard to prove sharp averaging results and some technical arguments are required
to deal with the case (see [3]). In the finite field case, this was also pointed out by the authors in [1].
As an analogue of Euclidean averaging problems, Carbery, Stones, and Wright [1] initially intro-
duced and studied the averaging problem in finite fields and the author with Shen has recently
investigated the averaging problem over homogeneous varieties. In this introduction, we shortly
review notation and definitions for averaging problems in the finite field setting and readers are
referred to [5] for further information and motivation on the averaging problem. Let Fdq be a d-
dimensional vector space over a finite field Fq with q elements. We endow the space Fdq with a
normalized counting measure “dx”. Let V ⊂ Fdq be an algebraic variety. Then a normalized surface
measure σ supported on V can be defined by the relation∫
f(x) dσ(x) =
1
|V |
∑
x∈V
f(x)
where |V | denotes the cardinality of V (see [9]). An averaging operator A can be defined by
Af(x) = f ∗ dσ(x) =
∫
f(x− y) dσ(y) = 1|V |
∑
y∈V
f(x− y)
where both f and Af are functions on (Fdq , dx). In this setting the averaging problem over V is to
determine 1 ≤ p, r ≤ ∞ such that
(1.2) ‖Af‖Lr(Fdq ,dx) ≤ C‖f‖Lp(Fdq ,dx),
where the constant C > 0 is independent of functions f and q, the cardinality of the underlying
finite field Fq.
Definition 1.1. Let 1 ≤ p, r ≤ ∞. We denote by A(p→ r) . 1 to indicate that the averaging
inequality (1.2) holds.
The main purpose of this paper is to obtain the complete Lp−Lr estimates of the averaging oper-
ators over varieties determined by nondegenerate quadratic form over Fq. Let Q(x) ∈ Fq[x1, . . . , xd]
be a nondegenerate quadratic form. Define a variety
S = {x ∈ Fdq : Q(x) = 0}.
We shall name this kind of varieties as a nondegenerate quadratic surface in Fdq . Since Q(x) is a
nondegenerate quadratic form, it can be transformed into a diagonal form a1x
2
1 + · · · + adx2d with
aj 6= 0 by means of a linear substitution (see [8]). Therefore, we may assume that any nondegenerate
quadratic surface can be written by the form
(1.3) S = {x ∈ Fdq : a1x21 + · · ·+ adx2d = 0}
where aj ∈ Fq \ {0}, j = 1, . . . , d. The necessary conditions for the averaging estimates over S were
given in [1, 5]. In fact, A(p→ r) . 1 only if (1/p, 1/r) lies in the convex hull of (0, 0), (0, 1), (1, 1),
and (d/(d+ 1), 1/(d+ 1)). It is known from [5] that this necessary conditions for A(p→ r) . 1 are
sufficient conditions if the dimension d ≥ 3 is odd. On the other hand, it was observed in [5] that
if d ≥ 4 is even and S contains a subspace H with |H| = qd/2, then A(p→ r) . 1 only if (1/p, 1/r)
lies in the convex hull of
(1.4) (0, 0), (0, 1), (1, 1),
(
d2 − 2d+ 2
d(d− 1) ,
1
d− 1
)
, and
(
d− 2
d− 1 ,
d− 2
d(d− 1)
)
.
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Figure 1. Necessary and Sufficient Conditions for A(p → r) . 1 in the case that
d ≥ 4 is even and S contains a d/2-dimensional subspace
In this paper we show that (1.4) is also the sufficient conditions for A(p → r) . 1 in the specific
case when the variety S contains d/2-dimensional subspace with d ≥ 4 even. See Figure 1.
1.1. Statement of main result.
Theorem 1.2. Let dσ be the normalized surface measure on the nondegenerate quadratic surface
S ⊂ Fdq , as defined in (1.3). Suppose that d ≥ 4 is an even integer and S contains a d/2-dimensional
subspace. Then A(p→ r) . 1 if and only if (1/p, 1/r) lies in the convex hull of
(0, 0), (0, 1), (1, 1),
(
d2 − 2d+ 2
d(d− 1) ,
1
d− 1
)
, and
(
d− 2
d− 1 ,
d− 2
d(d− 1)
)
.
Remark 1.3. If the dimension d ≥ 4 is even, then the diagonal entries aj can be prop-
erly chosen so that S contains a d/2-dimensional subspace H. Such an example is essentially
the following one (see Theorem 4.5.1 of [10]): S = {x ∈ Fdq :
∑d
k=1(−1)k+1x2k = 0} and H =
{(t1, t1, t2, t2, . . . , td/2, td/2) ∈ Fdq : t1, t2, . . . , td/2 ∈ Fq}.
Remark 1.4. From the observation (1.4), we only need to prove the “ if ” part of Theorem
1.2. Since dx is the normalized counting measure on Fdq , it follows from Young’s inequality that
A(p→ r) . 1 for 1 ≤ r ≤ p ≤ ∞. Thus, by duality and the interpolation theorem, it will be enough
to prove that
(1.5) ‖f ∗ dσ‖Ld−1(Fdq ,dx) . ‖f‖Ld(d−1)/(d2−2d+2)(Fdq ,dx) for all functions f on F
d
q .
The authors in [5] showed that this inequality holds for all characteristic functions on subsets of
Fdq . Here, we improve upon their work by obtaining the strong-type estimate.
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1.2. Outline of this paper. In the remaining parts of this paper, we focus on providing the
detail proof of Theorem 1.2. In Section 2, we review the Fourier analysis in finite fields and prove
key lemmas which are essential in proving our main theorem. The proof of Theorem 1.2 for even
dimensions d ≥ 6 will be completed in Section 3. Namely, when d ≥ 6 is any even integer, the
inequality (1.5) will be proved in Section 3. In the final section, we finish the proof of Theorem 1.2
by proving the inequality (1.5) for d = 4.
2. key lemmas
In this section we drive key lemmas which play a crucial role in proving Theorem 1.2. We begin
by reviewing the Discrete Fourier analysis and readers can be reffered to [5] for more information
on it. Let Fq be a finite field with q elements. Throughout this paper, we assume that q is a power
of odd prime so that the characteristic of Fq is greater than two. We denote by χ a nontrivial
additive character of Fq. Recall that the orthogonality relation of the canonical additive character
χ says that ∑
x∈Fdq
χ(m · x) =
{
0 if m 6= (0, . . . , 0)
qd if m = (0, . . . , 0),
where Fdq denotes the d-dimensional vector space over Fq and m·x is the usual dot-product notation.
Denote by (Fdq , dx) the vector space over Fq, endowed with the normalized counting measure “dx”.
Its dual space will be denoted by (Fdq , dm) and we endow it with a counting measure “dm”. If
f : (Fdq , dx)→ C, then the Fourier transform of the function f is defined on (Fdq , dm):
f̂(m) =
∫
Fdq
f(x)χ(−x ·m) dx = 1
qd
∑
x∈Fdq
f(x)χ(−x ·m) for m ∈ Fdq .
We also recall the Plancherel theorem:∑
m∈Fdq
|f̂(m)|2 = 1
qd
∑
x∈Fdq
|f(x)|2.
Throughout this paper, we identify the set E ⊂ Fdq with the characteristic function on the set E.
We denote by (dσ)∨ the inverse Fourier transform of the normalized surface measure dσ on S in
(1.3) . Recall that
(dσ)∨(m) =
∫
S
χ(m · x) dσ(x) = 1|S|
∑
x∈S
χ(m · x).
2.1. Gauss sums and estimates of (dσ)∨. Let η denote the quadratic character of Fq. For
each t ∈ Fq, the Gauss sum Gt(η, χ) is defined by
Gt(η, χ) =
∑
s∈Fq\{0}
η(s)χ(ts).
The absolute value of the Gauss sum is given as follows (see [8, 2]):
|Gt(η, χ)| =
{
q
1
2 if t 6= 0
0 if t = 0,
.
It turns out that the inverse Fourier transform of dσ can be written in terms of the Gauss sum.
The following was given in Lemma 4.1 of [5].
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Lemma 2.1. Let S be the variety in Fdq as defined in (1.3), and let dσ be the normalized surface
measure on S. If d ≥ 2 is even, then we have
(dσ)∨(m) =

qd−1|S|−1 + Gd1|S| (1− q−1)η(a1 · · · ad) if m = (0, . . . , 0)
Gd1
|S| (1− q−1)η(a1 · · · ad) if m 6= (0, . . . , 0),
m21
a1
+ · · ·+ m2dad = 0
− Gd1q|S|η(a1 · · · ad) if
m21
a1
+ · · ·+ m2dad 6= 0.
Here and throughout this paper we denote by η the quadratic character of Fq and we write G1 for
the Gauss sum G1(η, χ).
Lemma 2.1 yields the following corollary.
Corollary 2.2. Let S be the variety in Fdq as defined in (1.3) and let dσ be the normalized
surface measure on S. If d ≥ 4 is even, then we have
(2.1) |S| = qd−1 +Gd1(1− q−1)η(a1 · · · ad) ∼ qd−1,
and
(2.2) |(dσ)∨(m)| ∼
{
q−
(d−2)
2 if m 6= (0, . . . , 0), m21a1 + · · ·+
m2d
ad
= 0
q−
d
2 if
m21
a1
+ · · ·+ m2dad 6= 0.
Proof. By the definition of (dσ)∨(0, . . . , 0), it is clear that (dσ)∨(0, . . . , 0) = 1. Comparison
with Lemma 2.1 shows that
|S| = qd−1 +Gd1(1− q−1)η(a1 · · · ad).
Since |G1| = q1/2, it follows that |S| ∼ qd−1 for d ≥ 4 even. This proves (2.1). The inequality (2.2)
follows immediately from Lemma 2.1 because |G1| = q1/2 and |S| ∼ qd−1 for d ≥ 4 even. 
Remark 2.3. It is clear from (2.2) that if d ≥ 4 is even and S is any nondegenerate quadratic
surface in Fdq , then
(2.3) |(dσ)∨(m)| =
∣∣∣∣∣ 1|S|∑
x∈S
χ(m · x)
∣∣∣∣∣ ∼ 1qd−1
∣∣∣∣∣∑
x∈S
χ(m · x)
∣∣∣∣∣ . q− (d−2)2 for m ∈ Fdq \ {(0, . . . , 0)}.
2.2. Bochner-Riesz kernel. Recall that dσ is the normalized surface measure on the nonde-
generate quadratic surface S . In the finite field setting, the Bochner-Riesz kernel K is a function
on (Fdq , dm) and it satisfies that K = (dσ)∨ − δ0. Recall that dm denotes the counting measure on
Fdq . Notice that K(m) = 0 if m = (0, . . . , 0), and K(m) = (dσ)∨(m) otherwise. Also observe that
dσ = K̂ + δ̂0 = K̂ + 1.
Here, the last equality follows because δ0 is defined on the vector space with the counting measure
dm, and its Fourier transform δ̂0 is defined on the dual space with the normalized counting measure
dx. More precisely, if x ∈ (Fdq , dx), then
δ̂0(x) =
∫
m∈Fdq
χ(−m · x)δ0(m) dm =
∑
m∈Fdq
χ(−m · x)δ0(m) = 1.
Our main lemma is as follows.
Lemma 2.4. Suppose that d ≥ 6 is even. Then, for every E ⊂ Fdq , we have
(2.4) ‖E ∗ K̂‖
L
d−1
2 (Fdq ,dx)
.

q
−d2+2d−3
d−1 |E| d−3d−1 if 1 ≤ |E| ≤ q d−22
q
−d2+d−1
d−1 |E| if q d−22 ≤ |E| ≤ q d2
q−d+1|E| d−3d−1 if q d2 ≤ |E| ≤ qd.
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where K is the Bochner-Riesz kernel. On the other hand, for every E ⊂ F4q , it follows that
(2.5) ‖E ∗ K̂‖L6(F4q ,dx) .

q−
19
6 |E| 56 if 1 ≤ |E| ≤ q
q−
10
3 |E| if q ≤ |E| ≤ q2
q−3|E| 56 if q2 ≤ |E| ≤ q4.
Proof. Using the interpolation theorem, it suffices to prove that the following two inequalities
hold for all d≥ 4 even:
(2.6) ‖E ∗ K̂‖L∞(Fdq ,dx) . q−d+1|E|
and
(2.7) ‖E ∗ K̂‖L2(Fdq ,dx) .

q
−2d+1
2 |E| 12 if 1 ≤ |E| ≤ q d−22
q
−5d+4
4 |E| if q d−22 ≤ |E| ≤ q d2
q−d+1|E| 12 if q d2 ≤ |E| ≤ qd.
The estimate (2.6) can be obtained by applying Young’s inequality. In fact, we see that
‖E ∗ K̂‖L∞(Fdq ,dx) ≤ ‖K̂‖L∞(Fdq ,dx)‖E‖L1(Fdq ,dx).
Since ‖K̂‖L∞(Fdq ,dx) . q and ‖E‖L1(Fdq ,dx) = q−d|E|, the inequality (2.6) is established. To prove the
inequality (2.7), first use the Plancherel theorem. It follows that
‖E ∗ K̂‖2L2(Fdq ,dx) = ‖ÊK‖
2
L2(Fdq ,dm)
.
Now, we recall that dx is the normalized counting measure but dm is the counting measure. Thus,
the expression above is given by∑
m∈Fdq
|Ê(m)|2|K(m)|2 =
∑
m6=(0,...,0)
|Ê(m)|2|(dσ)∨(m)|2
∼ 1
qd−2
∑
m 6=(0,...,0):
m21
a1
+···+m
2
d
ad
=0
|Ê(m)|2 + 1
qd
∑
m6=(0,...,0):
m21
a1
+···+m
2
d
ad
6=0
|Ê(m)|2 = I + II,
where the first line and the second line follow from the definition of K and the inequality (2.2) in
Corollary 2.2, respectively. Applying the Plancherel theorem, it is clear that
(2.8) II ≤ 1
qd
∑
m∈Fdq
|Ê(m)|2 = q−2d|E|.
In order to obtain a good upper bound of I, we shall conduct two different estimates on I. First,
the Plancherel theorem yields
(2.9) I ≤ 1
qd−2
∑
m∈Fdq
|Ê(m)|2 = |E|
q2d−2
.
On the other hand, it follows that
I ≤ 1
qd−2
∑
m21
a1
+···+m
2
d
ad
=0
|Ê(m)|2 = 1
q3d−2
∑
m21
a1
+···+m
2
d
ad
=0
∑
x,y∈E
χ(−m · (x− y)).
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Now, let Sa = {m ∈ Fdq : m
2
1
a1
+ · · ·+ m2dad = 0} which is also a nondegenerate quadratic surface with
|Sa| ∼ qd−1. Then the expression above can be written by
1
q3d−2
∑
x,y∈E:x=y
|Sa|+ 1
q3d−2
∑
x,y∈E:x 6=y
(∑
m∈Sa
χ(−m · (x− y))
)
.
Now, we see from (2.3) that if x 6= y, then ∣∣∑m∈Sa χ(−m · (x− y))∣∣ . q d2 . Thus, we obtain that
I . q−2d+1|E|+ q−5d+42 |E|2.
Combining this with the inequality (2.9) gives
I . min
( |E|
q2d−2
, q−2d+1|E|+ q−5d+42 |E|2
)
.
In conjunction with the inequality (2.8), this shows that
‖E ∗ K̂‖2L2(Fdq ,dx) . min
( |E|
q2d−2
, q−2d+1|E|+ q−5d+42 |E|2
)
+ q−2d|E|.
Since (α+ β)1/2 ∼ α1/2 + β1/2 for α, β ≥ 0, it also follows that
‖E ∗ K̂‖L2(Fdq ,dx) . min
(
q−d+1|E| 12 , q−2d+12 |E| 12 + q−5d+44 |E|
)
+ q−d|E| 12 .
A direct computation shows that this implies the inequality (2.7). We complete the proof of Lemma
2.4.

3. Proof of Theorem 1.2 for d ≥ 6
In this section we provide the complete proof of Theorem 1.2 in the case that d ≥ 6 is even.
The proof for d = 4 shall be independently given in the following section. The main reason is as
follows. Lemma 2.4 shall be used to prove Theorem 1.2. If d ≥ 6 is even, then we have seen that
the inequality (2.4) of Lemma 2.4 follows by interpolating (2.6) and (2.7). However, if d is four,
then such an interpolation is too meaningless to assert that (2.4) holds for d = 4. As an alternative
approach, the inequality (2.5) of Lemma 2.4 shall be applied to complete the proof for d = 4. In
this case we need more delicate estimates.
Now we start proving Theorem 1.2 for d ≥ 6 even. As mentioned in Remark 1.4, it is enough
to prove the following statement.
Theorem 3.1. Let S be the variety in Fdq as defined in (1.3). If d ≥ 6 is even, then we have
‖f ∗ dσ‖Lr(Fdq ,dx) . ‖f‖Lp(Fdq ,dx) for all functions f on Fdq ,
where (p, r) =
(
d2−d
d2−2d+2 , d− 1
)
.
Proof. Let p = d
2−d
d2−2d+2 and r = d−1. We aim to prove that for every complex-valued function
f on Fdq ,
‖f ∗ dσ‖Lr(Fdq ,dx) . ‖f‖Lp(Fdq ,dx) =
q−d ∑
x∈Fdq
|f(x)|p
 1p .
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As in [7] we proceed with the proof by decomposing the function f to which the operator is applied
into level sets. Without loss of generality, we may assume that f is a nonnegative real-valued
function and ∑
x∈Fdq
|f(x)|p = 1.
Therefore, we may also assume that
(3.1) f =
∞∑
k=0
2−kEk,
where E0, E1, . . . are disjoint subsets of Fdq . It follows from these assumptions that
(3.2)
∞∑
j=0
2−pj |Ej | = 1,
and hence for every j = 0, 1, . . . ,
(3.3) |Ej | ≤ 2pj .
Recall that dσ = K̂ + 1 where K is the Bochner-Riesz kernel. It follows that
‖f ∗ dσ‖Lr(Fdq ,dx) ≤ ‖f ∗ K̂‖Lr(Fdq ,dx) + ‖f ∗ 1‖Lr(Fdq ,dx).
Since r > p and dx is the normalized counting measure on Fdq , it is clear from Young’s inequality
that
‖f ∗ 1‖Lr(Fdq ,dx) ≤ ‖f‖Lp(Fdq ,dx).
Therefore, it suffices to prove the following inequality
‖f ∗ K̂‖Lr(Fdq ,dx) . ‖f‖Lp(Fdq ,dx).
Since we have assumed that
∑
x∈Fdq |f(x)|p = 1, we see that ‖f‖Lp(Fdq ,dx) = q−d/p. Also observe that
‖f ∗ K̂‖2Lr(Fdq ,dx) = ‖(f ∗ K̂)(f ∗ K̂)‖L r2 (Fdq ,dx).
From these observations, our task is to show that
(3.4) q
2d
p ‖(f ∗ K̂)(f ∗ K̂)‖
L
r
2 (Fdq ,dx)
. 1.
Using (3.1), we see that
q
2d
p ‖(f ∗ K̂)(f ∗ K̂)‖
L
r
2 (Fdq ,dx)
≤ q 2dp
∞∑
k=0
∞∑
j=0
2−k−j‖(Ek ∗ K̂)(Ej ∗ K̂)‖L r2 (Fdq ,dx)
. q
2d
p q−d+1
∞∑
k=0
∞∑
j=k
2−k−j |Ek|‖(Ej ∗ K̂)‖L r2 (Fdq ,dx),
where the last line follows by the symmetry of k and j, and the inequality (2.6). Now, for each
j = 0, 1, 2, . . . , we consider the following three sets:
J1 = {j : 1 ≤ |Ej | ≤ q
d−2
2 },
J2 = {j : q
d−2
2 < |Ej | ≤ q d2 },
and
J3 = {j : q d2 < |Ej | ≤ qd}.
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Since r/2 = (d − 1)/2, it is clear from (2.4) in Lemma 2.4 that our goal is to prove the following
three inequalities:
(3.5) A1 := q
2d
p q−d+1q
−d2+2d−3
d−1
∞∑
k=0
∞∑
j=k:j∈J1
2−k−j |Ek||Ej |
d−3
d−1 . 1,
(3.6) A2 := q
2d
p q−d+1q
−d2+d−1
d−1
∞∑
k=0
∞∑
j=k:j∈J2
2−k−j |Ek||Ej | . 1,
(3.7) A3 := q
2d
p q−d+1q−d+1
∞∑
k=0
∞∑
j=k:j∈J3
2−k−j |Ek||Ej |
d−3
d−1 . 1.
First, we prove that the inequality (3.5) holds. Since p = d
2−d
d2−2d+2 , a direct computation shows
that q
2d
p q−d+1q
−d2+2d−3
d−1 = 1. Now recall from (3.3) that |Ej | ≤ 2pj for all j = 0, 1, . . . . Therefore, it
follows that
A1 ≤
∞∑
k=0
∞∑
j=k:j∈J1
2−k−j |Ek|2
jp(d−3)
d−1 ≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2
j
(
−1+ p(d−3)
d−1
)
.
Since−1+p(d−3)d−1 = −d−2d2−2d+2 < 0 and the sum over j is a geometric series, we see that
∑∞
j=k 2
j
(
−1+ p(d−3)
d−1
)
∼
2
k
(
−1+ p(d−3)
d−1
)
. Thus, the inequality (3.5) is established as follows:
A1 .
∞∑
k=0
|Ek|2k
(
−2+ p(d−3)
d−1
)
≤
∞∑
k=0
|Ek|2−pk = 1,
where we used the simple observation that −2 + p(d−3)d−1 < −p, and then the assumption (3.2).
Second, we prove that the inequality (3.6) holds. Let ε = 2d−4
d2−d . Since d ≥ 6, we see that 0 < ε < 1.
Write A2 as follows:
A2 = q
2d
p q−d+1q
−d2+d−1
d−1
∞∑
k=0
∞∑
j=k:j∈J2
2−k−j |Ek||Ej |1−ε|Ej |ε.
Since 0 < ε < 1, we notice from (3.3) that |Ej |1−ε ≤ 2p(1−ε)j . By the definition of the set J2, we
also see that |Ej |ε ≤ q dε2 for all j ∈ J2. Then, we have
A2 ≤ q
2d
p q−d+1q
−d2+d−1
d−1 q
dε
2
∞∑
k=0
∞∑
j=k:j∈J2
2−k−j |Ek|2p(1−ε)j
≤ q 2dp q−d+1q−d
2+d−1
d−1 q
dε
2
∞∑
k=0
2−k|Ek|
∞∑
j=k
2j(−1+p(1−ε)).
Notice that q
2d
p q−d+1q
−d2+d−1
d−1 q
dε
2 = 1, and the geometric series over j converges to ∼ 2k(−1+p(1−ε))
because −1 + p(1 − ε) = −d+2
d2−2d+2 < 0 for d ≥ 6. From this observation and (3.2), the inequality
(3.6) follows because we have
A2 .
∞∑
k=0
|Ek|2k(−2+p(1−ε)) =
∞∑
k=0
|Ek|2−pk = 1.
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Finally, we show that the inequality (3.7) holds. As in the proof of the inequality (3.6), we let
0 < δ = 4
d2−d < 1 for d ≥ 6. The value A3 is written by
A3 = q
2d
p q−d+1q−d+1
∞∑
k=0
∞∑
j=k:j∈J3
2−k−j |Ek||Ej |δ+
d−3
d−1 |Ej |−δ.
Notice from (3.3) that |Ej |δ+
d−3
d−1 ≤ 2p(δ+ d−3d−1)j for all j = 0, 1, 2, . . . . By the definition of J3, it is
easy to notice that |Ej |−δ ≤ q−dδ2 for j ∈ J3. It therefore follows that
A3 ≤ q
2d
p q−d+1q−d+1q
−dδ
2
∞∑
k=0
∞∑
j=k:j∈J3
2−k−j |Ek|2p(δ+
d−3
d−1)j
≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2(−1+p(δ+
d−3
d−1))j
∼
∞∑
k=0
|Ek|2(−2+p(δ+
d−3
d−1))k =
∞∑
k=0
|Ek|2−pk = 1,
where we used the facts that q
2d
p q−d+1q−d+1q
−dδ
2 = 1,
(
−1 + p
(
δ + d−3d−1
))
= −d+2
d2−2d+2 < 0 for
d ≥ 6, and
(
−2 + p
(
δ + d−3d−1
))
= −p, and then the assumption (3.2) for the last equality. Thus,
the inequality (3.7) holds and the proof of Theorem 3.1 is complete. 
4. Proof of Theorem 1.2 for d = 4
As observed in Remark 1.4, it amounts to showing the following statement.
Theorem 4.1. Let S be the variety in F4q as defined in (1.3). Then, we have
‖f ∗ dσ‖L3(F4q ,dx) . ‖f‖L 65 (F4q ,dx) for all functions f on F
4
q .
Proof. We will proceed by the similar ways as in the previous section. However, the proof of
the theorem will be based on (2.5), rather than (2.4) in Lemma 2.4. We begin by recalling from
(2.5) and (2.7) that
(4.1) ‖E ∗ K̂‖L6(F4q ,dx) .

q−
19
6 |E| 56 if 1 ≤ |E| ≤ q
q−
10
3 |E| if q ≤ |E| ≤ q2
q−3|E| 56 if q2 ≤ |E| ≤ q4,
and
(4.2) ‖E ∗ K̂‖L2(F4q ,dx) .
 q
− 7
2 |E| 12 if 1 ≤ |E| ≤ q
q−4|E| if q ≤ |E| ≤ q2
q−3|E| 12 if q2 ≤ |E| ≤ q4.
We must show that for all complex-valued functions f on F4q ,
‖f ∗ dσ‖L3(F4q ,dx) . ‖f‖L 65 (F4q ,dx).
As noticed in the previous section, it suffices to prove this inequality under the following assump-
tions: ∑
x∈F4q
|f(x)| 65 = 1 and f =
∞∑
k=0
2−kEk,
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where E0, E1, . . . are disjoint subsets of F4q . From these assumptions, it is clear that
(4.3)
∞∑
j=0
2−
6j
5 |Ej | = 1 for all j = 0, 1, . . . .
This clearly implies that
(4.4) |Ej | ≤ 2
6j
5 for all j = 0, 1, . . . .
According to (3.4), it is enough to prove that
q
20
3 ‖(f ∗ K̂)(f ∗ K̂)‖
L
3
2 (F4q ,dx)
. 1.
Since f =
∑∞
k=0 2
−kEk, it is enough to show that
q
20
3
∞∑
k=0
∞∑
j=0
2−k−j‖(Ek ∗ K̂)(Ej ∗ K̂)‖
L
3
2 (F4q ,dx)
. 1.
By the symmetry of k and j, and the Ho¨lder inequality, our task is to prove
q
20
3
∞∑
k=0
∞∑
j=k
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx) . 1.
Main steps to prove this inequality are summarized as follows. By considering the sizes of |Ek| and
|Ej |, we first decompose
∑∞
k=0
∑∞
j=k as nine parts. Next, using the estimates (4.1),(4.2), (4.4),
(4.3), and a convergence property of a geometric series, we show that each part of them is . 1,
which completes the proof of Theorem 4.1. For the sake of completeness, we shall give full details.
To do this, let us define the following 9 sets: for N = {0, 1, . . . },
I1 = {(k, j) ∈ N ×N : k ≤ j, 1 ≤ |Ek| ≤ q, 1 ≤ |Ej | ≤ q},
I2 = {(k, j) ∈ N ×N : k ≤ j, 1 ≤ |Ek| ≤ q, q < |Ej | ≤ q2},
I3 = {(k, j) ∈ N ×N : k ≤ j, 1 ≤ |Ek| ≤ q, q2 < |Ej | ≤ q4},
I4 = {(k, j) ∈ N ×N : k ≤ j, q < |Ek| ≤ q2, 1 ≤ |Ej | ≤ q},
I5 = {(k, j) ∈ N ×N : k ≤ j, q < |Ek| ≤ q2, q < |Ej | ≤ q2},
I6 = {(k, j) ∈ N ×N : k ≤ j, q < |Ek| ≤ q2, q2 < |Ej | ≤ q4},
I7 = {(k, j) ∈ N ×N : k ≤ j, q2 < |Ek| ≤ q4, 1 ≤ |Ej | ≤ q},
I8 = {(k, j) ∈ N ×N : k ≤ j, q2 < |Ek| ≤ q4, q < |Ej | ≤ q2},
I9 = {(k, j) ∈ N ×N : k ≤ j, q2 < |Ek| ≤ q4, q2 < |Ej | ≤ q4}.
4.1. Estimate of the sum over I1. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I1
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.
∑
(k,j)∈I1
2−k−j |Ek|
5
6 |Ej | 12 ≤
∑
(k,j)∈I1
2−k−j |Ek|2
3j
5 since |Ej | 12 ≤ 2
3j
5 by (4.4)
≤
∞∑
k=0
|Ek|2−k
∞∑
j=k
2−
2j
5 ∼
∞∑
k=0
|Ek|2−
7k
5 ≤
∞∑
k=0
2−
6k
5 |Ek| = 1 by (4.3).
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4.2. Estimate of the sum over I2. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I2
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q− 12
∑
(k,j)∈I2
2−k−j |Ek|
5
6 |Ej | ≤ q− 12
∑
(k,j)∈I2
2−j |Ej | since 2−k|Ek|
5
6 ≤ 1 by (4.4)
≤
∑
(k,j)∈I2
2−j |Ej | 34 since |Ej | 14 ≤ q 12 for (k, j) ∈ I2
≤
∞∑
k=0
∞∑
j=k
2−
j
10 by (4.4)
∼
∞∑
k=0
2−
k
10 ∼ 1.
4.3. Estimate of the sum over I3. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I3
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q 12
∑
(k,j)∈I3
2−k−j |Ek|
5
6 |Ej | 12 ≤ q 12
∑
(k,j)∈I3
2−j |Ej | 12 by (4.4)
=
∑
(k,j)∈I3
2−j |Ej | 34 q 12 |Ej |− 14 <
∑
(k,j)∈I3
2−j |Ej | 34 since q2 < |Ej | for (k, j) ∈ I3
≤
∞∑
k=0
∞∑
j=k
2−
j
10 ∼
∞∑
k=0
2−
k
10 ∼ 1.
where (4.4) was also used to obtain the last inequality .
4.4. Estimate of the sum over I4. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I4
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q− 16
∑
(k,j)∈I4
2−k−j |Ek||Ej |
1
2 ≤ q− 16
∑
(k,j)∈I4
2−k|Ek|2−j2
3j
5 by (4.4)
≤q− 16
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−
2j
5 ∼ q− 16
∞∑
k=0
2−
7k
5 |Ek|
≤
∞∑
k=0
2−
6k
5 |Ek| = 1 by (4.3).
4.5. Estimate of the sum over I5. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I5
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q− 23
∑
(k,j)∈I5
2−k−j |Ek||Ej | ≤
∑
(k,j)∈I5
2−k−j |Ek||Ej |
2
3 since |Ej | 13 ≤ q 23 for (k, j) ∈ I5
≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−
j
5 ∼
∞∑
k=0
2−
6k
5 |Ek| = 1,
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where we used (4.4), the convergence of a geometric series, and (4.3) in the last line.
4.6. Estimate of the sum over I6. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I6
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q 13
∑
(k,j)∈I6
2−k−j |Ek||Ej |
1
2 <
∑
(k,j)∈I6
2−k−j |Ek||Ej |
1
2
+ 1
6 since |Ej |− 16 < q− 13 for (k, j) ∈ I6
≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−
j
5 ∼
∞∑
k=0
2−
6k
5 |Ek| = 1,
where (4.4), the convergence of a geometric series, and (4.3) were also applied in the last line.
4.7. Estimate of the sum over I7. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I7
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q 16
∑
(k,j)∈I7
2−k−j |Ek|
5
6 |Ej | 12 = q 16
∑
(k,j)∈I7
2−k−j |Ek||Ek|−
1
6 |Ej | 12
<q
1
6
− 1
3
∑
(k,j)∈I7
2−k|Ek|2−
2j
5 by observing |Ek|−
1
6 < q−
1
3 for (k, j) ∈ I7 and by (4.4)
≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−
2j
5 ∼
∞∑
k=0
2−
7k
5 |Ek| ≤
∞∑
k=0
2−
6k
5 |Ek| = 1.
4.8. Estimate of the sum over I8. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I8
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q− 13
∑
(k,j)∈I8
2−k−j |Ek|
5
6 |Ej | = q− 13
∑
(k,j)∈I8
2−k−j |Ek||Ej |
2
3 |Ek|−
1
6 |Ej | 13
<
∑
(k,j)∈I8
2−k−j |Ek||Ej |
2
3 since |Ek|−
1
6 < q−
1
3 , |Ej | 13 ≤ q 23 for (k, j) ∈ I8
≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−
j
5 ∼
∞∑
k=0
2−
6k
5 |Ek| = 1.
4.9. Estimate of the sum over I9. It follows from (4.1) and (4.2) that
q
20
3
∑
(k,j)∈I9
2−k−j‖(Ek ∗ K̂)‖L6(F4q ,dx)‖(Ej ∗ K̂)‖L2(F4q ,dx)
.q 23
∑
(k,j)∈I9
2−k−j |Ek|
5
6 |Ej | 12 = q 23
∑
(k,j)∈I9
2−k−j |Ek||Ej |
1
2
+ 1
6 |Ek|−
1
6 |Ej |− 16
<
∑
(k,j)∈I9
2−k−j |Ek||Ej |
1
2
+ 1
6 since |Ek|−
1
6 , |Ej |− 16 < q− 13 for (k, j) ∈ I9
=
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−j |Ej | 23 ≤
∞∑
k=0
2−k|Ek|
∞∑
j=k
2−
j
5 ∼
∞∑
k=0
2−
6k
5 |Ek| = 1,
where we also used (4.4), the convergence of a geometric series, and (4.3) in the last line. 
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