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Note on Raman Results
It is interesting to note from fig. S10 that at high frequencies, the Raman signal does not change with an increasing number of periods as drastically as it does at low frequencies. We interpret this as a result of the dominance of the inelastic scattering at high frequencies at room temperature, while the weakening or complete disappearance in the Raman signal at low frequencies with increasing number of periods is a result of localization, since these low frequency phonons have mean free paths (MFPs) comparable to or longer than the localization length according to Fig. 3D .
Note on the Modulation Frequency Dependence of Thermal Conductivity
The pump modulation frequency dependence of the thermal conductivity provides further evidence of the significant MFP reduction in SLs with ErAs nanodots. While thermal conductivity decreases with increasing modulation frequency in the 300-period reference SLs, as seen in fig. S11 , no such dependence exists in the 300-period SL with 25% interface coverage with ErAs dots. The modulation frequency dependence in the reference samples is indicative of ballistic transport. A lower modulation frequency leads to a deeper penetration of the thermal signal so that the resulting thermal conductivity has fewer trace ballistic effects. In the reference samples, these trace ballistic effects, which affect long-wavelength phonons, are evident in the decreasing thermal conductivity with decreasing thermal penetration depth or increasing pump modulation frequency. The absence of these effects in the 300 period SL with 25% ErAs interface coverage, however, indicates that the long MFP phonons contributing to heat conduction in GaAs/AlAs SLs are reduced to unobservable levels in the SLs with ErAs dots. This observation is consistent with the consequences of localization.
Notes on Experimental Sensitivity A range of sensitivity and uncertainty analyses were performed to evaluate the reliability of the experimental data. Specifically, the following perspectives were considered.
• Sensitivity defined as the derivative of an experimental observable with respect to a fitting parameter 50 . This is a widely used scheme to evaluate how sensitive a measured signal is to a small variation in different fitting parameters. Some example results are shown in fig. S6A -B.
• Residual maps/contours that reveal potential coupling between fitting parameters 51 , such as the interface thermal conductance (G) and sample thermal conductivity (k). The idea is that usually many (G, k) pairs lead to computed TDTR curves that are in equally good agreement (in terms of fitting residuals) with the same experimental data. By mapping out the fitting residuals on the Gk plane, one can get a good idea of how sensitive an experiment is to changes in G and k. In addition, one obtains the range of G and k that could fit a given experimental curve. A small range indicates that only small fitting uncertainty is possible. Some example results are shown in fig. S6C -D.
• Monte Carlo simulations with real experimental parameters and typical noise 52 . This is a direct approach for evaluating the uncertainty and reliability of a TDTR measurement. The idea is to first numerically generate a great number of TDTR curves based on measured material properties and typical experimental noise, and then perform data fitting and statistical analysis. Comparing the fitted values to the initially used material properties reveals whether TDTR is sufficiently sensitive for a given experimental scenario.
In the Monte Carlo simulations, we assumed a normal distribution for the uncertainties in various input parameters. Specifically, a 5% standard deviation was assumed for the laser spot size, 2% for the Al layer thickness, and 5% for materials properties such as thermal conductivity and specific heat. We further added Gaussian noise to the simulated curves, with a 1% standard deviation for the normalized amplitude, and a standard deviation of 0.1 degree for the phase. For the nonlinear least square fitting, the measured G on the bulk GaAs control samples was always used as the initial guess for G on the SLs, which is key for reducing experimental uncertainties. In comparison, the search space for k spanned two orders of magnitude around the measured values. We ran 500 Monte Carlo runs for each case. Some example results are shown in fig. S7 .
We applied the three approaches on representative experimental cases and obtained consistent results. We have focused especially on experiments using the 25% ErAs coverage samples, because they show the most prominent localization signatures. Of particular importance are the cases with thin samples at low temperatures, which are listed below in Table S1 . Thin samples are relatively difficult to measure because they have small heat capacity and behave just like pure thermal resistors, similar to an interface. Low temperatures are challenging as they lead to lower interface thermal conductance, which further results in larger uncertainty in sample thermal conductivity, since the interface and the sample are effectively two resistors in series. Despite these uncertainties, our simulation shows that other than the 4-period sample at 30 K, the extracted results are reliable based on amplitude data.
Notes on Raw Experimental Data
In fig. S12 , we present original experimental TDTR response curves at 30 K, 40 K, and 200 K for all samples at 6 MHz modulation frequency. At 30 K, we note that the 4 to 16-period reference SL data fall all onto one curve, which is consistent with the results of ballistic transport. We note that for SLs with ErAs dots, there are clear differences even for the thin samples, and these systematic changes are more pronounced with 25% ErAs. Same type (Reference, 8% ErAs, 25% ErAs) of samples with periods 4, 8, 12 and then 16, 100, 200, 300 are typically measured in the same batch with all samples anchored to the same cold finger, ensuring that the signal changes are systematic. We view this as potentially the results of decreasing transmittance due to ErAs dots that eventually leads to localization but acknowledge that we do not have the ability to simulate such curves at this stage, except extracting an effective thermal conductivity value as presented in the manuscript. There are no obvious defects. Note that the 8% samples show consistent dots distribution from bottom to top, while the 25% samples show slight variations. Localization is observed in both the 8% and 25% samples, ruling out that the cause of experimental observations on thermal transport is due to dots variation.
Fig. S3. Sample structural characterizations using XRD, TEM, and PNR. (A) Synchrotron
X-ray diffraction of 300-period reference SL with 0.1° incidence (red curve) which is sensitive only to the very top layer of the samples, and incident angle penetrating the entire SLs (blue curve). The strain difference between the top layer and the entire SL is only ~3.6×10 -4 . (B) Same as (A) but for 8% ErAs 300-period sample, with measured strain difference ~2.1×10 -4 . This indicates that the strain level is uniform through the whole thickness of the samples. TEM-based strain mapping of (C) an 8% ErAs 12-period SL sample, (D) an 8% ErAs 300-period SL sample, and (E) 12-period and 300-period SL reference samples. In all cases, the strain is only localized at the GaAs-AlAs interfaces (red-color ed region), with no long-range strain across the SL built up. The higher strain region only occurs in the Pt protection layer in (D). (F) polarized neutron reflectivity curves of 8-pd of 25% ErAs doped (green) and 8% ErAs doped (magenta) GaAs/AlAs SL, measured at 0 H = 0.7 T and T = 4 K. The 8% curve is vertically shifted for visual clarity. ) show an example when the measurement is more sensitive to the interface thermal conductance, which is also closely coupled with the sample thermal conductivity. The contours were computed for a pump modulation frequency of 3 MHz, and a normalized fitting residual value of 0.03. shows for the latter case coupling between the interface thermal conductance and the SL thermal conductivity, with the extracted (G, k) pairs scattered along the curve that assumes a fixed total thermal resistance (treating the interface and the SL as resistors in series). 
