The recent proliferation of novel mass spectrometers such as Fourier transform, QTOF, and OrbiTrap marks a transition into the era of precision mass spectrometry, providing a 2 orders of magnitude boost to the mass resolution, as compared to low-precision ion-trap detectors. We investigate peptide de novo sequencing by precision mass spectrometry and explore some of the differences when compared to analysis of low-precision data. We demonstrate how the dramatically improved performance of de novo sequencing with precision mass spectrometry paves the way for novel approaches to peptide identification that are based on direct sequence lookups, rather than comparisons of spectra to a database. With the direct sequence lookup, it is not only possible to search a database very efficiently, but also to use the database in novel ways, such as searching for products of alternative splicing or products of fusion proteins in cancer. Our de novo sequencing software is available for download at
Introduction
In the past decade, tandem mass spectrometry (MS/MS) has emerged as a technology of choice for high-throughput proteomics. The precision and resolution of mass spectrometers are key parameters that draw a line between what is possible and what is impossible in MS/MS-based proteomics today. Instruments like the Quadrupole Time-of-flight (QTOF) mass spectrometers are capable of accuracy in the range of a few parts-per-million. 1 Continuous efforts to improve mass resolution recently resulted in the breakthrough development of Fourier transform MS techniques, including magnet-based ion cyclotron resonance (ICR) instruments 2 and electrostatic FT traps ("Orbitraps"), 3 that improve resolution by 2 to 3 orders of magnitude as compared to conventional mass spectrometers. Emergence of precision mass spectrometry heralds a new era in proteomics and makes it possible to address the problems that were previously beyond the reach of traditional MS techniques.
Traditionally, there have been two approaches to peptide interpretation: the database search [4] [5] [6] [7] and de novo sequencing. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] However, this separation is somewhat artificial, since the de novo search can be viewed as a search in the very large database of all possible peptides. In recent years, the boundaries between these two methods have started to blur with de novo sequencing being used to generate tags for database filtration [20] [21] [22] [23] [24] and for homology-based BLAST-like searches. [25] [26] [27] However, using de novo sequencing directly for peptide identification is not widely practiced; low resolution, incomplete fragmentation, and homeometric peptides (which we define below) make de novo approaches less accurate than the database search. Currently, even the leading de novo algorithms correctly call only 70-75% of the amino acids, [16] [17] [18] with only approximately 30% of all peptides identified without errors (as benchmarked for Lutefisk, 8 SHERENGA, 9 Peaks, 15 and PepNovo in ref 16 ).
With its significantly higher accuracy and resolution, precision mass spectrometry offers the opportunity for superior sequencing performance. However, since precision mass spectrometry is a relatively new area, there is still a shortage of publicly available FT-ICR and OrbiTrap datasets and computational tools geared toward these new instruments. Moreover, accurate de novo sequencing with precison mass spectrometry remains a challenge. Indeed, previous sequencing approaches for precision mass spectrometry data required particular experimental setups, such as the use of dual fragmentation pathways (CAD/ECD) for de novo sequencing. 19, 28 Other approaches are based on computing amino acid composition, 29, 30 thus, making them accurate but rather slow for high-throughput sequencing. Also, these algorithms did not take advantage of the spectrum graphs, the key computational technique behind de novo peptide sequencing. In this paper, we apply the powerful spectrum graph techniques to precision mass spectrometry and argue that precision mass spectrometry calls for development of new computational ideas for peptide identification. In particular, we show that the percentage of error-free peptide identifications increases from approximately 30% for traditional MS instruments to 90% for precision mass spectrometry. Recently, Savitski et al. 19, 31 proposed a de novo algorithm for a special experimental setup for FT based on complementary fragmentation methods (ECD and CAD). In this work, they were able to overcome the problems associated with the incomplete fragmentation of stand-alone CAD and produce accurate peptide reconstructions. Our approach achieves similar accuracy in the standard spectral acquisition mode that is well amenable to high-throughput analysis.
With the current methodology, an MS/MS database search compares every mass spectrum against every peptide in a database (within a specified precursor mass tolerance) so the running time typically scales linearly with the database size and exponentially with the number of post-translational modifications (PTMs) considered. This makes comparison of millions of spectra against many peptides computationally prohibitive. Recently developed MS/MS database search tools such as X! Tandem 6 and InsPecT 7 achieve orders of magnitude reduction in the running time of peptide identification by using filtration methods. Using precision mass spectrometry can greatly reduce the computational cost of database searches by taking advantage of the accurate precursor mass measurements to eliminate a larger proportion of the database peptides from consideration.
In this work, we demonstrate the feasibility of a different approach to database search, which delivers fast and accurate peptide identification. Our algorithm capitalizes on precision mass spectrometry to generate accurate de novo sequences for each query mass spectrum. These sequences are compared to the database using fast pattern matching (e.g., hash table lookup), as opposed to slow spectra matching. The bulk of our algorithm's analysis is performed by de novo sequencing (that is very fast); therefore, the running time is practically independent of the database size. The difference between the traditional approach and our de novo-based approach is illustrated in Figure 1 .
Having running time independent of the database size is an important advantage over the traditional MS/MS database search algorithms. However, this advantage is less crucial for traditional database searches with precision MS/MS, since the accurate precursor mass serves as a filter to reduce the number of explored variants. More important is an ability to analyze peptides that are not in the database, for example, alternatively spliced variants, fusion proteins, programmed frame shifts, and so forth. While traditional database search often fails in such cases (the effective database size in such applications is too high to be explicitly generated), our approach opens a possibility to address them with combinatorial pattern matching algorithms. For example, Tanner et al. 32 recently succeeded in identifying new alternatively spliced genes via MS/MS analysis. However, the database in this case includes all putative (potentially overlapping) exons in human genome and all putative splice junctions. With our approach, the search for alternative splicing can be reduced to a simple version of spliced alignment problem, a well-studied problem in genomics.
Methods

Homeometric Peptides.
We first introduce the concept of homeometric peptides that are different peptides with similar theoretical MS/MS spectra, which can induce sequencing errors both with de novo and database search algorithms. We show that homeometric peptides are abundant, making it inherently impossible to design an accurate de novo sequencing algorithm that outputs a single peptide as a solution. We therefore argue that peptide sequencing algorithms should output multiple solutions and show how to design such algorithms.
For a peptide P of length k, let P B ) {P 1, P2, ..., Pk} be the set of all prefix masses of P, and let P A 18 ) {P-1 + 18, P-2 + 18, ..., P-k + 18} be the set of all suffix masses of P plus a mass of 18 Da. (The prefix masses correspond to the N-terminal b-ion series, and the suffx masses correspond to the C-terminal y-ion series.) Given a mass tolerance threshold and two sets of masses X ) {x1, ..., xn} , Y ) {y1, ..., yn} , we say that X ≈ Y, if |xi -yi| < for 1 e i e n. We say that a set X does not explain a mass y if |x -y| > for every x ∈ X. The distance between sets X and Y is defined as the number of elements in Y not explained by X plus the number of elements in X not explained by Y. Peptides P and Q are called homeometric if
, that is, if P's and Q's theoretical spectra are the same (up to a mass tolerance threshold ). Peptides P and Q are called δ-homeometric if the distance between P B ∪ P A 18 and Q B ∪ Q A 18 , is less than δ, that is, P's and Q's theoretical spectra are the same up to a mass tolerance threshold , except for δ mismatched peaks.
Homeometric peptides are ubiquitous in low-precision settings. For instance, there is over a 30% chance that an arbitrary peptide of length 10 has a homeometric peptide (see Figure  3) . These percentages grow if we loosen the requirements and consider δ-homeometric peptides for small δ. A simple way to generate δ-homeometric peptides (for δ ) 2) is to swap adjacent amino acids in the peptide. However, more subtle instances of homeometric peptides can be created by switching between prefix and suffix vertices in the spectrum graph (see Section 2.2 for a definition of spectrum graphs). Figure 2a shows an illustration of a mass spectrum for the peptide DHGMPF, and panel b depicts the spectrum graph created from the b-and y-ions of that peptide. The graph contains two paths, the path of prefix masses (blue), and the reverse path of suffix masses (red). However in addition to these paths, there exists a path DFMGSF representing a homeometric peptide that Figure 2c shows a rearranged version of the spectrum graph that gives a better understanding how the path for the homeometric peptide is obtained. The path for the peptide DFMGSF starts at the prefix path, crosses over to the suffix path (using amino acid F), traverses the suffix path (amino acids MG), returns to prefix path (using amino acid S), and continues along the prefix path. Figure 2 illustrates that the key for having homeometric peptides is a pair of crossover edges between the prefix and suffix paths' vertices (these crossover edges also lead to symmetric paths for which the antisymmetric peptide sequencing algorithms were developed. 12 ) As observed by Budnik et al. 33 the crossover edges are quite common, making the confident de novo sequencing of many peptides impossible.
De Novo Peptide Sequencing with Precision Mass Spectrometry.
De novo peptide sequencing is a fast alternative to the database search (although, in most cases, it produces less accurate results 16 ). Most de novo algorithms model all possible peptides as paths in a spectrum graph, a directed acyclic graph with vertices corresponding to putative prefix masses (cleavage sites) of the peptide. 9, 34 Two vertices are connected by a directed edge from the vertex with the lower mass to the one with a higher mass if the difference between them equals the mass of an amino acid. Dancik et al. 9 describe in detail the construction and scoring of the spectrum graph. Since peptide fragmentation is often incomplete, the spectrum graph may be disconnected. For this reason, we add edges corresponding to masses of pairs (triples, etc.) of amino acids. With the high resolution of FTMS, we can use edges of up to three amino acids (which compensate for up to two consecutive missing backbone cleavages) without significant increase in computational complexity.
De novo algorithms attempt to find a peptide P that maximizes the probability of generating the query spectrum (under a certain probabilistic model). Dancik scoring 9 is based on a rigorous probabilistic model for computing this probability from fragment ion propensities defined in Table 2 . The model we use implements two simple extensions to their basic scoring model. The first extension incorporates peak ranks into the scoring model. The second extension is to add the modeling of dependencies between fragments using the probabilistic model of the PepNovo algorithm. 16 Considering peak intensities improves scoring, since highintensity peaks are likely to represent y-and b-ion fragments. However, large variance in the absolute peak intensities exhibited in mass spectra makes it difficult to account for them in a framework of a rigorous probabilistic model. For this reason, peak intensities need to be normalized before being scored. From our experience, using the peaks' relative ranks in the spectrum, rather than their actual absolute intensities, gave optimal results in the scoring we used (compare to Tanner et al. 7 ). We incorporated the peak ranks into the Dancik scoring using the distribution of peak ranks according to the fragment types as defined in Table 1 (see Section 3.1 for further details on the selection of these fragment types).
The Dancik scoring models different fragment ions as independent random variables. In practice, this assumption is often violated; for example, the variables corresponding to band y-ions are highly correlated. We used the probabilistic network structure of the PepNovo algorithm 16 to incorporate such fragment correlations into our scoring model.
Our de novo sequencing algorithm finds the highest scoring path in the spectrum graph in time linear in the number of edges. [Note that we ignore the problem of symmetric paths, since they are very rare with precision MS data (symmetric paths are formed when single peaks are used with multiple interpretations, e.g., a peak appears in one of the path's nodes as a b-ion and in another node as a y-ion). However, if solution paths are required to be antisymmetric, the method of Chen et al. 12 can be used (it runs in time proportional to the product of the number of edges and the number of vertices in the spectrum graph.)] Since the path may contain double and triple edges, we define it as a correct reconstruction if all vertices in the path correspond to correct cleavages in the peptide. As a result, our reconstruction represents amino acid sequences with gaps corresponding to masses of double and triple edges in the spectrum graph.
The gapped peptide P found by our algorithm is correct for 90% of spectra (see Table 3 ). However, in most of the remaining 10% of spectra, the optimal path uses a single incorrect vertex, thus, indicating that the optimal path usually comes close to the path representing the correct solution and represents δ-homeometric peptides for a small δ. Since the difference in score between the optimal path and the correct solution is usually small, we advocate the search for suboptimal paths in the spectrum graph as potential peptide reconstructions. We empirically found a bound σ for the maximal score difference between the highest scoring optimal path and the correct suboptimal path (σ was set to the maximum score difference found in our training data). Using this threshold, we can remove all vertices from the spectrum graph that do not participate in any σ-suboptimal path. These vertices are found in linear time by using dynamic programming to compute the highest scoring paths from the source vertex (vertex corresponding to mass 0) to each vertex v and from each vertex v to the sink (vertex corresponding to the precursor mass). After summing up these values and removing vertices for which the resulting score is deficient by more than σ, we are left with very small spectrum graphs (typically 50% of vertices are removed, leaving about 20 vertices per 1000 Da of mass). These filtered graphs contain a smaller number of paths that can be generated by a depth-first search that prunes paths that cannot lead to σ-suboptimal solutions.
Peptide Identification Using De Novo Sequences.
Most database search algorithms follow a canonical approach in which the query spectrum is compared to every database a Statistics were collected from 376 FT-ICR spectra of unique doubly charged peptides. We grouped peak ranks into a small set of 8 rank levels as follows: (I) the peak ranked 1, (II) ranks 2 and 3, (III) ranks 4-7, (IV) ranks 8-12, (V) ranks 13-20, (VI) ranks 21-30, (VII) ranks 31-55, and (VIII) ranks 56-∞.
peptide (within a given mass tolerance). Precision mass spectrometry offers the opportunity to forego this (potentially) timeconsuming approach. We show how de novo sequencing enables a fast database search program that does not involve comparison of spectra to database peptides and has running time that is practically independent of the database size and the number of PTMs being searched.
In a sense, the approach we present below extends the idea of filtration, 7, [20] [21] [22] [23] [24] by capitalizing on the high precision of FT-ICR to create longer and more accurate gapped tags. Our algorithm consists of two stages. In the first stage, we generate de novo peptide reconstructions which are used in the second stage, the database lookup.
Our algorithm works as follows. Given a query spectrum, we generate the top k de novo reconstructions (gapped peptides), as described in Section 2.2. Typically, a value of k ) 10 will suffice to have a 98% retrieval rate from the database (see Table  3 ). We then proceed to use the gapped de novo peptide reconstructions for the database lookup. While searching the database with a gapped peptide P is already much faster than the spectrum versus database scan performed by algorithms such as Sequest 4 or Mascot, 5 we further speed up the search and forego the database scan altogether. This is achieved by filling gaps in P with all possible combinations of amino acids and further searching the database with the resulting set P* of continuous amino acid strings. This can be done instantly if the database is preprocessed, such as using a hash table or suffix tree (checking if P* is present in a hash table typically requires a single read to memory). Note that these indexed database need to be created only once, and this too can be done relatively quickly (creating a hash table for a large sequence file takes only several seconds).
In practice, it does not make sense to query the database with peptides longer than 8 amino acids, since spurious database hits of such length have negligent probability. Therefore, if P* contains sequences longer than 8 amino acids, we restrict P* to sequences of length 8 that are generated from the subpath of P with the minimal number of possibilities to fill its gaps. When the generated sequences do not span the entire mass range of the original peptide, we take note of the distance from the N-terminal to mass of the vertex at the beginning of the sequences' path, and the distance from the end of the path to the C-terminal, similarly, to InsPecT algorithm. 7 These mass offsets are very useful for filtering spurious database hits, since most random hits to the database will not have flanking sequences that can lead to a successful extension to the correct N-and C-terminal masses.
MS/MS Data.
Our data set contains 376 MS/MS spectra of doubly charged tryptic peptides that were generated by an Agilent 1100 nanoflow system coupled with a 7-T hybrid linear ion trap Fourier transform mass spectrometer (LTQ-FT, Thermo Electron Corp., Bremen, Germany); see ref 31 for further details on the experimental protocol. The spectra were preprocessed to remove isotopic peaks and have relatively few noise peaks (the average peak density was 30 peaks per 1000 Da of mass). All spectra were identified by Mascot 5 with high confidence and had sufficient fragmentation to support a gapped peptide of at least 6 amino acids. The spectra belonged to peptides with lengths in the range 6-25 amino acids, with an average length of 11.1. Since the mass resolution of FT-ICR is very high, we used a mass tolerance of 0.0075 Da (i.e., we identify a peak if it falls within a margin of 0.0075 Da from its expected position). Even with such a narrow tolerance, 95% of the b-and y-ions that are present in the spectrum are identified. Such a narrow tolerance represents almost 100-fold improvement in resolution compared to regular ion-trap LTQ.
Results
Fourier Transform Mass Spectrometry and Peptide
Fragmentation. An investigation of our dataset reveals that FT-ICR can be used to gain new insights into peptide fragmentation. Since collision-activated dissociation (CAD) was performed by an LTQ mass spectrometer, we expect to find the typical abundant fragments such as y-and b-peaks and their derivatives. 9, 16, 36, 37 However, with FT-ICR, it is possible to detect rare ion-fragments, which could not be identified with lower resolution instruments, since they would be indistinguishable from noise (see for example analysis on similar data with lowresolution instruments 38 ). Therefore, instead of analyzing the data in the validation mode, where one tests whether the already known ion fragments are present in MS/MS spectra, we first analyzed our dataset in the discovery mode that allows one to discover new unsuspected fragment ions and evaluate their propensities. We used the offset frequency function, 9 which finds recurring mass offsets in the spectra which help to identify the types of ion fragments that are present. Table 2 lists fragment ions present in FT-ICR mass spectra and highlights the advantages of precision mass spectrometry: some of fragment ions in Table 2 are not detectable on standard instruments due to low signal-to-noise ratio. With such instruments, the probability of observing a random noise peak is approximately 0.1; therefore, most peaks would be virtually indistinguishable from the noise. All offsets included a Note that the probability of observing a peak at random is 0.001. b The offset is relative to the mass of the respective prefix or suffix peptide (for doubly charged fragments, the offset is relative to half the mass of the prefix or suffix peptides). c The mass difference between the offset determined by the offset frequency function and the true mass of the fragment.
d The number of observed fragment peaks vs the number of possible positions at which the fragments could be detected. e The number of spectra which have at least 1 occurrence of the peak (maximal number 376). in the table have a probability which is much greater than the probability 0.001 of observing a noisy peak; therefore, these offsets are likely to represent fragmentation products [the probability of observing a noisy peak is approximated by (no. unexplained peaks × 2 × tolerance)/(precursor mass)]. We emphasize that all these ion-fragments can contribute to the ability of de novo algorithms to recover the correct sequence. Even phantom fragments can help by identifying the charge states of their singly charged counterparts [FT-ICR detects some "phantom" fragments that appear due to harmonics. These fragments that appear as double (or higher) charged fragments are an artifact of lower charged intense peaks. 35 ]. Additional information on the relative intensity rank of the fragment ions is relayed in Table 1 .
Because of the data's high accuracy and resolution, we were able to identify many internal fragments in addition to the standard single fragmentation ion products. We can also use FT-ICR to automatically derive the "fragmentation rules" for internal ion fragments (e.g., N-terminal of proline and glycine turned out to be preferred cleavage sites involved in the formation of internal fragments.) Such fragments, which cannot be reliably identified by low-resolution instruments, can play a role in the scoring and validation of peptide identifications.
Homeometric Peptides.
We ran several experiments to evaluate the phenomenon of homeometric peptides. Figure 3 shows the results of an experiment in which 10 000 random peptides of various lengths were generated and tested to see if they have homeometric peptides. Two mass tolerance settings were tested: 0.5 Da, which is typical for low-resolution iontrap instruments, and a narrower tolerance of 0.0075 Da used with high-resolution FT-ICR. Figure 3 shows that the larger the tolerance, the more likely the occurrence of homeometric peptides. Thus, while homeometric peptides are quite common with a large mass tolerance of 0.5 Da, Figure 3 shows an average 20-fold reduction in the number of homeometric peptides when the tolerance is narrowed to 0.0075 Da.
Homeometric peptides do not only complicate de novo sequencing, but they also limit the ability of database searches to make confident identifications. We conducted simulations to test how homeometric peptides affect database searches (Homo sapiens protein sequences from NCBI release 35 with 16.8 M amino acids) under low-and high-precision settings (mass tolerances 0.5 and 0.0075 Da, respectively). We examined randomly selected peptides of various lengths and determined their distance from the other peptides in the database. Each peptide was compared with all other peptides in the database whose precursor mass was within a specified margin from the precursor mass of the original peptide. For the tolerance of 0.5, we used a precursor mass margin of 1 Da, which yielded on average 300 000 database peptides, and with the tolerance of 0.0075, we used a precursor mass tolerance of 0.015 Da yielding an average of 4500 database peptides. Since in practice the mass spectra of a peptide P does not contain peaks from all the peptide's expected cleavages, we also report results for the peptide distances when the peaks of randomly selected cleavages were removed from P's set of expected masses (we report results for 0-4 missing cleavages). Figure 4 presents the results for peptides of lengths 7, 14, and 21 amino acids. The top portion of the figure shows the results for low precision (tolerance 0.5 Da), and the bottom portion shows the results for high precision (tolerance 0.075 Da). Short peptides often have δ-homeometric peptides in the database for small δ (especially when the larger tolerance is used). The probability of having a homeometric peptide grows dramatically when some of the cleavages are missing. This explains scenarios in which database search tools cannot make conclusive identifications because there are several likely candidates (e.g., when Sequest 4 has several peptides with a high Xcorr, but the resulting ∆Cn is low). Every pair of homeometric peptides creates a pair of "black holes" in the databases peptides that cannot be reliably identified even from highquality spectra. The probabilities of homeometric peptides in the high-precision setting are significantly smaller. There are several reasons this happens. First, the narrower tolerance restricts the creation of random spurious edges in the spectrum graph. In addition, using a narrow tolerance helps to resolve ambiguities due to the possible overlap of the integer masses of b-and y-ions, including overlap of their isotopic distributions. For instance, if monoisotopic masses are different by 1 or 2 Da, the overlap will still occur in low-resolution instruments, and the two ions will not be resolved. Finally, the narrower precursor mass tolerance means there are much fewer peptides in the database that have the potential to be homeometric (the number of these drops from 300 000 with the precursor mass tolerance of 1 Da to 4500).
De Novo Sequencing with Precision MS.
We ran de novo benchmark tests on our data set of 376 spectra in order to evaluate our de novo algorithm's performance. Table 3 shows the probability that the set of k highest-scoring suboptimal paths contains the correct path. By considering more than a single path, the probability that a correct path was extracted grows from 90.4%, using a single path, to 98.4%, using 10 paths. The table contains statistics both for regular spectrum graphs (20 amino acids) and spectrum graphs that were constructed using 10 simulated PTMs (which effectively raises the number of amino acids used to construct the graph to 30). As customary, 6, 7, 39 we restrict the number of PTMs in a peptide to either 1 or 2.
With the spectrum graphs that were constructed with 10 PTMs, there are slightly lower success rates due to the larger number of edges that lead to more spurious paths. Naturally, there is a cost for considering more than a single de novo path, and the tradeoff is an increase in the number of candidate Figure 3 . Probability of homeometric peptides. Random peptides of lengths 5-25 were generated and tested for the possibility of having at least one homeometric peptide (this test was done by generating their spectrum graphs and searching for multiple paths in the spectrum graph). Two mass tolerance settings were tested: 0.5 Da for low resolution and 0.0075 Da or high resolution.
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peptides that need to be looked up in the database (the larger the number of peptides that are used, the bigger the chance of having a spurious database hit.) While a single path, on average, generates 4.4 continuous peptide sequences, 10 paths generate 74.4 peptides. The number of peptides generated for paths from spectrum graphs with PTMs is higher, since the PTMs offer more possibilities to fill the gapped paths. We remark that verifying 100 peptides against a database hardly leads to any increase in the overall running time as compared to matching a single peptide, since the database is pre-indexed (e.g., with a hash table) and such matching takes a very small fraction of the overall running time.
It is worth mentioning that when compared to the results in Table 3 using our de novo approach on data from lower resolution ion-trap mass spectrometers (with a tolerance of 0.5 Da), the results were much inferior. In a benchmark on a test set of ion-trap spectra of tryptic peptides 16 that did not consider PTMs, the top de novo path was only correct for 30% of the spectra, while the probability that one of the top 10 scoring paths was correct was only 52%. Such low accuracy would cause many missed identifications and therefore precludes the application of our novel peptide identification approach on data from low-resolution instruments. Table 4 shows all peptides for which the set of the top 10 highest scoring paths in the spectrum graph did not contain a correct path. These peptides point to a somewhat less reliable Mascot scores or even potential errors in original Mascot identifications. For instance, for peptide SIAVSIPR (first row), the top de novo reconstruction VATVSLPR, which comes from the protease trypsin, "explains" the spectrum significantly better than the Mascot database hit (de novo reconstruction explains 20 out of 43 spectrum peaks, whereas the Mascot identification explains only 17 out of 43 peaks).
Random Database Hits and Extensions.
We first wanted to determine the feasibility of using de novo sequences for direct lookup in a database; in particular, we wanted to determine how likely we are to have random database hits and successful extensions of the sequence to the N-and Cterminals. We tested our approach on the set of 376 test spectra described above. While these test spectra did not contain PTMs, we simulated searches that consider PTMs by adding the PTM edges to the spectrum graphs. Table 5 contains statistics on the tendency to have random hits and successful extensions with a large 50 M database. When the spectrum contains peaks from a peptide that fragmented well and the generated de novo paths are quite long (g8 amino acids), the chances of a random a The highest scoring de novo paths were generated for 376 mass spectra of doubly charged tryptic peptides; de novo path were generated. The table contains the percentage of spectra for which at least one of the k-highest scoring paths (k ) 1, 5, 10) is correct along with the number of unique peptides that were generated from those paths for the database lookup. The statistics are given for paths derived from spectrum graphs without PTMs, and for graphs containing 10 types of PTMs with the paths allowed to include only 1 or 2 PTM instances. database hit become very low. The situation is different when the candidate sequences are short; they can generate several database hits for consideration. When such a hit is found, we attempt to extend it to a full match by finding in the database flanking sequences which match the prefix and suffix masses. Given the narrow mass margins that are tolerated with our data, it is unlikely that an incorrect database hit can be extended correctly. Table 5 shows an approximate reduction of 2 orders of magnitude between the probability of a database hit and the probability of a successful extension of that hit (the reduction is higher for shorter peptides because they have a higher rate of extensions occurring simultaneously toward the N-terminal and the C-terminal). When PTMs are involved in the search, they offer more opportunities both for database hits and, especially, many more possibilities to form correct extensions, which is the reason the searches with PTMs have higher rates of false matches. Table 5 also highlights some of the complications that occur dealing with short peptides (length 6 to 7 amino acids). Even with precision mass spectrometry, many algorithms cannot confidently identify them when searching a large database without using additional information (such as knowing that the protein in question had previous identifications with other mass spectra). In such cases, it is advisable to minimize the probability of the algorithm returning a false identification. This can be done by either reducing the database size, using a small number of de novo reconstructions (possibly one), or limiting the search to nonmodified peptides.
3.5. Database Search. For the sake of simplicity, we used a slightly naïve approach toward the implementation and testing of the database search. For each mass spectrum, we used our de novo algorithm to generate a set P* of amino acid sequences (as described in Section 2.3). The sequences P* were sorted in a decreasing order of their de novo scores and submitted for database lookup in that order. The first sequence that had a database hit and could be successfully extended to the N-and C-terminals was returned by the algorithm as the spectrum's identification (and the search terminated). If no such peptide was found, the algorithm terminated, indicating that it could not find a peptide for the spectrum in the database. Table 6 contains results of our benchmark experiments in which we applied the aforementioned procedure to our set of 376 spectra. (The benchmark experiments were conducted on a desktop PC with a 2.8 GHz Pentium D processor and 2 GB of RAM.) As could be expected, the more de novo reconstructions are used, the larger the proportion of correct identifications (true positives), since the set of de novo reconstructions is more likely to contain a correct sequence (see Table 3 ). Note that, in any case, even a small set of 5 de novo reconstructions is sufficient for identifying correctly over 97% of the spectra. Since the database is searched with relatively long peptide sequences, there are very few spurious hits. However, the larger the database being searched, the larger the proportion of false positives we observe. This increase is due to spurious database hits of de novo reconstructions with a higher score than the correct sequence's score. It is likely that a less naïve approach that implements validation of the results via a scoring function would eliminate many of these false positives.
Conclusion
Precision mass spectrometry, such as FT-ICR, opens the door to improved proteomics analysis and novel algorithms. For instance, with the increased mass resolution of FT-ICR, we were able to detect many more types of fragment ions that would typically be statistically indistinguishable from noise with lower resolution ion-trap instruments. More importantly, precision MS helps to eliminate problems that hinder the analysis of data from low-resolution instruments. We explored the phenomenon of homeometric peptides (different peptides with nearly identical sets of b-and y-peaks) that severely limits de novo sequencing with low-precision data. With high-precision data, homeometric peptides are extremely rare, making peptide sequencing accurate. There have been recent computational techniques that can solve the problem of homeometric peptides by separating b-and y-ladders using a combination methods such as correlating between MS 2 and MS 3 spectra 10 , or using complementary fragmentation techniques, such as CAD and ECD. 31 Bern and Goldberg 17 used an optimization approach aimed at achieving this separation, while Bandeira et al. 40 used pairs of spectra (e.g., from a modified and unmodified version of the same peptide) to separate b-and y-ladders. Our analysis a The table displays the true peptides, and the peptides corresponding to the highest scoring paths in the spectrum graphs, along with the number of their supporting peaks in the spectrum. The "." symbol represents a cleavage which has supporting peaks in the spectrum. a The table shows the expected number of times in which a single peptide sequence has a random database hit and a random hit that is successfully extended to obtain a complete peptide match. The experiments were run using a sequence database of 50 million amino acids. Data were collected for peptides of lengths 6-8 amino acids, and under two types of de novo searches, the regular search, and a search that considered 10 PTMs. The data were collected on a training set of 376 mass spectra of doubly charged tryptic peptides.
above shows that in most cases the high accuracy and resolution of FT-ICR alone can eliminate most of the problems caused by homeometric peptides, without the need for additional data required by previous approaches. 10, 31, 40 In this work, we demonstrated the feasibility of a new approach to database search which relies on direct lookup of sequences in the database, in contrast to the standard methodology that compares a query mass spectra to peptides from a database. Even using a naïve approach to validation of search results, our method was bale to correctly identify 96% of the test spectra when searching a 50 MB database. Our algorithm uses rapid de novo sequencing and replaces the traditional database scan with a direct sequence lookup in a pre-indexed database. It is capable of rapidly identifying peptides even when searching large databases and considering PTMs. The high precision of FT-ICR is necessary for our method's success, since de novo peptide sequencing with low-precision data is not accurate enough.
Our approach can be viewed as an extremely efficient database filtration method. Previous filtration approaches to MS/MS database search used only short sequence tags (typically 3 amino acids long), so they need to consider many database hits and select the best one. [20] [21] [22] [23] [24] However, our predicted de novo sequences are much longer, so they have very few spurious hits in the database. Thus, most of the database comparison in our method amounts to the evaluation of a single database hash hit, since typically only the de novo sequence representing the correct peptide will have a database match. Our benchmark results demonstrate the feasibility of using de novo sequencing of precision MS data as the key component for a database search. The high accuracy of the de novo sequencing leads to a very small fraction of missed identifications. Since there is a very low rate of spurious database hits, there will not be many false database hits competing with the correct hit, which can simplify the task of a scoring function to determine the single correct hit.
The idea of peptide identification by means of sequence lookup can be expanded to scenarios that are not addressed adequately with the current database search tools, such as identifying peptides that are products of alternative splicing or fused genes. A simple method for identifying such peptides could be to split each de novo sequence S ) s 1s2...sn into pairs of the form S′ ) s1...sk and S′′ ) sk+1...sn, and to look up S′ and S′′ in the database. Finding hits for S′ and S′′ in different proteins can raise the possibility that the query spectrum belongs to a peptide that is a product of fused genes, while finding hits for S′ and S′′ in the same protein can indicate that the peptide is a product of alternative splicing.
Our de novo sequencing algorithm typically requires 0.05 s per spectrum. Since the peptide identification relies heavily on the de novo stage, its runtime scales well when the database size is increased and PTMs are added to the search. For instance, while searching against a 0.5 M database without considering PTMs takes about 0.06 s per spectrum; this grows to approximately 0.2 s per spectrum when searching against a 50 M database and considering 10 different PTMS. This 3-fold increase in runtime is much smaller than the more than 100-fold increase that would be incurred by traditional database search programs, whose runtime typically increases linearly with the increase in database size and exponentially with the number of PTMs simultaneously considered. Having a runtime that is practically independent of database size is essential for an efficient implementation of the advanced database searches such as the ones described above. The effective database size being searched can grow dramatically if one wants to consider all possible peptides that could be products of alternative splicing or fusion proteins (the latter effectively squares the number of peptides that need to be considered). The traditional approaches which compare spectra to database sequences would incur a hefty increase to the runtime due the extreme growth in the effective database size, while our novel approach, which relies on hash table sequence lookups, would be much more resilient.
Error-tolerant homology searches [25] [26] [27] 41 are another avenue through which we can benefit from the high performance of de novo sequencing of precision mass spectrometry data. Because of the high rate of de novo sequencing errors encountered with low-precision data, there are many cases in which matches are missed by such algorithms because the de novo sequences vary too much from the spectrum's correct peptide, even though that peptide (or a close homologue) is present in the searched database.
The accurate de novo sequencing of precision mass spectrometry data can also be used to flag spectra for further investigation. For instance, if a spectrum returns no database hit but has high-scoring de novo reconstructions, it is very likely that the spectrum belongs to a real peptide that is not present in the database. In this case, we can use the set of de novo sequences, which with a very high probability contain a variant that is completely correct, to look for alternative explanations for the source of the spectrum (e.g., instances of alternative splicing or fusion proteins, as described above). a The experiments measured the success rate of our algorithm under different conditions: various sequence database sizes (0.5, 5, and 50 million amino acids), different numbers of de novo paths (1, 5, 10) , and three types of searches (without PTMs, a search that simultaneously considers 10 Types of PTMs but allows at most one modified amino acid in the peptide, and a search that considers 10 PTMs but allows up to two modified amino acids). The results are shown in terms of TP, true positives (correct identifications made by the algorithm); FP, false positives (erroneous peptide identifications made by the algorithm); and FN, false negatives (instances in which the algorithm did not return any peptide identification).
