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1 Introdution.
In this paper we study triangular arrays of Markov hains Xk,h (0 ≤ k ≤ n) that
onverge weakly to a diusion proess Ys (0 ≤ s ≤ T ) for n → ∞. Here h = T/n
denotes the disretization step. We allow that T depends on n. In partiular, we
onsider the ase that T → 0 for n → ∞. Our main result will give Edgeworth type
expansions for the transition densities. The order of the expansions is o(h−1−δ), δ > 0.
This is done for time horizons that may onverge to 0. The researh is motivated
by appliations to high frequeny data that are available on a very ne grid but are
approximated by a diusion model on a more rough grid. The work of this paper
generalizes the results in Konakov and Mammen (2005) in two diretions. The time
horizon is allowed to onverge to 0 and also ases are treated with nonhomogenous
diusion limits.
The theory of Edgeworth expansions is well developed for sums of independent
random variables. For more general models approahes have been used where the
expansion is redued to models with sums of independent random variables. This is
also the basi idea of our approah. We will make use of the parametrix method. In
this approah the transition density is represented as a nested sum of funtionals of
densities of sums of independent variables. Plugging Edgeworth expansions into this
representation will result in an expansion for the transition density.
Weak onvergene of the distribution of saled disrete time Markov proesses to dif-
fusions has been extensively studied in the literature [see Skorohod (1965) and Strook
and Varadhan (1979)℄. Loal limit theorems for Markov hains were given in Konakov
and Molhanov (1984) and Konakov and Mammen (2000,2001,2002). In Konakov and
Mammen (2000) it was shown that the transition density of a Markov hain onverges
with rate O(n−1/2) to the transition density in the diusion model. For the proof
there an analytial approah was hosen that made essential use of the parametrix
method. This method permits to obtain tratable representations of transition den-
sities of diusions that are based on Gaussian densities, see Lemma 1 below. Similar
representations hold for disrete time Markov hains Xk,h, see Lemma 3 below. For a
short exposition of the parametrix method, see Setion 3 and Konakov and Mammen
(2000). The parametrix method for Markov hains developped in Konakov and Mam-
men (2000) is exposed in Setion 4. Appliations to Markov random walks are given in
Konakov and Mammen (2001). In Konakov and Mammen (2002) the approah is used
to give Edgeworth-type expansions for Euler shemes for dierential equations. Re-
lated treatments of Euler shemes an be found in [Bally and Talay (1996a,b), Protter
and Talay (1997), Jaod and Protter (1998), Jaod (2004), Jaod, Kurtz, Méléard and
Protter (2005) and Guyon (2006)℄. Standard referenes for the parametrix method are
the books by Friedman (1964) and Ladyzenskaja, Solonnikov and Uraleva (1968) on
paraboli PDEs [see also MKean and Singer (1967)℄.
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The paper is organized as follows. In the next setion we will present our model for
the Markov hain and state our main result that gives an Edgeworth-type expansion
for Markov hains. In Setion 3 we will give a short introdution into the parametrix
method for diusions. In Setion 4 we will reall the parametrix approah developed
in Konakov and Mammen (2000) for Markov hains. Tehnial disussions, auxiliary
results and proofs are given in Setions 5-7.
2 Results.
Let n ≥ 2 , T = T (n) ≤ 1 and h = T/n. Suppose that q (t, x, ·) , (t, x) ∈ [0, 1] × Rd
is a given family of densities on Rd, χν(t, x) is the ν − th umulant orresponding to
the density q(t, x, ·) and m is a funtion from [0, 1]× Rd into Rd. We shall impose the
following onditions
(A1)
∫
Rd
yq (t, x, y) dy = 0, 0 ≤ t ≤ 1, x ∈ Rd.
(A2) There exists positive onstants σ∗ and σ∗ suh that the ovariane matrix σ (t, x) =∫
Rd
yyTq (t, x, y) dy satises
σ∗ ≤ θTσ (t, x) θ ≤ σ∗,
for all ‖θ‖ = 1 and t ∈ [0, 1], x ∈ Rd.
(A3) There exists a positive integer S ′ and a real nonnegative funtion ψ (y) , y ∈ Rd
satisfying supy∈Rd ψ (y) <∞ and
∫
Rd
‖y‖S ψ (y)dy <∞ with S = (S ′ + 2)d+ 4
suh that ∣∣Dνyq (t, x, y)∣∣ ≤ ψ (y) , t ∈ [0, 1], x, y ∈ Rd |ν| = 0, 1, 2, 3, 4
|Dνxq (t, x, y)| ≤ ψ (y) , t ∈ [0, 1], x, y ∈ Rd |ν| = 0, 1, 2.
It follows from (A2), Lemma 5 and (16),(17) below (applied with h = 1 ) that the
following ondition holds
(A3
′
) For all x, y ∈ R, h > 0, 0 ≤ t, t + jh ≤ 1, j ≥ j0, with j0 does not depending
on x, t ∣∣Dνxq(j) (t, x, y)∣∣ ≤ Cj−d/2ψ (j−1/2y) , |ν| = 0, 1, 2, 3
for a onstant C < ∞. Here q(j)(t, x, y) denotes the j− fold onvolution of q
for xed x as a funtion of y.
q(j)(t, x, y) =
∫
q(j−1)(t, x, u)q(t+ (j − 1)h, x, y − u)du,
q(1)(t, x, y) = q(t, x, y).
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It follows also from (A3) that for 1 ≤ j ≤ j0∫
‖y‖S q(j)(t, x, y)dy ≤ C(j0 ).
(B1) The funtions m (t, x) and σ (t, x) and their rst and seond derivatives w.r.t.
t and their derivatives up to the order six w.r.t. x are ontinuous and bounded
uniformly in t and x. All these funtions are Lipshitz ontinuous with respet
to x with a Lipshitz onstant that does not depend on t. The funtion χν(t, x),
|ν| = 3, 4, is Lipshitz ontinuous with respet to t with a Lipshitz onstant that
does not depend on x. A suient ondition for this is the following inequality∫
Rd
(1 + ‖z‖4) |q (t, x, z)− q (t′, x, z)| dz ≤ C |t− t′| , 0 ≤ t, t′ ≤ 1,
with a onstant that does not depend on x ∈ Rd. Furthemore, Dνxσ (t, x) exists
for |ν| = 6 and is Holder ontinuous w.r.t. x with positive exponent and a
onstant that does not depend on t.
(B2) There exist κ < 1
5
suh that lim inf n→∞T (n)nκ > 0 (remind that we onsider
T (n) ≤ 1 ).
Consider a family of Markov proesses in Rd of the following form
(1) Xk+1,h = Xk,h +m (kh,Xk,h) h+
√
hξk+1,h, X0,h = x ∈ Rd, k = 0, ..., n− 1,
where (ξi,h)i=1,...,n is an innovation sequene satisfying the Markov assumption: the on-
ditional distribution of ξk+1,h given Xk,h = xk, ..., X0,h = x0 depends only on Xk,h = xk
and has onditional density q (kh, xk, ·) . The onditional ovariane matrix orrespond-
ing to this density is σ(kh, xk). The transition densities of (Xi,h)i=1,...,n are denoted by
ph (0, kh, x, ·) .
We will onsider the proess (1) as an approximation to the following stohasti
dierential equation in Rd :
dYs = m (s, Ys) ds+ Λ (s, Ys) dWs, Y0 = x ∈ Rd, s ∈ [0, T ],
where (Ws)s≥0 is the standard Wiener proess and Λ is a symmeti positive denite
d× d matrix suh that Λ (s, y) Λ (s, y)T = σ (s, y) . The onditional density of Yt, given
Y0 = x is denoted by p (0, t, x, ·) . We shall onsider the following dierential operators
L and L˜ :
Lf(s, t, x, y) =
1
2
d∑
i,j=1
σij(s, x)
∂2f(s, t, x, y)
∂xi∂xj
+
d∑
i=1
mi(s, x)
∂f(s, t, x, y)
∂xi
,
(2) L˜f(s, t, x, y) =
1
2
d∑
i,j=1
σij(s, y)
∂2f(s, t, x, y)
∂xi∂xj
+
d∑
i=1
mi(s, y)
∂f(s, t, x, y)
∂xi
.
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To formulate our main result we need also the following operators
L′f(s, t, x, y) =
1
2
d∑
i,j=1
∂σij(s, x)
∂s
∂2f (s, t, x, y)
∂xi∂xj
+
d∑
i=1
∂mi(s, x)
∂s
∂f (s, t, x, y)
∂xi
(3) L˜′f(s, t, v, z) =
1
2
d∑
i,j=1
∂σij(s, y)
∂s
∂2f (s, t, x, y)
∂xi∂xj
+
d∑
i=1
∂mi(s, y)
∂s
∂f (s, t, x, y)
∂xi
.
and the onvolution type binary operation ⊗ :
f ⊗ g (s, t, x, y) =
∫ t
s
du
∫
Rd
f (s, u, x, z) g (u, t, z, y)dz.
Konakov and Mammen (2000) obtained a nonuniform rate of onvergene for the
dierene ph (0, T, x, ·) − p (0, T, x, ·) as n → ∞ in the ase T ≍ 1. Konakov (2006)
proved an analogous result for the ase T = o (1) . Edgeworth type expansions for
the ase T ≍ 1 and homogenous diusions were obtained in Konakov and Mammen
(2005). The goal of the present paper is to obtain the Edgeworth type expansions for
nonhomegenious ase and for both ases T ≍ 1 or T = o (1) . The following theorem
ontains our main result. It gives Edgeworth type expansions for ph. For the statement
of the theorem we introdue the following dierential operators
F1[f ](s, t, x, y) =
∑
|ν|=3
χν(s, x)
ν!
Dνxf(s, t, x, y),
F2[f ](s, t, x, y) =
∑
|ν|=4
χν(s, y)
ν!
Dνxf(s, t, x, y).
Furthermore, we introdue two terms orresponding to the lassial Edgeworth expan-
sion
pi1(s, t, x, y) = (t− s)
∑
|ν|=3
χν(s, t, y)
ν!
Dνxp˜(s, t, x, y),(4)
pi2(s, t, x, y) = (t− s)
∑
|ν|=4
χν(s, t, y)
ν!
Dνxp˜(s, t, x, y)(5)
+
1
2
(t− s)2
∑|ν|=3
χν(s, t, y)
ν!
Dνx

2
p˜(s, t, x, y),
where
χν(s, t, y) =
1
t− s
∫ t
s
χν(u, y)du,
and where χν(t, x) is the ν − th umulant of the density of the innovations q(t, x, ·).
The gaussian transition densities p˜(s, t, x, y) are dened in (6). Note, that in the
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homogenous ase χν(u, y) ≡ χν(y) and χν(s, t, y) ≡ χν(y), where χν(y) is the ν − th
umulant of the density q(y, ·).
Theorem 1. Assume (A1)-(A3), (B1),(B2). Then there exists a onstant δ > 0
suh that the following expansion holds:
sup
x,y∈Rd
[
T d/2
(
1 +
∥∥∥∥y − x√T
∥∥∥∥S′
)
× |ph(0, T, x, y)− p(0, T, x, y)
−h1/2pi1(0, T, x, y)− hpi2(0, T, x, y)
∣∣] = O(h1+δ),
where S ′ is dened in Assumption (A3) and where
pi1(0, T, x, y) = p⊗ F1[p])(0, T, x, y),
pi2(0, T, x, y) = (p⊗ F2[p])(0, T, x, y) + p⊗F1[p⊗F1[p]](0, T, x, y)
+
1
2
p⊗ (L2⋆ − L2)p(0, T, x, y)−
1
2
p⊗ (L′ − L˜′)p(0, T, x, y).
Here p(s, t, x, y) is a transition density of the diusion Y (t) and the operator L∗ is
dened analogously to L˜ but with the oeients frozen at the point x. The norm ‖•‖
is the usual Eulidean norm.
Disussion and remarks
1. It an be easily shown that∣∣h1/2pi1(0, T, x, y)∣∣ ≤ C1n−1/2T−d/2 exp
[
−C2
∥∥∥∥y − x√T
∥∥∥∥2
]
,
|hpi2(0, T, x, y)| ≤ C1n−1T−d/2 exp
[
−C2
∥∥∥∥y − x√T
∥∥∥∥2
]
,
and that by denition of h∣∣∣∣∣∣O(h1+δ)T−d/2
[
1 +
∥∥∥∥y − x√T
∥∥∥∥S′
]−1∣∣∣∣∣∣ ≤ C1n−1−δT 1+δ−d/2
[
1 +
∥∥∥∥y − x√T
∥∥∥∥S′
]−1
with some positive onstants C1 and C2.
2. If the innovation density q(t, x, ·) does not depend on x then L∗ = L, L′ = L˜′ and
p(s, t, x, y) = p˜(s, t, x, y) where p˜ is dened in (6) with σ(s, t, y) = σ(s, t) =
∫ t
s
σ(u)du
and m(s, t, y) = m(s, t) =
∫ t
s
m(u)du. This gives
pi1(0, T, x, y) =
∫ T
0
ds
∫
p˜(0, s, x, v)
∑
|ν|=3
χν(s)
ν!
Dνv p˜(s, T, v, y)dv
= −
∑
|ν|=3
∫ T
0
χν(s)
ν!
dsDνy
∫
p˜(0, s, x, v)p˜(s, T, v, y)dv
= −
∑
|ν|=3
T
ν!
χν(0, T )D
ν
y p˜(0, T, x, y) = pi1(0, T, x, y),
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p˜⊗F1[p˜](s, T, z, y) =
∫ T
s
du
∫
p˜(s, u, z, w)
∑
|ν|=3
χν(u)
ν!
Dνwp˜(u, T, w, y)dw
= −
∑
|ν|=3
Dνy
∫ T
s
χν(u)
ν!
p˜(s, T, z, y) = (T − s)
∑
|ν|=3
χν(s, T )
ν!
Dνz p˜(s, T, z, y),
F1[p˜⊗F1[p˜](s, T, z, y) = (T − s)
∑
|ν|=3
χν(s)
ν!
Dνz
∑
|ν′|=3
χν′(s, T )
ν ′!
Dν
′
z p˜(s, T, z, y)

= (T − s)
∑
|ν|=3,|ν′|=3
χν(s)
ν!
χν′(s, T )
ν ′!
Dν+ν
′
z p˜(s, T, z, y),
p˜⊗ F2[p˜](0, T, x, y) + p˜⊗ F1[p˜⊗ F1[p˜](0, T, x, y) = T
∑
|ν|=4
χν(0, T )
ν!
Dνxp˜(0, T, x, y)
+
∫ T
0
ds
∫
p˜(0, s, x, z)(T − s)
∑
|ν|=3,|ν′|=3
χν(s)
ν!
χν′(s, T )
ν ′!
Dν+ν
′
y p˜(s, T, z, y)
= T
∑
|ν|=4
χν(0, T )
ν!
Dνxp˜(0, T, x, y)
+
∑
|ν|=3,|ν′|=3
1
ν!
1
ν ′!
∫ T
0
χν(s)
(∫ T
s
χν′(u)du
)
dsDν+ν
′
x p˜(s, T, x, y).
For ν = ν ′ we have∫ T
0
χν(s)
(∫ T
s
χν′(u)du
)
ds =
1
2
∫ T
0
∫ T
0
χν(s)χν(u)dsdu =
T 2
2
χν(0, T )χν(0, T ).
For ν 6= ν ′ we onsider∫ T
0
χν(s)
(∫ T
s
χν′(u)du
)
ds+
∫ T
0
χν′(s)
(∫ T
s
χν(u)du
)
ds
=
∫ T
0
∫ T
s
[χν(s)χν′(u) + χν′(s)χν(u)] dsdu
=
1
2
∫ T
0
∫ T
0
[χν(s)χν′(u) + χν′(s)χν(u)] dsdu
=
T 2
2
χν(0, T )χν′(0, T ) +
T 2
2
χν′(0, T )χν(0, T ).
From the last equations we obtain
p˜⊗F2[p˜](0, T, x, y) + p˜⊗ F1[p˜⊗ F1[p˜](0, T, x, y)
= T
∑
|ν|=4
χν(0, T )
ν!
Dνxp˜(0, T, x, y) +
T 2
2
∑
|ν|=3
χν(0, T )
ν!
Dνx
 p˜(0, T, x, y)
= pi2(0, T, x, y).
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Thus for this ase we get the rst two terms of the lassial Edgeworth expansion
h1/2pi1(0, T, x, y) + hpi2(0, T, x, y) for the sums of independent non identially dis-
tributed random vetors.
3. If χν(t, x) = 0 for |ν| = 3 and for t ∈ [0, T ]× Rd then it holds that F1 ≡ 0.
The Theorem 1 holds with
pi1(0, T, x, y) = 0,
pi2(0, T, x, y) = (p⊗ F2[p])(0, T, x, y)
+
1
2
p⊗ (L2⋆ − L2)p(0, T, x, y)−
1
2
p⊗ (L′ − L˜′)p(0, T, x, y).
If in addition χν(t, x) = 0 for |ν| = 4 then the rst four moments of the innovations
oinide with the rst four moments of a normal distribution with zero mean and
ovariane matrix σ(t, x). In this ase we have F2 = 0 and
pi1(0, T, x, y) = 0,
pi2(0, T, x, y) =
1
2
p⊗ (L2⋆ − L2)p(0, T, x, y)−
1
2
p⊗ (L′ − L˜′)p(0, T, x, y)
and the rst two terms of the Edgeworth expansion do not depend on the innovation
density. In partiular the Edgeworth expansion for the homogeneous Euler sheme
holds with the same pi1 and pi2 as in the last two equations. For the homogenous ase
pi1(0, T, x, y) = 0,
pi2(0, T, x, y) =
1
2
p⊗ (L2⋆ − L2)p(0, T, x, y).
This result for T = [0, 1] under a weaker ondition on the diusion matrix was obtained
by Bally and Talay (1996).
3 Parametrix method for diusions.
For any s ∈ [0, T ], x, y ∈ Rd we onsider an additional family of frozen diusion
proesses
dY˜t = m (t, y)dt+ Λ (t, y) dWt, Y˜s = x, s ≤ t ≤ T.
Let p˜y (s, t, x, ·) be the onditional density of Y˜t, given Y˜s = x. In the sequel for any z
we shall denote p˜ (s, t, x, z) = p˜z (s, t, x, z) , where the variable z ats here twise: as the
arument of the density and as dening quantity of the proess Y˜t.
The transition densities p˜ an be omputed expliitly
p˜ (s, t, x, y) = (2pi)−d/2 (det σ (s, t, y))−1/2
× exp
(
−1
2
(y − x−m (s, t, y))T σ−1 (s, t, y) (y − x−m (s, t, y))
)
,(6)
8
where
σ (s, t, y) =
∫ t
s
σ (u, y)du, m (s, t, y) =
∫ t
s
m (u, y)du.
Note that the dierential operators L and L˜ orresponds to the innitesimal operators
of Y or of the frozen proess Y˜s,x,y, respetively, i.e.
Lf(s, t, x, y) = lim
h→0
h−1{E[f(s, t, Y (s+ h), y) | Y (s) = x]− f(s, t, x, y)},
L˜f(s, t, x, y) = lim
h→0
h−1{E[f(s, t, Y˜s,x,y(s+ h), y)]− f(s, t, x, y)}.
We put
H = (L− L˜)p˜.
Then
H (s, t, x, y) =
1
2
d∑
i,j=1
(σij (s, x)− σij (s, y)) ∂
2p˜ (s, t, x, y)
∂xi∂xj
+
d∑
i,j=1
(mi (s, x)−mi (s, y)) ∂p˜ (s, t, x, y)
∂xi
.
In the following lemmas k - fold onvolution of H is denoted by H(k). The following
results are taken from Konakov and Mammen (2000).
Lemma 1. Let 0 ≤ s < t ≤ T . It holds
p(s, t, x, y) =
∞∑
r=0
p˜⊗H(r)(s, t, x, y).
Lemma 2. Let 0 ≤ s < t ≤ T . There are onstants C and C1 suh that
|H(s, t, x, y)| ≤ C1ρ−1φC,ρ(y − x)∣∣p˜⊗H(r)(s, t, x, y)∣∣ ≤ Cr+11 ρrΓ(1 + r
2
)
φC,ρ(y − x),
where ρ2 = t− s, φC,ρ(u) = ρ−dφC(u/ρ) and
φC(u) =
exp(−C ‖u2‖)∫
exp(−C ‖v2‖ dv) .
4 Parametrix method for Markov hains.
For any 0 ≤ jh ≤ T, x, y ∈ Rd we onsider an additional family of frozen Markov
hains dened for jh ≤ ih ≤ T as
(7) X˜i+1,h = X˜i,h +m (ih, y)h+
√
hξ˜i+1,h, X˜j,h = x ∈ Rd, j ≤ i ≤ n,
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where ξ˜j+1,h, ..., ξ˜n,h is an innovation sequene suh that the onditional density of ξ˜i+1,h
given X˜i,h = xi, ..., X˜0,h = x0 equals to q (ih, y, ·) . Let us introdue the innitesimal
operators orresponding to Markov hains (1) and (7) respetively,
Lhf (jh, kh, x, y) = h
−1
(∫
ph (jh, (j + 1) h, x, z) f ((j + 1) h, kh, z, y) dz
−f ((j + 1) h, kh, z, y)) ,
L˜hf (jh, kh, x, y) = h
−1
(∫
p˜yh (jh, (j + 1) h, x, z) f ((j + 1) h, kh, z, y) dz
−f ((j + 1) h, kh, z, y)) ,
where p˜yh (jh, j
′h, x, ·) denotes the onditional density of X˜j′,h given X˜j,h = x. As before
for any z denote p˜h (jh, j
′h, x, z) = p˜zh (jh, j
′h, x, z) , where the variable z ats here
twise: as the arument of the density and as dening quantity of the proess X˜i,h. For
tehnial onveniene the terms f ((j + 1) h, kh, z, y) on the right hand side of Lhf and
L˜hf appear instead of f (jh, kh, z, y) .
In analogy with the denition of H we put, for k > j,
Hh (jh, kh, x, y) =
(
Lh − L˜h
)
p˜h (jh, kh, x, y) .
We also shall use the onvolution type binary operation ⊗h :
g ⊗h f (jh, kh, x, y) =
k−1∑
i=j
h
∫
Rd
g (jh, ih, x, z) f (ih, kh, z, y) dz,
where 0 ≤ j < k ≤ n. Write g ⊗h H(0)h = g and g ⊗h H(r)h =
(
g ⊗h H(r−1)h
)
⊗h Hh
for r = 1, ..., n. For the higher order onvolutions we use the onvention
∑l
i=j = 0 for
l < j. One an show the following analog of the parametrix  expansion for ph [see
Konakov and Mammen (2000)℄.
Lemma 3. Let 0 ≤ jh < kh ≤ T. It holds
ph(jh, kh, x, y) =
k−j∑
r=0
p˜h ⊗h H(r)h (jh, kh, x, y),
where
ph(jh, jh, x, y) = ph(kh, kh, x, y) = δ(y − x)
and δ is the Dira delta symbol.
5 Bounds on p˜h− p˜ based on Edgeworth expansions.
In this subsetion we will develop some tools that are helpful for the omparison of
the expansion of p (see Lemma 1) and the expansion of ph ( see Lemma 3). These
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expansions are simple expressions in p˜ or p˜h, respetively. Reall that p˜ is a Gaussian
density, see (6), and that p˜h is the density of a sum of independent variables. The
densities p˜ and p˜h an be ompared by appliation of the lassial Edgeworth expan-
sions. This is done in Lemma 5. This is the essential step for the omparison of the
expansions of p and ph. For the proof of Lemma 5 we need one additional lemma
whih is a tehnial tool for the further onsiderations. To formulate this lemma we
need some additional notations. Suppose X ∈ Rd be a random vetor having a density
q(x),x ∈Rd, EX = 0,Cov(X,X) = Σ, where Σ be a positively denite d × d matrix .
Denote A = ‖aij‖ = Σ−1/2 and let χν(Z) be a umulant of the order ν = (ν1, ..., νd) of
a random vetor Z ∈ Rd, φ(x) denotes a funtion in Rd suh that Dνxφ(x) exist and
ontinuous for |ν| = 4, and A−1 = ‖aij‖ = Σ1/2.
Lemma 4. The following relation holds for s = 3 and for s = 4∑
|ν|=s
χν(AX)D
ν
zφ(z)
ν!
=
∑
|ν|=s
χν(X)D
ν
xφ(Ax)
ν!
where z = Ax.
Proof of Lemma 4. For |ν| = 3, ν = (ν1, ..., νd), eah umulant χν(AX) is a
linear ombination of χµ(X) with |µ| = 3 and with oeients depending only on aij .
It follows from the following relation
χν(AX) = µν(AX) =
∫
(a11x1 + ... + a1dxd)
ν1 × ...× (a11x1 + ...+ a1dxd)νdq(x)dx.
Analogously, from the usual dierentiation rule of a omposite funtion and from the
relation φ(z) = φ(Ax) , x = A−1z, it follows that Dνzφ(z) = D
ν
zφ(Ax) is a linear
ombination of Dνxφ(Ax) with oeients depending only on a
ij
. As a result of suh
substitutions we obtain that
∑
|ν|=3
χν(AX)D
ν
zφ(z)
ν!
=
1
3!
d∑
j=1
∑
|µ|=3
3!
µ1!...µd!
aµ11j ...a
µd
dj χµ(X)

×
∑
|µ′|=3
3!
µ′1!...µ
′
d!
(aj1)µ
′
1 ...(ajd)µ
′
dDµ
′
x φ(AX)

+
1
2!1!
∑
{i 6=,j}
 d∑
l=1
∑
|µ|=2
2!
µ1!...µd!
aµ11j ...a
µd
dj ailχµ+el(X)

×
 d∑
l′=1
∑
|µ′|=2
2!
µ′1!...µ
′
d!
(aj1)µ
′
1 ...(ajd)µ
′
dail
′
Dµ
′+el′
x φ(AX)

+
1
3!
∑
{i 6=j 6=k}
 d∑
l,q=1
∑
|µ|=1
1
µ1!...µd!
aµ11j ...a
µd
dj ailakqχµ+el+eq(X)

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×
 d∑
l′,q′=1
∑
|µ′|=1
1
µ′1!...µ
′
d!
(aj1)µ
′
1 ...(ajd)µ
′
dail
′
akq
′
D
µ′+el′+eq′
x φ(AX)

where
∑
{i 6=,j} (
∑
{i 6=j 6=k}) denotes the sum over all dierent pairs (triples) of i, j ∈
{1, 2, ..., d} ( of i, j, k ∈ {1, 2, ..., d}) and ei ∈ Rd denotes the vetor whose i−th oordi-
nate is equal to 1 and other oordinates are zero. Colleting the similar terms in the last
equation we obtain that for ν = 3ek, ν
′ = 3el the oeient before χν(X)Dν
′
x φ(AX)
is equal to
1
3!
(a1ka
l1 + ... + adka
ld)3 = 1
3!
δkl, for ν = eq + 2er, ν
′ = el + 2en , q 6= r, the
oeient before χν(X)D
ν′
x φ(AX) is equal to
1
2!
(a1qa
l1 + ... + adqa
ld)(a1ra
n1 + ... +
adra
nd)2 = 1
2!
δqlδrn, in partiular , for l = n the last expression is equal to zero.
For ν = eq + er + en, ν
′ = eq′ + er′ + en′ q 6= r, q 6= n, r 6= n, the oeient
before χν(X)D
ν′
x φ(AX) is equal to (a1qa
q′1 + ... + adqa
q′d) × (a1rar′1 + ... + adrar′d)×
(a1na
n′1 + ... + adna
n′d) = δqq′δrr′δnn′ . This proves lemma for |ν| = 3. The proof for
|ν| = 4 is quite similar. For this ase we use the relation whih enabes to express a
umulant χν(AX) as µν(AX) plus a seond order polinomial of the moments µν′(AX),
|ν ′| = 2. A neessary orretion term for µν(X) to get a χν(X) omes from the deriva-
tion of Dνzφ(z). This ompletes the proof of the lemma.
In Lemma 6 bounds will be given for derivatives of p˜h. The proof of this lemma
also makes essential use of Edgeworth expansions. The following lemma is a higher
order extension of the results in Setion 3.3 in Konakov and Mammen (2000). Denote
(8) µj,k(y) = h
k−1∑
i=j
m(ih, y), Vj,k(y) = h
k−1∑
i=j
σ(ih, y).
Lemma 5. The following bound holds with a onstant C for ν = (ν1, ...νp)
T
with
0 ≤ |ν| ≤ 6
|Dνz p˜h(jh, kh, x, y)−Dνz p˜(jh, kh, x, y)
−
√
hDνzpi1(jh, kh, x, y)− hDνzpi2(jh, kh, x, y)
∣∣∣
≤ Ch3/2ρ−3ζS−|ν|ρ (y − x)
for all j < k, x and y. Here Dνz denotes the partial dierential operator of order ν
with respet to z = V
−1/2
j,k (y)(y − x − µj,k(y)). The quantity ρ denotes again the term
ρ = [h(k − j)]1/2 and the functions pi1 and pi2 are defined in (4) and (5). We
write ζkρ (·) = ρ−pζk(·/ρ) where
ζk(z) =
[1 + ‖z‖k]−1∫
[1 + ‖z′‖k]−1dz′ .
Proof of Lemma 5. We note rst that p˜h(jh, kh, x, •) is the density of the vetor
x+ µj,k(y) + h
1/2
k−1∑
i=j
ξ˜i+1,h,
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where, as above in the denition of the frozen Markov hain Y˜n, ξ˜i+1,h is a sequene
of independent variables with densities q(ih, y, ·), µj,k(y) =
∑k−1
i=j hm(ih, y). Let fh(·)
be the density of the normalized sum
h1/2 [Vj,k(y)]
−1/2
k−1∑
i=j
ξ˜i+1,h.
Clearly, we have
p˜h(jh, kh, x, ·) = det [Vj,k(y)]−1/2 fn{[Vj,k(y)]−1/2 [· − x− µj,k(y)]}.
We now argue that an Edgeworth expansion holds for fh. This implies the following
expansion for p˜h(jh, kh, x, ·)
(9) p˜h(jh, kh, x, ·)
= det [Vj,k(y)]
−1/2 [
S−3∑
r=0
(k − j)−r/2Pr(−φ : {χ¯β,r}){[Vj,k(y)]−1/2 [· − x− µj,k(y)]}
+[k − j]−(S−2)/2O([1 + ∥∥{[Vj,k(y)]−1/2[· − x− µj,k(y)]}∥∥S]−1)]
with standard notations, see Bhattaharya and Rao (1976), p. 53. In partiular, Pr
denotes a produt of a standard normal density with a polynomial that has oeients
depending only on umulants of order ≤ r + 2. Expansion (9) follows from Theorem
19.3 in Bhattaharya and Rao (1976). This an be seen as in the proof of Lemma 3.7
in Konakov and Mammen (2000a).
It follows from (9) and Condition (A3) that
|p˜h(jh, kh, x, y)− p˜(jh, kh, x, y) −h1/2pi1(jh, kh, x, y)− hpi2(jh, kh, x, y)
∣∣
(10) ≤ Ch3/2ρ−3ζS−|ν|ρ (y − x),
where
p˜(jh, kh, x, y) = det [Vj,k(y)]
−1/2 (2pi)−p/2
exp{−1
2
(y − x− µj,k(y))T [Vj,k(y)]−1 (y − x− µj,k(y))},
pi1(jh, kh, x, y) = −ρ−1 det [Vj,k(y)]−1/2
∑
|ν|=3
χν,j,k(y)
ν!
Dνzφ
{
[Vj,k(y)]
−1/2 (y − x− µj,k(y))
}
,
pi2(jh, kh, x, y) = ρ
−2 det [Vj,k(y)]
−1/2
∑
|ν|=4
χν,j,k(y)
ν!
Dνzφ
{
[Vj,k(y)]
−1/2 (y − x− µj,k(y))
}
+
1
2
∑
|ν|=3
χν,j,k(y)
ν!
Dνz

2
φ
{
[Vj,k(y)]
−1/2 (y − x− µj,k(y))
} ,
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where χν,j,k(y) =
1
k−j
∑k−1
i=j χν,j,k,i(y), χν,j,k,i(y) = ν−th umulant of ρ [Vj,k(y)]−1/2 ξ˜i+1,h =
ρ|ν|×{ν−th umulant of [Vj,k(y)]−1/2 ξ˜i+1,h}, and Dνzφ(z) denotes the ν−th derivative
of φ with respet to z = [Vj,k(y)]
−1/2 (y−x−µj,k(y)) . It follows from the (onditional)
independene of ξ˜i+1,h, i = j, ..., k − 1, that χν,j,k(y) = ρ
|ν|
k−jh
−|ν|/2 × χν(AX), where
A = h1/2 [Vj,k(y)]
−1/2 = Σ−1/2,Σ = Cov(X,X), X =
∑k−1
i=j ξ˜i+1,h. By Lemma 4 for
s = 3, 4∑
|ν|=s
χν,j,k(y)
ν!
Dνzφ(z) = ρ
s 1
k − j
∑
|ν|=s
χν(AX)
ν!
Dνh1/2zφh(h
1/2z)
= (−1)sρs
∑
|ν|=s
χν(X)
ν!
Dνxφh(A(y − x− µj,k(y)))
= (−1)sρs
∑
|ν|=s
χν(X)
ν!
Dνxφ([Vj,k(y)]
−1/2 (y − x− µj,k(y))),(11)
where we put φh(z) = φ(h
−1/2z), χν(X) =
1
k−j
∑k−1
i=j χν(ih, y). It follows from (11) and
the ondition B1 that up to the error term in the right hand side of (10) the funtions
pi1 and pi2 oinide with the funtions pi1 and pi2 given at the beginning of Setion 4.
For ν = 0 the statement of the lemma immediately follows from (10). For ν > 0 one
proeeds similarly. See the remark at the end of the proof of Lemma 3.7 in Konakov
and Mammen (2000).
The following lemma was proved in Konakov and Molhanov (1984) (Lemma 4 on
page 68).
Lemma 6. Let L(d) be the set of symmetri matries, and let Dλ+,λ− ⊂ L(d), 0 <
λ− < λ+ < ∞, be the open subset distinguished by the inequalities Λ ∈ Dλ+,λ− ⇔
λ−I ≤ Λ ≤ λ+I; A = A(Λ) is a solution of the equation A2 = Λ with A = AT and
aij(Λ) the orresponding matrix elements. Then for any k, l ≤ d, i, j ≤ d and
Λ ⊂ Dλ+,λ− we have that ∣∣∣∣∂aij(Λ)∂λkl
∣∣∣∣ ≤ 12√λ− .
From Lemma 5 we get the following orollary. The statement of the next lemma
is an extension of Lemma 3.7 in Mammen and Konakov (2000) where the result has
been shown for 0 ≤ |b| ≤ 2, a = 0.
Lemma 7. The following bounds hold:∣∣DayDbxp˜h(jh, kh, x, y)∣∣ ≤ Cρ−|a|−|b|ςS−|a|ρ (y − x)
for all j < k, for all x and y and for all a, b with 0 ≤ |a| + |b| ≤ 6. Here,
ρ = [(k − j)h]1/2 . The exponent S has been dened in Assumption A3.
Proof of Lemma 7. If A = ‖aij‖ and B = ‖bkl‖ and elements aij(B) are
smooth funtions of bkl then an inequality
∣∣ ∂A
∂B
∣∣ ≤ C will mean that ∣∣∣∂aij∂bkl ∣∣∣ ≤ C
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for all 1 ≤ i, j ≤ d, 1 ≤ k, l ≤ d. To obtain the assertion of the lemma we have
to estimate the derivatives DayD
b
xz,where z = V
−1/2
j,k (y)(y − x − µj,k(y)). Note that
z = z(V
−1/2
j,k , µj,k, x, y), where V
−1/2
j,k = V
−1/2
j,k (y) and µj,k = µj,k(y). It follows from the
onditions (B1) and (8) that
(12)
∣∣∣∣∂µj,k(y)∂y
∣∣∣∣ ≤ Cρ2, ∣∣∣∣∂Vj,k(y)∂y
∣∣∣∣ ≤ Cρ2.
It follows from Lemma 6 that
(13)
∣∣∣∣∣∂V
1/2
j,k
∂Vj,k
∣∣∣∣∣ ≤ C.
From inequalities (3.16) in Konakov and Mammen (2000) and from the representation
of an inverse matrix in terms of ofators divided by determinant we obtain that
(14)
∣∣∣∣∣∂V
−1/2
j,k
∂V
1/2
j,k
∣∣∣∣∣ ≤ Cρ−2.
From (12)-(14) and from the dierentiation rule of a omposite funtion we get
(15)
∣∣∣∣∣∂V
−1/2
j,k (y)
∂y
∣∣∣∣∣ ≤ C.
Inequalities (3.16) in Konakov and Mammen (2000), (15) and the dierentiation
rule of a omposite funtion imply
(16)
∣∣∣∣ ∂z∂µj,k
∣∣∣∣ ≤ Cρ ,
∣∣∣∣∣ ∂z∂V −1/2j,k
∣∣∣∣∣ = (y − x− µj,k(y)),
∣∣∣∣∂z∂y
∣∣∣∣ ≤ Cρ .
Inequalities (3.16) in Konakov and Mammen (2000) also imply
(17)
∣∣∣∣∂z∂x
∣∣∣∣ ≤ Cρ .
The assertion of Lemma 7 for a = ei, b = ej, 1 ≤ i, j ≤ d, follows from Lemma 5 and
from (16), (17). For other values of a and b one has to repeat this arguments.
6 Bounds on operator kernels used in the parametrix
expansions.
In this setion we will present bounds for operator kernels appearing in the expansions
based on the parametrix method. In Lemma 8 we ompare the innitesimal operators
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Lh and L˜h with the dierential operators L and L˜. We give an approximation for the
error if, in the denition of Hh = (Lh − L˜h)p˜h, the terms Lh and L˜h are replaed by L
or L˜, respetively. We show that this term an be approximated by Kh +Mh, where
Kh = (L − L˜)p˜h and where Mh is dened in Remark 1 after Lemma 8 . Bounds on
Hh, Kh, and Mh are given in Lemma 9. These bounds will be used in the proof of our
theorem to show that in the expansion of ph the terms p˜h ⊗h H(r)h an be replaed by
p˜h ⊗h (Kh +M ′h)(r), M ′h is dened in Lemma 9.
Lemma 8. The following bound holds with a onstant C
|Hh(jh, kh, x, y)−K ′h(jh, kh, x, y)−M ′h(jh, kh, x, y)− Rh(jh, kh, x, y)|
≤ Ch3/2ρ−1ζSρ (y − x)
with ζSρ as in Lemma 5 for all j < k, x and y . For j < k − 1 we dene
K ′h(jh, kh, x, y) = (L− L˜)λ(x),M ′h(jh, kh, x, y)
=Mh,1(jh, kh, x, y) +Mh,2(jh, kh, x, y) +M
′
h,3(jh, kh, x, y)
Mh,1(jh, kh, x, y) = h
1/2
∑
|ν|=3
Dνxλ(x)
ν!
(χν(jh, x)− χν(jh, y)),
Mh,2(jh, kh, x, y) = h
∑
|ν|=4
Dνxλ(x)
ν!
(χν(jh, x)− χν(jh, y)),
M ′h,3(jh, kh, x, y) =
h
2
(L2∗ − L˜2)λ(x),
Rh(jh, kh, x, y) = h
3/2
∑
|ν|=4
Dνxλ(x)
ν!
d∑
r=1
νr[mr(jh, x)µν−er(jh, x)−mr(jh, y)µν−er(jh, y)]
+5
∑
|ν|=5
1
ν!
d∑
k=1
(mk(jh, x)−mk(jh, y))
{
νk
∫
q(jh, x, θ)h˜ν−ek(θ)
×
[∫ 1
0
(1− u)4Dνλ(x+ uh˜(θ))du
]
dθ
+
∫
q(jh, x, θ)h˜ν(θ)
[∫ 1
0
(1− u)4uDν+ekλ(x+ uh˜(θ))du
]
dθ
}
+h2
∑
|ν|=4
Dνxλ(x)
ν!
∑
|ν′|=2
ν!N(ν, ν ′)[mν
′
(jh, x)µν−ν′(jh, x)−mν′(jh, y)µν−ν′(jh, y)].
Here L∗ is dened analogously to L˜ but with the oeients frozen at the point x,
er denotes a p - dimensional vetor with r − th element equal to 1 and with all other
elements equal to 0. Furthermore, for |ν| = 4, |ν ′| = 2 we dene
N(ν, ν ′) = 2χ[ν
′!=1]+χ[(ν−ν′)!=1]−2
where χ(·) means an indiator funtion. We put m(x)ν = m1(x)ν1 · ... · mp(x)νp and
m(x)ν = 0, ν! = 0 and µν(x) = 0 if at least one of the oordinates of ν is negative.
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We dene also the following funtions
λ(x) = p˜h((j + 1)h, kh, x, y),
h˜(θ) = m(jh, y)h+ θh1/2.
Here again ρ denotes the term ρ = [h(k − j)]1/2 . For j = k − 1 and l = 1, ..., 3 we
dene
K ′h(jh, kh, x, y) =Mh,1(jh, kh, x, y) =Mh,2(jh, kh, x, y) =M
′
h,3(jh, kh, x, y) = 0.
Proof of Lemma 8. As in the proof of Lemma 3.9 in Konakov and Mammen (2000)
we have
Hh(jh, kh, x, y) = H
1
h(jh, kh, x, y)−H2h(jh, kh, x, y),
where
H1h(jh, kh, x, y) = h
−1
∫
q(jh, x, θ)[λ(x+ h(θ))− λ(x)]dθ(18)
H2h(jh, kh, x, y) = h
−1
∫
q(jh, x, θ)[λ(x+ h˜(θ))− λ(x)]dθ,(19)
h(θ) = m(jh, x)h + θh1/2,
h˜(θ) = m(jh, y)h+ θh1/2.
For [λ(x+h(θ))−λ(x)] and [λ(x+ h˜(θ))−λ(x)] in (18), (19) we use now the Tailor
expansion up to the order 5 with the remaining term in integral form. To pass from
moments to umulants we use the well known relations (see e.g. relation (6.11) on
page 46 in Bhattaharya and Rao (1986)). After long but simple alulations we ome
to the onlusion of the lemma.
Remark 1. We show now that the funtion K ′h(jh, kh, x, y) +M
′
h,3(jh, kh, x, y)
in Lemma 8 is equal to Kh(jh, kh, x, y) +
h
2
(L2∗ − 2LL˜+ L˜2)λ(x) +M ′′h,3(jh, kh, x, y)
where
M ′′h,3(jh, kh, x, y) = −h2
∑
|µ|=2
mµ(jh, y)
µ!
(L− L˜)Dµλ(x)
−3
∑
|µ|=3
∫ 1
0
(1− δ)2dδ
∫
q(jh, y, θ)
h˜(θ)µ
µ!
(L− L˜)Dµλ(x+ δh˜(θ))dθ.(20)
Thus in Lemma 8 we an replaeK ′h(jh, kh, x, y)+M
′
h(jh, kh, x, y) by Kh(jh, kh, x, y)+
Mh(jh, kh, x, y) where Kh(jh, kh, x, y) = (L − L˜)p˜h(jh, kh, x, y), Mh(jh, kh, x, y) =
h
2
(L2∗−2LL˜+L˜2)λ(x)+M ′′h ,M ′′h =Mh,1(jh, kh, x, y)+Mh,2(jh, kh, x, y)+M ′′h,3(jh, kh, x, y)
and
max{|M ′h(jh, kh, x, y)| , |Mh(jh, kh, x, y)|} ≤ Cρ−1ζρ(y − x),
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ρ2 = kh− jh. To show this we note that
p˜h(jh, kh, x, y) =
∫
q(jh, y, θ)λ(x+ h˜(θ))dθ
where h˜(θ) = m(jh, y)h+ h1/2θ. From the Tailor expansion we get
p˜h(jh, kh, x, y) = λ(x) + hL˜λ(x) + h
2
∑
|µ|=2
mµ(jh, y)
µ!
Dµλ(x)
+3
∑
|µ|=3
∫ 1
0
(1− δ)2dδ
∫
q(jh, y, θ)
h˜(θ)µ
µ!
Dµλ(x+ δh˜(θ))dθ
and, hene,
K ′h(jh, kh, x, y) = Kh(jh, kh, x, y) + (L− L˜)[λ(x)− p˜h(jh, kh, x, y)]
(21) = Kh(jh, kh, x, y) + h(L˜
2 − LL˜)λ(x) +M ′′h,3(jh, kh, x, y).
Note that
h(L˜2 − LL˜)λ(x) +M ′h,3(jh, kh, x, y) = h(L˜2 − LL˜)λ(x) +
h
2
(L2∗ − L˜2)λ(x)
=
h
2
(L2∗ − 2LL˜+ L˜2)λ(x)
and from the denitions of the operators L, L˜ and L∗ and Lipshitz onditions on the
oeients m(t, x) and σ(t, x) we obtain that
(22)
∣∣∣∣h2 (L2∗ − 2LL˜+ L˜2)λ(x)
∣∣∣∣ ≤ Chρ−3ζρ(y − x).
Analogously, we have∣∣∣∣∣∣h2
∑
|µ|=2
mµ(jh, y)
µ!
(L− L˜)Dµλ(x)
∣∣∣∣∣∣ ≤ Ch2ρ−3ζρ(y − x),(23) ∣∣∣∣∣∣3
∑
|µ|=3
∫ 1
0
(1− δ)2dδ
∫
q(jh, y, θ)
h˜(θ)µ
µ!
(L− L˜)Dµλ(x+ δh˜(θ))dθ
∣∣∣∣∣∣(24)
≤ Ch3/2ρ−4ζρ(y − x).
Now (21)-(24) imply the assertion of this remark.
Lemma 9. The following bounds holds:∣∣∣∣∣
n∑
r=0
p˜h ⊗h (Kh +Mh +Rh)(r)(0, T, x, y)−
n∑
r=0
p˜h ⊗h (Kh +Mh)(r)(0, T, x, y)
∣∣∣∣∣
≤ C(ε)hn−1/2+εζS√
T
(y − x),(25)
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where limε−→0C(ε) = +∞.
Proof of Lemma 9. For r = 1 we will show that for any ε > 0 with ρ2 = kh
|p˜h ⊗h (Kh +Mh +Rh)(0, kh, x, y)− p˜h ⊗h (Kh +Mh)(0, kh, x, y)|(26)
= |p˜h ⊗h Rh(0, kh, x, y)| ≤ Ch3/2−ε(kh)−1/2+εB(1
2
, ε)ζSρ (y − x).
Clearly, for an estimate of p˜h ⊗h Rh(0, T, x, y) it sues to estimate
I1 = h
3/2
k−2∑
j=0
h
∫
p˜h(0, kh, x, z)(f(jh, z)− f(jh, y))Dνz p˜h((j + 1)h, kh, z, y)dz
for ν with |ν| = 4, and
I2 = h
2
k−2∑
j=0
h
∫
p˜h(0, jh, x, z)(f(jh, z)− f(jh, y))
∫
q(jh, z, θ)h˜ν−ek(θ)
×
∫ 1
0
(1− u)4Dνzλ(z + uh˜(θ))dudθdz
for ν with |ν| = 5, 1 ≤ k ≤ d. Here f(t, x) is a funtion whose rst and seond
derivatives with respet to x are ontinuous and bounded, uniformly in t and x. After
integration by parts we obtain for 1 ≤ l, s ≤ d
I1 = −h3/2
k−2∑
j=0
h
∫
Dekz p˜h(0, jh, x, z)(f(jh, z)− f(jh, y))Dν−ekz p˜h((j + 1)h, kh, z, y)dz
+h3/2
k−2∑
j=0
h
∫
Desz p˜h(0, jh, x, z)D
ek
z f(jh, z)D
ν−ek−es
z p˜h((j + 1)h, kh, z, y)dz
+h3/2
k−2∑
j=0
h
∫
p˜h(0, jh, x, z)D
ek+es
z f(jh, z)D
ν−ek−es
z p˜h((j + 1)h, kh, z, y)dz.
Hene,
(27) |I1| ≤ Ch3/2
k−2∑
j=0
h
1√
jh(kh− jh)ζρ(y−x) ≤ Ch
3/2−ε(kh)−1/2+εB(
1
2
, ε)ζS√
T
(y−x).
In the same way, we obtain after integration by parts with 1 ≤ l, s ≤ d
I2 = −h2
k−2∑
j=0
h
∫ 1
0
(1− u)4du
∫
dθ
(
m(jh, y)h1/2 + θ
)ν−el
∫
Delz p˜h(0, jh, x, z)(f(jh, z)− f(jh, y))
×q(jh, z, θ)Dν−elz p˜h((j + 1)h, kh, z + uh˜(θ), y)dz
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+h2
k−2∑
j=0
h
∫ 1
0
(1− u)4du
∫
dθ(m(jh, y)h1/2 + θ)ν−el
×
∫
Desz [p˜h(0, jh, x, z)D
elf(jh, z)q(jh, z, θ)]
×Dν−el−esz p˜h((j + 1)h, kh, z + uh˜(θ), y)dz
−h2
k−2∑
j=0
h
∫ 1
0
(1− u)4du
∫
dθ(m(jh, y)h1/2 + θ)ν−el
×p˜h(0, jh, x, z)(f(jh, z)− f(jh, y))
×Delz q(jh, z, θ)Dν−elz p˜h((j + 1)h, kh, z + uh˜(θ), y)dz.
It follows from this equation that
(28) |I2| ≤ Ch3/2−ε(kh)−1/2+εB(1
2
, ε)ζSρ (y − x).
Claim (27) follows now from (27) and (28). For r ≥ 2 we use the identity
p˜h ⊗h (Kh +Mh +Rh)(r)(0, T, x, y)− p˜h ⊗h (Kh +Mh)(r)(0, T, x, y)(29)
=
[
p˜h ⊗h (Kh +Mh +Rh)(r−1) − p˜h ⊗h (Kh +Mh)(r−1)
]⊗h (Kh +Mh)(0, T, x, y)
+p˜h ⊗h (Kh +Mh +Rh)(r−1) ⊗h Rh(0, T, x, y)
= I + II.
For r = 2 we obtain from (27) and from the simple estimate |(Kh +Mh)(jh, kh, z, y)| ≤
Cρ−12 ζ
S
ρ2(y − z) with ρ22 = kh− jh, that
|I| = |[p˜h ⊗h (Kh +Mh +Rh)− p˜h ⊗h (Kh +Mh)]⊗h (Kh +Mh)(0, kh, x, y)|
≤ C2h3/2−εB(1
2
, ε)
k−2∑
j=0
h(jh)−1/2+ε(kh− jh)−1/2
∫
ζSρ1(z − x)ζSρ2(y − z)dz
≤ C2h3/2−εB(1
2
, ε)B(
1
2
, ε+
1
2
)(kh)εζSρ (y − x), ρ2 = kh.
For r ≥ 3 we obtain by indution
|I| = ∣∣[p˜h ⊗h (Kh +Mh +Rh)(r−1) − p˜h ⊗h (Kh +Mh)(r−1)]
⊗h(Kh +Mh)(0, kh, x, y)|
≤ Crh3/2−εB(1
2
, ε)B(
1
2
, ε+
1
2
)...B(
1
2
, ε+
r − 1
2
)(kh)ε+(r−2)/2ζSρ (y − x)
≤ Γ(ε)h3/2−ε [CΓ(1/2)]
r
Γ(ε+ r
2
)
(kh)ε+(r−2)/2ζSρ (y − x), ρ2 = kh.(30)
To estimate II we use the following estimates∣∣DayDbxp˜h(jh, kh, x, y)∣∣ ≤ Cρ−|a|−|b|ςS−|a|ρ (y − x), Dbxp˜h(jh, kh, x, x+ v) ≤ CζSρ (v),(31) ∣∣Dbx(Kh +Mh +Rh)(jh, kh, x+ v, x)∣∣ ≤ Cρ−1ζSρ (v).(32)
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The inequalities (31) and (32) are obained by using the same arguments as is the proof
of Lemma 7. Using these inequalities and mimiking the proof of Theorem 2.3 in
Konakov and Mammen (2002) we obtain the following bounds for r ≥ 0∣∣DbxDay p˜h ⊗h (Kh +Mh +Rh)(r)(0, kh, x, y)∣∣
≤ Cr(kh)−|a|−|b|+rB(1
2
,
1
2
)B(1,
1
2
)...B(
r
2
,
1
2
)ςS−|a|ρ (y − x)
≤ [CΓ(1/2)]
r
Γ( r+1
2
)
(kh)−|a|−|b|+rςS−|a|ρ (y − x).(33)
Inequality (33) allows us to estimate II = [p˜h⊗h (Kh+M ′′h+Rh)(r−1)]⊗hRh(0, kh, x, y).
For this aim it sues to estimate
h3/2
∑
h
∫
[p˜h ⊗h (Kh +Mh +Rh)(r−1)](0, jh, x, z)
×Dν p˜h((j + 1)h, kh, z, y)(f(jh, z)− f(jh, y))dz(34)
for r ≥ 2 , |ν| = 4, and
n−2∑
j=0
h
∫
[p˜h ⊗h (Kh +Mh +Rh)(r−1)](0, jh, x, z)(f(jh, z)− f(jh, y))
×
∫
q(jh, z, θ)h˜ν−el(θ)
∫ 1
0
(1− u)4Dν p˜h((j + 1)h, kh, z + uh˜(θ), y)dudθdz(35)
for r ≥ 2, |ν| = 5, 1 ≤ l ≤ d. Here f(t, x) is a funtion whose rst and seond
derivatives with respet to x are ontinuous and bounded, uniformly in t and x. The
upper bound for (34) follows from (33) by integration by parts, exatly in the same
way as it was done to obtain the upper bound for I1 (see (27)). This gives an estimate
h3/2
∣∣∣∣∑ h ∫ [p˜h ⊗h (Kh +Mh +Rh)(r−1)](0, jh, x, z)
×Dν p˜h((j + 1)h, kh, z, y)(f(jh, z)− f(jh, y))dz|
≤ Γ(ε)h3/2−ε [CΓ(1/2)]
r
Γ( r+1
2
)
(kh)ε+(r−2)/2ζSρ (y − x).(36)
The upper bound for (35) also follows from (33) by integration by parts in the same
way as it was done to obtain an upper bound for I2 (see (28)). This gives for (35) the
same estimate as in (36) and, hene,
(37) |II| ≤ CΓ(ε)h3/2−ε [CΓ(1/2)]
r
Γ( r+1
2
)
(kh)ε+(r−2)/2ζSρ (y − x).
The assertion of the lemma follows now from (27), (29), (30) and (37).
Lemma 10. Let A(s, t, x, y), B(s, t, x, y), C(s, t, x, y) some funtions with the
absolute value less than C(t− s)−1/2ζ√t−s(y − x) for a onstant C. Then
∞∑
r=0
A⊗h (B + C)(r)(ih, jh, x, y)−
∞∑
r=0
A⊗h B(r)(ih, jh, x, y)
=
∞∑
r=1
[A⊗h Φ]⊗h [C ⊗h Φ](r) (ih, jh, x, y),
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where Φ =
∑∞
r=0B
(r).
Proof of Lemma 10. Under the onditions of the lemma all series are absolutely
onvergent. The assertion of the lemma follows from linearity of the operation ⊗h and
after permutation of the summands in the absolutely onvergent series.
7 Proof of the main result.
We now ome to the proof of Theorem 1. The main tools for the proof have been
given in Setions 4 and 5. From Lemmas 1 and 2 we get that
p(0, T, x, y) =
n∑
r=0
p˜⊗H(r)(0, T, x, y) + o(h2T )φC,√T (y − x).
With Lemma 3 this gives
(38) p(0, T, x, y)− ph(0, T, x, y) = T1 + ...+ T7 + o(h2T )φC,√T (y − x),
where
T1 =
n∑
r=0
p˜⊗H(r)(0, T, x, y)−
n∑
r=0
p˜⊗h H(r)(0, T, x, y),
T2 =
n∑
r=0
p˜⊗h H(r)(0, T, x, y)−
n∑
r=0
p˜⊗h (H +M ′′h +
√
hN1)
(r)(0, T, x, y),
T3 =
n∑
r=0
p˜⊗h (H +M ′′h +
√
hN1)
(r)(0, T, x, y)
−
n∑
r=0
p˜⊗h (H +Mh +
√
hN1)
(r)(0, T, x, y),
T4 =
n∑
r=0
p˜⊗h (H +Mh +
√
hN1)
(r)(0, T, x, y)−
n∑
r=0
p˜⊗h (Kh +Mh)(r)(0, T, x, y),
T5 =
n∑
r=0
p˜⊗h (Kh +Mh)(r)(0, T, x, y)−
n∑
r=0
p˜h ⊗h (Kh +Mh)(r)(0, T, x, y),
T6 =
n∑
r=0
p˜h ⊗h (Kh +Mh)(r)(0, T, x, y)−
n∑
r=0
p˜h ⊗h (Kh +Mh +Rh)(r)(0, T, x, y),
T7 =
n∑
r=0
p˜h ⊗h (Kh +Mh +Rh)(r)(0, T, x, y)−
n∑
r=0
p˜h ⊗h H(r)h (0, T, x, y).
Here we put N1(s, t, x, y) = (L− L˜)pi1(s, t, x, y).
We now disuss the asymptoti behavior of the terms T1, ..., T7.
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Asymptoti treatment of the term T1. Using Remark 1 in Konakov (2006) we get that
T1 =
h
2
[p⊗h (L2 − 2LL˜+ L˜2)p˜⊗h Φ)](0, T, x, y)
+
h
2
[p⊗h (L′ − L˜′)p˜⊗h Φ](0, T, x, y) +RT (0, T, x, y),(39)
where for any 0 < ε < 1/2
(40) |RT (0, T, x, y)| ≤ C(ε)(hn−1/2+ε + h
√
T )φC,
√
T (y − x),
Φ(s, t, x, y) =
∑∞
r=0H
(r)(s, t, x, y). Here, the summand H(0)(s, t, x, y) was introdued
to simplify notations. We dene g ⊗h H(0)(s, t, x, y) = g(s, t, x, y) for a funtion g.
Note, that in the homogenous ase it holds that σij(s, x) = σij(x), mi(s, x) = mi(x)
and that the seond summand in (39) is equal to 0.
Asymptoti treatment of the term T2. We will show that with a positive onstant
δ > 0 ∣∣∣∣∣T2 − 3
∞∑
r=0
p˜⊗h H(r)(0, T, x, y) +
∞∑
r=0
p˜⊗h (H +Mh,1 +
√
hN1)
(r)(0, T, x, y)(41)
+
∞∑
r=0
p˜⊗h (H +Mh,2)(r)(0, T, x, y) +
∞∑
r=0
p˜⊗h (H +M ′′h,3)(r)(0, T, x, y)
∣∣∣∣∣
≤ Chn−δζ√T (y − x).
It sues to disuss the ase r ≥ 2 beause for r = 1, 2 the left hand side of (41) is
equal to zero. For r ≥ 2, (41) immediately follows from the following bounds∣∣∣p˜⊗h (H +M ′′h +√hN1)(r)(0, T, x, y)(42)
−p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r)(0, T, x, y)
−[p˜⊗h (H +M ′′h,3)(r) − p˜⊗h H(r)](0, T, x, y)
∣∣
≤ C(ε)h3/2−2ε C
r
Γ( r−1
2
)
T 3ε+
r−3
2 ζ√kh(v − x),∣∣∣p˜⊗h (H +Mh,1 +Mh,2 +√hN1)(r)(0, T, x, y)(43)
−p˜⊗h (H +Mh,1 +
√
hN1)
(r)(0, T, x, y)
−[p˜⊗h (H +Mh,2)(r) − p˜⊗h H(r)](0, T, x, y)
∣∣
≤ C(ε)h3/2−2ε C
r
Γ( r−1
2
)
T 3ε+
r−4
2 ζ√T (v − x),
for all suiently small ε > 0 with a funtion C that fulls limε−→0C(ε) = +∞. We
will prove rst the bound (42). Denote the expression under the sign of the absolute
value in (42) by Γr. Note that Γ0 = Γ1 = 0. For r ≥ 2 we make use of the following
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reurrene formula
Γr = Γr−1 ⊗h H +
[
p˜⊗h (H +M ′′h +
√
hN1)
(r−1)
(44)
−p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−1)
]
⊗h (M ′′h +
√
hN1)
+
[
p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−1) − p˜⊗h (H +M ′′h,3)(r−1)
]
⊗h M ′′h,3
= I + II + III.
We start with the estimation of II. First we will estimate
(45)
∣∣∣p˜⊗h (H +M ′′h +√hN1)(r−1) − p˜⊗h (H +Mh,1 +Mh,2 +√hN1)(r−1)∣∣∣ .
For r = 2 we have p˜ ⊗h M ′′h,3(0, kh, x, y). It follows from (20) that it is enough to
estimate
(46) J1 = h
2
k−2∑
i=0
h
∫
p˜(0, ih, x, v)(f(ih, v)− f(ih, y))Dνv p˜h((i+ 1)h, kh, v, y)dv
for |ν| = 4 and
J2 = h
3/2
k−2∑
i=0
h
∫
p˜(0, ih, x, v)(f(ih, v)− f(ih, y))
∫
q(ih, v, θ)θν
∫ 1
0
(1− δ)2(47)
×Dν+el+eqv p˜h((i+ 1)h, kh, v + δh˜(θ), y)dδdθdv
for |ν| = 3. Here f(t, x) is a funtion for whih Dνxf(t, x) is bounded uniformly in (t, x)
for |ν| = 0, 1, 2, 3. An estimate forJ1 follows from (27). This gives
(48) |J1| ≤ Ch2−ε(kh)ε−1/2B(1
2
, ε)ζS√
kh
(y − x).
The estimate for J2 an be obtained analogously to the estimate of I2 (see (28)).
Integrating by parts we get
J2 = h
3/2
k−2∑
j=0
h
∫ 1
0
(1− δ)2dδ
∫
dθ · θν
∫
Del+eqv [p˜(0, ih, x, v)
×(f(ih, v)− f(ih, y))q(ih, v, θ)]Dνv p˜h((i+ 1)h, kh, v + δh˜(θ), y)dv.
The derivative
Del+eqv [p˜(0, ih, x, v)(f(ih, v)− f(ih, y))q(ih, v, θ)]
is a sum of 9 summands. Integrating by parts one more for summands whih ontain
Dµν p˜(0, ih, x, v) with |µ| < 2, we obtain
|J2| ≤ Ch3/2−2εζS−3√kh(y − x)
∫
ψ(θ) ‖θ‖3 (h(S−3)/2 ‖θ‖S−3 + 1)dθ(49)
k−2∑
j=0
h
1
(ih)1−ε
× 1
(kh− ih)1−ε
≤ Ch3/2−2εB(ε, ε)(kh)2ε−1ζS−3√
kh
(y − x)
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for any ε ∈ (0, 1/4). It follows from (48) and (49) that for r = 2 (45) does not exeed
Ch3/2−2εB(ε, ε)(kh)ε−1ζS−3√
kh
(y − x). For r ≥ 3 we use the reurrene relation
p˜⊗h (H +M ′′h +
√
hN1)
(r−1) − p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−1)
(50)
=
[
p˜⊗h (H +M ′′h +
√
hN1)
(r−2) − p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−2)
]
⊗h(H +M ′′h +
√
hN1) + [p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−2)]⊗h M ′′h,3
= I ′ + II ′.
From (50) we obtain for r = 3
|I ′| ≤ Ch3/2−2εB(ε, ε)ζS−3√
kh
(y − x)
k−2∑
i=0
h(ih)ε−1(kh− ih)−1/2
≤ Ch3/2−2εB(ε, ε)B(1
2
, ε)(kh)ε−1/2ζS−3√
kh
(y − x).
For the estimate of II ′ we use the following estimates∣∣∣DavDbx(H +Mh,1 +Mh,2 +√hN1)(jh, kh, x, v)∣∣∣ ≤ Cρ−1−|a|−|b|ζρ(v − x),(51) ∣∣∣Dbx(H +Mh,1 +Mh,2 +√hN1)(jh, kh, x, x+ v)∣∣∣ ≤ Cρ−1ζρ(v − x).(52)
To prove (51) it is enough to get the orresponding estimates for summands inMh,1,Mh,2
and
√
hN1
h1/2DavD
b
x [D
ν
xp˜h((j + 1)h, kh, x, v)(f(jh, x)− f(jh, v))](53)
≤ Cρ−1−|a|−|b|ζρ(v − x) for |ν| = 3,
hDavD
b
x [D
ν
xp˜h((j + 1)h, kh, x, v)(f(jh, x)− f(jh, v))](54)
≤ Cρ−1−|a|−|b|ζρ(v − x) for |ν| = 4,
h1/2DavD
b
x
[
Dν+ep+eqx p˜h((j + 1)h, kh, x, v)ρ
2(f(jh, x)− f(jh, v))](55)
≤ Cρ−1−|a|−|b|ζρ(v − x) for |ν| = 3,
for a funtion f(t, x) with |a|+|b| derivatives w.r.t. x that are uniformly bounded w.r.t.
t. These estimates are diret onsequenes of Lemma 7. To prove (52) it is enough to
show the orresponding estimates for summands in Mh,1,Mh,2 and
√
hN1
h1/2Dbx [D
ν
xp˜h((j + 1)h, kh, x, y) |y=x+v (f(jh, x)− f(jh, x+ v))](56)
≤ Cρ−1ζρ(v − x) for |ν| = 3,
hDbx [D
ν
xp˜h((j + 1)h, kh, x, y) |y=x+v (f(jh, x)− f(jh, x+ v))](57)
≤ Cρ−1ζρ(v − x) for |ν| = 4,
h1/2Dbx
[
Dν+ep+eqx p˜h((j + 1)h, kh, x, v) |y=x+v ρ2(f(jh, x)− f(jh, x+ v))
]
(58)
≤ Cρ−1ζρ(v − x) for |ν| = 3.
These estimates also follow from the estimates obtained in the proof of Lemma 7. If
z(V
−1/2
j,k (y), µj,k(y), x, y) = V
−1/2
j,k (y)(y − x− µj,k(y)) then
(59)
∣∣∣∣∂z∂y
∣∣∣∣ ≤ Cρ ,
∣∣∣∣∂z∂x
∣∣∣∣ ≤ Cρ
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and for z(V
−1/2
j,k (x+ v), µj,k(x+ v), x, x+ v) = V
−1/2
j,k (x+ v)(v − µj,k(x+ v)) we have
(60)
∣∣∣∣∂z∂x
∣∣∣∣ ≤
∣∣∣∣∣ ∂z∂V −1/2j,k
∣∣∣∣∣
∣∣∣∣∣∂V
−1/2
j,k
∂x
∣∣∣∣∣+
∣∣∣∣ ∂z∂µj,k
∣∣∣∣ ∣∣∣∣∂µj,k∂x
∣∣∣∣ ≤ C(‖v‖+ 1).
Now with the inequalities (51),(52) we an proeed like in the proof of Theorem 2.3 in
Konakov and Mammen (2002). This gives the following estimate for r ≥ 3∣∣∣DavDbx[p˜⊗h (H +Mh,1 +Mh,2 +√hN1)(r−2)](jh, kh, x, v)∣∣∣(61)
≤ CrB(1, 1
2
)× ...× B(r − 1
2
,
1
2
)ρr−2−|a|−|b|ζρ(v − x).
Now we denote p˜1,r = p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r)
and p˜0 = p˜. For an estimate
of p˜1,r−2⊗hM ′′h,3 it sues to make the same alulations using integration by parts as
it was done above for J1 and J2. This gives
|II ′| ≤ ∣∣p˜1,r−2 ⊗h M ′′h,3(0, kh, x, y)∣∣(62)
≤ Crh3/2−2εB(1, 1
2
)B(1 +
1
2
,
1
2
)
×...×B(1 + r − 3
2
,
1
2
)B(
r − 2
2
, ε)(kh)ε+
r−4
2 ζ√kh(v − x)
and by indution for r ≥ 3
|I ′| ≤ Crh3/2−2εB(ε, 1
2
)B(ε+
1
2
,
1
2
)(63)
×...× B(ε+ r − 3
2
,
1
2
)B(ε, ε)(kh)ε+
r−4
2 ζ√kh(v − x).
Comparing (62) and (63) we obtain that for r ≥ 3∣∣∣p˜⊗h (H +M ′′h +√hN1)(r−1) − p˜⊗h (H +Mh,1 +Mh,2 +√hN1)(r−1)∣∣∣(64)
≤ Crh3/2−2εB(ε, 1
2
)B(ε+
1
2
,
1
2
)
×...× B(ε+ r − 3
2
,
1
2
)B(ε, ε)(kh)ε+
r−4
2 ζ√kh(v − x).
From (64) we get the following estimate for II
(65) |II| ≤ Crh3/2−2εB(ε, ε)B(ε, 1
2
)B(ε+
1
2
,
1
2
)×...×B(ε+ r − 2
2
,
1
2
)T ε+
r−3
2 ζ√T (v−x).
To estimate III note that the same inequalities (51), (52),(61) hold for H + M ′′h,3,
namely, ∣∣DavDbx(H +M ′′h,3)(jh, kh, x, v)∣∣ ≤ Cρ−1−|a|−|b|ζρ(v − x)(66) ∣∣Dbx(H +M ′′h,3)(jh, kh, x, x+ v)∣∣ ≤ Cρ−1ζρ(v − x)(67) ∣∣DavDbx[p˜⊗h (H +M ′′h,3)(r)](jh, kh, x, v)∣∣(68)
≤ CrB(1, 1
2
)× ...× B(r + 1
2
,
1
2
)ρr−|a|−|b|ζρ(v − x).
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To prove (66)- (68) it is enough to get the orresponding estimates for summands in
M ′′h,3 (see (20)). These estimates an be proved by the same arguments as used in the
proof of (51), (52) and (61). To estimate III we have now to estimate p˜1,r⊗hM ′′h,3 and
p˜2,r ⊗h M ′′h,3 where
p˜2,r = p˜⊗h (H +M ′′h,3)(r).
Using integration by parts and inequality (68), we obtain for p˜2,r−1 ⊗h M ′′h,3 the same
estimate as for p˜1,r ⊗h M ′′h,3. It holds for i = 1, 2∣∣p˜2,r ⊗h M ′′h,3(0, kh, x, y)∣∣
≤ Crh3/2−2εB(1, 1
2
)× ...× B(r + 1
2
,
1
2
)B(
r
2
, ε)(kh)ε+
r−2
2 ζ√kh(y − x).
Hene it holds for r ≥ 2
|III| ≤ ∣∣p˜1,r−1 ⊗h M ′′h,3(0, kh, x, y)∣∣+ ∣∣p˜2,r−1 ⊗h M ′′h,3(0, kh, x, y)∣∣(69)
≤ Crh3/2−2εB(1, 1
2
)× ...×B(r
2
,
1
2
)B(
r − 1
2
, ε)(kh)ε+
r−3
2 ζ√kh(y − x).
From (44), (65) and (69) we get for r ≥ 2
|Γr(0, kh, x, y)| ≤ Crh3/2−2εB(ε, ε)B(ε, 1
2
)× ...×B(ε+ r − 2
2
,
1
2
)(kh)ε+
r−3
2 ζ√kh(v− x).
In partiular
(70) |Γr(0, T, x, y)| ≤ h3/2−2ε Γ
3(ε)
Γ(2ε)
Cr
Γ(ε+ r−1
2
)
T ε+
r−3
2 ζ√kh(v − x)
for any ε ∈ (0, 1/4) and r ≥ 2. Now we shall estimate the left hand side of (43).
Denote the expression under the sign of the absolute value in (43) by ̥r. Note that
̥0 = ̥1 = 0. For r ≥ 2 we make use of the following reurrene formula
̥r = ̥r−1 ⊗h H +
[
p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−1)
−p˜⊗h (H +Mh,1 +
√
hN1)
(r−1)
]
⊗h (Mh,1 +Mh,2 +
√
hN1)
+
[
p˜⊗h (H +Mh,1 +
√
hN1)
(r−1) − p˜⊗h (H +Mh,1)(r−1)
]
⊗h Mh,2
= I + II + III.
We start again from the estimation of
Ar−1 = p˜⊗h (H +Mh,1 +Mh,2 +
√
hN1)
(r−1) − p˜⊗h (H +Mh,1 +
√
hN1)
(r−1).
For r = 2 we have A1 = (p˜⊗h Mh,2)(0, kh, x, y). It is enough to estimate
J3 = h
k−2∑
i=0
h
∫
p˜(0, ih, x, v)(f(ih, v)− f(ih, y))Dνv p˜h((i+ 1)h, kh, v, y)dv
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for |ν| = 4. Analogously to (27) we obtain that
|J3| ≤ Ch1−ε(kh)−1/2+εB(1
2
, ε)ζS√
kh
(y − x)
and, hene,
(71) |A1| ≤ Ch1−ε(kh)−1/2+εB(1
2
, ε)ζS√
kh
(y − x).
For r ≥ 3 we use the reurrene relation
Ar−1 = Ar−2 ⊗h (H +Mh,1 +Mh,2 +
√
hN1)(72)
+
[
p˜⊗h (H +Mh,1 +
√
hN1)
(r−2)
]
⊗h Mh,2
= I ′ + II ′.
From (71) and (72) we obtain for r = 3
|I ′| ≤ Ch1−εB(1
2
, ε)ζS√
kh
(y − x)
k−2∑
i=0
h(ih)ε−1/2(kh− ih)−1/2(73)
≤ Ch1−εB(1
2
, ε)B(
1
2
, ε+
1
2
)(kh)εζS√
kh
(y − x).
To estimate II ′ we use the inequality for r ≥ 3∣∣∣DavDbx[p˜⊗h (H +Mh,1 +√hN1)(r−2)](jh, kh, x, v)∣∣∣(74)
≤ CrB(1, 1
2
)× ...×B(r − 1
2
,
1
2
)ρr−2−|a|−|b|ζρ(v − x).
This inequality is a diret onsequene of (61). We have
(75) |II ′| ≤ Ch1−εB(1, ε)(kh)εζS√
kh
(y − x).
Comparing (73) and (75) we obtain that |A2| ≤ C2h1−εB(12 , ε)B(12 , ε+ 12)(kh)εζS√kh(y−
x). By indution we easily get that for r ≥ 2
(76) |Ar−1(0, kh, x, y)| ≤ Crh1−εB(1
2
, ε)× ...× B(1
2
, ε+
r − 2
2
)(kh)ε+
r−3
2 ζS√
kh
(y − x).
For a bound of Ar−1 ⊗h (Mh,1 +Mh,2 +
√
hN1) it is enough to estimate
J4 = h
1/2
k−2∑
i=0
h
∫
Ar−1(0, ih, x, v)(f(ih, v)− f(ih, y))(77)
Dνv p˜h((i+ 1)h, kh, v, y)dv for |ν| = 3,
J5 = h
k−2∑
i=0
h
∫
Ar−1(0, ih, x, v)(f(ih, v)− f(ih, y))(78)
Dνv p˜h((i+ 1)h, kh, v, y)dv for |ν| = 4,
J6 = h
1/2
k−2∑
i=0
h
∫
Ar−1(0, ih, x, v)(f(ih, v)− f(ih, y))(kh− ih)(79)
Dν+ep+eqv p˜(ih, kh, v, y)dv for |ν| = 3.
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It follows from (76) that
|J4| ≤ Crh3/2−2εB(1
2
, ε)× ...× B(1
2
, ε+
r − 2
2
)
×B(ε, ε+ r − 1
2
)(kh)2ε+
r−3
2 ζS√
kh
(y − x).
Clearly, the same estimate holds for J5 and J6. Thus we obtain
(80) |II| ≤ Crh3/2−2εB(1
2
, ε)×...×B(1
2
, ε+
r − 2
2
)B(ε, ε+
r − 1
2
)(kh)2ε+
r−3
2 ζS√
kh
(y−x).
Now we estimate III. We denote
Br−1 = p˜⊗h (H +Mh,1 +
√
hN1)
(r−1) − p˜⊗h (H +Mh,1)(r−1).
Using the reurrene equation B0 = 0 and
Br−1 = Br−2 ⊗h (H +Mh,1 +
√
hN1) + p˜⊗h (H +Mh,1)(r−2) ⊗h
√
hN1
we obtain that
(81) III =
r−2∑
l=0
p˜3,l ⊗h
√
hN1 ⊗h (H +Mh,1 +
√
hN1)
(r−l−2) ⊗h Mh,2(0, T, x, y),
where p˜3,l = p˜⊗h (H+Mh,1)(l). To estimate III it's enough to estimate a typial term
in the last sum. Thus we need a bound for
h3/2
n−2∑
k=0
h
∫ {k−1∑
j=0
h
[∫ j−1∑
i=0
h
∫
p˜3,l(0, ih, x, w)(jh− ih)(82)
×Dµ+en+emw p˜(ih, jh, w, z)(g(ih, w)− g(ih, z))dw
]
×(H +Mh,1 +
√
hN1)
(r−l−2)(ih, kh, z, v)dz
}
(f(kh, v)− f(kh, y))
×Dνv p˜h((k + 1)h, T, v, y)dv.
For an estimate of (82) we apply two times integration by parts in the internal integral
∫
...dw
and then we make two times an integration by parts in
∫
...dv. We use also the following
estimates for 0 ≤ l ≤ r − 3∣∣DawDbxp˜3,l(0, ih, x, w)∣∣(83)
≤ C lB(1, 1
2
)× ...×B( l + 1
2
,
1
2
)(ih)
l−|a|−|b|
2 ζ√ih(w − x),∣∣∣DavDbz(H +Mh,1 +√hN1)(r−l−2)(ih, kh, z, v)∣∣∣(84)
≤ Cr−l−2B(1
2
,
1
2
)× ...× B(1
2
,
r − l − 3
2
)(kh− ih) r−l−4−|a|−|b|2 ζ√kh−ih(v − z).
We put here B(1
2
, 0) = 1. This gives the following estimate for 0 ≤ l ≤ r − 3, r ≥ 2∣∣∣p˜3,l ⊗h √hN1 ⊗h (H +Mh,1 +√hN1)(r−l−2) ⊗h Mh,2(0, T, x, y)∣∣∣(85)
≤ Crh3/2−3ε Γ(ε)
Γ(3ε+ r−1
2
)
T 3ε+
r−3
2 ζ√T (y − x).
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For l = r − 2 we have to estimate
p˜3,r−2 ⊗h
√
hN1h ⊗h Mh,2(0, T, x, y).
This is a nite sum of terms orresponding to the dierent summands in N1,h andMh,2.
A typial term an be bounded by
h3/2
n−2∑
k=0
h
∫ {k−1∑
j=0
h
∫
p˜3,r−2(0, jh, x, w)(kh− jh)Dµ+en+emw p˜(jh, kh, w, v)(86)
×(g(jh, w)− g(jh, v))dw} (f(kh, v)− f(kh, y))Dνv p˜h((k + 1)h, T, v, y)dv.
We apply again integration by parts and after diret alulations we obtain the following
estimate for r ≥ 2∣∣∣p˜3,r−2 ⊗h √hN1h ⊗h Mh,2(0, T, x, y)∣∣∣(87)
≤ Crh3/2−3ε Γ(ε+
r−2
2
)
Γ(3ε+ r−2
2
)
Γ2(ε)
1
Γ( r
2
)
T 3ε+
r−4
2 ζ√T (y − x).
The inequalities (42), (43) follow from (70), (85) and (87).
Asymptoti treatment of the term T3. We will show that∣∣∣∣∣T3 −
[ ∞∑
r=0
p˜⊗h (H + A)(r)(0, T, x, y)−
∞∑
r=0
p˜⊗h H(r)(0, T, x, y)
]∣∣∣∣∣(88)
≤ Chn−δζ√T (y − x),
where A =M ′′h −Mh = −h2 (L2∗ − 2LL˜+ L˜2)λ(x). Denote
Cr = p˜⊗h (H +M ′′h +
√
hN1)
(r)(0, T, x, y)
−p˜⊗h (H +Mh +
√
hN1)
(r)(0, T, x, y)
−[p˜⊗h (H + A)(r) − p˜⊗h H(r)](0, T, x, y).
Analogously to (44) we have the reurrene relation
Cr = Cr−1 ⊗h H +
[
p˜⊗h (H +M ′′h +
√
hN1)
(r−1)
(89)
−p˜⊗h (H +Mh +
√
hN1)
(r−1)
]
⊗h (M ′′h +
√
hN1)
+
[
p˜⊗h (H +Mh +
√
hN1)
(r−1) − p˜⊗h (H + A)(r−1)
]
⊗h A
= I + II + III.
Denote
Dr−1 = p˜⊗h (H +Mh +
√
hN1)
(r−1) − p˜⊗h (H + A)(r−1).
Clearly
Dr−1 = Dr−2 ⊗h (H +Mh +
√
hN1) + p˜h ⊗h (H + A)(r−2) ⊗h (Mh − A+
√
hN1).
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Iterating we obtain
III = Dr−1 ⊗h A(90)
=
r−2∑
l=0
p˜4,l ⊗h (Mh − A+
√
hN1)⊗h (H +Mh +
√
hN1)
(r−l−2) ⊗h A(0, T, x, y),
where p˜4,l = p˜⊗h (H +A)(l). The sum (90) an be estimated exatly in the same way
as the sum (81). This gives
(91) |III| ≤ C(ε)h3/2−2ε C
r
Γ( r−1
2
)
T 3ε+
r−4
2 ζ√T (v − x), r = 2, 3...
To estimate II denote
Er−1 = p˜⊗h (H +M ′′h +
√
hN1)
(r−1) − p˜⊗h (H +Mh +
√
hN1)
(r−1).
For r = 2 we have E1 = p˜⊗h A and analogously to (48)
(92) |E1| ≤ Ch1−ε(kh)ε−1/2B(1
2
, ε)ζS√
kh
(y − x).
Analogously to (50) for r ≥ 3 we use the reurrene relation
Er−1 = Er−2 ⊗h (H +M ′′h +
√
hN1) + [p˜⊗h (H +Mh +
√
hN1)
(r−2)]⊗h A(93)
= I ′ + II ′.
Both terms in (93) are analogous to the orresponding terms in (72) and may be
estimated analogously. This gives the following estimates for r ≥ 3
|Er−1| ≤ Crh1−εB(1
2
, ε)× ...× B(1
2
, ε+
r − 2
2
)(kh)ε+
r−3
2 ζS√
kh
(y − x),
|II| =
∣∣∣Er−1 ⊗h (M ′′h +√hN1)(0, T, x, y)∣∣∣(94)
≤ C(ε)h3/2−2ε C
r
Γ( r−1
2
)
T 3ε+
r−4
2 ζ√T (v − x).
The desired estimate (88) follows from (89), (91) and (94).
Asymptoti treatment of the term T4. We will show that
T4 =
∞∑
r=1
p˜⊗h H(r)(0, T, x, y)(95)
−
∞∑
r=1
p˜⊗h [H + hN2](r)(0, T, x, y) +R∗h(x, y),
with N2(s, t, x, y) = (L− L˜)pi2(s, t, x, y), |R∗h(x, y)| ≤ Chn−δζS√T (y − x) for δ > 0 small
enough and with a onstant C depending on δ. For the proof of (95) it sues to show
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that for δ small enough∣∣∣∣∣
n∑
r=1
p˜⊗h (H +Mh +
√
hN1 + hN2)
(r)(0, T, x, y)(96)
−
n∑
r=1
p˜⊗h (Kh +Mh)(r)(0, T, x, y)
∣∣∣∣∣
≤
[
n∑
k=1
Ck
Γ(k
2
)
]
hn−δζS√
T
(y − x),∣∣∣∣∣
n∑
r=1
p˜⊗h (H +Mh +
√
hN1)
(r)(0, T, x, y)(97)
−
n∑
r=1
p˜⊗h (H +Mh +
√
hN1 + hN2)
(r)(0, T, x, y)
−
[
n∑
r=1
p˜⊗h H(r)(0, T, x, y)−
n∑
r=1
p˜⊗h [H + hN2](r)(0, T, x, y)
]∣∣∣∣∣
≤
[
n∑
k=1
Ck
Γ(k
2
)
]
Chn−δζS√
T
(y − x).
Denote D3,0 ≡ 0 and
D3,m(0, jh, x, y) =
m∑
r=1
p˜⊗h (Kh +Mh)(r)(0, jh, x, y)
−
m∑
r=1
p˜⊗h (H +Mh +
√
hN1 + hN2)
(r)(0, jh, x, y).
Then (96) an be rewritten as
|D3,n(0, T, x, y)| ≤ Chn−δζS√T (y − x).
We now make iterative use of
(98) D3,m = D3,m−1 ⊗h (H +Mh +
√
hN1 + hN2) + gm−1,
for m = 1, 2, ..., where
gm(0, jh, x, y) = −
[
m∑
r=0
p˜⊗h (Kh +Mh)(r)
]
⊗h (H −Kh +
√
hN1 + hN2)(0, jh, x, y)
= Sh,m ⊗h (L− L˜)dh(0, jh, x, y)
with
g0(0, jh, x, y) = −p˜⊗h (H −Kh +
√
hN1 + hN2)(0, jh, x, y),
dh = p˜h − p˜−
√
hpi1 − hpi2,
Sh,m(0, ih, x, y) =
m∑
r=0
p˜⊗h (Kh +Mh)(r)(0, ih, x, y).
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Iterative appliation of (98) gives
D3,n(0, T, x, y) =
n−1∑
r=0
gr ⊗h (H +Mh +
√
hN1 + hN2)
(n−r−1)(0, T, x, y).
To prove (96) we will show that∣∣∣gr ⊗h (H +Mh +√hN1 + hN2)(n−r−1)(0, T, x, y)∣∣∣(99)
≤ C
n−r
Γ(n−r
2
)
hn−δζS√
T
(y − x).
For this purpose we deompose the left handside of (100) into four terms
ar,1 =
∑
0≤i≤n/2
h
∫
gr(0, ih, x, u)(H +Mh +
√
hN1 + hN2)
(n−r−1)(ih, T, u, y)du,
ar,2 =
∑
n/2<i≤n
h2
∑
0≤k≤i/2
∫ ∫
Sh,r(0, kh, x, v)(L− L˜)dh(kh, ih, v, u)
×(H +Mh +
√
hN1 + hN2)
(n−r−1)(ih, T, u, y)dvdu,
ar,3 =
∑
n/2<i≤n
h2
∑
i/2<k≤i−nδ′
∫ ∫
(LT − L˜T )Sh,r(0, kh, x, v)dh(kh, ih, v, u)
×(H +Mh +
√
hN1 + hN2)
(n−r−1)(ih, T, u, y)dvdu,
ar,4 =
∑
n/2<i≤n
h2
∑
i−nδ′<k≤i−1
∫ ∫
(LT − L˜T )Sh,r(0, kh, x, v)dh(kh, ih, v, u)
×(H +Mh +
√
hN1 + hN2)
(n−r−1)(ih, T, u, y)dvdu.
Here LT and L˜T denote the adjoint operators of L and L˜, and δ′ satises inequalities
2κ < δ′ < 3
5
(1 − κ), where κ is dened in (B2). For the proof of (100) it sues to
show for l = 1, 2, 3, 4
|ar,l| ≤ hn−δCn−rB(1, 1
2
)× ...×B(n− r − 1
2
,
1
2
)ζS√
T
(y − x)(100)
≤
[
Cn−r
Γ(n−r
2
)
]
hn−δζS√
T
(y − x)
for some δ > 0.
Proof of (100) for l = 2. Note that k ≤ i/2, i > n/2 imply ih − kh ≥ T
4
. The
laim follows from the inequalities
max{|Kh(ih, jh, x, y)| , |Mh(ih, jh, x, y)| ,
∣∣∣√hN1(ih, jh, x, y)∣∣∣(101)
|hN2(ih, jh, x, y)| , |H(ih, jh, x, y)|}
≤ Cρ−1ζρ(y − x) with ρ2 = jh− ih for 0 ≤ i < j ≤ n,
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|Sh,m(0, kh, x, v)| ≤ CζS−2√kh(v − x),(102) ∣∣∣(L− L˜)dh(kh, ih, v, u)∣∣∣ ≤ Ch3/2(ih− kh)−2ζS−8√ih−kh(u− v)(103)
= O(hn−1/2+3/2κ)ζS−8√
ih−kh(u− v),∣∣∣(H +Mh +√hN1 + hN2)(n−r−1)(ih, T, u, y)∣∣∣(104)
≤ Cn−rρn−r−3B(1
2
,
1
2
)× ...× B(n− r − 2
2
,
1
2
)ζS−2√
T−ih(y − u)
≤
[
Cn−r
Γ(n−r−1
2
)
]
(T − ih)−1/2ζS−2√
T−ih(y − u)
for n − r − 3 = −1, 0, 1, ..., n− 3 with ρ2 = T − ih. We put B(1
2
, 0) = 1). Inequality
(101) follows from the denitions of the funtions Kh, ..., H . Inequalities (102) and
(104) an be proved by the same method as used in the proof of Theorem 2.3 in
Konakov and Mammen (2002) (pp. 282 - 284). Inequality (103) follows from the
inequality ih− kh ≥ T
4
, Lemma 5 and the arguments used in the proof of Lemma 7.
Proof of (100) for l = 3. Note that n/2 < i, k > i/2 imply kh > T
4
. We use the
following inequalities
|dh(kh, ih, v, u)| ≤ Ch3/2(ih− kh)−3/2ζS−6√ih−kh(u− v),(105) ∣∣∣(LT − L˜T )Sh,r(0, kh, x, v)∣∣∣ ≤ CT−1ζS−2√kh(v − x),∣∣∣∣∣∣h
∑
i/2<k≤i−nδ′
∫
(LT − L˜T )Sh,r(0, kh, x, v)dh(kh, ih, v, u)dv
∣∣∣∣∣∣(106)
≤ Ch3/2T−1
∑
i/2<k≤i−nδ′
h
1
(ih− kh)3/2 ζ
√
ih(u− x)
≤ Ch3/2T−1
∫ ih−nδ′h
ih/2
du
(ih− u)3/2 ζ
√
ih(u− x) ≤ Ch3/2T−3/2n(1−δ
′)/2ζ√ih(u− x)
≤ Chn−δ′′ζ√ih(u− x),
where δ′′ = δ′/2− κ > 0. Claim (100) for l = 3 now follows from (106) and (104).
Proof of (100) for l = 4. For i − nδ′ < k ≤ i − 1, n/2 < i we have ih > T/2,
kh > T/3, (i− k) < nδ′ for suiently large n. The integral∫
(LT − L˜T )Sh,r(0, kh, x, v)p˜h(kh, ih, v, u)dv
is a nite sum of integrals. We show how to estimate a typial term of this sum. The
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other terms an be estimated analogously. We onsider for xed j, l∫
∂2Sh,r(0, kh, x, v)
∂vj∂vl
(σjl(kh, v)− σjl(kh, u))h−d/2(107)
×q(i−k)[kh, u, h−1/2(u− v − h
i−1∑
l=k
m(lh, u))]dv
=
∫
∂2Sh,r(0, kh, x, v)
∂vj∂vl
|v=u∗−√hw
×[σjl(kh, u∗ −
√
hw)− σjl(kh, u)]q(i−k)(kh, u, w)dw,
where u∗ = u−h∑i−1l=km(lh, u). Now using a Tailor expansion we obtain that the right
hand side of (107) is equal to
∫ ∂2Sh,r(0, kh, x, u∗)
∂vj∂vl
−
√
h
∑
|ν|=1
wν
ν!
∫ 1
0
Dνv
∂2Sh,r(0, kh, x, u
∗ − δ√hw)
∂vj∂vl
dδ

×
−√h∑
|ν|=1
[w +
√
h
∑i−1
l=km(lh, u)]
ν
ν!
Dνuσjl(kh, u)
+2h
∑
|ν|=2
[w +
√
h
∑i−1
l=km(lh, u)]
ν
ν!
×
∫ 1
0
Dνuσjl(kh, u− δ
√
hw − δh
i−1∑
l=k
m(lh, u))dδ
]
q(i−k)(kh, u, w)dw.
Note that
−
√
h
∫
∂2Sh,r(0, kh, x, u
∗)
∂vj∂vl
(wp +
√
h
i−1∑
l=k
mp(lh, u))q
(i−k)(kh, u, w)dw
= −h∂
2Sh,r(0, kh, x, u
∗)
∂vj∂vl
i−1∑
l=k
mp(lh, u),
h
∫
∂2Sh,r(0, kh, x, u
∗)
∂vj∂vl
(wp +
√
h
i−1∑
l=k
mp(lh, u))(wq +
√
h
i−1∑
l=k
mq(lh, u))(108)
×
{∫ 1
0
Dνuσjl(kh, u)dδ +
∫ 1
0
[
Dνuσjl(kh, u− δ
√
hw
−δh
i−1∑
l=k
m(lh, u))−Dνuσjl(kh, u)
]
dδ
}
q(i−k)(kh, u, w)dw
= h
∂2Sh,r(0, kh, x, u
∗)
∂vj∂vl
Dνuσjl(kh, u)
∫
wpwqq
(i−k)(kh, u, w)dw
+h2
∂2Sh,r(0, kh, x, u
∗)
∂vj∂vl
i−1∑
l=k
mp(lh, u)
i−1∑
l=k
mq(lh, u) +R,
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where by (A3
′
) we have for j0 < (i− k) < nδ′ , w′ = (i− k)−1/2w
|R| ≤ Ch3/2
∣∣∣∣∂2Sh,r(0, kh, x, u∗)∂vj∂vl
∣∣∣∣ ∫ (nδ′/2 ‖w′‖+O(T 1/2n−1/2+δ′))3 ψ(w′)dw′
≤ Chζ√ih(u− x)(hSnSδ
′
+ 1)T−3/2n−1/2+3δ
′/2
∫
‖w′‖3 ψ(w′)dw′(109)
≤ Chn−1/2+κ/2+3δ′/2ζ√ih(u− x) ≤ Chn−1/2(1−3δ
′−κ)ζ√ih(u− x),
We obtain analogously
h
∫
wp(wq +
√
h
i−1∑
l=k
mq(lh, u))D
eq
u σjl(kh, u)
∫ 1
0
∂3Sh,r(0, kh, x, u
∗ − δ√hw)
∂vp∂vj∂vl
dδ
×q(i−k)(kh, u, w)dw
= h
∂σjl(kh, u)
∂uq
∂3Sh,r(0, kh, x, u
∗)
∂vp∂vj∂vl
∫
wpwqq
(i−k)(kh, u, w)dw+R,
where
|R| ≤ Chn−1/2(1−3δ′−3κ)ζ√ih(u− x), 1− 3δ′ − 3κ > 0
and, for 1− 3δ′ − 2κ > 0∣∣∣∣∣h3/2
∫
wp
∫ 1
0
∂3Sh,r(0, kh, x, u
∗ − δ√hw)
∂vp∂vj∂vl
dδ(110) ∫ 1
0
∂2σjl(kh, u− δ
√
hw − δh∑i−1l=kmq(lh, u))
∂ur∂us
dδ
×(wr +
√
h
i−1∑
l=k
mr(lh, u))(ws +
√
h
i−1∑
l=k
ms(lh, u))q
(i−k)(kh, u, w)dw
∣∣∣∣∣
≤ Chn−1/2(1−3δ′−2κ)ζ√ih(u− x).
For 1 ≤ i− k ≤ j0 the same estimates remain true beause the following bound holds
(111)
∫
‖w‖S q(j)(t, x, w)dw ≤ C(j0).
The same estimates hold for p˜(kh, ih, v, u) with φ(i−k)(kh, u, w) instead of q(i−k)(kh, u, w),
where φ(kh, u, w) is a gaussian density with the mean 0 and with the ovariane
matrix equal to σ(kh, u). The rst two moments of q(i−k) and φ(i−k) oinside so after
substration we obtain uniformly for i− nδ′ < k ≤ i− 1∣∣∣∣∣∣
∑
n/2<i≤n
h2
∑
i−nδ′<k≤i−1
∫ ∫
(LT − L˜T )Sh,r(0, kh, x, v)(112)
×(p˜h(kh, ih, v, u)− p˜(kh, ih, v, u))dv
×(H +Mh +
√
hN1 + hN2)
(n−r−1)(ih, T, u, y)du
∣∣∣
≤
[
Cn−r
Γ(n−r−1
2
)
]
hT 3/2n−3/2(1−κ−5δ
′/3)ζ√ih(u− x).
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To estimate the other terms in dh(kh, ih, v, u) we need bounds for the following ex-
pressions
h
∑
i−nδ′<k≤i−1
∫
(LT − L˜T )Sh,r(0, kh, x, v)
√
h(ih− kh)
×Dνv p˜(kh, ih, v, u)dv for |ν| = 3,
h
∑
i−nδ′<k≤i−1
∫
(LT − L˜T )Sh,r(0, kh, x, v)h(ih− kh)
×Dνv p˜(kh, ih, v, u)dv for |ν| = 4,
h
∑
i−nδ′<k≤i−1
∫
(LT − L˜T )Sh,r(0, kh, x, v)h(ih− kh)2
×Dνv p˜(kh, ih, v, u)dv for |ν| = 6.
We have ∣∣∣∣∣∣h
∑
i−nδ′<k≤i−1
∫
(LT − L˜T )Sh,r(0, kh, x, v)
√
h(ih− kh)(113)
Dνv p˜(kh, ih, v, u)dv|
=
∣∣∣∣∣∣h
∑
i−nδ′<k≤i−1
∫
Dep+eq(LT − L˜T )Sh,r(0, kh, x, v)
√
h(ih− kh)
Dν−ep−eqv p˜(kh, ih, v, u)dv
∣∣
≤ CT−2nδ′h3/2
∑
i−nδ′<k≤i−1
h√
ih− khζ
√
ih(u− x)
≤ Chn−(1−κ−3δ′/2)ζ√ih(u− x).
Clearly, the same estimate (113) holds for |ν| = 4 and |ν| = 6. Now (100) for l = 4
follows from this remark and (112) and (113).
Proof of (100) for l = 1. Note that for this ase T − ih ≥ T/2.
ar,1 =
∑
0≤i≤n/2
h2
∑
0≤k≤i−1
∫ ∫
(LT − L˜T )Sh,r(0, kh, x, v)(114)
×dh(kh, ih, v, u)Ψh,r(ih, T, u, y)dvdu
=
∑
0≤k≤n/2−1
h
∫
(LT − L˜T )Sh,r(0, kh, x, v)
×
 ∑
k+1≤i≤k+nδ′
h
∫
dh(kh, ih, v, u)Ψh,r(ih, T, u, y)du
+
∑
k+nδ′<i≤n/2
h
∫
dh(kh, ih, v, u)Ψh,r(ih, T, u, y)du
dv,
37
where we denote
Ψh,r(ih, T, u, y) = (H +Mh +
√
hN1 + hN2)
(n−r−1)(ih, T, u, y).
We onsider
∑
k+1≤i≤k+nδ′
h
∫
h−d/2q(i−k)(kh, u, h−1/2[u− v − h
i−1∑
l=k
m(lh, u)])Ψh,r(ih, T, u, y)du
=
∑
k+1≤i≤k+nδ′
h
∫ q(i−k)(kh, v, w) +√h∑
|ν|=1
(w +
√
h
i−1∑
l=k
m(lh, u))νDνvq
(i−k)(kh, v, w)
+h
∑
|ν|=2
(w +
√
h
∑i−1
l=km(lh, u))
ν
ν!
Dνvq
(i−k)(kh, v, w)
+3h3/2
∑
|ν|=3
(w +
√
h
∑i−1
l=km(lh, u))
ν
ν!
×
∫ 1
0
(1− δ)2Dνvq(i−k)(kh, v + δh1/2w + δh
i−1∑
l=k
m(lh, u), w)dδ
}
×
Ψh,r(ih, T, v, y) +√h∑|ν|=1(w +
√
h
i−1∑
l=k
m(lh, u))νDνvΨh,r(ih, T, v, y)
+h
∑
|ν|=2
(w +
√
h
∑i−1
l=km(lh, u))
ν
ν!
DνvΨh,r(ih, T, v, y)
+3h3/2
∑
|ν|=3
(w +
√
h
∑i−1
l=km(lh, u))
ν
ν!
×
∫ 1
0
(1− δ)2DνvΨh,r(ih, T, v + δh1/2w + δh
i−1∑
l=k
m(lh, u), y)dδ
}
dw
This integral is a sum of 4 × 4 = 16 integrals. We estimate only two of them. Other
integrals an be estimated by similar methods. First, we estimate∑
k+1≤i≤k+nδ′
h
∫
q(i−k)(kh, v, w)Ψh,r(ih, T, v, y)dw =
∑
k+1≤i≤k+nδ′
hΨh,r(ih, T, v, y)dw.
Note that we get the same term when we replae q(i−k)(kh, v, w) by φ(i−k)(kh, v, w).
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After the replaement this term disappears. Seond, we estimate∑
k+1≤i≤k+nδ′
h
∫
q(i−k)(kh, v, w)
√
h
∑
|ν|=1
(w +
√
h
i−1∑
l=k
m(lh, u))νDνvΨh,r(ih, T, v, y)dw
= h3/2
d∑
j=1
∑
k+1≤i≤k+nδ′
Dejv Ψh,r(ih, T, v, y)
∫
q(i−k)(kh, v, w)[wj +
√
h
i−1∑
l=k
mj(lh, v)
+O(hnδ
′ ‖w‖+ h3/2n2δ′)]dw
= h2
d∑
j=1
∑
k+1≤i≤k+nδ′
Dejv Ψh,r(ih, T, v, y)
i−1∑
l=k
mj(lh, v)
+O
h2n2δ′ d∑
j=1
∑
k+1≤i≤k+nδ′
h |Dejv Ψh,r(ih, T, v, y)|

+O
h3/2nδ′ d∑
j=1
∑
k+1≤i≤k+nδ′
h |Dejv Ψh,r(ih, T, v, y)|
∫
q(i−k)(kh, v, w) ‖w‖ dw

= h2
d∑
j=1
∑
k+1≤i≤k+nδ′
Dejv Ψh,r(ih, T, v, y)
i−1∑
l=k
mj(lh, v) + R,
where
|R| ≤ C
n−r
Γ(n−r−1
2
)
T 1/2hn−3/2+2δ
′
ζ√T−kh(y − v).
The rst term in the right hand side of this equation will be the same if we replae
q(i−k)(kh, v, w) by φ(i−k)(kh, v, w). After the replaement this term disappears. For
a proof of this equation we onsider the funtion u(w) that is dened as an impliit
funtion and we used the following hange of variables
h1/2w = u− v − h
i−1∑
l=k
m(lh, u)
to obtain
√
h
i−1∑
l=k
m(lh, u(w)) =
√
h
i−1∑
l=k
m(lh, v) +O
(
h(i− k) ‖w‖+ h3/2(i− k)2)
beause of (i− k) ≤ nδ′ . By similar methods we get∣∣∣∣∣∣
∑
k+1≤i≤k+nδ′
h
∫
[
√
hpi1(kh, ih, v, u) + hpi2(kh, ih, v, u)]Ψh,r(ih, T, u, y)du
∣∣∣∣∣∣(115)
≤ C
n−r
Γ(n−r−1
2
)
hn−3/2+2δ
′+κ/2ζ√T−kh(y − v).
It remains to estimate∑
k+nδ′<i≤n/2
h
∫
dh(kh, ih, v, u)Ψh,r(ih, T, u, y)du.
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From (104) and (105) we obtain∣∣∣∣∣∣
∑
k+nδ′<i≤n/2
h
∫
dh(kh, ih, v, u)Ψh,r(ih, T, u, y)du
∣∣∣∣∣∣(116)
≤
[
Cn−r
Γ(n−r−1
2
)
]
T−1/2h3/2
∫ T/2
kh+nδ′h
du
(u− kh)3/2 ζ
√
T−kh(y − v)
≤
[
Cn−r
Γ(n−r−1
2
)
]
T−1/2hn−δ
′/2ζ√T−kh(y − v)
≤
[
Cn−r
Γ(n−r−1
2
)
]
hn−1/2(δ
′−κ)ζ√T−kh(y − v).
Now we substitute the estimate (116) into (114). This gives the following estimate for
any 0 < ε < κ ∣∣∣∣∣∣
n/2−1∑
k=1
h
∫
(LT − L˜T )Sh,r(0, kh, x, v)(117)
∑
k+nδ′<i≤n/2
h
∫
dh(kh, ih, v, u)Ψh,r(ih, T, u, y)du
∣∣∣∣∣∣
≤
[
Cn−r
Γ(n−r−1
2
)
]
hn−1/2(δ
′−κ)h−ε
n/2∑
k=1
h(kh)ε−1ζ√T (y − x)
≤ C(ε)
[
Cn−r
Γ(n−r−1
2
)
]
hn−1/2(δ
′−κ−ε)ζ√T (y − x).
For k = 0 we get with Sh,r(0, 0, x, v) = δ(x− v) where δ(•) is the Dira funtion that∣∣∣∣∣∣
∑
1≤i≤i/2
h2
∫ ∫
Sh,r(0, 0, x, v)(L− L˜)dh(0, ih, v, u)Ψh,r(ih, T, u, y)du
∣∣∣∣∣∣
≤ C(ε)
[
Cn−r
Γ(n−r−1
2
)
]
hn−(1/2−ε)ζ√T (y − x).
This ompletes the proof (100) for l = 1. The estimate (97) may be proved by the
same arguments as were used to prove (88).
Asymptoti treatment of the term T5. We will show that,
T5 = −
√
h
∞∑
r=0
pi1 ⊗h (H +Mh,1 +
√
hN1)
(r)(0, T, x, y)(118)
−h
∞∑
r=0
pi2 ⊗h H(r)(0, T, x, y) +Rh(x, y),
where |Rh(x, y)| ≤ Chn−γζS−2√T (y − x) for some γ > 0. Note that with Sh(s, t, x, y) =∑n
r=1(Kh +Mh)
(r)(s, t, x, y) the term T5 an be rewritten as
T5 = (p˜− p˜h)(0, T, x, y) + (p˜− p˜h)⊗h Sh(0, T, x, y).
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We start by showing that for κ < δ < 1−κ
4
uniformly for x, y ∈ R∣∣∣∣∣∣h
∑
1≤j≤nδ
∫
(p˜h − p˜)(0, jh, x, u)Sh(jh, T, u, y)du
∣∣∣∣∣∣(119)
≤ O(hn−1/2(1−κ−4δ))ζS−2√
T
(y − x)
for δ small enough. For the proof of (119) we will show that uniformly for 1 ≤ j ≤ nδ
and for x, y ∈ Rd∫
p˜h(0, jh, x, u)Sh(jh, T, u, y)du = Sh(jh, T, x, y)(120)
+O[h1/2T−1/2n−1/2+δ + h1/2T−1 + nδ/2h1/2]ζS−2√
T
(y − x),∫
p˜(0, jh, x, u)Sh(jh, T, u, y)du = Sh(jh, T, x, y)(121)
+O[h1/2T−1/2n−1/2+δ + h1/2T−1 + nδ/2h1/2]ζS−2√
T
(y − x).
Claim (119) immediately follows from (120)-(121). For the proof we will make use of
the fat that for all 1 ≤ j ≤ nδ and for all x, y ∈ Rd and |ν| = 1
(122) |DνxSh(jh, T, x, y)| ≤ C(T − jh)−1ζS−2√T−jh(y − x).
Claim (122) an be shown with the same arguments as the proof of (5.7) in Konakov
and Mammen (2002). Note that the funtion Φ in that paper has a similar struture
as Sh. For 1 ≤ j ≤ nδ the bound (122) immediately implies for a onstant C ′
(123) |DνxSh(jh, T, x, y)| ≤ C ′T−1ζS−2√T (y − x).
We have p˜h(0, jh, x, u) = h
−d/2q(j)[0, u, h−1/2(u − x − h∑j−1i=0 m(ih, u))]. Denote the
determinant of the Jaobian matrix of u−h∑j−1i=0 m(ih, u) by∆h. Beause of ondition
(A3) and (123) it holds that for 1 ≤ j ≤ nδ∫
p˜h(0, jh, x, u)Sh(jh, T, u, y)du
=
∫
h−d/2q(j)[0, u, h−1/2(u− x− h
j−1∑
i=0
m(ih, u))]Sh(jh, T, u, y)du
=
∫
q(j)(0, x+ h1/2w + h
j−1∑
i=0
m(ih, u(w)), w)
∣∣∆−1h ∣∣
Sh(jh, T, x+ h
1/2w + h
j−1∑
i=0
m(ih, u(w)), y)dw
=
∫
[q(j)(0, x, w) +O(j−d/2h1/2)(‖w‖+ 1)ψ(j−1/2w)][1 +O(jh)][Sh(jh, T, x, y)
+O(h1/2T−1)ζS−2√
T
(y − x)(1 + h(S−2)/2 ‖w‖S−2)(‖w‖+ 1)]dw
= Sh(jh, T, x, y) +O[h
1/2T−1/2n−1/2+δ + h1/2T−1 + h1/2nδ/2]ζS−2√
T
(y − x)
41
with u = u(w) in
∑j−1
i=0 m(ih, u) dened by the Inverse Funtion Theorem with the
substitution w = h−1/2(u − x − h∑j−1i=0 m(ih, u)). This proves (120). The proof of
(121) is the same with obvious modiations. From (119) we get that for δ < 1−κ
4
(where κ is dened in (B2))
T5 = (p˜− p˜h)(0, T, x, y) + h
∑
nδ<j<n
∫
(p˜− p˜h)(0, jh, x, u)Sh(jT, u, y)du+Rh(x, y)
with |Rh(x, y)| ≤ O(hn−1/2(1−κ−4δ))ζS−2√T (y− x). We now make use of the expansion of
p˜h − p˜ given in Lemma 5. We have with ρ = (jh)1/2 ≥ h1/2nδ/2∣∣∣∣∣∣h
n∑
j=nδ
h3/2ρ−3
∫
ζSρ (u− x)Sh(jh, T, u, y)du
∣∣∣∣∣∣(124)
≤ Ch2T−δ′n−δ′′
n∑
j=nδ
ρ−2+2δ
′
∫ ∣∣ζSρ (u− x)Sh(jh, T, u, y)∣∣du,
where δ′ < 1
2
δ(1− δ)−1, 2 δ′′ = δ + 2δδ′ − 2δ′. Now we get that
(125) h
n∑
j=nδ
ρ−2+2δ
′
∫ ∣∣ζSρ (u− x)Sh(jh, T, u, y)∣∣du ≤ CB(δ′, 1/2)T δ′−1/2ζS−2√T (y − x)
for a onstant C. This shows that for δ′ > 0 small enough
T5 = −[
√
hpi1 + hpi2](0, T, x, y)
−h
∑
nδ<j<n
∫
[
√
hpi1 + hpi2](0, jh, x, u)Sh(jh, T, u, y)du+R
′
h(x, y),
with |R′h(x, y)| ≤ O(hn−(δ′′−κ/2))ζS−2√T (y − x) with a onstant in O(·) depending on δ′.
It follows from (119), (124) and (125) that
(126) T5 = −
∞∑
r=0
[
√
hpi1 + hpi2]⊗h (Kh +Mh)(r)(0, T, x, y) +R′′h(x, y),
where |R′′h(x, y)| ≤ O(hn−(δ′′−κ/2))ςS−2√T (y − x). Now we apply Lemma 10 with A =√
hpi1, B = H +Mh,1 +
√
hN1, C = (Kh −H −
√
hN1) + (Mh −Mh,1) to
−
∞∑
r=0
√
hpi1 ⊗h (Kh +Mh)(r)(0, T, x, y)(127)
+
∞∑
r=0
√
hpi1 ⊗h (H +Mh,1 +
√
hN1)
(r)(0, T, x, y)
and with A = hpi2, B = H,C = (Kh −H) +Mh to
(128) −
∞∑
r=0
hpi2 ⊗h (Kh +Mh)(r)(0, T, x, y) +
∞∑
r=0
hpi2 ⊗h H(r)(0, T, x, y).
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The estimate (118) follows from (125), (127), (128), Lemma 10, Lemma 5 , (16) and
(17).
Asymptoti treatment of the term T6. By Lemma 9
|T6| ≤ C(ε)hn−1/2+εζS√T (y − x).
Asymptoti treatment of the term T7. We use the reurrene relation for r = 2, 3, ...
p˜h ⊗h (Kh +Mh +Rh)(r)(0, T, x, y)− p˜h ⊗h Hh(r)(0, T, x, y)
=
[
p˜h ⊗h (Kh +Mh +Rh)(r−1) − p˜h ⊗h Hh(r−1)
]⊗h Hh(0, T, x, y)
+[p˜h ⊗h (Kh +Mh +Rh)(r−1) ⊗h (Kh +Mh +Rh −Hh)](0, T, x, y)
and we apply Lemma 8 for r = 1. We get in the same way as in the proof of Lemma 9
|T7| ≤ Ch3/2T−1/2ζS√T (y − x) = Chn−1/2ζS√T (y − x).
Plugging in the asymptoti expansions of T1, ..., T7 . We now plug the asymptoti
expansions of T1, ..., T7 into (38). Using Lemma 10, Theorem 2.1 in Konakov and
Mammen (2002) we get
ph(0, T, x, y)− p(0, T, x, y)(129)
=
√
h
[
pi1 + p
d ⊗h ℜ1
]⊗h Φ(0, T, x, y)
+h
{[
pi2 + pi1 ⊗h Φ⊗h ℜ1 + pd ⊗h ℜ2 + pd ⊗h ℜ3
]⊗h Φ(0, T, x, y)
+pd ⊗h (ℜ1 ⊗h Φ)(2) (0, T, x, y)
+
1
2
p⊗h (L2∗ − L2)pd(0, T, x, y)−
1
2
p⊗h (L′ − L˜′)pd(0, T, x, y)
}
+O(h1+δζ√T (y − x)),
where
ℜ1(s, t, x, y) = N1(s, t, x, y) +M1(s, t, x, y)− M˜1(s, t, x, y),
ℜ2(s, t, x, y) = N2(s, t, x, y) + Π1(s, t, x, y)− Π˜1(s, t, x, y),
ℜ3(s, t, x, y) =
∑
|ν|=4
(χν(s, x)− χν(s, y)
ν!
Dνxp˜(s, t, x, y),
M1(s, t, x, y) =
∑
|ν|=3
χν(s, x)
ν!
Dνxp˜(s, t, x, y), M˜1(s, t, x, y) =
∑
|ν|=3
χν(s, y)
ν!
Dνxp˜(s, t, x, y),
Π1(s, t, x, y) =
∑
|ν|=3
χν(s, x)
ν!
Dνxpi1(s, t, x, y), Π˜1(s, t, x, y) =
∑
|ν|=3
χν(s, y)
ν!
Dνxpi1(s, t, x, y).
For the homogenous ase and T = [0, 1] (129) oinsides with formula (53) on page
623 in Konakov and Mammen (2005).
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Asymptoti replaement of pd by p. It follows from (11), (26) and (27) in Konakov
(2006) that
(130)
∣∣(pd − p)(ih, jh, x, z)∣∣ ≤ C(ε)h1−ε(jh− ih)ε−1/2φ√
(j−i)h(z − x)
for any 0 < ε < 1/2. Using (130) and making an integration by parts we an replae
pd by p in (129). For example the operator L2∗ − L2 is the operator of the third order.
Making an integration by parts we have for |ν| = 3∣∣∣∣∣
n−1∑
i=1
h
∫
Dνzp(0, ih, x, z)(p
d − p)(ih, T, z, y)dz
∣∣∣∣∣(131)
≤ C(ε)h1−ε
n−1∑
i=1
h
1
(ih)3/2
1
(T − ih)1/2−εφ
√
T (y − x)
≤ C(ε)h1/2−2εT 2ε−1/2B(ε, ε+ 1
2
)φ√T (y − x).
By (B2) we have 0 < κ < 1− 4ε. This implies∣∣∣∣h2p⊗h (L2∗ − L2)(pd − p)(0, T, x, y)
∣∣∣∣ ≤ C(ε)hT 1/2n−(1/2−2ε−κ/2)φ√T (y − x)
≤ C(ε)h1+δφ√T (y − x)
for some 0 < δ < 1/2. The other terms in (129) ontaining pd an be estimated
analogously. Thus we get the following representation
ph(0, T, x, y)− p(0, T, x, y)(132)
=
√
h [pi1 + p⊗h ℜ1]⊗h Φ(0, T, x, y)
+h {[pi2 + pi1 ⊗h Φ⊗h ℜ1 + p⊗h ℜ2 + p⊗h ℜ3]⊗h Φ(0, T, x, y)
+p⊗h (ℜ1 ⊗h Φ)(2) (0, T, x, y)
+
1
2
p⊗h (L2∗ − L2)p(0, T, x, y)−
1
2
p⊗h (L′ − L˜′)p(0, T, x, y)
}
+O(h1+δζ√T (y − x)).
For the further analysis we need a generalization of a binary operation ⊗ introdued
in Konakov and Mammen (2005). Reall a orresponding denition. Suppose that
s ∈ [0, t − h] and t ∈ {h, 2h, ..., T}. Then the binary type operation ⊗′h is dened as
follows
f ⊗′h g(s, t, x, y) =
∑
s≤jh≤t−h
h
∫
f(s, jh, x, z)g(jh, t, z, y)dz.
Note that for s ∈ {0, h, 2h, ..., T} these two operations oinide, that is ⊗′h ≡ ⊗h.
Asymptoti replaement of (p⊗hℜi)⊗hΦ(0, T, x, y) by p⊗(ℜi⊗′hΦ)(0, T, x, y) =
(p⊗ℜi)⊗h Φ(0, T, x, y), i = 1, 2, 3, [p⊗h (ℜ1 ⊗h Φ)]⊗h (ℜ1 ⊗h Φ) (0, T, x, y) by p⊗
[(ℜi⊗′hΦ)⊗′h(ℜi⊗′hΦ)](0, T, x, y), p⊗h(L2∗−L2)p(0, T, x, y) by p⊗(L2∗−L2)p(0, T, x, y)
and p⊗h (L′ − L˜′)p(0, T, x, y) by p⊗ (L′ − L˜′)p(0, T, x, y).
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These replaements follow from the denitions of ℜi, i = 1, 2, 3, and an be proved
by the same method as in Konakov (2006), pp. 9-12, where we estimate the replae-
ment error of p⊗hH by p⊗H. Linearity of the operation ⊗h implies that it is enough
to onsider the funtions p⊗hℑ where ℑ(u, t, z, v) is a funtion of one of the followin
forms:
χν(u, z)− χν(u, v)
ν!
Dνxp˜(u, t, z, v), |ν| = 3, 4,
χν(u, z)− χν(u, v)
ν!
Dνxpi1(u, t, z, v), |ν| = 3
(L− L˜)pi1(u, t, z, v), (L− L˜)pi2(u, t, z, v).
We onsider the ase ℑ(u, t, z, v) = (L− L˜)pi1(u, t, z, v). The other ases an be treated
similarly. It is enough to onsider a typial term of (L − L˜)pi1(u, t, z, v), namely, we
shall estimate∫ jh
0
du
∫
p(0, u, x, z)
(∫ jh
u
χν(w, v)dw
)
Dνz (L− L˜)p˜(u, jh, z, v)dz
−
j−1∑
i=0
h
∫
p(0, ih, x, z)
(∫ jh
ih
χν(w, v)dw
)
Dνz (L− L˜)p˜(ih, jh, z, v)dz
j−1∑
i=0
∫ (i+1)h
ih
du
∫
[λ(u)− λ(ih)]dz =
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)du
∫
λ′(ih)dz
(133) +
1
2
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2du
∫ 1
0
(1− δ)
∫
λ′′(s) |s=si dzdδdu,
where λ(u) = p(0, u, x, z)
(∫ jh
u
χν(w, v)dw
)
DνzH(u, jh, z, v), si = ih + δ(u− ih). As in
Konakov (2006), p.9, we obtain that
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)du
∫
λ′(ih)dz
=
h
2
j−1∑
i=0
h
∫ jh
ih
χν(s, v)ds
∫
p(0, ih, x, z)DνzA0(ih, jh, z, v)dz
+
h
2
j−1∑
i=0
h
∫ jh
ih
χν(s, v)ds
∫
p(0, ih, x, z)DνzH1(ih, jh, z, v)dz
(134) −h
2
j−1∑
i=0
hχν(ih, v)
∫
p(0, ih, x, z)DνzH(ih, jh, z, v)dz,
where
A0(s, jh, z, v) = (L
2 − 2LL˜+ L˜2)p˜(s, jh, z, v),
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Hl(s, t, z, v) =
1
2
d∑
i,j=1
(
∂lσij(s, z)
∂sl
− ∂
lσij(s, v)
∂sl
)
∂2p˜(s, t, z, v)
∂zi∂zj
d∑
i=1
(
∂lmi(s, z)
∂sl
− ∂
lmi(s, v)
∂sl
)
∂p˜(s, t, z, v)
∂zi
, l = 0, 1, 2, H0 ≡ H.
The dierential operator A0 was alulated in Konakov (2006), p.9. A0 is a forth
order dierential operator. From the struture of this operator and from (134) it is
lear that it'is enough to estimate
(135)
I ,
h
2
n−1∑
j=0
h
∫ j−1∑
i=0
h
∫ jh
ih
χν(s, v)ds
∫
p(0, ih, x, z)Dν+µz p˜(ih, jh, z, v)dzΦ(jh, T, v, y)dv
for |ν| = 3, |µ| = 3. To estimate (135) we onsider three possible ases: a) jh >
T/2, ih ≤ jh/2 =⇒ jh− ih > T/4 b) jh > T/2, ih > jh/2 =⇒ ih > T/4 ) jh < T/2
=⇒ T − jh > T/2. In the ase a) we make an integration by parts transferring two
derivatives to p(0, ih, x, z). This gives∣∣∣∣∣h2
j−1∑
i=0
h
∫ jh
ih
χν(s, v)ds
∫
Dek+elz p(0, ih, x, z)D
ν+µ−ek−el
z p˜(ih, jh, z, v)dz
∣∣∣∣∣
≤ Ch1−2ε
∫ jh
0
1
u1−ε
du
(jh− u)1−εφ
√
jh(v − x)
≤ C(ε)h1−2ε(jh)2ε−1φ√jh(v − x)
and
|I| ≤ C(ε)h1−2ε
∫ T
0
du
u1−2ε(T − u)1/2φ
√
T (y − x)
(136) ≤ C(ε)h3/4T 1/2n−(1/4−2ε−κ/2)φ√T (y − x) ≤ C(ε)T 1/2−δh3/4+δφ√T (y − x),
where δ = (1/4 − 2ε − κ/2) > 0 if κ < 1/2 − 4ε, 0 < ε < 0, 05 (see the ondition
(B2)). In the ase b) we make an integration by parts transferring four derivatives to
p(0, ih, x, z). This gives the same estimate (136). At last, in the ase ) we make an
integration by parts transferring three derivatives to Φ(jh, T, v, y) and one derivative
to p(0, ih, x, z). This gives the same estimate (136). To pass from Dµz p˜(ih, jh, z, v) to
Dµv p˜(ih, jh, z, v) we used the following estimate
|Dµz p˜(ih, jh, z, v) +Dµv p˜(ih, jh, z, v)| ≤ Cφ√jh−ih(v − z).
Clearly, the same estimate (136) hold true for the other summands in the right hand
side of (134)
h
2
∣∣∣∣∣
n−1∑
j=0
h
∫ j−1∑
i=0
h
∫ jh
ih
χν(s, v)ds
∫
p(0, ih, x, z)DνzH1(ih, jh, z, v)dzΦ(jh, T, v, y)dv
∣∣∣∣∣
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≤ C(ε)T 1/2−δh3/4+δφ√T (y − x),
h
2
j−1∑
i=0
h
∫
χν(ih, v)
j−1∑
i=0
h
∫
p(0, ih, x, z)DνzH(ih, jh, z, v)dzΦ(jh, T, v, y)dv
≤ C(ε)T 1/2−δh3/4+δφ√T (y − x).
Now we shall estimate the seond summand in the right hand side of (134). Analogously
to (19) in Konakov (2006) we obtain
1
2
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2du
∫ 1
0
(1− δ)
∫
λ′′(s) |s=si dzdδdu(137)
=
1
2
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2
∫ 1
0
(1− δ)
4∑
k=1
∫ jh
s
χν(τ, v)dτ
×
∫
p(0, s, x, z)DνzAk(s, jh, z, v) |s=si dzdδdu
−
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2
∫ 1
0
(1− δ)χν(s, v)
×
∫
p(0, s, x, z)DνzA0(s, jh, z, v) |s=si dzdδdu
−
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2
∫ 1
0
(1− δ)χν(s, v)
×
∫
p(0, s, x, z)DνzH1(s, jh, z, v) |s=si dzdδdu
−
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2
∫ 1
0
(1− δ)∂χν(s, v)
∂s
×
∫
p(0, s, x, z)DνzH(s, jh, z, v) |s=si dzdδdu,
where the operators Ai, i = 1, 2, 3, 4, are dened as follows:
A1(s, jh, z, v) = (L
3 − 3L2L˜+ 3LL˜2 − L˜3)p˜(s, jh, z, v),
A2(s, jh, z, v) = (L1H + 2LH1)(s, jh, z, v),
A3(s, jh, z, v) = [(L− L˜)L˜1 + 2(L1 − L˜1)L˜]p˜(s, jh, z, v),
(138) A4(s, jh, z, v) = H2(s, jh, z, v).
The operator A1 is given in (24) in Konakov (2006). As in Konakov (2006) it is enough
to estimate for xed p, q, r, l
1
2
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2
∫ 1
0
(1− δ)
4∑
k=1
∫ jh
s
χν(τ, v)dτ∫
p(0, s, x, z)Dνz
(
∂4p˜(s, jh, z, v)
∂zp∂zq∂zl∂zr
)
|s=si dzdδdu.
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As in (25) in Konakov (2006) we obtain that (139) does not exeed
(139) C(ε)h3/2−ε(jh)2ε−1φ√jh(v − x).
It follows from the expliit form of these operators (138) that the same estimate (139)
holds for A2, A3 and A4. The other three terms in the right hand side of (137) do not
ontain the fator
∫ jh
s
χν(τ, v)dτ and they should be estimated separately. Clearly,
it's enough to estimate the term ontaining A0. The remaining two summands are less
singular. From the expliit form of A0 (formula (15) in Konakov (2006)) we obtain
that it is enough to estimate for xed q, l, r
j−1∑
i=0
∫ (i+1)h
ih
(u− ih)2
∫ 1
0
(1− δ)χν(s, v)(140) ∫
p(0, s, x, z)Dνz
(
∂3p˜(s, jh, z, v)
∂zq∂zl∂zr
)
(s, jh, z, v) |s=si dzdδdu.
Analogously to (25) in Konakov (2006) we get that (140) does not exeed
(141) C(ε)h1−2ε(jh)2ε−1φ√jh(v − x).
Now from (133), (136), (137), (139) and (141) we obtain that∣∣∣[p⊗h (L− L˜)pi1]⊗h Φ(0, T, x, y)− p⊗ [(L− L˜)pi1 ⊗′h Φ](0, T, x, y)∣∣∣
(142) ≤ Ch3/4+δφ√T (y − x)
for some δ > 0. The other replaements an be shown analogously. Thus we ome to
the following representation
ph(0, T, x, y)− p(0, T, x, y)
=
√
h [pi1 ⊗′h Φ(0, T, x, y) + p⊗ (ℜ1 ⊗′h Φ)(0, T, x, y)]
+h [pi2 ⊗′h Φ(0, T, x, y) + p⊗ (ℜ2 ⊗′h Φ)(0, T, x, y) + p⊗h (ℜ3 ⊗′h Φ)(0, T, x, y)]
+h [pi1 ⊗′h Φ + p⊗ (ℜ1 ⊗′h Φ)]⊗′h (ℜ1 ⊗′h Φ)(0, T, x, y)
(143) +
h
2
p⊗ (L2∗ −L2)p(0, T, x, y)−
h
2
p⊗ (L′ − L˜′)p(0, T, x, y) +O(h1+δζ√T (y − x)).
Now we furhter simplify our expansion of ph−p.We now show the following expansion
ph(0, T, x, y)− p(0, T, x, y)
=
√
h(p⊗F1[p∆])(0, T, x, y) + h (p⊗ F2[p∆]) (0, T, x, y)
+h (p⊗F1[p⊗F1[p∆]]) (0, T, x, y)
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(144) +
h
2
p⊗ (L2∗ −L2)p(0, T, x, y)−
h
2
p⊗ (L′ − L˜′)p(0, T, x, y) +O(h1+δζ√T (y − x)),
where for s ∈ [0, t− h], t ∈ {h, 2h, ..., T}
p∆(s, t, z, y) = (p˜⊗′h Φ)(s, t, z, y)
= p˜(s, t, z, y) +
∑
s≤jh≤t−h
h
∫
p˜(s, jh, z, v)Φ1(jh, t, v, y)dv.
Here Φ1 = H + H ⊗′h H + H ⊗′h H ⊗′h H + ....We start from the alulation of p ⊗
L˜pi1(s, t, x, y).
p⊗ L˜pi1(s, t, x, y) =
∫ t
s
dτ
∫
p(s, τ, x, v)(t− τ)
∑
|ν|=3
χν(τ, t, y)
ν!
Dνv(L˜v p˜(τ, t, v, y))dv
= −
∑
|ν|=3
1
ν!
∫
dv
[∫ t
s
p(s, τ, x, v)
(∫ t
τ
χν(u, y)du
)
∂
∂τ
Dνv p˜(τ, t, v, y)dτ
]
(145) = −
∑
|ν|=3
1
ν!
∫
dv
∫ s+t
2
s
...−
∑
|ν|=3
1
ν!
∫
dv
∫ t
s+t
2
... = I + II.
Integrating by parts w.r.t. time variable we obtain
I = −
∑
|ν|=3
1
ν!
∫
dv
[
p(s, τ, x, v)
(∫ t
τ
χν(u, y)du
)
Dνv p˜(τ, t, v, y) |τ=(s+t)/2τ=s
−
∫ s+t
2
s
Dνv p˜(τ, t, v, y)
(
∂p(s, τ, x, v)
∂τ
∫ t
τ
χν(u, y)du− p(s, τ, x, v)χν(τ, y)
)
dτ
]
= −
∑
|ν|=3
1
ν!
∫
dv
[
p(s,
s+ t
2
, x, v)
(∫ t
s+t
2
χν(u, y)du
)
Dνv p˜(
s+ t
2
, t, v, y)
+
∑
|ν|=3
1
ν!
(∫ t
s
χν(u, y)du
)
Dνv p˜(s, t, x, y)
+ ∑
|ν|=3
1
ν!
∫ s+t
2
s
dτ
(∫ t
τ
χν(u, y)du
)
(146)
×
∫
LT p(s, τ, x, v)Dνv p˜(τ, t, v, y)dv−
∑
|ν|=3
1
ν!
∫ s+t
2
s
χν(τ, y)dτ
∫
p(s, τ, x, v)Dνv p˜(τ, t, v, y)dv.
Analogously we get
II =
∑
|ν|=3
1
ν!
∫
p(s,
s+ t
2
, x, v)
(∫ t
s+t
2
χν(u, y)du
)
Dνv p˜(
s+ t
2
, t, v, y)dv
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+
∑
|ν|=3
1
ν!
∫ t
s+t
2
dτ
(∫ t
τ
χν(u, y)du
)∫
LTp(s, τ, x, v)Dνv p˜(τ, t, v, y)dv
(147) −
∑
|ν|=3
1
ν!
∫ t
s+t
2
χν(τ, y)dτ
∫
p(s, τ, x, v)Dνv p˜(τ, t, v, y)dv.
From (145)- (147) we have
(148) p⊗ L˜pi1(s, t, x, y) = pi1(s, t, x, y) + p⊗ Lpi1(s, t, x, y)− p⊗ M˜1(s, t, x, y).
and from (148) we obtain
pi1(s, t, x, y) + p⊗ ℜ1(s, t, x, y)
= pi1(s, t, x, y) + p⊗ Lpi1(s, t, x, y)− p⊗ L˜pi1(s, t, x, y) + p⊗M1(s, t, x, y)
(149) −p⊗ M˜1(s, t, x, y) = p⊗M1(s, t, x, y).
It follows from (149) and the denitions of the operations ⊗ and ⊗′hthat (χ[s, jh]
below denotes the indiator of the interval [s, jh])
√
h [pi1 ⊗′h Φ(s, t, x, y) + (p⊗ ℜ1)⊗′h Φ(s, t, x, y)](150)
=
√
h(pi1 + p⊗ ℜ1)⊗′h Φ(s, t, x, y) =
√
h(p⊗M1)⊗′h Φ(s, t, x, y)
=
√
h
∑
0≤jh≤t−h
h
∫
(p⊗M1)(s, jh, x, z)Φ(jh, t, z, y)dz
=
√
h
∑
0≤jh≤t−h
h
∫ [∫ jh
s
du
∫
p(s, u, x, v)
×M1(u, jh, v, z)dv] Φ(jh, t, z, y)dz
=
√
h
∑
0≤jh≤t−h
h
∫ [∫ t
s
duχ[s, jh]
∫
p(s, u, x, v)
×M1(u, jh, v, z)dv] Φ(jh, t, z, y)dz
=
√
h
∫ t
s
du
∫
p(s, u, x, v)
∑
|ν|=3
χν(u, v)
ν!
×Dνv
[ ∑
0≤jh≤t−h
hχ[s, jh]
∫
p˜(u, jh, v, z)Φ(jh, t, z, y)dz
]
dv
=
√
h
∫ t
s
du
∫
p(s, u, x, v)
×
∑
|ν|=3
χν(u, v)
ν!
Dνvp∆(u, t, v, y)dv =
√
h(p⊗ F1)[p∆](s, t, x, y).
Using similar arguments as in the proof of (150) one an show that
h [pi2 ⊗′h Φ(s, t, x, y) + (p⊗ ℜ2)⊗′h Φ(s, t, x, y)
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(151) +p⊗h (ℜ3 ⊗′h Φ)(s, t, x, y)] = h(p⊗F2)[p∆](s, t, x, y) + hp⊗Π1⊗′h Φ(s, t, x, y).
For the rst two terms in the right hand side of (143) we obtain from (150) and (151)
√
h [pi1 ⊗′h Φ(0, T, x, y) + (p⊗ ℜ1)⊗′h Φ(0, T, x, y)]
+h [pi2 ⊗′h Φ(0, T, x, y) + p⊗ (ℜ2 ⊗′h Φ)(0, T, x, y) + p⊗h (ℜ3 ⊗′h Φ)(0, T, x, y)]
(152) =
√
h(p⊗F1)[p∆](0, T, x, y)+h(p⊗F2)[p∆](s, t, x, y)+hp⊗Π1⊗′h Φ(s, t, x, y).
Using (150) we also have
h [pi1 ⊗′h Φ + p⊗ (ℜ1 ⊗′h Φ)]⊗′h (ℜ1 ⊗′h Φ)(0, T, x, y)
= h(p⊗ F1[p∆])⊗′h (ℜ1 ⊗′h Φ)(0, T, x, y)
= hp⊗ F1 [p∆ ⊗′h (ℜ1 ⊗′h Φ)] (0, T, x, y).
Note that
hp⊗Π1 ⊗′h Φ(s, t, x, y) = h
∫ t
s
du
∫
p(s, u, x, v)
∑
|ν|=3
χν(u, v)
ν!
Dνv [pi1 ⊗′h Φ](u, t, v, y)
= hp⊗F1[pi1 ⊗′h Φ](s, t, x, y).
For the proof of (144) it remains to show that
hp⊗ F1[pi1 ⊗′h Φ+ p∆ ⊗′h (ℜ1 ⊗′h Φ)](0, T, x, y)
(153) = h (p⊗ F1[p⊗ F1[p∆]]) (0, T, x, y) +O(h1+δζ√T (y − x)).
We will show that
(154) hp⊗ F1[(p− p∆)⊗′h (ℜ1 ⊗′h Φ)](0, T, x, y) = O(h1+δζ√T (y − x)),
and
hp⊗ F1[p⊗′h (ℜ1 ⊗′h Φ)](0, T, x, y)
(155) −hp⊗ F1[p⊗ (ℜ1 ⊗′h Φ)](0, T, x, y) = O(h1+δζ√T (y − x)).
Then (153) will follow from (154), (155) and (150). The estimate (155) an be shown
analogously to (142). An additional singularity arising from the derivatives in the
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operator F1[·] is negleted by the fator h in (155). To estimate (154) note that from
the denition of ℜ1 and Φ
(156) |(ℜ1 ⊗′h Φ)(jh, T, x, y)| ≤ C(ε)h−ε(T − jh)ε−1φ√T−jh.
Then we use the following estimate whih an be proved by the same method as in
Konakov (2006), pp.8-12, where an estimate for (p− pd)(0, jh, x, y) was obtained.
(157) |(p− p∆)(u, jh, v, z)| ≤ Ch1/2φ√jh−u(z − v).
From (156) and (157)
(158) |(p− p∆)⊗′h (ℜ1 ⊗′h Φ)(u, T, v, y)| ≤ C(ε)h1/2−ε(T − u)εφ√T−u(y − v)
Now to estimate (154) it's enough to estimate a typial term of a orresponding sum,
namely, for |ν| = 3 we have to estimate
h
∫ T
0
du
∫
p(0, u, x, v)
χν(u, v)
ν!
Dνv [
∑
{j:u≤jh≤T−h}
h
∫
(p− p∆)(u, jh, v, z)
×(ℜ1 ⊗′h Φ)(jh, T, z, y)dz]dv = h
∫ T/2
0
... + h
∫ T
T/2
... = I + II.
To estimate II we make an integration by parts transferring three derivatives to
p(0, u, x, v)χν(u,v)
ν!
. Using (158) we obtain the following estimate
|II| ≤ C(ε)h3/2−ε
∫ T
T/2
(T − u)ε
u3/2
duφ√T (y − x)
(159) ≤ C(ε)h3/2−εT εφ√T (y − x).
To estimate I we onsider two ases, namely, a) jh− u ≥ T/4 and b) jh− u ≤ T/4
=⇒ T − jh ≥ T/4 . Analogously to (11) in Konakov (2006) the dierene h(p− p∆)
an be represented as
h(p− p∆)(u, jh, v, z) = h(p⊗H − p⊗′h H)(u, jh, v, z)
+h(p⊗H − p⊗′h H)⊗′h Φ1(u, jh, v, z)
= h
∫ j∗h
u
dτ
∫
p(u, τ, v, z′)H(τ, jh, z′, z)dz′
+h
j−1∑
i=j∗
∫ (i+1)h
ih
dτ
∫
(λ(τ, z′)− λ(ih, z′))dz′ + h(p⊗H − p⊗′h H)⊗′h Φ1(u, jh, v, z)
(160) = I ′ + II ′ + III ′.
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where λ(τ, z′) = p(u, τ, v, z′)H(τ, jh, z′, z),Φ1(ih, jh, z′z) = H(ih, jh, z′z)+ H⊗′h
H(ih, jh, z′z) + ..., j∗ = j∗(u) = [u
h
] + 1 (with a onvention [x] = x − 1 for integer
x). For I ′, ase a), we have jh− τ > T/5 for n large enough. With a substitution
v + v′ = z′ we obtain∣∣∣∣Dνvh ∫ j∗h
u
dτ
∫
p(u, τ, v, z′)H(τ, jh, z′, z)dz′
∣∣∣∣
=
∣∣∣∣Dνvh ∫ j∗h
u
dτ
∫
p(u, τ, v, v + v′)H(τ, jh, v + v′, z)dv′
∣∣∣∣
≤ Ch
∫ j∗h
u
dτ
(jh− τ)2φ
√
jh−u(z − v) ≤ Ch2T−2φ√jh−u(z − v)
(161) ≤ Cn−2φ√jh−u(z − v) = CT 2h2φ√jh−u(z − v)
To get (161) we used an estimate from Friedman (1964) (Theorem 7, page 260)
|Dνvp(u, τ, v, v + v′)| ≤ C(τ − u)−d/2 exp
(
C |v′|
τ − u)
)
.
For
∫
I ′(u, jh, v, z)(ℜ1⊗′h Φ)(jh, T, z, y)dz, ase b), it is enough to estimate for |ν| = 3
h
∫ j∗h
u
dτ
∫
[p(u, τ, v, v + v′)(σlk(τ, v + v′)− σlk(τ, z))]Dνv′
∂2p˜(τ, jh, v + v′, z)
∂v′l∂v
′
k
dv′
(162) ×(ℜ1 ⊗′h Φ)(jh, T, z, y)dz.
Transferring ve derivatives from p˜ to (ℜ1 ⊗′h Φ)(jh, T, z, y) and using the following
estimate for |µ| = 5
|Dµv′ p˜(τ, jh, v + v′, z) +Dµz p˜(τ, jh, v + v′, z)|
≤ C(jh− τ)−d/2φ√jh−τ(z − v − v′)
we obtain that (162) does not exeed
C(j∗h− τ)hT−7/2φ√T−u(y − v) ≤ Ch1+δT 1−δn−(1−δ−7κ/2)φ√T−u(y − v)
(163) = o(h1+δT 1−δ)φ√T−u(y − v).
We used that for any 0 < δ < 1 κ < 2−2δ
7
(see ondition (B2)). To estimate∫
II ′(u, jh, v, z)(ℜ1 ⊗′h Φ)(jh, T, z, y)dz we use a deomposition (12) in Konakov
(2006). The estimate for terms in II ′ ontaining the rst derivatives λ′(ih, z′) we use
identity (14) from Konakov (2006) and similar arguments to already used in estimation
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of
∫
I ′(u, jh, v, z)(ℜ1 ⊗′h Φ)(jh, T, z, y)dz. The estimate for terms in II ′ ontaining
seond derivatives λ
′′
(ih, z′) follows from (22) and (23) in Konakov (2006). At last
for III ′ the same estimates hold beause of smoothing properties of the onvolution
...⊗′hΦ1(u, jh, v, z). This implies (154) and, hene, the expansion (144).
Asymptoti replaement of p∆ by p. We shall ompare hp⊗F2[p∆](0, T, x, y) and
hp⊗ F2[p](0, T, x, y) . Note that for 2κ < δ < 25 , |ν| = 4∣∣∣∣∣h
∫ hδ
0
du
∫
p(0, u, x, z)χν(u, z)D
ν
zp(u, T, z, y)dz
∣∣∣∣∣ ≤ Ch1+δ(T − hδ)−2φ√T (y − x)
(164) ≤ Ch1+δ n
2κ
(Tnκ − nκhδ)2 ≤ Ch
1+(δ−2κ)T 2κφ√T (y − x),
and, analogously,
(165)∣∣∣∣h ∫ T
T−hδ
du
∫
Dνz [p(0, u, x, z)χν(u, z)]p(u, T, z, y)dz
∣∣∣∣ ≤ Ch1+(δ−2κ)T 2κφ√T (y − x).
The same estimates hold for p∆(u, T, z, y). Hene, it is enough to onsider u ∈ [hδ, T −
hδ]. We onsider
h
∫ T−hδ
hδ
du
∫
p(0, u, x, z)χν(u, z)D
ν
z (p− p∆)(u, T, z, y)dz
(166) = h
∫ T/2
hδ
...+ h
∫ T−hδ
T/2
... = I + II.
By (157)
|II| =
∣∣∣∣∣h
∫ T−hδ
T/2
du
∫
Dνz [p(0, u, x, z)χν(u, z)](p− p∆)(u, T, z, y)dz
∣∣∣∣∣
≤ Ch3/2nκφ√T (y − x) = Ch3/2−κTκφ√T (y − x)
(167) = Ch1+γφ√T (y − x), γ > 0
For u ∈ [hδ, T/2]
|I| =
∣∣∣∣∣h
∫ T/2
hδ
du
∫
Dνz [p(0, u, x, z)χν(u, z)](p− p∆)(u, T, z, y)dz
∣∣∣∣∣
(168) ≤ Ch3/2−δφ√T (y − x),
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where ondition δ < 2
5
implies 3/2− δ > 1. It follows from (164)-(168) that
(169) hp⊗F2[p∆](0, T, x, y)− hp⊗ F2[p](0, T, x, y) = O(h1+γφ√T (y − x)).
To prove that
hp⊗ F1[p⊗ F1[p− p∆]] = O(h1+δφ√T (y − x))
we onsider a typial summand for xed ν, |ν| = 3,
(170)
h
∫ T
0
du
∫
p(0, u, x, z)χν(u, z)D
ν
z
[∫ T
u
dτ
∫
p(u, τ, z, v)χν(τ, v)D
ν
v(p− p∆)(τ, T, v, y)dv
]
dz.
As before it's enough to onsider u ∈ [hδ, T − hδ]. The integral in (170) is a sum of
four integrals
I1 = h
∫ T/2
hδ
du
∫
...Dνz
∫ (T+u)/2
u
dτ
∫
...
I2 = h
∫ T/2
hδ
du
∫
...Dνz
∫ T
(T+u)/2
dτ
∫
...
I3 = h
∫ T−hδ
T/2
du
∫
...Dνz
∫ (T+u)/2
u
dτ
∫
...
(171) I4 = h
∫ T−hδ
T/2
du
∫
...Dνz
∫ T
(T+u)/2
dτ
∫
....
Note that τ − u ≥ T/4 in the integrand in I2 . Integrating by parts w.r.t. v we
obtain by (157)
(172) |I2| ≤ Ch3/2−κTκφ√T (y − x)).
Furthermore, u ≥ T/2, τ −u ≥ hδ/2, T −u ≥ hδ in the integrand in I4. Integrating by
parts w.r.t. z we obtain
(173) |I4| ≤ Ch3/2−δT−1/2φ√T (y − x)) ≤ CTκ/2h3/2−κ/2−δφ√T (y − x)),
where, by our hoie of δ, 3/2−κ/2− δ > 1. To estimate I3 we use the representation
(p− p∆)(τ, T, v, y) = (p⊗H − p⊗′h H)(τ, T, v, y)
+(p⊗H − p⊗′h H)⊗′h Φ1(τ, T, v, y)
=
∫ j∗h
τ
ds
∫
p(τ, s, v, w)H(s, T, w, y)dw
+
h
2
[p⊗′h (H1 + A0)](τ, T, v, y)
+
1
2
n−1∑
i=j∗
∫ (i+1)h
ih
(t− ih)2
∫ 1
0
(1− γ)
4∑
k=1
∫
p(τ, s, v, w)Ak(s, T, w, y) |s=ih+γ(t−ih) dwdγdt,
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(174) +(p⊗H − p⊗′h H)⊗′h Φ1(τ, T, v, y)
where j∗ = j∗(τ) = [τ/h] + 1 (with a onvention [x] = x − 1 for integer x) , H1 and
Ak, k = 0, 1, 2, 3, 4, are dened in Konakov (2006) and
Φ1(ih, i
′h, z, z′) = H(ih, i′h, z, z′) +H ⊗′h H(ih, i′h, z, z′) + ...
To estimate Dνv (p− p∆)(τ, T, v, y) we note that
h
∣∣∣∣Dνv ∫ j∗h
τ
ds
∫
p(τ, s, v, w)H(s, T, w, y)dw
∣∣∣∣
= h
∣∣∣∣Dνv ∫ j∗h
τ
ds
∫
p(τ, s, v, v + w′)H(s, T, v + w′, y)dw′
∣∣∣∣
(175) ≤ Ch
∫ j∗h
τ
ds
(T − s)2φ
√
T−τ (y − v) ≤ Ch2−2δφ√T−τ (y − v).
Furthermore,∣∣∣∣h22 Dνv [p⊗′h H1](τ, T, v, y)
∣∣∣∣ =
∣∣∣∣∣h22 Dνv ∑
τ≤jh≤T−h
h
∫
p(τ, jh, v, w)H1(jh, T, w, y)dw
∣∣∣∣∣
≤ h
2
2
∣∣∣∣∣∣
∑
τ≤jh≤T−hδ/2
h
∫
Dνv [p(τ, jh, v, v + w
′)H1(jh, T, v + w′, y)]dw′
∣∣∣∣∣∣
+
h2
2
∣∣∣∣∣∣C
d∑
i,k=1
∑
T−hδ/2<jh≤T−h
h
∫
Dν+ei+ekw′ [p(τ, jh, v, v + w
′)]p˜(jh, T, v + w′, y)dw′
∣∣∣∣∣∣
(176) ≤ Ch2−2δφ√T−τ (y − v) + Ch2−5δ/2φ√T−τ (y − v).
Beause of a struture of the operator A0 (see Konakov (2006)) it is enough to estimate
for xed i, l, k
(177)
h2
2
Dνv
∑
τ≤jh≤T−h
h
∫
Dekw′p(τ, jh, v, v + w
′)
∂2p˜(jh, T, v + w′, y)
∂w′i∂w
′
l
dw′
With the same deomposition as in (176) we obtain that (177) does not exeed
(178) Ch2−5δ/2φ√T−τ(y − v).
From (176) and (178) we obtain that
(179)
h2
2
|Dνv [p⊗′h (H1 + A0)](τ, T, v, y)| ≤ Ch1+γφ√T−τ (y − v)
56
for some γ > 0. It remains to estimate the last summand in (174). It follows from the
struture of the operators Ak, k = 1, 2, 3, 4, (see Konakov (2006)) that it is enough to
estimate
1
2
n−1∑
i=j∗
∫ (i+1)h
ih
(t− ih)2
∫ 1
0
(1− γ)(180)
4∑
k=1
∫
Dνv
[
p(τ, s, v, v + w′)
∂4p˜(s, T, v + w′, y)
∂w′i∂w
′
l∂w
′
p∂w
′
q
]
|s=ih+γ(t−ih) dw′dγdt
for xed i, j, p, q. As in Konakov (2006), p. 12, we obtain that (180) does not exeed
Ch2φ√T−τ(y − v)
∫ 1
0
z2
∫ 1
0
(1− γ)
n−1∑
i=j∗
h
1
[(ih− τ) + γhz]3/2
1
[(n− γz)h− ih]2dγdz
= Ch2φ√T−τ (y − v)
∫ 1
0
z2
∫ 1
0
(1− γ)
∑
{i:j∗h≤ih≤τ+hδ/4}
...
(181) +Ch2φ√T−τ (y − v)
∫ 1
0
z2
∫ 1
0
(1− γ)
∑
{i:τ+hδ/4<ih≤T−h}
... = I ′′ + II ′′.
|I ′′| ≤ Ch2h−5δ/2φ√T−τ (y − v)
∫ 1
0
z2
∫ 1
0
(1− γ)
∑
{i:j∗h≤ih≤τ+hδ/4}
h
1
[(ih− τ) + γhz]dγdz
≤ Ch2−εh−5δ/2φ√T−τ (y−v)
∫ 1
0
z2−ε
∫ 1
0
(1− γ)
γε
∑
{i:j∗h≤ih≤τ+hδ/4}
h
1
[(ih− τ) + γhz]1−ε dγdz
(182) ≤ C(ε)h2−ε−5δ/2φ√T−τ(y − v).
Using inequality (h − γz)h − ih = (n− i)h− γzh ≥ h(1 − γz) ≥ h(1 − γ) we obtain
that
|II ′′| ≤ Chh−5δ/2φ√T−τ (y − v)
∫ 1
0
z2
∫ 1
0
dγ
∑
{i:τ+hδ/4<ih≤T−h}
h
(183) ≤ Ch1−5δ/2φ√T−τ (y − v).
Now from (174), (175), (179), (180), (182) and (182) we obtain that
(184) |Dνv (p⊗H − p⊗′h H)(τ, T, v, y)| ≤ Chγφ√T−τ (y − v)
for some positive γ. The last summand in the right hand side of (174) admits the same
estimate (184) beause of the smoothing properties of the operation ⊗′h. Hene,
(185) |Dνv (p− p∆)(τ, T, v, y)| ≤ Chγφ√T−τ (y − v).
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Making a haige of variables v = z + v′ in (170) we get that the integral w.r.t. v is
equal to
(186) Dνz
[∫ T
u
dτ
∫
p(u, τ, z, z + v′)χν(τ, v)Dνv (p− p∆)(τ, T, z + v′, y)dv′
]
.
Taking into aount (185) and making an integration by parts in (186) we obtain that
(186) does not exeed
(187) Chγ
∫ T
u
dτ
(τ − u)3/2φ
√
T−u(y − z) ≤
Chγ√
T − uφ
√
T−u(y − z)
From (170) and (187) we obtain that
|I3| ≤ Ch1+γφ√T (y − x).
The estimate for I1 may be proved absolutely analogously to the estimate for I3. Thus,
we proved that
(188) hp⊗ F1[p⊗ F1[p− p∆]] = O(h1+δφ√T (y − x))
The estimate
h1/2p⊗ F1[p− p∆] = O(h1+δφ√T (y − x))
may be proved by using the same deomposition of p− p∆. This ompletes the proof
of Theorem 1.
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