In the study of the capacity problem for multiple access channels (MACs), a lower bound on the error probability obtained by Han plays a crucial role in the converse parts of several kinds of channel coding theorems in the information-spectrum framework. Recently, Yagi and Oohama showed a tighter bound than the Han bound by means of Polyanskiy's converse. In this paper, we give a new bound which generalizes and strengthens the Yagi-Oohama bound, and demonstrate that the bound plays a fundamental role in deriving extensions of several known bounds. In particular, the Yagi-Oohama bound is generalized to two different directions; i.e, to general input distributions and to general encoders. In addition we extend these bounds to the quantum MACs and apply them to the converse problems for several information-spectrum settings. key words: quantum channel, multiple access channel, error probability, information-spectrum
Introduction
The capacity problem for multiple access channels(MACs) has been an important topic since Shannon [9] studied it. This problem is studied for several kinds of settings. For instance, in the classical case, Ahlswede [1] found the singleletterized capacity region for stationary and memoryless channels, Han [2] [3] found the capacity region for the general channels by means of information spectrum method, and Winter [11] found that for stationary and memoryless channels in the quantum case. However, there remain some fundamental problems to be solved, including the exponential convergence of the error probability in the strongconverse region for stationary memoryless channels and the general information-spectrum formula for the capacity region in the quantum case. So we still need to look for good lower bounds on the error probability.
In this paper, we discuss lower bounds on the error probability for the following three settings, which are similar but slightly different from each other.
• Setting 1 Let X 1 , X 2 and Y be arbitrary discrete sets on which an input distribution p(x 1 , x 2 ) and a channel W(y|x 1 , x 2 ) are given. For a reversed channel g(x 1 , x 2 |y), which means the probability of decoding (or estimating) the input (x 1 , x 2 ) from the observed output y, the error probability is defined by Pe(g) := 1 −
• Setting 2 Let X 1 , X 2 and Y be arbitrary discrete sets on which a channel W(y|x 1 , x 2 ) is given. Given a pair of message sets M 1 and M 2 with |M 1 | = M 1 and |M 2 | = M 2 together with encoders f 1 (x 1 |m 1 ) and f 2 (x 2 |m 2 ), which means the probabilities of encoding the message m 1 and m 2 to the inputs x 1 and x 2 respectively, we define the error probability for an arbitrary decoder g(m 1 , m 2 |y) by
• Setting 3 Let X 1 , X 2 and Y be arbitrary discrete set s on which a channel W(y|x 1 , x 2 ) is given. Given a pair of codebooks C 1 ⊂ X 1 and C 2 ⊂ X 2 with |C 1 | = M 1 and |C 2 | = M 2 , we define the error probability for an arbitrary decoder g(m 1 , m 2 |y) by
Note that Setting 3 can be regarded as special cases of both Setting 1 and Setting 2. That is, Setting 3 is obtained by restricting p(x 1 , x 2 ) to the product of the uniform distributions on the codebooks in Setting 1, and is obtained by restricting encoders f 1 , f 2 to be deterministic and injective in Setting 2. In the study of the capacity problem, Setting 3 have been mainly dealt with so far, as mentioned below for [2] [3] and [12] , while Poor and Verdú [8] discussed a lower bound of the error probability in Setting 1 and Polyanskiy [7] used Setting 2 in his meta-converse argument.
In Setting 3, Han [2] [3] showed the following lower bound, which is known as the Han bound. For an arbitrary positive number γ, it holds that 
This bound is a MAC extension of the Verdú-Han bound [10] and plays a crucial role in the converse parts of several coding theorems for general MAC channels. Recently Yagi and Oohama [12] showed a tighter bound as follows. For an arbitrary conditional distribution q(y|x 1 , x 2 ), an arbitrary distribution π on {1, 2, 3}, and an arbitrary positive number γ ′ , it holds that
wherẽ
and q(y|x 1 ), q(y|x 2 ) and q(y) are the conditional and marginal distributions defined from the joint distribution
If we set
, we can rewrite (9) and (10) as follows.
In what follows, we first show an extension of the YagiOohama bound (9) as Theorem 1 in section 2, where the Yagi-Oohama bound is extended from Setting 3 to Setting 1 and, in addition, is slightly strengthened as is seen in subsection 3.1. We also see in subsection 3.2 that the theorem yields a MAC version of the Poor-Verdú bound. In section 4, we use Theorem 1 again to obtain an extension of the YagiOohama bound to Setting 2. In section 5, we show that these results are naturally extended to the quantum case. Lastly in section 6, we apply them to obtain some asymptotic results which correspond to the converse parts of the general capacity theorems obtained by Han in the classical case. Concluding remarks are given in section 7.
A fundamental inequality on the error probability for the classical MACs
The following inequality plays a fundamental role in this paper. 
where
Proof. As in the proof of Neyman-Pearson's Lemma, it follows from 0 ≤ g(x 1 , x 2 |y) ≤ 1 that
where the second inequality follows from q(y) ≥ q 1 (x 1 , y) and q(y) ≥ q 2 (x 2 , y).
Corollaries of Theorem 1 in Setting 1

A Yagi-Oohama-type bound
The Yagi-Oohama bound is extended to the general input distributions in the following form.
Corollary 1.
Pe
Proof. Eq. (19) immediately follows from (15), since
where 1{ } is the indicator function.
In Setting 3, the original Yagi-Oohama bound (13) is obtained from (19) by setting
A Poor-Verdú-type bound
While Corollary 1 can be regarded as a MAC extension of the Verdú-Han bound [10] (or the Hayashi-Nagaoka bound [4] in the sense that arbitrary output distributions are allowed), the following bound corresponds to the Poor-Verdú bound [8] .
Corollary 2.
and p(x 1 , y), p(x 2 , y) and p(y) are marginal distributions defined from the joint distribution p(x 1 , x 2 , y).
Proof. If q = p, the right hand side of (15) is rewritten as
where the inequality follows from p(
, and p(x 1 , x 2 , y) ≤ p(x 1 , y).
Corollaries of Theorem 1 in Setting 2
An extension of the Yagi-Oohama bound to Setting 2, where general stochastic encoders are allowed, is also derived from Theorem 1 as follows. 
Corollary 3. In Setting 2, for an arbitrary decoder
(∀m 1 , m 2 , y)
we have
Proof. Let a channel V from M 1 × M 2 to Y be defined by
Then, replacing X 1 , X 2 and W with M 1 , M 2 , and V in Theorem 1 and letting the input distribution be uniform on M 1 × M 2 , we have
From the convexity of t → [t] + , we have
This inequality immediately derives the following bound, which is the direct extension of the Yagi-Oohama bound to Setting 2.
Corollary 4. In Setting 2, for an arbitrary decoder g, an
arbitrary distribution π on {1, 2, 3}, an arbitrary number γ ≥ 0, and an arbitrary channel q(y|x 1 , x 2 ), we have
where the random variables X 1 , X 2 , and Y are defined by the joint distribution
andq is defined by (11).
Lower bounds on the error probability for the quantum MACs
In this section we extend the arguments of previous sections to classical-quantum MACs. In the single access case, Hayashi and Nagaoka [4] extended the Verdú-Han bound into the quantum case, and the present authors [5] , [6] extended the Poor-Verdú bound. Applying a similar argument to the ones developed there, we extend Theorem 1 as presented in Theorem 2, from which the corresponding results to Corollaries 1-3 immediately follow.
We begin with rewriting Setting 1 and Setting 2 to the quantum situation. Setting 3 is omitted since it is included in Setting 1 and Setting 2.
• Setting Q1 Let X 1 , X 2 be arbitrary discrete sets on which an input distribution p(x 1 , x 2 ) is given. Let H be an arbitrary Hilbert space and S(H) be the set of density operators on H and W :
, represents a decoding (or estimating) process, the error probability is defined by
• Setting Q2 Let X 1 , X 2 be arbitrary discrete sets, H be an arbitrary Hilbert space and a quantum channel W : X 1 × X 2 → S(H) is given. As in Setting 2, given a pair of message sets M 1 and M 2 with |M 1 | = M 1 and |M 2 | = M 2 together with encoders f 1 (x 1 |m 1 ) and f 2 (x 2 |m 2 ), which means the probabilities of encoding the message m 1 and m 2 to the inputs x 1 and x 2 respectively, we define the error probability for an arbitrary POVM Y whose indexes are in
Theorem 1 is extended as follows.
Theorem 2.
In Setting Q1, for an arbitrary POVM Y, arbitrary α 1 , α 2 , α 3 ≥ 0, an arbitrary density operator σ on H, and arbitrary positive semidefinite operators σ x 1 , σ x 2 satisfying that σ ≥ σ x 1 and σ ≥ σ x 2 (∀x 1 , x 2 ), we have
Here and in the sequel, we use the notation {A ≤ B} = {B ≥ A} to mean a projector on H which is defined as follows. When A -B is spectrum-decomposed as
Proof. As in the classical case, it follows from 0 ≤ Y x 1 ,x 2 ≤ I that
where the second inequality follows from σ ≥ σ x 1 and σ ≥ σ x 2 .
Obviously, as Theorem 1 derives Corollaries 1 and 2, Theorem 2 derives the following corollaries.
Corollary 5.
Pe(Y)
Corollary 5 is a MAC extension of the HayashiNagaoka bound, and Corollary 6 is a quantum MAC extension of the Poor-Verdú bound. 
(∀m 1 , m 2 )
Applications of Theorem 2 to the quantum information spectrum setting
In this section, we show applications of Theorem 2 to the quantum MAC coding problems; the converse parts of the ε-capacity region problem and the strong converse region problem, which Han [2] [3] showed in the classical case. Let us introduce the setting of the quantum MAC coding problem. Let
be sequences of discrete sets, and H = {H (n) } ∞ n=1 be a sequence of Hilbert spaces, for which a sequence of quantum
is given. Suppose that, for each n, a pair of encoders and a decoder are given in terms of conditional probability distributions
} respectively, where m
2 }. The error probability is then defined as follows:
Then from Theorems 3 and 4 we have
and
In the classical case, recalling that the Yagi-Oohama bound implies the Han bound, we can easily show that
where J and J * are difined in [2] [3]. Therefore we have
Note that Han also proved their direct parts in [2] [3], which establish capacity formulas:
Cl({(R 1 , R 2 )|J ≤ ε}),
Cl({(R 1 , R 2 )|J * < 1}), 
in the classical case.
In the quantum case, on the other hand, since we have not proven their direct parts, it is not clear whether Theorem 3 and 4 are tight.
Concluding Remarks
We have discussed lower bounds on the error probability for MACs in several settings. We have obtained a fundamental inequality in the classical case (Theorem 1) and in the quantum case (Theorem 2). Using the inequality the Yagi-Oohama bound has been generalized and strengthened in several directions and extended to the quantum case.
We have also shown converse results on the ε-capacity region problem and the strong converse region problem for general quantum MACs as applications of the fundamental inequality. It however remains to obtain a good upper bound on the error probability in order to determine these regions.
