An efficient family of strongly A-stable Runge–Kutta collocation methods for stiff systems and DAEs. Part I: Stability and order results  by González-Pinto, S. et al.
Journal of Computational and Applied Mathematics 234 (2010) 1105–1116
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
An efficient family of strongly A-stable Runge–Kutta collocation
methods for stiff systems and DAEs. Part I: Stability and order results
S. González-Pinto a, D. Hernández-Abreu a,∗, J.I. Montijano b
a Departamento de Análisis Matemático, Universidad de La Laguna, 38271, La Laguna, Spain
b Departamento de Matemática Aplicada, Universidad de Zaragoza, 50009, Zaragoza, Spain
a r t i c l e i n f o
Article history:
Received 3 October 2008
Received in revised form 12 May 2009
MSC:
65L20
Keywords:
Runge–Kutta methods
Collocation methods
Interpolatory quadrature formulae
Strong A-stability
Stiff systems
Differential algebraic equations
a b s t r a c t
For each integer s ≥ 3, a new uniparametric family of stiffly accurate, strongly A-stable, s-
stage Runge–Kuttamethods is obtained. These are collocationmethodswith a first internal
stage of explicit type. The methods are based on interpolatory quadrature rules, with
precision degree equal to 2s − 4, and all of them have two prefixed nodes, c1 = 0 and
cs = 1. The amount of implicitness of our s-stage method is similar to that involved
with the s-stage LobattoIIIA method or with the (s − 1)-stage RadauIIA method. The new
family of Runge–Kuttamethods proves to be of interest for the numerical integration of stiff
systems and Differential Algebraic Equations. In fact, on several stiff test problems taken
from the current literature, twomethods selected in our 4-stage family, seem to be slightly
more efficient than the 3-stage RadauIIA method and also more robust than the 4-stage
LobattoIIIA method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Runge–Kutta RadauIIA methods, introduced independently by Axelsson [1] and Ehle [2–4], are widely recognized to be
among the most efficient methods for the numerical solution of stiff ordinary differential equations (ODEs) and Differential
Algebraic Equations (DAEs), due to their good stability properties and their high order of convergence (see, for instance, [5,
Chapters IV.11, IV.15, VI.1, VI.3 and VII.4]). On the other hand, in [5, Chapters IV.10 and V.5] and [6] a standard collection of
stiff problems, and a wide range of reliable codes based on the main kinds of numerical methods, are presented. From the
numerical experiments displayed there, it seems that the code RADAU5 by Hairer and Wanner [5], which is based on the
three stage RadauIIA method, is one of the most reliable and robust solvers for stiff problems in ODEs.
Let us consider a differential system y′ = f (t, y), t ≥ t0, y, f ∈ Rm, with exact solution y(t), an initial value yn standing for
an approximation to the exact solution y(tn), and a stepsize hn > 0. An s-stage Runge–Kuttamethod gives an approximation
yn+1 to the exact solution at tn+1 = tn + hn by means of the formula
Yn,i = yn + hn
s∑
j=1
aijf (tn + cjhn, Yn,j), 1 ≤ i ≤ s,
yn+1 = yn + hn
s∑
j=1
bjf (tn + cjhn, Yn,j),
(1.1)
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where A = (aij)si,j=1 and b = (bi)si=1 denote, respectively, the coefficient matrix and vector of the underlying Runge–Kutta
method, and c := (c1, . . . , cs)T is the abscissae vector. For methods of practical interest, we have that A · e = c , with
e := (1, . . . , 1)T ∈ Rs.
In this paper, a new uniparametric family of implicit Runge–Kutta collocation methods, for the efficient solution of stiff
problems and DAEs, is introduced. This family of methods will be shown to be computationally competitive with the well
known RadauIIA methods. The free parameter which defines the family of methods can also be chosen for optimization
purposes. The s-stage method of the family with s ≥ 3 (there are no methods for the cases s = 1, 2), will be denoted by
SAFERK(α, s) (Stiffly Accurate, First Explicit, Runge Kutta), and it possesses the following features:
(1) For each parameter value α, the corresponding method is a collocation method. Hence, it has stage order equal to s. The
LobattoIIIA method is included in this family of methods, and it is obtained in case that α = 0.
(2) It has global order of convergence p ≥ 2s− 3.
(3) It is strongly A-stable whenever α < 0, α 6= −γs, with γs =
√
2s+1√2s−1
2s−3 . In addition, for α ∈ (−γs, 0], all the collocation
nodes {ci}si=1 fall in the interval [0, 1].
(4) The first stage of the method is explicit, Yn,1 = yn, and the method is stiffly accurate; i.e. the advancing solution equals
the last internal stage, yn+1 = Yn,s. In particular, this means that c1 = 0 and cs = 1.
(5) The s-stagemethod is computationally equivalent to the (s−1)-stage RadauIIAmethod, since bothmethods possess the
same number of implicit stages and the spectrum of their coefficientmatrices (excluding the explicit stage in our family)
possess pairs of complex conjugate eigenvalueswith positive real part, except in the situation that s is odd, inwhich case
they both have one real eigenvalue. This yields, over each integration step, similar computational costs on stiff problems
(Newton-like Iterations) and also on non-stiff problems where the standard Functional Iteration is currently used.
The construction of the uniparametric family of SAFERK methods is based on the characterization of quadrature rules of
order 2s−3 (i.e., the precision degree is 2s−4), and their linear stability properties are studied byusing theW -transformation
of Hairer andWanner [7], which simplifies the study of linear and non-linear stability for high order Runge–Kutta methods.
The paper is divided into sections, as follows. In Section 2, we deal with the construction of quadrature formulas with
order equal to 2s−3when considering the numerical integrationwith regards to the Lebesguemeasure in [0, 1]. In Section 3,
a uniparametric family of strongly A-stable Runge–Kutta collocation methods, having a first explicit stage, is obtained. In
addition, the order of convergence of our methods is compared with their counterparts in the LobattoIIIA and RadauIIA
families, for several kinds of differential stiff systems and DAEs. In Section 4, the parameter which defines the family of
methods is selected by minimizing the principal term of the local error for the cases s = 3 and s = 4. Finally, in Section 5,
some numerical examples are shown in order to illustrate the efficiency of the newly defined family of methods.
2. On interpolatory quadrature formulas of order 2s− 3
This section of the paper is devoted to the description of s-node ‘‘interpolatory’’ quadrature rules with order equal to
2s− 3. Recall that a quadrature formula for the numerical integration in the interval [0, 1],∫ 1
0
f (x)dx ≈
s∑
i=1
bif (ci), (2.1)
with weights and nodes given respectively by (bi, ci)si=1, is said to be interpolatory if it fulfills the condition
B(s) :
s∑
i=1
bic
q−1
i =
1
q
, 1 ≤ q ≤ s. (2.2)
Interpolatory quadrature rules with s nodes and order p ≥ 2s − 2 have nice properties regarding their abscissae and
weights. In particular, their abscissae arewell known to be real, pairwise distinct and locatedwithin the integration interval.
In the same way, their weights are positive, which allows one to derive convergence results for the underlying sequence of
quadrature rules [8–11]. In a forthcoming paper, Bultheel et al. [12] study Gauss-type quadrature formulas on the real line
with the highest degree of accuracy, with positive weights, and with one or two prescribed nodes anywhere on the interval
of integration.
On the other hand, interpolatory quadrature rules of order 2s − 3 are not so popular among numerical analysts, and
much less is known about them. The poor interest in this kind of quadrature rules is likely to be due to the fact that there
is not a clear criterion to select the three free nodes provided by the quadrature. For practical reasons, in order to form the
composed rules, it seems to be advantageous to choose two nodes as the end-points of the integration interval. On the other
hand, it is not clear how to choose the remaining knot in a different way from the Lobatto’s option, since the latter option
allows to increase by one the precision degree of the quadrature. Moreover, the property of positive weights is no longer
satisfied for the whole family of quadrature rules of order 2s− 3, and no general convergence theorems are known for this
family of quadrature rules. However, as it will be seen in the following sections, this family of quadrature rules can be used
to derive efficient Runge–Kutta methods for the numerical integration of differential systems.
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In the sequel, we shall be concerned with the characterization of interpolatory quadrature formulas on [0, 1], with s ≥ 3
real nodes, c1 = 0, cs = 1 prefixed, and order p ≥ 2s−3. If we assume that c1, . . . , cs are distinct, and theweights b1, . . . , bs
are determined from (2.2), then the interpolatory quadrature formula (2.1) reaches order p ≥ 2s− 3 if and only if the nodal
polynomialM(x) :=∏si=1(x− ci) can be written as (see, e.g., [5, Lemma 5.15, pp. 83])
M(x) = C(Ps(x)+ α1Ps−1(x)+ α2Ps−2(x)+ α3Ps−3(x)) (2.3)
for certain constants C 6= 0, α1, α2, α3, and where, for all k ≥ 0,
Pk(x) =
√
2k+ 1
k!
dk
dxk
(xk(x− 1)k) = √2k+ 1
k∑
j=0
(−1)j+k
(
k
j
)(
j+ k
j
)
xj (2.4)
are the normalized shifted Legendre polynomials. These polynomials form an orthonormal set with respect to integration
on [0, 1]. Since the roots c1 = 0 and cs = 1 are fixed, it is readily shown that the polynomial M(x) given in (2.3) takes the
form (below α := α1 and C := 1)
M(x) = √2s+ 1(P∗s (x)− P∗s−2(x))+ α
√
2s− 1(P∗s−1(x)− P∗s−3(x)), (2.5)
where P∗n (x) := 1√2n+1Pn(x), n ≥ 0, are the normalized Legendre polynomials on [0, 1] such that P∗n (1) = 1. Recall that if
α = 0 then the s roots ofM(x) (2.5) are the nodes of the corresponding Lobatto formula.
For the case s ≥ 4, the polynomial M(x) given by (2.5) is orthogonal on [0, 1], with respect to the weight function
ω(x) = 1, to all polynomials of degree ≤ s − 4. Moreover, from (2.2) it follows that its zeroes {ci}si=1 would define an
interpolatory quadrature formula (bi, ci)si=1 of order p ≥ 2s− 3 in case that the ci’s are real and distinct.
We next state the main result in this section.
Theorem 1. For each s ≥ 3, the unique one-parameter family of interpolatory quadrature rules (bi, ci)si=1 of order 2s − 3 and
fixed nodes c1 = 0, cs = 1, for the numerical integration on [0, 1] regarding the Lebesgue measure, has the following features:
(1) all the nodes {ci}si=1 are the roots of the polynomial M(x) given by (2.5), and they are real and pairwise distinct whenever|α| 6= γs, with γs given by
γs =
√
2s+ 1√2s− 1
2s− 3 ; (2.6)
(2) for |α| < γs, all nodes belong to [0, 1]; whereas, if |α| > γs then s− 1 nodes belong to [0, 1] and one knot falls outside the
interval. In case that |α| = γs, there are no interpolatory quadratures with order greater than or equal to 2s− 3;
(3) all the weights {bi}si=1 are positive and all the nodes {ci}si=1 are located in the interval [0, 1] if and only if |α| < s−2s γs.
The proof of Theorem 1 relies on the following two lemmas.
Lemma 1. Let M(x) be given by (2.5) with α ∈ R. Then, M(x) has multiple real roots if and only if |α| = γs with γs given by
(2.6). In particular, if α = γs (resp. α = −γs) then x = 0 (resp. x = 1) is a double root of M(x).
Proof. Let us assume that there exists c ∈ R\{0, 1} such thatM(c) = M ′(c) = 0. Recall that, fromM(c) = 0 and c 6= 0, 1, it
is not possible that P∗s−1(c)−P∗s−3(c) = 0 since the only common roots of P∗s−1(x)−P∗s−3(x) and P∗s (x)−P∗s−2(x) are precisely
x = 0 and x = 1. Thus, we have
α = −
√
2s+ 1
2s− 1
P∗s (c)− P∗s−2(c)
P∗s−1(c)− P∗s−3(c)
. (2.7)
Inserting this latter expression in M ′(c) = 0 we obtain that R′(c) = 0, where R(x) is the rational function R(x) :=
P∗s (x)−P∗s−2(x)
P∗s−1(x)−P∗s−3(x) , where common factors in the numerator and denominator have been simplified. However, R
′(c) = 0 is not
possible since R(x) has s − 3 interlaced poles in between s − 2 roots, and this implies R′(x) > 0, for all x in the domain of
R(x). Thus, only c = 0, 1 could be double roots forM(x).
On the other hand, by considering that
(P∗n )
′(0) = (−1)n+1n(n+ 1), (P∗n )′(1) = n(n+ 1), (2.8)
it is straightforward to check thatM ′(0) = 0⇔ α = γs andM ′(1) = 0⇔ α = −γs, with γs given by (2.6). 
Lemma 2. Let M(x) be given by (2.5)with |α| 6= γs, where γs is given as in (2.6). Then, M(x) has real and pairwise distinct roots.
All the roots of M(x) belong to the interval [0, 1] if and only if α ∈ (−γs, γs).
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Proof. Let us define ∆ = {α ∈ R / M(x)in (2.5) has real and distinct roots}. It is readily shown that ∆ is an open set such
that 0 ∈ ∆. From
M(x)
α
=
√
2s+ 1
α
(P∗s (x)− P∗s−2(x))+
√
2s− 1(P∗s−1(x)− P∗s−3(x)), (2.9)
there exists K  1 such that if |α| > K then α ∈ ∆ (recall that if |α| → ∞ then, from (2.9), one zero c∗i will escape to
infinity and the remaining zeroes will tend to the nodes of the Lobatto formula with s− 1 nodes).
Now, if α ∈ ∂∆ thenM(x)would have a double real root. But, from Lemma 1, this is only possible if α = ±γs. This means
that∆ = R \ {±γs}.
If, for α ∈ (−γs, γs) there exists a root ci ofM(x) such that ci ∈ R \ [0, 1], then, by virtue of the continuous dependence
of the roots on the coefficients of the polynomial, we could find a real value β , with |β| < |α|, such that, for this parameter
value β ,M(x)would have either c1 = 0 or cs = 1 as a double root. But this is not possible as long as β ∈ (−γs, γs). 
Proof of Theorem 1. (1) follows directly from Lemma 2. Next, from Lemma 1, there exist only two values α = ±γs which
do not define from B(s) any interpolatory quadrature formula. Recall that if c1 = c2 = 0 or cs−1 = cs = 1, then the condition
B(s) cannot be fulfilled and no quadrature formula is obtained. On the other hand, we have that if |α| > γs then one node
c∗i will escape from the interval [0, 1], whereas the remaining nodes will stay in that interval. This proves (2).
In order to prove (3), we can consider the polynomial
pi(x) := 1x(1− x)
(
M(x)
x− ci
)2
associated to the node ci, 2 ≤ i ≤ s − 1, with M(x) given by (2.5). Since the quadrature formula (2.1) is exact for the
polynomials of degree up to 2s− 4, we have that
bi = ci(1− ci)M ′(ci)2
∫ 1
0
M(x)2
x(1− x)(x− ci)2 dx.
Therefore from (2) we have that bi > 0, 2 ≤ i ≤ s− 1, if and only if |α| < γs.
Next, since s − 1 ≤ 2s − 4 for s ≥ 3, by defining p1(x) := M(x)x and ps(x) := M(x)x−1 , we respectively have from (2.1)
that b1M ′(0) =
∫ 1
0 p1(x) and bsM
′(1) = ∫ 10 ps(x). On the other hand, from the three-term recurrence for the Legendre
polynomials (2.4) (see, e.g., [13, pp. 215]), it can be shown for n ≥ 2 that∫ 1
0
P∗n (x)− P∗n−2(x)
x
= (−1)n+1 2(2n− 1)
n(n− 1) and
∫ 1
0
P∗n (x)− P∗n−2(x)
x− 1 =
2(2n− 1)
n(n− 1) .
From here, and making use of (2.8), we immediately obtain that
b1 = 1
(s− 1)(s− 2) ·
s−2
s γs − α
γs − α
and
bs = 1
(s− 1)(s− 2) ·
s−2
s γs + α
γs + α .
This proves that b1 > 0 and bs > 0 whenever |α| < s−2s γs. 
Remark 1. Recall that if b1 = 0 or bs = 0, we would then obtain the nodes associated, respectively, to the right and left
Radau quadratures with s− 1 nodes (and an extra dummy abscissae c1 = 0 or cs = 1, respectively). It will be shown in the
next section that none of the two SAFERK collocation methods with b1 · bs = 0 are reducible to the corresponding Radau
Runge–Kutta method, and, moreover, among these two methods, only the method with bs = 0 is A-stable.
3. SAFERK methods: Linear stability and convergence properties
The efficient construction of fully implicit Runge–Kutta methods was first accomplished by introducing the set of
simplifying conditions B(p), C(η) and D(ζ ) (see, e.g., [2–4,14,15]), where B(p) is given in (2.2), and the remaining conditions
are listed below:
C(η) : A · cq−1 = 1
q
cq, 1 ≤ q ≤ η, (3.1)
D(ζ ) : (b • cq−1)T · A = 1
q
(b • (e− cq))T, 1 ≤ q ≤ ζ . (3.2)
Above, • denotes the usual Hadamard vector product.
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The family of s-stage (s ≥ 3) SAFERK collocation methods (A-stable stiffly accurate Runge–Kutta collocation methods
with a first explicit stage) is defined by the following conditions:
(a) the abscissae ci are the roots ofM(x) given by (2.5), for every α ∈ R, |α| 6= γs (γs defined by (2.6));
(b) the weights bi are chosen such that the condition B(s) is fulfilled (in particular, condition B(2s − 3) is fulfilled from a)
and Lemma 2);
(c) they are collocation methods, i.e., C(s) is fulfilled. In particular, since c1 = 0, cs = 1 and the nodes are pairwise distinct,
the first stage of the method is explicit (i.e. eT1A = 0T) and the methods are stiffly accurate;
d) they are A-stable.
Observe that from conditions C(s), the coefficient matrix A is obtained in terms of the nodes by means of A =
diag(c1, . . . , cs)Vdiag(1, 1/2, . . . , 1/s)V−1, where V is the Vandermonde matrix V = [e|c|c2| . . . |cs−1]. Moreover, recall
that conditions B(2s−3) and C(s) imply that the methods satisfy D(s−3) and therefore they have order at least 2s−3 (see,
e.g., [16] or [5, Theorem 5.1, pp. 71]). The Vandermondematrix V simplifies the order and stability analysis for many s-stage
Runge–Kutta methods with distinct abscissae (ci 6= cj,∀i 6= j), and in particular for collocation methods, as it provides a
simple characterization of C(s) (see, e.g., [5, pp.78] or [17]). In order to analyze the nonlinear stability properties for high
order Runge–Kutta methods, Hairer and Wanner [7] introduced a generalized Vandermonde matrixW defined in terms of
the normalized shifted Legendre polynomials (2.4) by
W = (wij) ∈ Rs,s, wherewij := Pj−1(ci), 1 ≤ i, j ≤ s. (3.3)
This W -transformation will play a major role when constructing the family of SAFERK methods. In order to simplify the
exposition, from [5, pp. 81] we quote the following definition which will make clearer the relation between our SAFERK
methods and the quadrature formulas of order 2s− 3 described in the previous section.
Definition 1. Let η, ζ be integers in {0, 1, . . . , s − 1}. A matrix W ∈ Rs×s is said to satisfy the property T (η, ζ ) for the
quadrature formula (bi, ci)si=1 ifW is nonsingular; wij = Pj−1(ci), 1 ≤ i ≤ s, 1 ≤ j ≤ max{η, ζ } + 1; andW TBW =
(
I 0
0 R
)
with B = Diag(b1, . . . , bs), I the identity matrix of dimension ζ +1, and R is a suitable squarematrix of dimension s−ζ −1.
In order to derive the family of SAFERK methods, let us now consider the nodal polynomial M(x) given in (2.5). Then the
matrixW given in (3.3) has the property T (s− 1, s− 3) for the interpolatory formula (bi, ci)si=1 defined by the roots ofM(x)
and condition B(s) (see [5, Lemma 5.13, pp. 82]). From [5, Theorem 5.11, pp. 81], thisW -transformation provides a simple
way to characterize the simplifying conditions C(η) and D(ζ ) (see (3.1)–(3.2)) for a Runge–Kutta method. In particular, if A
denotes the coefficient matrix of a SAFERK method, then, from the property T (s− 1, s− 3) for the matrixW , we have that
the method fulfills C(s− 1) and D(s− 3) if and only if the matrix X := W−1AW takes the form
X =

1/2 −ξ1 0 . . . 0 0 0
ξ1 0 −ξ2 . . . 0 0 0
0 ξ2 0
. . . 0 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . . 0 −ξs−2 βs−2
0 0 0 . . . ξs−2 0 βs−1
0 0 0 . . . 0 ξs−1 βs

(3.4)
where βs−2, βs−1 and βs are free parameters, and
ξk := 1
2
√
2k+ 1√2k− 1 , k ≥ 1. (3.5)
Thismakes our SAFERK methods dependent on four free parameters:α (which defines the nodes andweights of themethod)
and βs−2, βs−1 and βs (which define the coefficient matrix).
Previously, Wanner [18] (see also [5, Example 5.24, pp. 88]) carried out the construction of all A-stable Runge–Kutta
methods satisfying B(2s− 4), C(s− 2) and D(s− 3). Recall that for methods of order 2s− 4 fulfilling C(s− 2) and D(s− 3),
the corresponding matrix X = W−1AW would take the form
X =

1/2 −ξ1 0 . . . 0 0 0
ξ1 0 −ξ2 . . . 0 0 0
0 ξ2 0
. . . 0 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . . 0 ζs−2 βs−2
0 0 0 . . . ξs−2 ζs−1 βs−1
0 0 0 . . . 0 ζs βs

(3.6)
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with parameters βi, ζi, i ∈ {s− 2, s− 1, s}, and constants ξi, i ≥ 1, given by (3.5). From [5, Example 5.24, pp.88], A-stability
for those methods fulfilling B(2s− 4), C(s− 2) and D(s− 3) turns out to be equivalent to
g0 = g1 = 0 or{g0 > 0, g1 ≥ 0, f2 ≥ 0, g0f1 − g1 ≥ 0},
where f1 := βs + ζs−1, f2 := βsζs−1 − βs−1ζs, g0 := −ζs−2 and g1 := −βsζs−2 + βs−2ζs.
The same ideas can be applied here, as a particular case, in order to impose A-stability for our SAFERK methods. This can
be done by setting ζs−2 = −ξs−2, ζs−1 = 0 and ζs = ξs−1 in (3.6). As a consequence, A-stability for a SAFERK method turns
out to be equivalent to:βs ≥ (−βs−2)
ξs−1
ξs−2
βs−1 ≤ 0, βs−2 ≤ 0.
(3.7)
Next, by imposing the first stage of the SAFERK method to be explicit, we get
eT1A = 0T ⇔ eT1WX = 0T
⇔ √2s− 1βs −
√
2s− 3βs−1 +
√
2s− 5βs−2 = 0. (3.8)
Conditions (3.7) and (3.8) just allow only one free parameter in the coefficient matrix A, since they imply
βs−1 = 0, βs = (−βs−2) ξs−1
ξs−2
, with βs−2 ≤ 0. (3.9)
The following theorem gives a necessary and sufficient condition on the free parameters α (|α| 6= γs) and βs−2(≤ 0) in
order to make the methods fulfil C(s). Recall that our methods already fulfil C(s− 1) and D(s− 3) since the matrixW given
in (3.3) satisfies the property T (s− 1, s− 3).
Theorem 2. Let W be the matrix given by (3.3) and X the matrix given in (3.4) – (3.5)–(3.9). Let us consider the Runge–Kutta
method whose nodes are roots of the polynomial M(x) given by (2.5) for |α| 6= γs, whose weights are determined from the
condition B(s), and whose coefficient matrix is A = WXW−1. This method is a collocation method if and only if
βs−2 = α · ξs−2 · ξs
ξs−1
. (3.10)
Proof. Since condition C(s − 1) is already satisfied, the C(s) condition is then equivalent to ∑sj=1 aijPs−1(cj) =∫ ci
0 Ps−1(x)dx, 1 ≤ i ≤ s, that is (see, e.g., [5, pp. 78]),
∑s
j=1 aijPs−1(cj) = ξsPs(ci) − ξs−1Ps−2(ci), 1 ≤ i ≤ s, where the
polynomials {Pk(x)} are those defined in (2.4). By defining the vectors Pn(c) = (Pn(c1), . . . , Pn(cs))T, n ≥ 0, the collocation
condition is then equivalent to V := APs−1(c)− ξsPs(c)+ ξs−1Ps−2(c) = 0. On the other hand, since A = WXW−1, we have,
by setting es := (0, . . . , 0, 1)T ∈ Rs, that
V = WXes − ξsPs(c)+ ξs−1Ps−2(c)
= βs−2Ps−3(c)+ βsPs−1(c)− ξsPs(c)+ ξs−1Ps−2(c)
= βs−2
(
Ps−3(c)− ξs−1
ξs−2
Ps−1(c)
)
− (ξsPs(c)− ξs−1Ps−2(c)).
From the definition (2.5) ofM(x), a direct computation shows that
(ξsPs(c)− ξs−1Ps−2(c))+ α
(
ξsPs−1(c)− ξsξs−2
ξs−1
Ps−3(c)
)
= 0,
and from here we get V =
(
βs−2 − ξsξs−2ξs−1 α
)
·
(
Ps−3(c)− ξs−1ξs−2 Ps−1(c)
)
. This implies (3.10). 
Recall that, since the nodes of the underlying method are pairwise distinct, from the collocation condition we have that
the last stage of the method coincides with the advancing solution; i.e., the method is in stiffly accurate form. The linear
stability properties for SAFERK methods are summarized in the following
Theorem 3. For each s ≥ 3, all methods belonging to the uniparametric family of Runge–Kutta collocation methods
SAFERK(A, b), with A = WXW−1, defined by Theorem 1, (3.3)–(3.5) and (3.9) and (3.10), have order p ≥ 2s − 3, have a
first explicit stage (eT1 · A = 0T) and their linear stability function R(z) = 1+ zbT(I− zA)−1e, e = (1, . . . , 1)T ∈ Rs, makes them
(1) A-stable if only if α ≤ 0 and α 6= −γs.
(2) strongly A-stable (A-stable plus |R(∞)| < 1) if only if α < 0 and α 6= −γs.
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Indeed, concerning (2), one has:
R(∞) = (−1)s+1 γs + α
γs − α . (3.11)
Proof. A-stability for a SAFERK method follows from (3.9)–(3.10), whereas the strong A-stability is deduced from
(3.9)–(3.11). The proof follows immediately, just taking into account that, for collocation methods, the stability function
R(z) admits the expression [5, Theorem 3.10, pp. 47]
R(z) =
s∑
j=0
M(j)(1)zs−j
s∑
j=0
M(j)(0)zs−j
,
with M(z) = 1s!
∏s
i=1(x − ci). Since M(0) = M(1) = 0, we have that R(∞) = M
′(1)
M ′(0) , which is equal to (3.11) by virtue of
(2.5) and (2.8). 
Next, from the linear stability properties of SAFERK methods, we study the global error y(tn)−yn on finite time intervals,
when thesemethods are applied to some important classes of stiff systems andDifferential Algebraic Problems. Due to space
requirements, the convergence estimates for strongly A-stable SAFERK methods are just summarized in the following tables,
whereas the corresponding proofs will appear in a forthcoming paper by the same authors [19]. Below, we consider s ≥ 3
and h(≤ h∗) stands for the maximum step-size length when considering a variable step-size implementation.
(1) The Prothero–Robinson problem y′(t) = λ(y−φ(t))+φ′(t), with y(t0) = φ(t0), z = hλ, Rez →−∞, h→ 0, and φ(t)
a smooth function:
LobattoIIIA(s) RadauIIA(s−1) SAFERK(α, s)
O(z−1hs) O(z−1hs) O(z−1hs+1)
Recall that, for fixed stepsize integrations, onemore order of convergence can be deduced for the LobattoIIIAmethods
with an even number of internal stages, since the stability function at infinity takes a value −1, i.e. y(tn) − yn =
O(z−1hs+1)whenever s is even and h is fixed [5, pp. 226].
(2) Linear stiff problemswith small nonlinear perturbations [5, Chap. IV.11, pp. 172], y′(t) = Jy+g(t, y), y(t0) = y0, µ[J] =
O(1), Lg(y) = O(1). Here J is assumed to be a constantmatrix containing the stiffness, withµ[J] denoting its logarithmic
norm, and g(t, y) represents a nonlinear perturbation having a moderate Lipschitz constant, Lg(y), with respect to the
y variable. The estimates in the table below are based on the work by Burrage et al. [20]:
LobattoIIIA(s) RadauIIA(s−1) SAFERK(α, s)
O(hmax{4,s}) O(hs) O(hmin{s+1,2s−3})
(3) Index one DAEs [5, Chap. VI.1, pp. 374]: y′(t) = f (y, z), 0 = g(y, z), with g(y0, z0) = 0, and det(gz(y, z)) 6= 0, in a
neighborhood of the solution. Regarding each of the (y, z) variables we have
LobattoIIIA(s) RadauIIA(s−1) SAFERK(α, s)
O(h2s−2) O(h2s−3) O(h2s−3)
(4) Index two DAEs [5, Chap. VII.3, pp. 481]: y′(t) = f (y, z), 0 = g(y), with g(y0) = 0 and det(gy(y)fz(y, z)) 6= 0, in a
neighborhood of the solution. Regarding the (y, z) variables, respectively, we have
LobattoIIIA(s) RadauIIA(s−1) SAFERK(α, s)
O(h2s−2, hs−1) O(h2s−3, hs−1) O(h2s−3, hs)
Again, for fixed stepsize integrations, one more order of convergence regarding the z-component can be deduced for
the LobattoIIIA methods with an even number of internal stages, since the stability function at infinity takes the value
−1, i.e. z(tn)− zn = O(hs)whenever s is even and h is fixed [5, pp. 504].
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4. Optimization of the free parameter
In order to obtain the coefficients of the SAFERK(α, s)methods for each s ≥ 3, the order conditions B(s) and C(s)will be
required. It must be noted that these assumptions together with c1 = 0 and cs = 1 automatically imply B(2s− 3) by virtue
of Theorems 1 and 2. In order to make our methods competitive with respect to their counterparts in the RadauIIA family,
that is the (s − 1)-stage RadauIIA method, the parameter α which defines our methods will be optimized by requiring the
SAFERK methods to have an l2-norm of the error coefficients smaller than that of the RadauIIA. Recall that for α 6= 0 our
methods have the same classical order (p = 2s − 3) as the (s − 1)-RadauIIA method. A Runge–Kutta method RK(A, b) of
order p has local error given by, see e.g. [21, pp. 158],
LE(t, h) = h
p+1
(p+ 1)!
∑
τ∈LTp+1
(1− ω(τ))F(τ )(y(t))+ O(hp+2),
where LTp+1 denotes the set of the labelled rooted trees of order p+ 1, τ represents a generic tree, ω(τ) = γ (τ)bTΦ(τ ) is a
realmapping acting on the set of the labelled rooted treeswhich depends on the coefficients of the Runge–Kuttamethod, and
F(τ )(y(t)) is the elementary differential associated to the tree τ and the derivative function f at the starting point (t, y(t)).
Thus, as a measure of the size of the local error coefficients of a Runge–Kutta method with order p, it is usual to take the
l2-norm
ECp(RK) := 1
(p+ 1)!
√ ∑
τ∈LTp+1
(1− ω(τ))2.
Among the Runge–Kutta methods of the same order, those with a small error constant ECp are preferred when integrating
non-stiff problems (see, e.g., [22]). However, for stiff problems the global order of convergence of a general Runge–Kutta
method is related to the stage order (that is, the maximum value q such that both B(q) and C(q) are fulfilled). Stiff problems
are well-known to possess both transient and stationary phases, in such a way that the stepsize in the transient phases is
controlled by accuracy and it is relatively small, whereas it can be increased in the stationary phases as long as the underlying
methodpossesses good stability properties. Thus, a smaller ECp is desirable in order to guarantee efficient integrations during
the transient phases. For this reason, in stiff problems, one important criterion used to select a numerical method inside a
given parametric family is to minimize the main error terms, see e.g. [5, pp. 99] for the SDIRK method used in the code
SDIRK4 [5, pp. 143], and the Rosenbrockmethod [5, pp. 420–422] used as advancing formula in the code RODAS [5, pp. 143].
We then define for the α-parametric family of s-stage SAFERK(α, s)methods, having order 2s− 3, the ratio
Ks(α) := EC2s−3(SAFERK(α, s))EC2s−3(RadauIIA(s-1)) . (4.1)
From Theorems 1 and 3, it is clear that for each number of stages s ≥ 3, a free parameter α is available. This freedom
can be used to fix a node, namely cs−1 = cs−1(α), as a new parameter. We follow this approach in order to simplify the
computation of the coefficients (Butcher tableau) of the underlying SAFERK method. Recall that the LobattoIIIA method is
obtained whenever cs−1 = c(s)s−1 (i.e., α = 0), where c(s)s−1 stands for the (s − 1)-st node in the increasing labelled set of
abscissae of the Lobatto quadrature with s nodes. In this case, i.e., for α = 0,Ks(0) = 0 (i.e., p = 2s − 2), but |R(∞)| = 1
and therefore there is no damping for the stiff components. Thus, we prefermaking the following change of variablesα ↔ β
in order to consider the (s− 1)-st node of the SAFERK methods as a new parameter, i.e., cs−1 := β = β(α) will denote the
new parameter. Taking (2.5) and (2.7) into account, we consider the change of variables
α = −
√
2s+ 1
2s− 1
P∗s (β)− P∗s−2(β)
P∗s−1(β)− P∗s−3(β)
. (4.2)
Recall that this represents a decreasing one-to-one correspondence between α ≤ 0 and β ≥ c(s)s−1. Moreover, if β → 1 then
α→−γs (and if β → 0 then α→ γs). From (2.5) and (4.2), it is clear that the parameter β represents one of the abscissae
of the underlying SAFERK method. Moreover, regarding the new parameter, we obtain A-stability for the family of SAFERK
methods (i.e., α ≤ 0, α 6= −γs) whenever β ≥ c(s)s−1, β 6= 1. Recall that β ∈ [c(s)s−1, 1)will be tacitly assumed in the numerical
integration of non-autonomous differential systems. However, the option β ∈ (1,+∞) could still have some interest for
the numerical integration of autonomous problems. Recall that in this latter case, just one knot falls outside the interval
[0, 1].
In the remaining part of this section we concentrate on the optimization of the free parameter for the cases s = 3, 4.
Recall that SAFERK methods satisfy a1j = 0 and bj = asj, ∀j = 1, . . . , s.
For the case s = 3, by requiring B(3) and C(3) we get, for every β 6= 0, 1, methods with nodes c1 = 0, c2 = β , c3 = 1,
and the following coefficients
a21 = β(3− β)6 , a22 =
β(3− 2β)
6(1− β) , a23 =
−β3
6(1− β) ,
a31 = −1+ 3β6β , a32 =
1
6β(1− β) , a33 =
2− 3β
6(1− β) .
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Fig. 1. Complement of the stability regions of the following methods: 3-stage RadauIIA (white) and 4-stage SAFERK (light grey) with β = 0.75 (left),
β = 0.74 (middle) and β = 0.73 (right).
In this case, A-stability is obtained whenever β ≥ 12 , β 6= 1. Moreover, the stability function at infinity and the ratio (4.1),
regarding the parameter β , are respectively given by
R3(∞) = 1− β
β
, K3(β) = 3
√
3
11
· |1− 2β|.
We get strongly A-stable SAFERK methods withK3(β) < 1 by taking β1 < β < β2, with β1 := 12 and β2 := 12 + 16
√
11
3 =
0.819 . . .
Next, for s = 4, by imposing B(5) and C(4) we get a unique β-parametric family (with β 6= 0, 25 , 12 , 35 , 1) whose nodes
are given by c1 = 0, c2 = 3−5β5(1−2β) , c3 = β , c4 = 1, and whose coefficients are
a21 = (−3+ 5β)(−21+ 200β − 565β
2 + 500β3)
1500β(−1+ 2β)3 , a33 =
β(−18+ 62β − 75β2 + 30β3)
12(β − 1)(3− 10β + 10β2) ,
a22 = (−3+ 5β)(−33+ 220β − 505β
2 + 400β3)
60(−1+ 2β)(−2+ 5β)(3− 10β + 10β2) , a34 =
β3(6− 15β + 10β2)
12(β − 1)(−2+ 5β) ,
a23 = (−3+ 5β)
3(−7+ 15β)
1500β(β − 1)(−1+ 2β)3(3− 10β + 10β2) , a41 =
1− 8β + 10β2
12β(−3+ 5β) ,
a24 = (−3+ 5β)
3(3− 15β + 20β2)
1500(1− β)(−1+ 2β)3(−2+ 5β) , a42 =
125(−1+ 2β)4
12(−3+ 5β)(−2+ 5β)(3− 10β + 10β2) ,
a31 = β(−18+ 46β − 35β
2 + 10β3)
12(−3+ 5β) , a43 =
1
12β(1− β)(3− 10β + 10β2) ,
a32 = 125(2− β)β
3(−1+ 2β)3
12(−3+ 5β)(−2+ 5β)(3− 10β + 10β2) , a44 =
3− 12β + 10β2
12(β − 1)(−2+ 5β) .
(4.3)
In this case, A-stability is obtained whenever β ≥ 5+
√
5
10 , β 6= 1. The stability function at infinity and the ratio (4.1) are
respectively given by
R4(∞) = (β − 1)(5β − 2)
β(5β − 3) , K4(β) = 2
√
58
103
· |1− 5β + 5β
2|
|1− 2β| .
We get strongly A-stable SAFERK methods withK4(β) < 1 whenever β1 < β < β2, where β1 = 5+
√
5
10 = 0.723 . . ., and
β2 = 12 + 110
√
248+√40479
29 = 0.893 . . . Below, we include the values R4(∞) andK4(β) for different values of the parameter
β . For these parameter values the stability regions of the corresponding SAFERK methods are plotted in Fig. 1.
β R4(∞) K4
0.75 −0.7777. . . 0.1876. . .
0.74 −0.8532. . . 0.1188. . .
0.73 −0.9388. . . 0.0473. . .
1114 S. González-Pinto et al. / Journal of Computational and Applied Mathematics 234 (2010) 1105–1116
Table 1
Global errors (GE) at the end-point for 1D-Brusselator problem, t ∈ [1, 10]. N steps is the number of constant step-sizes taken.
N steps LobattoIIIA SAFERK(β = 0.73) SAFERK(β = 0.75) RadauIIA
25 0.27E−05 0.11E−05 0.39E−05 0.36E−04
50 0.48E−07 0.16E−07 0.96E−07 0.12E−05
100 0.76E−09 0.40E−09 0.38E−08 0.38E−07
200 0.13E−10 0.23E−10 0.13E−09 0.12E−08
400 0.99E−12 0.18E−12 0.34E−11 0.38E−10
Table 2
Global errors (GE) at the end-point on the (y, z)-components for the Van der Pol’s problem,  = 10−5 , t ∈ [0, 0.5]. N steps is the number of constant
step-sizes taken.
N steps LobattoIIIA SAFERK(β = 0.73) SAFERK(β = 0.75) RadauIIA
4 (0.49E−08, 0.15E−7) (0.22E−08, 0.40E−8) (0.24E−07, 0.28E−7) (0.48E−07, 0.12E−06)
8 (0.84E−10, 0.75E−9) (0.15E−09, 0.39E−9) (0.86E−09, 0.68E−9) (0.15E−08, 0.10E−07)
16 (0.13E−11, 0.45E−10) (0.62E−11, 0.34E−10) (0.29E−10, 0.60E−10) (0.47E−10, 0.13E−08)
32 (0.22E−13, 0.28E−11) (0.22E−12, 0.25E−11) (0.92E−12, 0.14E−11) (0.15E−11, 0.17E−09)
64 (0.11E−14, 0.18E−12) (0.76E−14, 0.16E−12) (0.28E−13, 0.13E−12) (0.45E−13, 0.21E−10)
5. Numerical experiments
We present some numerical experiments on well known stiff problems, intended to get insight about the performance
of SAFERK methods when compared with their counterparts in the LobattoIIIA and RadauIIA families. We have considered
five problems, where the first four problems can be well integrated by using constant step-sizes. In this first approach, we
do not wish to include mesh selection strategies based on local error estimates, since the performances may result strongly
depending on the local error estimate under consideration. Moreover, our fifth problem will be integrated on a very large
interval by using increasing step-sizes, as explained below. The problems have been chosen from the classical textbook
[5] and the drivers for them (in Fortran 77) have been taken from the web-pages [6,23]. Due to space requirements, we
refer to the problems and their features as indicated in [5]. Thus, problem 3 below has Jacobian matrices ∂ f /∂y(t, y) with
pure imaginary eigenvalues, whereas problems 1, 2 and 5 have Jacobian eigenvalues with significant negative real part
and non-significant imaginary parts. On the other hand, problem 4 has the eigenvalues of its Jacobian matrix in the wedge
W(71◦) = {z : Arg(−z) ≤ 71◦}.
Problem1 is the 1D-Brusselator discretized in space (andwith the constants A, B, α) as indicated in [5, pp. 6]. The number
of x-lines considered was N = 500, which gives a non-linear ODE system y′(t) = Jy + g(y) of dimension 2N = 1000. We
have considered the integration interval t ∈ [1, 10], whereas the initial value y(1) has been computed by using RADAU5 [5]
with the very stringent tolerances Atol = Rtol = 10−15.
Problem 2 is the van der Pol equation considered in [5, pp. 403] ( = 10−5, t ∈ [0, 0.5]).
Problem 3 is the Beam problem [5, pp.146]. In this case the dimension of the differential system is 80 and t ∈ [0, 5].
Problem 4 is the Plate problem [5, pp.146]. In this case the dimension of the differential system is 80 and t ∈ [0, 7].
Problem 5 is the Robertson’s problem [5, pp.144] integrated over the very long interval [1, 1018]. The initial value at t = 1
was obtained by using RADAU5 with the very stringent tolerances Atol = Rtol = 10−15. This problem has a semi-stable
equilibrium [24], giving rise to difficulties regarding integrations in large intervals when non-strongly A-stable methods are
considered and increasing step-sizes are used [25].
The code developed allows one to switch among any of the following methods: 3-stage RadauIIA, 4-stage LobattoIIIA
and 4-stage SAFERK (either with β = 0.73 or β = 0.75). All methods were run under the same conditions, in the sense
that its stage values were computed by using the Simplified Newton Iteration to solve the linear systems as indicated
in [5, Ch. IV.8], using as predictor for the stages values Y (0)n,i := yn, i = 1, 2, . . . , s (see (1.1)), and allowing, at most, 20
iterates to solve for the stage values. The convergence for the stage values is achieved at the first iteration ν satisfying
maxi=1,...,s ‖Y (ν)n,i − Y (ν−1)n,i ‖ ≤ δ(1 + ‖yn‖), with δ = 10−14 except in problems 4 and 5 where δ = 10−12. This exception
is due to ill-conditioning in the linear systems. This accuracy for the stage values is enough to get the number of significant
digits displayed in the tables below. Once the convergence is reached, the advancing solution in (1.1) was computed in terms
of the stage values (Yn,i) instead of the derivatives (f (tn+ cih, Yn,i)), since the former option is numerically more stable. It is
worthmentioning that, in all problems, and for allmethods, the convergence of the Simplified Newton Iterationwas reached
in, at most, six iterations and with an averaged number of four iterations per integration step.
In Tables 1–4,we have displayed the global errors at the end-point for the problems 1, 2, 3 and 4, respectively, by using the
methods specified above. From these tables, the numerical order reached for each method is computed below by averaging
the following quantities
p(h) = ln ‖Ge(h)‖ − ln ‖Ge(h/2)‖
ln 2
, h = tend − t0
Nstep
, Ge(h) = y(tend)− yRK (tend).
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Table 3
Global errors (GE) at the end-point for the Beam problem, t ∈ [0, 5]. N steps is the number of constant step-sizes taken.
N steps LobattoIIIA SAFERK(β = 0.73) SAFERK(β = 0.75) RadauIIA
250 0.45E−03 0.12E−03 0.16E−03 0.22E−03
500 0.51E−04 0.25E−04 0.21E−04 0.23E−04
1000 0.16E−04 0.67E−05 0.39E−05 0.60E−05
2000 0.27E−05 0.15E−05 0.19E−05 0.22E−05
4000 0.43E−06 0.32E−06 0.31E−06 0.43E−06
Table 4
Global errors (GE) at the end-point for the Plate problem, t ∈ [0, 7]. N steps is the number of constant step-sizes taken.
N steps LobattoIIIA SAFERK(β = 0.73) SAFERK(β = 0.75) RadauIIA
25 0.16E−04 0.14E−04 0.12E−04 0.28E−04
50 0.42E−06 0.41E−06 0.35E−06 0.17E−05
100 0.16E−07 0.15E−07 0.13E−07 0.16E−06
200 0.56E−09 0.52E−09 0.38E−09 0.12E−07
400 0.13E−10 0.12E−10 0.16E−10 0.75E−09
800 0.93E−12 0.91E−12 0.86E−12 0.69E−10
Table 5
Global error (GE) and t-points where the integration becomes unstable for the Robertson’s problem. t ∈ [1, 1018]. N steps is the number of stepsizes with
ratio r = hn+1/hn (n = 0, 1, 2, . . .) being a constant and h0 = 0.1.
N steps (r) LobattoIIIA SAFERK(β = 0.73) SAFERK(β = 0.75) RadauIIA
50 (2.42) t = 0.74E+12 t = 0.18E+13 t =0.51E+16 0.40E−14
100 (1.54) t = 0.87E+16 0.94E−14 0.37E−14 0.20E−14
200 (1.23) t = 0.18E+17 0.10E−14 0.78E−15 0.12E−14
400 (1.11) t = 0.32E+17 0.20E−14 0.26E−14 0.24E−14
800 (1.05) t = 0.12E+18 0.56E−15 0.14E−14 0.78E−15
1600 (1.03) 0.16E−14 0.24E−14 0.41E−14 0.37E−14
From Table 1 (problem 1), it can be seen that the four stage methods LobattoIIIA and SAFERK (with β = 0.73 or
β = 0.73) turn out to be superior to the three-stage RadauIIA. Moreover, the numerical order is 5.4 for the LobattoIIIA,
5.5 for SAFERK(β = 0.73), 5.1 for SAFERK(β = 0.75) and 5.0 for the RadauIIA method.
As for problem 2 (Table 2), both the LobattoIIIA and SAFERK methods seem to be slightly superior to the 3-stage
RadauIIA method, especially on the z-component. In this case, the averaged order computed for the (y, z) components
was approximately (6, 4) for LobattoIIIA, (5, 4) for both SAFERK methods, whereas for RadauIIA the order was (5, 3). This
fact can be explained from the results given in [5, Ch. VI.3]. Despite the fact that the convergence results for LobattoIIIA
and SAFERK methods are not covered by Theorem 3.8 (or Corollary 3.11) in [5, Ch. VI.3], it will be shown in the forthcoming
paper [19] that for the s-stage LobattoIIIAmethods the global errors at the (y, z)-components are of size (h2s−2, h2s−2+hs),
whereas for the strongly A-stable SAFERK methods, the global errors are of size (h2s−3, h2s−3 + hs). All these facts seem to
be confirmed by the numerical experiments carried out and displayed in Table 2.
For problem 3 (Table 3), all methods perform similarly, and the averaged computed order for each method ranges
between 2.2 and 2.5. This order reduction under the stage order can be explained from the fact that the third derivative
of the exact solution is very large in some parts of the integration interval, as it can be seen in [5, p. 146, Fig. 10.2]. In
this case, it seems reasonable to expect order two (or some order in the interval [2, 3]) when not very small stepsizes are
considered.
For problem 4 (Table 4), the LobattoIIIA and SAFERK methods perform similarly and their accuracy seems to be better
than that given by the RadauIIA method. The computed orders for LobattoIIIA and SAFERK methods are very close to 5.0,
whereas the computed order for RadauIIA is practically 4.0.
In Table 5, we display the global errors at the end-point on the Robertson’s problem integrated in [1, 1018] when using
the same methods as above. We have considered a fixed number of step-sizes N steps = 50, 100, 200, 400, 800, 1600,
together with increasing sizes governed by a fixed ratio r = hn+1/hn (hn = tn+1− tn), where the initial step-size was chosen
as h0 = 0.1. For some number of steps (N steps) the integration was not completed in some cases. It had to be aborted by
instability in the numerical solutions delivered by the methods. This happened when some of the y-components became
negative during the integration. In those cases, in Table 5 the first grid-point where the instability appears is indicated. It
can be observed that the LobattoIIIA method presents some problems to complete the integrations in most of the cases
(it is A-stable but not strongly A-stable). On the other hand, the SAFERK methods (they both are strongly A-stable, but not
L-stable) performs satisfactorily in most of the situations, even when the number of steps is small. The RadauIIA method
seems to be the most stable method (it is L-stable), and it performs satisfactorily in all cases. It must be also mentioned
that when the problem E5 [5, p. 145] (not displayed in tables) is integrated in very large intervals, for instance [102, 1012],
with a small initial step-size h0 = 0.1 and increasing stepsizes as in the Roberson’s case, we found similar behaviors for the
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methods under consideration. This is not surprising at all since the exact solution of both problems tends to a semi-stable
equilibrium, and strongly A-stable methods are required in order to guarantee stable integrations [25].
From these experiments, it seems that an adequate parameter selection for the family of SAFERKmethods canmake them
competitivewith respect to their counterparts in the RadauIIA and LobattoIIIA families, despite the fact that nomethod in the
SAFERK family is L-stable. However, they present the advantage of having higher stage order than the RadauIIA counterpart.
For any number of stages s they can be optimized in order to have sufficient damping for the stiff components and also to
exhibit smaller Error Coefficients than the (s−1)-stage RadauIIA method. On the other hand, the s-stage LobattoIIIA method
has one more classical order than s-stage SAFERK method, but the Lobatto method present the disadvantage of having no
damping for the stiff components. In any case, Lobattomethods seem to be highly accurate inmany stiff situations, especially
when the number of stages s is even, see e.g. [5, Chapters IV.15 and VII.4] for more details about the convergence orders of
this family of methods.
Acknowledgments
The work of first and second authors was supported by project MTM2007-67530-C02-02. The work of third author was
supported by project MTM2007-67530-C02-01.
References
[1] O. Axelsson, A class of A-stable methods, BIT 9 (1969) 185–199.
[2] B.L. Ehle, A-stable methods and Padé approximations to the exponential, SIAM J. Math. Anal. 4 (1973) 671–680.
[3] B.L. Ehle, High order A-stable methods for the numerical solution of systems of DEs, BIT 8 (1968) 276–278.
[4] B.L. Ehle, On Padé approximations to the exponential function and A-stable methods for the numerical solution of initial value problems, Research
Report CSRR 2010, Dept. AACS, University of Waterloo, Ontario, Canada, 1969.
[5] E. Hairer, G. Wanner, Solving Ordinary Differential Equations II. Stiff and Differential-Algebraic Problems, 2nd ed., Springer–Verlag, 1996.
[6] J. Kierzenka, C. Magherini, F. Mazzia, Test Set for IVP Solvers, release 2.4, February 2008, http://pitagora.dm.uniba.it/~testset/.
[7] E. Hairer, G. Wanner, Algebraically stable and implementable Runge–Kutta methods of high order, SIAM J. Numer. Anal. 18 (1981) 1098–1108.
[8] P.J. Davis, P. Rabinowitz, Methods of Numerical Integration, second ed., Dover Publications, Inc, Mineola, NY, 2007.
[9] W. Gautschi, Numerical Analysis: An Introduction, Birkhauser Boston Inc, Cambridge, MA, 1997.
[10] A.R. Krommer, C.W. Ueberhuber, Computational Integration, Society for Industrial and Applied Mathematics (SIAM, Philadelphia, PA, 1998.
[11] A.R. Krommer, C.W. Ueberhuber, Numerical Integration on Advanced Computer Systems, in: Lecture Notes in Computer Science, vol. 848, Springer-
Verlag, Berlin, 1994.
[12] A. Bultheel, R. Cruz-Barroso, M. Van Barel, On Gauss-type quadrature formulas with prescribed nodes anywhere on the real line, Department of
Computer Science, K.U.Leuven. TW Reports vol:TW530. https://lirias.kuleuven.be/handle/123456789/197987.
[13] J.C. Butcher, Numerical Methods for Ordinary Differential Equations, 2nd ed., Wiley, 2008.
[14] J.C. Butcher, Implicit Runge–Kutta processes, Math. Comp. 18 (1964) 50–64.
[15] F.H. Chipman, A-stable Runge–Kutta processes, BIT 11 (1971) 384–388.
[16] J.C. Butcher, Integration processes based on Radau quadrature formulas, Math. Comp. 18 (1964) 233–244.
[17] S.P. Nørsett, G. Wanner, Perturbed collocation and Runge–Kutta methods, Numer. Math. 38 (1981) 193–208.
[18] G. Wanner, Characterization of all A-stable methods of order 2m− 4, BIT 20 (1980) 367–374.
[19] S. González-Pinto, D. Hernández-Abreu, J.I. Montijano, An efficient family of strongly A-stable Runge–Kutta collocation methods for stiff systems and
DAE’s. II. Convergence results, 2009 (in preparation).
[20] K. Burrage, W.H. Hundsdorfer, J.G. Verwer, A study of B-convergence of Runge–Kutta methods, Computing 36 (1986) 17–34.
[21] E. Hairer, S.P. Nørsett, G. Wanner, Solving Ordinary Differential Equations. I. Nonstiff Problems, second ed., Springer-Verlag, Berlin, 1993.
[22] J.R. Dormand, P.J. Prince, A familiy of embedded Runge–Kutta formulae, J. Comput. Appl. Math. 6 (1980) 19–26.
[23] E. Hairer, homepage, http://www.unige.ch/~hairer/software.html.
[24] S. González-Pinto, Differential systems with semi-stable equilibria and numerical methods, Numer. Math. 96 (2003) 253–268.
[25] S. González-Pinto, D. Hernández-Abreu, Stable Runge–Kutta integrations for differential systems with semi-stable equilibria, Numer. Math. 97 (2004)
473–491.
