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a b s t r a c t
A modern block cipher consists of round transformations, which are obtained by
alternatively applying permutations (P-boxes) and substitutions (S-boxes). Clearly, the
most important attribute of a block cipher is its security. However, with respect to the
hardware implementation, a good block cipher has to have a reasonable complexity as well.
In this paper, we study complexity of round transformations satisfying some basic security
criteria. There are several ways to define the complexity of a round transformation, and to
choose “necessary” security criteria. It turns out, that for our purpose, it is suitable to view
a round transformation as a single Boolean function, not separating it into S-boxes and
P-boxes. We require that the Boolean function F possesses some fundamental properties
imposed on each block cipher for security reasons; namely, we require that the function is
a strictly non-linear bijection and that it has a good diffusion. The total number of variables
in the normal algebraic form of the component functions of F is taken as its complexity.
We find the minimum complexity of such functions, and this way we establish a lower
bound on complexity of all round transformations. To show that the lower bound is the
best possible, we construct a round transformation F′ attaining the bound. We stress that
it is not an aspiration of this paper to construct a round transformation which would be of
practical use; F′ is useful only from the theoretical point of view.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The idea of a modern block cipher goes back to 1949, when Shannon introduced round transformations [10]. These
transformations are obtained by alternatively applying permutations, P-boxes, and substitutions, S-boxes. The role of an S-
box is to create confusion, that is, to have the relation between the key and the cipher text as complex as possible. The role of
a P-box is to create diffusion, that is, to have each output bit dependent on all input bits. In the ideal case, flipping an input bit
should change each output bit with the probability of one half. A product cipher is a composition of round transformations,
and is often called substitution-permutation network (SPN). A common strategy is to have substitutions carried out over
small disjoint parts of the input, while the P-box is a single large permutation used to mix these parts together. Design of
good S-boxes is well understood [1–3,5,7,9,12]. An alternative construction by means of coordinate functions is suggested
in e.g. [11,13]. Much work on an efficient P-box has been done by designers of AES [5]. They call it wide trail strategy, and
the main goal is to prevent a cryptosystem against differential and linear cryptanalysis.
Clearly, the most important attribute of a block cipher is its security. However, with respect to the hardware implementation,
a good block cipher has to have a reasonable complexity as well. Therefore, in this paper, we study complexity of round
transformations satisfying some basic security criteria. Clearly, there are several ways how to define the complexity of a
round transformation, and how to choose “necessary” security criteria. It turns out, that for our purpose, it is suitable to
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view a round transformation as a single Boolean function, not separating it into S-boxes and P-boxes. We will call such
a function the mixing transformation. So, we require that the Boolean function F possesses some fundamental properties
imposed on each block cipher for security reasons; namely, we require that F is a strictly non-linear bijection and that it has
a good diffusion. The total number of variables in the normal algebraic form of the component functions of F (i.e. the number
of so called active variables) is taken as its complexity. We find the minimum complexity of such functions, and this way
we establish a lower bound on complexity of all round transformations. To show that the lower bound is the best possible,
we construct a round transformation F′ attaining the bound. Of course, F′ does not have to have good security, but it will
provide a lower bound on complexity of all round transformations used in real life applications. We stress once more, that it
is not an aspiration of the paper to construct a round transformation which would be of practical use; F′ is useful only from
the theoretical point of view.
We point out that Boolean functions that are strictly non-linear bijections achieving a complete diffusion in one round have
already been studied in [8] from the S-box design point of view. However, the functions constructed there have a large
number of active variables and therefore they are difficult to implement in some architectures; hence they are used only in
constructions of S-boxes for small n, usually n = 8.
The notion of a non-linear function is standard through the literature. However, we are very well aware that the manner
how we define the notions of good diffusion and the complexity of a mixing transformation is only one of many possible
ways. We hope that this paper will initiate study in this direction.
Now we will formally define how we understand good diffusion and the complexity of a mixing transformation. Let F ∈ Fn,
where Fn is the family of all Boolean functions on Zn2, that is, F = (f1, f2, . . . , fn), where fi : Zn2 → Z2, i = 1, . . . , n, are called
component functions. In order to be able to define the complexity of the mixing transformation, we introduce a notion of a
matrix Φ associated with the function F.
Definition 1. Let F = (f1, . . . , fn) ∈ Fn. Then Φ(F)will stand for a 0− 1 matrix A = (aij) of order n where aij is given by
aij =
{
1, if there exists x ∈ Zn2 such that fj(x⊕ e(i))⊕ fj(x) = 1;
0, otherwise,
where the symbol ⊕ represents XOR, and e(i) stands for the word with the only 1 in the ith position. Further, we set
δ(F) =∑ni=1 ∑nj=1 aij.
We point out that, in other words, aij = 1 if and only if the variable xi occurs in the normal algebraic form of fj. Therefore,
δ(F) is the total number of active variables in component functions of F.
It can be shown that the minimal number of wires connecting inputs and outputs of the hardware realization of F is
proportional to δ(F). As a natural criterion for hardware implementation, we would like to minimize δ(F). Therefore we
set the complexity of F to equal δ(F).
On the other hand, as the round function has to guarantee that each output bit depends on all input bits (= the complete
diffusion), it must be δ(F) = n2, or, equivalently, Φ(F) = Jn, where Jn is the matrix of order n with all elements equal to
1. One way how to deal with the two contradictory requirements is to adopt the following strategy. We seek a function
F ∈ Fn with δ(F) being as small as possible but Φ(F ◦ F ◦ · · · ◦ F) = Jn. That is, the first application of the round function F, a
change of an input bit xi affects only few output bits, but the remaining output bits will be affected in the following iterations
of the transformation. With respect to time needed for encryption the ideal situation occurs if the required property of F
is obtained after two rounds, that is, if Φ(F ◦ F) = Jn. Thus, in this paper, by a good diffusion we mean the property that
Φ(F ◦ F) = Jn. We are very well aware that is a typical trade-off situation. One would be able to further decrease δ(F) by
allowing more iterations of F before reaching the complete diffusion, but more time would be needed for encryption. If the
approach to measuring complexity introduced in the paper will attract some interest, one can consider in the future studying
the minimum complexity of block ciphers where three or more iterations are needed for the complete diffusion.
As aforementioned, we require that mixing transformation is non-linear because a cipher with linear round function can be
broken by linear algebra. In fact, we impose a stronger condition on F. We will require that F is strictly non-linear, that is,
any linear combination of component functions is nonlinear in order not to compromise any part of the key. In addition, for
obvious reasons, a mixing transformation has to be a bijection.
The main result of this paper claims that if F is strictly non-linear bijection inFn, andΦ(F ◦F) = Jn, then δ(F) ≥ 4n−4, and by
a construction of a suitable function F we show that this bound is best possible. Of course, imposing further security criteria
(e.g. propagation criteria, [8]) on our mixing transformation would increase its complexity. An interesting open question
is whether then there exists such mixing transformation F having linear complexity δ(F) = cn with small c. The positive
answer might lead to strong scalable block ciphers and hash functions.
The paper is organized as follows. In the next section we introduce the notion of an ideal mixing transformation. Section 3
contains the main result of the paper, while in the last section we compare the round functions of well known ciphers DES
and Rijndael with the ideal mixing transformation defined in this paper.
2. Ideal mixing transformations
Let Zn2 be the set of binary words of length n. The elements of Z
n
2 will be denoted by small letters in the standard font,
while by x, x = (x1, . . . , xn), in the bold font we will denote a variable from Zn2.
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We are ready to define the key concept of the paper.
Definition 2. Ideal mixing transformation. Let Cn be the set of all functions F = (f1, f2, . . . , fn) : Zn2 → Zn2 satisfying
conditions:
1. F is a bijection;
2. For each c = (c1, . . . , cn) ∈ Zn2, c 6= (0, 0, . . . , 0), the function
⊕n
j=1 cjfj is non-linear;
3. Φ(F ◦ F) = Jn.
We set δn = min{δ(F) : F ∈ Cn}, and each function F ∈ Cn with δ(F) = δn will be called the ideal mixing transformation.
We introduce one more notation which will be frequently used throughout the paper.
Definition 3. Let f (x) : Zn2 → Z2 be a function. Then by R(f ) we denote the set of coordinates of x = (x1, . . . , xn) that occur
in the normal algebraic form of f .
We finish this section with two theorems that provide crucial tools for the proof of the main result. The first one is a simple
but very useful necessary condition for a function F to satisfy the property 3 from the Definition 2.
Theorem 4. If Φ(F ◦ F) = Jn then Φ(F) Φ(F) = Jn, where denotes matrix multiplication with Boolean OR instead of XOR.
Proof. Let F = (f1, . . . , fn), A = Φ(F) = (aij), and A  A = (bij). Further, let F ◦ F = (g1, . . . , gn). As Φ(F ◦ F) = Jn, for each
component gi it is R(gi) = {x1, . . . , xn}. Thus, for every i, j, 1 ≤ i, j ≤ n, there exists k so that xk ∈ R(fi), and xj ∈ R(fk). However,
then both aik 6= 0 and akj 6= 0,which in turn implies that bij 6= 0. The proof is complete. 
The following example shows that the condition given in the above theorem is not sufficient. Let F = (f1, f2) : Z22 → Z22 ,
where f1(x) = f2(x) = x1 ⊕ x2. Then Φ(A) = J2 = Φ(F) Φ(F) = J2 but F ◦ F(x) = (0, 0) for all x ∈ Z22 .
The second theorem is the well known necessary and sufficient condition for a function f : Zn2 → Z2 to be a bijection. We
recall that the function f is balanced if it attains each of the values 0 and 1 at exactly half of the elements in Zn2.
Theorem 5 ([5]). Function F = (f1, f2, . . . , fn) ∈ Fn is a bijection if and only if, for all non-zero vectors c = (c1, c2, . . . , cn) ∈ Zn2,
the function
⊕n
j=1 cifi is balanced.
3. Main result
In this section we show that for n ≥ 64, we have δn = 4n− 4. The following theorem provides the lower bound on δn.
Theorem 6. Let F ∈ Fn, n ≥ 63, be an ideal mixing transformation. Then δ(F) ≥ 4n− 4.
Proof. First of all we point out that there does not exist a non-linear balanced Boolean function f with |R(f )| ≤ 2. Indeed,
there does not exist a non-linear Boolean function f with |R(f )| = 1. Further, each non-linear function f with |R(f )| = 2, is of
the form f (x) = αxy⊕ βx⊕ γy⊕ δ, where x, y are coordinates of x and α,β, γ, δ ∈ Z2. It is easy to check that no function of
this type is balanced. Therefore, if F = (f1, . . . , fn) is an ideal mixing transformation then for each i = 1, . . . , n, we have
|R(fi)| ≥ 3. (1)
Hence, if we assume that δ(F) < 4n, there have to be functions fi’s, i ∈ {1, . . . , n}, so that |R(fi)| = 3. The essential part of the
proof deals with such functions. In fact we show that no pair of variables can occur in more than 5 functions of this type.
With this in hand we prove that there is an i, 1 ≤ i ≤ n, so that |R(fi)| = n − 1. Then the statement of the theorem follows
from the above mentioned fact that |R(fi)| ≥ 3 for all i. We draw the attention of the readers familiar with the graph theory
terminology, that the matrix Φ(F) can be seen as the adjacency matrix of a digraph G [4]. We show that there is a vertex v
in this graph which is adjacent to all other vertices of G. As each vertex has to be adjacent to at least three vertices, the total
number of edges is at least 4n− 4.
Thus, the following theorem provides one of the main ingredients of the proof.
Theorem 7. Let F(x) = (f1(x), . . . , fn(x)) be an ideal non-linear mixing transformation, and let u, v be two variables in x. Further,
let Hu,v be a subset of component functions {f1, . . . , fn} so that if f ∈ Hu,v then |R(f )| = 3, and both u, v ∈ R(f ). Then
∣∣Hu,v∣∣ ≤ 5.
Proof. By the definition of the ideal mixing transformation and Theorem 5, H = Hu,v is a set of balanced, non-linear functions
so that, for each g, h ∈ H, g ⊕ h is a balanced and non-linear function as well. Further, let R(fi) = {u, v,wi} for each fi ∈ H.
That is, the two coordinates occur in the normal algebraic form of each function in H.
Every non-linear function f with |R(f )| = 3 is of the form f (x) = αxyz ⊕ βxy ⊕ γxz ⊕ δyz ⊕ κx ⊕ λy ⊕ µz ⊕ τ, where x, y, z
are coordinates of x, and α,β, γd, κ,λ,µ, τ ∈ Z2. An exhaustive search reveals that the three functions given below are the
only balanced functions among them.
f (x) = xy⊕ z⊕ ax⊕ by (I)
f (x) = xy⊕ xz⊕ ax⊕ by ⊕ (1⊕ b)z (II)
f (x) = xy⊕ xz⊕ yz⊕ ax⊕ by ⊕ (a⊕ b)z (III)
where x, y, z are coordinates of x, and a, b ∈ Z2.
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Thus, each fi ∈ H,R(fi) = {u, v,wi} is of one of the three types (I), (II), or (III). We define subtypes of the three types as follows
(Ia) fi(x) = uv⊕ wi ⊕ aiu⊕ biv;
(Ib) fi(x) = uwi ⊕ v⊕ aiu⊕ biwi;
(Ic) fi(x) = vwi ⊕ u⊕ aiv⊕ biwi;
(IIa) fi(x) = uv⊕ uwi ⊕ aiu⊕ biv⊕ (1⊕ bi)wi;
(IIb) fi(x) = uv⊕ vwi ⊕ aiv⊕ biu⊕ (1⊕ bi)wi;
(IIc) fi(x) = uwi ⊕ vwi ⊕ aiwi ⊕ biu⊕ (1⊕ bi)v;
(III) fi(x) = uv⊕ uwi ⊕ vwi ⊕ aiu⊕ biv⊕ (ai ⊕ bi)wi,
where ai, bi ∈ Z2.
For the sake of simplicity, instead of saying that a function f is of certain type/subtype, for example (IIa), we will write
f ∈ (IIa). The following lemma shows that some subtypes of functions cannot occur in H simultaneously.
Now we state a series of lemmas which give bounds on the number of component functions of a given type/subtype. In fact,
some of these lemmata show that component functions of certain subtypes cannot exist simultaneously.
Lemma 8. Let fi, fj ∈ H,wi 6= wj. If fi ∈ (IIc) or fi ∈ (III) then fj ∈ (Ia) or fj ∈ (IIc), or fj ∈ (III). Further, if fi ∈ (Ib) then fj 6∈ (Ic),
and if fi, fj ∈ (II) then fi and fj are of the same subtype.
Proof. If fi ∈ (IIa) or fi ∈ (III) and fj is not of any of the three subtypes described in the lemma, or fi ∈ (Ib) and fj ∈ (Ic),
or fi, fj ∈ (II) are of different subtypes, then either fi(x) ⊕ fj(x) = xy ⊕ zw ⊕ ax ⊕ by ⊕ cz ⊕ dw, or fi(x) ⊕ fj(x) =
x(y⊕ z⊕ w)⊕ yz⊕ ax⊕ by⊕ cz⊕ dw, or fi(x)⊕ fj(x) = x(y⊕ z)⊕ yw⊕ ax⊕ by ⊕ cz⊕ dw, where x, y, z,w are coordinates
of x and a, b, c, d ∈ Z2. It is easy to check that the function fi ⊕ fj is not balanced for any a, b, c, d ∈ Z2. 
Lemma 9. For each J ⊂ {1, . . . , n}, it is
∣∣∣⋃j∈J R(fj)∣∣∣ ≥ |J| . In particular, there are at most three functions fi, |R(fi)| = 3, so that
their normal algebraic form comprises the same triple of variables.
Proof. Proof follows directly from the fact that F is a bijection on Zn2. 
Lemma 10. The function g(x) = (x⊕ y)(z⊕ w)⊕ ax⊕ by⊕ cz⊕ dw, where x, y, z,w are coordinates of x and a, b, c, d ∈ Z2, is
balanced iff either a⊕ b = 1 or c⊕ d = 1.
Proof. The statement has been verified by inspection of possible choices of a, b, c, d. 
Lemma 11. There are in H at most three functions of type (I). Further, there is at most one function of type (Ia) in H, and if there
are three functions of type (I) in H then exactly one of them is of subtype (Ia).
Proof. First of all we point out that since the sum of two functions of subtype (Ia) is a linear function hence, there is in H
at most one function of subtype (Ia). Further, if fi, fj ∈ (I), and wi = wj, then they have to be of distinct subtypes, otherwise
fi ⊕ fj would be again a linear function. Assume that f1, f2, f3, w1 6= w2 6= w3 6= w1 be all of type (Ib) or (Ic). Then, for
1 ≤ i < j ≤ 3, fi(x) ⊕ fj(x) = xwi ⊕ xwj ⊕ biwi ⊕ bjwj ⊕ ax, x ∈ {u, v}, a ∈ Z2. However, fi ⊕ fj is a function of type (II), so
it is balanced iff bi ⊕ bj = 1, which leads to a contradiction as b1, b2, b3 cannot be pairwise distinct. Thus, there are at most
two functions of subtype (Ib) or (Ic). By Lemma 8, if fi ∈ (Ib) then fj 6∈ (Ic) for wi 6= wj. Hence, there are in H at most three
functions of type (I). 
Lemma 12. There are in H at most three functions of type (II). Moreover, if fi, fj, fk ∈ (II) are in H, then wi = wj = wk, that is,
R(fi) = R(fj) = R(fk), and one of them is of subtype (IIa), one of subtype (IIb), and one of subtype (IIc).
Proof. If fi, fj ∈ (II), and wi = wj, then they have to by of distinct subtypes, otherwise fi ⊕ fj would be linear. Assume
f1, f2, f3 ∈ H,w1 6= w2 6= w3 6= w1, are of type (II). By Lemma 8, all three functions are of the same subtype. Suppose first they
are of subtype (IIc). Then, for 1 ≤ i < j ≤ 3, fi(x) ⊕ fj(x) = (wi ⊕ wj)(u ⊕ v) ⊕ aiwi ⊕ ajwj ⊕ (bi ⊕ bj)u ⊕ (bi ⊕ bj)v.
By Lemma 10, fi ⊕ fj is balanced iff ai ⊕ aj = 1, that is, a1, a2, a3 ∈ Z2 would have to be pairwise distinct. Thus there
are in H at most two functions of subtype (IIc). Finally, let f1, f2, f3 be all of subtype (IIa) or all of subtype (IIb). Then, for
1 ≤ i < j ≤ 3, fi(x)⊕ fj(x) = xwi ⊕ xwj ⊕ (1⊕ bi)wi ⊕ (1⊕ bj)wj ⊕ ax, x ∈ {u, v}, and it is balanced iff (1⊕ bi)⊕ (1⊕ bj) = 1,
see equation (II). Thus also in this case there are at most two functions of given subtype in H. 
Lemma 13. There are in H at most two functions of type (III). Moreover, if fi, fj ∈ H are of type (III), then wi 6= wj.
Proof. First of all we point out that if fi, fj ∈ (III), and wi = wj, then fi ⊕ fj would be a linear function. Now suppose that
f1, f2, f3 ∈ H, are of type (III), and w1 6= w2 6= w3 6= w1. Then, for any 1 ≤ i < j ≤ 3, fi(x) ⊕ fj(x) = (u ⊕ v)(wi ⊕ wj) ⊕
(ai ⊕ aj)u⊕ (bi ⊕ bj)v⊕ (ai ⊕ bi)wi ⊕ (aj ⊕ bj)wj. By Lemma 10, this function is balanced iff ai ⊕ aj ⊕ bi ⊕ bj = 1. This in turn
implies that the three numbers ai ⊕ bi ∈ Z2, i = 1, 2, 3, are pairwise distinct, which is impossible. Thus there are at most
two functions in H of type (III). 
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Combining Lemmas 11–13 implies that |H| ≤ 8. We show that in fact |H| ≤ 5. Assume by contradiction that |H| ≥ 6˙. First, we
consider the case that no function in H is of type (III). Then, by Lemmas 11 and 12, there are in H three functions fi, fj, fk ∈ (II),
with wi = wj = wk, one of them of subtype (IIc). By Lemma 9, if ft is in H and ft 6∈ (II), then wt 6= wi = wj = wk. Thus, by
Lemma 8, ft ∈ (Ia), and by Lemma 11, there is in H at most one function of subtype (Ia), that is, |H| ≤ 4.
Therefore, there is in H a function fi ∈ (III). We point out that in such a case, by Lemmas 8 and 9, there are at most two
functions of type (II) in H.
Assume first that for all fj in H it is wi 6= wj. Then, by Lemma 8, fj ∈ (IIc) or (Ia) or (III), and by Lemmas 11 and 12, there are in
H at most three functions that are not of type (III). Combining this fact with Lemma 13 yields |H| ≤ 5. So we are left with the
case that there are in H functions fi ∈ (III), and fj 6∈ (III), with wi = wj. First, let fj ∈ (IIa) or (IIb). Then fi is the only function in
H of type (III), c.f. Lemmas 8 and 13. To have |H| = 6, there would have to be in H three functions of type (I) as there are in H
at most two functions of type (II). However, by Lemma 11, one of them, say fk, is of type (Ib) or (Ic), and by Lemma 9, wk 6= wi.
This contradict Lemma 8. Suppose finally that fj ∈ (Ib) or (Ic). By the same token as above, fi is the only function in H of type
(III), and, to have |H| = 6, there are in H two functions of type (II), and three functions in H of type (I). This implies that both
functions in H of type (II) are of subtype (IIc). This in turn implies that there would have to be fk ∈ (IIc)with wk 6= wj, which
contradicts Lemma 8. So all functions in H are of type (III) or (IIc), or (Ia), thus also in this case |H| ≤ 5. 
Now we are ready to finish the proof of Theorem 6.
The main idea of the proof is to show that there has to be a component function fi so that |R(fi)| = n− 1. Theorem 7 serves
as the main ingrediant of the closing argument.
It turns out that the graph theory language and techniques are very suitable for proving the statement of the theorem.
Therefore we recall some notions and notations from graph theory. Let G be an oriented graph, and (u, v) be an arc of G. Then
the vertex v is said to be adjacent from u and a u is said to be adjacent to v. The number of vertices adjacent from v is called
the outdegree of v and is denoted by od(v), the number of vertices adjacent to v is called the indegree of v and is denoted
by id(v). Further, we denote by Nod(v) and the Nid(v) the set of vertices of G that are adjacent from v and to v, respectively;
N2od(v) will stand for the set of vertices of G that can be reached from v by an oriented path of length 2. Finally, by e(G) we
denote the number of arcs of G.
Let F = (f1, . . . , fn) be an ideal non-linear mixing transformation,Φ(F) = A = (a ij). As A is a 0−1 matrix, A can be understood
as the incidence matrix of an oriented graph G on n vertices v1, . . . , vn, where an oriented arc (vj, vi) ∈ G if aij = 1. Thus, in
the language of graph theory, we need to prove that e(G) ≥ 4n− 4. Clearly, if for a function fi, 1 ≤ i ≤ n, it is |R(fi)| = k, then
the number of 1′s in the ith column of A equals k, that is, od(vi) = k. Obviously, the inequality (1) translates into
od(v) ≥ 3. (2)
By Theorem 4, A  A = Jn is a necessary condition for F to be an ideal non-linear mixing transformation. This condition
translates into graph theory language as follows: For any two vertices u, v ∈ G there is an oriented path of length 2 both
from u to v and also from v to u, that is, N2(v) = V(G) for each vertex v ∈ G. As far as we know, oriented graphs with this
property, having the minimum possible number of arcs, have not been investigated yet. Results concerned with a similar
problem asking for the minimum number of arcs of an oriented graph of diameter 2 can be found in [6].
Assume by contradiction that e(G) ≤ 4n − 5. As G has n vertices and by (2), there has to be in G a vertex α with od(α) = 3.
Set Nod(α) = {x1, x2, x3}. Since N2od(α) = V(G), for each u ∈ G there is a vertex s ∈ Nod(α) so that (s, u) ∈ G. Hence,
e(G) =∑v∈Nod(α) od(v)+∑v∈V(G)−Nod(α) od(v) ≥ n+3(n−3) = 4n−9. The arcs of the subgraph induced by Nod(α)will be called
blue arcs. Each vertex in Nod(α) is a terminal vertex of a blue arc, thus there are at least three of them. Let X′i = Nod(xi)−Nod(α).
If e(G) = 4n − 9, then X′1, X′2, and X′3 are pairwise disjoint, od(v) = 3 for each vertex in V(G) − Nod(α), and there are exactly
three blue arcs in G. Put e(G) = 4n− 9+ k Then 0 ≤ k ≤ 4 . If there is a vertex v ∈ V(G)− Nod(α) with od(v) = 3+ ε, ε > 0,
then we choose arbitrarily ε arcs with the initial vertex v and color them red. Further, every arc (xi, v), v ∈ X′j , j < i, will be
color red as well. Clearly, the total number of red and blue arcs is 3 + k. Thus, there are at most four red arcs in G. In what
follows red will stand for the number of the red arcs in G.
Set, X1 = X′1, X2 = X′2 − X1, X3 = X′3 − {X1 ∪ X2}. We assume that |X1| ≥ |X2| ≥ |X3|. Thus, |X1| ≥ n−33 . First of all we show
Claim 1. If v ∈ G, and od(v) = 3, then (v, x1) ∈ G.
Proof of Claim 1. Suppose by contradiction that there is a vertex v, od(v) = 3, in G so that (v, x1) 6∈ G. Since N2(v) = V(G),
there is a path of length 2 from v to each vertex in X1. Let u ∈ Nod(v). Then the number of vertices in X1 adjacent from u
is at most od(u) for u ∈ V(G) − Nod(α), and is at most the number of red arcs whose initial vertex is u, for u ∈ Nod(α). As
red ≤ 4, |X1| ≤ red+ 3× 3 ≤ 4+ 9 = 13 < n−33 ≤ |X1| for n ≥ 43. The proof of Claim 1 is complete. 
The following statement is substantial for the proof of the theorem.
Claim 2. For each v ∈ V(G)− {x1}, (x1, v) ∈ G.
Proof of Claim 2. First of all we point out that there are in G at least n− 7 vertices of outdegree 3. To see this, we recall that∑
v∈Nod(α) od(v) ≥ n.
Assume by contradiction that there is a vertex β ∈ G,β 6= x1, so that (x1,β) 6∈ G. With respect to Theorem 7, and Claim 1,
the vertex β is adjacent from at most five vertices v of outdegree 3. Further, βmight be adjacent from vertices of outdegree
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more than 3. There are at most five of them as well. Indeed, each vertex w, od(w) > 3, and w ∈ V(G)−Nod(α) is incident with
a red arc. Further, there are at most two vertices of Nod(α) adjacent to β as (x1,β) 6∈ G. However, if two vertices of Nod(α) are
adjacent to β, then either one of them is adjacent to β by a red arc (if β ∈ V(G)− Nod(α)) or there are at least 4 blue arcs in
G, i.e. at most three red arcs, if β ∈ Nod(α). To see this we recall that each vertex in Nod(α) is a terminal vertex of a blue arc.
Thus, id(β) ≤ 5+ 5 = 10. Taking into account that there are at least n− 7− 5 = n− 12 vertices of outdegree 3 that are not
adjacent to β, and that to each v ∈ G there is a vertex u ∈ Nod(v) so that (u,β) ∈ G, the pigeon hole principle guaranties that
there is a vertex γ ∈ Nid(β) that is adjacent from at least
⌈
n−12
10
⌉
, vertices of outdegree 3. However,
⌈
n−12
10
⌉
> 5, for n ≥ 63,
which contradicts Theorem 7, because each of those
⌈
n−12
10
⌉
vertices would be adjacent to both x1 and γ. The proof of Claim 2
is complete. 
To finish the proof of the theorem, it suffices to recall that for each v ∈ G, od(v) ≥ 3, and by Claim 2, od(x1) = n − 1. Thus,
the total number of arcs in G is at least 4n− 4. 
We show by a construction that the lower bound given in the previous theorem is the best possible.
Theorem 14. For each n ≥ 6, there exists F ∈ Cn with δ(F) = 4n− 4.
Proof. We will show that the function F = (f1, . . . , fn) ∈ Fn given below is from Cn and that δ(F) = 4n− 4. Let
f1(x) = x2 . . . xn−3 ⊕ xn−2 ⊕ xn−1 ⊕ xn
f2(x) = x2x3 ⊕ x1 ⊕ x2 ⊕ x3
fk(x) = x1xk−1 ⊕ xk, for k odd, 1 < k < n
fk(x) = x1xk−1 ⊕ xk−2 ⊕ xk−1, for k even, 2 < k < n
fn(x) =
{
x1xn−1 ⊕ x1xn ⊕ xn, for odd n;
x1xn−1 ⊕ xn, for even n.
It is easy to see that δ(F) = 4n−4. We recall that δ(F) is the total number of active variables in component functions of F. To
show that F ∈ Cn we first prove that F is a bijection. To do that, in addition to Theorem 5, we will use the following lemmas.
Lemma 15. The function a2f2 ⊕ a3f3 ⊕ a4f4 is balanced for each non-zero vector (a2, a3, a4).
Proof. This statement follows easily from (II) and (III). 
Lemma 16. Let f (x) : Zn2 → Z2, x = (x1, . . . , xn), so that xi 6∈ R(f ). Then f (x) ⊕ xi is balanced. Moreover, if i 6= 1, then
g(x) = f (x)⊕ xi attains the value of 1 at exactly half of the binary words of Zn2 of the form (0, a2, . . . , an).
Proof. Consider two binary words a = (a1, . . . , an) and b = (b1, . . . , bn), so that aj 6= bj only if i = j. Then f (a) = f (b) but
g(a) 6= g(b),which proves the lemma. 
Lemma 17. Let f (x) : Zn2 → Z2, x = (x1, . . . , xn), so that xi, xj 6∈ R(f ), i 6= 1 6= j 6= i. Then g(x) = x1(xi ⊕ xj) ⊕ xi ⊕ f (x) is a
balanced function.
Proof. For a binary word a = (a1, . . . ., an)with a1 = 0, g(a) = xi⊕ f (a). According to Lemma 16 g attains the value 1 at half
of the vectors (0, a2, . . . , an). By the same token, for a binary word a with a1 = 1, g(a) = xj ⊕ f (a), g attains the value 1 also
for half of those binary words. Thus the function g is balanced. 
Now we are ready to prove that F is bijection. We will prove it only when n is even as the other case is nearly identical.
Let (c1, c2, . . . , cn) be a non-zero word in Zn2. We show that the function gc =
⊕n
j=1 cjfj is balanced. The proof is divided into
several cases with respect to c′is. Two basic cases are with respect to the value of c1. In case of c1 = 0, subcases are considered
with respect to the largest non-zero ci. For the sake of simplicity, a function h with xi 6∈ R(h)will be denoted by h(i), a function
h with xi, xj 6∈ R(h) by h(i,j). In the second column of the chart, k is an index so that ck = 1, and ci = 0 for all i > k.
To see that gc = ⊕nj=1 cjfj is a non-linear function for each non-zero word (c1, c2, . . . , cn) ∈ Zn2, it suffices to realize that
for each i, 1 ≤ i ≤ n, the function fi contains a non-linear term that does not occur in any fj for j 6= i.
To finish the proof we need to show that F satisfies the property Φ(F ◦ F) = Jn as well. That is, it needs to be shown that if
F ◦ F = (g1, . . . , gn), then R(gk) = {x1, . . . , xn} for all k = 1, . . . , n. We prove it only for n even as the other case can be treated
in a similar way. The proof will be split into several cases (see Table 1). The first one, for k = 1, is the most difficult. We get
g1(x) =
(
n−3∏
i=2
fi(x)
)
⊕ fn−2(x)⊕ fn−1(x)⊕ fn(x)
=
(
n−3∏
i=2
fi(x)
)
⊕ x1xn−3 ⊕ x1xn−2 ⊕ x1xn−1 ⊕ xn−4 ⊕ xn−3 ⊕ xn−1 ⊕ xn. (3)
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Table 1
Case chart for n even
c1 ck gc = Follows from
k ≤ 4 c2f2(x)⊕ c3f3(x)⊕ c4f4(x) Lemma 15
c1 = 0 k > 4, k odd xk ⊕ h(k)(x) Lemma 16
k > 4, c2k−1 = 0 xk−2 ⊕ h(k−2)(x) Lemma 16
k even c2k−1 = 1 x1(xk−1 ⊕ xk−2)⊕ xk−2 ⊕ h(k−1,k−2)(x) Lemma 17
k = n− 1 xn−1 ⊕ h(n−1)(x) Lemma 16
k = n xn ⊕ h(n)(x) Lemma 16
c1 = 1 k < n xn ⊕ h(n)(x) Lemma 16
k = n cn−1 = 0 xn−2 ⊕ h(n−2)(x) Lemma 16
cn−1 = 1 x1(xn−2 ⊕ xn−1)⊕ xn−2 ⊕ h(n−2,n−1)(x) Lemma 17
It is
n−3∏
i=2
fi(x) = f2(x)f3(x)f4(x)fn−3(x)
(n−6)/2∏
j=2
(
f2j+1(x)f2j+2(x)
)
= (x1x3 ⊕ x2x3 ⊕ x1x2x3 ⊕ x3)(x1xn−4 ⊕ xn−3)
(n−6)/2∏
j=2
[(
x2j ⊕ 1) x2j+1 ⊕ x1(x2j ⊕ x2j+1)]
= (x1x3 ⊕ x2x3 ⊕ x1x2x3 ⊕ x3)xn−3
{(
(n−6)/2∏
j=2
(
x2j ⊕ 1) x2j+1
)
⊕ x1H(x4, . . . , xn−5)
}
= (x1x3 ⊕ x2x3 ⊕ x1x2x3 ⊕ x3)xn−3
{
n−5∏
i=4
xi ⊕ G(x4, . . . , xn−5)⊕ x1H(x4, . . . , xn−5)
}
,
where H,G are Boolean functions of given variables so that each term in G misses at least one variable xj with an even index
j ≥ 4.
We have
n−3∏
i=2
fi(x) = xn−3
n−5∏
i=2
xi ⊕ (G′(x1, . . . xn−5, xn−3)⊕ x1H′(x2, . . . xn−5, xn−3)),
where each term in G′ misses at least one variable xj with an even index j ≥ 4. Hence, the normal algebraic form of∏n−3i=2 fi(x)
contains the term xn−3
∏n−5
i=2 xi. By (3), R(g1) = {x1, . . . , xn}.
For k = 2, gk(x) = f2(x)f3(x)⊕ f1(x)⊕ f2(x)⊕ f3(x) = (x2x3⊕x1⊕x2⊕x3)(x1x2⊕x3)⊕(x2 . . . xn−3⊕xn−2⊕xn−1⊕xn)⊕ (x2x3⊕
x1⊕ x2⊕ x3)⊕ (x1x2⊕ x3). Therefore, the normal algebraic form of gk(x) contains terms x2 . . . xn−3, xn−2, xn−1, xn, and x1, that
is, R(gk) = {x1, . . . , xn}.
For k odd, 1 < k < n, it is gk(x) = f1(x).fk−1(x)⊕ fk(x) = (x2 . . . xn−3⊕ xn−2⊕ xn−1⊕ xn)(x1xk−2⊕ xk−3⊕ xk−2)⊕ (x1xk−1⊕ xk),
while for k even, 2 < k < n, we get gk(x) = f1(x).fk−1(x) ⊕ fk−2(x) ⊕ fk−1(x) = (x2 . . . xn−3 ⊕ xn−2 ⊕ xn−1 ⊕ xn)(x1xk−2 ⊕
xk−1) ⊕ (x1xk−3 ⊕ xk−4 ⊕ xk−3) ⊕ (x1xk−3 ⊕ xk−1). Clearly, in both cases, the normal algebraic form of gk(x) contains terms
x1 . . . xk−3xk−1 . . . xn−3, x1xk−2xn−2, x1xk−2xn−1, and x1xk−2xn, hence R(gk) = {x1, . . . , xn}. Finally, for k = n, the normal algebraic
form of gk(x) contains terms x1 . . . xn−2, x1xn−1 and xn. 
Combining Theorems 6 and 14 yields the main result of the paper formulated in the following Corollary.
Corollary 18. For each n ≥ 64 it is δn = 4n− 4.
4. Conclusions
In this section we first compare the ideal mixing transformation, we refer to it as INLMT, constructed in the proof of
Theorem 14, with two well known SPNs, namely with DES, a cipher formerly widely used, and Rijndael, the cipher for the
new AES standards. We emphasize, that we are comparing exclusively the complexity and diffusion properties of INLMT and
DES/Rijndael (diffusion properties of DES and Rijndael are guaranteed by a suitable combination of S-boxes and P-boxes).
We do not expect our mixing transformation to contribute in any way to the confusion part of a round cipher, and we are
not comparing their security.
Rijndael satisfies all three conditions in the definition of the ideal mixing transformation, while DES does not fulfill the third
condition. In fact, if we denote D to be the round function of DES, one has to use at least four rounds1 to have each output
1 For a Feistel cipher one may consider two rounds as one iteration since in one round one half of the input is processed only. This yields δ(D) to be at
least three times greater.
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bit influenced by any input bit as Φ(D ◦ D ◦ D) 6= Jn. Hence, the necessity of using four rounds of DES to have the complete
diffusion constitutes a disadvantage of DES to INLMT, although δ(D) = 4n, i.e. δ(D) is nearly the same as δ(INLMT).
In the case of Rijndael, if we denote R to be a round function of Rijndael, then Φ(R ◦ R) = Jn but δ(R) = 32n. So, in this case,
as δ(INLMT) = 4n − 4, INLMT is from this point of view superior to Rijndael. However, Rijndael has a nice property that
each of its component functions has the same number of active variables, while the first component function of INLMT has
n− 1 active variables. Unfortunately, this unpleasant property of INLMT cannot be improved without increasing δ(INLMT).
Indeed, this follows directly from Claim 2 in the proof of Theorem 6. It is not difficult to see that if one required a mixing
transformation F to satisfy the properties Φ(F ◦ F) = Jn, and |R(fi)| =
∣∣R(fj)∣∣ , for all 1 ≤ i, j ≤ n, then δ(F) ≥ n3/2.
We believe that the results of this paper are useful for evaluating the implementation complexity of new and existing ciphers.
We proved that for each round transformation F that is strictly non-linear bijection and achieves complete diffusion in
two iterations it is δ(F) = 4n − 4. Of course, imposing further necessary security criteria (e.g. propagation criteria, [8]) on
our mixing transformation would increase its complexity. An interesting open question is whether, then, there exists such
mixing transformation F with linear complexity δ(F) = cn with small c. The positive answer might lead to strong scalable
block ciphers and hash functions.
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