proposed a test statistic TBP which is the squared sum of m sample autocorrelations of the estimated residual process of an autoregressivemoving average model of order (p,q). TBP is called the classical portmanteau test. Under the null hypothesis that the autoregressive-moving average model of order (p,q) is adequate, they suggested that the distribution of TBP is approximated by a chi-square distribution with (m-p-q) degrees of freedom, "if m is moderately large". This paper shows that TBP is understood to be a special form of the Whittle likelihood ratio test TPW for autoregressive-moving average spectral density with m-dependent residual processes. Then, it is shown that, for any finite m, TPW does not converge to a chi-square distribution with (m-p-q) degrees of freedom in distribution, and that if we assume Bloomfield's exponential spectral density, TPW is asymptotically chisquare distributed for any finite m. From this observation we propose a modified T † P W which is asymptotically chi-square distributed. In view of the likelihood ratio, we also mention the asymptotics of a natural Whittle likelihood ratio test TWLR which is always asymptotically chi-square distributed. Its local power is also evaluated. Numerical studies illuminate interesting features of TPW , T † P W , and TWLR. Because many versions of the portmanteau test have been proposed and been used in a variety of fields, our systematic approach for portmanteau tests and proposal of tests will give another view and useful applications.
Introduction
In time series model building, it is normal to verify the adequacy of a fitted model by computing residual autocorrelations. For this Box and Pierce (1970) proposed a test statistic
wherer k is the sample autocorrelation of lag k of the estimated residual process.
Here n is the sample size, and T BP is called the portmanteau test statistic. Under the null hypothesis that the ARMA(p,q) model is adequate, Box and Pierce (1970) suggested that the distribution of T BP is approximated by χ 2 m−p−q , "if m and n are moderately large". However, Davies et al. (1977) claimed that the χ 2 m−p−q approximation is not adequate, i.e., showed that, even for moderately large n and m = 20, the true significance levels are likely to be much lower than predicted by asymptotic theory. Ljung and Box (1978) proposed an improved version of T BP :
which is called the Ljung-Box test statistic. However, Ansley and Newbold (1979) reported that the asymptotic significance levels by T LB yield a serious understatement. Peña and Rodríguez (2002) proposed a new portmanteau test for time series which is more powerful than the Ljung and Box test. For diagnostic checking in ARMA models with nonindependent innovations, Francq et al. (2005) showed that portmanteau tests can perform poorly in this framework. Various modified versions of the portmanteau test can be found in Lobato et al. (2001) , Hipel and McLeod (2005) , Li (2004) , Arranz (2005) and Katayama (2007 Katayama ( , 2008 .
In many application fields portmanteau tests, especially T BP and T LB , have been widely used. It is very important to develop a systematic asymptotic theory which grasps the portmanteau tests. This paper elucidates that the portmanteau tests are essentially equivalent to a special form of the Whittle likelihood ratio T P W for the spectral density f (θ 1 ,θ 2 ) (λ) of (2.3) in Section 2, which tests whether the residual correlation parameter θ 2 satisfies H : θ 2 = 0 or A : θ 2 = 0. Then, it is shown that, under H, for any finite m = dim θ 2 , T P W → χ 2 m−p−q in distribution as n → ∞. This result is caused by the fact that T P W uses the Whittle estimatorθ 1 for the model f (θ 1 ,0)(λ) and thatθ 2 (θ 1 ) for the estimated model f (θ 1 ,θ 2 ) (λ). As an auxiliary result we show that if the time series structure has Bloomfield's exponential spectral model, then for any finite m, T P W → χ 2 m−dim θ 1 , in distribution under H. Also we propose a modified T † P W which is asymptotically chi-square distributed.
In view of the likelihood ratio we mention the asymptotics of a natural Whittle likelihood ratio test T W LR which is based onθ 1 and (θ 1 ,θ 2 ) which is the Whittle estimator for the model
Numerical studies for T P W , T † P W and T W LR are provided that illuminate interesting features. Since the portmanteau tests are important benchmark statistics, our systematic studies for them give another view.
Interpretation of portmanteau tests as special forms of the Whittle likelihood ratio
In this section we show that portmanteau tests proposed by Box and Pierce (1970) , Ljung and Box (1978) etc., are some special forms of the Whittle likelihood ratio test for spectra of concerned stationary processes.
Suppose that {X t } is generated by
where {u t } is a sequence of independent and identically distributed (0, σ 2 u ) random variables with fourth-order cumulant κ 4 . Here α(z) ≡ p j=0 α j z j and β(z) ≡ q j=0 β j z j are assumed to satisfy α(z) = 0 and β(z) = 0 on D = {z ∈ C : |z| ≤ 1}, and the equations α(z) = 0 and β(z) = 0 have no common roots. Then {X t } is stationary with spectral density
,
where θ 2 = (θ 2,1 , . . . , θ 2,m ) , we introduce the following spectral density
where θ 2,0 ≡ 1, θ 2,−j ≡ θ 2,j . It is seen that f (θ 1 ,θ 2 ) (λ) is the spectral density of {X t } in (2.1) if {u t } is an m-dependent sequence with autocovariance {θ 2,j }, and that f θ 1 (λ) in (2.2) is the spectral density when {u t } is independent and identically distributed with Eu t = 0 and Eu 2 t = σ 2 u . Consider the problem of testing
which will lead to the problem of the portmanteau test. This is rewritten as H :
. . , X n ) be an observed stretch from (2.1), and write the periodogram as
Although we do not assume Gaussianity of {X t }, if {X t } were Gaussian, the log-likelihood based on X n would be approximated by
(e.g., Dzhaparidze (1986, p.52) , Taniguchi and Kakizawa (2000, section 3 .1). Hence we construct a test statistic by use of
For this we define estimatorsθ 1 andθ 2 of θ 1 and θ 2 , respectively, as follows:
where 0 in (2.8) is the m-dimensional zero vector. Here it should be noted that θ 2 (θ 1 ) is a function ofθ 1 . For the testing problem (2.4), we introduce a sort of Whittle likelihood ratio test
We call T P W a portmanteau test of Whittle type.
Then we have the following theorem.
3), the following statements hold true.
We place all the proofs of theorems in Section 5.
Remark 1. In the literature of portmanteau tests, it is claimed that the distribution of portmanteau tests converges to χ 2 m−p−q as n → ∞ if m is "sufficiently large". Katayama (2008) Ljung (1986) showed that T BP ∼ χ 2 m−1 + α 2m 1 χ 2 1 , asymptotically, which affirms these statements. There are many works which say that the χ 2 m−p−q approximations for portmanteau tests are not adequate (e.g., Davies et al. (1977) ). In view of our theorem, the results seem natural.
Portmanteau tests have been used for ARMA models. Let {X t } be generated by
where θ 1 = (θ 1,1 , . . . , θ 1,r ) and {u t } is a sequence of random variables with Eu t = 0, Eu 2 t = σ 2 u and fourth-order cumulant κ 4 . We assume that a j (θ 1 )'s are continuously twice differentiable with respect to θ 1 , and satisfy
If {u t } is uncorrelated, then {X t } has the spectral density
The spectral density g θ 1 (λ) is very general, hence it includes the ARMA(p,q) of (2.2) as a special case. Letting θ = (θ 1 , θ 2 ) , where θ 2 = (θ 2,1 , . . . , θ 2,m ) , we introduce the following spectral density
where θ 2,0 ≡ 1. Consider the problem of testing
which is the generalized form of the portmanteau testing problem.
Write
In what follows we assume that F is nonsingular. For our general spectral model (2.14), we have,
which is called the exponential spectral density (Bloomfield (1973) 
From Theorems 1 and 2 we observe that the asymptotics of portmanteau type test T P W strongly depend on the time series structure of {X t }.
In the case of the ARMA(p,q) model (2.1), Katayama (2008) 
For the general spectral model (2.14), such a modification is possible. Since submatrices F ij of the Fisher information matrix depend on the unknown pa-
12 , and let
Then we have, Theorem 3. For (2.14), assume m > r. Then, under H G : θ 2 = 0, it holds that
Here, we do not assume that
11 F 12 is idempotent as in Theorem 2.
Power properties for T † PW and the natural Whittle likelihood ratio
This section discusses the local power properties of T † P W and a natural Whittle likelihood ratio test T W LR . In the case of ARMA, Katayama (2007) derived the local power of some portmanteau tests by a Taylor expansion around the hypothesis H. In what follows, for general spectra including ARMA, we derive the local power of T † P W and T W LR by use of the LAN theory and LeCam's third lemma. Although we can use the local asymptotic normality (LAN) result for general non-Gaussian linear processes (Theorem 2.2.1 of Taniguchi and Kakizawa (2000) ), to avoid unnecessarily complicated notations and discussion, in what follows, we restrict ourselves to the case when the process (2.11) is Gaussian.
, is continuously twice differentiable with respect to θ. (ii) There exist positive constants c 1 and c 2 such that
(iii) The Fisher information matrix F is positive definite. Recall our testing problem:
We evaluate the local power of T † P W under a local alternative
where h is a fixed m-dimensional vector. For the testing problem (3.2), we are led to think of a natural Whittle likelihood ratio test.
Define
Here we should note that the estimator (θ 1 ,θ 2 (θ 1 )) defined by (2.8) and (2.9) is essentially different from (θ 1 ,θ 2 ). Based on the estimator (θ 1 ,θ 2 ) we can construct the following Whittle likelihood ratio test
. For the problem of testing H: θ 2 = 0 v.s. A: θ 2 = 0, Newbold (1980) and Li (2004, p.14) used the Lagrange multiplier test
Newbold (1980) showed that the LM test of ARMA(p,q) against ARMA(p+k,q) is asymptotically equivalent to a standardized quadratic form of k residual autocorrelations.
For general spectral densities (2.13) and (2.14) which include ARMA spectra, we have the following unified results. 
where
) is a noncentral χ 2 random variable with m degrees of freedom and noncentrality parameter h F 22·1 h.
In the next section we will provide numerical results for T P W , T † P W and T W LR .
Numerical studies for T WLR and T † PW
In this section we give numerical studies of our test statistics T W LR and T † P W . In Example 1, we compare the finite-sample significance levels of T W LR and T † P W with another famous portmanteau test, T LB , under the MA(1) process. In Example 2, under the AR(1) process the finite-sample significance levels of T W LR , T † P W and T LB are examined. Then it can be seen that T W LR and T † P W are more accurate than T LB . In Example 3, we analyse the local powers of T W LR and T † P W under local alternative and we can observe some interesting power properties. In Examples 1 and 2, the simulations are based on 5000 iterations and n = 200. Example 1. Let {X t } be the MA(1) process
where u t 's are independent and identically distributed as N (0, 1). In Table 1 , we report the 5% empirical significance levels of T W LR for m = 1, T † P W for m = 2 and T LB for m = 20. The parameter values are chosen as 0.1 ≤ β ≤ 0.9.
From Table 1 , we can see that the empirical significance levels of T W LR and T † P W are closer to the assigned value than those of T LB .
Example 2. Let {X t } be the AR(1) process
where u t 's are independent and identically distributed as N (0, 1). In Table 2 , the 5% empirical significance levels of T W LR for m = 1, T † P W for m = 2 and T LB for m = 20 are reported. The parameter values are chosen as 0.1 ≤ α ≤ 0.9.
From Table 2 , we can see that T W LR and T † P W are better than T LB . Example 3. Let {X t } be the ARMA(1,1) process
where {u t } is an m-dependent sequence with mean 0, variance 1 and its autocovariance functions are θ 2 = 2 √ n (1, 1, . . . , 1) . The parameter values are taken as α 1 = 0.2, 0.4, 0.6, 0.8 and β 1 = 0.1, 0.3, 0.5, 0.7, 0.9. From Theorem 5, T W LR converges to χ 2 m (h F 22·1 h) as n → ∞. In Tables 3 and 4 , the theoretical local powers for 5% level test of T W LR are reported for m = 5 and 10 respectively.
From Tables 3 and 4 we can see that the theoretical local power of T W LR increases as the parameter values α 1 and β 1 become large. Tables 5  and 6 , we report the theoretical local powers of T † P W for 5% level test for m = 5 and 10 respectively.
From Tables 5 and 6 it may be noted that the local power of T † P W increases as the parameter values α 1 and β 1 become large.
Appendix
This section provides the proofs of theorems.
Proof of Theorem 1. For simplicity we writeθ 2 (θ 1 ) byθ 2 . Expanding  D(f (θ 1 ,θ 2 ) , I n )| θ 2 =0 around θ 2 =θ 2 in a Taylor's series we have
where 0 ≶θ * 2 ≶θ 2 . The asymptotics ofθ 1 ,θ 2 and D(·, I n ) below can be shown by fundamental results of e.g., Brockwell and Davis (1991, Section 10.8 ) and Taniguchi and Kakizawa (2000, Section 3.1.1). First, under H,
Also we obtain
Next we elucidate the asymptotics ofθ 2 =θ 2 (θ 1 ). Note thaṫ
it follows from (A.5), (A.6) and (A.7) that under H :
It is seen that (A.9) where l m×m is the m × m identity matrix and F 12 ≡ F 21 . Recalling (A.1) and (A.5) we can see that
From (A.4) and (A.5) it is seen that under H, (A.11) whereĉ k = 1 n n t=k+1û tût−k andû t is the estimated residual process based onθ 1 (e.g., Katayama (2007, p359) ). Then, from (A.1), (A.5) and (A.11) we observe that (A.12) which proves the statement (i).
Next we show (ii). Recall the formula (A.10). It suffices to show that the
11 F 12 is not so. To avoid unnecessarily complicated expressions, and to make the idea clearer we show the above in the case of ARMA(1,1).
It is known that
Hence, Proof of Theorem 2. (i) For the spectral density (2.13), we can get the stochastic expansion (A.10) similarly as in the proof of Theorem 1. Hence the assertion (i) follows.
(ii) For the spectral density (2.16), it is easy to see
Hence
11 F 12 = l r×r , The assertion (ii) follows from (A.10).
Proof of Theorem 3. Recall (A.1), (A.5) and (A.7), and let W = F 21 (F 12 F 21 ) −1 F 12 . Then from (2.18) and idempotency of W it follows that
Proof of Theorem 4. In the proof of Theorems 4 and 5, let 0) , I n ) for simplicity. To avoid unnecessarity complicated notations and discussion, we assume Gaussianity of the process. In the non-Gaussian case, we may assume the conditions by Taniguchi and Kakizawa (2000) . The LAN result shows 
