Head pose is an important indicator of a person's focus of attention. Also, head pose estimation can be used as the front-end analysis for multi-view face analysis. For example, face recognition and identification algorithms are usually view dependent. Pose classification can help such face recognition systems to select the best view model. Subspace analysis has been widely used for head pose estimation. However, such techniques are usually sensitive to data alignment and background noise. In this paper a two-stage approach is proposed to address this issue by combining the subspace analysis together with the topography method. The first stage is based on the subspace analysis of Gabor wavelets responses. Different subspace techniques were compared for better exploring the underlying data structure. Nearest prototype matching with Euclidean distance was used to get the pose estimate. The single pose estimate was relaxed to a subset of poses around it to incorporate certain tolerance to data alignment and background noise. In the second stage, the pose estimate is refined by analyzing finer geometrical structure details captured by bunch graphs. This coarse-to-fine framework was evaluated with a large data set. We examined 86 poses, with the pan angle spanning from −90 • to 90 • and the tilt angle spanning from −60 • to 45 • . The experimental results indicate that the integrated approach has a remarkably better performance than using subspace analysis alone.
Introduction
Human-computer interface is an active research topic in computer vision area. In many "smart" systems, one of the essential aims is to determine human's identity and activities cross different scenarios, out of which head pose is an important visual cue. Head pose estimation is an interesting research topic that can be used to indicate the subject's focus of attention [1] [2] [3] . In most applications, head pose is determined by both the pan angle and the tilt angle , as shown in the top right image of Fig. 1 . For applications in driver assistant systems, as shown in the bottom two images (left: omnidirectional camera, right: rectilinear camera) in Fig. 1 , accuracy and robustness of the head pose estimation module are of critical importance. Besides subjects' attentiveness analysis, head pose estimation is also very useful for front-end processing for multi-view human face analysis. Many appearance-based face detection, recognition and facial expression systems are based on the frontal-view face images and these algorithms require the input face images well aligned and properly normalized. The performance will degrade drastically with varying head poses, since the appearance of the faces will have a remarkable difference under different views. Accurate head pose estimation can provide necessary information to build a mapping between the side-view faces and the frontal-view face, hence a better performance can be obtained. One approach is to reconstruct the frontal-view faces, such as the multi-view facial expression recognition technique discussed in Ref. [4] ; which requires a continuous pose estimation. Another approach is to select the best view-model for detection and recognition [5, 6] .
Over the past several years, head pose estimation remains as an active research topic. Good head pose estimation algorithms should be independent with the subjects' identity as well as the surrounding environments. If there are multiple images available, pose position in the 3D space can be recovered using the face geometry. The input could be video sequences from single camera [3, 4, 7, 8] as well as images from multiple cameras [9, 10] . Following techniques have been proposed:
• Feature tracking, including tracking the local salient features [4, 8] or the geometric features [3, 7] : Usually a reference frame is given, so that the relative motion of the face, including scaling, translation and rotation can be obtained by head tracking to recover the 3D head pose. In Ref. [8] , Horprasert et al. show that five points are sufficient to recover the head pose by tracking, with the anthropometric data given. A first stage was used to recover a subjects gender, race, and age from the appropriate table of anthropometric data, and then a second stage is performed to estimate the pose by salient facial point tracking. The five points they used are the four eye corners as well as the nose point. In Ref. [4] , Braathen et al. proposed to use multiple particle filters to track the predefined facial features so that the head pose can be estimated. In Refs. [3, 7] , the image differencing and ellipse fitting were suggested as the geometric feature for tracking the head pose.
• Multi-modal information fusion: In Refs. [9, 10] , the joint statistical property of the image intensity and the depth information were studied. View-based eigen spaces from both the intensity images and the depth images are computed to reconstruct all available views of a new subject. This is used as a prior model. The pose change from the prior is computed using a Kalman filter and then it is used to estimate the head pose.
With only static images available, the 2D head pose estimation problem has presented a different challenge. There is no temporal dynamic information, so that the focus of the research is on what is the best data space to describe the pose information and how to effectively estimate the pose. 2D pose estimate can be used as the front-end procedure for multi-view face analysis [5, 11] (such as detection and recognition); as well as providing the initial reference frame for 3D head pose tracking. In Ref. [12] , the author investigated the dissimilarity between poses in transformed feature space such as Gabor wavelet coefficients and principal component analysis (PCA). This study indicates that identity-independent pose can be discriminated by prototype matching with suitable filters. Various efforts have been put to investigate the 2D pose estimation problem [5, 6, 11, [13] [14] [15] and they are mainly focused on the use of statistical learning techniques, such as support vector classification (SVC) in Ref. [5] , Kernel PCA (KPCA) in Ref. [11] , multi-view eigenspace in Ref. [14] , eigenspace from best Gabor filters in Ref. [13] , active appearance model (AAM) in Ref. [16] , manifold learning in Ref. [6] and graph embedded analysis in Ref. [15] , etc. In Table 1 , a detailed comparison of the literatures is summarized.
All these algorithms are based on the features from entire faces. Although these algorithms can well suppress the person's identity information while extracting the useful features for pose classification, one main drawback of such techniques is that they are sensitive to the face alignment, background and scale. The output from face detectors are usually not well aligned, which will cause the deterioration in the accuracy. Some researchers also explored the problem by utilizing the geometric structure constrained by representative local features [17, 18] . In Ref. [17] , the authors extended the bunch graph work from [19] to pose estimation. The technique provides the idea to incorporate the geometric configuration to 2D head pose estimation. However, the study is only based on five well-separated poses. In Ref. [16] , the AAM describes a statistical model based on the shape and gray-level appearance of the objects of interest. However, generic AAM model with respect to the subjects is still a challenging problem. In the other word, to generalize an AAM model to be subject independent is still a problem under investigation. In Ref. [18] , Gabor wavelet network (GWN), which is constructed from the Gabor wavelet coefficients of local facial features, was used to estimate the head poses. One drawback is that it requires all of the selected facial features to be visible, hence not suitable for head pose estimation with wide anglechanges.
In this paper, we focus on providing an identity independent pose estimator with wide range of head pose changes. We proposed a two-stage framework which combines the holistic statistical subspace analysis together with the geometric structure analysis for more robustness. The main challenge is the robustness to data alignment and background. Output from Viola and Jones face detectors [20] are used as the input for head pose estimation. Since Viola and Jones' face detector is an appearancebased detector, it relies on the views of the input face images. Individual face detectors were trained for face images with different views; altogether nine face detectors were used. For each sample, the best face detector was manually selected. More details are discussed in the following sections.
The rest of the paper is organized as follows: in Section 2, we introduce the framework of the two-stage head pose estimation approach; in Sections 3 and 4, details about the two-stage head pose estimation are presented; Section 5 presents the experimental evaluation; Section 6 gives the concluding remarks.
Head pose estimation: an overview
The proposed solution for head pose estimation problem is a two-stage scheme in a coarse-to-fine fashion. The two-stage approach is based on the rationale that visual cues characterizing head pose has unique multi-resolution spatial frequency characterization and structural signature. In the first stage, we use subspace analysis in a Gabor wavelet transform space. Our study indicates that statistical subspace analysis is insufficient to deal with data misalignment and background noise; however, the noise does not drive the estimate far away from its true head pose. Therefore, it is reasonable to assume that the true pose is located in a subset of p × p neighboring poses around the estimate with a high accuracy. We use this subset of poses as the output from the first stage instead of the single pose estimate. The rationale is similar to a fuzzy decision. The first-stage accuracy is estimated accordingly: if the true pose is located in the p × p subsets around the estimate, this estimate is determined as a correct one. Therefore, the first level outputs a range in which the true pose is located. This defines a smaller classification problem. To get a comprehensive view of the underlying data structure, we examined four different subspaces to find the best subspace descriptor: PCA [21] ; KPCA [22] ; Multi-class Fisher discriminant analysis, or FDA [21] and kernel discriminant analysis, or KDA [23, 24] . In Section 5, we show that analysis in the kernel space can provide a better performance. Also, discriminant analysis is slightly better than PCA. Now we only need to determine the true pose from the small range of head poses constrained by the first level output. Since geometric structure of local facial features contains the necessary details for a finer pose assessment, in the second stage, we use a structural landmark analysis in the transformed domain to refine the estimate. More specifically, we use a revised version of the face bunch graph [19] . Face bunch graph includes two sets of elements, one is the node set and the other is the edge set. Nodes are Gabor jets of facial landmarks, which capture the appearance feature. Edges are the Euclidean distance between the nodes, which describe the geometric configuration. Since the geometric configuration modeled by the bunch graph is not subject independent, a single bunch graph from averaging the geometric configuration of different training samples is also not subject independent. Simple averaging is not sufficient to describe all subjects. Therefore, we require a technique that can suppress the subjects' identity information while preserving the necessary information for recovering the head pose. There is a trade-off between the identity disclosed by the geometric configuration and the identity-independent head pose position in the geometric structure. We use multiple bunch graphs per pose with each bunch graph built from an available geometric configuration, thereby allowing as many types of geometric configuration as possible to be accommodated. The diagram in Fig. 2 outline this algorithm. Although the structure landmark-based analysis is very time consuming, the introduce of the two-stage strategy allow us to only examine the poses constrained by the first stage. Different from the face recognition task solved in Ref. [19] , we only need to recover the identity-independent head pose. In Ref. [19] , an exhaustive elastic bunch graph searching is used so as to find the fiducial points that contains subjects' identity. However, the distortion in the geometric structure caused by the exhaustive elastic search would introduce ambiguity for close poses. Furthermore, for pose estimation, we do not require the exact match of the fiducial points since the nodes from Gabor jets are actually able to describe the neighborhood property. That is the reason we use the "semi-rigid" bunch graph, in which the nodes can only be individually adjusted locally in legitimate geometric configurations. We use multiple bunch graph per pose to incorporate all available geometric structure. Since the first stage estimate restricts the possible candidate in a small subset, the computational cost is still reasonable. Moreover, by using the two-stage framework, the first stage limits the node search space such that the possibility of introducing ambiguous matching is lowered. Therefore, the proposed two-stage algorithm not only helps to lower the computational cost, but also it is important for performance gain.
The data set we use to evaluate the algorithm span pan angle from −90 • to +90 • and the tilt angle changing from −45
• (head pointing up) to +60 • (head pointing down). Eighty-six poses are included. Each pose is labeled as shown in Fig. 3 for reference.
Stage 1: multi-resolution subspace analysis

Feature extraction
Frequency domain analysis techniques have a nice property in extracting the structural features as well as suppressing the undesired variations, such as the image brightness changes caused by the change of the illumination. However, frequency domain representation cannot preserve the localization information. Naturally, people will seek a joint spatial frequency representation. Gabor wavelet transform is one of such solutions. Gabor wavelets are recognized as being good feature detectors since optimal wavelets can ideally extract the positions and orientations of both global and local features [25] as well as preserving structural frequency information. Gabor wavelet transform is a convolution of the image with a family of Gabor kernels. All Gabor kernels are generated by a mother wavelet through dilations and rotations. The mother wavelet is a plane wave generated from a complex exponential and restricted by a Gaussian envelop. In Eq. (1)- (3), a DC-free mother wavelet is given [19, 25] :
where B(k, x) is the Gaussian envelop function restricting the plane wave; exp(i k · x) is the complex-valued plane wave and exp(− 2 /2) is the DC component. The set of Gabor kernels can be given as
where k = (k, ) is the spatial frequency in polar coordinates and DC-free versions of Gabor kernels are invariant to image brightness [19] . We use the magnitude of the filter response as our feature representation, since the phase response is highly sensitive to misalignment. In our implementation, we use a family of Gabor kernels with 48 spatial frequencies (six scales and eight rotations). Fig. 4 gives the real part as well as the imaginary part of the mother wavelet. Examples of the magnitude of the transformed data are shown in Fig. 5 .
Subspace projection in transformed domain
The wavelet transformation serves to find the image structure in the spatial-frequency domain. However, the transformed features suffer from high dimensionality. Also, the discriminant information between classes are not extracted. Subspace projection is used to reduce the dimension as well as to extract the most essential information for classification/representation. Different subspace projection serves to find the most representative information based on different criterion. To better study the underlying structure of the data, four popular subspaces are used for data representation, and their performances are compared: PCA subspace, FDA subspace and their corresponding nonlinear forms, KPCA and KDA. For the clarity of presentation, in the following sections, the data set is denoted as {x c,j } j =1,...,N , where
is the number of classes and N c is the number of samples in the cth class.
PCA for subspace projection
PCA is a widely used method in subspace feature extraction. For dimensionality reduction, we should make the data as compact as possible while preserving as much original information content. PCA offers a well-described model, which aims to find the subspace that describes most variance and at the same time suppress known noise as well as possible. The subspace from PCA projection is spanned by the principal eigenvectors of the covariance matrix, which is shown as
The eigenvalues of the covariance matrix indicate the information preserved on the corresponding eigenvector directions.
By picking the eigenvectors with the largest eigenvalues, the information lost is minimized in the mean-square sense. By controlling the number of the chosen eigenvectors, we can have different levels of data abstraction, which also preserves a varying amount of energy of the original data. The principal components are computed by solving the eigenvalue problem:
where = diag( 1 , 2 , ..., n ) is the diagonal matrix whose non-zero entries 1 > 2 > · · · > n are the corresponding eigenvalues of . V is the matrix whose columns are the corresponding eigenvectors. The reduced PCA subspace is formed by the first P eigenvectors. PCA provides a powerful linear technique for data reduction. When the data's distribution is Gaussian, PCA gives an accurate density model. That means, for the given Gaussian data, PCA identifies the axes of its Gaussian model. However, the linearity and Gaussian assumptions usually do not hold for real world data. Most interesting data in real world are nonGaussian and assume certain nonlinearities. Since PCA is a linear transformation derived from second-order statistics, it is clearly beyond its capabilities to extract the nonlinear structure or the higher-order statistics of the feature space. This introduces KPCA, which explores the nonlinearity of the feature space. In Ref. [11] the authors also use Kernel PCA in modeling the multi-view faces.
KPCA for subspace subtraction
Assuming the data has nonlinear distribution, we can map it onto a new higher dimensional feature space { (x) ∈ F} by the nonlinear mapping : x → (x). The desire is to get linear data in the new feature space. The nonlinear PCA representation is obtained by a linear PCA representation in the transformed feature space F. We then perform the regular PCA in F, which gives:
where
Substitute Eq. (9) into Eq. (8), we can see that only dot product (x i )• (x j ) is involved for calculating the covariance matrix:
Therefore, we do not need to have an explicit function for the nonlinear transform. Introduce the kernel trick, which defines the kernel as
And the Gram matrix is defined as
. . .
Linear PCA problem in space F then gives:
The Hilbert space assumption constrains v's solution space within the span of (x 1 ), . . . , (x N ), which means:
The PCA problem can be reduced to the following one:
K is the slightly different version from K by including the non-zero mean of the features in the nonlinear space. It can be written as [22, 26] 
Kernel PCA provides a way to warp the training samples from the input space to a feature space by the Gram matrix. The implicit mapping reveals certain manifold structure of the data. Hence, a better generalization ability can be achieved. In Ref. [26] , the authors point out that by choosing different kernels, Kernel PCA can actually learn the manifold well through exploring the local data structure. The eigen-decomposition of the Gram matrix provides an embedding that captures the lowdimensional structure of the manifold. In our implementation, we use the traditional Gaussian kernel.
However, it is not clear if the statistical structure captured by PCA/KPCA is also good for classification, even in the kernel space. It is because the first principals will probably not reveal the most discriminating structure of the underlying class information. This inspires us to pursue FDA as an alternative, which is the multiple-class version of FDA [21] .
FDA for subspace projection
While PCA seeks a projection subspace that can achieve a more compact representation of the data, discriminant analysis seeks a projection subspace that is efficient for discrimination. The basic idea is to find a projection that can make the data from one class as compact as possible while separate the data from different class as much as possible. The same as binary classification problem, for multiple-class problem, the distance of samples within class is described by the within-class scatter matrix:
The distance of samples between classes is described by the between-class scatter matrix:
where μ is defined as in Eq. (6). Projection W is found by Fisher's criterion, which maximize the Rayleigh coefficient:
This turns out to be an eigen-decomposition problem. The solution can be found by
It can also be written as
Similar as PCA, FDA is a linear transformation and cannot discover the nonlinear structure. We use the extended nonlinear version of discriminant analysis, KDA [23] , to better explore the discriminant information.
KDA for subspace projection
The same as Kernel PCA, KDA processes data in the nonlinearly transformed space. A nonlinear function maps the data x from the original space R n into the feature space F, where the data present to be linearly distributed. The projection subspace is constrained in the span of the transformed samples by the Hilbert space assumption. The kth projection direction is:
The sample mean becomes:
Then we have:
Similarly the class mean vector μ c now becomes:
and
Introduce the kernel trick again, which defines the kernel as the dot product of the data in the feature space:
Define the identity vectors 1 ∈ R N as 1 = [1, 1 (25) and (26) can be written as
, and
The N × N matrix K is the Gram matrix as defined in Eq. (12); and the N × N c matrix K c is defined as below: x c,N c ) . . .
After derivation, the between-class scatter matrix can be represented by
where I = 11 T is an N × N matrix with all one entries and
c is an N c × N c matrix with all one entries. The withinclass scatter matrix S W can be represented by
The Rayleigh's coefficient now becomes: The new projection is pursued by finding U = [ 1 , . . . , m ] that maximizes the Rayleigh's coefficient. Similar to the linear FDA, the solution can be found by the eigen-decomposition:
In Figs. 6 and 7 the property of different subspace projections are illustrated by 2D toy examples. In Fig. 6 , the original 2D data are projected onto the 1D PCA subspace as well as the 1D FDA subspace. PCA subspace is chosen as the direction along the eigenvector that has the largest eigenvalue. The projected results are shown in the figure. In the FDA subspace, the projected data from different classes are well separated, while in the PCA subspace the projected data are still mixed together. This illustrates that although PCA is efficient in compact data representation, it is not as powerful in classification. In Fig. 7 , we compare the separation abilities for these four subspaces on nonlinear data set. PCA, KPCA, FDA, and KDA subspace projections are shown for a binary 2D toy data set. As can be seen, PCA and FDA are not able to produce a more discriminating representations due to the nonlinearity of the data, whereas the KPCA and KDA transform the data into two well-separated clusters. For both the above toy example and the real pose data, we use the following Gaussian function as the kernel:
Classification by nearest prototype matching
We use the nearest prototype matching for the first stage classification. Each pose is represented by a set of subspaces, where each subspaces is computed from filter response in one resolution. In each subspace the class mean is used as a prototype.
Every pose is modeled by a number of prototypes. We use the Euclidean distances to measure the similarity to the prototypes. The pose estimate is given by the prevailing class label from all resolutions as illustration in Fig. 2 . Given the kth projection subspace as U k , for each pose, the prototype in this resolution is given by
Therefore, for a testing sample x, its class label in the kth resolution is given by
where y (k) is the testing sample's projection in the kth subspace and
For non-perfect data, such as data with misalignment, the holistic features discussed in the first stage are not sufficient to get a high-accuracy estimate. Therefore, we only trust the pose estimated from this first stage up to a p × p (p = 3 in our application) neighborhood, which means if a pose is determined to have ith pan angle and jth tilt angle, we have a high confidence that the true pose will be located in the region that pan angle ∈ [i − 1, i + 1] and tilt angle ∈ [j − 1, j + 1], as explained by the example in Fig. 8 . Instead of giving a final solution, the first-stage estimation only provides a range of possible solutions. This step introduces certain tolerance to the data noise, such as the noise from misalignment. A secondstage is applied thereafter to solve the sub-problem, where only poses in the subset of the solution space are tackled.
Although reported good performance has been achieved using Euclidean distance as the distance measure [27, 28] , it is also worth noting that some other distance measure can also be used to benefit the algorithm. As indicated by Shen and Bai [27] and Savvides et al. [29] , other distance measures, such as cosine distance measure, are also used to get a better performance. 
Stage 2: structural landmark analysis
The second stage serves to refine the coarse pose estimation. In this section, we use a revised version of the face bunch graph introduced in Ref. [19] for this purpose. The face graph is a labeled graph which connects the local image feature together with the image's geometric configuration. It exploits the local salient features on a human face, e.g. pupils, nose tip, corners of mouth, and etc. together with their locations. The motivation behind the use of geometric configuration of salient points on a face lies in an observation that with different degrees of change in poses, the relative locations between salient points correspondingly change.
Bunch graph construction
Each face image constructs a model graph. The model graph is a labeled graph with its nodes corresponding to the Gabor jets at the predefined salient facial features, and its edges labeled by the distance vectors between the nodes. A Gabor jet is the concatenation of the Gabor wavelet responses at a single image point. Only the magnitude of the filter response is used. Some examples of the model graphs are shown in Fig. 9 . Occlusion of the salient features in the current view determines how many nodes are used. More nodes assert more geometric constraints, which is useful for pose discriminating; however, more identity information could be preserved as well, which is not desired.
Each pose is represented by one set of bunch graphs from the model graphs of the same pose. The nodes of the face bunch graph are the bundles of the corresponding nodes in the model graphs. Subjects from different races, age groups and different genders possess different geometric configurations, hence the geometric structure is not subject independent. A single bunch graph does not have a good generalization ability in terms of the topographic property. Therefore, a single bunch graph is not sufficient to model all subjects. Although a simple average of all the available geometric configurations followed by an exhaustive search and match can still be used to find the identity-related fiducial points, this would also add ambiguities to the global structure between close poses. For the purpose of retrieving the pose information while suppressing the subject identity, we keep the geometric configurations for all training samples under the same pose and use a semi-rigid search for matching, which means only local adjustment is allowed to refine the estimated face graph. Therefore, for each pose we actually have the same number of bunch graphs as the model graphs. Each bunch graph inherits the edge information from an individual model graph, while the bunch graphs for the same pose only differ in the edge labels. This is illustrated in Fig. 10 . This strategy is a trade-off between identity and identity-independent poses. It enables us to avoid large distortion in geometric structure that causes ambiguities between neighboring poses. The set of bunch graphs for each pose are constructed offline, and they are used as the templates for matching.
Similarity measurement and graph matching
Denote the subset of poses confined by the first stage estimation as P s . Given a test image, every pose candidate in P s gives an estimated face graph by searching the sets of nodes that maximize the graph similarity. Graph similarity is determined both by the similarity of the nodes and the distance in edge labels. We use the normalized cross correlation as the nodes similarity metric [19] . Let J(i) = (f 1 (i) , . . . , f F (i)) be the Gabor jet for ith nodes; where F is the number of the Gabor filters. Nodes similarity D is given by the normalized cross correlation, which is
The graph similarity S between the estimated face graph G = (J m , e ) and some bunch graph B = ({J
where is the relaxation factor and it determines the relative importance of the topography term. For a certain head pose in P s , its corresponding set of bunch graph templates can determine a best matched face graph. Since we have multiple bunch graphs, each of them can generate a possible face graph. The best matched one needs to be found as the representative face graph for this pose, which is given by the following steps:
1. Scan the testing image. For every bunch graph template, fix the geometric constraint, which means =∞. Use the graph similarity to find a set of points that has a best match with the nodes from the bunch graph. Since for each pose, the bunch graph templates only differ in the edge information, we are actually searching for the set of matching points under different geometric constraints. Each bunch graph template gives a set of matching points. The set of matching points together with their relative locations, which are the same as those from the rigid geometric constraint from the corresponding bunch graph, determines one face graph; whose nodes are Gabor jets of the set of matching points and the edges are the relative distance between nodes. Therefore, for each bunch graph template, a face graph is obtained. Their matching score is computed and the face graph that gives the highest matching score is the final face graph estimate, which is:
2. Relax the geometric constraint now by locally adjust the node positions of the estimated face graph G t . Compare the matching score after each adjustment until a best match is obtained. The new set of points and their relative locations are recorded. 3. The refined points and their relative positions from the second step determine the updated face graph; whose nodes are Gabor jets of the set of updated points and the edges are the relative distance between the new nodes. Recompute the matching score for this updated face graph using the graph similarity definition, this gives the similarity of the pose in the test image to the current pose. 4. Compare the scores from estimated face graphs for different poses in the subset determined by the first stage, the pose that has the highest similarity gives the final pose estimate.
It is worth noting that by constraining the bunch graph to be semi-rigid, a trade-off is made between the ability to automatically locate facial nodes and the ability to preserve the geometric constraint that confines the head poses. Jet similarity plays a crucial role in identifying the initial guess of the geometric constraint. However, although Gabor jets perform well in identifying similar facial features, it is not sufficient for distinguishing ambiguous features. By using the two-stage framework, the first stage limits the node search space such that the possibility of introducing ambiguous matching is lowered. Therefore, the proposed two-stage algorithm not only helps to reduce the computational cost, but also it is important for performance gain.
Experimental evaluation and analysis
We use a data set that contains 28 subjects to evaluate this approach, where for the same subject the subtle variations in poses and the changes in facial expressions are also considered. The subjects poses are quantized into 86 classes. The pan angle spans from −90 • to +90 • ; with 15
• intervals from −60 • to 60 • , and then the poses with 90 o pan angles are also considered. The tilt angle has a consistent interval of 15
• from −45 • to 60 • . A magnetic sensor is used to provide the ground-truth information. The magnetic sensor can be calibrated to have the same reference frame as the video camera.
The face images are prepared by the following way. We use the output from Viola and Jones face detectors [20] to crop the face region for head pose estimation. Individual face detectors were trained for different head poses; altogether nine face detectors were used. However, since the face detector is tuned to a specific view, for each sample, we need to manually determine which face detector to use for cropping the face region. The 3894 images of size 67 × 55 and their mirror images are used, so altogether there are 7788 images. Each pose has 80-100 samples, randomly split into two parts at the subject level, one for training and one for testing. That is to say, the training set and the testing set contain different subjects. Each subject may contribute several samples, where these samples from the same subject contain such variations as subtle pose changes, illuminations and facial expressions. In Fig. 11 , examples are shown to illustrate this. Every column gives a pair of images, which are from the same subject in the same pose class. Both images are used due to the sufficient variation in poses or facial expression changes. It is worth noting that the different samples of the same subject can only be used either in the training set or in the testing set.
Stage 1: "coarse" pose estimation
Output of the first stage is a p × p subset of poses. The accuracy is evaluated accordingly: if the true pose does not belong to this subset, it is counted as a false estimate. In our implement p = 3 is used if not specially stated. Greater p gives better accuracy, however, more computational cost will result for the second stage refinement. In Fig. 12 and 13, the first stage accuracy from the different four subspace methods are presented. The total accuracy is summarized in Table 2 .
As expected, the kernel-based subspaces can provide a higher accuracy; also the discriminant analysis performs slightly better than the PCA. If p = 1, which means only subspace analysis is used alone, the experimental results show that all four subspace did not give a satisfactory results comparable with those reported. This is not a surprise, since the subspace analysis is very sensitive to the data noise, such as background and data alignment. In our data set, the face position is not well aligned. Also, hair and shoulder becomes background noises since the misalignment causes it appear in some images while not in the other, even for the same pose. In such case, the subspace analysis alone is not capable to obtain as good performance.
To better present the error distribution over different poses, in Fig. 14 we use a grayscale coded error distribution diagram to show the accuracy for each pose for KDA subspace (evaluated under p = 3). Darker color shows more error. The color coded error distribution diagram shows that the error rate is bigger when a person looks down. It is consistent with the intuition, since when a person looks down, the hairline would increase the noise level, also the facial features are less visible. The use of the two-stage framework is more robust than the subspace alone, since the use of geometric configuration can get rid of the ambiguity from data noise. More experiments validate the advantage of the two-stage framework. We purposely translate the cropping window for the testing face images by ±2; ±4; ±6; ±8; ±16 pixels in both directions, which aggravates the misalignment. Use the same KDA subspace obtained in previous step to test the performance. The accuracy is evaluated for both p = 1 and 3, as shown in Fig. 15 . Experimental results indicate that when using p = 3 to evaluate the accuracy, the accuracy is actually quite stable with the aggravating misalignment. However, when p = 1, the accuracy keeps stable for small misalignment (< 4 pixels), and drops fast with increasing misalignment. Since the second stage is not affected by the misalignment, a stable output for the first stage with increasing misalignment will increase the robustness to misalignment in the overall system. This shows the advantage of the two-stage framework.
A kernel determines the induced bias of a learning algorithm on a specific data set; thus a proper way to select optimal kernel is crucial for such learning algorithms as KPCA or KDA. However, kernel selecting is not a trivial work [30] [31] [32] . It needs to fit the prior knowledge without excessive learning, which causes the overfitting problem. Many researchers have spent a lot of efforts in determining the optimal kernel, including the function form as well as the kernel parameters. Here in this paper we will not discuss this problem in detail. Only two types of most commonly used kernels are compared: linear kernel and polynomial kernel, with both parameters fixed. For linear kernel, we use:
The overall accuracy of using linear kernel in KPCA is 90.7%, while the corresponding overall accuracy from the Gaussian kernel, as shown in Table 2 , is 90.2%. Similarly, the overall accuracy for using linear kernel for KDA is 92.3%, which is only slightly worse than KDA with Gaussian kernel, which is 94.0%. We can see that no significant performance change was found by using these two commonly used different kernels. Although as reported in Ref. [33] a second-order polynomial kernel can achieve similar performance as the Gaussian kernel, parameter selection for second-order polynomial is not trivial either. The performance for individual poses is shown in Figs. 16 and 17.
Stage 2: refinement
We only use the best results, which is from KDA subspace analysis, as the first-stage output. The pose estimation accuracy after the refinement is summarized in Table 3 . For comparison, we compute the refinement from a second stage multi-resolution FDA analysis, which use the poses from the smaller subset to compute the corresponding discriminant subspace and the similar strategy as specified in the first stage to refine the estimate. The results are shown in Tables 4-7. The comparison shows that by introducing the second-stage structure landmark matching, the estimation accuracy has a marked improvement. This also indicates that the holistic statistical analysis may not be sufficient. The accuracy was evaluated by the ratio of samples that were correctly classified. Pose with tilt angle 60 • get poor performance. It is because of the severe occlusion of the salient facial features. Discarding these poses, the overall accuracy can be improved to 84.3%. This is also a limitation of the geometric structure-based analysis. The overall performance is summarized in Table 8 . The comparison shows that by introducing the second-stage structure landmark matching (FDA subspace), the estimation accuracy has a markable improvement.
The above experiments show that the two-stage pose classification framework can provide a significant improvement to the subspace classification alone. However, the question here is whether it also provides significant performance gain with respect to the bunch graph matching alone. As we can imagine, with the geometric configuration incorporated, the semi-rigid bunch graph matching requires a tedious searching process, whose complexity is very high. By using the two-stage framework, the searching space becomes much smaller, which saves the computational cost in a large extent. And most importantly, the smaller search space results in a better accuracy. In Fig. 18(a) and (b) , we show the classification results for the pose with 0 pan angle and 0 tilt angle, respectively, using The accuracy is 43.1%. The accuracy is 44.0%. The accuracy is 47.3%. the two stage strategy and the bunch graph matching alone. There are 56 testing samples, whereas with the two-stage strategy 48 of them are correctly classified, while for bunch graph matching alone, only 33 of them are correctly classified. This validates the claim that the proposed two-stage classification framework performs better than the semi-rigid bunch graph matching alone.
More discussion
The above experiments give us a quantized pose classifier. However, in many occasions, we would like to model the pose as a continuous variable. Now the question is whether the above framework is still applicable. The easiest way to verify this is to check whether the similarity measure given by Eq. (35) and the quantization error from the pose classification has a linear relation. The quantization error from classification is the difference between the actual pose angle from the magnetic sensor and its class label. For example, for a sample with pan angle 33.2 • , since its closest class label would be 30 • , the quantization error would be 3.2. The above procedure would classify the sample as belonging to the class with pose angle 30 • . If there is such a linear relation, it means that the similarity measure can be used to infer the actual pose angle. To get a clearer comparison, we use the samples whose pan angles are exact the same as the class label, or −60 • , −45
• , −30 • , . . . , 45
• , 60 • as the training sample set. For the testing samples, we denote the similarity measure obtained from the second stage as S; and the quantization error as . In Fig. 19 , the experimental results answer the question about how much information we can reveal from the similarity measure S. Only the correctly classified samples are shown here for samples with tilt label 0 and pan label from −60 • to 60 • . It shows that when the quantization error becomes larger, the similarity measure does getting smaller, which mean it becomes less similar to the model bunch graph. In the other word, when the similarity measure gets small, we can make the conclusion that the quantization error is bigger. This indicates that the similarity measure is appropriate to be used to infer the continuous pose angle.
Discussions and concluding remarks
In this paper we discussed a two-stage approach for estimating face pose from a single static image. The rationale for this approach is the observation that visual cues characterizing facial pose has unique multi-resolution spatial frequency and structural signatures. For effective extraction of such signatures, we use statistical subspaces analysis in Gabor wavelet domain. For systematic analysis of the finer structural details associated with facial features, we employ semi-rigid bunch graphs. The first stage of the approach has the objective of confining the estimation into a smaller range; therefore a semirigid bunch graph is sufficient in the second-stage refinement. Bunch graph exploits the structural details in the facial features, which makes it capable for pose location refinement. By constraining the bunch graph to be semi-rigid, a trade-off is made between the ability to automatically locate facial nodes and the ability to preserve the geometric constraint that confines the head poses. Jet similarity plays a crucial role in identifying the initial guess of the geometric constraint. However, jet similarity alone is not sufficient to reject those ambiguous facial features. By using the two-stage framework, the first stage limits the node search space such that the possibility of introducing ambiguous matching is lowered. Therefore, the proposed twostage algorithm not only helps to lower the computational cost, but also it is important for performance gain. The combination of statistical analysis on features from entire images with the geometrical topography driven approach adds more robustness to the algorithm. It solves the internal problem of the statistical analysis approach that requires a high-quality data set, as well as introducing the methodology of decomposing a large classification problem into smaller sub-problem for better performance. Extensive series of experiments were conducted to evaluate the pose estimation approach. Using only a single stage, 94% accuracy (within 15
• ) was achieved on the complete testing data set of 3894 images, which is from the KDA subspace. Second-stage classification was evaluated for the subsets of poses with a total accuracy of 75.4%. Experimental results show that this framework also has the potential to infer the continuous pose angles.
