Soil contains the largest terrestrial pool of organic matter, and the cycling of organic carbon in soils plays a crucial role in controlling atmospheric carbon dioxide (CO 2 ) and global climate change. Although considerable progress has been made in previous modeling studies on the fate of soil organic matter (SOM), only a few models used a process-based approach for investigating these strongly coupled and complex soil systems, which involve SOM oxidation, transient water flow, and mass transport processes in aqueous and gaseous phases. Typically, physically based models for water flow, as well as solute and gas transport, are not coupled with state-of-the-art SOM degradation models. Reactive transport models (RTMs) provide a flexible framework for implementing different SOM degradation concepts and integrating biogeochemical processes with water flow and mass transport. Given the complex nature of carbon cycling in soils coupled with flow and mass transport, code intercomparison using well-defined benchmarks is in many cases the only practical method of model verification. The benchmark presented in this manuscript focuses on SOM oxidation under variably saturated flow conditions. The benchmark consists of three problems characterized by increasing complexity. The problems were solved using two different reactive transport codes, namely HP1 and MIN3P-THCm. The first supporting problem introduces a batch-type simulation to assess kinetic networks of SOM degradation. In the second supporting problem, transient water flow, solute transport, gas generation, and diffusive gas transport are considered. The principal problem combines the kinetic networks of SOM degradation with reactive transport under variably saturated flow conditions, including CO 2 transport from soils to the atmosphere. Simulation results for the benchmark problems demonstrate an overall excellent agreement between the two codes, building confidence in the ability of RTMs to simulate complex Ccycling in dynamic environments.
Introduction
At the global scale, soil organic matter (SOM) contains three or four times more carbon than is found either in the atmosphere or terrestrial vegetation [1] . SOM turnover is an essential process regulating atmospheric gases, particularly the production of CO 2 , and it thus has a significant influence on global climate change [2] . SOM is a highly complex material with extreme variations in physical and chemical properties, spatial distribution, and temporal evolution at different scales [3] . Understanding the role of SOM dynamics using direct measurements alone is challenging, largely due to the complexity of biotic and abiotic interactions, and the heterogeneous and evolving nature of SOM. However, models can be useful tools for integrating complex data sets and providing their quantitative interpretations. They have thus become promising tools for the assessment of complex carbon Electronic supplementary material The online version of this article (https://doi.org/10.1007/s10596-019-09862-3) contains supplementary material, which is available to authorized users. turnover processes in soil [4] . Models simulating flow and transport processes in soils are essential for assessing ecosystem services provided by the soil at different scales [5] . Accurate representation of SOM dynamics is thus an important component of such models. Abiotic factors such as water content and temperature can strongly affect SOM degradation rates, whereas mass transport processes govern both the migration of dissolved organic matter (DOM) in the aqueous phase and the CO 2 transport in the gaseous phase [6] . As a result, the SOM turnover models allow us to improve our assessment of soil ecosystem services and to develop a better understanding of intricate biogeochemical interactions in soils and their effect on climate change.
During the last 80 years, different approaches have been used to describe SOM dynamics across a broad range of temporal and spatial scales [7] . At present, an increasingly expanding range of SOM models is being used in sustainability research and decision-making [4] . A generally accepted concept for modeling of SOM degradation is to define a number of compartments or SOM pools, where each pool is composed of SOM with varying chemical composition and degradation characteristics [8] [9] [10] . These SOM models differ in the number of compartments and their connectivity by having parallel compartments, compartments in series, and feedback between compartments. Most of the existing SOM compartment degradation models can be represented by a generalized system of linear equations, as discussed by Sierra [11] and examples therein. Besides connectivity, degradation formulations representing the effect of substrate concentration (i.e., SOM pools) and decomposers (biota) vary between models, ranging from simple first-order kinetics without representation of decomposers to nonlinear representations including dynamic interactions with decomposers [12] .
Many SOM degradation models have a fixed mathematical structure with a rigid, static, and problem-specific character that lacks the flexibility and extensibility to evaluate different SOM dynamics within the same numerical framework. However, the analysis of different SOM dynamics (e.g., for the definition of a hierarchy of models, for model abstraction, for multi-model ensemble predictions, or for scenario and sensitivity analyses) would benefit from a flexible modeling framework that allows implementations of different model structures within the same mathematical framework. Only a few models combine SOM degradation with transient water flow and relevant solute and gas transport processes, while at the same time accounting for the influence of dynamic soil water contents and temperatures on SOM degradation processes [13, 14] . On the other hand, typical water and mass transport models for soils commonly lack the state-of-the-art formalisms to cope with SOM degradation. For example, while the DAYCENT model focuses on assessing multi-pool SOM degradation, it has no explicit description of gas transport and gas exchange, which limits its ability to simulate the temporal evolution of SOM turnover processes [15, 16] .
Braakhekke et al. [17] included in their model the transport of dissolved SOM using a constant rate of advection for all solutes. However, this model cannot be applied under all soil conditions (e.g., to grassland soils). Models developed by Fang and Moncrieff [18] described in detail the gas transport and exchange, while greatly simplifying SOM degradation. Jassal et al. [19] developed a complex model for simulating CO 2 transport in the forest floor that considered diffusion in the gaseous phase as well as diffusion and dispersion in the aqueous phase. However, this model only considered two SOM pools with simplified first-order degradation rates for biological CO 2 production. Šimůnek and Suarez [20] also developed a CO 2 production and transport model that accounted for transient variably saturated water flow, advective-dispersive solute transport, and CO 2 production in soil, but the model structure was fixed (hardcoded). Moreover, environmental parameters (such as water content or temperature) that affect degradation rates are often calculated separately from the SOM degradation model using a flow and transport model (e.g., Pansu et al., 2010 [21] ; Batlle-Aguilar et al., 2011 [22] ) or are directly derived from observations [23] . However, this approach is not suitable for simulating the diffusion of gaseous CO 2 originating from respiration of SOM or leaching and sorption of DOM because of the close coupling between flow, transport, and SOM degradation.
In our study, we illustrate that existing generic reactive transport models (RTMs) represent a flexible and extensible framework for implementing different SOM degradation model structures while providing tight integration of SOM degradation with flow and mass transport processes. Several RTMs can integrate transient variably saturated flow and mass transport equations with a biogeochemical reaction network involving equilibrium and kinetic processes. Some recent studies have included SOM degradation dynamics into RTMs. For example, Thayssen et al. [24] implemented the model of Šimůnek and Suarez [20] into the RTM HP1 [25] . Within the same RTM, the SOM degradation network directly accounted for the effect of environmental variables such as the spatiotemporal evolution of moisture and temperature and the effect of bio-diffusion of SOM pools [26] . However, the more sophisticated nature of RTMs leads to challenges during their implementation and code development [27] . Additional complexities arise when model structures of SOM degradation are defined by users via input files. To improve the reliability of simulation tools, model verification is essential [28] . As a result, benchmarking of different RTMs by implementing Table 1 Stoichiometry of SOM degradation reactions for networks 1 and 2   R  Reaction  FOM SOM-P1 SOM-P2 the same formulation for SOM degradation is an important prerequisite to increasing confidence in using such models for simulating SOM degradation processes in soil systems. This study is aimed at presenting a benchmark problem on C-cycling in soils that includes SOM degradation, transient water flow, and mass transport processes. We illustrate some of the issues mentioned above by accounting for (i) two different SOM degradation models, (ii) different equations describing the role of decomposers, and (iii) water flow and mass transport processes including the transport of DOM and total inorganic carbon (TIC) and diffusive CO 2 transport in soil air under variably saturated flow conditions. The benchmark provides a relatively high degree of complexity involving nonlinear coupling and facilitates a direct intercomparison of different implementations of the governing equations in the two participating codes (i.e., HP1 [25] and MIN3P-THCm [29] ). Three individual benchmark problems of varying complexity were solved in order to evaluate formulations and implementations of soil carbon turnover, and flow and transport processes. Results obtained with both reactive transport codes are presented and compared. Within the scope of the current benchmark, the effect of selected environmental factors (e.g., oxygen availability and temperature dependency) on SOM degradation was not considered. However, RTMs allow the inclusion of such processes with relative ease [26, 30] . The mathematical framework for multicomponent reactive transport models including transient variably saturated water flow, advective-dispersive solute and gas transport, equilibrium chemistry, and kinetic reaction networks is provided in [31] and is therefore not repeated here. The model description given here focuses on specific equations of the benchmark.
Organic matter degradation schemes
In the benchmark, the SOM degradation model structure follows the classical compartment-type models with a number of functionally different SOM pools. The first degradation scheme includes four carbon pools with fresh organic matter (FOM), soil organic residues (SOM-P), microbial biomass, and inorganic carbon (Fig. 1a) . The soil organic residues are divided between a fast-decomposing pool (SOM-P1) and a slow-decomposing pool (SOM-P2). Both aboveground plant litter and the decay of fine roots provide a source for FOM, which can act as a source for energy-rich substrates, increasing the rate of SOM mineralization [17] . For the sake of model simplicity, we make the following assumptions: (i) no distinction in degradation rates is made between aboveground litter and root litter; (ii) the input of FOM to the soil is continuous and unlimited; and (iii) the FOM degradation rate (i F ) can be described by a zero-order kinetics rate equation and FOM inputs contribute only to SOM-P1. The slowly decomposing SOM pool (i.e., SOM-P2) is derived from rapidly decomposing SOM (SOM-P1) via humification, which is in agreement with the findings of Jenkinson [8] . Although different functional groups of microbial populations coexist, only a single pool is considered to account for microbial biomass.
In many cases, quantitative information on microbial communities is limited [9] , justifying this approach. SOM decomposition involved enzymatic oxidation which produces carbon dioxide (CO 2 ), which is, via transport through the soil gas phase, partly returned to the atmosphere (soil respiration). The partitioning of CO 2 between the aqueous phase and soil gas is also included via Henry's law. The four carbon pools provide a simplified, yet general model structure, accounting for organic carbon fluxes between the main components of the system. A set of four mass balance equations defines the degradation scheme:
where
] defines the degradation reaction rates, subscript x denotes different SOM pools (B = biomass, TIC = inorganic carbon), and r x denotes the degradation rates described in the next section. Parameter v a→b represents a fraction of degradation products of pool a going to pool b.
Fractions v a→b for a given pool a sum up to one, ensuring that mass balance is closed. Table 1 provides the stoichiometry of the reactions used in network 1.
The second degradation scheme (Fig. 1b) , named network 2, is a variant of network 1. In addition to network 1, network 2 includes a leachable SOM pool (SOM-L), representing SOM that is reversibly adsorbed onto soil constituents and is thus the most important source of SOM deeper in a soil profile [17] . SOM-L partitions between the solid and aqueous phases according to a kinetic adsorption/desorption isotherm. The desorbed fraction corresponds to DOM that is transported by advection and dispersion throughout the soil profile. Compared to SOM and biomass concentrations, DOM concentrations are relatively small, although DOM transport plays an important role regarding the fate of SOM [17] . This expanded degradation scheme requires modification of the mass balance equations for Network 1 and the definition of an additional mass balance equation for SOM-L, resulting in:
where r S (=−R a DOM ) is the rate describing desorption kinetics (see Section 2.3). The stoichiometry of the degradation reactions for network 2 is given in Table 1 .
Organic matter degradation rates
Three different equations describing SOM decomposition are implemented to account for the influence of biomass: (i) linear dependence only on substrate (nonexplicit biomass), (ii) linear dependence on substrate and biomass (linear interaction), and (iii) linear dependence on substrate and exponential dependence on biomass (exponential interaction). In the first case, the biomass is a non-limiting factor and, thus, the rate of SOM degradation is not dependent on the simulated biomass concentration [9] :
where k α is the first-order degradation rate [s 
where k γ is the first-order degradation term [s 
Sorption of dissolved organic matter
Kinetic adsorption-desorption reactions involving SOM-L and DOM are described using a first-order kinetic rate equation:
where k S is the first-order rate constant [s concentration is calculated based on the Langmuir isotherm [33] : The formulation of sorption of DOM was modified for the MIN3P-THCm simulations to allow its inclusion based on the existing geochemical reaction network available in the code [29] . To this end, Eqs. 13 and 14 were combined and written in the mathematically equivalent form of a Michaelis-Menten rate expression:
where k 1 = k S and k 2 = k S × S max . K is the half saturation constant in the Michaelis-Menten term and equals 1/K L .
Mass conservation, solute, and gas transport
In addition to degradation processes, transport of geochemical species is considered in the benchmark. The mass conservation equation for component j present in the aqueous and gaseous phases and described in terms of total component concentrations takes the form:
where T 
] is the hydrodynamic dispersion tensor applicable to all dissolved species in the system. The tortuosity implicitly contained in the pore gas diffusion coefficient D g is calculated based on the classical Millington and Quirk [34] ] due to kinetically controlled reactions and fluxes across the boundaries.
Reactive transport codes
The benchmark problems were simulated using two reactive transport codes: HP1 [25, 26] and MIN3P-THCm [29] . The most important difference between HP1 and MIN3P-THCm is the solution technique of the coupled reactive-transport equations. While HP1 solves the coupled reactive-transport equations using sequential non-iterative approach (SNIA), MIN3P-THCm solves them simultaneously using the global implicit method (GIM). Details about the governing equations for variably saturated water flow, advective-dispersive solute transport, gas diffusion, and geochemical equilibrium and kinetic reactions, as well as about numerical methods used, are given in [31] . Input and database files, as well as selected output files for the two codes HP1 and MIN3P-THCm, are provided as text files as part of the SI.
Benchmark definitions and parameterization
The benchmark consists of a principal problem and two supporting problems ( Table 2 ). The first supporting problem (C1) (Section 3.1) focuses on the simulation of kinetic reaction networks for SOM degradation. The second supporting problem (C2) (Section 3.2) considers transient water flow and solute transport, as well as gas generation and gas transport. Finally, the principal problem (P) (Section 3.3) combines the processes of the supporting problems C1 and C2 in a reactive transport modeling framework, explicitly describing SOM degradation under variably saturated flow conditions. 
Kinetic networks for SOM degradation (supporting problem C1)
The first supporting problem (C1) verifies the implementation of two different SOM degradation networks, each evaluated for the three decomposer equations defined above (Eqs. 10-12) in a batch simulation, i.e., without transport. The parameters for the two degradation networks are loosely based on literature data [9, 17, 22] and are provided in Tables 3 and 4 . Initial conditions for the supporting problem C1 are provided in Table 5 . The equilibrium reaction network for inorganic C speciation is provided in the SI (Section S.1). 
Transient water flow, solute transport, and gas generation (supporting problem C2)
While transient variably saturated water flow is a highly nonlinear problem and thus difficult to solve numerically, the numerical solution of the advection-dispersion equation for advection-dominated transport is subject to numerical dispersion. To ensure that flow and transport processes are solved accurately under dynamic flow conditions, model verification is conducted first without the added complexity of SOM turnover models. The second supporting problem (C2) was designed to focus on the simulation of transient water flow, conservative solute transport, gas generation, and diffusive gas transport. The supporting problem C2 is subdivided into two parts: (i) transient water flow and conservative solute transport (C2a) and (ii) transient water flow, solute transport, gas generation, and gas diffusion (C2b). A summary of the initial and boundary conditions for the supporting problems C2a and C2b is provided in Table 6 . All geochemical parameters and associated thermodynamic data for the supporting problems C2a and C2b are provided in the SI (Tables S.1-S. 3). Gas generation due to soil respiration for the supporting problem C2b is included via a zero-order source term.
Transient water flow and conservative solute transport (supporting problem C2a)
The supporting problem C2a focuses on the verification of transient water flow and conservative solute transport in a partially saturated, one-dimensional soil profile with a depth of 100 cm. Table 7 summarizes all parameters for the flow and transport simulations. The top boundary for flow is defined as a prescribed flux based on daily potential water fluxes (calculated as the difference between rainfall and potential evaporation). A free drainage boundary condition is applied at the bottom. The initial condition is set to a pressure head of − 150 cm. For solute transport, a third-type (Cauchy) boundary condition is applied at the top boundary for recharge conditions (Table 6) . During rainfall events, the top boundary is defined as a prescribed flux for solute transport, while under evaporative conditions, the top boundary changes and is closed for solute transport, leading to solute being retained and causing concentration build-up. At the bottom, a free exit boundary condition is set. Initially, solute concentrations are negligible throughout the profile. The simulation was run for 365 days with a maximum time step of 0.025 days.
3.2.2 Transient water flow, solute transport, gas generation, and gas diffusion (supporting problem C2b)
The supporting problem C2b builds on C2a and adds gas diffusion and the generation of CO 2 resulting from soil respiration. The flow and transport models are similar to C2a with some modifications to the boundary conditions and initial solute concentrations. A mixed-type boundary condition is similar to the third-type boundary condition in C2a for solute transport. However, influx and outflux of CO 2 are also permitted through the gas phase (Table 6 ). The initial conditions throughout the domain are identical to the boundary condition (Table 6 ). In addition, soil respiration is considered in the upper 30 cm of the soil profile. The CO 2 generation term is described by a zero-order reaction with a rate constant of 5.79 × 10 −10 mol dm
bulk s −1 . The simulation was run for 365 days with a maximum time step of 0.0005 day. Note that C2b provides the foundation for the principal problem, since both the decomposition of substrates and microbial biomass produce CO 2 , resulting in the release of CO 2 to the atmosphere, depending on soil physical properties and moisture dynamics.
Principal problems
The objective of the principal problem is to verify the integration of biogeochemistry, flow, and transport for the case of a non-explicit biomass rate equation only (Eq. 10), because this form is the most common way of implementing SOM degradation models [12] . The first principal problem (P1) includes the processes of the supporting problems C1a (non-explicit case) and C2b, using the same parameters, except that the first-order kinetic gas production term of C2b is replaced by the SOM degradation network. The second principal problem (P2) is similar to P1, but also includes kinetic adsorption of DOM, following reaction network 2. The relevant adsorption parameters (i.e., the rate constant and the half-saturation constant for the Michaelis-Menten term) were slightly modified to increase the sensitivity of the results to changes in water contents. The principal problems include advective-dispersive solute transport, diffusive gas transport, kinetic reaction networks for SOM degradation, kinetic sorption/desorption of DOM (in the case of P2), aqueous complexation, and gas exchange reactions. The principal problems provide an opportunity to evaluate the ability of generic reactive transport codes to simulate SOM degradation under transient variably Tables 3 and 4 . Initial conditions and thermodynamic parameters for the principal problems are provided in Table 8 and SI Tables S.1 4 Results and discussion
Kinetic networks for SOM degradation (supporting problem C1)
The evolution of SOM-P1, SOM-P2, and microbial biomass in network 1 is similar for various formulations of degradation as a function of its dependency on biomass (Fig. 2a-c) . Two distinct periods can be observed during the evolution of microbial biomass. The concentration of microbial biomass increases rapidly during the first 100 days, followed by a gradual decline and an approach towards quasi-steady-state conditions after 500 days. The rapid accumulation of biomass occurs because a fraction of the decomposed substrates (i.e., SOM-P1 and SOM-P2) is rapidly assimilated by the microbial biomass at high substrate concentrations, although the decay of microbial biomass concurrently leads to the production of SOM-P1. After 500 days, the rate of substrate assimilation gradually decreases due to a decline of substrate concentrations. Also, SOM-P1 and SOM-P2 reach constant concentrations after 500 days, when quasi-steady-state conditions are reached. Wutzler and Reichstein [12] also found that SOM pools eventually reach steady-state levels for the degradation rate formulations (Eqs.10-12) used in this study. Similar results are obtained for network 2 (Fig. 2d-f) . As a result of the first-order implementation of the sorption process (Eqs. [13] [14] [15] , the concentrations of SOM-L and DOM slowly approach equilibrium conditions as shown in Fig. 2d-f . In addition, Fig.  2 illustrates the effect of different degradation rate formulations as a function of the dependency on biomass on approaching the quasi-steady-state conditions. For example, the concentrations of SOM-P1 are slightly higher for the non-explicit formulation in comparison to the linear and exponential equations. These differences are related to the dependency of the FOM assimilation rate on SOM degradation rates. More detailed analysis of this topic is beyond the scope of the current contribution, and the reader is referred to [12] . Figure 2 shows a near perfect agreement between the results obtained by HP1 and MIN3P-THCm, with almost identical transient evolution of all organic pools for networks 1 and 2. The results for the inorganic pool also showed excellent agreement (results not shown). 4.2 Transient water flow, solute transport, and gas generation (supporting problem C2)
Simulation results for supporting problem C2a show that transient evolution of water contents (Fig. 3 ) and conservative solute concentrations (Fig. 4) are affected by rainfall and evaporation (Fig. 5a, b) . Significantly different temporal responses in water contents and solute concentrations can be observed in the shallow (0-30 cm) and deep (30-100 cm) soil. While high-frequency temporal variability can be observed in shallow depths, low-frequency variability can be observed in deeper horizons. This behavior is the result of highfrequency temporal variability of rainfall and evaporation that directly propagates to water content, leading to substantial fluctuations of solute concentrations in the shallow soil, but a more muted response at greater depths. Both models agree well in describing both pronounced fluctuations in water contents and conservative solute concentrations near the surface as well as in more dampened responses deeper in the soil profile ( Figs. 3 and 4) . Moreover, there is a near perfect agreement between the two codes in simulated actual conservative solute influxes and outfluxes (Fig. 5c, d) , and cumulative conservative solute influxes and outfluxes (Fig. 5e, f) across the surface and bottom of the soil profile. The supporting problem C2b considers soil respiration, exsolution of CO 2 , diffusive gas transport of CO 2 , and CO 2 emissions to the atmosphere. In the simulations, diffusion is considered to be the dominant transport process in the gas phase, and respiration is restricted to the shallow soil (0-30 cm). The simulation results for water contents are identical to the results for supporting problem C2a (results not shown). The concentrations of aqueous CO 2 slightly increase with depth ( Fig. 6) , which can be attributed to the aqueous CO 2 transported downwards with infiltrating water and longer diffusion paths towards the ground surface. The largest mass fluxes for CO 2 occur in the gas phase and lead to emissions to the atmosphere (Figs. 7f and 8d ). An overall excellent agreement is reached between the results of HP1 and MIN3P-THCm for aqueous CO 2 concentrations in the soil profile (Fig. 6 ), actual water fluxes (Fig. 7a-b) , and actual/ . Slight discrepancies exist in actual gaseous CO 2 outfluxes and cumulative aqueous CO 2 influxes (Figs. 7f and 8a, respectively) across the soil-atmosphere boundary. However, the effect on the mass balance is negligible, since differences in solute influxes are cancelled out by the differences in gas effluxes. To assess these differences in more detail, a sensitivity analysis on the effect of time stepping was conducted with the HP1 and MIN3P-THCm codes (see SI, Fig. S.1 ). The maximum time step was varied by one order of magnitude. The sensitivity analysis shows that the results for MIN3P-THCm do not change significantly as a function of time stepping, while the HP1 simulations show more pronounced differences as a function of time stepping. In addition, the sensitivity analysis shows that the results of HP1 approach those of MIN3P-THCm for smaller time steps. Therefore, the main reason for the small observed differences can be attributed to the different coupling techniques (GIM in MIN3P-THCm and SNIA in HP1), which introduces small yet acceptable operator splitting errors in the HP1 solution for larger time steps. The impact of these differences on the interpretation of results is negligible. In addition, the current benchmark study does not account for the ingress of atmospheric O 2 . However, this is not a limitation of RTMs. Both HP1 and MIN3P-THCm are able to simulate atmospheric O 2 ingress and soil CO 2 egress, as was demonstrated in a previous benchmarking study on the generation and attenuation of acid rock drainage [36] .
Principal problems
The evolution of different SOM pools shows similar trends as was seen in the supporting problems C1. However, the evolution of DOM is smoothened due to water content fluctuations. As depicted in Figs. 9 and 10 for networks 1 and 2, respectively, both models are capable of describing SOM degradation during variably saturated flow conditions and results agree well. CO 2 produced by SOM degradation is partially released to the atmosphere via diffusion in the gas phase (Figs. 13f and S.4f), while CO 2 is also transported to the bottom of the soil profile by infiltrating water (Figs. 11  and 12 ). Note that CO 2 concentrations close to the soil surface are relatively low due to the surface boundary condition, which mimics rapid CO 2 release to the atmo- A benchmark problem was established to evaluate the implementation of SOM degradation models under variably saturated flow conditions in generic reactive transport models. Two reactive transport codes were involved in the benchmark study (namely HP1 and MIN3P-THCm). Both codes were capable of capturing the degradation of SOM and associated mass transport processes. Overall, excellent agreement was obtained between the two codes. Small differences in simulated results can be attributed to different solution methods (i.e., SNIA and GIM). However, differences between the simulation results are practically negligible and do not affect the interpretation of modeling results. Consequently, good agreement between the results provides confidence in the use of multicomponent reactive transport codes for implementing C-cycling models in dynamic environments. In comparison to classical SOM degradation models, multicomponent reactive transport codes have several distinct advantages such as the providing of a flexible framework for implementing different SOM degradation model structures and the tightcoupling with flow and mass transport processes. In addition, reactive transport codes also allow accounting for (i) soil state variables in degradation models (e.g., Jacques et al. 
