This paper develops a methodology for uncertainty quantification and model validation in the presence of epistemic uncertainty due to sparse and imprecise data. Three types of epistemic uncertainty regarding input random variables -interval data, sparse point data, and probability distributions with parameter uncertainty -are considered. When the model inputs are described using sparse point data and/or interval data, a likelihood-based methodology is used to represent these variables as probability distributions. Two approaches -a parametric approach and a non-parametric approach -are pursued for this purpose. The probabilistic model predictions are compared against experimental observations which may again be point data or interval data. A generalized likelihood function is constructed for both point data and interval data, and the extent of which the data supports the model is directly quantified. The Bayes factor metric is extended to assess the validity of the model under both aleatory and epistemic uncertainty and to estimate the confidence in the model prediction. The proposed method is illustrated using numerical examples from the Sandia Epistemic Uncertainty Workshop and a heat conduction problem. 
I. Introduction
OMPUTATIONAL models are being increasingly used to solve practical problems in various engineering disciplines. The quality of model prediction is affected by various sources of uncertainty such as model form assumptions and solution approximations, natural variability in model inputs and parameters, and data uncertainty due to sparse and imprecise information. When the model is used for system risk assessment, or certification of reliability and safety under actual use conditions, it is important to quantify the uncertainty and confidence in the model prediction, in order to facilitate risk-informed decision making. This paper focuses on model validation, under epistemic uncertainty in both the model inputs and the available experimental evidence for validation.
Oberkampf and Barone 1 explain the need for rigorous quantitative validation metrics which can be perceived as computable measures that can compare model predictions and experimental results over a range of input (or control) variables to sharpen the assessment of computational accuracy. There is general consensus amongst researchers that a rigorous approach to model validation should explicitly account for the various sources of uncertainty -physical variability, information uncertainty, measurement error, etc. -and develop a robust model validation metric that can quantitatively judge the performance of the model and assess the confidence in the model prediction. 1 Graduate Student, Department of Civil and Environmental Engineering, Vanderbilt University. 2 Professor, Department of Civil and Environmental Engineering, Vanderbilt University.
Model validation under aleatory uncertainty has been studied by several researchers and there are methods available in the literature 1 -8 to solve this problem. Oberkampf and Barone 1 used statistical confidence intervals to propose validation metrics for interpolation and regression of experimental data. Oberkampf and Trucano 2 discussed benchmarks for model validation metrics and demonstrated the construction of validation metrics based on experimental error. A validation metric developed by Hills and Leslie 3 normalized the difference between the model prediction and the experimental observations and computes a relative error norm. Urbina et al. 4 developed a validation metric that includes the uncertainty in experimental evidence due to limited data through statistical distributions and hypothesis testing. These validation metrics 3, 4 dealt with aleatory uncertainty and included measurement errors and model errors.
A Bayesian hypothesis testing-based approach 5 -8 for model validation has been developed by Mahadevan and co-workers. Zhang and Mahadevan 5 used a metric based on Bayesian hypothesis testing to assess the validity of reliability computation models. In this method, reliability analysis models were considered for validation and reliability data (with respect to system failure) were used for quantitative validation of a reliability model for a helicopter rotor hub component. This methodology does not confound model updating methods and model validation and directly quantifies the extent to which the experimental data supports the model. Mahadevan and Rebba 6 used this methodology to include different sources of aleatory uncertainty in model validation. In this approach, the probability distribution of the model output is estimated after accounting for the various sources of aleatory uncertainty, and the validity of the model is then assessed using the Bayes factor, which is the ratio of the likelihood of observing the data under two competing hypotheses; the null hypothesis states that the model is correct while the alternate hypothesis states that the model is incorrect. Rebba showed how the threshold Bayes factor for model acceptance can be derived based on a risk vs. cost trade-off, thereby aiding in robust, meaningful decision-making.
Though it is clear that the Bayesian hypothesis testing approach is suitable for the purpose of model validation, this method cannot be used directly when the model inputs and validation data are quantities with epistemic uncertainty. Researchers have primarily used non-probabilistic techniques to deal with interval data. Several methods based on interval analysis 10 , evidence theory 11, 12 , fuzzy sets 13 , convex models of uncertainty 14 , etc. have been investigated for the treatment of epistemic uncertainty due to interval data. These methods have been used for uncertainty quantification purposes and it is not clear how to perform model validation assessment under epistemic uncertainty. Ferson et al. 15 address uncertainty (sampling error) arising due to the small number of runs of an expensive simulation model. However they do not deal with cases where input quantities and validation measurements are available in the form of intervals. This paper extends the Bayesian model validation approach to include epistemic uncertainty arising from sparse or imprecise data with respect to the model inputs and validation evidence. In this paper, a likelihood-based approach is used to construct probability distributions for stochastic quantities when information about them is available in the form of interval data and/or sparse point data. The methods are illustrated using both parametric and non-parametric probability distributions. During the validation assessment, the Bayesian hypothesis testing approach is extended to include interval information in the validation data.
The following sections describe the proposed methodology in detail. Section II describes the methodology to construct probability distributions for model inputs that are sources of epistemic uncertainty. Section III derives the validation metric based on Bayesian hypothesis testing, accounting for both aleatory and epistemic uncertainty. Section IV illustrates the uncertainty quantification methodology for probabilistic representation of epistemic uncertainty using an uncertainty propagation problem from the Sandia Epistemic Uncertainty Workshop 16 and Section V illustrates the proposed model validation methodology using a steady state heat transfer problem 7 .
II. Probabilistic Representation of Epistemic Models Inputs
Consider a computational model, represented by G, whose inputs are denoted by X and let Y denote the corresponding output. Note that X is a vector of model inputs (set of all model inputs), and let X denote a particular model input variable. Information on X may be available in different formats: 1) Sufficient data to construct a precise probability distribution (aleatory uncertainty), 2) Sparse point data and/or interval data (epistemic uncertainty), 3) Probability distribution with uncertain parameters (epistemic uncertainty).
Figure 1. Probabilistic Representation of Epistemic Model Inputs
This paper presents an approach that represents information in different formats using probability distributions for the purpose of uncertainty propagation and model validation. Each model input is eventually represented using a single probability distribution, as summarized in Fig. 1 . The following subsections discuss the methods to process epistemic uncertainty due to sparse point data and interval data through a probabilistic treatment. Both parametric and non-parametric probability distributions are considered. The parametric method for sparse point data and interval data gives a known, conditional distribution form with uncertain parameters, which is the same situation as the third format above. This leads to a family of probability distributions and the principle of total probability is used to integrate this family into a single unconditional probability distribution, as explained in the following subsection.
A. Parametric Probability Distributions
Let a model input X be described using a combination of point data (m data points, x i , i = 1 to m) and interval data (n intervals, [a i , b i ], i = 1 to n). The principle of likelihood can be used to construct a probability distribution f X (x) with this information.
Assume that the distribution type (normal, lognormal, etc.) of X is known and let P (for example, the mean and standard deviation in the case of a normal probability distribution) denote the distribution parameters. Then the probability density function (PDF) of X is denoted by f X (x|P). Note that this density function is conditioned on the choice of parameters and hence, these parameters need to be estimated using the available evidence. The likelihood function of the parameters P can be calculated from first principles, i.e. the likelihood of parameters P is proportional to the probability of observing data conditioned on P. Assuming that the sources of data are independent, the expression for likelihood can be derived 17 for multiple point data (m data points,
The expression for likelihood of the parameters (P) for a single interval [a, b] can be derived as:
The combined likelihood (accounting for both point data and interval data) can be written as:
The parameters P can be estimated by maximizing the likelihood function in Eq. 3. This estimate is popularly known as the maximum likelihood estimate. Further, the uncertainty in the estimate of the parameters can be calculated using Bayes' theorem. Let f P (p) denote the joint probability density of the parameters P; by choosing a Non -parametric approach
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For a given set P, each model input X can be represented by a probability distribution. If the distribution parameters (P) are also uncertain, X is represented using a family of distributions, with each member of the family resulting from a particular realization of the distribution parameters. This family of distributions can be integrated into a single probability distribution using the principles conditional and total probability as:
Note that the distribution of P (calculated in Eq. 4) is not parametrically available (i.e. they are numerical and cannot be classified as normal, lognormal, etc.). Hence the integral in Eq. 5 needs to be evaluated numerically. This strategy drastically reduces the computational effort in uncertainty propagation with interval data (in general, when input variables have uncertain distribution parameters) and results in a single probability distribution for the output, as seen in Fig. 1 .
Recall that a particular distribution type, i.e. f X (x|P) was assumed for the quantity X at the beginning of this subsection. As the evidence is in the form of sparse point data and/or interval data, the distribution form may not be known initially and needs to be assumed. Further, this assumed distribution form is altered after the uncertainty in the estimates of the parameters P is accounted for as a result of the calculation in Eq. 5. It can be verified that different initial distribution type assumptions (i.e. normal, lognormal for the quantity X) lead to different final nonparametric distributions. In order to overcome this disadvantage, a non-parametric approach is used in the following subsection.
B. Nonparametric Probability Distributions
Consider a random variable X with a probability density function (PDF) f X (X) that needs to be constructed using available evidence. Evidence is available in the form of point data (m data points, x i , i = 1 to m) and interval data ((n intervals, [a i , b i ], i = 1 to n)), and this information needs to be used to construct the PDF f X (X). An optimizationbased procedure is developed below.
Discretize the domain of X into a finite number of points, say θ i , i = 1 to Q. Assume that the PDF values at each of these Q points are given by f X (x= θ i )= p i for i = 1 to Q. Using an interpolation technique, the entire PDF f X (x) can be calculated for all , i.e. over the entire domain of X. Then the probability of observing the given data (point data and interval data), i.e. the likelihood, can be calculated using Eq. 3. This likelihood is a function of the following:
a) The discretization points selected, i.e. θ i , i = 1 to Q b) The corresponding PDF values p i ; and c) The type of interpolation technique used.
In this paper, the discretization is fixed, i.e. uniformly spaced θ i values (i = 1 to Q) over the domain of X are chosen in advance and the values of p i that maximize the likelihood function are calculated. The value of Q (number of discretization points) is chosen based on computational power -higher the Q, better the interpolation. The optimization problem is formulated as:
Figure 2. Optimization Formulation

Subject to:
The objective of this optimization problem is to maximize the likelihood function, subject to the three constraints: 1) the vector p contains probability values which need to be positive. Further, the resultant function f X (x) must satisfy the properties of a PDF, which are 2) it must be positive and 3) the integral of the density function over the domain must be equal to unity.
Different interpolation techniques -linear interpolation, spline-based interpolation and the Gaussian process interpolation -were investidated by Sankararaman and Mahadevan 18 and the Gaussian process interpolation procedure is used in this paper because it does not assume any explicit functional form for the PDF f X (x). The details of the Gaussian process interpolation technique can be found in Rasmussen 
III. Model Validation using Epistemic Validation Data
Section II presented methods to represent information in the form of interval data and/or sparse point data using probability distributions. Using this approach, every model input can be represented using a single probability distribution. The next step is to propagate the input uncertainty through the computational model G and calculate the PDF f Y (y|G) of the model output Y=G(x), where G represents the mathematical model. This PDF f Y (y|G), which is predicted by the model, is compared with experimental evidence (D) for the purpose of model validation. A Bayesian hypothesis testing-based approach is pursued for this purpose. Suppose two competing hypothesis (H 0 and H 1 ) are considered; the ratio of the likelihoods of the two hypotheses is:
This likelihood ratio B is referred to as Bayes factor. If B > 1, then the data D favors the hypothesis H 0 more than the hypothesis H 1 . In the context of model validation, the two hypotheses H 0 and H 1 may be chosen as "Model is correct" (null hypothesis) and "Model is incorrect" (alternate hypothesis) respectively. Hence, the Bayes factor is a measure of the extent to which the model supports the data.
The numerator calculates the probability of observing the data D under the hypothesis that the model is correct. This probability can be evaluated using the PDF of the model prediction, i.e. f Y (y|G).
Until now, researchers have developed methods for model validation only in those cases where the experimental evidence is in the form of point data.The evaluation of the aforementioned likelihood is straightforward in the case of point data. Suppose if there are multiple point data (m data points, y i , i = 1 to m) as evidence, then the numerator can be calculated as:
There are some cases when experiments may result in interval data rather than point data 22, 23 . Data collected based on temporally spaced inspections may lead to intervals, e.g. if no crack is detected at time t 1 and if a crack is detected at time t 2 , then the crack initiation time may be reported as [t 1 , t 2 ]. Also, errors associated with calibrated instruments may result in observations that are best described using intervals, etc. An intuitive approach for model validation in this case may be to check if the model prediction falls within the bounds of the interval. If it does, then it may be concluded that the model does not disagree with the data. However, this conclusion is a qualitative statement of model validation, and does not provide a quantitative measure of the extent of agreement between model prediction and validation data. Further, when the evidence is in the form of multiple intervals (some of them overlapping and some of them non-overlapping), such comparison may not even be feasible. On the other hand, the Bayesian hypothesis testing technique provides a quantitative measure of model validation.Based on the discussion in Section II, the calculation of likelihood can also be extended to interval data. Suppose if there are multiple interval data (n intervals, [a i , b i ], i = 1 to n), then the numerator can be calculated as:
Combining Eq. 7 and Eq. 8, the likelihood for the combined point data and interval data case can be calculated as:
In order to calculate the denominator of Eq. 6, i.e. the probability of observing the data given the model is incorrect, it is necessary to use the PDF of the output quantity Y under the alternate hypothesis, i.e. f Y (y|G'). This PDF needs to be estimated based on expert opinion. As there is no other information available, a uniform distribution is used in this paper. The likelihood of the alternate hypothesis can be calculated Eq. 7 -9 by replacing f Y (y|G) with f Y (y|G').
Since the epistemic uncertainty in the model inputs and the validation data have already been converted into probabilistic information, the Bayes factor-based model validation approach proposed by Rebba et al. 7 is also now applicable in the presence of epistemic uncertainty. Further, model validation problems with both aleatory and epistemic uncertainty can also be handled easily as all information is being represented using probability distributions. Also, the confidence in the model prediction can be calculated as:
Prior to model validation, if the analyst does not knowledge about the probabilities of these hypotheses, then each of these probabilities can be assigned a value of 0.5. Hence, the confidence in the model prediction, P(H 0 |D) can be calculated as:
Thus, the validity of the model can be assessed using the Bayes factor and the confidence in the model prediction can be easily quantified.
IV. Numerical Example -Uncertainty Quantification in Sandia Challenge Problem
This section uses the proposed method to solve an uncertainty propagation problem considered in the Sandia Epistemic Uncertainty Workshop 16 . Consider a computational model, represented by y = (a +b) a . The input variable a is described by multiple interval data ([0. First, the non-parametric method discussed in Section II is used to construct probability density functions for all the three variables a, λ and ξ. The probability distributions of the parameters (λ and ξ) are then used to calculate the unconditional PDF of b using Eq. 12. As no other information is available, these two parameters (λ and ξ) are assumed to be independent.
The resultant PDF of b is plotted in Fig. 6 . This PDF includes all the available information about the variable b, and accounts for epistemic uncertainty in the distribution parameters (λ and ξ).Then, the PDFs of a and b are used to calculate the PDF of y using a Monte Carlo-based approach. The PDF of y is shown in Fig. 7 .
Figure 7. Probability Density Function f y (y)
While the proposed methodology produces a complete PDF, previously existing solution methodologies result in an interval value for the output y. Kozine , i.e. [1.1, 3.8] is the widest interval and this corresponds to (approximately) 99.5% prediction interval based on the PDF in Fig. 7 . The second solution 25 , i.e. [1.5, 2.2] is on the other extreme, and corresponds to (approximately) 65% prediction interval based on the PDF in Fig. 7 . The first solution 24 , i.e. [1.5, 2.8] falls in between the second and the third solutions. It can be seen that proposed solution is comparable with the solutions from previously existing approaches.
It is acknowledged that there is no unique solution to this uncertainty propagation problem. Different researchers have pursued different approaches to tackle such problems and this paper presents one effective methodology for the analysis of interval uncertainty. It is seen that these different methods have led to comparable solutions, almost similar to one another. Ferson et al. 27 mention four possible reasons for the observed discrepancies among the Output Y Probability Density Function answers: i) nesting (due to difference in approaches, one result may be nested in others), ii) differences in truncation, i.e. whether or where the distributions were truncated to finite ranges, iii) numerical approximation error, and iv) different representations of independence. While the solutions from different methodologies are similar, the proposed methodology has several advantages. It is probabilistic, making it possible to use well-established uncertainty propagation methods such as Monte Carlo simulation, FORM, SORM, etc. This can provide savings in computational effort, since FORM and SORM typically involve 10 to 20 evaluations of the system response function, and efficient sampling techniques (importance sampling, adaptive sampling, etc.) are available within Monte Carlo Simulation. Second, the proposed methodology is non-parametric, thus making the resulting PDF more loyal to the data than an assumed parametric PDF. Third, different kinds of data can be combined and integrated into a single PDF thereby making the uncertainty representation and propagation simple and straightforward. Fourth, the proposed method provides the entire PDF of the output, which is very useful in the context of reliability and risk assessment. Thus, the proposed likelihood-based methodology appears to have strong potential for efficient and effective analysis of interval uncertainty.
V. Numerical Example -Model Validation
This section presents a numerical example that illustrates the proposed methodology for model validation under epistemic uncertainty. Consider the steady state heat transfer in a thin wire of length L, with thermal conductivity k, and convective heat coefficient β. The temperature at midpoint of the wire needs to be predicted. For the sake of illustration, it is assumed that this problem is essentially one dimensional and that the solution can be obtained from the following boundary value problem 7 .
The heat source is assumed to be Q(x) = 25(2x -L) 2 , as in Rebba et al. 7 . Further,.Rebba et al. 7 assumed that the temperatures at the ends of the wire are both zero (T 0 = T L = 0). This is an ideal scenario and this paper considers uncertainty in the boundary condition, i.e. the temperatures at the ends of the wire (T 0 and T L ) are assumed to be normally distributed with statistics N(0, 1). This is an example of aleatory uncertainty (in the boundary condition).
Suppose that the probability distribution of the conductivity of the wire k is described by an expert as normal but with uncertain distribution parameters. For the sake of illustration, it is assumed that the mean follows a normal distribution with statistics N (5, 0.2) and the standard deviation follows a lognormal distribution with mean = 1 and standard deviation = 0.1.
Suppose that a distribution is not available for the convective heat coefficient β. Instead it is described using two intervals, [0.5, 0.55] and [0.45, 0.48] and two additional point data are available: 0.58 and 0.52.
The length of the wire is assumed to be deterministic, L = 4. Let the purpose of the model be to predict the temperature at the middle of the wire, i.e. at x = 2 .0. Suppose that this temperature was measured experimentally; the measured temperatures are likely to be different in each experiment. For the purpose of illustration and to demonstrate the potential of the proposed methodology, assume that two different types of validation data are available: two point data and one interval, i.e. 18.8, 18.2, and [18.9, 19 .0]. It is required to assess whether the combined experimental evidence supports the numerical model in Eq. 13.
The various steps involved in the validation procedure are explained below.
(1) Represent each model input using a single probability distribution. (2) Calculate the probability distribution of model output using uncertainty propagation. (3) Use this distribution to calculate the probability of observing the data given that the model is correct. (4) Use a uniform distribution (corresponding to the alternate hypothesis) to calculate the probability of observing the data given that the model is incorrect. (5) Calculate the Bayes factor as the ratio of the likelihoods and compute the confidence in the model prediction.
In the 1st step, the PDFs needs to be computed for two quantities -the conductivity of the wire (k), and the convective heat coefficient (β). The former is calculated using Eq. 5, and the latter is calculated using the nonparametric approach discussed in Section II. These two density functinos are plotted in Fig. 8 and Fig. 9 respectively. The distributions of the input quantities are used to calculate the probability distribution of the model output, the temperature at the middle of the wire, in this case. A Monte Carlo approach is used for this purpose and the resultant distribution is shown in Fig. 10 . The PDF in Fig. 10 is used to calculate the probability of observing the data given that the model is correct. A uniform distribution for T(2.0), corresponding to the alternate hypothesis, is used to calculate the probability of observing the data given that the model is incorrect. Then, the Bayes factor is calculated as the ratio of the likelihoods under the two hypothesis, to be equal to 6.7, and the corresponding confidence in the model prediction is equal to 87%. If this level of confidence is sufficient for the analyst, then the model can be used for further evaluation and intended use; else, the model needs to be refined.
VI. Conclusion
This paper proposed a methodology for uncertainty quantification and model validation when the model inputs and/or validation data may have epistemic uncertainty. The proposed approach provides a unified framework for considering combinations of aleatory and epistemic uncertainty.
Each model input may be described using a completely known probability distribution (aleatory), sparse point data (epistemic), interval data (epistemic), or parametric probability distribution whose parameters are uncertain (epistemic). A likelihood-based approach is used to represent combinations of sparse point data and interval data Function using probability distributions. Both parametric and non-parametric approaches are considered. While the parametric approach results in a family of probability distributions, the non-parametric approach results in a single probability distribution. A family of distributions can be integrated into a single unconditional probability distribution using the principle of total probability. The proposed method also handles validation experimental evidence either in the form of point data and/or interval data. Bayesian hypothesis testing is used for model validation and the Bayes factor directly measures the agreement of the model with the available data. In this paper, the Bayes factor validation metric is extended to model validation under epistemic uncertainty, and the confidence in the model prediction is also computed. The framework developed in this paper is very flexible, and can effectively handle multiple sources of epistemic and aleatory uncertainty in the context of uncertainty propagation and model validation.
