We develop a simple and powerful analysis technique for perturbation style online learning algorithms, based on privacy-preserving randomization, that exhibits a suite of novel results. In particular, this work highlights the valuable addition of differential privacy methods to the toolkit used to design and undestand online linear optimization tasks. This work describes the minimax optimal algorithm for the k-sparse online PCA problem and the best known perturbation algorithm for the dense version. Similar tools lead to new algorithms with first-order regret bounds for the adversarial multi-armed bandit problem.
Introduction
Stability of output in presence of small changes to input is a desirable feature of methods in statistics (Yu, 2013) and machine learning (Poggio et al., 2004) . Formal notions of stability and learning guarantees derived from them have been studied both for statistical (Bousquet and Elisseeff, 2002) and adversarial online learning (Ross and Bagnell, 2011) . Hardt et al. (2016) argues that training techniques used in deep learning promote stability as the key ingredient.
Another area of research for which stability is a core component is differential privacy (DP). Roughly speaking, a procedure is said to be differentially private if the procedure's output provides only the weakest signal as to its input data, hence protecting potentially sensitive information. As Dwork and Roth (2014) observed, "differential privacy is enabled by stability and ensures stability". Indeed, the "differential privacy lens" offers a fresh perspective to examine areas other than privacy, and DP techniques can be used for creating novel approaches to old problems. For example, the DP lens has been used successfully in designing coalition-proof mechanisms (McSherry and Talwar, 2007) and preventing false discovery in statistical analysis (Dwork et al., 2015; Nissim and Stemmer, 2015; Bassily et al., 2016; Cummings et al., 2016) .
In this paper, we use the DP lens to design and analyze algorithms for online linear optimization, an important family of problems in online learning. Our key contribution is a systematic use of the DP framework to seamlessly derive zero-order and first-order regret bounds-i.e. those that depend on the total time T , and the total loss L * T of the best action in hindsight-for Follow The Perturbed Leader style algorithms. We consider online linear optimization in canonical settings ranging from vector to matrix problems and from full to bandit feedback.
We emphasize, at the outset, that our goal is not the design of low-regret algorithms that satisfy the privacy condition; indeed there is already substantial existing work along these lines (Jain et al., 2012; Thakurta and Smith, 2013; Tossou and Dimitrakakis, 2017; Agarwal and Singh, 2017) . Our goal is instead to show that, in and of itself, the DP methodology is quite well-suited to design randomized learning algorithms with excellent gaurantees.
In addition to our conceptual contributions, our main results are the following:
• generic regret bounds that were generally elusive in classical analyses of FTPL (Section 3), • first-order optimal regret bounds for experts setting that apply to FTPL with any finite hazard distribution (Section 4) • best known regret bound for sparse online PCA using FTPL, using a new distribution that avoids the major challenges associated with spectral analysis (Garber et al., 2015) . (Section 5), • extension of the analysis technique by Neu (2015) to a wide family of DP-deriven FTPL algorithms, proving their first-order nearly-optimal regret bounds (Section 6).
Prior Work The fact that "output stability" is core to both differential privacy and machine learning has not gone unnoticed, and several authors have explored the apparent connection in various contexts (Hardt and Rothblum, 2010; Dwork et al., 2010; Wang et al., 2016) .
The injection of (carefully chosen) stochastic noise, a standard technique for achieving differential privacy, has also been widely used in machine learning. In bagging, for example, one ensembles hypotheses trained on random data subsets; the Follow the Perturbed Leader (FTPL) (Kalai and Vempala, 2005) algorithm relies on adding noise directly to the global loss objective.
The utility of differential privacy as a stability notion for analyzing specific online learning algorithms has been noted before. The connection between Exponential Weights Algorithms and DP has been known since the early stages of DP literature (Dwork and Roth, 2014) . showed that the Gaussian mechanism results in a low-regret algorithm for online PCA.
As far as FTPL algorithms are concerned, note that, starting with the early work by Kalai and Vempala (2005) (Theorem 2) to some of the most recent (Devroye et al., 2013; van Erven et al., 2014; Syrgkanis et al., 2016) , the standard analysis technique is to directly analyze the particular probability density function the algorithm uses. Few recent works have proposed generic framework that provide some useful insights; Rakhlin et al. (2012) derived FTPL as a minimax strategy against a randomly simulated worst-case adversary. Abernethy et al. (2014) derived FTPL as a mirror descent with a stochastically smoothed dual function. However, none of the existing FTPL analyses make any explicit connections with DP as we do.
Whether there exists an efficient algorithm for online PCA that does not require the full eigendecomposition every round has been a long-standing open question (Warmuth and Kuzmin, 2010) . We partially resolve it by presenting the minimax optimal FTPL algorithm for sparse online PCA, and the best-known FTPL algorithm for the dense online PCA. We overcome the √ N factor in the regret bound that has been believed to be the fundamental limitation for FTPL, while avoiding the hassle of directly analyzing random matrix distributions (Garber et al., 2015; Kotłowski and Warmuth, 2015) . Note that Allen-Zhu and Li (2017) recently resolved the open problem in a different way, by reducing the effective dimensionality of the matrix problem to dimension 3.
Preliminaries
We use ( · , · ⋆ ) to denote a generic pair of dual norms on the Euclidean space R N . The ℓ ∞ , ℓ 2 , and ℓ 1 norms are denoted by · ∞ , · 2 and · 1 respectively. The norm of a set X is defined as X = sup x∈X x . Following the convention in the privacy literature, we use mechanism to refer to a stochastic mapping.
Differential Privacy
We introduce the basic definitions and properties of differential privacy (DP). For a more comprehensive overview, see an excellent survey by Dwork and Roth (2014) .
We define differential privacy in terms of a distance measure between random distributions as Dwork et al. (2010) did. Let Y, Z be random variables taking values in R N . The δ-approximate max divergence of Y and Z is:
When δ = 0, we drop the superscript δ. Note that the max divergence is not a metric, because it is asymmetric and does not satisfy the triangle inequality. Definition 2.1. We say that a mechanism M is (ǫ, δ)-differentially private (DP) with respect to a set S if for every a, a
If M is (ǫ, 0)-DP, we simply say it is ǫ-DP.
The DP definition requires a uniform bound on the max divergence. Because we primarily analyze DP mechanisms that take a vector as input, it is useful to allow the bound to scale in the distance between two inputs. Definition 2.2 (Lipschitz Privacy). We say that a mechanism M is (ǫ, δ)-Lipschitz private with respect to a norm
(Note that S is now an optional part of the definition.)
An alternative characterization is useful when we want to directly analyze probability density functions.
where P denotes the probability density function if the output of M follows a continuous distribution.
An important property of DP is the post-processing immunity, which means that the composition of a DP mechanism with any function(s) is still DP. Lemma 2.4 (Post-Processing Immunity). For any random variables Y and Z,
We now state a result showing that if Y and Z are close in max divergence then expectations of a bounded function of Y and Z are also close. 
This work focuses on DP mechanisms that add a random noise to the input. We introduce two such mechanisms that are fundamental building blocks in the DP literature. The proofs can be found in the Appendix. Lemma 2.7 (Gaussian Mechanism).
Compared to the Laplace mechanism, the Gaussian mechanism permits a greater change in the input (as a 2 ≤ a 1 ), but achieves a weaker privacy guarantee with δ > 0.
Online Linear Optimization
We define Online Linear Optimization (OLO) problem, which will be the main focus of this paper. Let X ⊆ R N be the learner's decision set, and Y ⊆ R N be the loss set. Suppose both sets are convex and bounded in dual norms and we refer to these norm bounds by X and Y ⋆ respectively.
We consider an oblivious adversary that chooses a sequence of loss vectors ℓ t ∈ Y ahead of time. At every round t, learner chooses a vector x t ∈ X , and the learner suffers loss x t , ℓ t . Note that the learner is allowed access to its private source of randomness in making its moves x t . The learner's goal is to minimize the expected regret after T rounds:
where the expectations are over all of the learner's randomness. In the loss-only setting, losses are always positive: min x∈X x, ℓ t ≥ 0 for all t. In the loss/gain setting, losses can be positive or negative.
We define a few shorthand notations: L t = t s=1 ℓ s is the cumulative loss, x * t = arg min x∈X x, L t is the best action in hindsight at time t, and L * t = x * t , L t is its total loss. A sequence (a 1 , . . . , a t ) is abbreviated a 1:t , and a set {1, . . . , N } is abbreviated [N ].
Follow the Perturbed Leader Analysis via
One-Step Differential Privacy
In the present section we describe a popular online learning algorithm that can be interpreted as a private mechanism, and show that we can use DP tools to prove generic regret bounds.
Privacy of Following the Perturbed Leader
Let us now begin our discussion of one of the more classical algorithms for the OLO problem: Follow the Perturbed Leader (FTPL). The name was coined by Kalai and Vempala (2005) , although the main idea goes back to some of the earliest work in online learning (Hannan, 1957) . Formally, FTPL is parameterized by a fixed noise distribution D, which it uses to randomizes its choice of action. At time t, the FTPL algorithm selects
where Z is the source of the learner's randomness and is a single sample from the distribution D. Note that, for oblivious adversaries, the expected regret does not depend on whether the same random Z is reused across all rounds or independent Z t 's are drawn at each round. We will assume the reused randomness case throughout the paper.
Using ideas developed by Kalai and Vempala (2005) , we can analyze the FTPL regret via a fictitious algorithm called Be the Perturbed Leader (BTPL), which looks at the loss vector one step ahead and plays x FTPL t+1 at round t. By induction, Kalai and Vempala (2005) show that BTPL suffers a small regret that does not grow in T but only in the magnitude of the noise and the size of X :
A useful consequence of this observation is that we can now control the regret of FTPL by showing it is "close to" that of BTPL. Now we differ from previous analysis methods and consider FTPL as a composition of a (stochastic) mechanism M and a (deterministic) linear optimization oracle O.
x
and also BTPL algorithm as
, Suppose that M is (ǫ, δ)-DP with respect to Y. By the post processing immunity (Lemma 2.4), we have for every t that
This means that x FTPL t and x BTPL t follow very similar distributions, which indeed implies they will suffer similar total regret.
Note that this is not equivalent to saying that FTPL algorithm is DP, which would imply that the distribution over the whole sequence of outputs x 1:T is robust against a small change in the loss sequence. The following definition of one-step privacy highlights this distinction. Definition 3.1 (One-step privacy). An online learning algorithm is (ǫ, δ)-one-step differentially private if there exists
One-step privacy is a powerful condition on the stability of FTPL (and online learning algorithms in general), from which we can derive generic regret bounds. The following theorem, relating privacy to regret, provides a powerful tool which we build on in the remainder of the paper.
Theorem 3.2. If A is (ǫ, δ)-one-step DP for a loss-only OLO problem with ǫ ≤ 1, its expected regret is at most:
where A + is a fictitious algorithm plays at time t what A would play at time t + 1.
Proof. Using Lemma 2.5, part (i), we have for every t,
By summing over t, we have
Subtract L * T from each side and get:
To complete the proof, we use the trivial upper bounds e ǫ ≤ 1 + 2ǫ ≤ 3, which hold for ǫ ≤ 1.
In this paper, we only consider the loss-only settings where the above result suffices. For completeness, however, we provide a similar statement for the loss/gain setting based on the additive bound from Lemma 2.5.(ii).
Theorem 3.3. If an online learning algorithm A is (ǫ, δ)-uniformly-one-step DP for an OLO problem with ǫ < 1, then its expected regret is at most:
General First-Order FTPL Bound
Abernethy et al. (2014) showed that FTPL with Gaussian noise is a universal OLO algorithm with regret
However, their analysis technique based on convex duality does not lead to first-order bounds in terms of L * T in the loss-only settings. In other words, one would prefer a bound that increases according to the loss of the best performing action, which grows linearly in T only in the most pessimistic scenarios.
With the analysis tools presented in this work, we establish that FTPL with Gaussian noise does enjoy, up to logarithmic factors, the first-order regret bound that scales in L * T . Put differently, FTPL with Gaussian noise is able to adapt to the input if there is a strong signal for the best action, a property that was not discovered in previous analysis.
FTPL with Gaussian noise achieves expected regret of order
Proof. Let σ = ǫ −1 Y 2 2 log(2/δ), where ǫ, δ will be determined later. By Lemma 2.7 and Lemma 2.4, FTPL with N (0, σI) is (ǫ, δ)-one-step DP with respect to Y. Also note that the regret bound for the Gaussian BTPL is σ X 2 √ 2N .
We now apply Theorem 3.2 and get the regret bound of:
, so that the last term becomes a constant. Then, choose ǫ = min(
Experts Setting
We will now turn our attention to the classical online learning setting of prediction with expert advice, or often known as the experts setting. In short, one imagines a set of experts each making a prediction on every round, and a learner that must maintain a belief distribution over the experts, in order to form a merged prediction; for background please see, e.g., Cesa-Bianchi and Lugosi (2006) ; Littlestone and Warmuth (1994) ; Freund and Schapire (1997) .
The experts setting is in fact a canonical online linear optimization problem: we let X be the probability simplex with N vertices, denoted ∆ N , and Y = [0, 1] N . A central result in online learning is that the minimax regret in the experts setting is O( L * T log N + log N ) (Abernethy et al., 2008) . Our main result in this section (Theorem 4.5) provides a generic sufficient condition for the distributions that FTPL can use to match the minimax regret.
Connections between One-Step-Privacy and Bounded Hazard Rates
The main goal of this section is to show that FTPL with bounded hazard rate distributions is a one-step private algorithm for experts setting. This extends Abernethy et al. (2015) 's result that FTPL with a finite hazard rate distribution implicitly defines a differentially consistent function that satisfies a strong notion of smoothness.
Definition 4.1 (Differential Consistency). We say that a function f :
For this section, let D be an absolutely continuous distribution over R with probability density function µ D and cumulative density function
Hazard rate is a statistical tool for survival analysis that measures how fast a distribution's tail decays. iNf D ) satisfies that the i-th coordinate is the only positive coordinate, and that its coordinates add up to 0 (Abernethy et al., 2014) 
The last inequality is from our differential consistency assumption. It follows that for any u ∈ [0, 1], we have
and therefore
Note that ∇f D (x) is always a probability vector and in particular, ∇ ifD (x) is the probability that FTPL algorithm would play e i given a cumulative loss vector x. Thus the above proposition in fact proves that FTPL is one-step private. 
Optimal Family of FTPL Algorithms
In this section, we leverage our results from the previous section to prove that many FTPL algorithms have the minimax optimal first-order regret bound.
Theorem 4.5. For the loss-only experts setting, FTPL with Laplace, Gumbel, Frechet, Weibull, and Pareto noise (i.i.d. for each of N coordinates) , with a proper choice of distribution parameters, all achieve O( L * T log N + log N ) expected regret.
Although we are not the first to find FTPL with the above regret bound, L * T bound for FTPL with any of the mentioned noise is not found in the literature. In fact, previous FTPL algorithms with L * T regret bound all relied on one-sided perturbation that subtract from the cumulative loss; Kalai and Vempala (2005) used the negative exponential noise and van Erven et al. (2014) the dropout noise that is effectively a negative Bernoulli noise.
Symmetric distributions, on the other hand, were previously shown to achieve only O( √ T ) regret: such as Gaussian noise (Abernethy et al., 2014) , random-walk noise (Devroye et al., 2013) , and a large family of symmetric noises (Rakhlin et al., 2012) . Our DP-based analysis shows that such discrepancy was merely due to the lack of proper analysis tools.
Proof. All listed distributions have max hazard rate of ǫ (for the parameter choice, see Abernethy et al. (2015) ). From Corollary 4.4 and post-processing immunity (Lemma 2.4), we conclude that FTPL with any of the listed distributions is ǫ-Lipschitz private with respect to · 1 . The loss set for experts setting, however, is bounded in the ∞-norm.
To address this gap, we will show that from the privacy perspective, the worst case is when ℓ t has only one nonzero element and thus ℓ t 1 = ℓ t ∞ .
In the experts setting, the output of FTPL is always a vertex of the simplex. Consider an arbitrary noise vector Z. If
)} for any loss vector ℓ (−i) ∈ Y whose i-th coordinate is zero. In other words, adding any loss to coordinates other than i can only increase the probability of playing e i . So, for any fixed ℓ 1,t−1 ∈ Y t−1 ,
The BTPL regret is of order (log N )/ǫ for all distributions. Applying Theorem 3.2 with ǫ = min( Regret(BTPL) T )/L * T , 1) completes the proof.
Online PCA via Differential Privacy
In this section, we study two canonical settings of online PCA problem. For both problems, Nie et al. (2013) showed that Matrix Exponentiated Gradient (MEG) algorithm has minimax optimal regret but it requires a full eigendecomposition of an N × N matrix every round. This motivated Warmuth and Kuzmin (2010)'s open problem of whether the minimax optimal regret can be achieved by a more timeefficient (Õ(N 2 )) algorithm. Allen-Zhu and Li (2017) solved the problem with a novel compression scheme that reduces the effective dimension to 3. Another approach is using FTPL algorithm, which only requires the computation of the maximum eigenvector on every round, but the analysis of random matrices is complicated and has resulted in suboptimal regret guarantees.
We derive new noise distributions based on the intuitions that the DP framework offers. For the Online Sparse PCA, we show that there is a simple FTPL algorithm that achieves the optimal regret. For the Online Dense PCA, we show that there is an FTPL algorithm that achieves O(N 1 4 T 1 2 log T ) regret in contrast with existing FTPL algorithms that have a worse √ N dependence on the dimension (see, e.g., the discussion in Section 1.1 of the work of Allen-Zhu and Li (2017)).
Notations Let S N be the set of N × N symmetric real matrices, and λ : S N → R N be the function that outputs the eigenvalues of a matrix in decreasing order. The spectral norm of a matrix X ∈ S N is the ℓ ∞ -norm of λ(X), denoted λ(X) ∞ . An orthogonal invariant ensemble (OIE) is a distribution over matrices such that for an arbitrary matrix A in its support, any orthogonal transformation of A is also in the support and has the same density as A.
Online Sparse PCA
The Online Sparse PCA problem is an OLO problem where X = {X : X ∈ S N , 0 X I and tr(X) = k} and Y = {aa ⊤ : a ∈ R N , a 2 = 1} is the set of rank-1 matrices with eigenvalue 1. The loss function is a
The optimal regret is O( L * k log(N/k) + k log(N/k)), while the best known FTPL algorithm by achieves O(N 1 4 √ kL * log T ) regret using Gaussian Orthogonal Ensemble.
The general intuition from Section 4 is that in order to achieve one-step privacy with respect to a loss set bounded in some norm, our noise distribution's density function must decay exponentially in the same norm. This motivates our Laplace-on-Diagonal Orthogonal Invariant Ensemble (LOD). The LOD with scaling parameter 1/ǫ has probability density function p(Z) ∝ exp(−ǫ λ(Z) 1 ).
Lemma 5.1. LOD mechanism, defined as
where Z is a sample from LOD(u/ǫ), is ǫ-differentially private with respect to the set {X ∈ R N ×N : λ(X) 1 ≤ u}.
Proof. We will prove this by showing a generic reduction technique to the vector case. In particular, suppose that a distribution D over matrices has density function of the form p(Z) = Cq( λ(Z) ) for a normalizing constant C, arbitrary function of vectors q, and some norm · . Then, we will show that the privacy guarantee of distribution D ′ over vectors whose density function is some constant times q extends to the matrices.
Let A, A ′ , B be matrices. Then,
By triangle inequality, λ(B
Hence, if adding a noise from D ′ achieves ǫ-DP with respect to a set of vectors bounded in · , then adding a noise from D achieves ǫ-DP with respect to a set of matrices bounded in λ(·) .
To sample from LOD, first sample an orthogonal matrix U from N -dimensional Haar measure (uniform over all Nby-N orthogonal matrices), sample a vector Λ iid from Laplace distribution, and finally take U ⊤ ΛU . This requires O(N 3 ) time but it is performed only once; for oblivious adversaries, sampling once at the beginning and sampling fresh samples every round is equivalent as far as the expected regret is concerned (Kalai and Vempala, 2005) .
Proof. By post-processing immunity (Lemma 2.4), it follows from Lemma 5.1 that FTPL using LOD(1/ǫ) is onestep private for this problem. For the BTPL regret, we have an upper bound of k(1 + log N/k))/ǫ (Appendix). To complete the proof, we apply Theorem 3.2 with ǫ = min( k(1 + log(N/k))/L * , 1).
Online Dense PCA
In the Online Dense PCA, the covariance matrix is bounded in the maximum eigenvalue, i.e., Y = {A ∈ R N ×N : λ(A) ∞ ≤ 1}. Applying LOD to this problem would result in an extra √ N factor in the regret bound, matching the regret bounds of rank-1 matrix perturbation algorithm by (Garber et al., 2015) .
Instead, we use the Gaussian-on-Diagonal Orthogonal Invariant Ensemble (GOD) which has density function of
Similarly to LOD, we can independently sample the eigenvectors from Haar measure and eigenvalues from multivariate Gaussian.
Proof. Using the same arguments in the proof of Lemma 5.1 and the alternative characterization of (ǫ, δ)-DP (Theorem 2.3), we can extend the guarantees of the Gaussian mechanism (Lemma 2.7) to the matrices. It follows that FTPL with GOD with σ = 2 √ N log(2/δ)/ǫ is (ǫ, δ)-private with respect to {A ∈ R N ×N : λ(A) 2 ≤ √ N }, which contains the loss set Y.
For the BTPL regret bound, we have
We apply Theorem 3.2 with δ = T −1 , and ǫ = min( 4 √ N log T log N / √ L * , 1) to complete the proof.
Adversarial Muti-Armed Bandits
Adversarial Multi-Armed Bandits (MAB) problem is a partial information variant of the experts problem. On each round t, learner chooses a distribution p t ∈ ∆ N over the set of N available actions. The adversary (Nature) chooses a loss vector ℓ t ∈ [−1, 0] N . The learner plays action i t sampled according to p t and suffers the loss ℓ t,it ; in expectation, the learner suffers p t , ℓ t . The learner observes only a single coordinate ℓ t,it and receives no information as to the values ℓ t,j for j = i t . This limited feedback is what makes the bandit problem significantly more challenging than the vanilla experts setting.
A typical MAB algorithm A is composed of two steps; first step is decision step, where it chooses p t , and the second is estimation step, where it accounts for the missing information. We usel t to denote the estimated loss vector at time t. For a fixed sequence of estimated lossesl 1:t , we can run A without the estimation step onl 1:t as if it is a full information (experts) setting; we useLoss(A) T to denote the loss accumulated in this run. For deriving an expected regret, we would then take the expectation ofLoss(A) T over all randomness in sampling i t . For a more careful treatment of randomness, see (Abernethy et al., 2012) .
The expected version of FTPL algorithm for the experts setting, which returns a full probability vector instead of a single sample, can be used to generate a sequence p 1:t . Although in reality there is no closed form for p 1:t , Neu and Bartók (2013) proposed a way to circumvent the issue by estimating p 1:t without affecting the asymptotic regret rates.
Nearly Optimal Regret with ǫ-Lipschitz privacy
There is a standard reduction from adversarial MAB to the full-information setting. Assume we have an algorithm A that is fed a sequence of loss vectors, and along the way output a sequence of distributions x t . On each round, we sample i t ∼ p t , where p t is a slightly modified version of x t , and since we only observe ℓ t,it , we construct an estimated loss vectorl t from this value. There is a canonical scheme to do this, which is to set (for some γ ≥ 0),
and to use the inverse propensity weighting estimation,
The above is a natural choice as it produces an unbiased estimator:
What we have described above is a bandit algorithmĀ γ that uses a full-information algorithm A as the primary subroutine. The following theorem shows how we can control the expected regret ofĀ γ .
Theorem 6.1. Assume A is an ǫ-one-step Lipschitz private algorithm for the experts setting. Then the bandit algorithm A γ for any γ ≥ ǫ has expected regret at most
where R T is the regret of A + , a fictitious algorithm that plays at time t what A would play at time t + 1, given full information of ℓ t .
Proof. Let x 1:t be A's output, and p 1:t be defined as in (3). First note that becausel t is an unbiased estimate of ℓ, ELoss(A γ ) T = ELoss(A γ ) T . Hence, it is sufficient to consider the expected regret on the estimated loss sequence. We note that this is still quite a challenge since the sequence ofl t can have variance as high as 1/γ, given the inverse probabilities in (4).
From the one-step privacy of A, it follows p t,i /p t+1,i ≤ x t,i /x t+1,i ≤ e ǫ , and thus
where the last equality follows from ǫ l t 1 ≤ ǫ/γ ≤ 1.
For anyl t , we have:
Taking the expectation of the above over i ∼ p t , the sum disappears because only the sample coordinate has nonzero value inl t , and we have
We can thus conclude
To complete the proof, we combine it with a trivial upper boundLoss(Ā + ) t ≤Loss(A + ) t + γ.
First-Order Regret Bounds with (ǫ, δ)-Lipschitz privacy
Neu (2015) proposed the FTPL-TRIX algorithm, which achieves first-order regret bound of O( N L * T log N ) for combinatorial bandits problem, which includes MAB as a special case. We focus on the multi-armed bandits to simplify formulation so that it is easy to see how the DP framework is being applied. Our results in this section, however, can be extended to combinatorial settings.
The base algorithm for FTPL-TRIX is FTPL with a truncated Laplace distribution 1 . From the privacy perspective, truncation converts a ǫ-one-step DP algorithm to a weaker (ǫ, δ)-one-step DP algorithm. There is now a δ probability that the distribution over algorithm's prediction changes rapidly, in a multiplicative sense, within a single step.
The estimation scheme, on the other hand, may benefit from the fact that (ǫ, δ)-one-step DP allows to change from small p t,i to p t+1,i = 0. This avoids large values ofl t,i . The δ parameter is tuned to attain the optimal tradeoff between algorithmic stability and input stability, and it is indeed crucial in achieving the first-order regret bound. We formalize this intuition in the following theorem. The proof mostly follows (Neu, 2015) and can be found in the Appendix.
Theorem 6.2. Let A be an FTPL algorithm that is (ǫ, δ)-Lipschitz one-step privacy with respect to {ℓ :
Furthermore, suppose sup Z∈Z Z ∞ ≤ B. Then, A applied to MAB with a biased estimation schemê
has expected regret at most
Note that the existence of Z is simply a restated definition of (ǫ, δ)-Lipschitz privacy (Theorem 2.3) for FTPL. The only extra condition that the δ-probability event happens at the tail of the distribution is not prohibitive, as reasonable noise-adding private mechanisms should attempt to reduce the amount of noise and concentrate around zero. For example, the Laplace and Gaussian mechanism both satisfy this property.
Corollary 6.3. FTPL with Gaussian noise with the biased estimator
Corollary 6.4. EXP3, with the change of its unbiased estimator to the biased estimator (5), has regret of order O( √ L * N log N + N log N log T )).
Proof. Note that EXP3 uses Exponential Weights Algorithm for choosing the distribution over arms, which is identical to FTPL with Gumbel distribution ( (Hofbauer and Sandholm, 2002) ). The Gumbel distribution (with µ = 0, β = ǫ) has hazard rate at most ǫ, which makes it ǫ-Lipschitz private. Hence, we can arbitrarily choose B for applying Theorem 6.2. Set B = (log N T √ L * )/ǫ and Z = {Z : Z ∞ ≤ B}. Note for each coordinate Z i of Z, we have
The BTPL regret is (1 + log N )/ǫ. 
A. Gaussian Mechanism
Theorem A.1. The Gaussian mechanism with σ = 2 log(2/δ)u/ǫ satisfies (ǫ, δ)-privacy with respect to {x : x 2 ≤ u}.
The original proof of this theorem can be found in (Dwork and Roth, 2014, Theorem A.1 ), but we include the full proof to use consistent notations as well as to use as a building block for proving Theorem A.2.
Proof. Note that due to the spherical symmetry of the normal distribution used for the Gaussian mechanism, it suffices to consider the one-dimensional case. See (Dwork and Roth, 2014, Theorem A.1) for the full reduction.
We want to upper bound the following quantity:
This is bounded by ǫ whenever x < σ 2 ǫ/u − u/2. We use the tail bound
to bound the probability that the privacy loss is not bounded. In other words, we require that
Taking t = σ 2 ǫ/u − u/2 and setting σ = cu/ǫ we get
Hence, c 2 = 4 log(2/δ) satisfies the condition.
Theorem A.2. The Gaussian mechanism with σ = 3 log(2.5/δ)/ǫ is (ǫ, δ)-continuous DP with respect to · 2 and {x : x 2 ≤ 1/ǫ}.
In particular, if we write the Gaussian mechanism as M(a) = a + Z, then for any a − a ′ 2 ≤ 1/ǫ, we have
for all Z 2 ≤ 1 ǫ (3 log(2.5/δ) − 1/2), which occurs with probability at least 1 − δ.
Proof. From (6), it is bounded by ǫu whenever x < σ 2 ǫ − u/2. It is sufficient to bound the tail probability in the worst case when u = ǫ −1 :
Using the tail bound (7), it is sufficient to satisfy
Since δ < 1, c 2 = 3 log(2.5/δ) ≥ 3 log(2/δ) + 1 2 satisfies the above.
B. Properties of DP (Dwork et al., 2010) provided the following characterization of δ-approximate max divergence. The condition (iii) does not appear in the original statement, but follows from their proof. 
In short, we can alter Y into Y ′ by moving no more than δ probability mass from {b ∈ B : 
where the second-to-last inequality is due to Lemma B. 
C. BTPL Regret
All BTPL regret bounds proven in this paper are based on the following result by Kalai and Vempala (2005) :
Lemma C.1. (Neu, 2015, Lemma 10) 
≤ k(log(N/k) + 1). If Z / ∈ Z, then we use the trivial regret bound T . In expectation, this becomes the δT term. LetĀ be the algorithm that resamples Z until Z ∈ Z, and p 1 , . . . , p t be its output.
We will first show that the biased estimateL T,i stays close to L * T for every i. 
where the expectation is over algorithm's randomness. Proof. Consider the Laplace distribution with scaling factor (1/ǫ). When using Laplace noise, the algorithm is (ǫ, 0)-onestep DP. Hence, we can arbitrarily set B for applying Theorem 6.2. Set B = (log N T √ L * )/ǫ, which gives δ = √ L * /T with union bound. The BTPL regret is (1 + log N )/ǫ. By choosing ǫ = √ log N / √ L * N , we obtain the claimed regret bound.
Corollary D.2. FTPL with Gaussian noise with biased estimator (5) has regret of order O( √ L * N log N 4 √ log T + N log T )).
Proof. Set σ = log δ −1 /ǫ. Then, Gaussian FTPL satisfies the conditions for Theorem 6.2 with δ = 1/T and B = σ 2 ǫ = ǫ −1 log T (See Appendix), and the BTPL regret is σ √ log N = √ log N √ log T /ǫ. Set ǫ = √ log N 4 √ log T / L * T N to get the claimed regret bound.
It remains to prove the inequalities (9)-(11). We will first prove (9):
ℓ t,it p t,it + ǫ = ℓ t,it − ǫ ℓ t,it p t,it + ǫ = ℓ t,it − ǫl t,it = ℓ t,it − ǫ
Next (10) follows from the fact that A andĀ differ with probability at most δ. When they differ with probability δ, the N i=1l t,i is the trivial bound for the difference in the losses, and therefore
Finally, we will prove (11). Similarly to the proof of Theorem 6.1, we have
