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A direct classical analog of the quantum dynamics of intrinsic decoherence in Hamiltonian sys-
tems, characterized by the time dependence of the linear entropy of the reduced density operator,
is introduced. The similarities and differences between the classical and quantum decoherence dy-
namics of an initial quantum state are exposed using both analytical and computational results.
In particular, the classicality of early-time intrinsic decoherence dynamics is explored analytically
using a second-order perturbative treatment, and an interesting connection between decoherence
rates and the stability nature of classical trajectories is revealed in a simple approximate classical
theory of intrinsic decoherence dynamics. The results offer new insights into decoherence, dynamics
of quantum entanglement, and quantum chaos.
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I. INTRODUCTION
Quantum dynamics induces unitary transformations in Hilbert space, but most often it is only the dynamics
projected onto a Hilbert subspace that is of interest. In general this reduced dynamics is nonunitary and therefore
displays decoherence [1]. For example, if a system of interest is coupled to a bath, then averaging over the bath degrees
of freedom introduces decoherence in the system dynamics. Likewise, in an isolated system, the reduced dynamics of
a subsystem of this isolated system can display decoherence. We have termed decoherence in the latter case “intrinsic
decoherence” since it does not involve an external bath [2].
Understanding decoherence is of crucial importance to a variety of modern fields such as quantum information pro-
cessing [3] and quantum control of atomic and molecular processes [4, 5, 6]. Our interest here is in the quantum-classical
correspondence (QCC) between classical and quantum descriptions of the dynamics of decoherence. Specifically, we
consider an initial quantum state subjected to either quantum or classical dynamics and compare the time evolution
of the decoherence in both cases. We note that the formal theory of correspondence between quantum dynamics
and classical Liouville dynamics [7] suggests that classical Liouville dynamics projected onto a subspace should also
display decoherence. That is, as in the quantum case, the classical Liouville dynamics considered in the entire phase
space is unitary and the classical Liouville dynamics projected onto a subspace is nonunitary. We therefore expect
that the reduced classical Liouville dynamics propagated classically will show decoherence dynamics that is, at least
qualitatively, parallel to that seen in the reduced quantum dynamics insofar as the loss of phase information, entropy
production, etc. In the case of bath-induced decoherence we recently showed analytically that (a) one can indeed
introduce a direct classical analog of quantum decoherence, and (b) examining the dynamics of decoherence classically
gives new insights into both the dynamics of decoherence described quantum mechanically and into the conditions
for QCC in decoherence dynamics [8].
Here we extend these considerations to intrinsic decoherence, both analytically and computationally. Specifically, in
this paper we study QCC in the dynamics of intrinsic decoherence in smooth Hamiltonian systems, with an emphasis
on the usefulness of classical dynamics in describing intrinsic decoherence. In particular, the classicality of early-time
intrinsic decoherence dynamics is studied using a second-order perturbative treatment, and the interesting connection
between decoherence rates at later times and the stability properties of classical trajectories is revealed by considering
a simple approximate classical theory of intrinsic decoherence dynamics. The analytic and computational results shed
new light on decoherence, dynamics of quantum entanglement, and quantum chaos. This study is also of interest
to semiclassical decoherence studies [9], e.g., semiclassical descriptions of intrinsic decoherence dynamics in large
molecular systems [2].
This paper is organized as follows. In Sec. II we introduce a second-order perturbation theory in an effort to
understand QCC in early-time intrinsic decoherence dynamics. For simplicity we focus upon two degree-of-freedom
systems, but the extension to larger systems is straightforward. Computational results of two sample cases in coupled-
oscillator model systems, which strongly support the physical picture afforded by the perturbative treatment, are
presented in Sec. III. Then, a classical theory of intrinsic decoherence dynamics for initially localized states is derived
in Sec. IV. In the same section, detailed computational studies using this simple theory are carried out for the quartic
2oscillator model and one of its variants. Discussions and a summary comprise Sec. V.
II. EARLY-TIME INTRINSIC DECOHERENCE DYNAMICS
Consider a conservative system composed of two subsystems, with the total Hamiltonian given by
H(Q,P, q, p) =
P 2
2
+
p2
2
+ V1(Q) + V2(q) + V12(Q, q), (1)
where (Q,P ) and (q, p) are dimensionless phase space conjugate variables, Vi is the potential of the i-th subsystem,
and V12(Q, q) describes arbitrary coupling between the two subsystems. As the system evolves the total system
wavefunction |ψ(t)〉 becomes inseparable due to quantum entanglement, even if it is initially separable in Q and q.
As a result, measuring a subsystem would collapse the system wavefunction and therefore affect the properties of the
other subsystem. Similarly, ignoring a subsystem decoheres the other one. The degree of intrinsic decoherence, which
is induced by, and is a manifestation of, quantum entanglement between the two subsystems, can be measured by a
well-known quantity: the quantum linear entropy [10]
Sq = 1− Tr1(ˆ˜ρ2), (2)
where Tri denotes a trace over the i-th subsystem, and ˆ˜ρ ≡ Tr2 (|ψ(t)〉〈ψ(t)|) is the reduced density operator for the
first subsystem. An increase in Sq suggests an increase of 1/(1−Sq), which gives the number of orthogonal quantum
states that are incoherently populated if the second subsystem is ignored. Below we choose q, p as the “bath” variables
and P,Q as the system variables.
Let ρc(Q,P, q, p, t) denote the phase space distribution function evolved classically, and ρW (Q,P, q, p, t) denote the
quantum (Wigner) phase space distribution function. Their time evolution equations are given by
∂ρc
∂t
= {H, ρc}, (3)
∂ρW
∂t
= {H, ρW }M , (4)
where {·} denotes classical Poisson bracket and {·}M denotes quantum Moyal bracket [11]. We define classical and
quantum reduced distribution functions as
ρ˜c(Q,P, t) ≡
∫
ρc(Q,P, q, p, t) dq dp, (5)
ρ˜W (Q,P, t) ≡
∫
ρW (Q,P, q, p, t) dq dp. (6)
Since
Sq(t) = 1− 2pih¯
∫
ρ˜2W (Q,P, t) dQ dP, (7)
where h¯ is the effective Planck constant, we can define a classical analog [denoted Sc(t)] to Sq(t) by replacing ρ˜W
with ρ˜c. That is,
Sc(t) ≡ 1− 2pih¯
∫
ρ˜2c(Q,P, t) dQ dP. (8)
The main focus here is to compare Sc(t) with Sq(t), i.e., the classical vs. quantum evolution of the intrinsic decoherence
dynamics, as measured by the classical vs. quantum entropy.
Perturbative treatments have proved to very useful in understanding decoherence dynamics [8, 12, 13, 14]. Here, to
analytically examine classical vs. quantum intrinsic decoherence dynamics at early times, we apply the perturbative
approach developed in our previous work [8] to the case of intrinsic decoherence dynamics. Specifically, consider a
second-order perturbative expansion with respect to the time variable t for both Sq and Sc, i.e.,
Sc(t) = Sc(0) +
t
τc,1
+
t2
τ2c,2
+ · · · ,
Sq(t) = Sq(0) +
t
τq,1
+
t2
τ2q,2
+ · · · . (9)
3Then, from the classical and quantum dynamics of the entire system one obtains
1
τc,1
= −4pih¯
∫
ρ˜c(Q,P, 0)
∫
{H, ρc(Q,P, q, p, 0)} dq dp dQ dP, (10)
1
τq,1
= −4pih¯
∫
ρ˜W (Q,P, 0)
∫
{H, ρW (Q,P, q, p, 0)}M dq dp dQ dP, (11)
1
τ2c,2
= −2pih¯
∫
ρ˜c(Q,P, 0)
∫
{H, {H, ρc(Q,P, q, p, 0)}} dq dp dQ dP
−2pih¯
∫ [∫
{H, ρc(Q,P, q, p, 0)} dq dp
]2
dQ dP, (12)
and
1
τ2q,2
= −2pih¯
∫
ρ˜W (Q,P, 0)
∫
{H, {H, ρW (Q,P, q, p, 0)}M}M dq dp dQ dP
−2pih¯
∫ [∫
{H, ρW (Q,P, q, p, 0)}M dq dp
]2
dQ dP. (13)
Further, using the definitions of the classical Poisson and quantum Moyal brackets and assuming that initial classical
and quantum distribution functions are identical and separable, i.e.,
ρc(Q,P, q, p, 0) = ρW (Q,P, q, p, 0) = ρ˜
0
1(Q,P )ρ˜
0
2(q, p), (14)
we have
1
τc,1
=
1
τq,1
= 0, (15)
1
τ2c,2
= 2pih¯
∫ [
∂ρ˜01(Q,P )
∂P
]2
C(0, 0) dQ dP, (16)
and
1
τ2q,2
=
1
τ2c,2
+ 2pih¯
∫ ∑
l1 6=l2≥0
[h¯/(2i)](2l1+2l2)
(2l1 + 1)!(2l2 + 1)!
×∂
(2l1+1)ρ˜01(Q,P )
∂P (2l1+1)
∂(2l2+1)ρ˜01(Q,P )
∂P (2l2+1)
C(l1, l2) dQ dP, (17)
where C(l1, l2) is a correlation function given by
C(l1, l2) ≡
〈
∂(2l1+1)V (Q, q)
∂Q(2l1+1)
∂(2l2+1)V (Q, q)
∂Q(2l2+1)
〉
ρ˜0
2
−
〈
∂(2l1+1)V (Q, q)
∂Q(2l1+1)
〉
ρ˜0
2
〈
∂(2l2+1)V (Q, q)
∂Q(2l2+1)
〉
ρ˜0
2
. (18)
Here 〈·〉ρ˜0
2
denotes the ensemble average over the zero-time “bath distribution function” ρ˜02(q, p). It is worth empha-
sizing that in our derivations we have used the same initial state for the classical and quantum dynamics.
Equation (15) shows that the zero first-order linear entropy increase rate, i.e., 1/τq,1=0, has a strict classical
analog. Further, Eq. (16) indicates that classical Liouville dynamics also predicts a second-order entropy production
rate 1/τ2c,2 that is the analog of the second-order quantum decoherence rate 1/τ
2
q,2. Thus, we can identify two categories
of early-time intrinsic decoherence dynamics: classical if τc,2 ≈ τq,2, and nonclassical if τq,2 appreciably differs from
τc,2.
4To simplify Eqs. (16) and (17) we introduce the Fourier transform [denoted F (Q1, Q2)] of ρ˜
0
1(Q,P ), i.e.,
F (Q1, Q2) ≡
∫
ρ˜01(Q,P ) exp
[
i∆QP
h¯
]
dP, (19)
where Q ≡ (Q1 +Q2)/2 and ∆Q = Q1 −Q2. We then obtain
1
τ2c,2
=
1
h¯2
∫
|F (Q1, Q2)|2∆Q2C(0, 0) dQ1 dQ2, (20)
and
1
τ2q,2
=
1
τ2c,2
+
1
h¯2
∫
|F (Q1, Q2)|2
∑
l1 6=l2≥0
∆Q(2l1+2l2+2)
(2l1 + 1)!(2l2 + 1)!
1
2(2l1+2l2)
C(l1, l2) dQ1 dQ2. (21)
Equations (20) and (21) are general results. For the special case of V12(Q, q) = f(Q)g(q), Eqs. (20) and (21) can be
rewritten in a simple and more enlightening form:
1
τ2c,2
=
〈g2(q)〉ρ˜0
2
− 〈g(q)〉2
ρ˜0
2
h¯2
∫
|F (Q1, Q2)|2∆Q2
[
df(Q)
dQ
]2
dQ1 dQ2, (22)
and
1
τ2q,2
=
〈g2(q)〉ρ˜0
2
− 〈g(q)〉2
ρ˜0
2
h¯2
∫
|F (Q1, Q2)|2∆Q2
[
∆f(Q)
∆Q
]2
dQ1 dQ2, (23)
where ∆f(Q)/∆Q is the finite-difference function
∆f(Q)
∆Q
≡ f(Q+∆Q/2)− f(Q−∆Q/2)
∆Q
=
f(Q1)− f(Q2)
Q1 −Q2 . (24)
As a result: (1) If f(Q) depends only linearly or quadratically upon the coupling coordinate Q, a common approxi-
mation, then (1/τ2q,2 − 1/τ2c,2) = 0 for any initial state. That is, in this case there exists perfect QCC in early-time
dynamics of intrinsic decoherence, regardless of h¯, and irrespective of the potentials V1(Q) and V2(q). (2) Even in the
case of highly nonlinear f(Q), as long as F (Q1, Q2) decays fast enough with |Q1 −Q2| such that ∆f/∆Q ≈ df/dQ,
QCC would still be excellent. The smaller the h¯, the more rigorous is this requirement. (3) If ∆f/∆Q differs sig-
nificantly from df/dQ over the Q-coordinate scale of the initial state, quantum entropy production can be totally
unrelated to classical entropy production. Such cases of poor QCC are of fundamental interest, but are not the focus
of this paper.
The second-order perturbative treatment is most reliable for early-time dynamics and for relatively weak decoher-
ence. The above results are particularly significant for studies on the control of intrinsic decoherence, where early-time
dynamics of weak decoherence is important. In these circumstances it is useful to understand the extent to which
(quantum) intrinsic decoherence is equivalent to classical entropy production, i.e. to increasing Sc(t). In particular,
if there exists good correspondence between classical and quantum decoherence dynamics, then the essence of deco-
herence control is equivalent to the suppression of classical entropy production, and various classical tools may be
considered to achieve decoherence control. If not, then fully quantum tools are required.
The above perturbation results clearly demonstrate that quantum dynamics of intrinsic decoherence has a direct
analog in classical Liouville dynamics. This rather intriguing result motivates us to computationally examine QCC
in the dynamics of intrinsic decoherence over all time scales.
III. COMPUTATIONAL RESULTS: TWO SAMPLE CASES
To computationally examine QCC in the dynamics of intrinsic decoherence, we consider coupled-oscillator model
systems with smooth Hamiltonians. In all the model systems studied below, we choose
V1(Q) + V2(q) =
β
4
(Q4 + q4), (25)
5where β = 0.01. Since V1(Q) and V2(q) have no simple harmonic terms, any observed agreement between classical and
quantum behavior cannot be attributed to the similarity between classical and quantum harmonic oscillator dynamics.
If the coupling potential V12(Q, q) is quadratic in both Q and q, i.e., V12(Q, q) = αQ
2q2/2, then the resultant coupled-
oscillator system is the well-known quartic oscillator model [15, 16, 17]. Because this model is well-studied and can
display strongly chaotic (e.g., α = 1.0, β = 0.01) or integrable (e.g., α = 0.03, β = 0.01) dynamics, it is used in Sec.
IV as an ideal model to study QCC in intrinsic decoherence dynamics for both integrable and chaotic cases.
Our perturbation theory approach predicts good classical-quantum agreement at short times for some potentials
and initial conditions and poor agreement for others. We examine both these cases computationally.
It suffices to consider one case of poor agreement, since poor QCC at early times invariably translates to similar
behavior at later times. Consider then V12(Q, q) to be some highly nonlinear potential. Computations of the quantum
dynamics and thus the time dependence of Sq(t) are straightforward [16]. Sc(t) is computed directly using Monte-
Carlo simulations with an importance sampling technique (where the Monte-Carlo simulations are based upon Eq.
(27) below). From the analytical results above we see that V12(Q, q) and the scale of the initial state play decisive roles
in QCC in early-time intrinsic decoherence dynamics. In particular, we expect poor QCC if V12(Q, q) = f(Q)g(q)
differs significantly from a linear or quadratic function of Q such that ∆f/∆Q differs significantly from (df/dQ)
over the Q-coordinate scale (i.e., the support) of the initial state. To confirm this computationally we consider
f(Q)g(q) = sin2(10Q)q2, with the initial distribution functions of the two subsystems given by
ρ˜01(Q,P ) =
1
pih¯
exp
[
− (Q−Q0)
2
2σ2Q
− (P − P0)
2
2σ2P
]
,
ρ˜02(q, p) =
1
pih¯
exp
[
− (q − q0)
2
2σ2q
− (p− p0)
2
2σ2p
]
. (26)
Here the dimensionless effective Planck constant is chosen to be h¯ = 0.005 throughout, except for one case in Sec. V,
and σQ/25 = 25 · σP =
√
h¯/2, σq = σp =
√
h¯/2, Q0 = 0.5, P0 = 0.5, q0 = 0, with H(Q0, P0, q0, p0) = 0.24. Note
that ρ˜01(Q,P ) is strongly squeezed in P and that this initial distribution function is considerably delocalized in Q.
Further, since |f(Q)| = | sin2(10Q)| ≤ 1.0, |∆Q| · |df/dQ| can be much larger than |∆f(Q)|. Thus, for this case the
perturbation result predicts that at early times there can be substantial classical entropy production with insignificant
quantum decoherence. As shown in Fig. 1, this is nicely confirmed by the numerical results of Sq(t) and Sc(t). In
particular, Fig. 1 shows that, at t = 1.0 Sc(t) (discrete points) is ∼ 0.9 while Sq(t) (solid line) is still less than 0.2.
Evidently, QCC in this case is indeed very poor from the very beginning.
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FIG. 1: A comparison between Sq(t) (dashed line) and Sc(t) (discrete circular points) in the first sample case. The coupling
potential is highly nonlinear such that at early times classical entropy production is much faster than quantum entropy
production. See the text for details. All variables are in dimensionless units.
There remains then the important question of the quantitative degree of QCC in circumstances where our per-
turbative analysis predicts good short-time QCC. In particular, it is important to investigate whether or not good
6QCC predicted perturbatively remains for a considerable amount of time. If so, then the perturbative treatment
provides a useful guide to our understanding of QCC in intrinsic decoherence dynamics. If not, then our perturbative
results make sense only for extremely weak decoherence. Dramatically, our computational studies strongly support
our analytical perturbation results, even in the presence of significant decoherence. For example, consider the case,
where the parameters for the initial state are the same as in the previous case (therefore the initial state is also much
delocalized), but the coupling potential is given by V12(Q, q) = Q
2 sin2(q). This coupling potential is highly nonlinear
in q but still quadratic in Q. In accord with the second-order perturbation results, such a coupling potential should
still give rise to good early-time QCC in the intrinsic decoherence dynamics of the first subsystem. This is confirmed
by the quantitative comparison between Sq(t) and Sc(t) shown in Fig. 2. More importantly, Fig. 2 shows that
outstanding QCC remains even when both Sq(t) and Sc(t) have increased to close to their saturation value of unity.
Numerous other computational results (not shown) are consistent with the two cases shown here.
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FIG. 2: A comparison between Sq(t) (dashed line) and Sc(t) (discrete circular points) in the second sample case. The coupling
potential is highly nonlinear in terms of the position of the second subsystem, but is quadratic in terms of the position of
the first subsystem, resulting in excellent quantum-classical correspondence in intrinsic decoherence dynamics even though the
initial distribution function of the first subsystem is considerably delocalized. See the text for details. All variables are in
dimensionless units.
These results show the usefulness of the second-order perturbation theory in understanding QCC in intrinsic deco-
herence dynamics emanating from squeezed initial states. Also of interest is intrinsic decoherence dynamics associated
with sufficiently localized initial states, which, in accord with the previous perturbation results, should display excel-
lent early-time QCC for any coupling potential V12(Q, q). We now computationally examine QCC at later times for
localized states as initial conditions and explain the results in terms of a simple classical theory of intrinsic decoherence
dynamics.
IV. LOCALIZED INITIAL STATES
A. Simple Classical Approach
Below we show that Sq(t) and Sc(t) are often in excellent agreement, over large time scales, for initially localized
states, significantly extending the perturbation theory result. In doing so we compare the quantum Sq(t) with full
classical mechanics as well as with a simple classical theory derived in this section. The latter provides further insight
into the origins of increasing Sc(t).
7To derive the simplified classical result we first use Liouville’s theorem to reexpress Sc(t) as
Sc(t) = 1− 2pih¯
∫ ∫
ρc(Q(t), P (t), q(t), p(t), t)
×ρc(Q(t), P (t), q′, p′, t) dq′ dp′ dQ(t) dP (t) dq(t) dp(t)
= 1− 2pih¯
∫ ∫
ρc(Q,P, q, p, 0)ρc(Q(t), P (t), q
′, p′, t) dq′ dp′ dQ dP dq dp
= 1− 2pih¯
∫ ∫
ρc(Q,P, q, p, 0)ρc(Q
′′, P ′′, q′′, p′′, 0) dq′ dp′ dQ dP dq dp, (27)
where (Q(t), P (t), q(t), p(t)) is the phase space location of the trajectory emanating from (Q,P, q, p) at t = 0, and
(Q′′, P ′′, q′′, p′′) is the phase space location of the trajectory at time zero if the classical trajectory is propagated
backwards from (Q(t), P (t), q′, p′). Because the initial state ρc(Q,P, q, p, 0) is assumed highly localized in phase
space, (Q′′, P ′′, q′′, p′′) must be very close to (Q,P, q, p) in order for the term ρc(Q,P, q, p, 0)ρc(Q
′′, P ′′, q′′, p′′, 0) in
Eq. (27) to be appreciable and thus to contribute to Sc(t). Hence a convenient approximation can be made: we
assume that, at time t, only those backward trajectories near (Q(t), P (t), q(t), p(t)) need be taken into account. This
means that we treat Q′′ −Q, P ′′ − P , q′′ − q, p′′ − p, δq′ ≡ [q′ − q(t)], and δp′ ≡ [p′ − p(t)] as sufficiently small such
that
Q′′ ≈ Q+M13(t)δq′ +M14(t)δp′,
P ′′ ≈ P +M23(t)δq′ +M24(t)δp′,
q′′ ≈ q +M33(t)δq′ +M34(t)δp′,
p′′ ≈ p+M43(t)δq′ +M44(t)δp′, (28)
where Mij (i, j = 1, 2, 3, 4) is the stability matrix associated with the backward trajectories emanating from
(Q(t), P (t), q(t), p(t)):
Mij =
∂(Q,P, q, p)
∂(Q(t), P (t), q(t), p(t))
. (29)
Although this approximation should be less reliable for chaotic systems, we demonstrate below that, it is, nonetheless,
computationally useful in both integrable and chaotic cases.
For simplicity we consider below a specific example in which ρ˜01(Q,P ) and ρ˜
0
2(q, p) are symmetric Gaussian states
given by Eq. (26) with σQ = σP =σq = σp ≡ σ =
√
h¯/2. Other distributions can be considered in an analogous
fashion. Substituting Eqs. (26) and (28) into Eq. (27) and evaluating the integrals, we obtain
Sc(t) = 1− 1
2
〈
exp
[
U2X2+V 2Y 2−2UV Z
2σ2(X2Y 2−Z2)
]
√
X2Y 2 − Z2
〉
ρ′
c
, (30)
where
X = M213 +M
2
23 +M
2
33 +M
2
43,
Y = M214 +M
2
24 +M
2
34 +M
2
44,
Z = M13M14 +M23M24 +M33M34 +M43M44,
U = (Q−Q0)M14 + (P − P0)M24 + (q − q0)M34 + (p− p0)M44,
V = (Q−Q0)M13 + (P − P0)M23 + (q − q0)M33 + (p− p0)M43, (31)
and
ρ′c(Q,P, q, p) = 4pi
2h¯2[ρ˜01(Q,P )]
2[ρ˜02(q, p)]
2. (32)
Equations (30) and (31) indicate that the classical dynamics of intrinsic decoherence is closely related to the classical
stability matrix elements averaged over a rescaled initial distribution function. This interesting connection provides
insight into a variety of interesting aspects of quantum intrinsic decoherence dynamics [18, 19, 20, 21, 22]. For
example, for chaotic dynamics in which classical trajectories are highly unstable and therefore in which |Mij | increases
rapidly, Sc(t) should increase much faster than for the case of integrable dynamics. This observation can, with the
assumption that there is fairly good QCC in intrinsic decoherence dynamics, directly explain previous results on
quantum signatures of classical chaos in the dynamics of quantum entanglement [18]. Further, because Eqs. (30) and
(31) are expressed in terms of classical stability matrices, characteristics of the time dependence of Sc(t) and therefore
of Sq(t) can be easily related to the time and space fluctuations in the instability of classical trajectories.
8B. Computational Results: Localized Initial States
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FIG. 3: A comparison between Sq(t) (dashed line) and the approximate Sc(t) (solid line) calculated from Eq. (30) for the
quartic oscillator model in the case of integrable dynamics (α = 0.03, β = 0.01). The initial state is given by Eq. (26), with
σP = σQ = σp = σq =
√
h¯/2, h¯ = 0.005, Q0 = 0.4, P0 = 0.5, q0 = 0.6, and H(Q0, P0, q0, p0) = 0.24. Full classical results based
upon Eq. (27) are represented by discrete circular points. All variables are in dimensionless units.
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FIG. 4: Same as in Fig. 3 except for strongly chaotic dynamics (α = 1.0, β = 0.01).
Consider then QCC over large time scales for localized initial states for both integrable and chaotic cases. To
do so we examine the quartic oscillator model as well as results where the coupling potential is replaced by the
nonlinear potential V12(Q, q) = 0.5Q
2q2 +Q4q2. The initial states are chosen to be localized initial states, and both
the full classical dynamics and the approximate time dependence of Sc(t) in Eq. (30) are compared to the quantum
result. Specifically, we realize the ensemble average in Eq. (30) by Monte-Carlo simulations, using only 2 × 104
sampling classical trajectories from which the stability matrix elements Mij are evaluated. The initial Gaussian
states are chosen symmetric with σ =
√
h¯/2 = 0.05 and are sufficiently localized so that Eq. (28) should be a valid
9approximation. Full classical results for Sc(t) (represented again by discrete circular points), which are much more
demanding computationally, are also provided below.
Figures 3 and 4 compare results for Sc(t) obtained from Eq. (30) and from exact classical results with Sq(t) (dashed
line) for integrable and chaotic dynamics in the quartic oscillator model, respectively. A number of observations are
in order. First, it is clear that in both cases the approximate Sc(t) are in excellent agreement with the full classical
results, confirming the utility of the simple model [Eq. (30)]. Second, both Sc(t) and Sq(t) are seen, in the chaotic
case, to relax faster towards 1.0 than they do in the integrable case. Third, the oscillation amplitudes of Sq(t) in
the chaotic case are much smaller than that in the integrable case. Hence, the fast relaxation and small-amplitude
oscillations of Sq(t) shown in Fig. 4 may be regarded as fingerprints of the underlying classical chaos. Finally, and
most importantly, the entire time dependence, including oscillations in Fig. 3 and Fig. 4 of Sq(t) are beautifully
captured by both the exact and the approximate Sc(t). It should also be noted that the QCC time scale shown in Fig.
4 is appreciably longer than is the QCC break time tb ∼ 5.0 for the same h¯, obtained by quantitatively comparing the
structure of the classical and quantum distribution functions [23]. This can be understood by the fact that Sc(t) [or
Sq(t)] describes the reduced distribution functions ρ˜c(Q,P, t) [or ρ˜W (Q,P, t)] which is insensitive to the fine structure
of ρc(Q,P, q, p, t) [or ρW (Q,P, q, p, t)].
Calculations for many other initial states confirm that the QCC results shown in Figs. 3 and 4 are typical, indicating
that (a) QCC is essentially exact over large time scales and (b) the simple classical theory of intrinsic decoherence
dynamics introduced above provides a useful approximation to the exact results.
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FIG. 5: Same as in Fig. 3 except for strongly chaotic dynamics (α = 1.0, β = 0.01), and for a special initial Gaussian state,
with Q0 = P0 = 0, q0 = 0.6 and H(Q0, P0, q0, p0) = 0.24.
Figure 5 shows one case, however, where the approximate Sc(t) and exact classical or quantum results differ
quantitatively. Here the system is still the quartic oscillator model with α = 1.0, β = 0.01, but with an initial state
of special type. In particular, both the initial average position Q0 and the initial average momentum P0 are set to
zero. Initial states of this type are called channel states [17], and effectively give rise to very weak coupling between
the two subsystems over a considerably large time scale. Indeed, since at short times df/dQ ≈ ∆f(Q)/∆Q ≈ 0
for Q ≈ Q0 = 0, one obtains from Eqs. (22) and (23) that 1/τ2c,2 = 1/τ22,q ≈ 0. Therefore the early-time intrinsic
decoherence rate should be small, as seen in Fig. 5, although the underlying classical dynamics is strongly chaotic.
For this reason one expects that the dynamical behavior of Sc(t) and Sq(t) should differ from previous cases. As
shown in Fig. 5, in this case both Sq(t) and Sc(t) increase in a step-wise fashion, distinctly different from that in Figs.
3 and 4. Agreement between them remains excellent. However, the approximate Sc(t) misses some of the important
structure.
In Fig. 6 we show the QCC result for a simple variant of the quartic oscillator model, i.e., V12(Q, q) = 0.5Q
2q2+Q4q2,
a coupling potential that is neither linear nor quadratic. As seen in Fig. 6, even with such nonlinear coupling Sc(t) and
Sq(t) are in excellent agreement over large time scales. This emphasizes the fact that the good QCC results observed
in the quartic oscillator model are not due to the fact that the coupling potential therein is quadratic. Hence, we
conclude that for initially localized states, our simple classical theory of intrinsic decoherence dynamics [see Eq. (30)]
is generally useful in describing intrinsic decoherence dynamics in smooth Hamiltonian systems.
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FIG. 6: Same as in Fig. 3 except for a modified quartic oscillator model in which V12(Q, q) = 0.5Q
2q2 +Q4q2.
V. DISCUSSION AND SUMMARY
Quantum entanglement between individual subsystems has no classical analog. Nevertheless, as shown in this work,
the quantum dynamics of quantum entanglement, as manifest in the quantum dynamics of intrinsic decoherence, does
have a classical analog in classical Liouville dynamics describing classical correlations between classical subensem-
bles. Hence it is useful to isolate the conditions under which there is good QCC in intrinsic decoherence dynamics.
This is done analytically, for early-time dynamics and for weak decoherence, by a second-order perturbative theory.
Interestingly, as demonstrated by our computational studies in Sec. III and Sec. IV, the physical picture of QCC
afforded by the perturbative treatment can be still very useful even when the time scale under investigation is rela-
tively long and the degree of intrinsic decoherence is significant. In particular, under the circumstances where there is
good early-time QCC, classical Liouville dynamics can provide a simple means of understanding different aspects of
intrinsic decoherence dynamics, for relatively large time scales and for both integrable and chaotic dynamics. Further,
we have derived an approximate but very simple classical theory of linear entropy production of intrinsic decoherence
dynamics associated with localized initial states, and shown that the rate of entropy production is closely related to
the stability properties of classical trajectories.
Clearly, the linear entropy is just one of many possible representation-independent measures of intrinsic decoherence,
and Sq(t) ≈ Sc(t) does not mean that the quantum dynamics is equivalent to the corresponding classical Liouville
dynamics. For example, if the saturation value of the linear entropy in the long time limit is of particular interest,
then the measures 1/[1− Sc(t)] and 1/[1− Sq(t)] (which gives the number of orthogonal states that are incoherently
populated) should be more useful in describing QCC. Indeed, our results in Figs. 4 and 6 suggest that as time increases
one has 1/[1 − Sc(t)] >> 1/[1 − Sq(t)]. This is consistent with our previous observation [8] that, decoherence can
dramatically improve QCC, but even strong decoherence does not necessarily suffice to ensure that quantum entropy
production is the same as classical entropy production.
It should also be pointed out that the model quantum systems studied in this paper are still far from the semiclassical
regime. This is indicated, in the chaotic case of the quartic oscillator model for example, by the fact that the QCC
break time is relatively short compared to the time scale that we examined. Correspondence will worsen quantitatively
with increasing h¯, although, as discussed above, h¯ is far from the only factor influencing the quality of the QCC.
However, we note that for localized initial states the qualitative features of the time dependence of classical and
quantum linear entropy may remain similar to one another with much larger effective Planck constants. For example,
Fig. 7 displays fairly good QCC between Sq(t) and Sc(t), in the chaotic case of the quartic oscillator model, with
h¯ = 0.05 and with an initial symmetric Gaussian state.
A number of interesting extensions of this work are under consideration. First, it seems straightforward but
necessary to consider cases in which the coupling potential depends upon both position and momentum. Second,
we propose to further investigate the role of the dynamics of the subsystems in addition to that of the coupling
potential (e.g., the dynamics in coupled Morse oscillator systems). Third, it is interesting to study QCC in intrinsic
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FIG. 7: A comparison between Sq(t) (dashed line) and Sc(t) (discrete circular points) for strongly chaotic dynamics of the quartic
oscillaor model (α = 1.0, β = 0.01) and for h¯ = 0.05. The initial state is given by Eq. (26), with σP = σQ = σp = σq =
√
h¯/2,
Q0 = 0.4, P0 = 0.5, q0 = 0.6, and H(Q0, P0, q0, p0) = 0.24. All variables are in dimensionless units.
decoherence dynamics in terms of the decay of off-diagonal density matrix elements. Such studies are ongoing, with
preliminary studies [24] indicating that comparing the time dependence of off-diagonal density matrix elements to its
direct classical analog [8] will provide deeper insights into QCC in intrinsic decoherence dynamics.
To summarize, we have shown that classical dynamics can be very useful in describing intrinsic decoherence dynamics
in smooth Hamiltonian systems. In particular, we have identified conditions under which excellent quantum-classical
correspondence in the early-time dynamics of intrinsic decoherence is possible via a second-order perturbative treat-
ment, have presented a simple classical theory of intrinsic decoherence dynamics emanating from localized initial states,
and have provided supporting computational results. The hope is that by extending this study to high-dimensional
Hamiltonian systems, we may use purely classical approaches to describe (at least qualitatively) the dynamics of
quantum entanglement or intrinsic decoherence in polyatomic molecular systems.
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