Introduction
Laser processing of materials has been the focus of scientific research almost from the time lasers were invented [1] - [9] . Today, many applications in which lasers interact with matter are routine in industry and daily life, for example data storage on compact discs or digital video discs. Nevertheless, details of the interaction between high power densities laser light and materials are unknown. There are controversies surrounding the question of whether a polymer film exceeds its equilibrium degradation temperature when laser-heated by several hundreds of kelvin [10] , or not [8] . Several scientific attempts were made to measure or simulate the temperature of laser-heated polymers [10, 11] , but none could give a definitive answer for the lack of general applicability.
Measuring high temperatures with a high time and space resolution is challenging. To reach the scales of microseconds and micrometres, any method with direct contact between the sample and the detector is inapplicable, since the measurement itself would influence the process dramatically. For example thermocouples, even if the size scale would be adapted, already possible considering special atomic force microscopy approaches [12] , are not an option. Methods that use thermal emission require no sample detector contact and thus provide a far better alternative. Standard pyrometer or infrared techniques fail because of lack of knowledge about the emissivity or, worse, because of lack of spatial resolution. Nevertheless, thermal emission can be used to determine the temperature if the visible range is used and if the emission is recorded with respect to wavelength, i.e. with a spectral resolution. This general method, called spectral pyrometry, is already well known [13] , but its application to a laser heating process has never been realized.
Black body thermal radiation is given by Planck's law [14] . The spectral radiance per photon energy as a function of wavelength and temperature is
where h is the Planck constant, c the speed of light and k the Boltzmann constant. Using this version of Planck's law, it is possible to relate the number of photons (n p ) of different wavelengths or wavelength intervals directly to the temperature of the emitting matter (equation (2)). Emissivity is set to constant over the range of wavelengths. This is no oversimplification but rather a feasible approach as shown in the work of Kop'ev et al [15] .
In addition equation (2) can be simplified if the temperature range and the spectral range are limited. When the thermal radiation in the visible range is regarded with temperatures not higher than 2000 K, the denominator can be simplified as
With this assumption, equation (2) can be written as
with A being a fitting parameter. For an easier analysis, a linear representation of Planck's law is more convenient:
In this paper, we present a new method using spectral pyrometry to resolve the temperature profile of a laser heating process on a polymer film. A setup including a laser, high-performance optics, a CCD camera including an amplification unit and several interference filters for the spectral sensitivity was built up. Thin polymer films were illuminated with the laser to detect the thermal emission. By fitting Planck's law to the measured spectral dependence, we could determine the temperature during the heating process as well as just after it.
Experimental setup
The experimental setup (figure 1) consists of a 810 nm diode laser (Schaefter and Kirchhoff GmbH) that is electrically modulated, allowing the creation of pulses with a minimum duration of 10 µs. The laser is focused onto the sample surface and reaches high power densities of the order of 100 kW cm −2 . The intensity distribution is Gaussian, but, due to the angle of incidence of 67
• (90 • is not possible, see figure 1 ), it is distorted along the long axis of the elliptically shaped beam profile. The focused diameter is 4 × 10 µm 2 (1/e 2 ). Light is detected via a 100× objective with a long working distance (ULWD 100×, Motic Incorporation Limited) and a zoom objective (Zoom 70XL, Qioptiq Imaging Solution), which is modified to allow space for a wheel of interference filters. The wheel contains 12 bandpass filters with central wavelengths between 500 and 760 nm, i.e. below the laser wavelength, and a band full-width at half-maximum (FWHM) of about 10 nm (Andover Corporation). Additionally, a notch filter for the laser wavelength (Single Notch Filter for 808 nm-E grade, Semrock Inc.) is inserted into the optical path. As a fast and sensitive detecting unit, a firewire CCD-camera system including a multichannel plate as an amplification unit as well as an external high-frequency pulse generator is used ('Single Photon Imaging Camera', Theta System Elektronik GmbH). To obtain the high time resolution as well as the synchronization between laser and the detection system, a desktop computer equipped with a multifunctional PCI card (M-Series, PCI-6221 (37 Pin), National Instruments Corporation) is connected to the setup. The sample is mounted on a three-dimensional translation stage (Micos GmbH). The motor movement of the stages and the interference filter wheel is set via a computer through two motor controller cards (SMC-PCI, SM-Series, Micos GmbH). Automation as well as data acquisition and storage is controlled by Labview 8.5.1 programs. Measurements of the thermal radiation were conducted with a laser pulse of typically 15 µs, an integration time of 1 µs and a defined delay time between 0 and 50 µs (figure 2). In this way the thermal radiation during laser illumination and the cooling afterwards could be recorded.
For one laser pulse, only the radiation for one wavelength interval could be acquired, so after each laser pulse the sample was moved to a different position and the radiation measurements for the next wavelength were collected. For statistical reasons multiple intensity profiles were taken for every wavelength, allowing an average over a bigger sample area. The method assumes a homogeneous sample surface. However, additionally adjustment experiments are carried out to check whether the surface is in focus before and after the laser heating experiment. In this experiment, the laser-induced emission is imaged without any interference filter and the sample surface height is optimized for the laser and the optical system to be in focus. Thus, systematic changes in the sample topography are noticed. However, statistical errors caused by the performance of the individual parts of the setup, e.g. laser or camera, can be neglected by using a high average.
Calibration of the detector system was carried out using a halogen lamp with a known spectrum (Cal CL2, Bentham Instruments Ltd) and a stabilized voltage source (NTN 350-20, FuG Elektronik GmbH).
As a reference system, a heatable atomic force microscopy cantilever was measured with the detecting part of the setup, i.e. without using the laser. The cantilever (ThemaLever Probes AN2-200, Anasys Instruments Corp.) was heated by the use of an external voltage source (Ex 354D Dual Power Supply, Thurlby Thandar Instruments).
Polymer films were fabricated by blade coating from a poly(styrene) solution (molecular weight (M n ) = 315.000 g mol −1 , PDI = 1.07 (GPC, PS-Standard), made by anionic polymerization) including 9.3% of a quarterylene dye (N ,N -bis-(N -2,6-diisopropylphenyl)-1,6,11,16-tetrakis( p-tert-octylphoxy)-8 (9) ,18-dibromo-quaterrylene-3,4:13,14-tetracarboxydiimide) with the absorption maximum at 758 nm. The thickness of the films was 1-2 µm.
Furthermore, topological microscope analysis was conducted using a µsur f white light confocal profilometer (Nanofocus AG) including an Olympus UMPLFL 100× objective. For scanning electronic microscope images, a Geminin 1530 (Zeiss/LEO) was used.
Results and discussion
To prove the thermal nature of the radiation, the measured intensity, using typical experimental settings, is integrated over an area of 30 × 30 µm 2 . The background is subtracted and a spectral correction according to a calibration measurement of the optical detection system was carried out. As a result, the logarithm of intensity multiplied with the wavelength to the power of four is plotted versus hc/kλ in figure 3 . The error bars are given by the FWHM of the interference filters and the standard deviation of the averaged integrated intensity. As predicted by equation (5), a linear decrease was observed. The linear fit function is a good representation of the collected data in this plot; deviations stay almost always inside the error. Small deviations occur due to a possible change in emissivity between the different wavelengths or due to statistical reasons, since the result represents an average over a bigger sample area. The deviation in the small-wavelength region, i.e. high hc/kλ, is caused by the worse signal-to-noise ratio, indicated also by the increased size of the error bars and should therefore not be overinterpreted. However, the graph in figure 3 shows that thermal emission is recorded and no other emission mechanism, e.g. emission after a two-photon absorption process, needs to be taken into account even for the high power densities applied. Disturbance by fluorescence or phosphorescence can be excluded because the emission only for wavelengths below the laser wavelength was recorded. The 30 × 30 µm 2 average gives a temperature of 890 K, although the area exposed to the heating laser was only about 4 × 10 µm 2 . To obtain a two-dimensional temperature distribution, the following procedure was conducted (figure 4). Firstly, for each wavelength and each delay time, multiple two-dimensional photon distributions were recorded. These individual distributions were averaged, the background was subtracted and a correction according to the calibration was carried out. Finally, for every delay time, a linear fit according to equation (5) was performed for every pixel of the two-dimensional distribution. The slope of each ln[n p × λ 4 ] versus hc/kλ curve gives T −1 . Due to the steep dropdown of intensity for low temperature in the short-wavelength region and the resulting different signal-to-noise ratios, the following algorithm is used: for every pixel, multiple line fits are calculated using the high-wavelength data first and subsequently adding up the low-wavelength data. Then, by comparison of the errors for the various line fits, the best result is chosen. Figure 5 shows the two-dimensional temperature profile on a polymer film during and after laser heating for different delay times (delay with respect to the start of the laser pulse). The laser pulse duration was set as 15 µs, so the first four images show the temperature distribution while the laser is on. The last four images show the cooling of the polymer film after the laser is switched off. Blue areas indicate pixels for which the fit only gave temperatures without a physical meaningful value (below 300 or above 3000 K) or for which the error exceeded the limit of ±250 K. These two-dimensional temperature distributions show that high temperatures above 1000 K are reached during the laser heating process. Such high temperatures are only present for a few microseconds.
Furthermore, a closer look at the different delay times in figure 5 indicates that the heating and cooling phases are very different in temperature distribution as well as in temperature level. While the heating starts slowly and extends gradually in area and level, the cooling is fast at the beginning in terms of the area but the level of the temperature is kept for 25-35 µs at more than 500 K. For a comparison between heating and cooling the specific laser intensity versus time profile may be relevant. As the laser is electrically modulated, the intensity profile is not rectangular on a microsecond time scale. So the heating phase might strongly depend on the behaviour of the laser while turned on.
The temperatures shown in figure 5 are the result of a linear Planck analysis. Typical errors for the line fits are of the order of 20-50 K for pixels with a temperature higher than 500 K. However, there is no other evidence for systematic deviations in the fits to Planck's law ( figure 3) .
We used white light confocal profilometry to study the effect of laser irradiation on the surface topology of the polymer films. Typical results are shown in figure 6 . Elliptical holes of about 3 × 8 µm 2 in FWHM and 1.2 µm in depth are formed. This corresponds to the size of the laser spot of 4 × 10 µm 2 . The slight symmetric deviation along the long axis of the ellipsis can also be related to the angle of incidence being different from 90
• and therefore burning holes with a small tilt. These holes are surrounded by a corona of about 11 × 17 µm 2 in size and about 100 nm in height. These parts of the film also must have been heated up directly or indirectly by the laser light but the ablation threshold was not reached.
A comparison between the microscope images and the two-dimensional temperature profile ( figure 5) shows that the part where material is ablated and a hole is formed was heated to more than 900 K. The corona was heated to about 700-800 K. Parts further outside were still heated to almost 600-700 K for several microseconds while at the same time the film . Two-dimensional temperature distribution for different delay times during and after laser heating, 15 µs laser pulse, delay times given in the lower left corner of each graph, 1 µs integration time, poly(styrene) film about 2 µm thick, 9.3% dye.
remained unchanged. Thermogravimetric measurements showed that poly(styrene) decomposes fully above 723 K [16] . Our experiments prove that poly(styrene) survives a temperature of 700-800 K if it is only exposed for a short time of about 5 µs. Furthermore, an explanation for the asymmetric distribution in the temperature profile can be given. Especially for a delay of 14 µs but also for 20 µs, the hottest region is not the centre of the spot. A crescent-shaped area located at the side wall of the formed holes is higher in temperature. This is in contrast to the laser power density distribution, which is maximum at the centre. A possible explanation can be provided regarding the mechanism of energy conversion. The laser energy is absorbed by the dye and dissipated to the polymer matrix. However, holes are formed in the process, reducing the amount of dye at the centre by ablation and thus also the absorption cross section. At the rim of the holes the film is still intact and dye is still present. So even if the laser power density is smaller, the amount of energy-converting dye is higher than at the centre, leading to a higher temperature. The reason that a crescent-shaped area is obtained White light confocal profilometry image of a polymer film after laser irradiation (experimental conditions are as described in figure 5 ).
and not a circular corona is due to the chosen angle of incidence. After a hole has formed, one side wall is subject to a higher photon flux than the other. We would like to point out that the thermal radiation is not selective for the polymer film. The surrounding air or ablated material also emits a radiation spectrum according to their temperature. The recorded thermal emission is a sum of all heated components. For the outer parts heated to 600-700 K, diffusing air and ejected, ablated material might be more relevant. However, the sample surface, the polymer film, is in the focus of the objective. Therefore, ablated material is not likely to contribute to the temperature signal. Ablated material was shown to be ejected with speeds of the order of the speed of sound by Wen et al using ultrafast microscopy [17] . So the material should leave the field of view in a fraction of one microsecond and thus be invisible for the detector.
For a better understanding of the collected temperature graphs a heatable atomic force microscopy cantilever was analysed in terms of temperature distribution (figure 7). These cantilevers incorporate a resistive heater, located close to the tip, allowing a temperature control via tuning the electrical potential and current by an external power supply. In this way, heating to more than 1000 K in steady-state conditions is possible. The tip itself is not visible in the temperature profile as it is small and should have the same temperature as the rest of the surrounding cantilever. Figure 7 shows that the end of the cantilever is heated to about 1200 K. Heating is only locally applied, since 70-80 µm further along the cantilever the temperature drops so low that it cannot be resolved with the applied detection system (figure 7(b), blue area on the left side along the cantilever). Furthermore, apart from the cantilever itself, a corona of hot air is also visible in the temperature graph. This leads directly to the conclusion that heated air is also visualized by the applied setup.
Returning to the heated polymer film, the above result shows that the recorded thermal emission is a combination of the polymer film and hot air generated during laser heating.
Summary and conclusion
An experimental setup is described that allows us to measure temperatures with high spatial (about 1 µm) and time resolution (1 µs). The results show that the temperatures of a laser heating process on polymer films can exceed the degradation temperature by several hundreds of kelvin without decomposing the polymer as long as the temperature is kept for a short time only. The contribution of ablated material and heated air to the thermal emission signal is still open. The latter case may lead to a misinterpretation. Experiments using heatable AFM-cantilevers indicate that our method, the way of data acquisition and analysis, is in principle feasible and that there is no limitation for use only in laser heating processes. Further work will simulate the laser heating experiment and compare the result with the experimental data to find out whether the process can be fully understood with known heat conductivity and heat capacity or if the polymer shows a different behaviour in such extreme conditions.
