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A B S T R A C T
Multivariate classiﬁcation methods based on analytical ﬁngerprints have found many applications in the
food and feed area, but practical applications are still scarce due to a lack of a generally accepted
validation procedure. This paper proposes a new approach for validation of this type of methods. A part of
the validation procedure requires a description of qualitative aspects: the method’s goal and purpose and
adequateness of the sample sets used. The required quantitative performance is assessed from
probabilistic data. Probability distributions are generalized using kernel density estimates, which allow
meaningful interpolation and direct comparison and combination of different distributions. We propose
inclusion of a permutation test, and provide suggestions for the assessment of the analytical repeatability
in the method’s probabilistic units. The latter can serve as a quality control measure. For assessment of
the method’s overall performance, we propose to apply the combined cross validation and external
validation set probability distributions in order to obtain the best estimate for the method’s performance
on future samples. Qualitative and quantitative aspects are to be combined into a validation dossier
stating performance for a well-deﬁned purpose and scope. The proposed validation approach is applied
to a case study: a binary classiﬁcation discriminating organic from conventional laying hen feed based on
fatty acid proﬁling that is essential to ensure the organic status of eggs for human consumption. For this
case study, an expected accuracy for organic feed recognition of 96% is obtained for an explicitly deﬁned
scope.
ã 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Contents lists available at ScienceDirect
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In the area of food and feed authentication, analytical
ﬁngerprinting combined with multivariate classiﬁcation is an
approach that allows non-targeted discrimination between groups
of products. These methods could answer questions that cannot be
answered by analyzing the concentrations of single compounds, as
the natural within-group variability for natural products is usually
rather large for any single compound and prevents a solid
between-group discrimination. Moreover, an analytical ﬁngerprint
is much harder to intentionally manipulate by a fraudster than just
a limited number of speciﬁc markers. Examples of such analytical
ﬁngerprinting approaches include the discrimination of organic
from conventional produce (eggs, (Tres et al., 2011), meat (Ballin,* Corresponding author.
E-mail address: martin.alewijn@wur.nl (M. Alewijn).
http://dx.doi.org/10.1016/j.jfca.2016.06.003
0889-1575/ã 2016 The Authors. Published by Elsevier Inc. This is an open access article un2010; Sentandreu and Sentandreu, 2014)), various geographical
origin issues (Cubero-Leon et al., 2014), processing conditions
(virgin status of olive oil (Dais and Hatzakis, 2013)), product origin
(wild/farmed ﬁsh (Arechavala-Lopez et al., 2013)), speciality
production (GTS, Leidse kaas: (Galle et al., 2011)) or biological
origin or adulteration (Reinholds et al., 2015). All these applica-
tions have in common that they use some form of ‘conventional’
methodology (for food/feed predominantly analytical chemistry)
to produce an analytical ﬁngerprint, or chemical or physical proﬁle.
This is combined with multivariate classiﬁcation methods to
establish a class discrimination based on product characteristics.
With a database of previously analyzed (reference) samples and
such a model, the ﬁngerprint of a new sample can provide
information on the class membership of that sample.
In many published cases, authors describe successful scientiﬁc
methods. Most of the publications have a section on validation of
the method, which is of diverse nature, and generally limited to
reporting a certain metric on the performance of the classiﬁcationder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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2015; Trullols et al., 2004), and possibly incomplete. However, if a
multivariate classiﬁcation method is to be used as a reliable
screening or conﬁrmatory method for food/feed producers and/or
service laboratories, a higher level of validation is pivotal (van der
Voet et al., 1999; Esslinger et al., 2014). In contrast to the validation
of conventional – targeted – analytical methods, there are no
internationally recognized protocols for the validation of multi-
variate classiﬁcation methods in practice (López et al., 2014).
Establishing a multivariate classiﬁcation method requires
sufﬁcient quality of (1) the sample set, (2) the analytical method,
and (3) the chemometric method. In contrast to conventional
analytical methods, these three parts inﬂuence each other, and
together determine the quality of the resulting model. For
analytical chemists it may be tempting to focus the validation
on the performance of the analytical method, as procedures exist in
many cases to do so. Certainly, proper control of the analytical
performance is valuable, but analytical performance criteria are
not sufﬁcient for the evaluation of the total model. When applying
the method, the prediction for new samples is calculated using all
information included in the database, which is established using a
combination of the (training) samples collected, analyzed by a
certain method with a given accuracy, and discriminated by a
statistical method which is usually optimized using the (training)
data. The validation should therefore be an integrated approach:
the collection of the reference database, analytical performance,
and model building are all interlinked and thus the quality of the
total method needs to be validated as a whole, and not just the sum
of its parts.
This paper aims to provide a concept for a full validation of
multivariate classiﬁcation methods in practice, which uses
straightforward and easy interpretable parameters to estimate
the performance that the method is expected to attain for future
samples in a clearly deﬁned scope. In each paragraph, we give a
brief overview of the concept’s general approach, and demonstrate
the approach with a case study. In the case study, the validation
procedure is performed on a previously published method on
authentication of organic feeds (Tres and van Ruth, 2011). True
organic feed is required for the production of organic eggs for
human consumption, and therefore this case study is relevant to
the methodology developed previously for the authentication of
organic eggs (Tres et al., 2011) that could add more conﬁdence to
the reliability in the human food chain. The latter method,
developed for Dutch eggs, has been successfully challenged with
external data from a large number of countries (van Ruth et al.,
2013).
2. Case study details
Whereas this paper aims to describe a procedure for the
validation of multivariate classiﬁcation methods in general, a
speciﬁc case study is used as an example. The required
experimental details are described in this section.
2.1. Sample sets
Separate training and validation sets were obtained for this
case study. The “training set” consists of 36 organic and 61
conventional samples of chicken feed from different egg-
producing farms across the Netherlands in 2009 and 2010, were
collected and analyzed as described previously (Tres and van
Ruth, 2011). As “validation set”, we obtained additional samples
in 2013 at ﬁve out of the seven companies licensed to produce
organic feed in the Netherlands. We obtained 14 organic and 11
conventional samples of chicken feed. All samples were stored at
20 C until milling and analysis.2.2. Fatty acid analyses
The fatty acid composition of the samples from the training set
was analyzed in 2010, as described previously (Tres and van Ruth,
2011). The samples from the validation set were analyzed in 2013
utilizing the same protocols as before for sample preparation, fat
extraction, and fatty acid methyl ester (FAME) preparation. GC
analysis was performed on a different machine and different
conditions: an Agilent (Santa Clara, CA, USA) model 7890A gas
chromatograph equipped with an Agilent J&W Select FAME GC
Column (50 m x 0.25 mm, CP7419), a ﬂame ionization detector (at
280 C), and a split/splitless injector (at 270 C). 1 mL of sample was
injected with a split ratio of 50:1, and carried by helium at 0.9 mL/
min in constant ﬂow mode. The oven was programmed initial at
100 C for 1 min, and then ramped with 4.5 C/min to 230 C and
kept for 9 min. Fatty acids were identiﬁed using their retention
times in relation to a FAME reference mix solution. All samples in
the validation set were analyzed in duplicate, and every analytical
series contained a certiﬁed reference material (CRM, BCR1-163,
IRMM/JRC, Geel, Belgium) to check for instrumental bias. Results
are expressed as percentage of total fatty acid peak area found, as
we are interested in the fatty acid proﬁle rather than the absolute
fat/fatty acid content of the samples.
2.3. Data processing and calculations
All exploratory data analysis, data preprocessing, and initial
classiﬁcation (PLS-DA) were performed using Pirouette 4.0
(Infometrix, Bothell, WA, USA). All other calculations for the
validation of the method are performed using R (R Core Team,
2012). The classiﬁcations were performed using functions from the
caret package (Kuhn, 2008; Kuhn et al., 2015), and applied using
internally developed code. The code as used for all calculations
(classiﬁcation, cross-validation, permutation test, density esti-
mates and graph creations) in this paper is available as
supplementary material, and may serve as starting point to
perform the quantitative aspects of multivariate validations for
other users on other data.
3. Measures of model performance
3.1. Classiﬁcation or probability score
Generally, classiﬁcation models are used to assign a sample to
one of the available classes. In the two-class example used in this
paper, any result is expressed as either of two options, and this
binary response is exactly what the method intends to obtain as
ﬁnal results to be used for decision making on samples. In many
cases, the chemometric model also produces a continuous score
prior to classiﬁcation. If the chemometric model is based on a
probability model, these scores can often be interpreted as
posterior class membership probabilities. The translation of the
probability scores to binary scores means that information is lost
upon classifying the sample. For the purpose of method validation
it is therefore more informative to evaluate the quantitative scores
instead of or in addition to the binary results. Intuitively it is easy to
see that the underlying score obtained for a certain combination of
dataset and chemometric method gives some information on the
model performance: a model consistently producing scores near
either end of the class probability axis is likely to be a ‘better’ model
than the one that consistently produces scores near the middle of
the class probability axis. Even if both produce equivalent
classiﬁcation results for the training set, it is likely that the ﬁrst
model will produce better results for future samples. In addition,
especially with smaller sample sets or split sample sets, resolution
may be a problem: if a class contains 20 samples, the only possible
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model algorithms (Kuhn, 2008) actually produce initially some
form of continuous score (if based on a probability model these can
be interpreted as probabilities, otherwise they can also be
expressed as scores ranging from 0 to 1 on a continuous scale),
and these underlying values in classiﬁcation will be included in the
method’s validation. In some classiﬁcation problems, such as
authentication issues, it may be important not to predict truly
authentic samples as being non-authentic. In food fraud practice
one cannot accuse someone of fraud unfairly. Reducing this error
will be at the cost of some fraudulent samples to be classiﬁed as
authentic. This asymmetry between the class errors can be dealt
with using probabilistic results for classiﬁcation problems, by
changing the classiﬁcation boundary, which is usually implicitly
set at a value of 0.5. The validation approach described below
allows to set the boundary in the method development phase, butFig. 1. Roadmap for the validation of multivariate classiﬁcation methochoosing another boundary than 0.5 is outside the scope of this
paper and therefore not used in the case study.
3.2. Performance measures
The quality of the prediction by classiﬁcation methods has been
expressed using different measures. Well-known examples
include various contingency-table (Ellison and Fearn, 2005)
derived parameters as correct classiﬁcation rates, accuracy,
sensitivity, speciﬁcity, and the Kappa-statistic (Flight and Julious,
2015; Sim and Wright, 2005); and the probability-based methods
such as a number of sum of squares-based parameters (Predictive
Error Sum of Squares, PRESS and related measures as Total sum of
squares (TSS)/Standard Deviation Error in Calculation (SEC)/
coefﬁcient of determination (R2)/cross-validated coefﬁcient of
determination (Q2)), the Brier score (Brier, 1950), and the areads. Numbers refer to the corresponding paragraphs in this paper.
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et al., 2004; López et al., 2014)). Even PRESS and related root-mean-
square error (RMSE)-approaches have been applied for validation
of discrete classiﬁers directly (Nunes et al., 2015; Riedl et al., 2015;
Westerhuis et al., 2008). Most of these measures aim to summarize
the capability of the method in a single value, and could be valuable
to compare models during the model development phase.
However, the resulting numbers may be difﬁcult to interpret in
relation to future method performance, and concerns all classes
with equal weights, whereas the aim of the method may demand
looking at the different classes differently. A method with a food
authentication purpose, for example, requires a high ‘true positive
rate’: true organic samples being classiﬁed as organic, as too
frequent classiﬁcation of true organic samples as conventional
(‘false negative’) will lead to practical problems. In contrast, a good
‘true negative rate’, true conventional samples being classiﬁed as
conventional is desirable, but failing to do so (‘false positive’) in
only some cases will not of practical importance.
In our approach the measures we consider in method validation
are the estimated true positive and true negative rates for future
samples since the aim of method validation is to obtain the chance
of correct prediction of future samples. In the remainder of this
paper, we will generalize the true positive and negative rate
distributions using a kernel density estimate function (KDE)
(Epanechnikov, 1969; Jones, 1989), which is a form of non-
parametric distribution estimation. KDEs are closely related to
histograms, but KDEs allow interpolation and transformation of
the distributions. The results for Kappa and AUROC are presented
as informative addition as well. Kappa is presented because it is a
comprehensive single value based on the contingency table, which
also aims to correct for chance based on class numbers. AUROC is
shown because it provides a good indication of the distance
between the classes, which is conceptually similar to the approach
explained below. In the next section a road map of our approach
towards method validation is presented.
4. Validation procedure
The validation proposed in this paper follows the steps as
graphically presented in Fig. 1, and should lead to a validation
dossier that addresses each of the individual items addressed, and
concludes the validation by explicitly stating a validation
judgment. This judgment summarizes the qualitative and quanti-
tative information gathered into an estimate of accuracy and
conﬁdence for a clearly deﬁned purpose and scope.
Model development is outside the scope of this paper, and
therefore only brieﬂy described in our speciﬁc case study. Although
model development and validation are certainly not separate
processes, this paper aims to describe considerations on the
general principles of method validation, which are step-by-step
illustrated by applying the principles for our speciﬁc case study. In
the following sections the different steps are detailed as “general
approach”, and are illustrated in each section with “the case study”.
4.1. Purpose and scope deﬁnition
4.1.1. General approach
Firstly the purpose, goal, and scope of the method should be
explicitly deﬁned. Preferably, this should be done before building
the model, as the scope and goal inﬂuence the validation process
by setting the demands for the sample selection. Different
purposes affect the ﬁnal acceptance criteria – whether the method
is used as a proof-of-principle of the classiﬁcation strategy, or as a
method that is intended to be used as decision tool on real-life
screening samples, makes a difference on which performance to
accept. If there is no complementary or conﬁrmatory method, andthe result of the classiﬁcation needs to be used to take legal action
based on its results, the predictive performance should be higher
than if the method is just a screening method.
4.1.2. The case study
The method we use as a case study in this paper is deﬁned as an
in-house, qualitative screening (i.e. non-conﬁrmatory) classiﬁca-
tion method, testing whether feed for laying hens is organic
(positive) or conventional (negative). As a screening method for
misuse of the “organic” premium label, we need a low number of
false negatives (i.e. true organic samples being classiﬁed as
conventional), preferably 5% or lower. Some false positives,
conventional samples being classiﬁed as organic are acceptable,
but to the method to be useful, we require the false positive rate to
be 20% or lower. Note that both percentages are arbitrary limits.
The method uses the fatty acid proﬁles of feed samples, and
performs a multivariate comparison against a database of known
true organic and true non-organic (conventional) feeds for laying
hens. This validation aims to test the appropriateness to use the
fatty acid proﬁle as a means to determine if a feed is organic or not,
in the current real-world situation. The method and database are
developed, and thus the scope is limited to feed for laying hens, as
used by Dutch chicken farmers and produced by Dutch feed
suppliers between 2009 and 2013.
4.2. Sample sets: training and validation sets
4.2.1. General approach
The samples to base the classiﬁcation on, i.e. the training set,
should meet a number of requirements:
a All samples should be assigned beyond doubt to either of the
groups of interest.
b They should cover the major relevant sources of variance
expected for the speciﬁc case. That is, all different producers,
origins, storage conditions, freshness, production seasons,
breeds/varieties and any other sources of variance that expert
knowledge considers important for the speciﬁc case should be
included.
c All sources of variance as mentioned under 2), should be
sampled as balanced as possible within the groups of interest.
d Both groups of interest should be sampled “sufﬁciently” (more
below).
The method can only be as good as its underlying sample set. If
the sample set were incomplete or not carefully designed, the ﬁnal
method will have its limitations even when acceptable perfor-
mance is calculated in the validation process suggested below.
Obtaining a sample set meeting these requirements is usually one
of the hardest parts of the model development. Moreover, there is
no established way of quantifying the sufﬁciency or quality of the
sample set, and development of such quantiﬁcation would
strengthen this part of the validation procedure. In qualitative
terms, the choice for the samples in the sample set should be well
described and motivated, and if any concessions need to be made
in the sample set, they should be explicitly reported and evaluated
during validation of the method.
A proper execution of 1) usually depends on understanding the
trade chain or working with truly reliable partners and/or having
access to an alternative method of authentication. 2) and 3) depend
on sufﬁcient knowledge and expertise on the research topic, and
careful motivation on what assumptions to make on possible
sources of variance. 4) Suitable sample numbers are hard to give.
There are some tools available to estimate a suitable sample size,
for example (Martens et al., 2000), but currently the tools to
perform an a priori sample size calculation for multivariate
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hard to use in practice (Brereton, 2006; Faul et al., 2007; Kjeldahl
and Bro, 2010; Westerhuis et al., 2008). Inspection of the
distributions as obtained in the approach suggested in this paper
will reveal problems in number of samples, and foremost, inclusion
of a true external validation set, or system challenge set (Riedl
et al., 2015), will provide insight in the performance of the ﬁnal
method and database.
It is usually impossible to cover all variability in the training set,
due to limitations on logistics of sampling and the time period
(obviously the training samples should be collected in a limited
period of time, and it is often expected that several sources of
variation will lead to changes in samples collected at later periods).
Therefore the validation set selection should generally follow the
same considerations as the training set, with as extra requirement
that it should be gathered in a new time period: the samples
should be collected separately, preferably in a different period and
location than those in the training set, and include all factors that
cover the possible changes in the near future of the method’s
execution. The analysis, if possible, could be done on different
equipment, by different technicians in a different laboratory. In this
way the validation will test for the robustness of the developed
model.
4.2.2. The case study
We refer to the remarks on the sample selection of the training
set to the original paper (Tres and van Ruth, 2011). Samples for
our validation set were collected in 2013, 3 years after the
collection of the training set, covering the majority of possible
sources. For the validation set, representative commercial chicken
feed samples from ﬁve out of the seven feed producers in the
Netherlands were collected in 2013, 14 organic and 11 conven-
tional. These ﬁve producers represent a combined market share
for organic feed of over 90% and their production locations are
well spread over the country. Samples were taken from different
production lines, and ranged from fresh to several months of
storage at room temperature (equal to the common practice).
Compared to the training set, the fatty acid proﬁles were analyzed
by different technicians, using different equipment, and were
measured in duplicate. The resulting averaged fatty acid proﬁles
were predicted using the ﬁnal model and their results used in the
validation below.Table 1
Average fatty acid (FA) composition* and within-group range of organic and conventio
FA Organic feeds (n = 14) 
Average% (SD) Minimum Ma
C14:0 0.17 (0.13) 0.09 0.48
C15:0 0.04 (0.01) 0.02 0.06
C16:0 13.41 (3.77) 10.89 22.8
C16:1n9 0.04 (0.01) 0.02 0.06
C16:1n7 0.18 (0.07) 0.12 0.37
C17:0 0.10 (0.02) 0.05 0.11
C18:0 3.34 (0.27) 3.05 3.86
C18:1T 0.03 (0.02) 0.00 0.06
C18:1n9 31.78 (4.44) 26.23 43.4
C18:1n7 1.25 (0.27) 0.84 1.67
C18:2n6 48.45 (5.13) 39.60 55.2
C18:3n3 0.25 (0.14) 0.00 0.41
C20:1n9 0.21 (0.11) 0.03 0.48
C20:2n6 0.04 (0.02) 0.02 0.08
C20:3n3 + C20:4n6 0.45 (0.05) 0.32 0.55
C24:0 0.27 (0.02) 0.24 0.33
* Within-group averages of results of duplicate determinations of FAME proﬁles obtain
normalized peak areas, includingonly the 16 fatty acids included in the ﬁnal model. Value
Instrumental performance was checked as the obtained values for the fatty acids listed4.3. Analytical ﬁngerprint
4.3.1. General approach
In general, each speciﬁc classiﬁcation problem determines the
choice of the relevant (chemical) analyses, and usually follows
from a combination of expertise/knowledge on the speciﬁc
problem and on proof-of-principle experiments. There are no
other requirements than that the method captures aspects of the
product of interest which could relate to the desired grouping, and
which can be acquired in a reproducible way.
4.3.2. The case study
For our case study, the fatty acid proﬁle was found relevant.
Table 1 shows summary statistics of the fatty acid proﬁles found for
the validation set for the organic and conventional feeds. Only the
fatty acids used in the model are displayed, normalized to 100%.
This selection of fatty acids represents an average of 96.0% (range
93.6–98.9%) of the fatty acids in the GC chromatogram. The results
are in agreement with the results on the training set (Tres and van
Ruth, 2011).
4.4. Model development
4.4.1. General approach
The development of a multivariate classiﬁcation model is
directly dependent on the composition of the training set and the
quality of the analyses. Moreover, there should be a signiﬁcant part
of expert knowledge involved, judging whether the discrimination
between the target groups has a causal chemical/physical base,
rather than a merely mathematical occurrence. The mathematical
aspects of model development are outside the scope of this paper,
but is widely available, e.g. (Berrueta et al., 2007; Brereton, 2006;
Duda et al., 2012).
4.4.2. The case study
The starting point for the development of the chemical
classiﬁcation model is presented in the original publication (Tres
and van Ruth, 2011). The model was re-developed, systematically
performing combinations of data preprocessing (normalization,
autoscaling, mean-centering, range scaling and combinations
thereof) and different classiﬁcation techniques (k-Nearest Neigh-
bors (kNN), Soft Independent Modelling of Class Analogy (SIMCA),nal feeds in the validation set.
Conventional feeds (n = 11)
ximum Average% (SD) Minimum Maximum
 0.61 (0.26) 0.10 0.86
 0.04 (0.02) 0.00 0.07
0 19.89 (3.59) 11.74 24.84
 0.13 (0.06) 0.05 0.23
 1.36 (0.82) 0.15 2.52
 0.12 (0.05) 0.00 0.19
 3.89 (0.45) 3.30 4.72
 0.08 (0.05) 0.02 0.17
4 32.08 (1.53) 28.75 34.22
 1.55 (0.29) 1.02 1.97
9 39.41 (5.50) 33.90 53.42
 0.26 (0.50) 0.00 1.71
 0.17 (0.10) 0.01 0.35
 0.05 (0.03) 0.00 0.10
 0.21 (0.10) 0.06 0.44
 0.14 (0.07) 0.00 0.29
ed from fat extracted from each of the individual samples. Results are expressed as
s in brackets represent the within-group standard deviation (SD) for each fatty acid.
 on the CRM’s certiﬁcate were within the certiﬁed range.
A. resubstitution
1.00.50.0
organic
conventional
●
●
●
●
●
●
●
●●
●
●
●●
● ● ●
●
●
●●●●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●●●●●●
●
●●●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
1.00.50.0
B. cross validation organic
conventional
C. external validation
1.00.50.0
organic
conventional
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●●●
●
●
class probability
D. expanded distribution
1.00.50.0
organic
conventional
Fig. 2. Kernel density estimates of probability distributions for organic (green) and
conventional (red) samples from the case study. Horizontal axis represents the class
probability score, where values between 0 and 0.5 will be classiﬁed as conventional,
samples between 0.5 and 1 as organic. The vertical axis is proportional to the chance
a sample from either class will receive the corresponding class probability score.
Where possible (Fig. 2A and C), actual samples are indicated as dots on the curve.
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
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Neural Networks (ANN) and Support Vector Machines (SVM)) on
the training set, including backward variable selection. A PLS-DA
model on normalized 10log scaled fatty acid data, with autoscaling
and a ﬁxed number of 3 factors was selected as the model to
validate. This model is very similar to the original model (Tres and
van Ruth, 2011), but uses only 16 fatty acid percentages as input.
Previous work knowledge and supports the ﬁnding that the fatty
acid proﬁle of feed can be used to discriminate organic from
conventional feed (Cherian et al., 2002; Samman et al., 2009). This
paper does not address the question whether this speciﬁc
combination of samples, analytical data and chemometric model
is the “best” possible combination, but rather it uses the
combination of this speciﬁc PLS-DA model and the sample sets
described as a case study to the proposed validation protocol as
presented below.
4.5. Performance quantiﬁcation
4.5.1. Baseline performance: resubstitution
4.5.1.1. General approach. The ﬁrst indicator of the performance of
the model is the result of the prediction of the samples that the
model was created with: the re-substitution, or auto- or self-
predicted results. To be able to get sufﬁcient information from the
results, we choose not to focus on classiﬁcation results directly
(Section 3.2), but use kernel density estimates (KDE, Fig. 2) of the
probabilities to plot the results. The vertical axis of a KDE graph
represents the likelihood of ﬁnding the prediction probabilities
plotted on the horizontal axis.
4.5.1.2. The case study. The correct classiﬁcation rate of organic
and conventional samples from the re-substitution is 100% and
95%, respectively (Table 2). Fig. 2 also shows the probabilities of the
actual samples, and shows that all green points are above the
(standard) classiﬁcation boundary of 0.5, and all are classiﬁed as
organic samples. No apparent outliers or sub-grouping is visible.
The KDE of the organic samples actually shows a small part of the
distribution has a probability lower than 0.5 (calculated at 0.55% of
the area of the organic KDE, Table 3), already indicating that the
100% correct classiﬁcation for organic samples reported in Table 2
is over-optimistic. For the conventional samples, the model
generates scores lower than 0.5, to classify them as
conventional samples. However, 3 samples have a score over 0.5
which are classiﬁed as organic and thus as false positives. Visually,
these 3 samples are somewhat disconnected from the other
conventional samples, causing its distribution to protrude well into
the organic area (5.4 area% above 0.5).
4.5.2. Model suitability: permutation test
4.5.2.1. General approach. Overﬁtting is a risk in multivariate
statistics, which is the effect that a reasonable classiﬁcation model
is obtained which is due to a coincidental suitable structure in the
sample set (Westerhuis et al., 2008). The more variables relative to
the number of samples, the more likely a purely random
classiﬁcation is found. Before attempting to validate a method, it
is advised to perform a permutation test if it has not already been
performed during the model development phase. In a permutation
test, the (training) sample set is used, but the class labels of the
samples are randomly permuted. A model is built, and the correct-
classiﬁcation rate is calculated based on the randomly assigned
class labels. The random relabeling and modeling is repeated a
large number of times (the number of possible options can be
found using combination calculations, and quickly reach
astronomical numbers). If few of the permutation iterations giveclassiﬁcation rates that are better than the actual model’s
performance, it is likely (but not guaranteed) that the model
predicts a real, measurable, effect.
4.5.2.2. The case study. A permutation test with 100,000 iterations
is performed, and the results form a null hypothesis distribution.
The classiﬁcation results (Table 2) show that the classiﬁcation
performance of the model is unlikely to be due to chance (P < 0.001
for organic samples and P = 0.035 for conventional samples)
(Westerhuis et al., 2008). This strengthens the hypothesis that
the difference between organic and conventional feed causes a
difference in fatty acid proﬁles.
4.5.3. Analytical error: repeatability
4.5.3.1. General approach. Analytical variation is reduced by using
averaged values of replicated measurements in the model rather
Table 2
Key classiﬁcation performance indicators for 5 different model evaluations that are part of the model’s performance quantiﬁcation.
PR/Sensitivity NR/Speciﬁcity Kappa AUROC
Training set (resubstitution) 100.0% 95.1% 0.935 0.988
Training set (individual replicates) 100.0% 95.1% 0.935 0.989
Repeated cross validation (n = 10.000) 97.3% 93.6% 0.893 0.986
External validation set 92.9% 100.0% 0.920 0.994
Permutation test (n = 100.000) 28.2% 89.2% 0.194 0.323
Permutation test: number of cases equal or better than training set 0 3450 (3.5%) 0 0
PR and NR: Positive Rate and Negative Rate as percentage of the samples.
AUROC: Area Under the Receiver Operating Characteristic (AUROC).
Training set, individual replicates from the training set and the external validation set were predicted using the ﬁnal model.
Repeated cross validation results are average classiﬁcation results from 10.000 random subsets from the training set samples, predicted on models by each subset’s
complementary subset.
Permutation test represents the average classiﬁcation results of 100.000 repeats of prediction of the data from the training set with the class labels in randomized order.
M. Alewijn et al. / Journal of Food Composition and Analysis 51 (2016) 15–23 21than individual values. However, it is relevant to know the amount
of error due to the analytical procedure in the same probability
units as the result of the model. This is the only source of error that
can be estimated separately in most cases, and this gives insight
into this type of variance compared to the total observed variance,
so that other sources of variance can be considered accordingly.
Knowing the analytical repeatability variation will not be used in
the model’s validation directly, as the model is created on averaged
values of analytical replicates, and repeatability is therefore
already included in the model. However, monitoring the
probability results of individual replicates for future samples
and comparing them against the results found in the method
development phase, is a way of transforming the ﬁngerprint, a set
of individual analytical results for a sample, into a single unit that is
directly proportional, relevant and easy to interpret against the
classiﬁcation result. This value could serve as a valuable additional
QC check.
4.5.3.2. The case study. Instead of the averaged value, each
individual replicate was predicted using the model. This
resulted in the same classiﬁcation rates as the averaged values
(Table 2), and very similar KDE graphs (not shown), indicating very
good (analytical) repeatability for this method. In fact, the median
of absolute difference between the predicted probabilities for each
set of independent replicates was 0.026 (range 0.004–0.086). That
means that the analytical error for this method, under repeatability
conditions, represents only a small portion of the total variation. In
other words, has a minor inﬂuence of the resulting sample’s
classiﬁcation value. For future samples, this absolute predicted
probability difference yields a QC result that is based on all
analytical results, and proportional to the class probability
predicted.
4.5.4. Cross validation probability distribution
4.5.4.1. General approach. The next step in the validation of the
method is to perform a cross validation of the training set. CrossTable 3
Probability characteristics obtained from the kernel density estimates (KDEs).
Organic 
median P Width (Q90-Q10) 
Training set (resubstitution) 0.67 0.17 (0.76–0.58) 
Repeated cross validation 0.66 0.21 (0.76–0.56) 
External validation set 0.66 0.13 (0.71–0.58) 
Expanded distribution 0.66 0.21 (0.76–0.55) 
P (probability) distribution medians and widths (the distance between the 90th and
distribution at a classiﬁcation boundary of 0.5.validation aims to predict the capability of the method when
confronted with “new” samples, but by deﬁnition only deals with
samples from exactly the same pool of samples: i.e. the same areas
of origin, analytical series, times of collection etc. as the samples
the model is built on. It captures the result of the natural and
analytical variation within the dataset. There are many ways to
perform a cross validation or related techniques (Efron, 1982;
Gong, 1986),and a clear description of the procedure followed is
essential. However, with reasonably balanced and not too small
sample sets, a good number of repetitions and not too small
fractions of samples left out, no major differences are to be
expected between the different protocols.
4.5.4.2. The case study. We performed stratiﬁed repeated random
sub-sampling validation: a random selection of 70% of the data
(both classes are sampled for 70%, a stratiﬁed sampling, without
sample replacement) is used to build a classiﬁcation model, the
remainder 30% of the data is predicted and evaluated (each
individual sample and not just the results for each model iteration).
To create each classiﬁcation model, a PLS-DA model with 3 factors
is calculated, using variable scaling based only on the samples in
the 70% subset of the data; prediction of the 30% remainder of the
data uses the auto-scaling parameters of the corresponding 70%
subset. This sample-model-prediction process is repeated, in this
case study 10,000 times. The combined results for all samples
indicate that, as expected, the average correct classiﬁcation rate for
both classes is lower than for the resubstitution set, now 97.3 and
93.6% for organic and conventional samples, respectively (Table 3).
The KDE graph shows a slight shift of both distributions towards
the center of the graph, and some broadening of the distributions,
especially at the base. This gives some easy-to-visualize
understanding of the effect that the “natural” variation
embedded in the training set has. The correct classiﬁcation rates
for the cross validation case based on KDE-areas (i.e. the
interpolations) are almost identical to the actual classiﬁcation
results (Table 2).Conventional Organic Conventional
Median P Width (Q90-Q10) % area correct
0.30 0.22 (0.42–0.20) 99.5% 94.6%
0.31 0.24 (0.43–0.20) 97.2% 93.6%
0.21 0.32 (0.37–0.04) 95.2% 95.4%
0.28 0.32 (0.44–0.12) 96.2% 94.3%
 10th quantiles), and observed correct prediction probability as area% from the
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4.5.5.1. General approach. It is well-accepted that an external
validation set is crucial in judging a method’s capability under new
circumstances, e.g. in later years (Collins et al., 2014; Riedl et al.,
2015). In this phase the model is challenged with new samples,
within the intended scope of the model, but otherwise as different
as possible (different analytical series, equipment, technicians, if
possible even different laboratories etc.). The external validation
set contains added information on the (analytical) reproducibility,
but also includes some information on the natural sample variation
due to different harvest years, production locations, progressing
processing techniques etc. In other words, the external sample
broadens, be it in a limited way, the extent of real life variation in
samples that the model has been applied to. The exact inﬂuence of
these individual factors may vary for each type of method, fraud
issue and commodity, and a case-by-case evaluation of causes of
change and variance is needed. But in general, in food and feed
multivariate methods all factors mentioned play a role and should
therefore be included in the validation.
4.5.5.2. The case study. We chose to include all factors in the
selection procedure for the external validation set, although all
analyses were performed in the same laboratory. We used material
from a different year than the original sample set, analyzed on
different equipment by another technician, but otherwise the
samples matched the scope of the method. The results show a
correct classiﬁcation rate for the organic samples of 92.9%
(Table 2), and a 100% correct classiﬁcation of the conventional
samples. The Kappa and AUROC results are comparable to those of
the re-substitution and cross validation sets, and this is also
reﬂected in the median and mean values for both classes which are
slightly further apart in the external validation set than in the
training set. Examining the probabilities in greater detail, the one
incorrectly predicted organic sample had a score of 0.49, and was
just on the wrong side of the (standard) classiﬁcation boundary.
Also the KDE plot puts the result visually in perspective (Fig. 2). The
results from the external validation set show that the probability
distribution for the organic samples did not shift in comparison
with the training sample set, but did show some shift for the
conventional samples. Since the choice of raw materials for
conventional feed does not have the restrictions that organic feed
had, a larger shift in a few years’ time matches with the real life
expectations. This indicates that the model performs basically
equally well for the external validation set as for the sample set the
model was created with, which is an important observation in this
validation process.
4.5.6. Expanded distribution
4.5.6.1. General approach. The different distributions above
provide information on different aspects of the models’
performance. The aim of model validation is to provide
information on how well the method will predict new samples.
In our view, the probability of future samples to be correctly
assigned to a certain class by the model, as graphically represented
in the KDE plots provided in this paper, is the key to a solid and easy
to understand statement on the model’s validity. As the samples
from the training and external validation set are selected to jointly
capture as much of the variation in real-life samples as possible, we
propose to combine information from these sets to create an
“expanded distribution”. Speciﬁcally, we propose to combine the
cross validation distribution which reﬂects the classiﬁcation
performance for samples similar to the training set distribution,
with the distribution from the external validation set. The latter is
designed to cover as much additional variation in the samples.Combining both distributions lead to both a shift of the observed
probability distribution as well as a widened distribution. As long
as no additional knowledge is available, we suggest combining
both distributions with equal weights, although different factors
can be applied if warranted and justiﬁed based on expert opinion.
4.5.6.2. The case study. For our method, combined the KDEs
resulting from the cross validation and external validation set with
equal weights (equal areas under the curve), which results in a
distribution as presented in Fig. 2. We conclude for this case study
that for new samples, the method will predict samples correctly in
96.2% and 94.3% of the cases, for organic and conventional samples,
respectively.
4.6. Method validation judgment
4.6.1. General approach
The results from each of the paragraphs above should be
summarized in a validation document, and should be available
when reporting results from a validated multivariate classiﬁcation
method. Currently, the expanded distribution gives the best
available indication of the chance of correct predictions for both
classes, and these chances should be judged against the criteria set
for the method.
4.6.2. The case study
In the validation report, especially the considerations on the
sample sets and the results of the permutation test and analytical
repeatability should be summarized, but we will not be repeated
this in this paper. The samples of both the training and validation
sets comprised the full variation within the scope the method is
intended for. Furthermore, the results of the expanded distribution
of organic and conventional samples have an expected correct
classiﬁcation rate of 96% and 94% respectively. Considering these
aspects, the performance of the method is in agreement with the
criteria we set beforehand.
5. Conclusions and outlook
In this paper, we deﬁned scope and purpose of a multivariate
classiﬁcation method, and discussed the appropriateness of the
training and validation sample sets gathered in qualitative terms,
which deﬁnes the applicability of the quantitative results obtained
on the method’s performance. The probabilistic results for training
and validation set were interpolated by a KDE, and could therefore
be combined into an expanded probability distribution for the
classes predicted by this method. This distribution, based on the
observed cross validation and external validation distribution,
offers an easy way to interpret and handle distribution that allows
to judge the future performance of a multivariate classiﬁcation
method. A consistent approach to investigate the cause of samples
being classiﬁed erroneously will lead to a deeper insight into the
capability of the classiﬁcation method. Moreover, to build more
conﬁdence in these models, a continued validation over the years
of use is required, and also a scheme for multi-laboratory
validation should be developed in the future.
We made our ﬁnal validation distribution by combining the
cross validation and external validation distributions with equal
weights, which in our view approaches the population of all
(current and future) samples as completely as currently possible.
However, it is very plausible that ‘more extreme’ samples exist
than present in the sample sets used for validation, and much like
the standard practice of expanding the measurement uncertainty
in classical analytical chemistry, it is mathematically easy to
manipulate and expand the obtained distributions to obtain
“maximum uncertainty distribution”, and obtain the method’s
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these new distributions. Moreover, for any given probabilistic
result of a sample, worst-case chances of belonging to either of the
classes can be assigned, which is useful in dispute resolution cases.
However, the fundamental knowledge on how exactly to construct
such a “maximum uncertainty distribution” is currently lacking,
which requires future research.
The resulting distributions from the method can be used to
reduce the error of incorrect predictions of authentic samples and
thus case study avoiding false fraud accusations. By changing the
standard classiﬁcation boundary of 0.5, it is possible to reduce the
chance on false negatives, obviously at the cost of accepting more
false positives. It is important to indicate that this boundary should
be set in the method development phase, and tested in the
validation phase.
Regarding our validation of the method in this case study, we
consider the method suitable to use as a screening test if organic
laying hen feed is produced according to the organic standard or
not, which allows assuring more conﬁdence of the true organic
status of organic eggs for human consumption.
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