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ABSTRACT 
The goal of this project was to develop a remote system capable of obtaining 
measurements of pupillary diameter of a subject from a distance of two meters. The system was 
realized by acquiring images using various optical techniques. The analog image data is 
processed and returns the current pupil diameter and percentage change.  
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I. INTRODUCTION 
The analysis of human biometrics has progressed extensively over the past 10 years. 
Furthermore, as technological advancement continues, applications pertinent to this area of study 
will continue to arise. In this area, there is a growing need for a method to non-invasively and 
unobtrusively analyze the level of fatigue of a human subject. This technology would have 
applications within almost every industry (e.g. safety, productivity, and clinical assessment). 
This project aimed to achieve this function by monitoring the change in pupil diameter 
over time. Through correlation to experimental data, the detection of fatigue could be possible 
through these means.  
2	  	  
II. BACKGROUND 
Specific changes in pupil diameter have been correlated with various physiological states 
and responses; however, there is no system that is currently commercially available to collect 
and analyze this data from a remote distance from the subject. The following section will provide 
detailed information regarding pupillometry, human physiological phenomena specific to this 
application, and information regarding the general operation of an optical measurement system. 
2.1 PUPILLOMETRY  
The measurement and/or recording of pupil area or diameter as a function of time is 
known as pupillometry [Fried, 1980]. The pupil reacts and changes due to external (e.g. bright 
ambient light flash) [Lowenstein, 1963] and internal/physiological (e.g. cognitive function) 
stimuli [Bolger, 2000]. In medical applications, pupillometry is used for pupillary assessment 
pre- and post- operatively, diagnostics and proper fitting of glasses and contacts. Pupillometry 
has also become an effective, non-invasive method to measure fatigue and toxicology, in 
addition to applications involving behavior science and screening for ophthalmic procedures 
[Essam, 2010]. The technology has progressed rapidly, and presently can achieve accuracy 
within 0.1mm [Iskander, 2004]. Furthermore, the current devices used to complete these 
assessments have become relatively inexpensive, and can provide data analysis within 15-30 
seconds.  
These devices provide means to analyze subjects in various environments (e.g. clinical); 
however, the device must perform a measurement in close proximity to the subject. Therefore, 
the subject is likely aware that the measurements are being taken. In specific applications, it is 
imperative that the subject be unaffected by the devices’ normal operation or the device must 
operate at a distance from the subject. By analyzing the subject remotely, the device would not 
interfere with the subjects’ duties and tasks and this non-invasive and non-intrusive method 
allows for subject assessment and analysis without impairment, whereas current market devices 
would distract a subject from normal activity. Therefore, the goal of this project is to expand on 
the currently available pupillometry technology to develop a device that operates remotely from 
the subject. Additionally, the physical envelope the device will be designed to operate in will be 
minimized to reduce potential interference and interruption during normal device operation. 
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PHYSIOLOGY OF THE EYE 
The pupil is the black hole located in the center of the eye that allows light to enter the 
retina and is innervated by the autonomic central nervous system. The pupillary diameter is 
controlled by the iris, which determines the amount of light allowed into the retina. The pupil 
will dilate or constrict based on different stimuli such as visible light intensity or emotional 
stimuli. 
The diameter of the pupil is controlled by stimulation and relaxation of the sphincter 
pupillae and dilator pupillae by the sympathetic and parasympathetic innervation. The pupil 
dilates in response to low light conditions, extreme emotional situations such as desire, pain or 
fear, certain drugs such as cocaine or amphetamines and other stimuli. The pupil constricts in 
response to fewer stimuli, but some examples are in response to bright visible light and certain 
drugs such as alcohol or morphine. 
The eyes move rapidly at all times, known as a saccadic movement, scanning the 
environment and creating a three dimensional map of the environment. [Cassin, 1990] The 
attention to this movement is necessary when looking at potential artifacts and potential noise, as 
it may potentially cause skewed results and cause image analysis leg. 
CORRELATION TO PHYSIOLOGICAL RESPONSES 
As previously stated, the reason for using spontaneous pupillary fluctuation to measure 
physiological condition is because these responses are innervated by autonomic nervous system 
whose activity is known to change in parallel with drowsiness and typically cannot be influenced 
by subjective motive of people. The only manner in which the pupillary dilation may be 
voluntarily controlled is when the subject imagines an event or object, which would evoke pupil 
dilation. [Whipple, 1992] Using this established alertness parallelism and eliminating the 
potential for subject influence, measuring the pupillary diameter is a clear choice for 
physiological fatigue. 
Physiological fatigue is a loss of maximal force generating capacity during muscular 
activity or a failure of the functional organ. It may be induced by excessive energy consumption; 
or the depletion of hormones, neurotransmitters or essential physiological substrates. 
Physiological fatigue may be associated with fever, infection, anemia, sleep disturbances, and 
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pregnancy. Psychological fatigue, in contrast, has been defined as a state of weariness related to 
reduced motivation. Psychological fatigue has been associated with stress and other intense 
emotional experiences and may accompany depression and anxiety. [Siegle, 2004] 
The pupil diameter oscillates in all living persons. An analysis of the pupil of an alert and 
non-drowsy subject shows an oscillation with low amplitude, rarely exceeding ±5%. 
[Lowenstein, 1963] In contrast, the pupil of a drowsy or fatigued subject will fluctuate in 
diameter with large amplitude at low frequencies. This project will use analysis of the amplitude 
and frequency of the diameter fluctuation. 
The results show that significant differences can be found in drowsy and alert groups: in 
the drowsy group, pupil diameter fluctuates with large amplitude at low frequencies; while in the 
alert group pupil size remains stable for a long time and oscillating with amplitudes rarely 
exceeding ±5% (about 0.3mm). 
FATIGUE DETECTION BASED ON INFRARED VIDEO PUPILLOGRAPHY 
There exists a gap between the potential capabilities and applications and the 
functionality of devices currently commercially available. Various products have been developed 
to obtain measurements and utilize algorithms to correlate the measurements with conditions, 
such as the alertness (or alternatively, fatigue) level of a subject. However, no commercially 
available system has succeeded in meeting the requirements of completing high-accuracy 
measurements remotely with a system that is lightweight and inexpensive. 
The FIT® System, developed by PMI, Inc., is used to assess the fitness-for-duty of 
military soldiers. Additionally, the device can be used for impairment screening. The device 
weighs 19 pounds, which allows for, but does not optimize, portable use. Scientific validation 
performed by reputable research organizations has concluded that the device has a 0.022 mm 
pupil measurement resolution. Despite these advantageous specifications, the device cannot 
complete measurements remotely, and therefore, would interfere with the behavioral tasking of 
the subject. [PMI Incorporated, 2011]. 
Many pupillometer devices have been developed for use by opticians to assess a subject’s 
need for corrective or preventative ophthalmic procedures. Accuracy and repeatability is the 
most important characteristic for a device with this application, because, in some instances, an 
intraocular lens (IOL) lens implant is created to the size specified by the measurement device. To 
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maximize accuracy, these devices, such as the Procyon P3000 (list price of approximately 
$7,000) and the Colvard pupillometer (list price of approximately $2,000), operate in from a 
distance of less than 0.2 m from the subject. In terms of operation, while the Procyon P3000 
measures the pupil diameter changes to known changes in light stimulus, the Colvard 
pupillometer only operates in a dark room setting. 
Current pupillometer devices have achieved certain advantageous, marketable functions 
and features; however, the devices lack the ability to obtain measurements without being located 
in close proximity to the subject. This requirement inhibits the ability for the device to obtain 
physiological measurements without constraining the ability for the subject to complete a task. 
This characteristic is necessary for further applications of pupillometry to be developed. Once 
this objective has been developed, verified, and validated, algorithms can be implemented to 
derive conclusions based upon physiological activity. 
 
2.2 ACTIVE ILLUMINATION AND THE BRIGHT PUPIL EFFECT 
Pupillometry can be conducted with active or no active illumination. At short distances, 
no active illumination pupillometry is often utilized. This method is used for observation of the 
subjects’ pupils in various research and diagnostics settings, however this method is limited in 
range and can be effected by ambient light changes (pupillary light reflex) [Laeng, 2012]. 
The remote pupillometer device proposed herein was designed to utilize active 
illumination and investigate the effect on intensity of the illumination source. Using an active 
illumination source increases the operating range drastically. An active illumination source 
creates what is known as the bright-pupil effect, where the light that is transmitted through the 
lens onto the retina is reflected back and the light that is blocked by the pupil is not, creating a 
bright circle. The eye is a retroreflector, which means that it returns incident light rays back to 
the source, much like a corner cube. [So, 2002] The phenomenon of retroreflection in the eye is 
often seen in cat’s eyes or red-eye in photographs. [Snyder, 1975] [Smolka, 2003] 
When choosing a wavelength for the illumination source, considerations were made 
regarding intensity, duration and wavelength. The two former considerations will be addressed in 
the safety analysis, while the effect of wavelength will be explored here. Because light is shined 
at the eye, the wavelength is a concern when choosing a source to avoid pupillary constriction 
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interference. The visible range of the eye is approximately 390 to 750nm, so when investigating 
the wavelength, two important factors of note are retinal absorption and optimal reflection. 
Previous research has measured the spectral absorption of the retinal pigment epithelium and 
choroid for humans and found that the percentage absorption at the wavelength interval for the 
relevant near-infrared region (850-950 nm) is below 30% and decreases linearly with the 
wavelength. [Geeraets, 1968]  
Different wavelengths (frequencies) of light display varying reflection by the retina 
[Vitabile, 2010]. This is exhibited by measuring the percentage of retinal reflection at varying 
wavelengths of light. At 950 nanometers (nm), the retina reflects approximately 40% of the 
source; however, at 850nm, with the light direction directly on the optical axis, 90% of the 
incident light is reflected. In order for the bright pupil phenomenon to be exhibited, it is 
imperative that the light direction coincides with the optical axis. 
A previously developed system utilized this phenomenon to isolate the pupil during 
image acquisition. By utilizing two cameras, operating at differing wavelengths of 850nm and 
950nm, the system was able to acquire two different images based on the percentage of retinal 
reflection. By subtracting the image produced at 850nm from the image at 950nm, the system 
produced an image that included only the light reflected by the retina. 
A study conducted by Karlene Nguyen and colleagues at the IBM Almaden Research 
Center regarding the bright pupil effect have concluded there is a large variation in bright pupil 
response among human subjects. Findings have shown that there are significant differences in 
the distribution of rods and cones in the human eye, which may explain this variation [Roorda, 
1999]. Additionally, the study concluded that diet and age do not contribute to this variation; 
however, factors such as average pupil size and iris color may play a role in the bright pupil 
effect. This finding was noted as a major factor to consider during the implementation of 
software algorithms. 
Using this knowledge of the physiology of the eye, combined with the spectral response 
of the camera (see Appendix A: Product Datasheets), the optimal wavelength was chosen to be 
850 nm. 
The safety of the proposed illumination sources for use in the device was examined to 
ensure that no physical damage could be caused to any direct or indirect user. The safety study 
and all relevant calculations and conclusions can be found in Appendix B: Safety Hazards 
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Report. A radiometer (see Appendix A: Product Datasheets) was used to confirm that the 
calculated values for the safety were consistent with those actually measured. The team acquired 
a Newport 1830-C radiometer (Newport Corp, Irvine, CA) to measure the spectral irradiance at 
850 nm. 
 
2.3 OPTICS 
Whether using analog or digital cameras as the image acquisition device, the optics 
attached to that device becomes a key component to the quality of the image and the data 
extrapolated from those images. In the design of this device, the calculations rely on the 
reproducibility of the image under various conditions. To ensure the reliability of the input 
image, the lens and filter choice are key components of the design. 
 
TELECENTRIC LENS 
Perspective and magnification variation due to change in focus are typically seen 
challenges in a variety of optics applications. A variety of approaches to solutions of this 
problem have been proposed, but the most effective approach is constant magnification, which is 
accomplished by telecentric optics. [Wantanabe, 1997] 
Optical filtering and limitations of the image acquisition device were utilized to improve 
the image clarity, reproducibility, and reliability of images prior to processing and analysis. An 
850 nm bandpass filter (Midwest Optical Systems Inc., Palatine, IL) was used to isolate the light 
retroreflected off of the eye (and potentially reflected off other objects within the image space). 
Through this method, visible light, such as a common room light or flashlight, would not hinder 
image processing by possessing variable intensity and size. Additionally, the image acquisition 
device had a relative response curve as a function of wavelength, which pass all wavelengths of 
light in the range of 400nm to 1000nm; however, each wavelength had a different relative 
response (see Appendix A: Product Datasheets). The optical filtering eliminated all wavelengths 
outside the spectrum of interest, and the attenuation rate (approximately 0.3 relative response at 
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850nm) allowed for distinguishing between retroreflection off of the pupil and reflection off of 
another object in the image space (e.g. eyeglass frames) through image processing.  
 
2.4 DATA ACQUISITION 
An analog-to-digital converter (ADC) is an electronic device that converts a continuous 
voltage or current to a discrete number proportional to the magnitude of the input to the device. 
This conversion is necessary for computer analysis of an analog signal, because a computer 
operates using digital values. Therefore, the ADC samples the analog signal at a specific 
frequency, known as the sampling rate, to obtain values that can be interpolated to recreate the 
continuous signal. For recreation of the original signal, it is necessary to sample at a rate that is 
greater than twice the highest frequency component of the signal being sampled. This 
requirement is known as the Nyquist Sampling Theorem. If Nyquist frequency is not satisfied 
during sampling, aliasing, or the representation of a signal at a different frequency, will occur. 
An anti-aliasing filter is vital for analog-to-digital conversion, and is used to prevent aliasing by 
filter the frequencies above half of the sampling rate.  
The accuracy of the ADC is governed by various properties of the device, which include 
the resolution and response type. Most analog-to-digital converters operate linearly, and 
therefore the output of the ADC will have a linear relationship to its input. However, other ADCs 
possess a logarithmic response, which can be appropriate for certain applications. The resolution 
of the device, which is typically expressed in bits, describes the number of discrete values that it 
can output over a range of analog input values. The values produced by the ADC are stored in 
binary form, and therefore the number of output values is expressed by a value that is a power of 
two. The number of voltage intervals is given by the following formula: 
 𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑣𝑜𝑙𝑡𝑎𝑔𝑒  𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 = 2!       , where M is the resolution of the ADC is bits 
 
Given the number of voltage intervals, the resolution Q of the ADC in terms of voltage or 
current can be calculated using the following equation: 
 𝑄 = !!"#!  (1) 
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Where EFSR  is the full-scale input voltage range and N is the number of voltage intervals 
(calculation shown, above) 
 
Quantization error is the amount of error incurred during conversion of the analog signal 
to a discrete value. This error is expressed in percentage, based on the least significant bit. For 
instance, a twelve-bit ADC has a quantization error of 1/4096 or 0.024%. Additionally, the 
physical hardware components of the ADC are subject to imperfections, which will cause the 
device to deviate from its desired linear response. This error will decrease the resolution of the 
ADC; however, this error can be decreased or eliminated through calibration. 
Specific to image processing, a frame grabber is used, which operates as an ADC. 
However, the frame grabber must complete analog-to-digital conversion for every pixel of the 
input image. Therefore, each pixel is quantized, and the image can be represented digitally on a 
computer screen by plotting each pixel quantity. 
2.5 IMAGE PROCESSING 
Many different algorithms have been produced to locate the pupil within an image, 
determine the center of the pupil, and calculate the diameter of the pupil. There are various 
procedures to perform the intermediate steps of the process, and many complete pupillometry 
algorithms use a combination of the existing algorithms (or develop new algorithms to complete 
the same tasks). The software algorithm that has been developed will greatly impact the overall 
effectiveness and accuracy of the proposed system, and therefore, it is of great importance that 
the Team allocates an extensive amount of time for its development, debugging, and 
optimization. Figure 4, below, outlines the steps of the procedure of by a team of engineers of the 
Contact Lens and Visual Optics Laboratory, School of Optometry at the Queensland University 
of Technology (Brisbane, Australia). 
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FIGURE 1:  FLOWCHART OF THE PROCEDURE USED 
FOR AUTOMATIC PUPILLOMETRY (ISKANDER, 2004) 
 
The literature (cited above) provides mathematical calculations that will need to be 
evaluated for applicability in this project. Each step in this pupillometry algorithm will need to 
be analyzed based on parameters (e.g. sampling rate). The overall hardware setup could 
potentially disallow for certain mathematical operations to be useful. Therefore, this literature 
review has provided information regarding one pupillometry algorithm; however, in order to 
optimize the accuracy of the system, the Team will likely draw from various pupillometry 
algorithms. 
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2.6 POTENTIAL ARTIFACTS 
Measurement artifacts are physical impairments that can interfere with acquiring 
relevant, accurate data. Artifacts are identified, and then alterations are implemented to reduce 
the noise, which is introduced by the artifact during measurement. The proposed system shall 
utilize optical measurements, and therefore artifacts, such as focus, image size, and target 
location, are introduced. Furthermore, this system is acquiring electrical measurements through a 
common off-the-shelf Sony charge-coupled device (CCD) camera. Therefore, factors including 
sampling rate and timing offset must be considered, and design decisions must be made based 
upon these considerations.  
Artifacts, in which design decisions are being made to reduce the amount of impairment 
introduced, are focused on a variable factor of the system: the subject. The premise of the 
operation of this device is based upon physiological responses of the subject; however, a 
physiological phenomenon known as ocular microtremor (OMT) must be considered in order to 
reduce measurement noise. Additionally, the subject will be free to move (head and/or body, 
considered a rigid body in three-dimensional space, with six degrees of freedom) within the 
image space. Design decisions must reflect the fact that the subject can move outside of the 
image space. Additionally, the subject’s face may not always be facing (perpendicular to) the 
image capture device, which could introduce measurement errors. These attributes are discussed 
in further detail, below, to provide a background on some of the potential measurement artifacts, 
which were considered in the design of the device. 
 
OCULAR MICROTREMOR 
Ocular microtremor is a high frequency (60-110 Hz), low amplitude (120-2500nm) 
tremor of the eye. This physiological response is due to constant brain stem activity that is ever-
present in humans and is theorized to function to correct displacements in eye position produced 
by ocular drifts. The variation in frequency (mean = 86 Hz, σ = ±6 Hz) is caused by differences 
in brain stem activity. For instance, a study conducted by Mercer’s Institute for Research on 
Ageing (St. James’s Hospital, Dublin, Ireland) in conjunction with Frenchay Hospital’s 
Department of Neurosurgery (Bristol, UK) that subjects with clinical evidence of brain stem or 
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cerebral disease or dysfunction displayed a statistically significant lower frequency of ocular 
microtremor [Bolger, 2000]. The study attributed these findings to impaired brain stem function. 
Proper engineering design of sampling rate, signal and image processing, and other data 
acquisition parameters of a pupillometer system must be implemented to compensate for this 
physiological response. First, relative to the frequency of OMT, the system must sample at a rate 
greater than 220 Hz (two times greater than the maximum frequency of the ocular microtremor) 
per the Nyquist-Shannon Sampling Theorem. Implementing this sampling rate will ensure that 
these small changes in pupil diameter are acquired during data acquisition. This will provide data 
for the algorithm development to minimize the error caused by this physiological response. 
 
HEAD/BODY MOVEMENT 
In an average measurement setting, the subject has the freedom to move within the image 
space. Movements, in every dimension, will have an effect on the ability for the algorithm to 
complete a high-accuracy measurement. Therefore, design decisions must be implemented to 
ensure that each of these movements can be identified and accounted for. For a subject changing 
depth in the field of view, a telecentric lens has been incorporated to operate over a working 
distance in which the image size of the subject will not change based on depth. Additionally, a 
subject will be able to move laterally and horizontally within the image space; functions have 
been incorporated into the algorithm to detect the presence of the pupil anywhere in the image 
space, rather than just in the center. Additionally, error-handling conditions have been 
implemented to identify when the subject’s pupil has been removed from the image space.  
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III. PROBLEM STATEMENT 
Current methods of pupillometry testing use various applications of similar theories; the 
pupil of a subject is viewed and diameter is recorded. Many systems use active illumination to 
illuminate the pupil, which is then captured by an imaging device at a small distance. Because of 
this general design, current devices are limited in their applications, and there exists a gap in 
research concerning the effects of a varying of the illumination source and increased subject 
distance. A method for obtaining measurements of pupil diameter, which does not interfere with 
the behavioral tasking or physiological conditions of the subject, is essential for the development 
and innovation of further applications of pupillometry. 
 
PROJECT GOAL 
The goal of this project is to develop, design, fabricate and test a functional prototype 
which is able to monitor and record changes in pupil diameter from a distance of two (2) meters. 
The prototype shall include software means of detecting and avoiding measurement errors 
caused by eyeglasses, varying iris color, varying ambient lighting conditions, corneal reflections, 
and eye blinking. The system shall be accurate within 0.1 mm, in order to collect data that will 
be relevant in potential applications.  
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IV. DESIGN METHODOLOGY 
The project team performed the design process according to Clive L. Dym and Patrick 
Little [Dym, 2009]. The steps taken to complete the design process will now be described in 
detail. Throughout this process, special considerations were paid to the interests of the client and 
stakeholders. 
 
4.1 CLIENT STATEMENT AND DESIGN GOALS 
The initial statement of the project provided to the design team from the client stated: 
“Design, construct and test a functional prototype, which has the means for obtaining high-
quality ocular measurements including, but not limited to sizes of irises and changing pupil 
diameter of non-stationary people with remote, standoff sensors.” 
A list of objectives for the design of the device was developed through continuous 
interaction with the client and stakeholders of the project. This was completed through multiple 
interviews and questionnaires, in addition to a literature review conducted by the project team 
pertinent to current pupillometry technology. The following are objectives for the design of the 
device: 
• Is lightweight. 
• Is portable. 
• Is stand-alone. 
• Is safe to all direct and indirect users. 
• Is accurate. 
• Is precise. 
• Is reliable. 
• Is useful. 
• Is inexpensive. 
• Is durable. 
• Is designed for manufacturability 
• Is marketable 
 
1. Stand-alone (lightweight & portable): For ease of integration of the device into the client’s 
system, the final design must be lightweight and portable. This will decrease the cost to the client 
when purchasing a pan/tilt unit for the device to be housed in. Additionally, portability will 
increase the ease of testing for verification and validation of the system.  
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2. Useful (accurate & precise): The client expressed a high level of importance regarding the 
accuracy, precision, and repeatability of measurements made by the proposed device (identified 
through the use of a pairwise comparison chart shown in Table 2, below). These objectives will 
be optimized through hardware design, in addition to meticulous testing and algorithm 
development and alteration.  
 
3. Marketable (reliable, inexpensive & designed for manufacturability: The final design must 
optimize usefulness during operation, while maximizing reliability and minimizing development 
cost. Reliability will be achieved through the use of high-quality hardware components. To 
design the device to be inexpensive, the Team will utilize common off-the-shelf components, 
which also contributes to accomplishing the objective of designing for manufacturability. Figure 
2, below, displays an objectives tree for the design of the device, which was created by placing 
the objectives (specified above) into a hierarchy.  
 
 
FIGURE 2: OBJECTIVES TREE 
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During the design of the device, the design team considered the primary functions that 
system needed to complete in order to meet the needs and expectations of the client. The 
following list displays the functions that the device must accomplish: 
• Will locate the pupil 
• Will illuminate the pupil 
• Will measure pupil diameter 
• Will operate remotely 
• Will capture measurements 
• Will analyze measurements 
• Will display data/results 
 
The client also identified several constraints for the design. These requirements were 
pertinent to the project schedule and budget, in addition to size and weight constraints due to the 
project plan to integrate the designed device into a larger system. The following are the design 
constraints for the project, and descriptions for each are provided thereafter: 
• Must be completed by April 1st, 2012 
• Must include a variable light-intensity source 
• Must be capable of performing measurements with minimal active illumination 
• Must be completed within budget of $10,000 
• Must be smaller than 1 ft3 
• Must weigh less than 10 lbs. 
• Must integrate with Draper Laboratory pan/tilt stage 
 
1. Project deadline 
The project must be completed by April 1st 2012 because the schedule for the larger 
system being developed by the client is dependent on the completion of this system.  
2. Variable bright-pupil illumination 
The client stated that the design must have a variable light-intensity illumination source. 
The project Team will work to characterize the accuracy of the system as a function of the light-
intensity of the illumination source. Furthermore, the Team will analyze the accuracy of the 
system when no integrated light source is used to illuminate the pupil.  
3. Project budget 
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The budget threshold set by the client for this project is $10,000. Additionally, all items 
purchased by the Team will be delivered to the client at the completion of the project regardless 
of whether the item was used in the final deliverable.  
4. Factors dictating device integration with Draper Laboratory pan/tilt unit 
An objective identified by the project team is that the device must be lightweight. 
Furthermore, the device must be smaller than 1 ft3 in order for the device to be easily integrated 
into the larger system being developed by the client. Due to this concern, the device must also 
weigh less than 10 pounds.  
4.2 EXPERIMENTAL DESIGN 
Before investing time and resources to developing and fabricating design alternatives, the 
design team first used various methods to quantify the information, objectives, and requirements 
set by the client. The following section describes these methods, the resulting information, and 
the rationale used to move forward to in the design process.  
The first method used to rank the importance of the high-level objectives set by the 
design team and the client was the pairwise comparison chart. This ranking has been evaluated 
by the client for consistency, and confirms the assumptions made by the Team. These 
assumptions were developed through the use of various design tools based on communication 
with the client. Additionally, although safety for all direct and indirect users was noted as an 
objective, it was not considered for comparison among other design objectives, because it is also 
a design constraint required by the client. The pairwise comparison chart for the overall design 
objectives is shown in Table 1, below.  
 
TABLE 1: PAIRWISE COMPARISON CHART: OVERALL DESIGN OBJECTIVES 
 Useful Stand-alone Marketable Score 
Useful X 1 1 2 
Stand-alone 0 X 1 1 
Marketable 0 0 X 0 
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Following the ranking of the high level objectives, it is important to rank the sub-
objectives within each high level objective. Table 2, below, shows the analysis of the sub-
objectives for the high level object of the device being useful. It is important to note, that 
although the client desires that the device operate at a distance from the subject, it is of higher 
importance for the device to be accurate and precise. 
 
TABLE 2: PAIRWISE COMPARISON CHART: SUB-OBJECTIVE (USEFUL) 
 Accurate Precise Operate Remotely Score 
Accurate X 1 1 2 
Precise 0 X 1 1 
Operates Remotely 0 0 X 0 
 
Table 3, below, shows the analysis of the sub-objectives for the high level objective of 
the device being stand-alone. It was determined that the Team will place a higher design priority 
to creating a final product that is lightweight for integration within the client’s current system. 
Although it is of higher importance to design the product to be lightweight, the project team will 
still optimize the design to be portable, as well.  
 
TABLE 3: PAIRWISE COMPARISON CHART: SUB-OBJECTIVE (STAND-ALONE) 
 Lightweight Portable Score 
Lightweight X 1 1 
Portable 0 X 0 
 
Table 4, below, displays the analysis of the sub-objectives for the high level objective for 
the device being marketable. Through this analysis and review by the client, the Team 
determined that is of highest importance for the device to be reliable. Therefore, the device must 
operate with minimum maintenance and function properly once delivered to the client. 
Additionally, it was determined that the Team must design the device to be inexpensive. The 
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team plans on accomplishing this by using common off-the-shelf hardware, which also aids in 
accomplishing the sub-objective of the device being designed for manufacturability. 
 
TABLE 4: PAIRWISE COMPARISON CHART: SUB-OBJECTIVE (MARKETABLE) 
 Reliable Inexpensive Designed for Manufacturability Score 
Reliable X 1 1 2 
Inexpensive 0 X 1 1 
Designed for 
Manufacturability 0 0 X 0 
 
After assessing the initial client statement, conducting interviews with stakeholders and 
reviewing client communication, the team revised the client statement to the following: 
“Research, design, construct and test a functional and portable brassboard prototype for 
remote pupillometry testing with remote, common-off-the-shelf (COTS) components. The 
image-capturing portion of the device will utilize a black and white camera. Designs are subject 
to the specifications and needs provided by the Client, and the primary components of the design 
include a variable-intensity NIR illumination light source, a remote camera and input processing 
unit to assess the level of fatigue in a subject and must be safe to all direct and indirect users.” 
 
4.3 CONCEPTUAL DESIGN 
Hardware components for the proposed system must be analyzed for applicability of 
integration. Each main component is outlined in detail in the following section, which 
summarizes the considerations that will drive the final hardware design. The reasoning of the 
overall approach is broken down into each component and how it fits the overall project design. 
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IMAGE CAPTURE DEVICE - CAMERA 
To capture the refracted image of the pupil, a black-and-white video camera will be used. 
Using a camera will be the most effective method of accurately capturing pupil diameter and 
analyzing in real-time. Other methods were assessed and found to be ruled out due to acquisition 
rate, cost, accuracy and repeatability. 
The camera will provide a method to capture images of the subject, in order to provide 
raw data for the software algorithm to perform analysis. The camera will be used to perform the 
function of capturing measurements specified for the proposed device. It will also provide the 
data necessary to locate the pupil, and furthermore, measure the diameter of the pupil. 
Because the camera will capture original data for analysis, it is critical that a camera with 
proper specifications (e.g. resolution) be chosen for the system. Additionally, it is imperative to 
consider how the camera will be integrated into the system and function with other components. 
The camera must possess a lens mount that is compatible with the lens (through direct 
connection or an available adapter) for proper component integration. Furthermore, if an analog 
camera is chosen, the output of the camera is required to be a cable type that is appropriate for 
the proposed frame grabber card. 
In consideration of the design objectives and constraints, it is essential to characterize 
how the specifications and performance of the camera component of the system will affect such 
goals. The camera must not cause the system to fail to meet the dimensional size and weight 
constraints specified by the Client. In addition, the camera must be chosen with close 
consideration of the overall budget for the project.  
Various types of cameras are available for this design that do not impede on completion 
of the considerations listed above. Cameras can operate analog or digitally. An advantage of 
choosing a digital camera would eliminate the need for a frame grabber card (analog-to digital 
conversion); however, then another method for importing the data into a computer-based system 
would need to be explored and developed. To minimize cost, the camera chosen will be black-
and-white, as color is unnecessary for this application. Additionally, the image pickup device 
(e.g. complimentary metal-oxide-semiconductor (CMOS) or charged-couple device (CCD) 
sensors), sensitivity and minimum illuminance are other factors that will be considered when 
choosing a camera for the system.  
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OPTICAL INPUT CONTROL - LENSES 
To alter and control the image received by the camera, various lenses or combinations of 
lenses will be used to change the image input and compensate for distance, angle and movement. 
The lens(es) will provide a method to control the image space being captured by secluding the 
space in the sight of the camera. This will aid in completing the functions of locating the pupil, 
capturing measurements and measuring pupil diameter. Although there are no functions that are 
specific to this component, correct lens choice will be vital to the overall performance of the 
system.  
Several specifications will need to be considered to choose an appropriate lens for the 
system, which include focal length, aperture and zoom. These factors will determine how the raw 
image captured by the camera appears, which can drastically impact the design of the software 
algorithm for analysis.  
The lens will be responsible for analyzing or adapting to the user being at different 
distances from the camera. Otherwise, as the subject moves farther away, the image of the pupil 
will appear to be smaller. Although the subject will be at a known distance and known location 
from the camera system, it will be effective to design this system to perform at varying distances 
to increase the capability of the system for the client, as so long as this decision does not obstruct 
the Team from adhering to all design constraints. If the Team chooses to design this component 
to increase system capability and adaptability, a telecentric lens, in which the size of the captured 
image does not change as a function of distance from the capturing device, would be appropriate. 
 
LIGHT FILTERING - OPTICS 
Additional optics could be integrated into the capturing system in order to improve 
performance or increase the capability of the device. Optical filters that stop specific 
wavelengths of light and pass other wavelengths would be an effective method to eliminate 
pieces of the raw image that are not necessary for analysis. This component will function to aid 
in capturing measurements. Careful analysis of filter specifications is necessary to determine 
how the component will function within the system, and how, in terms of physics, the component 
will improve the overall function of the device.  
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Furthermore, optical filters can be used to filter the illumination source, thus increasing 
the safety to the subject. Although the chosen illumination source may emit a specific 
wavelength (or range of wavelengths), subject safety can potentially be increased by filtering the 
emitted wavelengths of the illumination source. This will not only decrease the amount of 
potentially harmful light that is emitted but will also decrease ‘noise’ and potentially provide a 
cleaner signal for processing. 
 
PUPIL ILLUMINATION SOURCE 
For an illumination source, the team reviewed light-emitting diode (LED), halogen and 
laser sources. Many factors need to be considered when choosing an illumination source for the 
design, which include repeatability, durability, safety, and emitted wavelength. Emitted 
wavelength will play a role in the other considerations for the component, thus it was the primary 
factor for analysis. The human pupil reacts to light stimuli by changing diameter to optimize 
vision. Therefore, the illumination source should be chosen as to minimize this physiological 
response (and therefore optimize system accuracy). Significant reduction in pupil size has been 
observed at an illumination wavelength of 715 nm and iris closure has been identified when 
illuminating the pupil at 830 nm [Devereux, 1995]. Because, the device will operate remotely 
and detection of the system should be minimized for marketability and ease of integration with 
the client’s system, it would be effective to choose an illumination source that operates at a 
wavelength that is not detectable by the human eye (outside of the visible spectrum). Using this 
approach, the proposed illumination source should emit wavelengths outside of the range of 390 
to 750 nm. Through a literature review of current pupillometry devices, it was identified that 
current active-illumination devices utilize sources that emit wavelengths between 830 and 900 
nm. 
With safety for all direct and indirect users being a constraint for the design, it is 
imperative to choose an illumination source that adheres to this consideration. Because lasers and 
halogen illumination sources pose an increased risk to the safety of the subject (dependent on 
beam angle, power density and other factors), an LED could be an appropriate design choice for 
the illumination source. 
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The repeatability and durability of the illumination source must also be considered. These 
factors will be optimized through review of product performance and specifications. It may also 
prove effective, if the project schedule allows, for the Team to characterize the performance of 
the device using various illumination sources. This analysis would not only provide additional 
data and conclusions to the client, but also aid in improving the overall performance of the 
system.  
 
CABLING 
Communication is a necessary component of the device functionality. As each 
component requires different cabling, each cable was carefully chosen for proper compatibility 
between the components.  
The Sony XC-EI50 uses a 12-pin multi-connector. After looking at a variety of options 
available, the Hitachi 45601-C9 was chosen. This cable is compatible with Sony and Hitachi 12 
pin cameras and integrates the required power supply, requiring fewer components. The video 
output is provided via a BNC connector. 
The ALTA PCE-AN1 requires a custom cable for use with BNC connectors, which was 
ordered from the manufacturer due to resource allocation. This cable is designed for use with all 
Alta frame grabbers. The wiring diagram of this custom cable may be found in Appendix A: 
Product Datasheets.  
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V. THE REMOTE PUPILLOMETER – OVERVIEW 
The following section provides an overview of the Remote Pupillometer system. The full 
system block diagram is introduced with a description of the main functional components. The 
theoretical behavior of the system is then described to provide information regarding the 
performance that the device was designed to achieve.  
 
5.1 BLOCK DIAGRAM OVERVIEW 
The Remote Pupillometer device consists of four major functional blocks: Image 
Acquisition, Illumination Circuit, Data Acquisition, and Computer Processing. The block 
diagram can be seen in Figure 3. 
 
 
FIGURE 3: HIGH-LEVEL SYSTEM BLOCK DIAGRAM  
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IMAGE ACQUISITION 
The design of the image acquisition hardware and conceptual operation was completed 
through much iteration. The Sony XC-EI50 analog camera was chosen based on its size, price, 
and applicability for this project; however, the illumination source (NIR emitter) design required 
extensive designing, testing, and validation. After identifying the bright pupil effect as a 
phenomenon that could be utilized to isolate the pupil in the image space, further research was 
needed to determine the appropriate component. Specifications that were considered while 
choosing the NIR emitter included wavelength, power output, operating current, and beam angle. 
Through this design process, the team was able to fabricate an illumination source that 
functioned appropriately for this stage of development, which is discussed in detail in this 
section; however, as development continues, further testing will be required to identify the NIR 
emitter that is most appropriate for this application.  
 
ILLUMINATION CIRCUIT 
The illumination source used in the system was developed to create pseudo-coaxial NIR 
illumination to the subject. This was completed by assembling the emitters in an equidistant 
circular pattern on rings that were attached to a lens-adaptable hood. A photograph of the 
illumination source is provided, below, in Figure 4. 
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FIGURE 4: ILLUMINATION SOURCE 
 
The illumination source was powered with 13 V using a Hameg Programmable Power 
Supply (HM7044). An electrical schematic of the outer ring of the illumination source is 
provided in Figure 5, below. The inner ring of the illumination source is identical, except it uses 
21 NIR emitters, rather than 24. 
27	  	  
 
FIGURE 5: OUTER RING SCHEMATIC 
 
DATA ACQUISITION 
In order to make the data available for computer analysis, a hardware component was 
needed to convert the analog data (output from the camera) to digital data. Therefore, an analog-
to-digital converter (ADC) was required to be integrated into the system. In the field of image 
processing, this device is known as a frame grabber, because it is acquiring an array, or frame, of 
data rather than a single data point. 
A major requirement during the design of the system was that the data be easily imported 
into MATLAB for processing. Therefore, a frame grabber that was supported by (and compatible 
with) MATLAB was chosen. The BitFlow Alta-AN1 frame grabber card was chosen and 
integrated into the system.  
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COMPUTER PROCESSING 
The computer software algorithm for monitoring the change in the pupillary diameter was 
designed using MATLAB version R2011b software (Mathworks, Natick, MA). This particular 
software package was selected based on the compatibility with the chosen analog framegrabber 
card, in addition to the extensive built-in image processing functions, known as the Image 
Processing Toolbox. Additionally, the software is licensed through Worcester Polytechnic 
Institute, which made for a cost-effective choice, rather than purchasing an alternative software 
package. 
The software is still currently in the form of a functional prototype in order for the client 
to complete further testing and data analysis. In this stage of development, the program is set to 
monitor the subject for a specific amount of time (e.g. 30 seconds). First, the program initializes 
by clearing the workspace then configures the video source for acquisition. Once a new frame is 
available for processing, the function passes the frame data to pupilProcess.m, a function 
developed to calculate pupil diameter for this application. Following successful processing, the 
function displays the percentage change in pupil diameter from the previous frame in the 
MATLAB workspace. If the function determines that the frame was processed incorrectly, 
however, it will ignore the frame and move to the next available frame. The data of calculated 
percentage change values are stored in an array, which is output by the function. The flow of the 
main function pupillometry.m is depicted, below, in Figure 6.  
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FIGURE 6: HIGH-LEVEL SOFTWARE FLOW DIAGRAM OF PUPILLOMETRY.M 
 
The majority of the image processing and data analysis is completed within the 
MATLAB function pupilProcess.m. The algorithm was designed to be adaptive, and utilizes 
feedback from the previous frame to set algorithm parameters. The design choice to utilize 
feedback from the previous frame was implemented, because the high sampling rate (in 
comparison to the maximum frequency of pupil diameter change) implies that no major changes 
in the image space will occur between samples. The basic structure of the function 
pupilProcess.m is depicted in Figure 7, below. A detailed explanation of each block is provided, 
below, as well. 
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FIGURE 7: SOFTWARE FLOW DIAGRAM FOR PUPILPROCESS.M 
 
The image that is passed into the function pupilProcess.m from Pupillometry.m must be 
manipulated into a form that can be processed by the function. First, the function must convert 
the input image to a 2-dimensional image. This system utilizes a gray scale analog camera, so 
this operation is not necessary; however, this allows for the integration of a color image 
acquisition device in the future. Figure 8, below, depicts a sample of the original image that is 
input into the pupillometry algorithm for processing. Next, two-dimensional median filtering is 
performed to smooth the image and remove any noise caused by movement of the subject or 
changes in ambient lighting conditions. 
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FIGURE 8: ORIGINAL IMAGE INPUT TO PUPILLOMETRY.M FOR PROCESSING 
 
Conditions of the environment in which the measurements are being conducted (e.g. 
reflective material within the image space) can decrease algorithm accuracy and performance. 
After confirming this information experimentally, it was necessary to design an algorithm to 
adapt to changes in these conditions in order to isolate the pupil correctly for measurement. 
Given an illumination source that outputs constant power over time, it is possible to 
utilize image intensity analysis to determine upper and lower threshold values for conversion to a 
binary image. This process is designed by creating a histogram that has a bin for each pixel 
intensity value (0-255). Due to the optical bandpass filter, most pixels will be darker, and 
therefore, closer to 0 on the image intensity scale. The algorithm developed searches each bin of 
the histogram beginning at 30 until a bin contains less than 40 pixels of that intensity. The value 
of 40 was chosen experimentally, and this implies that a proper lower threshold value has been 
detected. Next, the algorithm continues to increase the bin index searching for a bin, which 
contains an amount of pixels with the same intensity that is greater than 100. This detection 
implies that a reflection has been detected at this intensity, and all pixels with intensity greater 
than this value should be eliminated from the image prior to further processing. A histogram of 
pixel intensity of a sample image with no other high intensity reflections is shown in Figure 9. 
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FIGURE 9: HISTOGRAM OF PIXEL INTENSITY OF A SAMPLE IMAGE WITH NO OTHER REFLECTIONS 
 
The cutoff values calculated in the previous step of the algorithm are used to remove 
potential artifacts that arise during image acquisition. Using the high threshold value, the 
function eliminates high intensity reflections, which are outside of the normal experimentally 
determined intensity range of pupil retroreflection. Additionally, the function uses the low 
threshold value to convert the image to a binary scale of black and white pixels. Converting to 
this format, following the initial preprocessing steps, allows for much more efficient and 
accurate computation and analysis. Additionally, during the thresholding process, the identified 
region of interest (i.e. pupillary region) is closed and filled. Figure 10 depicts (a) the original 
image, and exhibits the isolation of the illuminated pupil in (b) the binary image following 
thresholding. 
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FIGURE 10: COMPARISON OF IMAGES BETWEEN PUPILLOMETRY ALGORITHM PROCESSES 
 
Once the pupil is isolated, edge detection is performed to identify the boundary 
coordinates between the 0 valued (black) and 1 valued (white) image intensity values. The 
process of edge detection identifies any coordinate, which is not surrounded by only pixels of the 
same intensity as the pixel of interest. These coordinates are particularly important, because the 
array of points is input into best-ellipse fitting (least squares method), which will determine the 
radius of the region of interest, in addition to compensating and correcting for scenarios in which 
the pupil is partially blocked by an eyelid, eyelashes, or eyeglasses. The resulting ellipse in 
comparison to the original image obtained for analysis is shown in Figure 10(c).  
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VI. RESULTS & DISCUSSION 
A considerable amount of data was collected in order to characterize the behavior of the 
system, in addition to providing initial results regarding system accuracy. The behavior of the 
system was examined by collecting data relevant to sampling rate and noise floor. Data collected 
that is relevant to system accuracy included error rate and calculated percentage change versus 
time. Data regarding system accuracy was collected using a human subject with various 
acquisition conditions including acquisition with and without background reflections and 
measurement with and without eyeglass reflection. The data collection process and results will 
now be discussed in further detail. 
NOISE FLOOR 
During software testing, it was necessary to determine the maximum amount of error that 
the system output given a constant input. With data regarding the noise floor of the system, much 
more informed conclusions can be drawn regarding the operation of the device. The test was 
designed to monitor the reflection of the active illumination source off a corner cube, therefore, 
creating a constant source of reflection that closely resembles the retroreflection of a pupil. 
Several iterations of this test were conducted to obtain statistically significant results. 
Additionally, various lighting conditions were tested to examine if changes in lighting of the 
operating environment has any effect on the accuracy of the system. 
The test allowed the project team to draw numerous conclusions. First, due to the 
insignificant change in the maximum noise level between a lighted environment and a dark 
environment, it was concluded that lighting conditions will not affect the operation of the device. 
This conclusion is consistent with predictions based upon the design choice to utilize the 850nm 
bandpass filter to eliminate any noise or impairments caused by ambient light. 
The maximum noise level for the system was determined to be 0.5%. Data collected in 
one-minute durations (data was also collected in five-minute test durations) was analyzed and 
statistics are displayed in Table 5, below. 
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TABLE 5: NOISE LEVEL TESTING DATA (ONE-MINUTE DURATION) 
  200cm 250cm 300cm 
Mean -0.003 -0.002 -0.014 
Std. Dev. 0.902 1.079 1.850 
Min -2.536 -3.204 -6.000 
Max 2.769 3.001 5.651 
 
 
The data provided in Table 5, above, was analyzed by taking the absolute value of the 
array of percentage change. The percentage change values were centered at 0, which indicates 
that there is likely no offset value. A plot of the percentage change over a duration of one minute 
is depicted in Figure 11. 
  
 
FIGURE 11: PLOT OF NOISE LEVEL TESTING DATA (1-MINUTE DURATION) 
 
The determined noise floor should allow the system (in its current state of development) 
cannot operate within the desired accuracy specification. During further development, this 
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characteristic could be improved by integrating a camera with higher resolution. Additionally, 
the noise level could be decreased by optimizing and further improving the adaptive thresholding 
algorithm. Recommendations for further development of the system are provided on page 39. 
FRAME RATE 
As seen in previous research, two types of oscillations exist: slow waves lasting 4-40 
seconds and fast waves ranging from 0.5 to 1 second. [Lowenstein, 1963] In order to best acquire 
data and assess a subject, the system needs to operate at a frame rate at least 10 times faster than 
the fastest movement, or a rate of 20 Hz. The device as currently designed operates at a rate of 
8.75 Hz. Therefore, the system is currently able to process 8.8 image frames per second. The 
frame rate could be greatly improved through MATLAB code optimization. To allow for 
smoother data analysis, the system optimally would operate much faster. This would be 
accomplished with an integrated system, but for preliminary testing purposes, this rate achieves 
the intended results. 
 
PUPILLOMETRY ALGORITHM ERROR RATE 
 Various image acquisition scenarios were examined to characterize the efficacy and 
robustness of the developed algorithm. A common element that was noticed during initial testing 
was the presence of reflection off of objects in the background of the subject. A study was 
conducted to determine the effect of this reflection on algorithm performance by creating a 
constant background reflection in the image using a corner cube. The data collected is shown, 
below, in Table 6. The algorithm is able to still operate efficiently and with few errors, and there 
is not a significant increase in errors between the two conditions. Additionally, the errors could 
be caused by the subject blinking, which is a measurement case that the algorithm cannot handle 
in this stage of development. 
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TABLE 6: ALGORITHM ERROR RATE WITH AND WITHOUT REFLECTIONS 
Test 
Number 
Errors without 
Reflections 
Errors with 
Reflections 
1 0 3 
2 2 1 
3 0 0 
4 1 1 
5 0 1 
 
In addition to the presence background reflections, the developed algorithm was also 
designed to correctly process frames when the subject is wearing eyeglasses. This portion of the 
algorithm has proven to be successful during initial testing; however, it has also failed in some 
instances. Because the intensity of the retroreflection of the pupil is much less than the 
reflections off of objects (e.g. eyeglasses) within the image space, the algorithm is able to 
analyze that intensity to locate the pupil. However, because the algorithm operates adaptively as 
it processes each frame, the feedback provided to the algorithm can cause the pupil 
retroreflection to be eliminated from the image. Figure 12, shown below, displays the output 
image of the pupillometry algorithm when analyzing a subject wearing eyeglasses. In this 
instance, the algorithm processed the frame correctly; however, during the processing of some 
frames, the algorithm will isolate one of the eyeglass reflections rather than the pupil 
retroreflection. 
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FIGURE 12: OUTPUT IMAGE FOLLOWING PROCESSING WITH EYEGLASS IMPAIRMENTS 	  
Further algorithm development and testing will resolve this intermittent deviation from 
the region of interest. Additionally, as noted in Recommendations, the integration of a more 
appropriate illumination source for this application could initiate great improvement in this area 
of image processing. 
FATIGUE ANALYSIS 
Although the detection of fatigue in a subject was a motivating factor for this project, at 
this stage in development, the system is not accurate enough to complete this type of analysis. 
Fatigue analysis is an application of pupillometry, and the development of the capabilities of the 
system (e.g. remote measurement) constitutes as extensive progress in the field. The purpose of 
the project, given by the client, was to develop a system that was capable of obtaining high-
accuracy ocular measurements. Currently, the system is able to conduct measurements, and 
recommendations for the improvement of the accuracy and precision of the system have been 
provided.  
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VII. RECOMMENDATIONS 
Future work for this device could take various forms. At this stage in development, there 
are various factors that need to be improved and additional implementations that need to take 
form in order for the system to function properly. Specific conditions exist that are outside of the 
scope of this project, and potential solutions were realized. This portion of the work aims to 
provide the client with information so that the development of the system can be continued and 
eventually finalized. 
One recommendation for future work is to improve the sampling rate of the system. 
During the testing and verification phase, this was identified as a factor, which could hinder the 
performance of the device. In MATLAB, a funneling effect can occur, in which the software is 
unable to process and handle the image frames at a rate that is as fast as the frames are being 
acquired. Additionally, the system can only acquire frames of the live video feed as frequently as 
the software can complete processing. Therefore, MATLAB code optimization, specifically, the 
removal of processing and analysis by looping, may decrease the processing time of each frame. 
The MATLAB code associated with eliminating unwanted reflections is called recursively, 
which substantially increases the time necessary for image processing. Profiles regarding the 
MATLAB code can be found in Appendix D: MATLAB Code Profiles. Because this application 
requires a high frame rate, it is recommended that the system (currently operating on a personal 
computer), be transferred to an embedded system. This could be complete through the use of an 
application-specific integrated circuit (ASIC) or a field-programmable gate array (FPGA). 
Another issue related to the system at the current stage in development is that the noise 
floor is relatively large, which could restrict the acquisition of high-quality measurements. As 
previously stated, at times, noise levels of up to 8.4% were incurred during testing. There are 
multiple steps that must be taken to decrease the noise level. First, the MATLAB code must be 
rigorously tested to determine where inaccuracies are occurring. Specific to hardware, the 
relative size of the pupil within the image space must be increased significantly to improve 
resolution. By integrating a camera with increased resolution, the amount of pixels that contain 
the pupil will be increased, thus reducing the amount of noise incurred. It may also be effective 
to integrate a system used to track the pupil within the image space. Once the pupil has been 
40	  	  
located, the robust system can automatically zoom and focus on the pupil, which will allow for 
extremely high-accuracy measurements to be obtained.  
During testing, it was determined that the illumination source power and beam-spread 
was not optimal for pupil retroreflection. By examining the bright pupil effect and conducting 
further testing, alternative near-infrared LEDs could be identified for use in the system in order 
to make it easier to distinguish the pupil within the image space. By increasing the power output 
the illumination source and choosing LEDs with a beam spread of no greater than 10 degrees, the 
pixel intensity of the retroreflected pupil in this image will be greater. This improvement could 
also aid in increasing the accuracy and frame rate of the system by allowing for less 
computationally expensive image processing.  
41	  	  
VIII. CONCLUSION 
The team was able to successfully fabricate and test a fully functional videographic 
pupillometer system that is capable of obtaining measurements of a subject from a remote 
distance. Although the prototype could not be tested among a large sample size of subjects, 
initial testing indicates that the system, with further improvements, could be utilized in numerous 
applications of biometric analysis. 
The Videographic Pupillometer System is able to obtain measurements from a distance of 
greater than two meters, which is a large improvement. Some commercially available 
pupillometer systems require the subject to be in close proximity (e.g. 20 cm) from the device in 
order to complete measurements. By creating a system that can operate remotely from a subject, 
the system can obtain measurements without interfering with the behavioral tasking of the 
subject. As previously stated, at this stage of development, the system requires improvements in 
accuracy and precision, in addition to increased robustness of the algorithms. However, the team 
has provided a functional prototype, which displays the conceptual operation of the system. 
Further development testing will provide insight regarding the improvement of these factors. 
The system is able to obtain measurements, and provide data through a graphical 
interface. The interface displays the obtained image, in addition to the ellipse that was calculated 
as representing the pupil. Additionally, the system is capable of handling various measurement 
impairments, such as background reflections, the presence of eyeglasses and eyeglass reflections, 
and various lighting conditions.  
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X. APPENDICES 
APPENDIX A: PRODUCT DATASHEETS 
MIDWEST OPTICAL SYSTEMS INC BP850 
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BP850 INFRARED BANDPASS 
 Data Points 
     
5/23/2006 
Wavelength Transmission Wavelength Transmission Wavelength Transmission 
(nm) (%) (nm) (%) (nm) (%) 
1100.00 18.52 800.00 57.66 510.00 0.00 
1090.00 20.08 790.00 40.40 500.00 0.00 
1080.00 21.89 780.00 24.82 490.00 0.00 
1070.00 24.05 770.00 13.24 480.00 0.00 
1060.00 26.69 760.00 6.43 470.00 0.00 
1050.00 29.86 750.00 2.94 460.00 0.00 
1040.00 33.67 740.00 1.36 450.00 0.00 
1030.00 38.23 730.00 0.66 440.00 0.00 
1020.00 43.57 720.00 0.35 430.00 0.00 
1010.00 49.66 710.00 0.20 420.00 0.00 
1000.00 56.47 700.00 0.12 410.00 0.00 
990.00 63.93 690.00 0.08 400.00 0.00 
980.00 71.76 680.00 0.05 390.00 0.00 
970.00 79.39 670.00 0.03 380.00 0.00 
960.00 86.16 660.00 0.00 370.00 0.00 
950.00 91.73 650.00 0.00 360.00 0.00 
940.00 95.60 650.00 0.00 350.00 0.00 
930.00 98.09 640.00 0.00 340.00 0.00 
920.00 99.39 630.00 0.00 330.00 0.00 
910.00 99.55 620.00 0.00 320.00 0.00 
900.00 99.76 610.00 0.00 310.00 0.00 
890.00 99.95 600.00 0.00 300.00 0.00 
880.00 99.76 590.00 0.00 290.00 0.00 
870.00 99.51 580.00 0.00 280.00 0.00 
860.00 98.49 570.00 0.00 270.00 0.00 
850.00 97.71 560.00 0.00 260.00 0.00 
840.00 95.47 550.00 0.00 250.00 0.00 
830.00 91.21 540.00 0.00 240.00 0.00 
820.00 83.94 530.00 0.00 230.00 0.00 
810.00 72.74 520.00 0.00 220.00 0.00 
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SONY CO. XC-EI50 
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COMPUTAR TEC-55 
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OSRAM OPTO SEMICONDUCTORS INC SFH-4550 
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OSRAM OPTO SEMICONDUCTORS INC SFH-4058 
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OSRAM OPTO SEMICONDUCTORS INC SFH-4250-Z 
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BITFLOW INC CAB-DEV-ANV1 
 
76	  	  
 
77	  	  
BITFLOW-MATLAB IMAQ INTEGRATION PROPERTIES 
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NEWPORT 1830C WITH SILICON DETECTOR 
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APPENDIX B: SAFETY HAZARDS REPORT 
Safety Hazards Associated with Exposing the 
Human Eye to Infrared Rays 
 As applications of biomedical instrumentation utilizing optical methods continue to 
increase, it is vital to proactively assess the potential safety hazards to direct or indirect users of 
the proposed device. In this instance, the focus falls into the concern of damage to the human eye 
(e.g. retina or lens). In this application, the proposed device will utilize infrared rays at 850 nm 
(outside of the average human visible spectrum). At this specific wavelength, only the following 
hazards are of concern:  
1) Thermal injury to the retina of the eye (400 nm to 1400 nm) 
2) Near-infrared thermal hazards to the lens of the eye (800 nm to 3000 nm) 
 
It is important to note that if the emitting areas of adjacent LED sources are separated by at least 
100 milliradians (5.7 degrees), and then the LEDs are considered independent from a retinal 
hazard standpoint. However, the LEDs are considered in cascade for risk assessment of the 
cornea and lens, which is the case for the proposed application. Therefore, the amount and 
positioning of LEDs must be determined before this consideration can be completely assessed.  
The International Commission on Non-Ionizing Radiation Protection (ICNIRP) and the 
American Conference of Governmental Industrial Hygienists (ACGIH) have provided exposure 
limits for near-infrared optical radiation, in addition to providing recommendations regarding the 
maximum daily exposure to the cornea (listed at 10 mW/cm2) for the proposed wavelength.  
The duration of exposure plays a critical role in assessing the potential hazards. The threshold set 
by various organizations is 1,000 seconds or approximately 16.6 minutes. For the purpose of our 
study, the exposure time to any and all participants or users will not come close to exceeding this 
threshold. Therefore, equation 1, below, provides the means to calculate the limit for infrared-
only exposure: 𝐸!"!!"#$ = 1.8 ∗ 𝑡!!.!"       𝑊 ∗ 𝑐𝑚!!      
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Equation 1: Exposure limits for infrared-only at exposure durations of less than 1,000 
seconds1 
Guidelines have also been instated by the ACGIH and ICNIRP to protect the human retina 
against retinal thermal hazards, and also “the infrared lens hazards.” Because it has been 
established that the time of continuous exposure will not exceed the threshold of 1,000 seconds, 
the ACGIH has provided the limiting radiance for exposure times of less than 810 seconds and 
all pulsed exposure applications. Equation 2, below, provides the means to calculate limit for 
NIR applications: 𝐿!"# = Σ𝐿! ∗ 𝑅 𝜆 ∗ Δ𝜆   ≤ 3.2𝛼 ∗ 𝑡!.!"          𝑊𝑐𝑚! ∗ 𝑠𝑟!!           𝑓𝑜𝑟  𝑡 < 810  𝑠       
Equation 2: Limiting Radiance provided by ACGIH for t<810 s and all pulsed exposure2 
Therefore, given these equations that govern the exposure limits for the proposed application (in 
addition to including a 3-fold safety factor), it is determined that the maximum daily exposure 
time for a human being must not exceed 810 seconds.  
 
APPENDIX C: MATLAB CODE USED FOR IMAGE PROCESSING AND 
ANALYSIS 
 The developed MATLAB scripts and functions are shown, below. Various functions 
were developed for specific purposes. The original script Pupillometry.m is used for video 
acquisition, data collection, and data analysis. The function pupilProcess.m is used to process the 
frame, isolate the pupil and provide the pupil diameter to the calling function. The function 
eliminateReflections.m is used to eliminate unwanted reflections. The function LSellipse_fit.m is 
used to conduct best-ellipse fitting in order to determine the coordinates and diameter of the 
pupil. 
PUPILLOMETRY.M 
%% Pupillometry.m 
%  
% Script for data analysis and development 
% 
% Pupillometry - acquires video and analyzes frames to determine the  
% diameter of the pupil. This function requires a video feed from an  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Mulvey, Exploration of Safety Issues in Eye Tracking. p. 14 
2 Mulvey, Exploration of Safety Issues in Eye Tracking. p. 15	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% analog camera which is imported to MATLAB using a BitFLOW Alta-AN1  
% frame grabber card.  
% 
%%Hardware info 
% http://www.mathworks.com/help/toolbox/imaq/f9-75080.html 
% 
%-------------------------------------------------------------------------- 
  
clear all;                          %Clear workspace 
imaqreset;                          %Reset image acquisition in MATLAB 
  
% ROI values. The original frame should be greater than or equal. 
width = 640; 
height = 480; 
  
% Set runtime 
t = 1; 
  
% Setup the acquisition. 
vid = videoinput ('bitflow', 1); 
src = vid.Source; 
vid.FramesPerTrigger = inf; 
vid.ROIPosition = [0 0 width height]; 
  
% Acquire a single frame 
topframe = getsnapshot (vid); 
  
gcf.DoubleBuffer = 'on'; 
  
start (vid);                        %Start video to acquire frames 
  
i=1;                                %initialize indexing  
area = 100;                         %initialize feedback 
  
tic; 
while toc < t                       % Set amount of time for test to run 
    if (vid.FramesAvailable)        %Iterate if a new frame is available 
         
        % Get the most recently acquired frame. 
        topframe = peekdata (vid, 1); 
         
        %Thresholding 
        if i < 2 
             
            F=medfilt2(F);      %median filter to remove noise and preserve 
                                %edges 
  
            z=imhist(F);        %make 256 bin histogram of input image 
                                %this histogram is used in calculating the  
                                %threshold value 
  
            thresh=70;          %initialize variable value in case  
                                %histogram analysis fails 
     
            %Calculate threshold value using histogram 
             
            for i=30:256            %skip first 30 intensity values for  
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                                    %accuracy. When histogram bin value  
                                    %drops under 40, use that index for 
                                    %threshold value 
                if (z(i) < 30)                  
                    thresh = i;     %set threshold value to loop index 
                    break;          %break from loop 
                end 
            end 
        end  
         
        % Clear any other frames. 
        flushdata (vid); 
         
        %Call pupilprocess.m for image processing 
        [condition, major, minor, phi, x, y] = pupilProcess(topframe,... 
            area, thresh); 
         
        if (condition == 1)         %Iterate if the frame was properly 
                                    %processed in pupilProcess.m 
                                     
           trackdiameter(i) = (major);%Set current diameter to trackdiameter 
                                      %vector 
             
            % Display percentage change 
            if i > 2                    %Skip first frame, no reference data 
                 
                %Track percentage change  
                change(i) = ((major - trackdiameter(i-1)) / major)*100; 
                 
                disp(change(i));        %display percentage change in  
                                        %workspace 
                 
            end                         %end if statement             
             
            area = round((major/2) * (minor/2) * pi);          
                                        %Feedback for noise elimination 
             
            i=i+1;                      %Increment indexing 
  
        end                             %end if statement 
         
        % Display the processed frame 
        figure(1) 
        imshow (topframe, 'InitialMagnification', 'fit'); 
                                        %plot original input image 
        hold on 
        plot_ellipse(major,minor,phi,x,y,'g') 
                                        %overlay best-fit ellipse on  
                                        %original image 
        hold on 
        plot(x,y,'r*') 
                                        %overlay calculated center of pupil 
                                        %on original image 
        hold off 
         
    end                                 %end if statement 
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    % Pause briefly, so the display will have time to update. 
    pause(0.0001); 
end 
  
% Cleanup and clear everything. 
stop (vid);                             %Stop video acquisition 
delete (vid);                           %Delete video acquisition  
         
 
 
PUPILPROCESS.M 
function [ condition, major_axis, minor_axis, phi, x0, y0 ] = pupilProcess 
(frame, pixelArea, thresh)  
%Written by: Christopher Walker 01/29/2012 
%For use in WPI MQP "Remote Pupillometry" 
%Completed in conjunction with Charles Stark Draper Laboratory (Cambridge, 
%MA)(CSDL) 
%Project members: Christopher Walker, Harold Hovagimian 
%Project Advisor: Professor Domhnull Granquist-Fraser 
%CSDL Advisor: John Turkovich 
  
% pupilProcess - Given an image and the approximate area of the pupil 
% (from the previous iternation), pupilProcess returns the diameter of the 
% pupil. The function also returns a condition term, which indicates 
% whether the algorithm successfully calculated the pupil size. Also 
% returns the major and minor axis, coordinates of the center of the 
% ellipse (x0 and y0) and the angle of rotation in radians (phi) with 
% respect to the x-axis of the best-fit ellipse. 
  
% Input: 
%               frame - a vector of image data 
%               pupilArea - a value of the approximate pupil area 
%               thresh - a threshold value for image analysis 
% 
% Output: 
%               condition - A term to indicate successful processing of the 
%               frame 
%               major_axis - magnitude of ellipse longer axis (pupil 
%               diameter) 
%               minor_axis - magnitude of the shorter axis 
%               phi - Angle of rotation in radians with respect to the 
%               x-axis 
%               x0 - x coordinate of ellipse center 
%               y0 - y coordinate of ellipse center 
% 
%-------------------------------------------------------------------------- 
  
  
F=frame;                                %set frame to variable F.  
                                        %This sets the input image to 
                                        %variable F 
                                       
% F=F(:,:,1);                           %make image grayscale ; only ussful  
                                        %if input image is color. This is 
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                                        %not necessary at this stage, 
                                        %because we are input a black/white 
                                        %image 
                                         
[row_size, column_size] = size(F);      %get row length and column length 
                                        %this is used for indexing of loops 
                                        %to ensure that the full image is 
                                        %processed and allows for variable 
                                        %sie images to be input to the 
                                        %function 
  
reflection = 0;                     % Initialize boolean value for  
                                    % reflection presence. This tells the 
                                    % algorithm that additional processing 
                                    % is necessary due to the precense of a 
                                    % reflection 
  
maximum = max(max(frame));          % Find maximum intensity of the  
                                    % original image 
                                     
if (maximum > 100)                  % if the maximum intensity is greater  
                                    % than 100, a reflection is present. 
                                    % Based on collected data, the maximum  
                                    % intensity value of a retroreflected 
                                    % pupil is approximately 45. 
  
% Locate the coordinates of the maximum intensity value                                 
[ymax, ind] = max(frame(:));         
[xmax, ymax] = ind2sub(size(frame),ind); 
reflection = 1;                     % there is an unwanted reflection  
                                    % present in the image (reflection = 1) 
end 
  
% Thresholding 
bw_70 = (F>thresh);                 %Threshold image to eliminate only  
                                    %pixels with intensity greater than the 
                                    %threshold value calculated using  
                                    % histogram analysis 
                                     
bw_labeled = bwlabel(bw_70,8);      %8-neighbor analysis, only connected  
                                    %components (8-neighbor) are kept 
  
  
bw_pupil = bwareaopen(bw_labeled,round((pixelArea*0.75)));     
                                    %Remove any object containing less than 
                                    %x pixels through feedback 
                                     
se = strel('disk',2);               %Create a morphological structuring  
                                    %element. The 'disk' creates a flat 
                                    %disk-shaped structuring element with a 
                                    %radius of 2.  
  
bw_pupil = imclose(bw_pupil,se);    %Close all objects in the image space 
                                    %detected by the strel function. This  
                                    %makes it possible to then fill all 
                                    %these objects (next function). 
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bw_pupil = imfill(bw_pupil,'holes');%Fill all objects in the image space. 
                                    %Makes all values inside these regions 
                                    %1 
                                     
%If a reflection exists, call eliminateReflections.m 
if (reflection == 1) 
    bw_pupil = eliminateReflections(frame, bw_pupil, thresh, pixelArea); 
end 
  
% Edge Detection 
edges = edge(bw_pupil,'canny');      %Edge detection using canny window 
                                     %This isolates the boundary of the  
                                     %pupil to conduct best-ellipse 
                                     %fitting. This function sets the edge 
                                     %of objects to value 1, all other 
                                     %pixels that are not edges are 0 
  
ones = 0;                           %Initialize variable 
  
%Calculate size of the edges array to avoid dynamic allocation 
for i=1:row_size 
    for j=1:column_size 
        if (edges(i,j) == 1)  
            ones = ones + 1; 
        end 
    end 
end 
     
  
Arr=zeros(2,ones);                  % preallocate array  
  
f=1;                                %loop control variable 
  
%Scan and save coordinates of edges to vectors 
for i=1:row_size 
    for j=1:column_size 
        if (edges(i,j) == 1) 
            Arr(1,f) = i; 
            Arr(2,f) = j; 
            f = f + 1; 
        end 
    end 
end 
  
% 3 coordinates are needed for best-ellipse fitting, this ensures that 
% enough coordinates were identified to complete processing without errors 
if (size(Arr,2) > 3) 
  
Arr2=Arr';                          %Transpose array for use in  
                                    %LSellipse_fit.m 
                                     
% Complete best ellipse fitting                                    
[major_axis, minor_axis, x0, y0, phi] = LSellipse_fit(Arr2(:,2),Arr2(:,1)); 
  
condition = 1;                      %pupilProcess successful (to return to 
                                    %main function) 
else 
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    condition = 0;                  %pupilProcess unsuccessful - ignore  
                                    %data point, set all outputs to 0 
    major_axis = 0;                 %Return condition = 0 (unsuccessful to  
                                    %calling function)     
    minor_axis = 0; 
    x0 = 0; 
    y0 =0; 
    phi = 0; 
end                                 %end if statement 
  
end                                 %End main loop 
 
 
ELIMINATEREFLECTIONS.M 
 
function [ bw_pupil ] = eliminateReflections( original, thresholded, 
threshold, pixelArea ) 
%Written by: Christopher Walker 02/26/2012 
%For use in WPI MQP "Remote Pupillometry" 
%Completed in conjunction with Charles Stark Draper Laboratory (Cambridge, 
%MA)(CSDL) 
%Project members: Christopher Walker, Harold Hovagimian 
%Project Advisor: Professor Domhnull Granquist-Fraser 
%CSDL Advisor: John Turkovich 
  
% eliminateReflections - Given an original image, a thresholded image, a  
%threshold value, and the approximate area of the pupil, the function 
%returns an image vector with all reflections eliminated.  
  
% Input: 
%                   original - original image  
%                   thresholded - thresholded image 
%                   threshold - threshold value 
%                   pixelArea - approximate area of the pupil 
% 
% Output: 
%                   bw_pupil - image vector with unwanted reflections  
%                   eliminated. Image of pupil isolated.  
% 
%-------------------------------------------------------------------------- 
  
% Find connected components in thresholded image. This will determine how 
% many total reflections are present (including retroreflected pupil). CC 
% is a structure with four fields: Connectivity, ImageSize, NumObjects, and 
%PixelIdxList 
  
CC = bwconncomp(thresholded); 
  
%Calculate the region with the maximum intensity (unwanted reflection) 
maxRegionIntensity = cell2mat(struct2cell(regionprops(CC, original, 
'MaxIntensity'))); 
  
%Calculate the region with the minimum intensity 
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minRegionIntensity = cell2mat(struct2cell(regionprops(CC, original, 
'MinIntensity'))); 
  
%Get the region coordinates of all of the regions that indicate a 
%reflection 
regionCoordinates = struct2cell(regionprops(CC, 'pixelList')); 
  
%Find the minimum intensity value of the region with the maximum intensity 
minRegion = min(maxRegionIntensity); 
  
%Find the index of the minimum intensity value of the region with maximum 
%intensity 
minRegionIndex = find(maxRegionIntensity == min(minRegion),1); 
  
  
for i=1:(CC.NumObjects)             %For the number of reflection, iterate 
    if (i ~= minRegionIndex)        %Iterate only if the region is not the 
                                    %region with the minimum maximum 
                                    %intensity value (pupil 
                                    %retroreflection) 
                                     
        Coord = cell2mat(regionCoordinates(i)); 
                                    %Get the coordinates of the region of 
                                    %interest for processing 
                                     
        for h=1:length(Coord)       %Iterate for all coordinates 
             
            y=Coord(h,1);           %Make vector of y values of unwanted  
                                    %reflection 
                                     
            x=Coord(h,2);           %Make vector of x values of unwanted  
                                    %reflection 
                                     
            original(x,y) = 0;      %Set the pixels of the region that was 
                                    %determined to be a reflection to 0 in 
                                    %the original image 
                                     
            end                     %end for loop 
             
    end                             %end if statement 
     
end                                 %end for loop 
  
% Thresholding 
bw_70 = (original>threshold);       %Threshold image to eliminate only  
                                    %pixels with intensity greater than the 
                                    %threshold value calculated using  
                                    % histogram analysis   
                                     
bw_labeled = bwlabel(bw_70,8);      %8-neighbor analysis, only connected  
                                    %components (8-neighbor) are kept 
  
  
bw_pupil = bwareaopen(bw_labeled,round((pixelArea*0.75)));  
                                    %Remove any object containing less than 
                                    %x pixels through feedback 
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se = strel('disk',2);               %Create a morphological structuring  
                                    %element. The 'disk' creates a flat 
                                    %disk-shaped structuring element with a 
                                    %radius of 2. 
  
bw_pupil = imclose(bw_pupil,se);    %Close all objects in the image space 
                                    %detected by the strel function. This  
                                    %makes it possible to then fill all 
                                    %these objects (next function). 
                                     
bw_pupil = imfill(bw_pupil,'holes');%Fill all objects in the image space. 
                                    %Makes all values inside these regions 
                                    %1 
  
end                                 %end main loop 
  
  
 
LSELLIPSE_FIT.M 
 
function [semimajor_axis, semiminor_axis, x0, y0, phi] = LSellipse_fit(x, y) 
% 
% ellipse_fit - Given a set of points (x,y), ellipse_fit returns the 
% best-fit ellipse (in the Least Squares sense)  
% 
% Input:                   
%                       x - a vector of x measurements 
%                       y - a vector of y measurements 
% 
% Output: 
% 
%                   semimajor_axis - Magnitude of ellipse longer axis 
%                   semiminor_axis - Magnitude of ellipse shorter axis 
%                   x0 - x coordinate of ellipse center  
%                   y0-  y coordinate of ellipse center  
%                   phi - Angle of rotation in radians with respect to 
%                   the x-axis 
% 
% Algorithm used: 
% 
% Given the quadratic form of an ellipse:  
%   
%       a*x^2 + 2*b*x*y + c*y^2  + 2*d*x + 2*f*y + g = 0   (1) 
%                           
%  we need to find the best (in the Least Square sense) parameters 
a,b,c,d,f,g.  
%  To transform this into the usual way in which such estimation problems are 
presented, 
%  divide both sides of equation (1) by a and then move x^2 to the 
% other side. This gives us: 
% 
%       2*b'*x*y + c'*y^2  + 2*d'*x + 2*f'*y + g' = -x^2            (2) 
%   
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%   where the primed parametes are the original ones divided by a. 
%  Now the usual estimation technique is used where the problem is 
%  presented as: 
% 
%    M * p = b,  where M = [2*x*y y^2 2*x 2*y ones(size(x))],  
%    p = [b c d e f g], and b = -x^2. We seek the vector p, given by: 
%     
%    p = pseudoinverse(M) * b. 
%   
%    From here on I used formulas (19) - (24) in Wolfram Mathworld: 
%    http://mathworld.wolfram.com/Ellipse.html 
% 
% 
% Programmed by: Tal Hendel <thendel@tx.technion.ac.il> 
% Faculty of Biomedical Engineering, Technion- Israel Institute of Technology      
% 12-Dec-2008 
% 
% Shared program obtained through the Mathworks MATLAB function file 
% sharing online library. Used in pupilProcess.m and called by 
% Pupillometry.m, which are files used in the "Remote Pupillometry Project" 
% conducted by: 
% 
% Christopher Walker 
% Harold Hovagimian 
% 
% Project completed by Worcester Polytechnic Institute in conjunction with 
% Charles Stark Draper Laboratory 
% 
%-------------------------------------------------------------------------- 
  
  
x = x(:); 
y = y(:); 
  
%Construct M 
M = [2*x.*y y.^2 2*x 2*y ones(size(x))]; 
  
% Multiply (-X.^2) by pseudoinverse(M) 
e = M\(-x.^2); 
  
%Extract parameters from vector e 
a = 1; 
b = e(1); 
c = e(2); 
d = e(3); 
f = e(4); 
g = e(5); 
  
%Use Formulas from Mathworld to find semimajor_axis, semiminor_axis, x0, y0 
%, and phi 
  
delta = b^2-a*c; 
  
x0 = (c*d - b*f)/delta; 
y0 = (a*f - b*d)/delta; 
  
phi = 0.5 * acot((c-a)/(2*b)); 
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nom = 2 * (a*f^2 + c*d^2 + g*b^2 - 2*b*d*f - a*c*g); 
s = sqrt(1 + (4*b^2)/(a-c)^2); 
  
a_prime = sqrt(nom/(delta* ( (c-a)*s -(c+a)))); 
  
b_prime = sqrt(nom/(delta* ( (a-c)*s -(c+a)))); 
  
semimajor_axis = max(a_prime, b_prime); 
semiminor_axis = min(a_prime, b_prime); 
  
if (a_prime < b_prime) 
    phi = pi/2 - phi; 
end 
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APPENDIX D: MATLAB CODE PROFILES  
 During the analysis of the frame rate of the system, it was necessary to examine the 
MATLAB profiles of the functions called during processing. This technique can provide 
information regarding specific lines or functions which are consuming large amounts of time. 
With this information, changes and alterations can be made to improve the speed of the 
MATLAB code. Profiles on pupilProcess.m, eliminateReflections.m, and LSellipse_fit.m are 
provided, below.   
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PUPILPROCESS.M 
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ELIMINATEREFLECTIONS.M 
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LSELLIPSE_FIT.M 
 
