We consider multiprocessing systems where processes make independent, Poisson distributed resource requests with mean arrival time 1. We assume that resources are not released. It is shown that the expected deadlock time is never less than 1, no matter how many processes and resources are in the system. Also, the expected number of processes blocked by deadlock time is one-half more than half the number of initially active processes. We obtain expressions for system statistics such as expected deadlock time, expected total processing time, and system efficiency, m terms of Abel sums. We derive asymptotic expressions for these statistics in the case of systems with many processes and the case of systems with a fixed number of processes. In the latter, generahzations of the Ramanujan Q-function arise. We use singularity analysis to obtain asymptotlcs ot coefficients of generalized Q-functions.
1, Introduction
Deadlock detection and resolution is a major issue in the design of multiprocessing systems (see Bic and Shaw [1988] Resources Processes exact and asymptotic expressions for system statistics such as expected time to deadlock, expected total processing time, and system efficiency. We make the simplifying assumption that resources are never released. Thus, our results may be viewed as upper bounds or bounds for an extreme case of system behavior.
Let us describe our model a little more precisely. A multiprocessing system is composed of two types of entities: processes and resources. Processes are the active entities of the system. They can change the system state by requesting new resources or releasing resources allocated to them. Resources are serially reusable: they may be reallocated once they are released. Examples of such resources are hardware units such as memory pages or printers, and software resources such as database locks. We do not examine systems with consumable resources such as messages, signals, and input data. We also assume that each process requests only one resource at a time.
A system state is represented by a resource allocation graph. This is a directed graph whose vertices are the processes and resources in the system. The graph is bipartite; edges are directed from resources to processes or processes to resources (see Figure 1) . A resource is free if it has not been allocated to a process. If a process p requests a free resource r, an edge is inserted in the resource allocation graph from r to p to indicate that r has been allocated to p and is no longer free.
When p releases r the edge is erased. If p requests a resource r that is not free, an edge is drawn from p to r, indicating that p is waiting for r to be released. In this case, p becomes inactiue or blocked and can make no more requests until r is released. Thus, an active process has out-degree O and an inactive process has out-degree 1. Deadlock occurs when a directed cycle appears in the resource allocation graph.
Since all the processes on the directed cycle are blocked, the resources on the cycle can never be released. They become useless until the deadlock is detected and resolved. For example, if process p~requests resource r4 in Figure 1 , deadlock occurs because a cycle p7 + r4 + p2 + r2 + p3 -+ T5 + p7 results when the edge p~~rd (indicated by the dotted arrow) is added. A more detailed description of the model is given in the following section. Lynch [1994] Knuth [1973] and Vitter and Flajolet [1990] ), computation of random mapping statistics (see Flajolet et al. [1988] and Flajolet and Odlyzko [1990a] ), analysis of union-find algorithms (see Yao [1976] and Knuth and Schonhage [1978] ), and optimum caching (see Knuth [1985] ). These problems are all analyzed in terms of Abel sums (so called because many of them can be evaluated explicitly by generalizations of Abel's identity).
The outline of the paper is as follows:
In Section 2, we describe our model and derive recurrence relations for various system statistics. In Section 3, we note that all of these recurrences have a common form and give solutions in terms of Abel sums. We prove a result we call the Half and Half Theorem. It says that beginning from any state with j active processes, the expected number of these processes blocked by deadlock time is (j + 1)/2, one-half more than half the number of initially active processes. In Section 4, we develop a general theory for the evaluation of Abel sums. This is applied to the recurrence solutions of Section 3 to give expressions and inequalities for system statistics. In Section 5, we give asymptotic expressions for these expressions in the case where systems have many processes. In Section 6, we do the same for the case where systems have a fixed number of processes. Here, functions generalizing the Q-function arise, This function was studied by Cauchy [1826] , and later by Ramanujan [1912] . Ramanujan actually denoted it 6' (as he did several other functions).
Knuth was the one to name it Q in his first expected time analysis of an algorithm [Knuth 1968, pages 113-1 18] (see also Flajolet, et al. [1992] denote Stirling numbers of the second kind (or in the terminology of Graham et al. [1989] the subset Stirling numbers). The expression j!! denotes the double factorial function 1.3 " 5 """ (2j -1). E(M is the expectation of the random variable X. We write~< g if~(n)/g(n) approaches O as n~~; this is just another way of writing~(n) = o(g(n)).
Recurrence Equations
In this section, we give a more detailed description of our model and derive recurrence relations for system statistics.
Let m be the number of resources and n be the number of processes in a multiprocessing system. Suppose that the system has just entered a state where there are i free resources and j active processes. Let~,~be a random variable representing the time to deadlock.~,~depends on m as well as i and j, but for notational convenience we suppress m. We shall see that~,~does not depend at all on n. 
Now if we let~,1 = E(~,,) and P,,l = E(P,, I ), from (1) and (2) we have, using linearity of expectation and independence, then multiplying by j,
for~>0.
A system statistic that will be especially important is~~= P,, ,/j~,~which measures system efficiency. Note that jT1,, is total processing time in a system in which j processes are active for a time interval of T,,,. The ratio of actual total processing time to this quantity is the expected fraction of time that processes are active.
We will also be interested in the variances of~,, and P,,,. Therefore, we wish to compute the expectations~~= E(Tl~J ) and Q,,, = E(P,~, ). Squaring both sides of (1) and using the identities 
Resources Allocated
The last statistic we consider measures how well the system allocates resources. This is also important for system design. Even if the expected deadlock time is fairly long, system performance still might be poor if processes requesting resources are usually blocked. We are interested, therefore, in the expected number of resources R, , that will be allocated by the time deadlock occurs. This is easy to determine from our model. Notice that whenever a process requests a resource, the probability that the request will be granted is i/m. Thus, .
. 
Solving for s,(z) gives an expression in terms of s,_ Jz) and xl(z):
Substitute for s,_ ,(z) on the right side of this expression, then substitute for sl _ Z( z), and so on. We have
It is instructive to use (9] and (10) to compute T~,~, which, recall, is the expectation in the birthday problem for a year with m days. Take Xl,, = 1 for i > () and j > 0. Then, T~~is the linear coefficient of s~( z) and hence is the sum of the constant coefficients of am,~. Thus,
We may regard this as a function of m, The function T~,~-1 is the Ramanujan Q-function.
T~,~is the linear coefficient of s~(z) and thus is just the first of a family of functions given by the successive coefficients of s~(z). The techniques used by Knuth and others to obtain the asymptotic of coefficients of the Q-function do not seem to extend easily to other functions in the family. In a later section, we will develop other asymptotic methods to deal with these functions.
Let us return to our analysis of (9) and (10). By partial fraction decomposition, Thus, 
For (i), take X,,~= 1 in eq. (8) 
Parts (ii) and (iii) of the theorem already provide useful information about system behavior. The expected total processing time Pi,~is also the expected number of requests since the request arrival time for each process is 1. The difference between this value and R,,~, the expected number of resources allocated, is the expected number of processes blocked by deadlock time. We see that this quantity is always (j + 1)/2, one half more than half the number of initially active processes. Thus, we have the following surprising result about system performance. Beginning from any state with j active processes, the expected number of these processes blocked by deadlock time is (j + 1)/2. AND C. RAVISHANKAR
There is an easier way to prove the Half and Half Theorem. then, that deadlock does not occur at the first critical state change is (j -1)/j; in this event, the system enters a state with j -1 active processes and the expected number of remaining processes that will be blocked by deadlock times is j/2, by the induction hypothesis. Thus, the expected number of processes blocked by deadlock time is (l/j) + (1 + j/2)(j -1)/j = (j + 1)/2. Using these ideas, we can determine how many processes must be blocked for the probability of deadlock to exceed 8>0. The probability of reaching deadlock after k critical state changes is
o we set k = tij. We have the following
If we allow a system with j initially actiue processes to operate until 8j of those processes are blocked, the probability that deadlock has occurred is 8. Graham et al. [1989] . Although this is a more pleasing form than eq. (12) (and shows, in particular, that s m.] is a positive linear combination of the quantities X~, ,), it is not as useful.
Evaluation of Abel Sums
Abel's identity is expressed in several different forms in the literature.
Here is one of them (see Riordan [1968, page 18] ):
Taking the limit as x approaches O we have
If we put y = m -i and divide by m'-l, we have one of the cases of (13) A standard textbook application of the Lagrange Inversion Formula is to show that jlz) is the solution of the functional equatioñ (z) = zef(z) (see Wilf [19901) . If we differentiate both sides of this equation, substitute ef(z) =~(z)/z, and solve for~'(z) we have zfl(z) = jlz)/(1 -~(z)).
Thus,
If we use the Lagrange Inversion Theorem to compute the coefficients of e 'f(z) and then substitute f(z)/z for ef(z), we have
'y'k:) Zy+k, (ii) (j + 1!)/2 + i -im\j + i(i + 1)/2j s P,,, S (j + 1)/2 + i.
The first of these inequalities suggests that we may want to do deadlock detection at regular intervals rather than at each change of the system state. It shows that even in the worst possible circumstance where resources are never released, expected deadlock time is never less than 1. There is an absolute lower bound for expected deadlock time.
Systems with Many Processes
The case of systems with many processes is important for applications, This occurs, for example, when i, the number of free resources, is much less than j, the number of active processes. A few of our results require slightly stronger assumptions, either that m, the total number of resources, is much less than j or that m log log m is much less than j. The following result is an immediate consequence of Corollary 4.2.
THEOREM 5.1. Suppose that a system that begins from a state with m resources, i Pee resources, and j active processes. We see that a system with many processes performs well; it assigns nearly all resources before deadlock and even though most requests result in a blocked process (since the total number of requests is asymptotically j/2 which is much larger than i, the number of resources allocated) system efficiency is still reasonably good. Now let us consider the variances of T,, j and PI,~. The proofs are more involved so we state the results separately.
THEOREM 5.2. In a system that begins from a state with m resources, i free resources, and j actioe processes, if m log log m = O(j), then the uariance of deadlock time approaches 1.
PROOF.
We must first obtain bounds on~,,, the mean square of~,~.
Recall from Figure 2 that we take X,, J = 2~,~in eq. (8 
We will show that (16) is o(l) uniformly in 1 as j e CXJ. We do this using ideas related to singularity analysis originally formulated by Darboux (see Henrici [1977] and Flajolet and Odlyzko [1990b] ), The dominant singularity of gl(z) is a logarithmic singularity at z = 1 and the only other singularity is at z = 1 + l/(m -1). Apply Cauchy's formula [Markushevich 1977 ] to obtain
We choose a contour r consisting of several parts and bound the integral on each part (see Figure 3) . Let~vary with j so that O < -8 log i5 < l/j. Takẽ = l\ (2m) and let~> e be a fixed constant less than 1. r consists of six pieces rl, ..., rb. 171 is a circle of radius 8 centered at 1 taken clockwise beginning at 1 + 8. rz is a line segment from 1 + 8 to 1 + q. r~is a line segment at an angle of 77-/3 beginning at 1 + e ending at a point on the circle of radius 1 + q centered at O. We obtain rd by following this circle counterclockwise from this point to its conjugate. r~is a reflection of rq through the real axis, but with reversed orientation.
rb is 17j with reversed orientation. In For 171,we take z = 1 -de~~for -m< 6 s n-. Thus, log(l -z) = log 8 + HO and so \log(l -z)I < -log 8 + w. Also, 1 -8< Izl so l/lz~+ll < 1/(1 -8 )~+ 1. Thus, (17) is bounded in modulus by
which approaches O as j increases since -8 log 8 < 1/j.
Next combine the contributions to (17) from rz and rb. These two contours are the same, except for orientation, but the branches of Iog(l -z) used differ by -277-=. Therefore, the total contribution is which approaches O as j increases.
Next, for r~we take z = 1 + q + we HT13 where w ranges from O to a value slightly less than 2(q -q)-the exact value is not crucial.
We claim that -log(l -z) = -log( -e -w exp(d -1 n/3)) attains its maximum modulus on r~when w = O. Consider the function F(x, y) = I -log(x + =Y)12.
The directional derivative of F in the direction given by the unit vector ( -1/2, -fi/2) (which is in the direction of the contour) is where x + my = rexp(~d). If 6 < 0, r < 1, and y s 6X s O, this quantity will be negative. Notice that these conditions are satisfied by x + my = -e -we="\3 when O < w s 2(T -E). We see that the modulus of -log(l -z) decreases along the contour and, thus, attains a maximum value of~(log~)' + rr2 s log(2nz) + T. Notice also that Izl > 1 + .E+ x/2 on 17~so the contribution is bounded by
e-J/(~~l-l) J which approaches O since m log log m~j. We obtain a bound on r~in exactly the same way. Finally, on rl we see that the modulus of the denominator of the integrand grows exponentially in j and the numerator is bounded, so the contribution to (17) approaches O. We conclude that L(, 1-2 and hence that the variance of~, 1 approaches
u
The log log m factor in the preceding theorem is somewhat annoying. It seems likely that it can be eliminated. Note that the only place in the proof where we used this condition, rather than the weaker assumption that m = o(j), was in bounding the integral on I'j and r~. We could instead have used the condition that i < m/log nt. We begin similarly to the proof of the previous theorem. We obtain bounds on Q,,,, the mean square of P, , by substituting the lower and upper bounds given by Corollary 4.2. For the lower bound we take X, , = j(j + 1) + 2j -2inZ + i(i + 1) in eq. (8) and for the upper bound we take 'X,,, = j( j + 1) + 2~. Thus, by linearity, we have four cases to consider. X,,, = 2ij. In (12), we let~= 2i and Z, = j. We have from (14) and (15) Thus, taking all the cases together we have a lower bound for Q,,, of
To obtain an upper bound for Q,,,, add the values of S,,~/j in cases 1 and 2. This is less than
Sj .
We see that under the hypotheses of the theorem that Q,,, -j~/3. The square of the mean of P, , is asymptotic to j '/4 so the variance is asymptotic to j2/12. some insight. We will make some brief comments about the distribution in the last section.
Systems with a Fixed Number of Processes
Systems with a fixed number of processes are also important for applications. We will need more sophisticated asymptotic techniques than in the last section to carry out the analysis of these systems. We will also need to restrict to the case i = m, that is, the case where all resources are initially free. By Theorem 4.1, we see that we need to determine asymptotic expansions of c~(l, j) = We first need to find the singular expansions of the functions~P. The singular expansion of f,(z) = f(z) can be derived without too much difficulty from the Implicit Function Theorem (see Markushevich [1977] ) and the defin- 
The asymptotic formula for Cn(l, 1) agrees with eq. (25) Fix j. For systems beginning from a state with j processes and all resources free, we haz,)e the following asymptotic formulas for expected deadlock time, expected total processing time, expected number of resources allocated at deadlock time, and system efficiency. 
