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ABSTRACT 
I n  t h i s  r e p o r t  t h r e e  th inn ing  a lgor i thms  a r e  de- 
veloped ; one each f o r  use  wi th  r ec t angu la r  , hexagonal 
and t r i a n g u l a r  a r r a y s .  The approach t o  the  development 
of  each a lgor i thm i s  t h e  same. P i c t o r i a l  r e s u l t s  produc- 
ed by each o f  t h e  a lgor i thms  a r e  p resen ted  and t h e  r e l -  
a t i v e  performances of t h e  l a t t e r  a r e  compared. I t  i s  
found t h a t  t h e  a lgor i thm o p e r a t i n g  wi th  t h e  t r i a n g u l a r  
a r r a y  i s  the  most s e n s i t i v e  t o  image i r r e g u l a r i t i e s  and 
no i se .  Yet i t  w i l l  y i e l d  a  thinned image wi th  an over-  
a l l  reduced number o f  p o i n t s .  I t  i s  concluded t h a t  t he  
a lgor i thm o p e r a t i n g  i n  con junc t ion  with  t h e  hexagonal 
a r r a y  h a s  f e a t u r e s  which s t r i k e  a  ba lance  between those  
o f  t he  o t h e r  two, 
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I n t r o d u c t i o n  
I n  much o f  t he  l i t e r a t u r e  concerned wi th  t h inn ing  
o r  s k e l e t o n i z i n g  o p e r a t i o n s  on d i g i t a l  images, t he  most 
common type  o f  a r r a y  used i s  t h e  r e c t a n g u l a r  one. A l l  
o f  t h e  t h inn ing  o p e r a t i o n s  proposed,  however d i v e r s e ,  
make use o f  a  smal l  r e c t a n g u l a r  subarea ,  cen te red  a t  
each p o i n t  i n  t he  p i c t u r e ,  w i t h i n  t h e  con f ines  of which 
t h e  s k e l e t o n i z i n g  o p e r a t i o n s  a r e  performed. This  i s  
n o t  s u r p r i s i n g ,  f o r  convent iona l  scanning techniques ,  
o p e r a t i n g  i n  a  l ine-by- l ine  f a sh ion ,  a t  once sugges t  
t h i s  type of a r r a y  and hence t h e  subsequent form o f  
p roces s ing .  
I n  t h i s  paper i t  i s  proposed t o  examine a d d i t i o n a l  
t y p e s  o f  a r r ays :  no t  only  r e c t a n g u l a r ,  b u t  a l s o  
hexagonal and t r i a n g u l a r  a r r a y s .  These a r r a y s  
correspond t o  t he  two-dimensional mosaics. The f a c t  
t h a t  none of t h e s e  a r r a y s ,  wi th  t h e  except ion  of  t h e  
f i r s t ,  fo l low a  s t r i c t  row-and-column arrangement i s  
o f  no r e a l  consequence, f o r  given a  f i x e d  r e c t a n g u l a r  
a r r a y ,  t h e  o t h e r s  can always be  de r ived  therefrom.  
I n  comparing a lgor i thms  a s s o c i a t e d  wi th  each o f  
t h e  fou r  types  o f  a r r a y s ,  t h e  b a s i c  approach t o  each 
a lgo r i t hm w i l l  b e  the  same. A th inn ing  a lgor i thm de- 
veloped f o r  r ec t angu la r  a r r a y s  forms the  b a s i s  of  t h e  
approach.  This  t h inn ing  a lgor i thm was f i r s t  proposed 
by Rutovi tz  [ I ]  and subsequent ly  modified by t h e  au thor  [ 21,  
The use of a gene ra l i zed  approach, r a t h e r  t h a n  the 
development of  a different type of  a lgor i thm f o r  each 
s p e c i f i c  type of a r r a y ,  i s  d e l i b e r a t e ,  a s  i t  has  the 
advantage that the  r e l a t i v e  m e r i t s  of each type of  a r -  
ray  can  be  a s se s sed  i n  an e a s i e r  manner, Otherwise ,  
f a c t o r s  p e r t a i n i n g  t o  t h e  i n d i v i d u a l i t y  o f  each approach 
would have t o  be taken i n t o  account .  Suppose, f o r  ex- 
ample t h a t  we found t h a t  an adap t ive  approach t o  t h i n -  
n ing on a  r e c t a n g u l a r  a r r a y  was t h e  b e s t .  Then i t  
would be  u n f a i r  t o  compare the  r e s u l t s  wi th  t hose  ob- 
t a i n e d  us ing ,  s a y ,  an averaging technique on an hexagonal 
a r r a y .  The approach adopted h e r e  i s  based on no t ions  of 
c o n n e c t i v i t y  . 
Of i n t e r e s t  w i l l  b e  t he  r e l a t i v e  " e f f i c i e n c y "  o f  each 
type  o f  a r r a y .  C l e a r l y ,  a s  t he  s t r u c t u r e  becomes more 
involved s o  might i t s  corresponding th inn ing  a lgor i thm.  
However, it w i l l  b e  u s e f u l  t o  determine what advantages  
i f  any a  p a r t i c u l a r  a r r a y  h a s ,  e.g.,  t h e  r e s u l t i n g  image 
r educ t ion  and' p rocess ing  t ime i n  each case .  
Rec tanaula r  Arrays  
The s k e l e t o n i z i n g  a lgor i thm desc r ibed  below i s  
p a r t i a l l y  desc r ibed  i n  [1] and c2) .  It i s  presen ted  
h e r e  i n  f u l l .  I n  d e a l i n g  wi th  p a t t e r n s  on r e c t a n g u l a r  
a r r a y s  i t  h a s  been po in ted  o u t  [ 3 ]  t h a t  t h e r e  a r e  two 
c o n n e c t i v i t y  s i t u a t i o n s .  The p a t t e r n  i t s e l f  may be  e i -  
t h e r  four-way o r  eight-way connected. Correspondingly,  
t h e  complement, o r  background, must b e  e i t h e r  eight-way 
o r  four-way connected.  V e r i f i c a t i o n  o f  t h i s  s ta tement  
i s  presen ted  below and fol lows the  argument i n  [ 3 ] .  
Consider t h e  p a t t e r n  shown i n  Figure  2 ,  Assuming 
four-neighbor c o n n e c t i v i t y  f o r  both the pattern and the  
complement, t h e  number of  v e r t i c e s  V i n  the  p a t t e r n  i s  
16,  the number of edges E is 16 and t h e  number of  faces 
i s  4, 
Appl i ca t ion  o f  the Euler  formula 
t o  t h e  p a t t e r n  should g ive  iks genus. Thus by the  above 
formula t h e  genus i s  16 - 16 + 4 = 4. However the  pa t -  
t e r n  has  f o u r  components and t h e  background h a s  two, so 
t h a t  the  genus ( t h e  number o f  p a t t e r n  components minus 
t h e  number o f  background components + 1) i s  4 - 2 + 1 = 3. 
A s i m i l a r  disagreement i n  t h e  value of the  genus a r i s e s  
when e ight-neighbor  c o n n e c t i v i t y  i s  assumed. For then 
t h e  number o f  v e r t i c e s  i n  F igure  2 i s  1 2 ,  t h e  number of  
edges  16 ,  and the  number o f  f a c e s  4.  Thus by  Eule r  ls 
formula t h e  genus i s  0 ,  whereas i n  f a c t  t h e  genus should 
However, i f  four-neighbor c o n n e c t i v i t y  i s  assumed 
f o r  t h e  p a t t e r n  .and e i g h t  f o r  t he  background then t h e  
genus,  by Eu le r  's formula,  i s  4. Since  t h e  number o f  
background components i s  now 1 ( n o t  2 ) t h e  value o f  
t he  genus ob ta ined  by count ing t h e  number of components 
i s  a l s o  4. S i m i l a r l y ,  when we assume t h e  p a t t e r n  t o  be  
e ight-neighbor  connected and t h e  background t o  be  four-  
neighbor connected,  bo th  methods o f  c a l c u l a t i n g  t h e  va lue  
of t h e  genus,  which i s  0 ,  ag ree .  
For any element a . i n  row i and column j of t he  
i t 3  
m a t r i x ,  l e t  y ( 1 )  r e  y ( 8 )  be  i t s  e i g h t  neighbors  
s t a r t i n g  from a i n  counter-clockwise o r d e r ,  i, ji-1" 
The c r o s s i n g  number, X, i s  de f ined  a s  
k= l 
and i n d i c a t e s  t h e  number of  d i s t i n c t  cont inuous groups 
o f  b l a c k  and whi te  ( p a t t e r n  and background) e lements  a-  
round a  i ,  j '  I n  o r d e r  t o  d e l e t e  an element from t h e  pa t -  
t e r n  a l l  o f  t he  fol lowing c o n d i t i o n s  must hold:  
1. ~ = 2 o r 4  
8 
2. C y(k)  2 2, i . e . ,  t h e  element must have 
k = l  
a t  l e a s t  two ne ighbors  i n  t he  p a t t e r n  
4 .  y ( l ) y ( 3 ) y ( 7 )  = 0  
5. I f  x = 4 then  i n  a d d i t i o n ,  e i t h e r  cond i t i on  
( a )  o r  (b) must hold:  
a .  {y ( l )Ay(7 )  = 11 
and 
, { Y ( ~ ) v Y ( ~ )  = 1 5  
and 
{y(3)  vy(4)  vy(5) ~ ~ ( € 3 1  = 01 
b. {y ( l )Ay(3 )  = 11 
a  nd 
{y (4 )vy (8 )  = 11  
and 
{y(2)Ay(5)Ay(6) ~ y ( 7 )  = 01 
The d e l e t i o n  o p e r a t i o n s  cont inue  u n t i l  no f u r t h e r  change 
occu r s .  
B r i e f l y ,  the  func t ion  of  r u l e  2 i s  t o  prevent  t he  
a l r e a d y  thinned components from vanishing.  Rules 3 and 
4 p re se rve  t h e  c o n n e c t i v i t y  in t h e  t o p  and r i g h t  hand 
positions w i t h i n  t h e  rectangular window. Unless t h e  
p a t t e r n  component i s  d i agona l ,  e r a s u r e  can only t ake  
p l a c e  i f  t he re  i s  on ly  one p e r i p h e r a l  p a t t e r n  component 
( X  = 2 ,  Rule 1)- W s p e c i a l  ca se  a r i s e s  when t h e  p a t -  
t e r n  i s  a  d iagona l  l i n e ,  i n  which x = 4 ,  Thinning a l s o  
t a k e s  p l ace  i f  t h e  d i agona l  l i n e  i s  two elements  t h i c k  
(Rule  5 ) .  
Rules 1 through 4  apply  e q u a l l y  t o  a  four-way con- 
nec ted  p a t t e r n ;  r u l e  5, however, a p p l i e s  on ly  i f  e i g h t -  
neighbor  c o n n e c t i v i t y  i s  used. I t  h a s  been shown t h a t  
t h e  a lgo r i t hm does  n o t  d i s connec t  [ I] ,  [2] ,  
A f u r t h e r  r u l e  can b e  app l i ed  t o  each element i n  
t h e  image a f t e r  t h e  l as t  p a s s ,  provided t h e  e l i m i n a t i o n  
o f  r e c t a n g u l a r  cu rves  i s  no t  cons idered  harmful:  i f  
y (k )y (k+2)  = 1 f o r  k  = 2,  4 ,  6 ,  8 
then  a  can be  d e l e t e d .  
i , j  
I t  should be  noted t h a t  t h e  c r o s s i n g  number can be  
d e f i n e d  i n  a  s impler  way: 
The va lue  o f  x now g i v e s  t h e  number o f  eight-way con- 
nec ted  components surrounding a i , j *  The prev ious  d e f i -  
n i t i o n  o f  x y i e l d e d  t h e  number of such four-way connected 
components, 
The a lgor i thm i n  i t s  p r e s e n t  form i s  non i so t rop ic .  
I n  o r d e r  t o  render  i t  i s o t r o p i c  t he  fol lowing a d d i t i o n a l  
r u l e s  have t o  be  used: 
6 -  Y ( ~ I Y ( ~ ) Y ( ~ )  = 0 
-7 -  Y ( ~ ) Y ( ~ ) Y ( ~ I  = 0 
8 ,  i f  x = 4 then e i t h e r  cond i t i on  ( a )  o r  (b) 
must apply:  
a. [ y f 5 ) ~ y ( 3 )  =Z I ]  
a nd 
{ Y ( ~ ) v Y ( ~ )  = 13 
and 
{Y(l)Ay(4)  A y ( 7 )  Ay(8) = 03 
b .  { ~ ( 7 ) ~ y ( 5 )  = 1 3  
and 
{y (8 )vy (4 )  = 1 3  
and 
{ ~ ( 5 ) A y ( 6 ) A y ( 7 )  hy(2)  = 01 
Note t h a t  t h e  l a s t  s e t  of  r u l e s  c o n s i s t s  o f  r u l e s  
3 through 5 " r o t a t e d "  through 180°. A f t e r  t he  f i r s t  
p a s s  u s ing  r u l e s  1 through 5 ,  r u l e s  1, 2 and 6 through 
8 a r e  a p p l i e d  on a second pas s ,  t hus  completing one cyc le .  
I n  what fo l lows ,  s i m i l a r  s e t s  of  r u l e s  a r e  devel-  
oped f o r  t h e  o t h e r  a r r a y s .  The approach w i l l  b e  t he  
same i n  p r i n c i p l e ,  and i n  each c a s e  cognizance w i l l  
have t o  be  taken o f  t he  neighborhood c o n n e c t i v i t i e s -  
o f  t he  p a t t e r n  and t h e  background. Once t h i s  i s  e s t ab -  
l i s h e d  one can  proceed wi th  the  des ign  o f  a .  th inn ing  
a lgor i thm.  
The f i r s t  t h i n g  t o  no te  concerning hexagonal a r r a y s  
i s  t h a t  t h e r e  i s  no choice  o f  c o n n e c t i v i t y  f o r  e i t h e r  
t h e  p a t t e r n  o r  t h e  background; bo th  must be s i x  neighbor 
connected,  This  i s  v e r i f i e d  us ing  t h e  Eu le r  formula 
on t h e  p a t t e r n  shown i n  F igure  2 ( a ) .  
Assuming s i x  neighbor c o n n e c t i v i t y ,  the  number of 
vert ices V is 24, t h e  number of edges E i s  30 and the  
number of f a c e s  P is 6 ,  Using t h e  Euler formula, the  
genus i s  equa l  t o  0, Since the number of components of 
t he  p a t t e r n  i s  I and the  number of components o f  the 
background i s  2 ,  t h e  genus b a s  t he  value L - 2 + 1 = 0 ,  
Thus bo th  va lues  o f  t he  genus agree .  
I n  developing an a lgor i thm f o r  hexagonal a r r a y s ,  i t  
i s  noted t h a t  r u l e s  1 and 2 p e r t a i n i n g  t o  t he  r e c t a n g u l a r  
a r r a y  apply  h e r e  too.  S p e c i f i c a l l y ,  r u l e  2 i s  r equ i r ed  
t o  p revent  a l r e a d y  thinned l i n e s  from d i sappea r ing .  
The c r o s s i n g  n u d e r  can t a k e  t h e  va lues  0 ,  2 ,  4 and 
6 .  However, un l ike  t h e  r e c t a n g u l a r  c a s e ,  a s  soon a s  i t s  
va lue  exceeds  2 ,  t he  c e n t r a l  element cannot  b e  d e l e t e d ;  
f o r  i n  those  c a s e s  t he  p e r i p h e r a l  p a t t e r n  (b l ack )  e l e -  
ments form two s e p a r a t e  components which w i l l  b e  d i s -  
connected u n l e s s  t h e  c e n t e r  element i s  r e t a i n e d .  
We t h u s  have the  f i r s t  two r u l e s  
and x = 2 
bo th  of which must apply i f  t h e  element i s  t o  b e  d e l e t e d ,  
Here t oo  we r e q u i r e  a s e t  of  r u l e s  s i m i l a r  t o  r u l e s  
3 and 4 above, I n  Figure  2 ( a )  l e t  t h e  neighboring e l e -  
ment immediately t o  the  r i g h t  o f  t h e  c e n t e r  element be 
l a b e l l e d  y (1) , and t h e  remaining ones ,  i n  counterclock-  
w i se  d i r e c t i o n ,  y ( 2 )  through y ( 6 ) .  A t  f i r s t  s i g h t  one 
i s  l ead  t o  s t i p u l a t e  t h a t  t h e  fol lowing t h r e e  c o n n e c t i v i t y  
c o n d i t i o n s  must be  obeyed. if t h e  element i s  t o  be d e l e t e d :  
Ca) y(l1 y(:!)y(3) = 0 
(b) y(l) y(2)~(6) = 8 
( c )  ~(%)y(5)~(6f = 0 
These rules seem reasonable since they guarantee 
c o n n e c t i v i t y  between any s e t  of  t h r e e  consecut ive  per ipb-  
e r a 1  elements.  For example, i f  r u l e  ( a )  i s  not  obeyed, 
t h e  c e n t e r  element i s  no t  d e l e t e d ,  and t h e  c o n n e c t i v i t y  
between y ( 1 )  and y (3 )  i s  maintained v i a  t he  c e n t e r  e l e -  
ment. Any set o f  t h r e e  consecut ive  e lements  no t  e x p l i c i t l y  
w r i t t e n  down forms the  m i r r o r  image of one of t he  s e t s  
i n  ( a ) ,  ( b ) ,  o r  ( c ) ,  and i s  taken c a r e  o f  when a  p rev ious ,  
o r  a  l a t e r  element i s  cons idered ,  
However, cons ide r  t h e  simple p a t t e r n  shown i n  Fig- 
u r e  3 .  I n  each p a i r  o f  elements marked 1 and 2 ,  one o f  
t he  e lements  w i l l  have t o  be  r e t a i n e d  i f  t h e  p a t t e r n  i s  
no t  t o  b reak  up, By r u l e  ( c )  t h e  e lements  marked 1 a r e  
r e t a i n e d ,  whereas t hose  l a b e l l e d  2 a r e  removed, Now con- 
s i d e r  t he  e f f e c t  r u l e s  ( a ) ,  ( b )  , and ( c )  would have on 
t h e  l i n e  p a t t e r n  shown i n  F igure  4  ( a )  . The i n i t i a l  t h i n -  
n ing  s t a g e s  a r e  shown i n  F igures  4 ( b )  and ( c ) .  Ev iden t ly  
r u l e s  ( a )  and ( c )  a r e  incomparable: they cannot o p e r a t e  
t o g e t h e r  i n  t h e i r  p r e s e n t  form and one of  them must be 
changed. 
Taking t h e  m i r r o r  image of  r u l e  ( c )  i n  o r d e r  t o  pre- 
s e r v e  c o n n e c t i v i t y  o f  any t h r e e  consecut ive  e lements ,  i . e . ,  
t h e  r u l e  
y ( 2 ) y ( 3 ) y ( 4 )  = 0 
overcomes t h e  d i f f i c u l t y  encountered wi th  t h e  p a t t e r n  i n  
F igu re  4 ;  b u t  i f  t h i s  r u l e  i s  t o  be  used then  t h e  p a t t e r n  
shown i n  Figure  5 w i l l  even tua l ly  vanish.  
However, the connectivity between y(lf and y(5) (and 
be tween  y(2) and y ( 4 )  when y ( 3 )  i s  t he  center element) 
will b e  main ta ined  if t h e  f o l l o w i n g  two r u l e s  a r e  substi- 
t u t e d  f o r  r u l e  (c): 
YO)  = 1 
That i s ,  t h e  c r o s s i n g  number a t  neighbor y ( 1 )  ( t h e  l a t t e r  
must a l s o  belong t o  t he  p a t t e r n )  , must not  be  2. For 
t h e n ,  i f  y ( 5 )  be longs  t o  t he  p a t t e r n ,  c o n n e c t i v i t y  be-  
tween y ( 1 )  i s  maintained v i a  t h e  c e n t e r  element. 
The r u l e s  c o n s t i t u t i n g  the  hexagonal t h inn ing  a l -  
gor i thm a r e  summarized below. 
5. y ( 1 )  = 1 and x y (1) # 2. 
Once aga in , ,  i n  o r d e r  t o  render  t h e  a lgor i thm i s o -  
t r o p i c ,  t h e  a d d i t i o n a l  r u l e s  given below can be used: 
The s t r u c t u r e  o f  the  t r i a n g u l a r  a r r a y  i s  somewhat 
more complicated than e i t h e r  o f  those  d i scussed  above. 
The f i r s t  t h i n g  t o  n o t i c e  about  t h e  a r r a y  i s  the  f a c t  
t h a t  t h e  t r i a n g u l a r  elements have a l t e r n a t i n g  o r i e n t a -  
t i o n s ,  The  arrangement of per iphera l  e l ements  w i l l  thus 
vary  accordingly, (See Figure  6,) 
Here too i k  will be necessary to establish the 
neighborhood connectivity sf both the pattern and its 
background, Before  doing so w e  first show, i n  Figures 
6 ( a )  and ( b )  , t h e  two d i f f e r e n t  n e a r e s t - n e i g h b o r  a r -  
rangements  f o r  t h e  t r i a n g u l a r  a r r a y .  For  e a s e  o f  r e f -  
e r e n c e ,  t h e  c e n t r a l  e lement  i n  F i g u r e  6 ( a )  w i l l  b e  
r e f e r r e d  t o  a s  A, and t h a t  o f  F i g u r e  6 ( b )  a s  V. 
1 t w i l l  be observed from t h e  f i g u r e  t h a t  t h e  nea r -  
e s t  n e i g h b o r s  o f  b o t h  A and V c a n  be d i v i d e d  i n t o  t h r e e  
sets  such t h a t  a l l  t h e  e l e m e n t s  w i t h i n  each set a r e  equ i -  
d i s t a n t  from t h e  c e n t r a l  e l ement ,  d i s t a n c e s  b e i n g  measured 
from c e n t r o i d s .  The f i r s t  set  c o n t a i n s  t h e  t r i a n g u l a r  
n e i g h b o r s  whose c e n t r o i d s  a r e  a t  a  d i s t a n c e  o f  2 u n i t s  
away from t h e  c e n t r a l  e l e m e n t ' s  c e n t r o i d  (where t h e  
median o f  each  t r i a n g l e  i s  o f  l e n g t h  3 u n i t s ) .  The sec -  
ond se t  c o n t a i n s  t h e  s i x  e l e m e n t s  each e n t r o i d  o f  which 
i s  a t  a  d i s t a n c e  o f  2,,/3 u n i t s  away, and t h e  t h i r d  con- 
t a i n s  t h e  t h r e e  e lements  f u r t h e r m o s t  away, a t  a  d i s t a n c e  
o f  4 u n i t s ,  Note t h a t  i n c l u d e d  i n  t h i s  coun t  a r e  a l l  
t h e  e lements  which s h a r e  e i t h e r  a n  edge o r  a v e r t e x  w i t h  
e i t h e r  A o r  B . T h i s  s u g g e s t s  a  c h o i c e  o f  neighborhood 
c o n n e c t i v i t y ;  3 ,  9 ,  o r  1 2 ,  See F i g u r e  6  ( c )  , where t h e  
e l e m e n t s  around A have been numbered a c c o r d i n g  t o  t h e  
sets t o  which t h e y  b e l o n g ,  
I t  w i l l  b e  found t h a t  t h e  E u l e r  e q u a t i o n  quo ted  above 
is s a t i s f i e d  i f  t h e  p a t t e r n  is 12-neighbor connec ted ,  A s  
a result the background must be 3-neighbor connec ted ,  
As a verification consider the c s n f i g u r a t i o n  of elements 
in Figure 6 (d) , where the shaded elements constitute t h e  pattern, 
The nuder sf vertices V -- i f  12 neighbor connectivity 
i s  assumed -- i s  1 2 ,  The number of  edges E i s  23 and 
t h e  number of  f a c e s  i n  t h e  p a t t e r n  i s  11. Accordingly,  
t h e  genus i s  given by 
The genus i s  i n  f a c t  ze ro  because t h e  numbers of com- 
ponents  and h o l e s  i n  t h e  con f igu ra t ion  a r e  bo th  1. 
For t h e  p a t t e r n  t o  b e  12-way connected,  t h e  back- 
ground must be  3-neighbor connected,  Th i s ,  because now, 
t he  only  way the  cha in  of t r i a n g l e s  surrounding A can be 
broken,  so  a s  t o  connect  t h e  "hole"  i n  t h e  c e n t e r  wi th  
t h e  " o u t s i d e " ,  i s  f o r  two neighboring e lements ,  wi th  a 
common edge,  t o  belong t o  t he  background too  -- i . e , ,  
t h e  background must b e  3-way connected. 
By t h e  same token,  i f  t h e  p a t t e r n  i n  F igure  7 ( d )  
i s  3-way connected,  then t h e  number o f  v e r t i c e s  i t  con- 
t a i n s  i s  13 (the're a r e  i n  ef  f e c t  two v e r t i c e s  a t  A )  , 
t he  number o f  edges i s  23, and the  number of  f a c e s  i s  
11, Thus t h e  genus,  by E u l e r ' s  formula,  i s  
Once aga in  t h i s  corresponds t o  the  t r u e  va lue  o f  t he  
genus;  t h e r e  a r e  now on ly  two components, p a t t e r n  and 
background, whereas b e f o r e  t h e r e  were t h r e e ,  one of the  
p a t t e r n  and two o f  t he  background. With 3-way connect iv-  
i t y  of Figure  6 ( d )  t h e r e  i s  i n  f a c t  a gap a t  A .  The same 
argument would apply had t h e  p a t t e r n  i n  F igure  6 ( d )  con- 
sisted of all but the center element and any o t h e r  of the 
1% neighbors, 
- -  as a further example cons ider  the arrangement shown 
in Figure 7 ( a ) ,  If 12-neighbor c o n n e c t i v i t y  i s  assumed 
then  t h e r e  w i l l  be  no gap a t  A ,  Here t h e  connect ion is 
maintained by an element belonging t o  t he  t h i r d  s e t  of  
neighbors .  S i m i l a r l y ,  t h e r e  would no t  b e  a  gap a t  B ,  
where c o n n e c t i v i t y  i s  maintained by an element belong- 
i n g  t o  t he  second s e t  o f  neighbors .  T h i s ,  i n  p r i n c i p l e ,  
i s  s i m i l a r  t o  t h e  anomalies a r i s i n g  i n  r e c t a n g u l a r  a r -  
r a y s :  i n  Figure  7 ( c )  t h e r e  would be  a  gap a t  A u n l e s s  
8-neighbor c o n n e c t i v i t y  i s  assumed. 
L e t  each p e r i p h e r a l  element be  denoted by y ( k )  h 
where k i s  t h e  number o f  the  element belonging t o  t he  
s e t  h  = 1, 2,  o r  3. A t  t h e  same time i t  w i l l  b e  conve- 
n i e n t  t o  r e f e r  t o  any of  the  12 neighboring elements 
simply a s  y ( k ) .  I n  t h e  l a t t e r  r e p r e s e n t a t i o n  k denotes  
t h e  neighbor number, 1 - 12 ,  i n  gene ra l .  Thus y2 (3 )  - y (4 )  ; 
s e e  F igure  8. The arrangement o f  a  computer p r i n t o u t  o f  
a  t r i a n g u l a r  a r r a y  i s  shown i n  Figure  9 ( a )  t o g e t h e r  with 
t h e  12 neighbors  o f  A and V corresponding t o  F igure  8. 
The d i s t a n c e s  o f  neighbor y (1) through y(12)  from A a r e  
g iven  by the  p a i r s  
( 1 , l )  , ( 1 , 2 )  , ( 0 , 3 )  I ( -1 ,2)  , (-- l , l ) ,  (-2,O) 
( - 2 - 1 )  ( - 1 -  , ( 0 - 1 )  , 1 , 2 -  , 2 0 ,  r e s p e c t i v e l y .  
FomV the  corresponding d i s t a n c e s  a r e  
It w i l l  be  observed t h a t  t h e  y (k) elements are 1 
flanked on either side by two y 2 : k )  neighbors. In turn, each 
such pair of  y ( l e )  elements is separated 'by a y (k) type element 2 3 
S i m i l a r l y ,  each y Z ( k )  neighbor has  a s  i t s  irnrnedrate 
neighbor  a yl(k) and a y3 (k) neighbor ,  whi le  every y3 ( k )  
neighbor h a s  two y (k) element a s  i t s  immediate neighbor ,  2 
I f  t h e  p a t t e r n  were 3-way connected,  then f o r  e i t h e r  
A o r  v t o  be  completely surrounded by p a t t e r n  e lements ,  
a l l  t he  12 neighbors  must belong t o  t he  p a t t e r n .  On the  
o t h e r  hand,  f o r  a 12-way connected p a t t e r n  t h e  c e n t r a l  
element can be completely surrounded by combinations o f  
e i t h e r  y ( k )  o r  y (k )  e lements  o r  bo th .  The y j  ( k )  type  1 2 
ne ighbors  can be bypassed.  This  f a c t  w i l l  be used l a t e r  
on. 
I n  view of  i t s  r a t h e r  l a r g e  s i z e ,  t h e r e  a r i s e  w i t h i n  
t h e  window i t s e l f  a number o f  c lo sed  s u b p a t t e r n s ,  the  
c o n n e c t i v i t y  of which must b e  preserved.  One such c a s e  
i s  shown i n  Figure  1 0 ( a )  i n  which 
y1(3) = 0 and y2(5)  = y 2 ( 6 )  = A = 1. 
There a r e  a to ta ' l  of  s i x  such c a s e s ,  i n  each of which 
t h e  c e n t r a l  element t o g e t h e r  wi th  t h e  two y ( n )  neighbors  2 
f l a n k i n g  i t s  yl(n) neighbor  have the  value 1 whi le  t h e  
y ( n )  element i t s e l f  i s  0 ,  W e  thus  have t h e  f i r s t  con- 1 
n e c t i v i t y  r u l e  which must be  s a t i s f i e d  be fo re  e i t h e r  A 
o r  V can be  d e l e t e d  from the  p a t t e r n :  
f o r  k = 1, 2,  o r  3 
The two-neighbor r u l e  used f o r  t he  o t h e r  a r r a y s  can- 
n o t  b e  a p p l i e d  i n d i s c r i m i n a t e l y  h e r e ,  Figure  lO(b)  
shows two patterns, one be ing  a r o t a t e d  ve r s ion  of t h e  
other, which would vanish if t h i s  rule were t o  be ap- 
p l i e d ,  There a r e  a t o t a l  of  twelve such c a s e s ,  s i x  f o r  
each of the  two neighbor arrangements,  Accordingly,  w e  
have a  f u r t h e r  r u l e  which must b e  s a t i s f i e d  p r i o r  t o  
t he  e r a s u r e  o f  e i t h e r  A o r  V :  
o r  i f  C y(k)  = 2 then y l ( k ) ~ l y 2 ( 2 k - l ) ~ Y 2 ( 2 k ) 1  = 0 
f o r  k = 1, 2,  o r  3 
I t  was s t a t e d  above t h a t  i n  t r a c i n g  a  12-way con- 
nected pa th  around A i t  i s  immater ia l  whether o r  not  t he  
y3(n) e lements  a r e  included i n  t h e  pa th .  Thus a  f u r t h e r  
c o n d i t i o n  m u s t  b e  s a t i s f i e d  i f  t h e  c e n t r a l  element i s  t o  
b e  d e l e t e d :  
Th i s  t e s t  examines whether t h e  c e n t r a l  element i s  com- 
p l e t e l y  surrounded by a pa th  i n  t h e  p a t t e r n .  I f  the  a-  
bove express ion  i s  nonzero then the  element cannot be  
e r a s e d  s i n c e  i t  combines w i th  i t s  n e a r e s t  and nex t  n e a r e s t  
s e t  of  neighbors  t o  form one component of  the  p a t t e r n .  
Some examples a r e  shown i n  Figure  11. 
Two s e p a r a t e  t h inn ing  a lgor i thms  were developed f o r  t h i s  
a r r a y ,  the  d i f f e r e n c e  between them being the  method of d e f i n i n g  
the  c r o s s i n g  number, En the  f i r s t  a lgor i thm a l l  t h e  
p e r i p h e r a l  e lements  a r e  used j u s t  a s  i n  t h e  c a s e  of  t h e  
rectangular arrays, In the second algorithm the  crossing 
numer was calculated to be the number of connected 
components around or 8 ,  
Thus f o r  t h e  f i r s t  a l g o r i t h m  w e  h a v e  t h e  same r u l e  
a s  f o r  t h e  p r e c e d i n g  c a s e s ,  namely t h a t  x a 2 .  
From F i g u r e  9 ( b )  i t  w i l l  be s e e n  t h a t  t h e  y  ( n )  - 2 
t y p e  n e i g h b o r s  form a  hexagon a round  A ( o r  V ) . I t  was 
t h e r e f o r e  t h o u g h t  c o n v e n i e n t  t o  a p p l y ,  i n  p r i n c i p l e ,  t h e  
r u l e s  d e v e l o p e d  f o r  t h e  h e x a g o n a l  a r r a y s .  A c c o r d i n g l y  
t w o  f u r t h e r  s e t s  o f  r u l e s  w e r e  added b o t h  o f  which must  
be s a t i s f i e d  b e f o r e  t h e  c e n t r a l  e l e m e n t  i s  removed: 
I f  t h e  c e n t r a l  e l e m e n t  i s  A ,  w e  r e q u i r e  
~ ( 2 ) ~ ( 4 )  ~ ( 1 2 )  = 0  
~ ( 2 ) ~ ( 1 0 ) ~ ( 1 2 )  = 0  
If t h e  c e n t r a l  e l e m e n t  i s  V w e  r e q u i r e  
I t  was o b s e r v e d  from t h e  r e s u l t s  t h a t  images a r e  
n o t  r educed  t o  s i n g l e - l i n e  t h i c k n e s s .  B r i e f l y  t h e  r e a s o n  
f o r  t h i s  i s  due  to  t h e  abnorma l ly  l a r g e  window s i z e  and  
t h e  method whereby t h e  c r o s s i n g  number was d e f i n e d .  T h i s  
a l g o r i t h m  was n o t  deve loped  any  f u r t h e r  b e c a u s e  t h e  o n e  
d e s c r i b e d  be low gave  be t te r  t h i n n i n g  r e s u l t s .  A s  a  f i n a l  
p o i n t  i n  c o n n e c t i o n  w i t h  t h i s  a l g o r i t h m ,  a n  improvement 
may r e s u l t  i f  t h e  rules c o n t a i n i n g  t h e  a s s o c i a t e d  y ( n )  l 
and y ( n )  elements are also included, Thus for the de- 3 
b e t i o n  of A we would r e q u i r e  the  c o n d i t i o n  t h a t  
S i m i l a r l y  f o r  t h e  d e l e t i o n  of  'i7 we would r e q u i r e  
t h a t  
Y ( ~ ) A Y ( ~ ) A Y ( ~ ~ )  = 0 
o r  y( l )Ay(2)Ay(4)  = 0 
Le t  us i n s p e c t  t h e  t r i a n g u l a r  a r r a y  a  l i t t l e  more 
c l o s e l y .  The neighbors  o f  A o r  V t oge the r  w i t h  A o r  V 
r e s p e c t i v e l y  can b e  thought o f  a s  forming t h r e e  hexagonal 
l o b e s  ( s e e  F igure  1 2  ( a )  ) ; i n  each lobe t h e  c e n t r a l  element 
p rov ides  the  s i x t h  ve r t ex .  Considering one such lobe ,  i t  
d i f f e r s  from the  o r d i n a r y  hexagonal arrangement i n  t h a t  
t h e  former has  no c e n t r a l  element.  (This  i s  i n  f a c t  a  
method o f  gene ra t ing  t r i a n g u l a r  a r r a y s ;  however, i n  so 
do ing ,  the  d e n s i t y  o f  p o i n t s  changes. I n  the  experiments 
desc r ibed  h e r e  t h e  d e n s i t y  o f  p o i n t s  remained a s  h igh  a s  
p o s s i b l e  f o r  a  g iven f i x e d  b a s i c  r e c t a n g u l a r  a r r a y . )  T h i s  
be ing  the  c a s e ,  and s i n c e  each ve r t ex  of  each lobe  i s  con- 
nec ted  d i r e c t l y  t o  a l l  t h e  o t h e r  v e r t i c e s  i n  t h a t  lobe 
( t h i s  a l s o  a p p l i e s  t o  t he  elements which form p a r t  o f  t h e  
neighboring l o b e s ) ,  we can d e f i n e  a  new c r o s s i n g  number 
a s  t h e  value of X '  where, 
= C I C Y ( ~ )  v C y ( k - - l ) ~ y ( k t - l )  ]]--Cy(k+4) v[y(k+3)Ay(k+5) 11 I .  
k=1 ,5 ,9  
The value o f  x i ,  j u s t  a s  i n  the  c a s e  of  the  modified 
c r o s s i n g  number d e f i n i t i o n  f o r  r e c t a n g u l a r  a r r a y s ,  g i v e s  
t h e  number o f  12-way connected components surrounding A 
o r  8 . Thus i n  t h e  modified a lgor i thm we have the rule 
2 2 which replaces the old x a 2 rule; t h a t  i s ,  u n l e s s  
X' z 2 A o r  '9 cannot be e ra sed .  Note t h a t  t h e  r u l e  con- 
ce rn ing  the number o f  neighbors  remains a s  b e f o r e ,  
I t  i s  now necessary t o  e s t a b l i s h  new c o n n e c t i v i t y  
c o n d i t i o n s ,  f o r  those used i n  the  prev ious  a lgor i thm a r e  
inadequate .  This w i l l  become apparent  a s  t h e  new r u l e s  
a r e  developed below. 
The s i m i l a r i t y  o f  t h e  format ion of  t he  1 2  neighbors  
t o  a hexagonal arrangement i s  s t i l l  mainta ined,  b u t  w i t h  
t h e  new d e f i n i t i o n  o f  t h e  c r o s s i n g  number t h e r e  a r e  two 
hexagonal arrangements t o  cons ider :  F i r s t l y ,  t h a t  formed 
by the  y2 ( n )  neighbors ,  a s  b e f o r e ,  and secondly,  t h a t  
p o r t i o n  o f  a hexagonal a r r a y  formed by two y ( n )  e lements  1 
and one y ( n )  element (F igure  13 ( b )  and ( c )  ) . The l a t -  2 
t e r  arrangement d i d  no t  have t o  be  considered i n  t h e  prev- 
i o u s  a lgor i thm because t h e  c r o s s i n g  number o f  t h i s  combi- 
n a t i o n ,  i f  i t  e x i s t e d  on i t s  own, would no t  have been 2 .  
The neighbors  forming t h e  a d d i t i o n a l  p a r t i a l  hexagonal 
arrangement around A and V r e s p e c t i v e l y  a r e  
I t  w i l l  have been observed t h a t  t h e  12 neighbor  a r -  
rangement o f  V i s  i d e n t i c a l  wi th  t h a t  o f  A r o t a t e d  through 
180°. This  being t h e  c a s e ,  we w i l l  f i r s t  develop t h e  
r u l e s  f o r  t he  neighbor o f  A and then  apply them t o  those  
o f  V . Reference t o  t h e  r u l e s  developed f o r  t he  hexagonal 
a r r a y s  above i n d i c a t e s  t h a t  t h e r e  i s  one a d d i t i o n a l  r u l e ,  
app ly ing  t o  t he  neighbors  of  V o n l y ,  which involves  the  
neighbors  y (1) , y ( 9 )  and y ( 2 )  , 
Consider once aga in  F igure  1 2 ( b )  and t h e  f i r s t  con- 
n e c t i v i t y  r u l e  f o r  t he  hexagonal array, I t  i s  apparent  
t h a t  the equivalent of  t h i s  rule here would be the two 
r u l e s  
y ( 2 ) y ( 4 ) y ( 1 2 )  = 0 
and y ( l ) y ( 5 ) y ( 1 2 )  = 0,  
o r  on  combining them 
[ v ( l ) v y ( 2 )  lh[? '(4)\fy(5) lhy(12)  = O . . .  . .TI 
The above r u l e  i nco rpo ra t e s  t h e  c o n n e c t i v i t y  c o n d i t i o n s  
o f  p a r t s  of  t h e  hexagonal a r r a y s  formed by  the  y2 ( n )  
neighbors  and t h e  y2(n)  and y 1 ( n )  neighbors .  
S i m i l a r l y  t h e  second c o n n e c t i v i t y  r u l e ,  "borrowed" 
from t h e  hexagonal a r r a y ,  r e q u i r e s  t h a t  
There i s ,  however, a  f u r t h e r  element combination t o  
t h e  r i g h t  o f  A which cannot b e  d i s t u r b e d ,  namely t h a t  
formed by y ( 2 ) ,  and the  p a i r s  o f  y ( 1 )  and y ( 1 2 )  and y(10)  
and y ( 9 )  . ~ c c o r d i n g l y  we have the  combined r u l e  f o r  t h e  
above two c a s e s  
F i n a l l y  i n  the  same vein  we have t h e  r u l e  which w i l l  
main ta in  t he  c o n n e c t i v i t y  between t h e  y 1 ( n )  neighbors o n l y ,  
y ( l I y ( 9 )  = 0 .  .... T 3 
The c o n n e c t i v i t y  s i t u a t i o n s  d i scussed  so f a r  involved 
combinat ions  of e i t h e r  y 1 ( n )  o r  y2(n)  elements o r  bo th .  
There a r e ,  however, f u r t h e r  combinations involv ing  a l l  
t h r e e  t ypes  o f  neighbors ,  
I n  Figure 13 a r e  shown some examples of a p a t t e r n  
consisting of y [n )  , y Z ( n )  and yj ( n )  type elements. It L 
will b e  app rec i a t ed  t h a t  such combinations can only be 
formed along the  three p r i n c i p a l  lines of the triangular 
window, Each such l i n e  includes one of the s i d e s  of 
e i t h e r  h o r  7 
I n  Figure 1 3 ( a ) ,  we have the f u l l  combination 
yl(k) y (k i2 )  y(kk3) = 1 f o r  k  = 1 ,  
y e t  the  p a r t i a l  combination of  y (n )  , y2 (n )  and y3 ( n )  1 
elements shown i n  Figure 1 3 ( c )  must a l s o  be considered. 
I n  t o t a l  the re  a r e  s i x  such p r i n c i p a l  combinations, 
t h r e e  f o r  A and t h r e e  f o r  V . However, from Figure 1 4 ( a )  
it becomes c l e a r  t h a t  the  combination shown i s  the only 
one t h a t  has  t o  be considered f o r  A .  The remaining two 
combinations formed along t h e  remaining two p r i n c i p a l  
l i n e s  l i e  e i t h e r  t o  the  l e f t  of o r  below A and need not 
be examined. We thus  have the  r u l e  t h a t  unless  y ( 1 )  to- 
ge the r  with any th ree  of the  elements y(kf2)  and y(kf3)  
s a t i s f y  
y l (k )hy(k i2 )y (k i3 )  = 0 f o r  k  = I... .. T4 
A cannot be erased.  
There w i l l  be no d i r e c t  equivalent  of r u l e  T f o r  A ,  1 
i n  t h e  case of  8 .  However, the  equivalent  of the t h i r d  
r u l e  f o r  hexagonal a r rays  y i e l d s  here  the r u l e  
and by supplementing t h i s  r u l e  so t h a t  i t  a l s o  includes the 
yZ(n)  and y3(n) neighbor we g e t  the combined r u l e  
The equivalent of r u l e  T 2 is 
C y ( 2 ) v y ( l )  ] h [ y ( 4 ) v y ( 5 )  ] ~ y ( 1 2 )  = O,, , , ,T 6 "  
A f u r t h e r  r u l e ,  a p p l i c a b l e  t o  V o n l y ,  which i s  the  eguiv- 
a l e n t  o f  t h e  f i f t h  r u l e  
y(2)  = 1 and X '  
~ ( 2 )  = 2  
The e q u i v a l e n t  o f  r u l e  T w i l l  be  3 
L a s t l y ,  we have t o  cons ider  t h e  c o n n e c t i v i t y  s i  tu-  
a t i o n s  involv ing  a l l  t h r e e  types  of  e lements .  Whereas 
t h e r e  was on ly  one such p r i n c i p a l  (a long  one p r i n c i p a l  
l i n e )  c a s e  t o  be  considered f o r  A t h e r e  a r e  two p r i n c i p a l  
c a s e s  h e r e  ( ~ i g u r e s  1 3 ( b )  and ( d ) ) .  Accordingly,  we have 
t h e  two c o n n e c t i v i t y  r u l e s  s i m i l a r  t o  r u l e  T 
4: 
yl (k)y(k+2)y(k&3)  = 0 f o r  k  = 1 and 2 ..... T ~ .  
To summarize,, t h e  t h inn ing  r u l e s  a p p l i c a b l e  t o  t he  
t r i a n g u l a r  a r r a y  a r e  
7a y1 (k) h y  (k+2)  h y  (kk3)=0 k = l  71, y l ( k )  ~ y ( l 1 l 2 )  ~y(k;3)=O k=1,2 
8 y ( 2 )  = 1, and X' 4 2 
y ( 2 )  
Rules 1 through 3 r e m a i n  u n c h a n g e d  for  the i so t rop ic  
algorithm; h o w e v e r ,  r u l e s  4 t h r o u g h  8 a r e  c h a n g e d  by 
symmetry a s  f o l l o w s  
9a y  ( 5 )  ~ y ( 9 ) = 0  9 b  y ( 5 )  ~ y ( 9 ) = 0  
1oa C Y ( ~ ) V ~ ( ~ ) I A [  y ( 8 ) ~ ~ ( 9 ) ] A y ( l O ) = 0  l o b  [ y ( l ) ~ y ( l 2 ) ] ~ [  y ( g ) A y ( l O ) ]  
A y ( 8 ) = 0  
l l a  k ( 5 )  v y ( 6 )  ]A[ y ( 8 )  ~ y ( 9 )  ] ~ y ( 1 4 ) = 0  l l b  y ( 5 )  v y ( 6 ) 3 [  y ( 8 )  ~ y ( 9 ) 3 / \ y ( 1 0 ) = 0  
1 2 a  y l ( k )  ~ y ( k & 2 )  ~ y ( k * 3 ) = 0 ,  k = 2 , 3  1 2 b  y l ( k )  ~ y ( k i 2 )  oy(kk-t3)=0, k = 2  
13 y ( 6 ) = 1  and y,' 
y(6)+- 
R e s u l t s  and D i  seuss ion 
A f i e l d  i n  which th inn ing  a lgor i thms  have found a 
wide a p p l i c a t i o n  i s  t h a t  o f  c h a r a c t e r  r ecogn i t i on ,  i n  
which,  p r i o r  t o  t he  encoding of  a  c h a r a c t e r ' s  shape,  
i t  i s  necessary  t o  reduce t h e  o r i g i n a l  image t o  a  l i n e  
drawing. A good t e s t i n g  ground f o r  t he  performances 
o f  t h e  a lgor i thms  developed above would t h e r e f o r e  be 
t h e i r  a p p l i c a t i o n  t o  alphanumeric c h a r a c t e r s .  The 
fo l lowing  would thus  be  o f  i n t e r e s t ;  g iven a  f i xed  
r e c t a n g u l a r  a r r a y  o f  p o i n t s  can these  p o i n t s ,  i n t e r -  
connected t o  form a  d i f f e r e n t  a r r a y  s t r u c t u r e ,  and i n  
conjunc t ion  wi th  an app rop r i a t e  t h inn ing  a l g o r i  t h  m, 
y i e l d  a  more u s e f u l  processor .  C l e a r l y ,  t he  u l t i m a t e  
u s e f u l n e s s  of  any preprocessor  w i l l  depend upon i t s  
performance w i t h i n  an e n t i r e  image-recognit ion system 
of  which it o n l y  forms a  p a r t .  However given t h a t  t h e  
d e s i r e d  r e s u l t  i s  a  simple l i n e  drawing o f  the  o r i g i n a l  
image c o n s i s t i n g  o f  a  minimal number o f  p o i n t s  i t  i s  
p o s s i b l e  t o  compare such a lgor i thms ,  
The a lgor i thms  developed a r e  a l l  p a r a l l e l  i n  oper-  
a t i o n ,  and s i m i l a r  ope ra t ions  i n  each a lgor i thm use s i m i l a r  
i n s t r u c t i o n s .  A u s e f u l  way of comparing t h e i r  " cos t "  
would be  t o  compare t he  s to rage  and process ing time o f  
each.  Another f a c t o r  worth comparing is the  comparative 
d a t a  r educ t ion  r e s u l t i n g  from each a lgor i thm,  bea r ing  i n  
mind t h a t  the  d e n s i t i e s  of  p o i n t s  i n  the  a r r a y s  d i f f e r ,  
Figure  14 ( a )  and (bj show some images opera ted  upon 
by the thinning algorithms, and in F i g u r e  2 5  t he  v a r i o u s  
performance parameters pertaining to each algorithm are 
summarized, 
I t  w i l l  b e  seen from Figure  14 t h a t  of  a l l  the  re- 
s u l t i n g  thinned images, those  ob ta ined  us ing  the  t r i-  
angu la r  a r r a y  c o n t a i n  t h e  l e a s t  number o f  p o i n t s  pe r  
image. This r e s u l t  i s  not  unexpected, s i n c e  on t h i s  
a r r a y ,  t he  ne ighbors  span the  l a r g e s t  d i s t a n c e .  The r a t i o  
o f  t h e  maximum d i s t a n c e s  of  any neighbor on the  r ec t an -  
g u l a r ,  hexagonal and t r i a n g u l a r  a r r a y s  i s  1: ~ 3 : 3 / ~ ' 2  r e -  
s p e c t i v e l y .  However t he  increased  s i z e  of  t h e  b a s i c  
window rende r s  the  process ing  on a  t r i a n g u l a r  a r r a y  - 
and thus  t h e  r e s u l t i n g  image - very s e n s i t i v e  t o  edge ir- 
r e g u l a r i t i e s ,  and s t i l l  more impor tan t ,  t o  no i se .  The 
former e f f e c t  i s  c l e a r l y  demonstrated i n  the  l a s t  image 
o f  Figure  1 4 ( b )  . From t h i s  po in t  of  view t h e  hexagonal 
a r r a y  i s  p r e f e r e n t i a l ,  s i nce  a l l  i t s  neighbors, t h e o r e t i c a l l y  
a t  l e a s t ,  a r e  e q u i d i s t a n t .  The hexagonal a r r a y  has  t h e  ad- 
d i t i o n a l  a t t r a c t i o n  t h a t  t h e  process ing  time requi red  
i s  cons iderab ly  l e s s .  
Both the  t r i a n g u l a r  and t h e  hexagonal a r r a y s  con ta in  
t h e  same number o f  p o i n t s  - h a l f  t he  number of  p o i n t s  con- 
t a i n e d  wi th in  t h e  o r i g i n a l  r e c t a n g u l a r  a r r a y .  Y e t  d e s p i t e  
t h e  f a c t  t h a t  the  image on the  t r i a n g u l a r  a r r a y  c o n t a i n s  
t h e  minimal number o f  p o i n t s  t h e r e  i s  an a d d i t i o n a l  argument 
a g a i n s t  t h e  u s e  o f  t r i a n g u l a r  a r r a y s  t o  be  considered.  I f  
t h e  th inned image i s  t o  be chain  encoded then t h e  number 
o f  d i r e c t i o n  v e c t o r s ,  i n  t h e  case  o f  the  t r i a n g u l a r  a r r a y ,  
is t w e l v e ,  Thus  the maximum number of b i t s  requi red  t o  r e -  
present a single direction vector is four; this compares 
with three bits required for the other t w o  arrays. ~ h u s  
" amyq 
-6uyssa~oxd qsaqxoys ayq sey pue anlea uo+qDnpax abexaae APM 
-pyu e sp~ayA 'abexoqs amps ayq qsomTe saxynbax qy qeyq u? 
sAexxe xe~nbueyxq ayq pue xelnbueqaax ayq uaaMqaq axe 
-Teq e sxa33o Aexxe yeuobexay aya -sayqyxe~nbaxxy abpa 
PUP asyou oq aayqrsuas Axan 'xaaa~oy 'sy Aexxe syyq yqy~ 
buyqexado myqrxobye ay& 'squyod 30 xaqynu Temyuym e yqyM 
abemr ue pxayA TT~M amyq burssaaoxd 30 smxaq uy aaysuadxa 
qsom ayq buyaq axryM sAexxe xeynbueyxq. qeyq papnTauoa sy 
71 'Ay~equamyxadxa paxedmoa pue xaded syyq uy padoyaaap 
axaM sAexxe 30 sadAq snorxea xo3 smyqyxob~e buyuury& 
uoysnyauo3 
*sAexxe 30 sadAq o~q asayq 30 sqyxam aarqexax 
ayq uo uoyssnasyp xayqxng e xo3 [p] aas 'pauxaauoa axe 
uoyqanpax eqep pue amyq buyssaaoxd se xe3 se pyx5 xe~nhueq 
-aax ayq xaao safJequeape spy os~p jxb ~euobexay aya 
'amyq fjuyssa~oxd paseaxauy 
30 asuadxa ayq qe pauyeqqo sy syyq y-ie qaA lase3 ayq sy 
syyq ~oys quamyxadxa aya "Aexxe ~euobexay ayq uo abemy 
ayq uy squyod 30 xaqunu ayq sxaqxenb aaxyq ueyq ssaT sy uo 
--axayq a-6~my ayq 30 s2u~od go xaqmnu ayq 3~ ~n3ast-t aq A~uo 
~XJM AFIIP IP~~~UE~X~ ayq '~UTAPI~ auTT 6uTq-psa.x aqaydmaa 
e 6zsrss;awsuezq 10 af3~?zoqs 30 M~TA 20 qu~od ~3qq IUOXS 
R e f e r e n c e s  
[ I ]  Rutovitz, D , ,  "Pattern Recognition", Journal.  of the 
Royal S t a t i s t i c a l  Soc fe ty ,  ( A )  Vol. 129 IV, pp. 
504-530, 1966. 
[2]  Deutsch, E. S.,  "Some Comments on a Thinning Algor i thm",  
B r i t i s h  Computer J o u r n a l ,  Vol 12 ,  No. 3 ,  November 
1969. 
[ 3 ]  Rosenfeld,  A , ,  "Connec t iv i ty  i n  D i g i t a l  P i c t u r e s " ,  
JACM, Vol. 17 ,  No. 1, pp. 146-160, January 1970. 
[4 ]  Deutsch,  E .  S . ,  "On P a r a l l e l  Opera t ions  on Hexagonal 
Arrays" .  Proc.  IEEE on Computers (cor respondence) ,  
1970. To be  publ i shed .  
F i g u r e  1 
F i g u r e  2 
F i g u r e  3 
F i g u r e  4 
F i g u r e  5 
b 
F i g u r e  6 
Figure  7 
F i g u r e  8 
F i g u r e  9 
F i g u r e  10 
F i g u r e  ' 11 
Figure  1 2  
Figure  13 
O r i g i n a l  R e c t a n g u l a r  
a r r a y  
F i g u r e  1 4 ( a )  
Hexagona l 
a r r a y  
~ r i a n g u l a r  
a r r a y  
O r i g i n a l  Rec tangula r  
a r r a y  
Hexagonal 
a r r a y  
Triangular 
a r r a y  
F i g u r e  14 (b) 
Image Processing 
Time 
No. of Core Locations 
Average Image 
Reduction 
Rectangular Hexagonal Triangular 
1 0.5 1.8 
1 1.0 1.1 
1 1.7 0.8 
Figure 15 
