where the expectation is over n x n matrices U whose elements are independent standard normal random real variables and A, B are fixed, but arbitrary, real symmetric matrices. In this case, d is the connection coefficient for the Hecke algebra of the Gel'fand pair (02k, Ok) , where Ok is the hyperoctahedral group.
The proofs given in [2] use the theory of spherical functions. However, alternative evaluations of these expected values (the left-hand sides) as combinatorial sums are also given there, leading those authors to suggest that (1) and (2) may have purely combinatorial proofs.
The following definitions are needed in the description of these sums, which are given below as (3) and (4). Let k be the set of all words of length 2k in the elements of a and b, starting with an element of a and alternating thereafter between b and a (so that they end with an element of b). For a partition A, let VA = , x ...x . For w = (w,..., w) E A, let y,(w) be the commutative image of w (so it is a product of all the ai 's and bj 's in WI, ... ., wn) . Let mi j,(w) be the number of times aibj appears consecutively as a subword among w1, .. ., , and let m1 j(w) be the number of times bjai appears consecutively as a subword among wI, ..., wn, with the convention that the last letter of each w1 is followed by its first letter (so from this point of view the w1 are circular words).
Let I' consist of the words w E VA' such that mjj(w) = m1j(w) for all i, j > 1 . Let I" consist of the words w E V such that mi, j(w) + m j(w) = ijij(w) is even forall i,j> 1. Hanlon, Stanley, and Stembridge's [2] suggestion is that combinatorial proofs (avoiding spherical functions) of (1) and (2) would be obtained if we could establish combinatorially that (3) is equal to the right-hand side of (1) in the complex case and that (4) is equal to the right-hand side of (2) in the real case, for sets of indeterminates a and b.
Such a combinatorial proof is given in [2] for the complex case with singlepart partitions. In this paper, we provide combinatorial proofs for general A in the complex and real cases.
The result for the complex case is given in Theorem 2.1 and, for the real case, in Theorem 3.1. These theorems are shown directly by combinatorial constructions applied to two natural combinatorial structures associated with permutations. In the complex case, the structure is the familiar disjoint cycle decomposition. In the real case we introduce a new object, called a chain, for which there is an analogous disjoint decomposition. It is sufficient to work with the representations of these structures as linearized circular sequences rather than with the richer structure of faces of embeddings of graphs. The latter was used in [1] for the determination of certain connection coefficients and then as the basis for the proof of the complex single-part case cited above.
The proofs are presented in a parallel way to show their similarity at the combinatorial level. It is hoped that the constructions may find further application.
For further details on the background to the question addressed here, and for details of the integration theory, the reader is referred to [2] . 5)(1, 2)(3, 2)(3, 5)) ((2, 1)(2, 3)(4, 3)(4, 1)) ((5, 4)(5, 4) ) and chain-type K(C) =(2, 2, 1).
THE COMPLEX
Let KA be the sum in the group algebra of 02k of all permutations with chain-type A. Certain algebraic properties of the hyperoctahedral group are needed for discussing KA, and we establish these combinatorially. The hyperoctahedral group Ok is isomorphic to the wreath product 02 1 Ok and can be embedded in 02k as the centraliser subgroup {a E 02k: ad = 3a}, where 3 has disjoint cycle decomposition (1 1 a and is a left-link on a chain labeled bj in /1. This in turn means that  3(r,) is a right-element on a chain labeled ai in a and a left-element on a  chain labeled bj in /1, so by the above characterisation, 3(r,) = ry for some  (sy, rd,, ty) 
