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abstract 
This thesis is concerned with the evolution of seismicity as described by the value of 
b in the Gutenberg-Richter relation, and the fractal dimension, D, of the distribution of 
earthquake epicenters. It is found that, in the case of two areas of California, there is a 
negative correlation between the b-value and D. These observations lead to the 
development of a one-dimensional fracture-mechanical model of seismicity which 
includes both negative and positive feedback processes. The fracture toughnesses of the 
fault elements are initially generated by a random walk function, but as the applied 
remote stress is increased, the fracture system becomes organised into a fractal set. The 
value of b and the fractal dimension of the crack population are measured at each step. 
It is found that the model predicts the observed negative correlation between the b-
value and the D of earthquake epicenters. The short-range interactions described in the 
model give rise to a system with a long-range order, similar to current models of 
critical processes. It is found that in the long term there is an extremely irregular 
evolution of b-value. A preliminary extension of the model to two dimensions using a 
cellular automaton is presented. 
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Abstract 
The model is further tested using a high quality dataset collected in a structurally 
simple area in Brazil. Two dusters of seismicity are examined in detail. It is found 
that in one duster there is a strong negative correlation between b and D, whereas in the 
other cluster, which is characterised by a relatively small number of large events, there 
is a weak positive correlation. It is suggested that this positive correlation arises from 
processes connected with fluid migration in the crust. 
The fractal nature of heterogeneity in the crust in western Norway is examined by 
measuring coda-Q. It is found that the attenuation in this area is very low, with Q 
values of 1400 at 10Hz, and that the fractal dimension of lithospheric heterogeneity is 
low. 
The origin of the stresses responsible for intra-plate seismicity is studied by 
estimating the stress tensor in Sweden by inversion of data from earthquake fault-plane 
solutions. The stresses in the southern part of Sweden are found to be uniform and 
suggest a NW-SE compression, as predicted from present-day plate motions. In the 
north of the country, however, the stress varies over a short distance, and appears to have 
been significantly perturbed by recent deglaciation. 
The most important results of this thesis are to show the extent to which some 
aspects of seismicity can be described in terms of fractal geometries, and to present a 
simple model which is successful in predicting those geometries. 
Internal examiner: Prof D. J. Wallace, Department of Physics, University of Edinburgh. 
External examiner: Dr. S. Das, Department of Earth Sciences, University of Oxford. 
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A violent order is disorder; and 
A great disorder is an order. These 
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I . 	General introduction 
In an introduction to his "Lectures on Physics", Richard Feynman wrote "The 
question basic to geology is, what makes the earth the way it is? . . . What makes an 
earthquake is, ultimately, not understood. It is understood that if something is pushing 
something else, it snaps and will slide—that is all right. But what pushes, and why?" 
[Feynman, Leighton and Sands, 19631. 
The extent to which one agrees with this statement is largely a matter of point of 
view. From the point of view of the structural geologist, or "tectonicist", the cause of 
earthquakes may be found in the phenomenon of the relative motions of tectonic plates, 
and the identification of tectonic regimes represents a classification of the causes of 
seismicity. This classification is considered sufficiently reliable that, in turn, types of 
seismic activity are used to identify current tectonic regimes. Examples of the use of 
simple patterns of earthquakes in elucidating current plate motions abound in the 
literature. A typical example is the analysis of plate motions in the Eastern 
Mediterranean area on the basis of earthquake fault-plane solutions by McKenzie 
[1978]. 
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A second point of view is that of seismologists who are concerned with the detailed 
mechanics of earthquake rupture, and its consequences as manifest in the resulting 
radiation of elastic energy. This approach generally arises from conventional 
engineering mechanics. Avery comprehensive review of this type of theoretical model 
of the earthquake rupture process is given by Kostrov and Das [1988]. By terming this an 
"engineering" approach I mean to imply that it is the type of work which might be 
anticipated to produce results of "practical" value, and yet, despite the immense 
understanding of the seismic process which that work has yielded, it has not produced 
the tool which would be of great value—a tool for predicting earthquakes. It may be 
this failure which permits the co-existence of the careful efforts of a large number of 
investigators and the proponents of predictive tools of little apparent value, giving rise 
to more-or-less fantastic predictions which appear from time to time in the press, an 
example coming to hand being that of the prediction of an event of magnitude 5.7 in 
western Greece recently reported in the Greek newspaper EAeveeporvirza (January 24, 
1992)*. 
A third approach represents "a reaction from the view that everything to which 
science need pay attention is discovered by a microscopic dissection of objects" 
[Eddington. 19581 and seeks to understand some of the features of seismicity when 
considered on a broader scale. This is the point of view adopted in this thesis. It is 
assumed that, in seeking an answer to the problem posed by Feynman, the observations 
which should be understood are not those which relate to the occurrence of a single 
earthquake, or even to understanding the causes of seismicity in a certain geographical 
region, but rather those which concern the nature of seismicity in a more general fashion. 
It is assumed that by understanding the development of these general patterns of 
seismicity we are able to gain an understanding of the workings of this natural system 
* One of a number of predictions, made on the basis of electrical measurements by the "VAN" group, 
which are of such vagueness as to be difficult to evaluate in any objective manner. 
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that is of a more profound nature than can be gained by a purely classical mechanical 
approach. "As randomness, complexity and irreversibility enter into physics as objects 
of positive knowledge, we are moving away from [the] rather naive assumption of a 
direct connection between our description of the world and the world itself. 
Objectivity in theoretical physics takes on a more subtle meaning" [Prigogine and 
Stengers 19841. 
Perhaps the first important observation on the general nature of seismicity in the 
modern era of instrumental seismology was made by Gutenberg and Richter [1942], 
who recognised that the rate of occurrence of earthquakes of magnitude greater than m 
is proportional to i—bm.  This relationship is usually expressed in the Gutenberg-
Richter formula: 
logN=a—bm 	 (1.1) 
where b is a constant approximately equal to 1 [Kanamori 19831. Common logarithms 
are used in the formula since Richter's magnitude scale was defined using base 10. This 
relation, and the significance of the value of b in determining the relative abundance of 
small and large events, constitute an important starting point in this thesis. Another 
fundamental theme which runs through this approach to seismicity is the space-time 
behaviour of the occurrence of earthquakes. A current view [Rundle, 1989b, c] is that 
major faults consist of a series of patches surrounded by a self-similar cascade of 
smaller patches, each one of which slips during an event of a characteristic size, called a 
characteristic earthquake [Schwarz and Coppersmith, 19841. This view addresses one of 
the most interesting features of seismicity: its apparently fractal nature. This fractal 
nature appears to be present in a number of aspects, including the sizes of earthquakes, 
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the geometry of fault systems, and the distribution of epicenters. The significance of 
the fractal geometry of seismicity will be examined in detail in this thesis. 
The apparently organised nature of seismicity suggests a relationship with two 
important themes which are developing in modern physics: the nature of phase 
transitions, particularly higher order phase transitions (i.e. those involving no latent heat 
of transformation), and the physics of dissipative systems [Nicolis and Prigogine. 1977, 
19891. These, not un-connected, areas of study have played a large part in enhancing our 
understanding of a large number of physical phenomena, and recent work by, for 
example, Carlson and Langer [1989], Bak and Tang [1989] and Rundle and Klein 
[1989], suggests that the Earth's lithosphere may be viewed as a dissipative, non-
equilibrium system which is kept in an organised state near a critical point as a result 
of random fluctuations. 
The aim of this thesis is to make a contribution to the study of seismicity in two 
particular areas: firstly by establishing what patterns of spatial and temporal 
organisation can be observed using catalogues of earthquakes; and secondly by 
suggesting a physical process which may underlie this organisation. The thesis is 
directed primarily towards intra-plate seismicity. By "intra-plate" what is meant is an 
area which is geographically distant from a plate boundary. Such an area is of interest 
to the seismologist interested in the evolution of seismicity and crack systems 
precisely because of the absence of the patterns of seismicity which are imposed by the 
interactions of tectonic plates. It is hoped that an intra-plate area, because of its low 
attenuation properties and structural simplicity, can act as a sort of natural "clean 
room" laboratory where seismic processes can be observed under relatively simple 
conditions. Such an area is particularly suited to this type of study because the crustal 
structure is simple, allowing a high degree of accuracy in locating earthquakes, and 
because its distance from plate boundaries eliminates many of the complicating factors 
involved in the study of earthquakes in a tectonically active area. The role of cracks in 
4 
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the fracture of rock is established by laboratory experiment, and cracking processes are 
advanced as a possible mechanism for the nucleation of earthquakes. 
The layout of the thesis is as follows: 
Chapter 2 is a brief theoretical introduction to some of the concepts and techniques 
which will be used later. 
In Chapter 3 a study is presented of the evolution of seismicity in two areas of 
California, as evidenced by changes in the seismic b-value and fractal geometry of 
earthquake epicenters. Clearly, California can not, by any stretch of the imagination, be 
considered an intra-plate area. The reason for studying seismicity in California is that 
because of its location, this area has been the topic of intensive investigation, and hence 
a large volume of reliable data is available. In addition, the thoroughness with which 
this area has been investigated means that any anomalies which are observed can easily 
be compared with known events and processes. 
Based on these observations, a theoretical model of seismicity is constructed based 
upon the tenets of fracture mechanics. This model, and its implications, are presented 
in Chapter 4. The model is the first of its type to include processes of negative and 
positive feedback in modelling the evolution of crack systems. As a result it predicts 
an intermediate term increase in b-values, which matches observations made both in the 
laboratory and prior to earthquakes. 
Chapter 5 presents the application of the insights gained in Chapters 3 and 4 to the 
study of the evolution of seismicity in an intra-plate area, namely a region of northern 
Brazil, an ancient craton with low attenuation and a simple velocity structure. 
Chapter 6 is an account of a study of seismicity in another intra-plate area, western 
Norway, using an analysis of the coda waves of earthquakes. This analysis is used to 
draw some conclusions concerning the fractal geometry of lithospheric heterogeneities. 
5 
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Chapter 7 describes a study of the stress in Sweden. The purpose of this study is to 
elucidate some of the origins of the stress regime prevailing in an intra-plate area, and 
to gain an understanding of the length scale over which this regime may fluctuate in a 
relatively aseismic area. 
Chapter 8, the final chapter, is an attempt to draw some conclusions based on the 
observations and theoretical models which have been presented in the course of the 
thesis. I have also taken the opportunity to make some speculations concerning the 
wider implications of the concepts introduced, and to make some suggestions for 
future projects which may further our understanding of the seismic process. 
A note on computer programs. The development of software was not one of the 
goals of this project, and hence no program listings are included in the thesis. 
Sufficient details of the procedures followed are included for an interested reader to 
write his own code which would, in all probability, be more elegant than that which I 
used. Most of the computing was carried out on a mainframe computer in the UNIX 
environment, but the cellular automaton described in Chapter 4 was constructed using 
the Meiko Computing Surface. Where possible I used existing software packages. I 
made extensive use of the routines from "Numerical recipes in C" [Press, Flannery, 
Teukoisky and Vetterling, 19881. Some statistical calculations and graphics involved 
the use of the "S" language, and the cluster analysis in Chapter 5 was carried out using 
"SAS", the documentation of which should (but apparently does not) serve as a model 
for other software vendors. 
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a theoretical introduction 
2.1 Introduction 
Though the principal subject matter of this thesis is the seismicity of intra-plate 
areas, the methods employed draw upon a number of disciplines which are outside the 
traditional area of interest of seismology, being largely concerned with the mechanical 
behaviour of a fractured material in a statistical rather than purely deterministic sense, 
and its description in terms of fractal geometry. Similarly, the reader well-versed in 
these methods may find the application to seismology unfamiliar. All readers bring to 
a work a pre-formed lexicon which may not correspond to the usage of terms 
employed therein, and hence the purpose of this "theoretical introduction" is not only 
to describe the main principles to be employed in subsequent chapters, but also to 
define the terms which will be used in that description. I have not attempted to 
provide a broad or balanced overview of the topics, but rather to concentrate on certain 
aspects which will be important as background information to the rest of the thesis. 
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2.2 Fractal geometries 
The word "fractal" is used much more frequently than it is defined; indeed, 
Mandelbrot [1975] wrote "je renonce a definir Ic concept de l'ensemble fractal". 
Fractals have been defined as sets "for which the Hausdorif-Besicovitch dimension 
strictly exceeds the topological dimension" [Mandelbrot, 1977], but it is more useful 
to employ the simpler definition that a fractal is a "shape made of parts similar to the 
whole in some way" [Feder, 19891. 
2.2.1 Fractals on paper 
A well-known example of a fractal is the Koch curve (figure 2.1). At each stage of 
construction of the curve, straight line segments are replaced by four straight line 
segments each one third of the length of the original segment. This process may be 





D = log N/log (lIr) 	 (2.2) 
where N is the number of parts into which the line is split, and r is the ratio of 
similarity i.e. ratio of sizes of elementary units in successive iterations in the 
construction of the fractal object. In this case N = 4, and r = 1/3, hence D = 1.2618. 
This fbrmula may be understood by considering the problem of measuring a coastline 
using measuring tools of different lengths. The number of length units required to cover 
the coastline, N, is a function of the length of those units, r, and the fractal dimension of 
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the coastline, D. The fractal dimension is therefore greater than the topological 
dimension of a straight line, and is an indication of how space-filling the curve is. 
Figure 2.1 The Koch curve, a fractal figure formed by replacing each straight line 
segment by four smaller ones, each with length one third of the original. 
Figure 2.2. The Sierpinski carpet, a fractal figure formed by eliminating the central 
square at each level of iteration to smaller square sizes. 
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Figure 2.3. The tromino carpet, a fractal figure formed by eliminating random 
quadrants at each level of iteration to smaller square sizes. 
Fractals can also be constructed on the basis of two-dimensional figures. A common 
example is the Sierpinski carpet (figure 2.2). A square is divided into nine equal 
smaller squares, and the central one is eliminated. Each of the remaining squares is then 
subdivided and the central division is again eliminated. The process, when continued, 
gives rise to a fractal object whose dimension, D, is 1.8928, using N= 8, and r = 1/3 in 
equation 2.1. 
It is quite easy to construct such figures. One which I have not seen elsewhere is a 
figure I have called the "tromino carpet". This is similar to the Sierpinski carpet 
except that the original square is divided into quadrants, and a random quadrant is 
eliminated at each stage. The resulting figure is shown in figure 2.3. The fractal 
dimension is log 3 I log 2 = 1.59. 
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2.2.2 Fractals in nature 
The concepts of fractal geometry are becoming widely recognised as being of great 
interest in the natural sciences. The reason for this is aptly summed up by Benoit 
Mandelbrot: "Clouds are not spheres, mountains are not cones, and lightning does not 
travel in a straight line" [Mandelbrot, 19771. It is increasingly clear that fractals are 
much more useful in describing natural objects than are Euclidean objects. Commonly 
cited examples of fractals in nature include coastlines, topographies, river branching 
patterns, inter-stellar dust clouds, and many more. One of the most important 
differences between fractals found in natural systems and those concocted as 
geometrical exercises is that natural systems are not self-similar over an unbounded 
range of scales, but rather over some finite range of scales characterised by inner and 
outer scale lengths, e and Q. "Self-similarity" implies that the object is composed of 
parts which resemble the whole. This can easily be appreciated in, for example the 
length of a coastline. Bays and promontories may occur on a wide range of scales, but 
on a small scale the pattern must eventually give way to the geometry imposed by, say, 
mineral grains, while on a large scale, the degree of self-similarity is bounded by the 
size of the island whose coastline is being considered. 
This restricted range of scales of self-similarity is perhaps one of the most 
interesting aspects of the fractal characteristics of natural systems. King [1983] gives an 
interesting example of its significance, which is illustrated in Figure 2.4. Consider a 
tree. Viewed on a number of scales it is self-similar. The root hairs resemble the leaf 
capillaries which in turn resemble the branches. The branches themselves are self-
similar over a range of scales. This geometry reflects the physical processes which take 
place on the scale of a tree: in general the transportation of fluids and dissolved 
substances. Viewed on a larger scale, a forest may have an irregular perimeter, a fractal 
11 
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whose shape reflects the processes occurring at this larger scale—protection from wind, 
cold etc. On a smaller scale, the geometry may be dominated by processes such as 
inter-atomic or intermolecular forces. The geometry of a system, therefore, may be an 
indicator of the physical processes taking place in a system, and changes in that 











wind, cold, etc. 
Figure 2.4. Illustration of the way in which the geometry of a system changes as a 
reflection of the dominant processes taking place. 
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Fractal characteristics have been identified for a number of aspects of seismicity, 
such as: 
The fractal dimension of the surface trace of the San Andreas fault has been 
measured by Okubo and Aki [1987] and Aviles, Scholz and Boatwrighr [1987]. Aviles et 
al [1987] found that the fault trace of the main fault has a fractal dimension of around 
1.001 over a length scale range of 1 to 1000km, and that the fractal dimension for 
smaller scales is higher, around 1.01. Okubo and Aki [1987] also considered in their 
analysis the fault side-branches and found higher values, with fractal dimensions of 
around 1.3. These results underline the necessity of defining the range of scale over 
which the fractal dimension is defined, and also in specifying exactly what data are 
used in its calculation. The fractal dimension of surface fault traces was also measured 
by Hirata [1989a], who found that in a number of areas of Japan, there is a fractal 
geometry over a scale range from about 2 km to 20 km, and that the fractal dimension 
varies from around 1.5 at the centre of the Japan Arc to 1.05 further from the centre. 
The fractal dimension of inter-event times in the New Hebrides was estimated 
by Smalley, Chatelain, Turcoue and Prevot [1987], who found that temporal clustering 
of seismicity is a self-similar process over a time range from a few minutes to around a 
month. 
The seismic b-value itself may be regarded as related to the fractal dimension 
of earthquake sizes [Aki, 1981]. This is because the magnitude-frequency relation: 
logN=a—bm 	 (2.3) 
where Nis the number of earthquakes occurring with magnitude greater than m, may be 
written as a fault-break-area (A)—frequency relation: 
13 




since the magnitude and moment, M, of an earthquake are usually (depending upon the 
exact characteristics of the recording system employed) related by [Kanamori and 
Anderson, 19751: 
1ogM=m+d 	 (2.5) 
and the moment is related to the fault-break-area by: 
M=aA 	 (2.6) 
Hence 
N = 131A-b 	 (2.7) 
If this is compared with Korcak's rule relating the number of islands with an area 




it is seen that the fractal dimension of earthquake sizes is, in this case, D =2 b. 
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iv) Hirata [1989b] estimated the fractal dimension of distributions of earthquake 
epicenters in Japan, and found that the value of the fractal dimension of the epicenters, 
measured in a sliding time-window, changed from about 1.8 to 1.5 over a period of 
approximately 40 years. 
It cannot be over-emphasised that these measured fractal dimensions are 
measurements of different aspects of seismicity, for example, the fractal dimension of 
a fault trace represents the result of a process which has occurred over the whole history 
of the fault system, whereas the b-value represents a distribution of earthquake sizes 
which is, in relative terms, instantaneous. The fractal dimension of earthquake 
epicenters is related to the distribution of parts of a fault system which are sampled 
during a period of seismicity. There is no a priori reason to anticipate that these fractal 
dimensions should be the same, or even related in any simple fashion. In fact, 
establishing the complexity of the relationship between two of these dimensions for the 
case of crack growth and earthquakes is one of the major themes of this thesis. 
2.2.3 Measurement of fractal dimension 
There are a number of ways of estimating a fractal dimension of a natural system. 
One which will be used later in this thesis is by means of the correlation dimension. 
This is appropriate for measuring the fractal dimension of an object which can be 
represented by a set of discrete points. The correlation integral, C(r), may be 
expressed [Gracsberger and Procaccia, 1983a] as: 
C(r) = urn _!_{number  of pairs (i,j) which are less than r apart} 	(2.9) 
N-.... N2 
Grassberger and Procaccia [1983b] show that for small r, the fractal dimension is related 




















An example of this measurement for the simple case of the tromino carpet is shown 
a) 	 _____  
:::   
	
1.2, 	
0.6 	0.8 	1 	1.2 	1.4 	1.6 	1.8 0.4 
log r 
log (boxsize) 
Figure 2.5. Diagram showing alternative methods of calculating the fractal 
dimension of the "tromino carpet" illustrated previously, using a) correlation function 
and b) box-counting. 
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in figure 2.5 a). The fractal dimension is given by the gradient of the line on a log-log 
plot of C(r) against r. In this case, the gradient of the linear section was measured as 
1.62, a good estimate of the analytical value of 1.59 calculated above. This figure also 
shows that the calculation must be made over a scale range not influenced by the finite 
size of the object (i.e. within the outer limit .Q). For larger values of r, the relation 
between logC(r) and logr is clearly not linear. This effect will also be seen in the next 
chapter, when the fractal dimensions of natural objects are calculated. 
Another popular method of measuring the fractal dimension of an object is to find 
out the relationship between the number of boxes, N, of size 6, required to cover the 




An example of this method is shown in figure 2.5 b). The fractal dimension estimated 
in this way is 1.60. However, though perhaps conceptually simpler than the correlation 
dimension method, the "box-counting" method is less efficient to compute for an 
irregular distribution of points, and is rarely used in practice. 
2.2.4 The Hurst number and persistence 
The example of the tree shows that changes in the fractal dimension of a system can 
be an indication of a change in the processes which are operating. It is also important to 
ask whether the value itself of the fractal dimension may give some clue concerning 
these processes. An answer to this question is suggested by the work of Hurst 
[Mandeibrot and Wallis, 1969a, 1969b, 1969c, 1969d, 1969e; Mandelbrot, 1977]. 
Hurst studied the Nile and the problem of water storage. He considered the inflow 
and outflow of water from a reservoir, and the range—the difference between 
maximum and minimum contents of the reservoir. He calculated the range at every 
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time-increment for a suite of data (a time series of inflow and outflow data for the 
reservoir), and normalised the values by the standard deviation of the data. The 
resulting statistic, P.15, is called the rescaled range. It may be shown that if the inflows 
and outflows are random, then RIS increases with the square root of time, r, according 
to: 
/ ()H 	 (2.12) 
with H = 0.5 in this case. Hurst found, however, that in the case of the Nile system the 
exponent was greater than 0.5. This suggests that a year of heavy rain is more likely to 
be followed by a second year of heavy rain than would be the case for a random 
sequence of rainfall statistics. In this respect it resembles other phenomena which have a 
long-term dependence, such as the dealing of cards from a biased deck. The exponent 
H, the Hurst number, is therefore an indicator of the long-term dependence or 
persistence of a process. It is a measure of the predictability of a process. H lies 
between 0 and 1, with values greater than 0.5 representing ordered or persistent 
processes, and values less than 0.5 representing anti-persistent processes. Mandeibrot 




where n is the Euclidean dimension of the system. Thus the value of the non-integer part 
of a fractal dimension may be used to classify the process as persistent or anti-
persistent. This may be illustrated by the example of a one-dimensional array of 
evenly spaced points. The array is completely predictable, and the fractal dimension 
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would be measured by some method such as box-counting as (trivially) zero, hence H = 
1. 
2.2.5 Fractals and percolation 
Percolation theory describes the process by which, as sites in a lattice are 
progressively occupied, the sizes of connected clusters of sites change, until, at the 
percolation threshold, when a fraction p' of the sites are occupied, an infinitely large 
cluster is created. Fractals arise naturally in the study of percolation because it can be 
shown that at the percolation threshold, the finite clusters have a mass, s, and radius, R, 




where D may be interpreted as a fractal dimension [Stauffer, 19851. Also, it may be 
shown that the infinite cluster has the same appearance when viewed at all scales, i.e. it 
is self-similar [Feder, 19891. The relevance of percolation theory to the study of 
geophysics, or more specifically to the study of fracture, arises from the fact that the 
behaviour of systems near the percolation threshold is similar to that of systems 
undergoing a phase transition in that the important parameters are connected by simple 
power laws. It will be shown in the following section that the physics of fracture and 
phase transition are to some degree analogous, and therefore fracture may be linked to 
the concepts of fractals via the intermediaries of the physics of critical phenomena. 
2.2.6 Fractals and chaos. 
Another reason for the current interest in fractals is that they arise naturally in the 
study of chaotic systems, which are the focus of much interest at present, and the subject 
of a number of popular scientific publications [e.g. Gleick, 19881. Detailed definitions 
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of the term "chaotic system" can be found in Devaney, [1989], Baker and Gollub, 
[1990] and Nicolis and Prigogine, [1989], but, sacrificing rigour on the altar of 
simplicity, a chaotic system can be considered to be a deterministic system whose 
evolution depends strongly upon the initial conditions. Small perturbations to the 
initial conditions can produce radically different outcomes, an illustrative example 
being the fluttering of a butterfly's wing which it is imagined could, in certain 
circumstances, be the cause of a storm, or hurricane. In a similar context it is interesting 
to quote James Clerk Maxwell: "At these [singular] points, influences whose physical 
magnitude is too small to be taken account of by a finite being, may produce results of 
the greatest importance" U. C. Maxwell quoted in Campbell and Garnett, 18821. 
A simple illustration of a chaotic system is the "logistic map" [Schroeder, 1991]: 
x -p ax(1 - x) 
The behaviour of this mapping depends upon the value of the constant a. For values of a 
below 3.0, the mapping converges upon a value dependent upon the value of a. For a = 
3.0, the fixed point is x = 2/3. For values of a> 3.0, there may be orbits which include 
sequences of fixed points, first an orbit of two fixed points, and then four, and so on, 
until at a = 3.5699 . . . the orbit is infinitely long. However, for a> 3.839, the mapping 
does not converge, and its behaviour depends strongly upon the initial choice of x. The 
set of values of x (the "orbit") obtained can be shown to form a fractal set, in this case 
the fractal dimension lies between 0 and 1. The logistic map was developed in the 
study of population growth. It is interesting to notice that in nature populations do not 
show evidence of chaotic behaviour! In a higher dimension system, chaotic systems 
result in fractal sets whose dimension is lower than the dimensionality of the system 
considered. The (low dimension) locus of points obtained is known as a "strange 
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attractor". Chaotic dynamics are quite common in studies of biological systems, and 
their importance to geophysical systems has been hypothesised by, for example: Huang 
and Turcotte [1990] (a sliding block model of earthquakes); Stewart and Turcotte 
[1989] and Kellog and Turcotte [1990] (mantle convection); and Chouet and Shaw 
[1991] (volcanic tremors). 
2.3 Fracture mechanics 
A large part of current work on fracture mechanics is based upon the work of Griffith 
[1920], who developed a theory of tensile fracture in solids based upon 
thermodynamic principles. In fact Griffith's work can be seen as an extension of the 
famous work of Gibbs [1906]. Gibbs analysed the nucleation of liquid droplets 
surrounded by vapour, and considered the "competition" between the energy required 
to form a surface and that gained in the change of phase. 
Gibbs' equation 559 can be re-written: 
F =4ira3fb+ 4lrTa2 	 (2.16) 
where F is the free energy change in the transformation, a is the radius of the droplet, T 
(T> 0) is the surface tension and fi (fb < 0) is a function of temperature and volume. It 
may be noted that one of these terms (the surface energy term) represents an area while 
the other represents a volume. This may be compared with Griffith's equation 10, for 
the growth of a crack in two dimensions, written as: 
F = —B2c2a2 + 2ti 	 (2.17) 
where B is a quantity depending upon the elastic constants, a is the crack length, o is the 
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applied tensile stress and y is the specific crack surface energy, assumed constant. Here 
one of the terms relates to a length, and the other to an area. This differs from the 
Gibbs equation because of the different dimensionality of the space in which the 
process is modelled, but there is a clear relationship between the Griffith theory of 
tensile fracture and classical theories of nucleation. 
Equation 2.17 is depicted graphically in figure 2.6. The second term in equation 
2.17 represents the energy required to create new surface by breaking atomic bonds at 
the crack tip. The first term is the decrease in stored elastic energy as the crack 
extends. Following Gibbs' principle, it can be seen that at crack lengths greater than 
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Figure 2.6. Diagram showing the energy partition for the Griffith model of tensile 
crack growth. 
This requirement is generally called the Griffith fracture criterion, and may be 
written: 
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G= 2 ,y 	 (2.18) 
where G is the "energy release rate", or "crack extension force": 
G=f(B2a2a2) 	 (2.19) 
Rather than G, the "stress intensity factor", K, (G = K21E, for plane stress loading) is 
often used. The value of K corresponding to the maximum in free energy is called the 
"critical stress intensity", K, or the "fracture toughness" of the material. The position 
of this maximum in free energy depends upon the surface energy constant, y. 
These equations show that for the growth of a crack of length a, the stress must be 
increased until the maximum in free energy has moved to a point corresponding to a 
length less than a. Conversely, for a given stress level, and a range of crack sizes, only 
those cracks whose length is greater than that corresponding to the maximum free 
energy will grow. If the distribution of crack sizes is a(x), with x being some position 
vector, then this problem amounts to solving the appropriate Euler equation and finding 
that function a(x) fbr which ôFfa(x)) = 0. Clearly, this approach can only be attempted 
in the case of simple distributions a(x). 
An attempt to solve a similar problem has been made by Main [1991], who 
replaces the quantity a in the Griffith formula by <a>, the expectation value of a, and 
considers the specific case of a fractal distribution of lengths. A high fractal dimension 
results in a small value of <a>, the total number of cracks being held constant, whereas 
a low fractal dimension implies a large value of <a>. From figure 2.6 it can be seen 
that in the early stages of deformation, the cracks will have low values of a, whilst at 
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later stages, at higher stresses, the free energy maximum will have migrated to lower 
crack lengths, and rapid growth of the larger cracks will result in a lower fractal 
dimension. An evolution of the fractal dimension may therefore be expected to occur 
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Figure 2.7. Diagram showing the energy partition for the Griffith model including 
sub-critical crack growth at a) low stress and b) high stress. 
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Further refinement can be made to the Griffith model by considering the effects of 
physico-chemical processes such as stress-corrosion reactions [Atkinson and Meredith, 
19871. Stress corrosion allows crack growth to occur at energy release rates less than the 
"critical value", G. The rate of crack growth, v is a function of the stress intensity 
factor, Kand a "stress corrosion index, n: 
v - K 
	
(2.20) 
Stress-corrosion cracking can be modelled by replacing the surface energy constant yby 
some value y' which is lower than y, reflecting the energetically favourable nature of the 
stress corrosion reactions taking place at the crack tip. This value y' will be appropriate 
to stress intensities less than the critical value, and the resulting free energy function 
might be similar to that shown in figure 2.7a), which shows a metastable free energy 
minimum at low crack lengths. If the applied stress is increased sufficiently, this 
metastable domain may be eliminated (Figure 2.7b). 
At the limit of existence of the metastable regime, the free-energy curve will show a 
spinodal, where the small "trough" of the metastable regime merges with the regime of 
unstable crack growth. A detailed discussion of the thermodynamics of this system of 
Griffith cracks including the effects of physico-chemical reactions is given by Rice 
[1978]. 
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So far this discussion has centred upon the growth of tensile cracks. Clearly this is 
not the only way cracks can develop, and, indeed, other modes of cracking might be 
expected to be of more interest in other geologically interesting situations. For 
example, some sort of shear cracking might be anticipated to be appropriate to a 
strike-slip regime. Three different basic crack modes are identified, imaginatively 
dubbed modes I, II and Ill. These are illustrated in figure 2.8. 
Figure 2.8. Diagram showing the three modes of cracking (after Lemaitre and 
Chaboche [1985]). 
Mode I corresponds to the case of tensional cracking considered up to this point. In 
fact it is clear that this is the most useful mode to study, since experimental evidence 
[e.g. Petit and Barquins, 19881 shows that even a crack which is, on a macroscopic scale, 
a mode II crack, actually proceeds by an incremental process of aligned mode I 
cracking [Cox and Scholz 1988]. This is illustrated in figure 2.9. The area ahead of the 
crack tip is termed the process zone. Within this process zone, the material may be 
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deformed by tensional cracking, which becomes more intense as the loading increases. 
Eventually, these micro-cracks link, and the macrocrack extends. The size of this 
process zone is dependent upon. the material being deformed. The importance of mode 
I cracking can be understood if one imagines the processes which must take place as a 
crack extends. Clearly, at some level, the deformation must take place by some purely 
extensional mechanism. On the scale of mineral grains, an initial shearing must lead to 
extension, as the misfitting grains are forced to slide apart from one another as they 
move. Even on the very smallest scale, deformation must involve rupture of inter-
atomic or inter-molecular bonds, and it is difficult to conceive of how this might 
occur other than by an extensional mechanism. 
Process zone 
- 	 Crack 
En-echelon 
4P, 	 aacks 
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shear St tess 
Figure 2.9. Illustration of the process zone in which mode I micro-cracking 
precedes mode II macro-cracking. 
This discussion started with the observation that the basic energy-balance concepts 
of fracture mechanics are analogous to those employed in the study of the condensation 
of droplets, as put forward by Gibbs [1906]. In recent years, our understanding of the 
way in which water passes through a phase transition, and droplets condense, has been 
profoundly affected by the development of a non-classical theory of condensation 
which shows the importance of interactions between condensing droplets [Fisher, 19671, 
and its effect on the structure of the condensing matter. It has been suggested by Rundle 
and Klein [1989] that the process zone observed at the tip of an advancing crack may be 
analogous to the fractal ramified "halo" which surrounds nucleating droplets as 
27 
Chapter 2: Fractal geometiy and fracture mechanics: a theoretical introduction 
described by Unger and Klein [1984]. This suggestion is a further indication of the 
parallels between the study of fracture and current theories of nucleation. 
2.4 Summary 
The main concepts to be taken forward from this chapter are:- 
•) Many natural objects are better described by fractals than by the familiar objects of 
Euclidean geometry. 
•) Natural fractals occur over a finite range of scales, from e to £2. 
•) The fractal dimension of a given object can be measured in a number of different 
ways. 
•) Changes in fractal dimension may indicate a change in the underlying processes 
taking place. 
•) The value of the fractal dimension itself may also give an indication of the 
characteristics of the underlying process. 
•) Fractal geometries arise naturally from chaotic systems. 
') Fractals occur as a result of percolation processes, and are characteristic of systems 
undergoing a phase transition. 
•) The physics of cracking can be understood in terms of a competition between a 
surface energy and another energy term, similar to the nucleation of droplets. 
•) Cracking may also, equivalently, be described in terms of crack extension forces, or 
stress intensity factors. 
•) Considered on an appropriate scale, all cracking involves mode I &ilure. 
•) The process zone in which this mode I failure occurs can be compared with the 
ramified zone which precedes nucleation at the spinodal of a nucleating system. The 
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fractal structure of this ramified zone is a consequence of the physical processes of 
interaction between nucleating droplets/cracks. 
•) The process zone may therefore be anticipated to have a fractal structure. 
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3. Lessons from a plate boundary: 
examples from California 
3.1 Introduction 
Following the recognition that the parameters which describe seismicity in a region 
show a spatial and temporal evolution which may be associated with the process of the 
generation of large earthquakes, this chapter consists of an account of the study of the 
seismicity of two areas in California: the Parkfield area and the Riverside area. These 
areas were chosen because they have been the object of considerable attention in the past, 
and therefore a great deal of high-quality seismic data is available. In addition, they 
are part of the San Andreas fault complex in which the broad scale tectonic pattern is 
relatively well understood. 
One of the most important parts of this chapter is the calculation of the value of b in 
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where Nis the number of earthquakes of magnitude greater than m. Smith [1981, 19861 
has shown that the value of b in New Zealand has shown a systematic change connected 
with the occurrence of large earthquakes. Ma [1978] reported a high b-value preceding 
a major earthquake at Haicheng, China, and Wyss [1991] and Wyss et al [1990] have 
suggested that changes in the b-value in the Parkfield area support the prediction of a 
large (M> 5.7) earthquake in that area in the next few years. 
It has already been stated (Chapter 2) that many natural objects or systems are not 
well described by the familiar figures of geometry, but are better described in terms 
of fractals [Mandelbrot, 1977], which suggests that seismicity might also be described 
in these terms. The fractal geometries of various aspects of fault systems have been 
investigated, notably the fractal dimension corresponding to the roughness of the trace 
of the San Andreas fault at the surface estimated by Aviles et al [1986] and Aki and 
Okubo [1986]. The fractal (correlation) dimension of earthquake epicentres has been 
estimated by Hirata [1989b], who found that this fractal dimension changes during the 
seismic cycle, and that these changes are weakly negatively correlated with changes in 
the b-value. In this chapter are presented the results of a similar investigation of the 
fractal nature of earthquake epicenters. In Chapter 2 it was noted from the power-law 
nature of the Gutenberg-Richter relation that the b value is itself related to the fractal 
dimension of earthquake magnitudes [Aki, 1981; Turcotte, 19861871, which may be 
likened to the familiar example of the fractal dimension of sizes of islands in an ocean 
[Mandelbrot, 19771. 
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3.2 Evolution of seismicity at Riverside* 
3.2.1 Introduction 
The data used in this studyt were recorded in the area covered by the Southern 
California seismic network operated by the Caltech Seismological Laboratory. The 
Riverside station is located at the centre of this network, and thus there is good quality 
seismic data available for this area covering a time span of over half a century. The 
events used in this study are those events occuring within 180 kilometers of the 
Riverside station at 33059.6'N, 117"22.5'W. The location of Riverside and an 
indication of the distribution of these events is shown in figure 3.1. 
Major earthquakes occurred in the area in 1933 (M=6.3), 1937 (M=6.0), 1947 
(M=6.2), 1948 (M=6.5), 1952 (M=7.7) and in 1971 (M=6.4). Figure 3.2 shows the 
magnitude distribution of the events with magnitudes greater than 3.0. The straight 
line on the cumulative distribution plot indicates that these data conform well to the 
Gutenberg Richter relation (equation 3.1), and that the catalog is complete, at least for 
magnitudes above 3.0, plotted with a bin size of half a magnitude unit. Figure 3.3 
shows the average magnitude of events above this threshold level. 
* The results of this study were reported by Henderson and Main [1992]. 
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Figure 3.3. a) Average magnitudes and b) event rates (numbers of events per 
hundredth of a year) of events whose magnitude exceeds the threshold level. The same 
100 event analysis windows are used in the following figures. 
3.2.2 b-value estimation. 
The purpose of the study was to examine the temporal change in b-value, and its 
relationship with the occurrence of major seismic events, b-values were therefore 
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calculated using a sliding window of 100 events, with each window overlapping its 
neighbour by fifty events. A window containing a fixed number of events, rather than 
one pertaining to a fixed period of time, was chosen since the large variation of event 
rates (fig 3.3) would have meant that, using the latter approach, some windows would 
be relatively empty, leading to a poor estimate of the b.-value whilst others contained 
large numbers of events. Above the threshold magnitude, the cumulative frequency-
magnitude relation should be a straight line with a negative slope of b. The threshold 
magnitude was selected by inspection of a graph showing the frequency-magnitude 
relation for the area (figure 3.2). In this case the threshold magnitude used was 3.0. One 
obvious way of estimating the b.-value is to fit a straight line to a plot of logN against 
magnitude using a simple least-squares method. Gurtorp [1987] discusses this method, 
and finds that it performs less well than the use of a generalised least-squares method, 
but that this latter requires a large number of data points. In the present work, the b-
value was calculated by the maximum-likelihood method [Aki, 19651: 
b = logioe 
R_ MO (3.2) 
where 5i is the average magnitude and m0 is the threshold magnitude for complete 
reporting of earthquake magnitudes. Zhang and Song [1981] show that a better estimate 
is given by: 
b _(n-1) log ioe 
n (i - mo) 
but Aki's formula is preferred because of its simplicity and because it is in widespread 
use. In addition, for a population of 100 events, the formulae are effectively equivalent. 
(3.3) 
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Bender [1983] and Guttorp and Hopkins [1986] discussed possible drawbacks of this 
procedure, including the effect of the use of magnitude bins, as opposed to a continuous 
distribution, but for a small dataset the errors are negligible compared compared with 
those inherent in the basic estimation technique. A complication to the calculation of 1'.. 
values using the Aki formula may arise when the range of magnitudes over which the 
estimation is made, from m mgn to m m ,,,, is small. A correction for this effect has been 
introduced by Page [1968], who gives the formula: 
P 
 - [
— M - - mm exp{—$(m - m)}] _l 
= (3.4) 
- 1— exp{—j3(m1 - m )} 
where b = f3/ logio e. The equation must be solved numerically using, for example, the 
method of bisection [Press et al, 19881. In practice the difference made by this added 
complication was only a matter of a few percent, and in this study only the simple Aki 
formula, equation 3.2, was employed. Confidence limits for these estimates can also 
be made, thus the 95% confidence limits are given by Page [1968] as: 
E+ 	
2 
(m - m,,) 
- 2— exp{fl(m - m )} - exp(m - 	)] 
X 
1 1 
m —m 1 exp{—f3(m 1 —m)} 
_rn]=±1.96 
1— exp{—fl(m —m)} 
as compared with those of ±1.96b// resulting from Aki's approach. Confidence 
limits were calculated using Page's formula for the present dataset and shown to be of 
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the order of ±0.2. The calculated b-values for the entire dataset are shown in figure 3.4. 
The position of the point shown on the figure is determined by the last point in the 
analysis window, i.e. these are "trailing" windows. The asterisks on the time axis 
indicate the times of major events. It may be noted immediately that the events 
indicated on the time axis of the figure frequently coincide with strong b-value 
anomalies. This is particularly evident for the 1971 event, and for the 1933 and 1952 
events. The form of the b-value anomaly accompanying the 1971 event shows an initial 
increase in b-value followed by a strong decline. In this case, the size of this b-value 
anomaly is clearly above the confidence limits. This is the pattern observed in other 
parts of the world by, for example, Smith [1981, 19861. Finally, these results were 
compared with those of Hikman [1978], who made a similar study of b-value changes 
in the area, and those of Jin and Aki [1989], who found a similar low frequency change 
in b-values, with maxima in, approximately, 1935 and 1970, and a minimum in 1955. 
These results are therefore in accord with previous b-value studies. 
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3.2.3 Fractal dimension estimation. 
The fractal dimension of the earthquake epicenters was calculated for the same event 
windows. It should be emphasized at this point that the fractal dimension of 
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Figure 3.4. Graph showing a) b-values and b) correlation dimensions estimated for 
the Riverside area. The time co-ordinate is the date of the last earthquake in the 
analysis window. The asterisks indicate the time of major events, and the arrows 
indicate the magnitudes of theestimated errors. 
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that of earthquake sizes (related to the b-value), and one need not, a priori, expect any 
correlation between the two. One might, in principle, expect to be able to find a 
fractal dimension for the earthquake hypocentres, but the errors in estimating 
earthquake depths suggest that any attempt to find such a quantity would be prone to 
much greater errors than those involved in using the epicentres. Furthermore, it might 
be expected that variations in the depth dimension might scale in a different way from 
those in the two horizontal dimensions, resulting in a distribution that is not strictly 
self-similar, but rather is "self-affine" [Mandelbrot, 19771. The fractal dimension was 
estimated as the correlation dimension. The correlation dimension, Do is found from: 
D =lim 
logC(r) 	 (3.3) 
log  
where r is the radius of a circle on the Earth's surface and C(r) is the correlation 
integral: 
N N 	 (3.4) 
C(r)= lirn-1 -H(r—Ixs xii) N-+ N 	j=1 
where Nis the number of points in the analysis window, xare the co-ordinates of the 
epicentres and H is the Heaviside step function: H(x) = 0 for x < 0 H(x) = 1 for x> 0. 
In simpler terms, C(r) is a function of the probability that two points will be separated 
by a distance less than r. In Chapter 2 it was shown that in a simple practical example 
this technique gives the same result as is obtained using a "box-counting" method, and 
that in the example shown, this result is a good estimate of the fractal dimension 
calculated analytically. The practical equivalence of these methods is established more 
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rigorously by Grassberger and Procaccia [1983a]. The correlation dimension technique is 
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Figure 3.5. Figure show
ing an exam
ple of the estim
ation of the correlation 
dim
ension by fitting of a straight line (dotted line, circles) to the curve of logC
(r) 
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The correlation dimension is defined by the behaviour of the ratio logC(r)Ilogr as r 
tends to zero (equation 3.3) and so it was estimated by fitting a straight line to a plot 
of logC(r) against logr over a data range corresponding to the first 1.5 orders of 
magnitude for which data existed. In practice this corresponds to values of r between 
around 0.5 and 10 km, compared to an epicentral resolution of some tens of metres, 
and a seismogenic depth of about 10 kilometres for the San Andreas Fault. An 
example of this line-fitting is shown in figure 3.5. In some cases the straight part of this 
curve would have justified the asssumption of a linear model over a greater range, but 
an automatic method was preferred in order to preserve objectivity as far as possible. 
This estimation of the intercept, a, and gradient, 13, of the straight line y = a + f3x 






i=1.. 	o; 	) 
Errors in this technique were estimated by assuming a small error in the data with 
standard deviation of 0.1 arising from uncertainty in the epicenter positions. This 
yielded an acceptable goodness-of-fit of Q > 0.1 and error bounds on the estimated 
gradient of ±10%. The goodness-of-fit, Q is given by [Press et al, 1988]: 
Q =P(I'_2 L) 
	
(3.6) 
where P is the incomplete gamma function: 
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1 	x 	 (3.7) P(a,x) 
F(a) 10 e'r1dt 
These error bound estimates should be regarded as minima, however, since the line-
fitting has been carried out over a subjectively chosen range of the data. The calculated 
correlation dimensions are shown in figure 3.5, along with the calculated Ix-values. This 
figure includes representative examples of the error bounds as estimated above. The 
estimated correlation dimensions show more scatter than the b-value estimates, but 
generally lie between 1.0 and 2.0, as would be anticipated for a distribution of points 
on a plane. This scatter might be because the epicenters are not well located, or because 
the epicenters themselves do not correspond well to the fractal model which has been 
assumed. It might be questioned whether the estimates of a fractal dimension from 
such a small dataset are valid, especially given that such estimates are commonly made 
on the basis of many thousands of data points [e.g. Kurt/is and Herzel, 1987]. This 
question was addressed by Havstad and Ehlers [1989], who find that, in the case of the 
non-stationary system which they examined, estimates of fractal dimension made with 
a dataset of 100 points were within about 10% of the estimate made using 12,800 
points. This corresponds roughly to the order of magnitude error estimated in the 
present work, implying that the procedure used does not significantly underestimate 
the error. 
3.2.4 The correlation between b and D. 
Examination of figure 3.4 suggests a relationship between b-value and correlation 
dimension, there being an apparent negative correlation between b and D This 
relationship may be seen more clearly in figure 3.6. Shown in the upper part of the 
figure are the same data as in figure 3.4, along with the low frequency trends of these 
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data. The low frequency trend was calculated by replacing each value in the data series 
by the median of the values contained within a window around that point. 










30 35 40 45 50 55 60 65 70 75 80 85 90 95 
year 
Figure 3.6. Graph showing b-values (crosses) and correlation dimensions (stars), 
their low frequency trends (upper solid and dotted lines, respectively) and high 
frequency residuals (lower solid and dotted lines, respectively) for the Riverside area. 
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Riverside: b and D residuals 
1 	 1 
correlation coefficient=-0.48 
* 	* * 
-1 	 -1 
-1 	 0 
D 
Figure 3.7. Graph showing correlation between the high frequency residuals of b-
values and correlation dimensions for the Riverside area. 
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The degree of smoothing is controlled by the size of the smoothing window and the 
number of times the technique is applied. These long term trends were subtracted from 
the data, and the residuals are plotted in the lower part of the figure. The data for the 
period before 1957 was eliminated from this step because the high scatter in 
correlation dimensions casts doubt upon the reliability of these estimates. Figure 3.7 
shows the correlation of these residuals for the post-1937 events. A least-squares 
regression line has been fitted to these data for illustrative purposes. The use of a least-
squares regression implies that either b or D is relatively well known. In this case there 
is no reason, a priori, to suppose that this is the case. The order of regression (i.e. b on 
D, or D on b) was chosen arbitrarily. A correlation coefficient can be calculated 
between two datasets assuming error in both sets of measurement. These data show a 
negative correlation, with a correlation coefficient (Pearson's "r", [Press et aL 19881) of 
—0.48 
In order to understand more fully the processes which lie behind this negative 
correlation between the b-value and the fractal dimension of earthquake epicenters three 
specific periods are examined in greater detail. 
•) 1971 event, magnitude 6.4. 
Figure 3.8 shows a subset of the data from figure 3.6. It indicates clearly the sharp 
1-value minimum associated with the major seismic event, in other words a decrease in 
the preponderance of small events. It also indicates that this minimum is accompanied 
by a sharp maximum in the fractal dimension of the earthquake epicenters during this 
time period, indicating a tighter clustering, or that the epicenters tend to fill the two-
dimensional plane more efficiently. 
Figure 3.9 shows the frequency-magnitude distribution of earthquakes within the 
time windows used to calculate the points shown in figure 3.8. The vertical bars 
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represent the discrete distribution of magnitudes and the curve the cumulative 
distribution. In this figure, and similar ones which follow, the order of the frames is: 
9 	10 	11 	12 
5 	6 	7 	8 
1 	2 	3 	4 
The fifth and sixth frames in this figure show that the low b-value is caused by the 
sudden appearance of events of magnitudes over 4.6, which have not been common up to 
this point. Clearly the cumulative magnitude curve is not a straight line even above the 
"threshold magnitude". This indicates that the Gutenberg-Richter relation does not, 
strictly, apply to these small samples. 
Figure 3.10 shows the behaviour of the correlation function during this period. This 
figure illustrates the question of the range of scales over which the clustering of 
earthquake epicenters can be considered to be fractal. Firstly, it can be seen that for low 
values of log(r) there is no data. This is because data with very small r have been 
excluded from the analysis, thus defining an inner scale, e, of around 0.1 km. This is 
because, first of all, the error in location of earthquakes means that the statistics for 
small r have little meaning, but also because it was noticed that aftershocks of a large 
event seemed to have been arbitrarily assigned the same epicentral co-ordinates as the 
main shock, thus there were a large number of pairs of events with zero r. The outer 
length scale, £2, is defined by the size of the area of study. Its effects can be seen clearly 
in, for example, frame 8, where the correlation function logC(r) increases regularly 
until log(r) is large, at which point it curves over. This figure can be compared with 
figure 2.5a) which shows the use of the correlation function in calculating the fractal 
dimension of a synthetically generated fractal pattern. The fractal part of the 
distribution is therefore between the inner length scale corresponding to the reliability 
of earthquake location and an outer length scale which is a function of the size of the 
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study area. In practice, as has already been noted, the same width of range of data was 
used in all the estimates of correlation dimension. However, the "straightness" of the 
correlation function between these limits is an indication of the extent to which the 
data conform to a fractal model. Alternatively, the range of r for which a plot of 
logC(r) against log(r) is a straight line is an indication of the range over which a fractal 
model holds. This range might be zero. The vertical bars are related to the difference 
in height between successive points, and therefore may be seen as a sort of "discrete 
distribution" as opposed to the "cumulative distribution" used in the definition of the 
correlation dimension. These "bar charts", then, are indications of the distributions of 
the inter-event distances. 
Frame 1 shows a very linear behaviour of logC(r), with a fractal behaviour over two 
orders of magnitude of r. Frame 9, for example, shows a sharp increase of logC(r) with 
increasing log(r), i.e. a high fractal dimension. This is also illustrated in figure 3.11 
which shows the locations of epicenters corresponding to figures 3.8 through 3.10. The 
axes on this figure refer to distances from an arbitrarily chosen origin. Frame 3.9 shows 
a strong clustering of events around the epicenter of the major 1971 event. 
Figures 3.8 through 3.11 demonstrate the way in which a major event is 
accompanied by a sharp decrease in b-value due to the decreased predominance of 
small events, and by a clustering of events which is indicated by a high fractal 
dimension (Figure 3.11). In this example, the range of lengths over which a fractal 
model is a good representation of the clustering ranges from over two orders of 
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Figure 3.9. Frequency-magnitude plots corresponding to the time periods indicated 
by the points on figure 3.8. The vertical bars represent the discrete magnitude 
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•) 1952 event, magnitude 7.7. 
Figures 3.12 through 3.15 show a similar pattern to the preceding four figures, with 
the added point of interest that there was a clear increase in the b-value preceding the 
major event. This can be seen clearly in figure 3.13, frame 5. Frame 10 shows the 
origin of the low b-value, with a large number of important events, and the 
corresponding frame in figures 3.14 and 3.15 show the strong clustering around the 
epicenter of a large earthquake. 
•) 1955-1960 period. 
No major event occurred during this period, yet the b-value and fractal dimension 
show a very clear negative correlation (figure 3.16). Clustering seems to occur around a 
number of seismic "centres" in the form of "swarms" without a pronounced mainshock, 
and the distribution of inter-event distances, whilst not being "bi-modal", shows a 
paucity of distances in some categories (e.g. figure 3.18 frames 6, 7 and 11). 
3.2.5 Summary. 
Analysis of the Riverside catalog shows that there is a good negative correlation 
between the b-value and fractal dimension of earthquake epicenters. The clustering of 
epicenters is shown to be fractal over a range of scales of up to two orders of 
magnitude. The origin of the negative correlation seems to be that during periods of 
large events (low b-value), there is strong clustering around the main shock epicenter 
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3.3 Evolution of seismicity at Parkfleld 
3.3.1 Introduction. 
Parkfield, California, (figure 3.20) is an area of unique interest to seismologists 
because of the regularity with which large earthquakes seem to occur there. Events of 
magnitude 6 and over have occurred in 1857, 1881, 1901, 1922, 1934 and 1966: a 
sequence with a mean interval of 21.9 years and a standard deviation of only 3.1 years. 
On this basis, therefore, the U. S. Geological Survey forecast that a major earthquake 
would occur in 1988, with a 95% confidence interval of 5 years [Kerr. 1985]. 
Parkfield is a small town which lies on the San Andreas fault at a point which marks 
a transition in the fault's behaviour. The fault segment to the north-west the fault move 
by a stable creep process, without accumulating large offset deficits, and though 
earthquakes of magnitude less than 4 occur here, large seismic events are unknown on 
this segment. To the south-east, the fault appears to be "locked", and produces large 
earthquakes with magnitudes greater than 7 [Bakun and Lindh, 1985]. The origin of 
this change in behaviour in the fault has been related to two shallow bends in the fault in 
the vicinity of Parkfield. The role of bends in faults in seismogenesis has also been 
discussed by King and Nabelek [1985]. 
* The results of this study were reported by Henderson, Main, Meredith and Sammonds [1991]. 
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Figure 3.20. Map showing the location of seismic events used in the Parkfield area. 
The inset shows events of magnitude 4 or greater occurring in the same time period. 
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3.3.2 b-value and fractal dimension estimation. 
The data used in this analysist were recorded in the Parkfield area between 1971 
and 1990. In order to examine the evolution of earthquake magnitudes over a period of 
time it is essential to be certain that the magnitude scale is consistent over the length of 
the period studied. In the present case, the catalogue has been analysed by Wyss [1990], 
by Wyss, Bodin and Habermann [1990] and by Wyss, Slater and Burford [1990], and 
corrections made to provide magnitude information that is believed to be internally 
consistent. These corrections involve adjustments to rectify changes in magnitude scale 
which may exist between parts of the catalogue which were recorded using differently 
calibrated instruments, or which have been processed using different methods, or which 
exist simply due to human error, An example of this last factor is given by Wyss 
[1991]. In addition, Wyss and his co-workers exclude a six month period following 
the 1983 magnitude 6.7 event at nearby Coalinga, because the large number of events at 
that time seemed to overwhelm the recording facilities introducing an elevation of the 
threshold of complete recording [Wyss, personal communication]. Figure 3.21 shows the 
frequency magnitude distribution of seismic events. This figure indicates that the 
distribution follows the Gutenberg-Richter relation with a completeness threshold of 
1.3. Figure 3.22 shows the average magnitude of events whose magnitude exceeds the 
threshold, and the event rates for the same data. Both these figures show anomalies at 
around 1975 and 1983. 
The b-values and fractal dimensions of the distributions of epicenters were 
calculated using windows of 100 events, with an overlap of 90 events between adjacent 
windows. The results are therefore comparable to those of Wyss [1991], who used the 
same window parameters. The calculated b-values are shown in figure 3.23a). 
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Figure 3.22. a) Average magnitudes, and b) event rates, of events whose magnitude 
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Figure 3.23. Graph showing a) b-values and b) correlation dimensions estimated for 
the Parkfield area. The time co-ordinate is the date of the last earthquake in the 
analysis window. The arrowed lines indicate the confidence limits, as discussed in the 
text. Asterisks indicate the time of major events. 
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It can be seen that there is a pronounced b-value anomaly, showing a premonitory 
increase followed by a sharp decline, associated with the 1983 event, and a much 
weaker anomaly associated with the 1975 event. Fractal dimensions of the earthquake 
epicenters were calculated in the same way as for the Riverside dataset. These 
estimates are shown in figure 3.23b). The relationship between the b-values and fractal 
dimensions is less obvious than in the case of Riverside, and is discussed further in the 
following sub-section. 
3.3.3 The correlation between b and D. 
The upper part of figure 3.24 shows the same data as figure 3.23, along with the low 
frequency trends of these data. The low frequency trends were subtracted from the data, 
and the residuals are plotted in the lower part of the figure. There appears to be a weak 
negative correlation between these datasets of residuals, which is clearer in the early 
part of the record, and not readily apparent during the period between 1980 and 1985. 
This impression is confirmed in figure 3.25, which shows these residuals and the least-
squares best-fitting straight line to these data. The correlation coefficient for this fit is 
–0.17—a weak negative correlation. 
Two periods of activity have been selected for more detailed examination. These 
are the periods corresponding to the two main b ,-value anomalies seen on figures 3.23 
and 3.24. 
•) 1975 Middle Mountain events. 
During 1975, two events of magnitude greater than 4.5 occurred in the Middle 
Mountain area in the centre of the zone studied. It may be noted that this period also is 
associated with a strong deviation in the b-value from its mean level. The relationship 
between the b-value and fractal dimension of earthquake epicenters is explored in 
figures 3.26 through 3.29. 
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Figure 3.24. Graph showing b-values (crosses) and correlation dimensions (stars), 
their low frequency trends (upper solid and dotted lines, respectively) and high 
frequency residuals (lower solid and dotted lines, respectively)for the Parkfield area. 
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Parkfield: b and D residuals 
Figure 3.25. Graph showing correlation between the high frequency residuals of b.. 
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The period of low b-value associated with the Middle Mountain events is shown in 
frames 5 and 6, which, in figure 3.27, can be seen to be a period with an increased 
number of events of magnitudes greater than 3.0. The "straightness" of the logC(r) - 
logr plots (figure 3.28) is generally not impressive, indicating a poor fit to the fractal 
model. The most obvious point is one which hardly needs emphasis—the extreme 
linearity of the event zone. However, within these limitations, figure 3.29 shows some 
definite clustering to the north-west during frames 5 and 6. 
•) 1983 Coalinga event. 
A major event (magnitude 6.7) occurred on May 2, 1983 at Coalinga, on the edge 
of the San Joaquin valley some 30 kilometers to the north-east of Parkfield. Note that 
the b-value shows an increase before the event followed by an decrease in the post-event 	- 
phase. 
In spite of the care taken to ensure that the earthquake magnitude information was 
consistent throughout the catalogue, there may remain doubts that the b-value anomalies 
associated with large earthquakes are simply artefacts caused by, for example, 
saturation of recording networks, as discussed previously. Event sequences showing b-
value anomalies caused by large events are often excluded from catalogues in studies 
which aim to find an underlying stable b-value level, for the purpose of identifying 
anomalous trends which could represent precursors of a major shock [e.g. Wyss. 1991]. 
The purpose of the present study, however, is to examine past b-value behaviour, and its 
relation to major events, and therefore the possibly contaminated data recorded during 
the period of the Coalinga event, and excluded by Wyss and Habermann [1986], has 
been allowed to remain in the dataset. Moreover, it is hard to conceive of any reason 
why these doubts should apply to the epicenter information from which the correlation 
dimensions are calculated. 
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Figure 3.30 shows the evolution of b-value and correlation dimension for twelve 
time windows covering the period preceding and following the Coalinga event. Again 
the pronounced b-value anomaly may be noted. This can be seen as a reflection of the 
changes in the frequency-magnitude distributions shown in figure 3.31. The earlier 
frames (bottom row) all show a strong preponderance of small events and rather few 
large events. However, subsequently, this trend is less marked, with more large events 
and a consequently shallower slope (lower b-value) than for the earlier frames. 
Figure 3.33 shows the distribution of earthquake epicenters for the same time 
windows. It can be noted that the earlier events, on the bottom row of maps, show a 
generally even distribution along the fault zone, whereas at later times there are periods 
showing marked clustering of events towards the south-east part of the fault zone. This 
change from anti-clustering to clustering is shown less clearly by the correlation 
dimension figures (figure. 3.32). 
Despite the appearance of clusters in frames 8 and 9 of figure 3.33, the calculated 
fractal dimension shows little systematic change during this period. It certainly cannot 
easily be associated with any change in the b-value. This appears to be because the 
change in b-value is associated with a change in the pattern of clustering. In early frames 
it can be seen that clustering is strong in the north-west, whilst during the period 
corresponding to the b-value anomaly there is a second cluster in the south-east (at a 
small angle to the fault trend). Thus an increase in clustering in one part seems to be 
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Chapter 3: Lessons from a plate boundary: examples from California  
3.4 Discussion 
In this chapter it has been shown that the seismic 11-value shows a systematic change 
over time which is connected with the occurrence of large earthquakes. These changes 
are illustrated in the summary diagram, figure 3.34. This phenomenon has been 
reported by a number of authors previously. However, it has also been shown here that 
the b-value shows a definite relationship with the fractal dimension describing the 
distribution of earthquake epicenters. This has been described for the example of 
seismicity in Japan between 1926 and 1980 [Hirata, 1989b], but whereas Hirata showed 
a negative correlation for low frequency variations, what has been shown here is a 
negative correlation which exists for higher frequencies, with periods of only a few 
years. Noting that the b-value itself is related to the fractal dimension of earthquake 
sizes, and recalling King's [1983] example of the fractal dimension of a tree 
(described in chapter 2), it may be suggested that these changes in fractal dimension 
are a result of the changes in the processes which are occurring during the earthquake 
cycle. It is these processes, and their inter-relation, towards which the next chapter is 
devoted, in an attempt to provide an explanation of the observations which were 
presented here. 
Calculation of the correlation dimension involves an estimate of the range of length 
- scales over which that dimension is valid. This is not, however, true of the calculation 
of the b-value. It would be of value to investigate over what range of scales the negative 
correlation of b-value and correlation dimension is observed. This interesting question 
might be addressed by repeating the analyses presented in this chapter using datasets 
which are centered upon the same area, but of varying geographical extents. For 
example, one could investigate the b-value variations for events occurring within 50km 
of Riverside, and for events within 400km of Riverside. 
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Figure 3.34. Summary diagram showing the changes in b-value and correlation 
dimension reaking to the occurrence of a major event. 
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4. Numerical experiments on 
fracture development and seismicity 
4.1 Introduction 
In this chapter is presented an account of a model of seismicity constructed drawing 
upon the concepts of fracture mechanics. In the following section, the reasons for 
adopting this method are discussed in the form of a short critical review of other 
possible methods of approaching the question. Following that, a one-dimensional 
model of the evolution of seismicity is introduced, with particular reference to the 
short-term evolution of seismicity in the period preceding a major seismic event. This 
is followed by an extension of the model to consider some aspects of long-term 
seismicity. In a final section, the problems involved in modelling such a system in two 
dimensions are discussed, and a possible solution introduced. 
4.2 Background 
It has already been stated that a major goal of the research towards which this thesis 
is a contribution is the prediction of earthquakes—if not in the way in which this is 
popularly understood, the prediction of the time and place of specific major events 
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[e.g. Lyon-Caen, 19901---then at least in the prediction of some of the more important 
features of the patterns of seismicity associated with major earthquakes. 
It is clear that a large earthquake involves the failure of a rock mass to maintain 
integrity under the action of some external force. It seems equally clear that such a 
failure is preceded by a relatively aseismic phase during which the external force 
already exerts some influence over the rock mass, and that if this influence can be 
quantified and understood, then it might be possible to identify a point at which the 
steady process of quiet deformation is likely to give way to a catastrophic failure of 
the medium. Such an understanding would constitute a method of earthquake 
prediction. 
What appears to be required is a description of the relationship between the stress 
applied to a rock mass and the strain it undergoes for the whole spectrum of 
deformation, from modest amounts to complete failure. It is apparent that while this 
relationship might be derived, for small amounts of strain, from laboratory 
experiments on natural rocks, it is less clear how to apply the knowledge of the 
material constants thus gained to the case of a material which is strongly deformed and 
contains a large number of cracks. Griffith [1920] showed the importance of flaws such 
as cracks in reducing the strength of materials relative to the strengths of flawless 
crystals. O'Connell and Budiansky [1974] tackled this problem using a "self-consistent 
energy approach", which predicts values of effective elastic constants valid for crack 
densities which are low enough to allow the interaction between cracks, and for the 
volume which the cracks occupy, to be neglected. The relation between stress and strain 
in an elastic body is described in terms of the elastic constants such as Young's 
modulus. In a greatly deformed body where deformation takes place by, for example, 
plastic flow involving finite strain, the proportionality between stress and strain breaks 
down, and these constants are no longer valid. A more sophisticated representation is 
required. Such an approach is the concept of "damage mechanics". The aim of damage 
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mechanics is to define a quantity, the damage, which can be considered like a 
thermodynamic state variable similar to, for instance, density. This definition is then 
used in developing a model of the evolution of damage, including a definition of the 
failure of the body in terms of damage, and also a set of constitutive relations which 
relate the damage to the applied stress. The concept of damage mechanics is reviewed 
by Costin [1987] who presents an example in which the damage is defined as a quantity 
involving the distribution of crack lengths and directions—an example which 
illustrates the important, and often overlooked, distinction between damage as a state 
variable describing the whole system, and, say, crack density, which is a quantity used 
to describe the microstructure. In Costin [1987], as in Costin [1983], Costin [1985] and 
Holcomb and Costin [1986], predictions made on the basis of a damage-mechanical 
model correspond well with the stresses and strains measured in laboratory 
experiments on natural materials. 
A problem exists in that when formulating the damage parameter it may not be 
easy to see the relation between the form of the damage parameter itself, the processes 
which are physically observed, and the processes which are predicted on the basis of 
theoretical mechanical models. This is even more difficult when the damage 
parameter is a more complex quantity such as a vector. For example, Davison and 
Stevens, [1973] consider a damage parameter which is a vector whose orientation is the 
average orientation of cracks, and whose magnitude is the projected area fraction of 
cracked material. A drawback which is more serious from the point of view of 
modelling seismicity is that though stresses and strains are predicted by damage-
mechanical models, seismically observable quantities such as the distribution of cracks 
(earthquake locations) and sizes (earthquake magnitudes), are themselves bound up into 
the damage parameter and it is difficult to see how a damage-mechanical model can 
be used to understand the type of data discussed in the previous chapter. 
86 
Chapter 4: Numerical experiments on fracture development and seismicity 
An approach to the problem of predicting the evolution of seismicity which remains 
in the realm of fracture mechanics is presented by Main [1991], who extends the 
concept of the growth of a single crack as a consequence of a simple energy balance in 
the manner described by Griffith [1920] to the case of an ensemble of non-interacting 
cracks with a power-law distribution of lengths. This work shows that the expectation 
value of the strain energy release rate is negatively correlated with the fractal 
dimension of the crack lengths. In a natural continuation, Main [submitted, 1992] 
considers the case in which there is an interaction between cracks. This case is vital, 
since laboratory experiments clearly show that it is the coalescence of microcracks 
which lead to the failure of the sample [Peng and Johnson, 1975; Wong, 1982; Cox and 
Scholz, 19881. Furthermore, Pollard and Segall [1980] and Segall and Pollard [1980] 
present an analysis showing that a crack may perturb the surrounding stress field by 
-more than ten percent up to a distance of around three times the crack semi-length away - - 
from the crack, and on that basis, crack-length statistics quoted by Madden [1983] 
indicate that a certain amount of crack interaction may be expected even in relatively 
undeformed samples. Main [submitted, 1992] again considers an ensemble of cracks 
with a fractal distribution of lengths, but allows a weak interaction involving forces 
whose magnitude is inversely proportional to the distance between cracks, as described 
by Rundle [1989a] and Rundle and Klein [1989]. This approach demands the very 
important assumption that the inter-crack spacing be very large compared with the 
crack length. This assumption is required first of all in order to allow the 
simplification of ignoring the effect of the crack lengths and relative orientations on 
the strength of the interaction. It is required secondly because the theory is again 
expounded in terms of expectation values of crack lengths and inter-crack distances. In 
other words, this assumption allows the simplification of considering a crack as a 
point, and a definition of a single inter-crack distance, without regard to whether one is 
measuring from crack-centre-to-crack-centre, from-crack-tip-to-crack-tip, or between 
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any other set of points. However, the sample will fail when only a very few individual 
cracks are close enough to interact strongly, and the expectation values at this point 
may differ rather little from those relating to a situation in which there is little crack 
interaction. In other words, the sample may be expected to fail when the smallest inter-
crack distance falls to a critical value, rather than when the expectation values of the 
crack length and inter-crack distance become similar. 
This is illustrated by the simple experiment depicted in figure 4.1. Each frame in 
the figure shows an ensemble of cracks of the same length, but randomly positioned and 
oriented. The crack lengths differ from frame to frame. For each frame, the average 
and minimum crack-tip-to-crack-tip distances are calculated. Along with the results 
given in table 4. 1, this shows that though the crack lengths may differ greatly from 
frame to frame—and the last two frames clearly show evidence of crack interaction, 
since the "cracks" actually overlap—the expectation values of the crack-tip-to-crack-tip -
distances change only by a few percent, in other words the expectation value of the 
inter-crack distance is a poor indicator of the extent to which cracks might be 
interacting. The theory, therefore, can only strictly be applied to a situation which is 
far from catastrophic failure. 
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Figure 4.1. Diagram showing a series of ensembles of randomly spaced and 
oriented cracks. The cracks in each frame are of the same length, and are a factor of 2 
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frame length smallest dist. average dist. 
a 0.01 1.23 48.57 
b 0.02 1.19 48.57 
c 0.04 1.19 48.55 
d 0.08 1.15 48.53 
e 0.16 0.96 48.48 
f 0.32 0.95 48.36 
g 0.64 1.22 48.15 
h 1.28 1.22 47.85 
i 2.56 1.22 46.93 
5.12 0.21 	1 45.48 
[able 4.1. Table showing the smallest and average distances between crack tips for 
different lengths of crack corresponding to the frames in Figure 4.1. 
From the foregoing discussion it can be seen that approaches based on the damage 
mechanics concept remain too abstract to be of obvious value in understanding some of 
the (frequently crude) observational data collected during measurement of seismic 
events. Conversely, "pencil-and-paper" analytical approaches based upon fracture 
mechanics necessarily involve simplifications which reduce their relevance to precisely 
those areas which are of most interest, viz to the later stages of deformation during 
which catastrophic failure takes place. It is for these reasons that one is generally 
obliged to resort to the less philosophically pleasing techniques of numerical 
simulation of the growth of ensembles of cracks. Even then, radical simplifications 
need to be made. As has already been indicated in Chapter 2, the physics of crack 
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growth is extremely complex, and any attempt to solve all the appropriate equations for a 
large system of cracks even in a relatively simple medium presents a computation load 
that will remain prohibitive for some time yet, notwithstanding the present rate of 
increase of computational power available. It is therefore sought to model a system which 
is sufficiently complex to include the processes believed to be most important, yet simple 
enough to allow models to include large numbers of cracks, and also to permit a 
thorough investigation of the parameter space of interest. 
In order to decide which processes are important in the process of failure, we turn to 
the measurement of acoustic emissions in rock samples studied under compression in 
the laboratory, the statistics of which which show similar features to those of sequences 
of naturally occurring earthquakes, and from which we infer that it appears reasonable 
- 	to suppose that similar processes are occurring in the Earth's crust, despite the large - - 
difference in scale of these processes. The evolution of parameters describing 
seismicity was the subject of the previous chapter. A similar evolution in the 
parameters describing the statistics of acoustic emissions has been observed by Main 
Peacock and Meredith [1990], by Sammonds et a! [1989] and by Sammonds, Meredith 
and Main [submitted, 19921. Triaxial deformation tests have been performed in the 
laboratory on intact samples of Darley-Dale sandstone, a hard feldspathic sandstone 
[Sammondr et al, 19891. A confining pressure of 50 MPa was applied, and an 
additional compressive load applied via a servo-controlled actuator. The strain rate 
was maintained at 10 5r 1 ' and a constant pore fluid volume was preserved ("undrained" 
test). During the experiment, acoustic emissions were detected by piezo-electric 
sensors, and the peak amplitudes of single events measured. The seismic b-value was 
calculated for emissions during periods of 30 seconds. 
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Figure 4.2 Measurements of stress (heavy line) and event rate (thousands of emissions 
per logging interval) (a) and b-value (b) during deformation of Darley Dale sandstone 
in the laboratory. 
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The b-value is calculated using the Aki maximum likelihood formula by 
identifying the decibel value of the acoustic emission emission with an earthquake 
magnitude (20dB = 1 magnitude unit). An example of a typical set of results is shown 
in figure 4.2. At low stresses, corresponding to times less than 3000 seconds, the event 
rate is low, and meaningful b-values are not calculated. The dynamic failure of the 
sample is marked by an abrupt drop in stress at 6,200 seconds. The figure shows a 
maximum in the b-value at around 4000 seconds, preceding a minimum coincident 
with failure of the specimen by fracture. The pre-failure phase is also characterized by 
high event rates. Changes in b-values observed during laboratory experiments have been 
interpreted in terms of inhomogeneity of the sample [Mogi, 19621 and changes in stress 
[Scholz, 19681, but Meredith, Main and Jones [1990] argue that these changes are the 
result of changes in stress intensity at the crack tips, resulting from changes in crack 
growth rates. Lockner et al [1991] show that failure of samples in the laboratory is 
accompanied by a clustering of acoustic emissions. It is proposed that this similarity 
between the characteristics of acoustic emissions in the laboratory, which are dearly 
related to fracture, rather than frictional sliding, and the characteristics of sequences of 
seismic events suggests that it is valid to model the latter as phenomena whose 
underlying physics is similar to the process of fracture in laboratory samples, 
notwithstanding the dominant role of frictional processes in seismic energy release, and 
that the pre-existence of faults in an area does not necessarily imply the predominance 
of frictional sliding as the dominant process in earthquake nucleation. This apparent 
conundrum might be explained by the hypothesis that faults act as conduits for 
circulating fluids from which strong cementing materials are precipitated, particularly 
in zones with long repeat times. 
Many previous attempts have been made to produce numerical simulations of the 
seismic process which account for the observed magnitude statistics of earthquakes. For 
example, Huang and Turcotte [1988] considered the effect of applying a stress to a 2- 
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dimensional system whose elements had an a priori fractal distribution of strengths. 
The model presented here does not rely upon a certain a priori distribution of strengths. 
It also differs from that of von Seggern [1980], who modelled the effect on earthquake 
statistics of a transition from static to dynamic frictional stresses, and also from other 
models of earthquake genesis involving frictional processes, in that this model is based 
on studies of rock fracture, which suggest the presence of a negative feedback 
mechanism operating early in the failure process, which is overcome by a positive 
feedback mechanisms during the later stages of fracturing, when the sample fails 
catastrophically. Cox and Paterson [1990] consider a small two-dimensional network 
which fractures under the imposition of an external stress, but their model focuses on 
the explicit calculation of the full perturbed stress field (hence the small number of 
elements), rather than on using an approach based upon stress intensities calculated 
simply from mean remote stresses and local crack lengths. The model presented here 
differs from that of Yamashita and Kn op off [1989], who also adopt a fracture-
mechanical approach, but whose work is based upon a model of sub-critical crack-
growth which does not include a negative feedback process. It is the interplay between 
negative and positive feedback processes, based upon observations of laboratory 
experiments on rock fracture, which is the crucial feature of the model described in this 
chapter. 
Firstly, a model is presented whose aim is to understand the shorter term variations 
in seismicity as the system is driven towards failure by an increasing external stress. 
The model is used to predict some general relationships between the parameters of 
seismicity which are in agreement with results derived both from studies of both 
naturally occurring earthquakes and rock fracture in the laboratory. 
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4.3 One dimensional model of short term seismicity. 
4.3.1 Description of the model and its physical basis* 
A "fault" is considered to be an isolated one-dimensional feature composed of a 
series of elements of differing fracture toughness. The whole fault is subject to a 
uniform remote stress, but locally the stress may be modified by the existence of 
cracks. Here "crack" means an element, or series of elements, whose fracture toughness 
has been exceeded by the local stress intensity. Two effects are specifically examined 
which occur as the remote stress is increased: the effect of introducing an isolated crack 
into the fault, and the effect on crack evolution of the interaction of nearby cracks. 
Figure 4.3 shows a "cartoon" of the general processes believed to be operating during 
the deformation and subsequent failure of a sample, due to fracture growth. In this 
section these processes are described, and the manner in which they are incorporated 
into the one-dimensional model is introduced. - 
When a crack is introduced into a material under stress, the stress field in the 
vicinity of the crack is modified. The manner of this modification is described by the 
stress intensity factor, K[e.g.  Atkinson, 19871. The stress intensity factor is a function 
of the remotely applied stress and the geometry of the crack and loading 
configuration. Crack growth occurs when the stress intensity factor exceeds some 
critical value K, known as the "fracture toughness". The simple model of extensional 
fracture [Grth, 1920], in which an initial flaw in the sample would develop into a 
crack which grows rapidly as the tensional stress in the vicinity of the crack tip is 
amplified by the crack itself, has already been described in Chapter 2. Observation of 
fracture development during compressional loading, however, suggests that this model 
is not universally applicable, and that prior to failure the sample suffers widespread 
deformation. 
* This work described in this section is published as: Henderson, J., and I. G. Main, A simple fracture 
mechanical model for the evolution of seismicity, Geophys. Res. Lett., 19,365-368, 1992. 
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The nature of this deformation depends upon the experimental conditions such as the 
speed and configuration of loading and the presence of a chemically active pore fluid 
[Main, Peacock and Meredith, 19901. Under compression, cracks tend to become 
parallel to the principal axis of compression [Tapponier and Brace, 19761. In the early 
stages of deformation, growth of individual cracks is not continuous, and appears to 
stop when the stress has been locally relieved. This relief of stress has been analysed for 
the case of growing wing cracks by Ashby and Hallam [1986] who show that initially 
such tensile cracks grow stably under a compressive deviatoric stress field, and 
instability only develops when the mean crack length approaches the mean crack 
separation, since stress intensification due to interaction occurs on a length scale similar 
to a crack length. 
Costin [1983, 19871 has described the same phenomenon in terms of a "domain" of 
tensional stress surrounding a growing crack. The size of this "domain" might be 
determined by an intrinsic grain size in the material; by a characteristic length 
determined by the rate of pore-fluid diffusion in a dilatant material; by the growth of 
the non-elastic process zone at the crack tip (so-called "R-curve" behaviour [Atkinson, 
19871), or by some other factor. Initially the crack is deemed to reduce the stress 
intensity factor within the "domain" and growth is inhibited as the crack semi-length 
approaches the radius of the "domain". Following Costin [1989] it is assumed that the 
reduction of stress intensity factor, K, at the crack tip is described by: 
I d—a 
K cc Sr t d ) Ora  )hh'2 	 (4.1) 
where Sr is the remote stress, d is the radius of the "domain" and a is the crack half- 
length. The domain radius is basically a function of the material in question, and may 
be expected to vary throughout the body, but it may also be modified by the applied 
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stress. For simplicity it is assumed in this model that d is a constant. This equation is 
unlikely to be correct in detail, but it conserves the essential physical idea that under 
compression crack growth occurs in a stable mode, and is unlikely to be the cause of 
dynamic failure. The stability of this quasi-static state of damage is due to the 
negative feedback between the increase in crack length and the stress intensity, 
represented by the term (d - a)/d in equation 4.1. This term is purely empirical, 
whereas the a112 term arises from the Griffith criterion discussed in Chapter 2. In the 
absence of this negative feedback, the first crack would simply accelerate to failure 
unless arrested by random heterogeneities. In any heterogeneous model, even without 
this negative feedback process, isolated cracks will still be produced in the early stages 
of deformation [e.g. Yamashita and Knopoffi 19891, but this state will not continue as 
cracks start to grow under the influence of the remotely applied stress. 
A similar approach-  is adopted for the question of crack interaction, which is now 
known to be the dominant process leading to rock failure in compression [Wong, 1982], 
and which has been studied in detail by, for example, Nemat-Nasser and Horii [1982], 
Horii and Nemat-Nasser[1985] and Ashby and Hallam [19861 The complexity of this 
problem has meant that analytical solutions are only available for special geometries 
of interacting cracks, for example an infinite series of identical cracks [Irwin, 1957], 
but comparisons of the solutions obtained using different approaches [Rudnicki and 
Kanamori 1981; Costin, 1989], suggest that useful results can be obtained using a simple 
expression to calculate the stress concentration in the region between nearby crack The 
main feature of all of these models is that the stress intensity at the tip of a crack is 
increased by the presence of a neighbour, and the stress in the intervening region is also 
increased. This corresponds to a positive feedback in the crack's growth process, 
eventually leading to a runaway instability. Following Rudnicki and Kanamori [1981] 
we use the equation: 
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K cc S,(ctan(ira/2c)) 	 (4.2) 
where c is the centre-to-centre distance between adjacent cracks. The dependence upon a 
tangent arises from the fact that this equation is the solution to a periodic array of 
cracks. 
Equation 4.2 describes the way in which the tensional forces acting on a crack are 
increased by the existence of a crack in the neighbourhood. Equation 4.1 describes the 
way in which these tensional forces on a crack are relaxed as the crack increases in 
length. 
Equations 4.1 and 4.2 describe the stress intensity factors at the tips of the cracks. 
The manner in which such effects decrease with increasing distance from the crack tip is 
not precisely known. It is assumed here that the "domain" effect of stress intensity 
relaxation declines exponentially away from the crack tip, hence the stress intensity 
factor due to stress intensity relaxation at a distance x from the crack tip is given by: 
K cc Sr ( 
d_a)()l/2 	
(4.3) 
whereas the effect of crack interaction declines according to a tangent relationship. A 
further simplification is necessary since equation 4.2 applies to an array of cracks of 
identical length. It is assumed here that the effect of the interaction of two cracks of 
differing lengths can be considered to be the sum of the effects of the two cracks 
individually upon a notional crack of identical length. In other words, the stress 
intensity factor due to the interaction of adjacent cracks i and j,  upon an element which 
lies between these cracks, a distance x, from the former and x from the latter is given 
by: 
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Koc Sr (a tan (ira/2(a+x1))) 1/2 	 (45) 
and similarly for X (see figure 4.4). Thus, in principle, the effects of a small number 
of cracks may pervade a great part of model, though in practice only fault elements 
close to the cracks are affected. There is no obvious systematic way to choose the 
constants of proportionality in these equations, and the values chosen were selected after 
experiment to find those values which would give a minimum in the stress intensity 
factor at crack lengths within the range of the model, in keeping with the results shown 
by, say Costin [1987]. 
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Figure 4.4. Diagram illustrating the symbols used in equation 4.5 
The model described above may also be expressed, at least qualitatively, in terms 
of a free energy function, as illustrated in figure 4.5. Figure 4.5 a) shows the free energy 
changes associated with extension of a simple Griffith crack, as discussed in Chapter 2. 























Figure 4.5. Illustration of the free energies of cracks growing according to a) a 
simple Griffith model, b) a model including a"domain" stress intensity relaxation 
theory and, c) and d), a model also including interaction of, respectively, relatively 
distant and closely neighbouring cracks..W is the surface energy and W is the elastic 
energy. 
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Under plane stress conditions this rate of elastic strain energy release, G, is simply 
related to the stress intensity factor, K by: 
G='1  —K! 
ch2 	E (4.6) 
where E is Young's modulus. W is the (one dimensional) surface energy discussed in 
chapter 2, and the total free energy is shown by the bold line. Figure 4.5 b) shows the 
modification to this picture introduced by the concept of stress intensity relaxation. A 
minimum in the total free energy is created at a particular crack length, beyond which 
cracks will not propagate. The position of this minimum depends upon the material 
properties of the medium and also the remote applied stress. Further propagation 
depends upon the effect of the interaction of other cracks. When these are relatively 
distant (figure 4.5 c)) the cracks may remain in a metastable equilibrium, but as the 
cracks grow close together, the maximum separating the metastable state and the 
global free energy minimum disappears (figure 4.5d)). Cracks may then propagate 
freely, resulting in catastrophic rupure of the body. The value of the terms We depends 
upon the lengths and spatial distribution of the whole ensemble of cracks, and so the 
thermodynamic evolution of the system cannot readily be determined by analytical 
methods. 
Figure 4.6 illustrates the algorithm with which the ideas discussed above are 
implemented. Each fault element is assigned a critical stress intensity, Kc, or "fracture 
toughness". The fracture toughnesses are initialized as steps in a "random walk", i.e. 
each element has a higher value than the preceding one by an amount (which might be 
negative) which is selected randomly from a Gaussian distribution. All the element 
fracture toughnesses are then shifted so as to make them all initially positive. 
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Initialize fault strengths 
Increase remote stress 
Calculate local 
stress intensity factors 
Check for crack formation 
YES New crack formed? 
Calculate D, b 
Figure 4.6. Flowchart to illustrate the algorithm used to model crack growth in the 
one-dimensional model described in this chapter. 
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The use of a random walk in initializing the model is inspired by the observation 
that this is a process which is a good approximation to many naturally occurring 
phenomena, such as topography [Mandelbrot, 19751. The results shown here were 
derived from a model with 1024 fault elements. Important results were checked using 
both larger and smaller faults, but 1024 was chosen as a compromise between the 
necessity to gather statistics over a large fault and the necessity to investigate a large 
parameter space in a reasonable amount of time. It is supposed that each of the fault 
elements contain small flaws which will propagate (resulting in failure of the fault 
element) when the critical stress intensity factor for that element, K, is exceeded by 
the local stress intensity factor. The local strength, then, is a function of the fracture 
toughness and of the lengths of nearby cracks. For simplicity, it is imagined that the 
remote stress will give rise to a general stress intensity factor which is uniform over the 
fault in the absence of failed elements. The local stress intensity factor, however, is a 
function of the remotely applied stress and the presence of cracks (fault segments of one 
or more adjacent failed fault elements). The remote stress is incrementally increased 
by a constant amount at each step, and the effect of this increase and the resulting 
changes on local stress, and hence the distribution of cracks, is examined at each step 
using equations 4.3 and 4.5. The iteration is considered to be complete when a stable 
configuration has been attained, with no un-failed fault elements having lower Kc than 
the local stress intensity factor. 
Before incrementing the stress, the crack sizes and distributions are analysed by 
calculation of a fractal dimension, and by calculating a b-value. The b-value is 
commonly estimated for ensembles of around 100 earthquakes [e.g. fin and Aki, 19891 
using the maximum-likelihood method [Aki, 19651: 
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m - m 0 
where R is the average magnitude and mo is the threshold magnitude for complete 
reporting of earthquake magnitudes. Earthquake magnitudes are defined according to 
an arbitrarily chosen reference event, and in our case we choose zero as the failure of a 
single fault element. In the present work b-values are calculated for numbers of "cracks" 
similar to those used in the estimation of b for earthquakes, assuming that magnitude 
scales logarithmically with crack length. This is consistent both with a simple 
dislocation model of the seismic source [Kanamori and Anderson, 19751 and with the 
power-law distribution of fault lengths associated with a fractal distribution. 
In Chapter 3 the fractal dimension of ensembles of 100 earthquake epicentres were 
measured using the two-point spatial correlation dimension. Here, the clustering of 
failed elements as indicated by the fractal dimension, D, is measured using, for 
computational convenience, a "box-counting" method, as described by, for example, 
Feder[19891. The practical equivalence of the computer algorithms used for 
calculating the fractal dimension using the correlation dimension method and the box-
counting method has already been shown in Chapter 2. The number of "boxes" needed 
to cover the cracks is plotted against the size of box used, on log-log axes; the fractal 
dimension is then the negative slope of a straight line passing through the points 
plotted. An example of this measurement is shown in figure 4.7. As explained in 
Chapter 2, the Hurst number is calculated from: 
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where n is the Euclidean dimension of the system. In our case, n = 1 and hence 
0 <D < 1, while 1 > H> 0. H >0.5 suggests a predictability or persistence of the 
system [Feder, 19891, while H < 0.5 suggests a clustering or anti-persistence. 
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Figure 4.7. Example illustrating the calculation of the fractal dimension, D, which 
is given by the negative gradient of the line fit to the points, which represent the number 
of "boxes" of a certain size required to cover the failed elements 
4.3.2 Observations 
Experiments were conducted using faults of different numbers of elements, and all 
showed similar behaviour. A cartoon of the general effects observed is shown in figure 
4.8. As the remote stress level is increased, the fracture toughness, Kc, of a part of the 
fault is exceded (Figure 4.8(a)). If this part is isolated, the fault may be inhibited 
from growing further by local relaxation of the stress intensity on a scale length d, 
according to equation 4.3. Hence, locally, negative feedback occurs, even though the 
remote stress level is increased (Figure 4.8(b)). However, if nearby parts of the fault 
fail, the stress intensity in the intervening segment may be sufficiently enhanced 
(equation 4.5) to cause the failure of elements whose fracture toughness is greater than 
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the general stress intensity level. The former corresponds to negative feedback in the 
local stress intensity with respect to crack growth, and the latter to positive feedback 
and incipient instability. 
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position on fault 
Figure 4.8. Cartoon to illustrate the evolution of strengths of fault elements and 
their influence on local stresses The irregular line represents the fracture toughness (K) 
of the fault elements. In the upper figure, three parts of the fault have a lower strength 
than the general stress intensity level (represented by the dotted area), and form cracks. 
In the lower figure the general stress intensity level has increased to the level indicated 
by the heavily shaded area. It can be seen that the crack on the left has relaxed the stress 
intensity in its neighbourhood, and hence has not grown, despite the higher general stress 
intensity level. However, the two cracks on the right have interacted to increase the 
stress intensity between them, causing failure of a fault segment, even though its fracture 
toughness is greater than the general stress intensity level. 
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In the initial stages of the experiment, failure tends to occur on isolated fault 
segments, and failure adjacent to these cracks is inhibited. This leads to patches 
showing well-ordered crack distributions with low fractal dimensions, less than 0.5, 
and high values of b, because of the predominance of well-spaced small cracks. The 
Hurst number will therefore be greater than 0.5, showing that these geometries lie in the 
"persistent" regime [Feder, 1989]. This term, implying a predictability of crack 
location (they are more evenly spaced than for a random distribution (H = 0.5), applies 
solely to the geometry of the cracks, and not to the physical process taking place, which 
is, in this case, a sort of negative feedback in the sense described above. The uniform 
spatial distribution is due to the cracks "avoiding" each other in the early stages of 
deformation. 
As the experiment proceeds, the likelihood increases that two or more cracks will 
occur in the same neighbourhood despite the local relaxation in stress, and this results 
in patches in which failure occurs as a result of crack interaction, with a consequent 
decline in b-value. Eventually the whole fault is consumed by this process and the b-
value declines rapidly during a catastrophic phase. Another feature of the behaviour of 
the model is that in the phase during which crack interaction begins to be important, 
there is a period when the model stays in the "loop" indicated in the flowchart (Figure 
4.6). In other words, cracks are created and the new cracks cause a perturbation in the 
stress intensity field which leads to the formation of more cracks, and so on, a process 
which is prevented from occurring catastrophically by the negative feedback process, 
which continues to exert an influence up to the final stage of deformation. Therefore the 
calculation of b and the fractal dimension, D, may represent an increasing number of 









































Figure 4.9. Illustration of the evolution of a part of the "fault". E
ach horizontal bar 
represents the fault segm
ent at a certain level of rem
ote stress, show
ing the fracture 
toughness of the fault elem
ents as light grey (low
) to dark grey (high). Failed elem
ents 
are show
n as black. T
he rem
ote stress increases from
 the bottom
 to the top. See text for 
detailed discussion. 
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Figure 4.9 is an illustration of the evolution of the model. The elements at positions 
a and b have the same fracture toughness, but element a fails first, due to the influence 
of the neighbouring cracks. Element b has no closely neighbouring cracks, and fails 
later. 
The evolution of b-value and fractal dimension are shown in figure 4.10(a). This 
figure may be compared with figure 4.10(b) which shows the evolution of seismicity 
observed for a model in which nearby cracks had no intensifying influence on the local 
stress. The model including both negative and positive feedback mechanisms shows a 
fractal dimension which rises steadily with increasing remote stress, reflecting the 
manner in which the cracks occupy more and more of the space. Initially both b-value 
and fractal dimension increase together, but during periods dominated by crack 
coalescence, the b-value is negatively correlated with the fractal dimension, a situation 
observed in natural seismicity in California [Chapter 3; Henderson a al, 1991; 
Henderson and Main, 1992] and in Japan [Hirata, 1989b]. This figure may also be 
compared with the observations of Smith [1986] and Main a al [1989] who show 
premonitory increases in the b-value for, respectively, earthquakes and fracture in the 
laboratory In contrast, the model including negative feedback only shows, first an 
initial decrease, and then monotonic increase in b-value and fractal dimension. 
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Figure 4.10(a). Graph showing how the b-value(squares) and fractal dimension, D, 
(diamonds) of the fault evolve as the remote stress level is increased. 
Figure 4.10(b). As figure 4(a), but for a model in which crack interaction does not 
influence the stress between cracks. 
1.0 
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4.3.3 Discussion 
Observations of seismicity suggest a relationship between the distribution of 
earthquake magnitudes and the distribution of earthquake epicentres. This question was 
discussed at length in Chapter 3, and that discussion will not be repeated here, save to 
point out that it was shown therein, and also by Hirata [1989b] and Henderson et al 
[1991], that the higher frequency variations of b-value and fractal dimension of 
epicenters, measured by a two-point correlation dimension, show a negative 
correlation. The evolution of b-value has been studied in natural earthquakes [Smith, 
1986], and reproduced during fracture experiments on natural rock samples [Meredith, 
Main and Jones, 19901, suggesting that the processes observed in the laboratory may be 
occurring on a larger scale during the seismic cycle, and that it is appropriate to seek to 
explain the features of seismicity in terms of a fracture-mechanical model. We have 
shown by means of a simple model that short-range processes believed to be applicable 
to the fracture of fault material can give rise to both positive and negative feedback 
scenarios corresponding to persistent and anti-persistent geometries of failure. The 
precise form of the processes modelled may not be accurately described by the 
algorithm employed, yet nevertheless the results obtained for the global properties of 
the system show a good agreement with the observations of failure during both natural 
seismicity and laboratory experiment. These predictions contrast with those of Shaw, 
Carlson and Langer [1992] who consider the evolution of a one-dimensional Burridge- 
Knopoff style model of connected sliding blocks, and predict that while the overall 
event-rate may increase in connection with the occurrence of a large event, the b-value 
remains fairly stable. 
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4.4 Long-term seismicity 
4.4.1 Introduction 
It has been suggested that some aspects of seismicity may be understood in similar 
terms to those used to describe a system passing through a phase transition. A system 
commonly used to illustrate this critical phenomenon is the Ising model of the 
behaviour of a ferromagnetic material in the presence of an external magnetic field [e.g. 
Bruce and Wallace, 1989]. If the external field can itself be modified by the behaviour 
of the system, then the possibility arises that the system can spontaneously remain at or 
near the critical state. This is termed self-organised criticality. The prototypic paradigm 
of self-organised criticality is the "sandpile model" [Bak, Tang and Wiesenfeld, 1987; 
Bak and Chen, 19911, in which grains of sand are added to a sandpile one at a time, 
and the sizes of sand "avalanches" produced is recorded. It is claimed that the 
avalanche sizes show a power-law distribution, similar to the Gutenberg-Richter 
relation, and a self-organised criticality model of seismicity has been proposed by 
Bak and Tang [1989] and by Sornette and Sornette [1989] and Sornette, Davy and 
Sornette [1990]. Other models of self-organised criticality in seismicity include those 
of Ito and Matsuzaki [1990] and Matsuz.aki and Takayasu [1991]. In these models the 
external field is represented by the remotely applied stress, and the phase transition 
concerned is that from an intact to fractured state. This concept of self-organised 
criticality has been used to predict the long-term characteristics of an earthquake 
catalogue by Carlson and Langer [1989b] and by Brown, Rundle and Scholz [1991]. 
These models are based upon the sliding block model proposed by Burridge and 
Knopoff [1967], and use the concept of self-organised criticality to predict a power-
law distribution of earthquake energies. However, as in the case of the model of von 
Seggern [1981], these models do not explicitly model the processes believed to 
operate during the fracture of rocks. In this part of the chapter, these concepts are 
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employed in extending the model to consider the long-term behaviour of the one-
dimensional model of fracture-mechanical system. 
4.4.2 Description of the model 
The model is extended to consider the case of long-term seismicity by making the 
additional assumption that, after a crack has reached a certain length, deformation will 
proceed by, for example, some sort of frictional sliding process which has the effect of 
relieving the remote stress field by some certain amount. In reality, the sliding on a 
fault may be arrested at a critical displacement, rather than length. A possible 
relationship between these parameters is discussed by Scholz and Cowie, [1990]. The 
crack will therefore return to an "un-broken" state and deformation will be 
concentrated elsewhere. The phases of deformation envisaged are, therefore: 
•) Development of more-or-less regularly spaced cracks. 
•) Crack coalescence leading to large-scale cracking. 
•) Dynamic failure/frictional sliding on large fault segments leading to stress 
relaxation. 
Figure 4.11 shows a flowchart describing the modified algorithm. For the purpose 
of this experiment, only the b-value is calculated, and it is now calculated 
immediately prior to the "stress relaxation" step which is used to simulate the effects 
of frictional sliding. For comparison, the simulation was also carried out for a model 
which included no feedback mechanisms. 
4.4.3 Results 
Figure 4.12 shows the results of a simulation using both positive and negative 
feedback mechanisms. This figure shows the evolution of the "fault" over time, with the 
"cracks" shown in black against a background of unbroken fault (grey). It is 
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immediately obvious that some parts of the fault remain broken over considerable 
lengths of time, but that these segments, which represent the weaker parts of the fault, 
never experience a very large "event". Other parts of the fault, however, experience 
events which, on inspection of this figure, seem to be at irregular intervals. Figure 4.12 
shows some similarity to figures presented by Rundle [1988b] in his modelling of the 
seismic evolution of the San Andreas fault in Southern California. It may also be 
compared with the laboratory exeriments of Lockner et al [1991] who show that failure 
first nucleates over a restricted area before spreading to the rest of the fault. 
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Initialize fault strengths 
Increase remote stress 
Calculate local 
stress intensity factors 
Relax stress over long 
fault segments 
Calculate D, b 
Check for crack formation 
YES I New crack formed? 
Figure 4.11 Flowchart showing the algorithm used in te development of the model 
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Figure 4.13 Diagram showing long-term evolution of failure along a fault using no 
feedback rules. 
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In contrast, the evolution of the fault model which does not include feedback 
mechanisms (figure 4.13) seems to show an evolution of seismicity marked by an 
extremely regular pattern of seismicity. These observations are borne out by figures 
4.14 and 4.15 which show the calculated b-values for the simulation including both 
positive and negative feedback mechanisms, and no feedback, respectively. The b-value 
of the model including feedback shows an evolution without a discernible pattern, 
whereas the model without feedback shows a repetitive cycle of increase and decrease. 
This point is amplified by the phase portraits shown in figures 4.16 and 4.17. These 
figures show simple examples of plots made using the "method of time-delayed co-
ordinates" [Packard, Crutchfield, Farmer and Shaw, 19801. Two dimensional co-
ordinates are constructed by choosing pairs of b-values bt and b_j for all possible 
values of t the discretely sampled time co-ordinate. This technique, and its logical 
extension to higher dimensions, is used to find the dimensionality of strange attractors 
(briefly, a "strange attractor" is a low dimensional locus of points, within a higher 
dimensional phase space, which describes the evolution of a system; but see Devaney 
[1989] for a more rigorous discussion, or Gleick [1988] for a readable account), for 
example for the case of time-intervals between drops of water from a dripping tap 
[Crutchfield, Farmer, Packard and Shaw, 19891 or for time intervals between volcanic 
tremors [Chouet and Shaw, 19911, but these plots are shown here simply to point out 
the contrast between the simple periodicity of the model with no feedback, and the 
complex cloud of points which indicates the irregular evolution of the b-value in the 
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4.4.4 Discussion 
An important insight can be gained by comparing figures 4.12 and 4.13. In the 
figure relating to the model without feedback processes, and specifically without fault 
interactions (Figure 4.13), there are no long segments of failed elements ("cracks"). 
Clearly it is these interactions which permit the fault to organize itself into large 
failed segments, i.e. to produce earthquakes. These are essentially local interactions 
and yet they produce space-time correlations with a long spatial wavelength. Noting 
that a variety of physical situations (for example, magnetic and chemical phase 
changes) are recognised to lead to similar global geometries [Bruce and Wallace, 
1989], the results of the short and long-term models may be seen as being in accord 
with the idea that the study of rock failure can be related to that of critical phenomena. 
According to current understanding, the physical variables depend upon each other 
through power laws. For example, a lattice may be constructed whose sites are 
progressively randomly occupied by a conducting material. At a certain level of site 
occupancy, the lattice as a whole will conduct. This represents a phase transition from 
insulating to conducting behaviour. The conductivity of the lattice, 5, is related to the 




where Pc  is some critical probability dependent on the lattice, and A t is a constant 
[Stauffer, 19851. An important parameter in describing a system undergoing a phase 
transition is the correlation length, 4, which may be defined as some average distance 
between two sites which belong to the same duster. This correlation length can be 
identified in this case with the size of an average group of conducting sites in the 
example above, or, in the Ising model, the size of the largest group of adjacent lattice 
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sites magnetized in the same direction. It is observed that this correlation length 




and that as the critical point is reached the system shows a structure on all length scales 
whose appearance is not changed by a change in the scale upon which it is observed. The 
relationship between the parameters describing seismicity and the various quantities in 
a critical phenomena theory is the subject of active research. Over a short term, during 
which the evidence is strong that there is an evolution in b-value measured using a fixed 
number of events, it appears possible to identify 4 with the length, h of a typical fault, 
which is dearly connected to the magnitude, m, of a typical earthquake by m = log L 
and hence 4 is related to the inverse of the b-value. As a major seismic event occurs, the 
b-value drops dramatically, and the correlation length increases. In fact the correlation 
length should become infinite at the phase transition. 
In modelling seismicity as a self-organised critical process [Bak and Tang,, 1989;, 
Chen, Bak and Obukhov, 1991; Sornette and Sornette, 1989; Sornette, Davy and 
Sornette, 1990; Ito and Matsuzaki, 19901 it is assumed that the b-value is itself some 
combination of the standard critical phenomena scaling exponents and hence remains 
constant (presumably at the observed world-wide average figure, which is dose to 1.0 
[Kanamori, 19831). In this approach it is implicitly assumed that the correlation length 
would always be infinite [Rundle, personal communication 1992]. 
It has been suggested that our model explains the shorter term characteristics of 
earthquake catalogues as a fracture system is driven through a phase transition into a 
state of failure. We further speculate that if a high degree of fracture is followed by 
some sort of relaxation of the externally applied stress, accompanied, perhaps, by a 
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process of crack healing, then the system will return through the critical point into an 
"un-broken" state, and that the process of cracking will recommence. The system is 
therefore kept in a near-critical state in a similar manner to the models of self-
organised criticality cited previously. No attempt has been made to show that the 
system modelled is, rigorously speaking, an example of chaotic dynamics (see 
Devaney, [1989], or Baker and Gollub, [1990] for rigorous discussion of the 
characteristics of chaotic dynamics), but the very irregular character of the b-values 
measured, and the appearance of the time-delayed co-ordinate plots, suggest that 
attempts to predict the long-term evolution of seismicity in such a system may be 
complicated by a strong sensitivity to a set of initial conditions which cannot be 
reliably determined. 
4.5 Two dimensional model 
4.5.1 Introduction 
One of the most evident drawbacks of the model presented above is that it is 
restricted to one dimension. Obviously faults in the real world are not one-
dimensional features, and there must be limits to the applicability of a one-
dimensional model to predicting seismicity in a three-dimensional world. This 
problem is particularly acute if it is wished to apply ideas gained from the field of the 
physics of critical phenomena to the process of seismogenesis, since it has been 
recognised that one of the most important quantities in determining the gross behaviour 
of a model is the dimensionality of the space within which the model is constructed; 
indeed, models of quite different phenomena can be shown to behave similarly—to 
belong to the same "universality class" [Bruce and Wallace, 19891—as  long as they have 
the same dimensionality. A logical progression of the ideas presented above is 
therefore to attempt to construct a model in a higher number of dimensions. As an 
interim step, it was decided to attempt to construct a model in two dimensions. This 
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section describes the steps which have been taken towards realising that goal. The full 
implementation and analysis of a model in two or more dimensions will not be 
undertaken here, but it is instructive to review the types of question which can be 
addressed using such a model, and to describe the steps which have been taken towards 
these goals. 
The extension of the concepts of the model presented above to the modelling of the 
more realistic two dimensional case presents a number of problems, not least of which 
is to define the way in which the ideas of "domain size" and "closeness" of cracks can 
be extended to this situation. In order to model the stress intensity relaxation as the 
crack approaches the size of some notional domain, it is necessary to know whether a 
long thin crack is more effective than, for example, a more equilateral figure in 
relaxing the stress intensity. The shape of the crack is also important in deciding the 
manner of interaction between neighbouring cracks. In the one-dimensional case this 
was relatively simple, but in two dimensions one is faced with the question of defining 
an inter-crack distance between arbitrarily shaped cracks. For example, how is one to 
define a distance between two cracks, one "E"-shaped and the other, say, "L"-shaped? A 
perspective on the scale of the problem posed by the necessity of considering the shapes 
of cracks growing on a two-dimensional grid can be gained by considering the related 
question of defining the possible configurations of cluster on a square lattice. For a 
"lattice animal" (a cluster of sites on a percolation lattice) consisting of 24 elements, 
of the order of 1013  configurations have been counted, requiring ten months work on a 
PDP 11/70 computer [Stauffer 1985)]. 
4.5.2 The CAPE programming environment 
A solution to the problem is suggested by the availabilty of the CAPE 
programming enviroment. CAPE—the Cellular Automaton Programming 
Environment—is a software environment which facilitates the implementation on a 
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large scale on a distributed memory MIMD ("Multiple Instruction stream, Multiple 
Data stream") architecture, namely the Meiko Computing Surface, of code for 
modelling cellular automata which has been developed on a small scale on a sequential 
machine [White and MacKay, 1990]. More details of CAPE and its use in simulations 
such as that described here are given by Norman, Henderson, Main and Wallace [1991]. 
A cellular automaton is a model defined on an array in which the evolution of a given 
element depends only upon the evolution of its nearest neighbours. In addition, a 
cellular automaton sensu stricto proceeds using only integer arithmetic or logical 
operations. The essential idea is that behaviour which appears complex on a macroscale 
is simulated using simple microscale rules. 
The problem is to define rules which are sufficiently simple to be implemented as a 
cellular automaton, yet sufficiently complex to be representative of the physical 
process occurring. The solution adopted was to consider that at low crack densities a 
negative feedback process operates, whereas at high crack densities a positive feedback 
mechanism is dominant. A low crack density means that a given element has few or no 
failed neighbours, whereas a high crack density means that a given element has many 
failed neighbours (obviously, a maximum of eight on a square lattice). We therefore 
define the effective fracture toughness of an element as a function of some "original" 
fracture toughness, and the number of filed neighbours: 
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f(n) 
1.0 
f f 0 
Figure 4.18. Graph showing the general form of the quantity f(n) in the development 
of the cellular automaton model of fracture. In the lower cartoons, the element 
considered is shaded black, and its failed neighbours are dotted. 
F7.= FT. ffn) 	 (4.11) 
where FT and FT0 are the effective and original fracture toughnesses, and n is the 
number of failed neighbours (0:5 n:5 8): 
0<f(n):5 l for n> n 
f(n) > 1 for n <n 
nc  is some critical value of n at which the dominant process changes from negative to 
positive feedback (see figure 4.18). 
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4.5.3 Construction of a starting model 
The grid was initialized by assigning to each element a fracture toughness 
representing the "height" of a Brownian fractal topography. The elements were assigned 
random values drawn from a Gaussian distribution, and a two dimensional Fourier 
transform taken of the results, generating a set of complex coefficients, Hm where s and 
t indicate the grid co-ordinates. A fractal dimension of 2.5 was selected, which is the 
appropriate value in order to generate a Brownian topography, and following Huang 
and Turcotte [1988], a value of /3 was calculated from: 
D=7 2 13 	 (4.12) 
New complex Fourier coefficients were calculated from: 
ew m = Hst list 	 (4.13) z, 
St 
and an inverse two-dimensional Fourier transform carried out. Edge effects were 
minimized by using only a central 512 x 512 area of the 1024 x 1024 grid for further 
analysis. 
4.5.4 Description of experiment 
The fault array was initialized as described above, and then scaled to ensure that all 
the fracture toughnesses lay between 0 and 100. As before, a "remote stress" (producing 
a "general stress intensity level") was applied to the array, and incrementally increased. 
Elements whose effective fracture toughness—taking into account their "inherent" 
fracture toughness and the existence of failed neighbours—fell below the local stress 
intensity were deemed to have failed. Failure of an element changes the effective 
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fracture toughness of its neighbours, so, as in the one-dimensional case, before 
incrementing the remote stress, it was necessary to continue checking the effects of 
failing elements until a stable configuration was achieved. A colour graphical display 
was produced after each iteration showing the effective fracture toughnesses of the fault 
elements and the distribution of failed elements. An example of this display is shown 
(in black and white) in figure 4.19. Clearly one could analyse this model in the same 
terms as the one-dimensional model, viz, the calculation of fractal dimensions and b.- 
values. This was not attempted in the present work for reasons of the computational 
complexity of implementing certain operations in a parallel environment as described 
by Norman et al [1990]. In addition, further analysis of this model was not attempted 
because it is clear that the extension to two dimensions introduces a whole new set of 
considerations, particularly relating to the application of percolation theory, which 
would form the basis of a new avenue of investigation. These considerations are 
discussed in the following sub-section. 
4.5.5 Discussion 
Figure 4.19 shows the distribution of failed lattice sites. One might immediately 
remark that it shows a strong visual similarity to micrographs of portions of fracture 
surfaces in metals presented by, for example, Pyrak-Nolte, Myer, Cook and 
Witherspoon [1987] and Nolte, Pyrak-Nolte and Cook [1989]. These authors present an 
analysis of this phenomenon in terms of percolation theory. Percolation theory 
considers a lattice of sites which are progressively occupied, either in a random fashion 
or according to some set of rules, and seeks some relationship between the fraction of 
sites occupied and their connectivity. A specific feature of that study is to determine 
the fraction of sites which must be occupied in order that a connected chain of occupied 
sites spans the sample. In many simple cases this percolation threshold is found to be 
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constant. The goal of the workers cited above includes development of a model of site 
occupancy which is realistic in describing the flow of fluid through fractured materials 
[Pyrak-Noire and Cook, 1988; Nolte, 19891. Another line of approach is described by 
Sornette [1988] who considers also the percolation threshold relating to fracture and 
physical disaggregation of the sample. Clearly the experiment described in this 
section has a strong relationship with models based upon percolation theory. The 
fracture-mechanical relationships used to determine failure of lattice elements can be 
viewed as rules for site occupancy, and disaggregation of the sample may be 
considered as a catastrophic rupture (earthquake). It is believed, therefore, that 
percolation theory may offer a useful means of understanding aspects of the earthquake 
nucleation process. As was indicated earlier, percolation theory and the study of phase 
transitions are closely related, and so using a percolation theory approach can be seen as 
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4.6 Conclusions 
This chapter details the development of a model aimed at simulating the evolution 
of a system of cracks in a heterogeneous medium, and specifically with the aim of 
suggesting a possible origin of the reported negative correlation between the b-value 
and a fractal dimension representing the degree of clustering of seismic activity. The 
model was constructed in one dimension in order to permit the investigation of a 
"fault" over a wide range of scales. Previous models which have been constructed in two 
dimensions [Cox and Paterson, 1990; Lockner, 1990; Lockner and Madden, 1992a, b; 
Reuschlé, 19911 have been restricted to a small grid by the computational limitations 
imposed by the difficulty of calculating interactions between cracks in a two-
dimensional heterogeneous medium. An additional drawback of these models is that 
they are quite complicated. The purpose of the present study is to determine the range 
and complexity of behaviour permitted by the application of a small number of 
simple, though physically realistic, constraints to the evolution of a model on a large 
grid. Such a model can then • be compared with field observations and further 
refinements made in a heuristic fashion. 
A fracture-mechanical model of seismicity is presented by Das and Scholz [1981] 
who showed that a wide variety of patterns of seismicity could be accounted for 
qualitatively by a model including the transition from sub-critical to dynamic crack 
growth in a heterogeneous medium including "barriers", and developed a quantitative 
model for crack growth in a homogeneous medium, to estimate the stress corrosion 
index—one of the key parameters in the stress-corrosion law (see equation 2.20)—using 
data from a seismogram. This model was extended by Main [1988] who included a 
remote stress which increases over time, and hence made estimates of earthquake 
recurrence times. This approach represents an improvement over the very basic concepts 
of earthquake recurrence time based upon the "elastic rebound time" [Reid, 1910] 
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model in which the stress imposed increases at a uniform rate and is released when it 
reaches a set level, or its variants [e.g. Shimaz4ki and Nakata, 19801, but it still fails to 
describe the richness and complexity of the observed phenomena. Fracture-mechanical 
models of seismicity have also been presented by Yamashita and Knopoff [1987] and 
Yamashita and Knopoff [1989], but these authors consider only a model based upon a 
positive-feedback process arising from the assumption that stress-intensity at a crack-
tip increases with crack-length. This apparently obvious assumption is not valid for 
tensile cracks growing in a compressive stress field [Ashby and HalLam, 19861, or for 
dilatant hardening due to a reduction in pore pressure [Scholz, Sykes and and Aggarwal, 
1973]. 
Larger two-dimensional systems incorporating positive feedback mechanisms have 
been investigated by Brown, Rundle and Scholz [1991], and by Ito and Matsuzaki 
[1990], amongst others. These models have been based upon the Burridge-Knopoff 
sliding-block frictional model of seismicity [Burridge and Knopoff, 19671, rather than 
upon a fracture-mechanical approach, which is adopted here. 
There are two essential components in the model presented in this chapter. The first 
is the idea that when cracks are iscated, their growth is inhibited by a negative 
feedback process which may be caused by, for example, the reduced flow of fluids in 
an enlarged process zone, and the resulting reduction in pore pressure and supply of 
reactive chemical species. The second component is the positive feedback which 
results from the intensification of the stress in the region between two neighbouring 
cracks. This tends to lead to crack coalescence and runaway instability. It is the 
interplay between these two factors which leads to the complex evolution of the model, 
in which failure occurs initially on isolated segments, and later catastrophically, the 
failed region engulfing the whole model. The rapid transition from a regime of slow 
crack growth to one of rapid growth was shown in figure 4.9. The point at which this 
transition occurs, and the speed with which it occurs, are controlled by the relative 
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strengths of the negative and positive feedback processes, and the heterogeneity of the 
medium. If the negative feedback process is relatively weak, then the cracks will grow 
steadily throughout the period of the experiment, and a dramatic change in the size of 
events will not be seen. However, if the negative feedback process is relatively strong 
then the fault will break only on small patches even at high stress, until suddenly the 
negative feedback process is overcome and the cracks spread rapidly throughout the 
fault. At this point, the clustering of activity is high, leading to a high fractal 
dimension of failed sites, and the ratio of small to large failed segments is greatly 
reduced, leading to a low b-value. This is the inverse correlation between fractal 
dimension and b-value which has been noted in Chapter 3. 
When such a model is extended to consider long-term seismicity, by including a 
mechanism for local stress relaxation, then the rOle of the interactions between fault 
elements is emphasized. A model with no feedback mechanism shows a regular cycle 
of seismicity, which would be quite predictable. However, when the failed segments 
are allowed to interact, the temporal evolution becomes highly irregular, and 
apparently unpredictable. Interactions between elements allow the generation of large 
failed fault segments. The model is maintained in an unstable state close to a critical 
point in which its future evolution depends upon small fluctuations of stress. 
It is clearly desirable to extend these concepts to the case of a model in two and 
three dimensions. Some initial steps have been taken in this direction with the 
development of a two-dimensional cellular automaton. Two-dimensional cellular 
automaton models of seismicity have been constructed based upon the "sandpile 
avalanche" model of Bak, Tang and Wiesenfeld [1987], a recent example being Barriere 
and Turcotte [1992], who consider an automaton with an a priori scale-invariant 
distribution of cell sizes. The two-dimensional cellular automaton considered in this 
chapter does not incluse such a restriction. The cellular automaton approach bears a 
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resemblance to percolation theory approaches to fracture phenomena [e.g. Chelidze 
1982; Chelidze, 19861, and appears to be a promising direction for future work. 
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S. 	Intra-plate seismicity: 
a field example from Brazil 
5.1 Introduction 
The previous two chapters have been concerned with establishing the nature of the 
evolution of natural seismicity as evidenced by a relationship between the b-value and 
the fractal dimension of the distribution of earthquake epicenters. Chapter 3 was 
devoted to observations of the evolution of these parameters in areas which lie in a 
tectonically active area close to a plate boundary. In Chapter 4, an attempt was made 
to explain these observations on the basis of a theoretical model which predicted a 
temporal evolution in b-value and earthquake clustering. In this chapter, the overall 
goal remains the understanding of the evolution of seismicity and its physical origins, 
but the focus of attention is shifted to an area distant from any active plate margin, in 
order to identify similarities and differences between the seismicity in tectonically 
active and inactive areas, and to evaluate the applicability of the model developed in 
Chapter 4 to relatively quiescent areas. In addition, it is hoped that by studying 
seismicity in an old shield area, where the seismic attenuation is low, and where the 
seismic velocity structure is simple and well determined, the resulting improvement in 
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signal-to-noise ratio will allow more detailed and precise observations to be made. 
These will eventually be useful in refining or modifying the concepts developed in 
earlier chapters which were derived from a study of Californian seismicity and 
examined by means of a series of numerical simulations. 
5.2 Seismicity at Joào Cámara 
Joäo Câmara is a small town in Rio Grande do Norte state in northeast Brazil 
(figure 5.1). Interest in seismicity in the area was aroused by the occurrence of a 
magnitude 3.0 event on August 5th, 1986, and subsequent events up to magnitude 5.1. 
Since then nearly 40,000 events have been recorded in the area by a network of 
seismometers including both smoked paper recorders and three component digital 
recording equipment [Takeya et al. 19891. 
Event magnitudes were calculated using the duration of the observed seismic signal, 
defined as the time from the first arrival to the time at which the signal level falls to 
some threshold level determined with reference to the noise level. Additional 
complications are introduced by the fact that different instruments record different 
levels of noise, possibly due to different site conditions. The detailed procedure 
followed to reduce these data to a standard earthquake catalogue, and the calibrations 
required, are described by Takeya [Ph.D. thesis, in prep.] (because of repeated 
reference, this work will henceforth be referred to as MT92). A further complication 
results from the fact that for small magnitudes there is a non-linearity in the 
relationship between event duration and magnitude, probably resulting from scattering 
of energy in the coda of the event at the frequencies of the recording instrument. The 
magnitude of the required correction was found by examining the recorded amplitude 
and duration of a sample of events recorded at a number of stations [MT921. This 
showed that two different relationships are required to convert event duration to 
magnitude—one for events smaller than magnitude 1.0 and another for larger events. 
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Figure 5.1. Map showing the location of the area studied. 
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The calibration removed an apparently systematic "kink" in the frequency-
magnitude curve, emphasizing the importance of catalogue homogeneity in studies such 
as this. 
The data used in this study*  correspond to "dataset 3" of Takeya [MT92]. These 
data represent nearly 4000 well-located events recorded by a telemetric network 
between May 1987 and April 1988. p and S arrival times were read and assigned a 
value depending upon the confidence of the time-picking. These arrival times, and the 
quality values assigned, were used to calculate the event locations, and those events 
which could not be well-located (travel-time residuals greater than .20 seconds) were 
eliminated [MT92]. The epicenter locations of the events in this dataset are shown in 
figure 5.2, and two perspective views of the hypocenter locations are shown in three 
dimensions figure 5.3. It is immediately evident from these figures that the majority 
of the events lie in a very planar zone, which can be interpreted as a steeply dipping 
fault zone with a clear SW-NE strike. There is some suggestion that the southern part 
of the fault zone can, itself, be further sub-divided into two sub-parallel zones. There is 
also a group of epicenters lying off the main fault near the town of Poço Branco. 
Composite fault plane solutions suggest a dextral strike-slip mechanism for all the 
events, one of the potential fault planes lying parallel to the axis of the main fault zone 
[Ferreira et al, 19871. 
Figure 5.4 shows the frequency-magnitude relation for the dataset. The magnitudes 
used are duration magnitudes, whose derivation is described by MT92. It can be seen 
that these data conform to a Gutenberg-Richter relation with an apparent magnitude 
completeness threshold of 0.5. 
These data were prepared by Mario Takeya of Edinburgh University. 
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Figure 5.2. Map showing the epicenter locations of the events used in this chapter. 
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Figure 5.3. Perspective views of the hypocenter locations for this dataset. The 
vertical axis represents depth, but the horizontal co-ordinates refer to an arbitrarily 
chosen co-ordinate system. 
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5.3 Cluster analysis 
It was suggested in Chapter 3, with reference to the analysis of the Coalinga event 
(Parkfield dataset) that there exist groups of events which do not correspond to the 
simple fractal clustering used to model the distribution of epicenters. Figure 5.3 also 
shows evidence that the hypocenters in the current area of study occur in distinct groups. 
The existence of the small group of off-fault events at Poço Branco is interesting in that 
it is strongly reminiscent of the location of off-fault aftershocks discussed by Das and 
Scholz [1981], which occurred after the events at Homestead Valley, California 
(March, 1979), Borrego Mountain, California (April, 1968) and Managua, Nicaragua 
(1972). An increase in shear stress in areas lateral to the fault had been predicted on the 
basis of theoretical calculations of the shear stress in the vicinity of a shear fault, and has 
also been observed in laboratory experiments [Osokina and Tsvetkova, 1979]. If a 
similar process is occurring in the Joáo Câmara area, then this indicates that there may 
be strong inhomogeneities in the stress field or the crustal strength, and that attempts to 
model the data on the basis of a system including a uniform stress field may not be 
appropriate. For these reasons, rather than attempt to analyse the entire dataset as a 
whole, it was decided to perlbrm separate analyses of each cluster. 
This raises the question of how to divide the data. Takeya [MT92] has undertaken a 
detailed study of the evolution of hypocenter locations, and, by visual inspection of 
plots of hypocenter location and event time, has subdivided the events into twenty-
three clusters. However, this classification was not suitable for the purpose of the 
present study. Firstly, since studying the temporal evolution of the seismicity is one of 
the aims of this work, it was not appropriate to use a dataset which has already been 
prepared using assumptions regarding that evolution. Secondly, the resulting datasets 
are too small to be used to estimate the evolution of b-values and fractal dimensions 
using 100 event windows, and thirdly, it was considered desirable to use a more 
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objective method for dividing the dataset into subsets. It was therefore decided to use 
a formal method in order to divide the daset into three smaller clusters. 
Different cluster analysis algorithms are often typified by different definitions of 
the distance between clusters. The choice of cluster analysis algorithm influences the 
shape of cluster found regardless of the dataset studied. For example, the "average 
linkage" method [Sokal and Michener, 19581 defines the distance between two clusters 
as the average distance between pairs of observations belonging to different clusters, 
whereas the "complete linkage" method [Sorensen, 19481 employs the maximum 
distance between pairs of observations. Both these methods might be expected to 
produce clusters which are roughly equant. A method which has been used recently to 
analyse the spatial clustering properties of earthquakes [Frohlich and Davis, 19901 is the 
"single linkage" method, in which the distance between two dusters is defined by the 
minimum distance between observations belonging to different clusters [Florek, 
Lukaszewicz, Perkal and Zubrzycki, 19511. This method imposes no constraint on the 
shape of the duster, and is therefore suitable for use in detecting elongated dusters such 
as might be expected to be make up seismic belts. However, it has a tendency to "link" 
dusters which appear disjoint to the eye, on the basis of a sparse "chain" between the 
dusters which might otherwise be classed as "background noise". These methods can be 
used to generate a hierarchical "tree" depending upon the desired degree of separation 
of the clusters. For a small degree of separation, at the bottom of the tree, each 
observation forms its own duster. For large degrees of separation, at the top of the tree, 
the whole dataset forms a single cluster. The main drawback of all these methods is 
that they require large computational resources (specifically, large amounts of 
memory) and are therefore not suitable for analysis of datasets of the size considered 
here (approximately 4000 observations). 
A method which is more suitable for large datasets is the "nearest centroid sorting" 
method [And.erberg, 1983]. The aim of this method is to generate a given number of 
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dusters (rather than a hierarchical tree, as produced by the methods described above), 
starting from a number of "seeds". The method proceeds as follows:- 
•) A specified number of seeds (observations) is selected. 
•) Temporary dusters are formed by assigning successive observations to clusters on 
the basis of the distance between the observation and the nearest seed. 
•) The duster seed position is updated as the mean position of the duster. 
•) The observations are re-assigned to the new cluster seeds, and the duster seed is 
again updated. 
•) This process is repeated until the change in cluster seed position is reduced to 
some specified (insignificant) level. 
•) Final dusters are formed by assigning observations to the nearest seed. 
The selection of these seeds is of crucial importance to the performance of the 
method. The seeds are selected according to this scheme:- 
•) The first observation is chosen as the first seed. 
•) The next observation which is at least some distance, d, away from the first is 
chosen as the second seed. 
•) Subsequent observations distant from all other seeds by at least d are chosen, up 
to the specified number of seeds. 
•) From this point, an observation may be chosen as a seed, replacing an old seed, if 
the distance between the two closest seeds is less than the distance from the observation 
to the nearest seed (figure 5.5 a)), or if the shortest distance from the observation to all 
seeds other than the nearest one is greater than the shortest distance from the nearest 
seed to all other seeds (figure 5.5 b)). 
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a) 
This seed is replaced 
`W~~ 0 
b) 
This seed is replaced 
0 
Figure 5.5. Diagrams illustrating the process of selection of seeds. Filled circles 
represent pre-existing seeds, and the open circle represents a "candidate seed". 
Figure 5.6 and 5.7 show the results of this analysis when applied to the hypocentral 
data. The three dusters identified include two major clusters and a third small cluster. 
This last clearly corresponds to the seismicity at Pogo Branco. It contains very few 
data points, and subsequent analysis was restricted to the two larger clusters. As has 
already been indicated, the shape of clusters found is dependent upon the algorithm 
used to analyse the data. 
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Figure 5.6. Perspective view of the results of the cluster analysis. Circles represent 
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Figure 5.7. Perspective view of the results of the cluster analysis. Circles represent 
datapoints belonging to cluster 1, squares cluster 2, and crosses duster 3. 
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In this case, the algorithm has tendency to ignore elongated clusters, and has 
therefore not been able to distinguish any sub-parallel trends in the south-western 
cluster. Further subdivision of this cluster would, however, result in datasets too small 
to use for analysis of b.-value and fractal dimension trends, and was not attempted here. 
5.4 Evolution of seismicity 
5.4.1 Cluster 1 
This cluster is represented by the circles on figures 5.6 and 5.7. The fractal 
dimensions of earthquake epicenters and b-values were calculated by means of the Aki 
maximum-likelihood method and the two point correlation function, as in Chapter 3, 
using windows of 100 consecutive events, and an overlap of 90 events between adjacent 
windows. The average magnitude of events exceeding the threshold magnitude, and the 
rate of occurrence of these events, are shown in figure 5.8. There are three peaks in the 
average magnitude, corresponding to the occurrence of a number of small events of 
magnitudes between 2.5 and 3.0, rather than to the occurrence of a single large event. 
There are also peaks of activity corresponding to these events. Aftershock behaviour is 




where n(t) is the event rate at a time t after the mainshock, and the constant p is dose to 
unity. The extent to which this law is appropriate to the current dataset can be seen in 
figure 5.8b), which shows the evolution of event rate with time on a log scale. Clearly 
the law is appropriate in some cases (e.g. the second and fourth main peaks) but not in 
others (the first and third main peaks). 
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Figure 5.8. Diagrams showing the evolution of a) average magnitude and b) event 
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Figure 5.9. Diagrams showing the evolution of a) b-value and b) fractal dimension 
for duster 1. 
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Figure 5.9 shows the b-values and fractal dimensions calculated for the same event 
windows. The estimates of the error bounds as indicated are the same as those used in 
the analysis of seismicity in California (Chapter 3). This diagram also shows a clear 
relationship to the occurrence of large events, each one being accompanied by a 
decrease in b-value, and a peak in fractal dimension. This relationship is expressed in 
figure 5.10 which shows the correlation between b-value and fractal dimension, 
implying that stronger clustering (high fractal dimension) is associated with 
proportionately more large events (low b-value). Unlike in Chapter 3, this correlation 
has been made without first subtracting any low frequency trend, since the total period 
of the analysis is itself small. The correlation coefficient calculated is —0.54, which 
indicates a stronger negative correlation than was observed in either of the datasets 
from California which were examined in Chapter 3 (compare with figures 3.7 and 
3.25). The nature of this relationship is further explored in figures 5.11 through 5.14, 
which show, respectively, a subset of figure 5.9, frequency magnitude plots 
correspondingto the same datapoints, plots of logC(r) against logr and maps showing 
the locations of epicenters. The b-value minimum corresponds to frames 5 and 6 of 
figure 5.12, which show the occurrence of a number of events of magnitude greater than 
2.5. Events of greater magnitude than 2.5 are also seen in frame 9, also a local b-value 
minimum. The correlation between these b-value minima and correlation dimension 
maxima can be seen by examining the corresponding frames in figures 5.13 and 5.14, 
which show areas of strong clustering. 
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Figure 5.10. Graph showing the correlation between b-value and fractal dimension 
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5.4.2 Cluster 2 
The average magnitudes and event rates for cluster 2 are shown in figure 5.15. These 
figures show a picture which is different from that seen for cluster 1. There is only one 
period of high activity, connected with a series of events of magnitude between 2.5 and 
3.0. This period is accompanied by a sharp minimum in b-value and a matching 
maximum in the fractal dimension (figure 5.16). 
Over the rest of the period, however, there are no sharp peaks or troughs, and there 
appears to be a positive correlation between the b-value and fractal dimension of 
earthquake epicenters. This is shown in figure 5.17 which shows the correlation between 
these two quantities for the period from June, 1987 to May, 1988; that is, excluding the 
data influenced by the large events occurring early in the period of study. The 
calculated correlation cQefficient is +Q.1 1. 
The period of occurrence of large events, pre-June 1987, is examined in more detail 
in figures 5.18 through 5.21. The frequency-magnitude plots in figure 5.19 reflect the 
complex nature of this phase of seismicity, frame 2 in particular showing a magnitude 
distribution which deviates significantly from the simple picture suggested by the 
Gutenberg-Richter equation. Figures 5.20 and 5.21 reveal that there is a strong 
clustering of activity over the whole time-window illustrated. 
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Figure 5.15. Diagrams showing the evolution of a) average magnitude and b)event 
rate (events per hundredth of a year) on a log scale, for cluster 2. 
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Figure 5.16. Diagrams showing the evolution of a) b.-value and b) fractal dimension 
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Figure 5.17. Graph showing the correlation between b-value and fractal dimension 
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5.5 Discussion and conclusions 
The evolution of seismicity in the two clusters studied shows quite different 
characteristics. Cluster 1 resembles the areas studied in California, and indeed shows a 
stronger negative correlation between b-value and fractal dimension. The events occur 
on a well-defined segment of the fault, and activity is distributed over the period of 
recording. Cluster 2, however, reveals a different picture. Following an initial period 
of high activity, during which there is a negative correlation between b-value and fractal 
dimension of earthquake epicenters, there is an extended period of low activity during 
which the b-value and fractal dimension show a weak positive correlation. The reasons 
for a negative correlation have already been extensively discussed, and the same 
processes are applicable here where this is observed. 'What is particularly interesing in 
this dataset is the positive correlation between b-value and fractal dimension revealed 
during the relatively quiescent period of cluster 2. It may be recalled that the longer 
period changes in b-value and fractal dimension in the Californian datasets also 
seemed to be positively correlated. It is necessary, therefore, to account in some way 
for this behaviour. One hypothesis which springs to mind is that perhaps these events are 
aftershocks of the main events, and that the anomalous behaviour is caused by a change 
in the rock properties produced by the main shock. For example, it might be imagined 
that, perhaps, the main shock produces a fractured zone which then allows the migration 
of fluids into this fractured zone, increasing the pore pressure and resulting in a group of 
small (high b-value) clustered (high fractal dimension) events. This is a localised 
effect. Another possibility is that the rock experiences local dilatant hardening, during 
which a small part of the rock becomes highly fractured, the fluid pressure is reduced, 
inhibiting large-scale failure and consequent low b-values. Such a process has been 
suggested by Rudnicki [1977], and is postulated to occur in laboratory experiments by 
Sammonds, Meredith and Main [submitted, 19921. Both of these hypotheses are 
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speculative. Figures 5.8 and 5.15 show that the decline in activity following a large 
event occurs over only a few months, and it is improbable that a significant level of 
aftershock activity as a direct result of the stress changes associated with the original 
mainshock is persisting up to a year after the main events in mid-1987 in cluster 2. 
However, Scholz, Sykes and Aggarwal [1973] estimate that the flow of fluid into the 
fault zone of length 20km occurs over a timescale of 102  to 103  days, which is in 
accord with the timescale of the changes in b-value observed in the later part of the 
record for cluster 2. 
Figure 5.22 shows the cumulative moment released in clusters 1 and 2, as calculated 
from the magnitudes using the empirical formula: 
log  = 1.5m + 16.1 
	
(5.2) 
where M is the moment corresponding to magnitude m [Schok 1990]. The release of 
moment by events of magnitude greater than 2.0 shows a clear relationship with the 
changes in event rate, and also b-value (figs. 5.8, 5.9, 5.15, 5.16). The smaller events 
(magnitudes less than 2.0), however, show only a limited relationship with those 
changes, even taking into account the smaller total amount of moment accounted for by 
the smaller events. Rather, they show rather a simple evolution, with roughly constant 
moment release rates in both areas. This suggests that the processes which govern the 
production of major seismic events may not be the same as those responsible in the case 
of smaller events, i.e. the smaller events may not be "aftershocks", but might be 
occurring quite separately from the mainshocks. The time scale of changes in the 
parameters describing the evolution of seismicity of small events (of the order of one 
cycle per year) is, as has been indicated above, suggestive of the influence of fluid 
migration. 
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Figure 5.22. Cumulative moment release for clusters 1 and 2. The solid line 
represents the total cumulative moment release, and the dotted line the cumulative 
moment released by events of magnitude less than 2.0. 
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Fluid migration may affect the effective stresses in rock through the pore pressure, 
and also affect the availabilty of chemical species which influence sub-critical crack-
growth, and therefore it may promote or retard seismicity. Data are not available here 
to do more than speculate, but it appears plausible that migrations of fluid, in response 
to, for example, climatic or meteorological changes, may produce groups of small 
events which do not result in the occurrence of a main shock. A number of processes can 
be identified. High fluid pressures may build up behind an impermeable barrier, and 
rupture of this barrier by a seismic event can permit rapid escape of the fluid ("fault 
valve" behaviour, Sibson, [1990,0. Fluids, in general, promote seismic activity by 
lowering the effective normal stress preventing frictional motion on fault planes and by 
supplying reactive chemical species. One can therefore imagine a positive feedback 
process in which a seismic event permits the escape of a fluid which promotes further 
activity, releasing more fluids. If the size of induced events is small, the b-value will 
be increased, and the clustered nature of the seismicity will produce a high fractal 
dimension. Another mechanism by which fluids affect seismicity is the so-called 
"seismic pump" [McCaig, 1988]. Intense fracturing preceding a large event produces a 
large amount of void-space, which drains fluid from the surrounding rock-mass. This 
void-space is rapidly closed during the major event, and the fluid contents are forced 
out into the surrounding rock. Again, ad hoc scenarios can be constructed to explain the 
occurrence of clusters of smaller events. The influence of fluid on seismicity has been 
reviewed by, for example, Sibson [1981], but its exact contribution to seismicity 
remains largely unknown, notwithstanding its potential value in explaining a number of 
seismological phenomena. 
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6.1. Introduction 
6.1.1 0 and seismicity 
The seismic coda is that part of the seismogram which is recorded at at time when 
the energy of the major phase has passed by; the last part of the seismogram therefore 
consists of the coda of S waves. CodaQ has been measured along paths covering many 
parts of the Earth and shows an interesting geographic distribution, being 
systematically higher in stable regions such as the central United States than in 
tectonically active areas such as California and Japan [e.g. Herraiz and Espinosa. 19871. 
It has also been noted that Q is more frequency dependent in active regions than stable 
ones. It is interesting that coda Q changes between tectonic regions more than do other 
commonly measured geophysical parameters. For example the seismic velocity 
profile of the Canadian Shield [Pakiser and Steinhart, 19641 is broadly similar to that 
in Japan. In addition, low coda Q correlates much better with high levels of seismicity 
than do other usual indicators of tectonic activity such as thin lithosphere lid; an 
example is the Basin and Range area, which has a very thin lithosphere, but higher Q 
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than the more seismically active California [Molnar and Oliver, 1969]. In particular it 
should be mentioned that coda Q is much more sensitive to current seismicity than is 
seismic velocity, a quantity regarded as a fundamental property of the crust, and 
widely studied in all branches of seismology. It appears that coda Q is a sensitive 
indicator of the degree of fracturation of the crust through which seismic energy is 
passing, and that it is sensitive to the current situation, as opposed to some regime 
inherited from a previous phase of activity.For example, fin and Aki [1988] found that 
a high seismicity region in northern China coincides with a low Q region, even though 
the high seismicity has recently migrated from the west. It has been observed that coda 
Q also undergoes temporal changes, often associated with the occurrence of a major 
earthquake; it frequently shows a minimum for a period of time before a major event 
and then recovers in the post-event period. This phenomenon can be influenced by 
effects such as a systematic change in source mechanism, epicenters and focal depths of 
the events studied, and in the station(s) used for coda Q analysis and in the time 
window selected for analysis [Sato, 198841. Nevertheless, when all these complications 
are taken into account, a number of case histories have been assembled which show that 
coda Q exhibits a systematic change over time in active areas in a way similar to the 
frequency-magnitude statistics of seismicity [e.g. fin and Aki, 1989; Peng, 19891. 
Figure 6.1 shows the coda Q measured in the Riverside area by fin and Aki [1989] and 
the b-values measured in the same area from Chapter 3 of this thesis. As has been 
pointed out by fin and Aki [1989], there is a correlation between these two quantities 
over a time scale often to twenty years. This correlation is evident in Figure 6. 1, which 
shows the coda Q measurements made by fin and Aki [1989] in the Riverside area, and 
the b-values calculated for events in the same area already presented in Chapter 3. This 
correlation is described in detail in fin and Aki [1989], and this figure is shown in this 
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6.1.2 0 and fractal dimension 
Many studies have been made concerning the fractal nature of crustal faulting, 
including the measurement of the fractal dimension of the surface trace of faults [e.g. 
Aviles a al, 19871 and the fractal dimension of the distribution of earthquake 
epicenters. This phenomenon has been discussed at length in the previous chapters, and 
also by Henderson,et al, [1991]. It seems clear that these geometries of faulting and 
seismicity are in some way related to the underlying geometry of inhomogeneities in 
the lithosphere. 
It has been recognised that the coda amplitude decay is largely independent of the 
path between source and receiver in any given region [Aki, 1969]. This important 
observation has been explained by the hypothesis that the coda is made up of S-waves 
back-scattered from small-scale heterogeneities distributed in a statistically uniform 
manner through the lithosphere [see e.g. Aki and Chouet, 1975]. Wu and Aki [1985] 
show that the coefficient of back-scattering, g, can be written: 
22 	 (6.1) 
g'(w) = --kW(2k) 
where g(w) is the S-to-S backscattering coefficient at frequency ), k.8 is the 
wavenumber of the S wave, 2. is the r.m.s. S wave impedance perturbation of the 
anomalies, and W(2k9) is the power spectrum of the random inhomogeneities. 
The form of this equation shows that the spectrum of the back-scattering coefficient 
is directly related to the inhomogeneity spectrum, and hence investigation of the 
spectra of coda waves provides an opportunity to study the characteristics of the 
inhomogeneity of the lithosphere. 
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Wu and Aki [1985] present data that suggest that the spectrum of coda waves, and 
therefore the spectrum of back-scattering inhomogeneities, can be described by a 




where fis the frequency. Note that the power-law form of this relationship implies that 
the underlying physical process is self-similar in nature. Comparing this equation with 
equation 6. 1, it can be seen that 
W(K) = CK 2 ' = CK 	 (6.3) 
where p=2—v. This equation relates the power spectrum of inhomogeneities in the 
lithosphere to the frequency dependence of coda Q, and hence indicates a possible way 
of measuring the statistical properties of inhomogeneities in the lithosphere. 
6.2. Example from Norway 
6.2.1 Introduction 
The purpose of this chapter is to show how the geometry of inhomogeneity can be 
studied using observation of the attenuation of seismic waves, and to present some 
results of such a study using data from Western Norway. It has been noted that coda Q 
and seismicity, as typified by the b-value, are related over a long time scale, and that 
seismicity shows certain characteristic changes in the time preceding a large 
earthquake. The purpose of this study is to determine whether any change in the coda- Q 
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in seismic events in the area of a large earthquake in an area of relatively low seismicity 
can be found over a time scale similar to that of the change in parameters of seismicity 
such as b-value and fractal dimension of earthquake epicenters. 
6.2.2 Data used in this study 
The data used in the analysis of coda- Q in this study concern an area of Western 
Norway, the most seismically active part of Norway (see figure 6.2). The largest 
earthquake in recent times (magnitude 5.1) in this area occurred on January 23, 1989, at 
roughly 61.9°N 4.4°E [HansenBungum and Alsaker, 1989]. The events used in the 
coda- Q analysis lie between 61'N and 62°N and between 2°E and 6°E. The closest 
station for which digital data were available was located at Suelven on the Norwegian 
coast (SUE). Eighty-seven events occurred since 1987, and of these fifty-seven were 
rejected as having too low a signal-to-noise ratio. The locations of the remaining events 
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Figure 6.2. Map showing seismic activity in Western Norway. 
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Events used in 0 analysis 
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longitude 
Figure 6.3. Map showing the locations of events used in the coda Q study 
yr mo dy hr.min iat ion depth Mag 0(10) 
1 19870101 1646 61.451 4.630 8.9 2.3 2138 
2 19870115 2 1 61.057 3.538 29.7 1.9 4767 
3 19870131 320 61.607 4.495 10.5 2.2 1296 
4 19870511 1834 61.382 3.195 15.7 2.1 1723 
5 19870520 946 61.011 2.649 25.0 2.6 1103 
6 19870618 1117 61.727 4.022 5.7 2.4 851 
7 19870708 1721 61.687 2.141 12.4 2.4 980 
8 19880415 1321 61.875 4.508 28.2 2.4 1691 
9 19880512 1011 61.028 3.620 18.9 2.1 2719 
10 19880726 1145 61.843 4.422 12.4 2.5 1755 
11 19880730 241 61.136 5.364 0.7 2.0 2262 
12 19880809 715 61.625 4.555 13.1 2.6 1177 
13 19880903 1942 61.757 4.867 13.6 2.4 1152 
14 19890419 555 61.288 4.458 13.4 2.3 1632 
15 19890422 1848 61.666 3.250 19.1 2.6 1162 
16 19890727 2353 61.179 5.183 4.8 1.8 1589 
17 19890914 1814 61.190 4.177 6.9 2.8 2083 
18 19890921 2239 61.857 4.779 0.4 2.3 2589 
19 19890926 531 61.856 4.206 19.3 2.5 1278 
20 19891027 324 61.590 2.611 0.1 2.2 1344 
21 19900118 946 61.784 4.379 13.3 2.0 3468 
22 19900119 2341 61.833 4.317 12.0 3.4 1755 
23 19900214 1508 61.400 3.497 16.6 1.5 2605 
24 19900227 1014 61.008 2.743 31.0 2.4 1089 
25 19900407 1506 61.435 4.809 8.2 1.9 1789 
26 19900422 0009 61.821 4.734 14.7 2.7 1071 
27 19900720 0459 61.594 2.989 5.4 2.5 1397 
28 19900727 1431 61.684 4.561 5.3 2.1 2934 
29 19900729 1043 61.272 4.321 4.0 1.8 1766 
30 19900925 0745 61.354 4.273 13.7 2.2 1578 
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The b-value and fractal dimension studies were based upon a catalogue compiled 
for the whole region of Western Norwayt. Special care was necessary during the 
preparation of this catalogue to exclude events caused by explosions arising from the 
extensive mining operations in the area. 
6.2.3 Coda-Q analysis 
The decay of coda-wave amplitudes, ACr), may be described by the formula 
A(f,r) = S(f)r"e 	 (6.4) 
where S is the source function, t is the elapsed time, u is a spreading parameter and J'is 
frequency. Qc  is the "quality factor", inversely proportional to the attenuation. The 
start of the time window for the analysis of coda decay was chosen as twice the S-wave 
travel time as measured from the origin, in accordance with the conventional wisdom 
that it is at this time that the general form of the coda-envelope is established. The 
data were bandpass-filtered and a linear least-squares best-fitting straight line was 
drawn through the envelope of positive amplitudes within the time-window 
considered. Using a spreading parameter of 1.0 this yields an estimate of Q 
Signal-to-noise statistics were calculated by comparing the amplitude of the data at 
the end of the analysis window with the amplitude of energy before the P-wave arrival. 
An analysis window of 30 seconds was chosen as offering the best compromise between 
the need to have as long a window as possible and the problem of low signal-to-noise 
ratio at the end of an over-long analysis window. In order to determine the dependence 
These data were compiled by the staff of the Seismological Observatory at the University of Bergen. 
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of attenuation on frequency, the analysis was carried out in five frequency bands, around 
2.5Hz, 5.0Hz, 10.OHz,12.5Hz and 15Hz, except in the case of some data from earlier 
events in which the two higher frequency intervals were not available, as the data had 
already been sampled at 25Hz and anti-alias filtered. 
6.2.4 b-value study 
The 1-value was calculated for groups of 100 events using the maximum likelihood 
method, as before, in which b is given by: 
b 
= log10 e 
	
(6.5) 
m - m0 
where iii is the mean excess magnitude above some threshold magnitude, mo.  The 
threshold magnitude should represent the lower limit of complete reporting, and was 
selected as 2.5 for this study. In addition, large events, with magnitudes greater than 
5.0, were excluded from this study. b was calculated for a 100 event window which was 
then advanced by 10 events and the calculation repeated for the new data subset. A 100 
event window in this region may be as long as four years. 
6.2.5 Fractal dimension study 
The same data were used as for the b-value study, using the same sliding windows. 
For each set of 100 events the fractal dimension of the earthquake epicenters was 
estimated, using the approximate equality of the fractal dimension and the correlation 
dimension [Grassberger and Procaccia, 1983a], the latter being the gradient of a graph of 
logC(r) against logr, C(r) being given by: 
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C(r) = 2n(r) 	 (6.6) 
N(N-1) 
where Nis the number of data in the population considered (in this case, 100), and n(r) 
is the number of pairs of data separated by a distance less than r. 
6.2.6 Results 
The results of the analysis of coda Q showed a high scatter that could not be related 
in any meaningful way either to the geography of the region or to the event of January 
23, 1989. The events in table 1 are numbered chronologically, hence events 1 through 
13 occurred before January 23, 1989. Clearly some of the results presented here are 
unrealistic, but nevertheless it is difficult to detect any systematic change. 
Table 2 presents average Q values. An average Q value for the entire region was 
obtained using the values for which the signal-to-noise ratio exceeded 3.0. Averages 
were calculated by averaging the 1/Q values for each frequency band considered. 
Averages are calculated for the periods preceding and following January 23, 1989; and 
for the complete dataset. Using these average Q values, the parameters Qo and v in the 
relation Q = Qof" were estimated, and using the equation thus found, the values of Q 
at various frequencies are calculated. The results obtained are typically around 1400 
for the value of Q at 10Hz, with a standard deviation of around 150. 
Q(2.5) Q(5.0) Q(10.0) Q(12.5) Q(15.0) Q0 v Q at 
10.0Hz 
1278 pre 89 310 738 1218 137 0.97 
post 89 379 1008 1434 1810 2172 246 0.80 1542 
average 324 876 1323 163 0.94 1458 
Table 2. Results of coda Q analysis, showing estimated values for 5 frequency 
bands, together with the values of Q0 and v estimated for the relation Q = Q0.f' and 
the value of Q at 10Hz implied by this relation. 
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These results do not, bearing in mind the large standard deviations involved, show a 
meaningful temporal variation in the coda-Q in this area. They are, however, 
significantly higher than those found earlier in a similar study of Q in Southern 
Norway, by Kvamme and Havskov [1989], who derived values of around 1060 at the 
same frequency using the same time-window. Taken at face value, these results would 
suggest that the crust is more fractured or heterogeneous in Southern Norway than in 
Western Norway. 
Possibly of more interest from the point of view of determining the geometry of 
lithospheric inhomogeneities are the estimates of the exponent v, which describes the 
frequency dependence of Q. Values of v of around 0.94 were obtained which implies a 
value of p of 1.06. This value is lower than the average value of p of 1.46 for shallow 
events quoted by Wu and Aki [1985], which is, in turn, lower than the value of 1.52 
they quote for deep events, fin, Gao and Aki [1985], find a value of v of 1.54 to 1.39 in 
a study of the coda Q of oceanic lithosphere. 
The results of the b-value study, illustrated in figure 6.4, show a fluctuation around 
1.00, with a pronounced increase before two large events in 1986 (magnitudes 4.5 and 
4.8), at which time there is a minimum. The time co-ordinate plotted in this figure 
corresponds to the time of the last event in the window. 
The results of the study of fractal dimension show a mirror fluctuation to the results 
for the b-value, (see figure 6.4) with a minimum preceding the maximum during 1986. 
Even though the results of this study are based upon a very small sample, it is 
interesting to see that a negative correlation of b and the fractal dimension of 
earthquake epicenters may be seen in a relatively inactive area such as Norway, as well 
as in the more active regions discussed previously, where a 100-event window is, of 
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time 
Figure 6.4. b-values (heavy line) and the fractal dimensions of earthquake epicenters 
estimated in this study. 
6.2.7 Application to the fractal dimension of lithospheric inhomogeneities 
The slope of a power spectrum can be related to the relative prevalence of long and 
short wavelengths. More rigourously, it can be shown that a power spectrum of shape 
KC2"'), (H *1/2) corresponds to a system whose fractal dimension is n - H, wheren is 
the Euclidean dimension of the system. H lies between 0 and 1, and values lower than 
0.5 represent processes which are "anti-persistent", that is, a change in one direction is 
likely to be succeeded by a change in the opposite direction, hence the formation of 
large-scale irregularities is more difficult than would be the case in a totally random 
system. As already noted, the power spectrum of lithospheric irregularities is IC11, with 
p = 1.06 The value of His 0.94, which lies in the "persistent regime", and corresponds 
to a low fractal dimension of 0.06. A fractal dimension as low as this is probably not a 
realistic representation of the geometry of the irregularities; nevertheless, low fractal 
dimensions have been associated [this thesis; Henderson et al, 19911 with systems 
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undergoing the early stages of fracture in a regime in which inter-fracture interactions 
are negligibly infrequent. Given that inter-fracture interactions result in catastrophic 
failure and hence large earthquakes it is perhaps not surprising that in a stable cratonic 
area such as Western Norway one would find lithospheric irregularities exhibiting a 
low fractal dimension. 
6.2.8 Conclusions. 
The analysis of coda Q has provided an estimate of the attenuation in the most 
seismically active part of Norway which can be compared with other studies of intra-
plate seismicity, as well as studies of more active areas which typically show much 
lower Q [e.g. Peng, 19891. However, the present study does not support the idea that Q 
shows a systematic change in time which is associated with large earthquakes. This 
conclusion could be because the largest event occurring in the period studied was quite 
small (magnitude 5.1), or it could be because the estimation of coda Q was too 
inaccurate to reveal the changes taking place. The b-value/fractal dimension study adds 
to a growing number of studies describing the evolution of seismicity even in relatively 
quiescent areas such as Norway, and encouraging further work in this area. 
6.2.9 Comments 
The coda Q study was handicapped by the relatively small amount of data 
available which made it impossible to study any temporal changes connected with the 
Jan 23, 1989 event. A further study of this phenomenon could be pursued by considering 
data occurred at other stations in the area. In particular,the British Geologial Survey 
operate two analogue stations at Frøya and Florø (FRO and FOO), quite close to the 
epicenter of the January 23 event, and it would be of considerable interest to use data 
from these stations to check the reliability of the estimates of Q made using the data 
recorded at Suelven, in order to test further the idea that Q varies in a systematic 
fashion during the seismic cycle. 
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7.1. Introduction 
Up to this point in this thesis, little or no attention has been paid to the processes 
which might lead to intra-plate earthquakes. Zoback a al [1989] identify two broad 
categories of forces responsible for stresses in the elastic upper part of the lithosphere. 
The first is a category of large-scale forces including plate-boundary forces, forces 
produced by loading of the lithosphere, and forces of thermal origin. The second 
category consists of local forces due to topographic effects, erosion, sediment loading, 
effects of inhomogeneities and anisotropies etc. In a continental intra-plate region the 
large-scale tectonic forces might be thought of as dominated by ridge push, and a drag 
force beneath the plate resisting its motion. The local effects probably include forces 
due to loading (e.g. orogenesis) and unloading (e.g. erosion). These forces are depicted 
schematically in figure 7.1. 
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Figure 7.1. Diagram showing the main forces anticipated in a continental intra-plate 
setting (adapted from Zoback et al [19891) 
In order to understand the geotectonic processes currently operating and to 
distinguish them from processes which have operated in the past, it is desirable to have 
a good estimate of the stress tensor applicable to a given area of interest. In areas near 
to clearly defined plate boundaries this may be relatively easy, but in older cratonic 
areas which have experienced multiple episodes of deformation the relationship 
between structural elements observed in the field and the driving forces of current 
deformation may be less obvious. As the focus of tectonic research moves away from 
the first-order description of plate tectonics applicable to oceanic lithosphere towards 
an understanding of intra-continental deformation, it becomes increasingly important 
to understand this relationship. The World Stress Map project [Zoback a al, 19891 
represents an attempt to synthesise available stress measurements from different sources 
to develop a coherent picture of global crustal stress. 
Common methods of measuring the magnitude and orientation of stress in the Earth 
include overcoring techniques and analysis of borehole breakouts [e.g. McGarr and Gay, 
1978]. These methods are handicapped because they are confined to the most easily 
accessible part of the Earth's crust, i.e. the very-near-surface, and because practical 
considerations make it impossible to perform more than a very small number of 
measurements. The use of focal, mechanisms of earthquakes allows the estimation of a 
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stress tensor appropriate to processes occurring in the brittle part of the crust, in the 
present case at depths of several kilometres. With a large number of events it is 
possible to use an inversion technique to make a reliable estimate of the stress field 
which takes into account possible uncertainties in the data used. The technique yields an 
estimate of the orientation of the stress field but not the absolute magnitudes of the 
stress components; it yields only an aspect ratio, which is a measure of the relative 
importance of the principal deviatoric stresses. 
7.2. A study of the stress In arr Intra-plate area—Sweden 
7.2.1. Introduction 
The aim of the current studyt is to estimate the stress field in Sweden using focal 
mechanisms of naturally occurring earthquakes. It might be imagined that Sweden 
would not provide a particularly fruitful area for a seismological investigation, but the 
large earthquakes at Otterbäcken in 1981 (magnitude 3.3), at Solberg in 1983 
(magnitude 4.1) and at Skövde in .  1986 (magnitude 4.5) underline the idea that even a 
relatively stable cratonic area may be strongly influenced by current tectonic processes, 
and the problems of nuclear waste disposal and location of critical structures such as 
nuclear reactors and hydro-electric plants give a special impetus to a study of this type. 
Since the 1980's a vigorous programme has been under way to record and analyse 
earthquakes occurring in Sweden [e.g. Slunga, Norman and Glans, 1984; Slunga, 19891. 
This analysis has been combined with field mapping in an attempt to understand the 
processes active at the present time in Fennoscandia, [e.g. Talbot and Slunga, 1989]. 
This work has, however, been of a largely qualitative nature and the estimation of the 
t The work described in this section is published as: Henderson, J., An Estimate of the Stress Tensor in 
Sweden Using Earthquake Fault Plane Solutions, Tectonop/iysics, 192, 231-244, 1991. 
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stress tensor using seismic data has not been attempted. It is hoped that the present 
study will provide a first step in the quantitative seismotectonic study of Sweden. 
7.2.2. Data used in the study 
The data used in this study were 77 focal plane mechanisms calculated by Slunga 
(unpublished data) using recordings made by a network of seismometers operated by 
Försvarets Forskningsanstalt from 1980 to 1989. The network and the method of 
calculating the fault plane solution using an extended part of the seismogram are 
described by Slunga [1982]. Since these signals travel through a cratonic crust with low 
attenuation, the accuracy of focal mechanism determinations is high, and it is 
estimated that an error in the dip and strike of these focal mechanisms is as small as 
ten degrees (Slunga, personal communication). The locations of all the earthquakes 
analysed by Slunga [1982] are shown in Fig 7.2. It may be seen that these locations fall 
dearly into two major groupings, dubbed "North Sweden" (north of latitude 650 N) 
and "South Sweden" (south of latitude 650 N) for the purposes of this paper. Fig 7.2. 
indicates a further sub-division of the area of study—into a "Northeast Sweden" area, a 
"Northwest Sweden" area, and a "Lake Vänern" area. The motivation for this further 
subdivision will be made dear later in the text. 
In the South Sweden area only events with seismic moments greater than 1 x 1012 
Nm were analysed whilst in the North Sweden area, due to a relative paucity of data, 
events were retained down to a threshold of 1 x 1011  Nm. A total of 37 events in 
North Sweden and 40 events in South Sweden were used in the stress tensor inversion 
described below. Their focal mechanisms are listed in Table 7.1. 
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Figure 7.2. Map showing the locations of seismic events used in this study. The 
boxes indicate geographic subsets of the area studied in the analysis. 
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lat long moment plane 	1  plane 	2  area 
az dip rake az dip rake - - 
59.6 18.6 0.21E+14 216 64 40 106 54 148 SS 
59.7 18.6 0.42E+13 210 65 29 106 63 151 SS 
57.9 12.2 0.50E+13 282 79 250 166 21 332 SS 
61.4 16.1 0.20E+13 315 67 95 121 23 77 SS 
57.8 15.1 0.15E+13 202 67 318 311 51 209 SS 
58.4 13.7 0.30E+13 203 46 83 32 44 97 SS LV 
59.0 13.8 0.19E+14 176 81 26 82 63 168 SS LV 
58.3 14.0 0. 10E+13 35 51 74 238 41 108 SS LV 
58.4 13.1 0.21E+13 54 57 126 179 47 46 SS LV 
55.7 13.8 0.56E+13 297 84 248 194 21 346 SS 
57.1 13.1 0.82E+13 270 71 151 10 62 20 SS 
61.6 16.5 0.16E+13 179 75 204 82 66 343 Ss 
55.9 12.3 0.13E+13 200 79 11 107 78 168 SS 
60.0 13.3 0.14E+13 148 62 285 296 31 241 SS LV 
55.9 15.4 0.63E+13 105 67 222 355 50 329 SS 
59.6 16.2 0.14E+13 101 72 213 0 58 340 ss 
60.7 11.5 0.94E+13 15 60 60 244 40 131 ss 
56.3 11.9 0.18E+13 20 77 30 283 60 166 SS 
61.6 17.2 0.20E+13 21 85 301 119 31 187 SS 
61.3 16.3 0.17E+13 193 82 196 100 73 352 SS 
58.0 14.5 0.52E+13 5 75 333 102 64 196 SS LV 
58.2 13.5 0.17E+13 10 77 64 256 28 152 SS LV 
59.7 13.2 0.25E+13 165 77 332 261 63 193 SS LV 
56.3 12.0 0.11E+13 212 61 35 104 59 146 SS 
61.0 16.6 0.13E+13 188 73 249 60 26 319 SS 
59.0 14.2 0.11E+13 173 77 20 78 68 165 SS LV 
55.2 13.2 0.64E+13 192 83 335 285 65 187 SS 
55.6 12.2 0.13E+13 112 80 145 208 55 12 SS 
58.8 13.3 0.13E+13 272 67 143 18 57 26 SS LV 
56.5 12.3 0.52E+15 347 61 304 111 43 223 SS 
56.5 12.3 0. 10E+13 352 80 319 91 49 193 SS 
56.5 12.2 0.17E+15 239 76 297 353 30 207 SS 
58.4 14.0 0.73E+15 357 78 18 264 71 168 SS LV 
58.4 14.0 0.48E+14 277 85 148 10 58 3 SS LV 
58.4 14.0 0.13E+13 21 87 18 291 71 177 SS LV 
58.8 13.7 0.46E+14 67 78 195 335 75 349 SS LV 
60.0 12.4 0.10E+14 152 67 48 39 46 148 SS 
66.3 19.9 0.15E+12 304 72 203 207 68 342 NS NW 
65.7 22.5 0.19E+12 145 47 264 334 43 276 NS 
67.8 19.6 0.49E+14 136 68 88 321 21 95 NS NW 
65.4 22.9 0.14E+12 242 46 98 50 44 81 NS 
65.3 22.5 0.10E+12 297 79 168 30 78 11 NS 
67.5 21.6 0.11E+13 34 53 115 176 43 59 NS NW 
67.5 22.3 0.40E+12 18 83 305 117 35 192 NS NE 
66.8 19.2 0.12E+13 69 85 192 339 77 354 NS NW 
67.5 21.9 0.17E+12 297 52 66 153 43 117 NS NW 
59.6 13.2 0.14E+13 197 62 91 13 27 86 SS LV 
66.3 22.1 0.31E+12 248 64 258 94 27 293 NS NE 
65.8 1 22.8 1 0.15E+12 1232 1 67 222 1 123 1 51 1 331 1 NS I -  
Table 7.1. Source parameters of the earthquakes used in the analysis (data supplied 
by it Slunga.) 
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lat long moment plane 	1  plane 	2  area 
az dip rake az dip rake 
67.5 22.4 0.27E+12 17 84 21 284 68 174 NS 
-- 
NE 
67.5 22.2 0.11E+12 283 69 217 178 55 335 NS NE 
67.7 22.2 0. 10E+13 115 80 211 19 59 348 NS NE 
66.9 21.2 0.49E+12 345 56 100 146 34 74 NS NW 
66.3 21.9 0.12E+12 96 89 170 186 82 0 NS NW 
67.4 21.8 0.48E+14 131 62 84 323 27 100 NS NW 
67.6 19.2 0.21E+13 1 74 326 102 57 199 NS NW 
67.2 21.2 0.12E+12 351 72 47 243 44 155 NS NW 
67.7 21.5 0.36E+12 267 80 211 171 59 350 NS NW 
67.4 23.0 0.41E+12 43 78 131 145 43 16 NS NE 
67.4 22.0 0.12E+12 179 56 122 310 45 51 NS NE 
66.6 22.4 0. 18E+12 273 85 313 8 43 186 NS NE 
67.0 23.7 0.26E+12 282 88 328 14 58 180 NS NE 
67.5 22.3 0.29E+12 42 82 156 135 66 9 NS NE 
66.8 22.4 0.15E+12 37 79 338 131 68 191 NS NE 
66.7 22.7 0.28E+12 95 72 141 198 53 21 NS NE 
67.4 19.6 0.12E+13 357 78 289 116 22 210 NS NW 
67.4 23.0 0.12E+12 131 78 345 223 77 189 NS NE 
66.1 23.4 0.29E+12 330 87 184 239 83 355 NS NE 
67.4 20.8 0.14E+12 330 67 44 219 49 149 NS NW 
67.5 21.7 0. 15E+12 43 80 17 310 72 170 NS NW 
67.4 22.6 0.19E+12 32 63 280 188 28 248 NS NE 
68.4 20.8 0. 10E+14 164 72 39 60 53 157 NS NW 
67.3 22.2 0. 10E+12 33 63 219 283 55 326 NS NE 
66.7 21.0 0.21E+12 148 68 332 249 64 203 NS NW 
66.5 22.4 0.11E+12 341 80 342 74 72 189 NS NE 
67.4 22.1 0.57E+12 129 74 23 32 66 161 NS NE 
66.9 22.8 0.16E+12 208 48 104 6 43 74 NS I NE 
Table 1 (continued) 
7.2.3. Method of analysis 
The question of estimating a regional stress field from inversion of earthquake focal 
mechanisms is controversial. The basic principles which govern the relationship 
between the principal stress directions and the range of possible planes on which failure 
can occur are well known [Bott, 1959; McKenzie , 1969]. McKenzie's [1969] 
conclusion that very little constraint is placed on the regional stress tensor by analysis 
of an earthquake focal mechanism has recently been questioned by CélIrier, [1989] who 
argues that the imposition of a frictional constraint strongly reduces the range of 
possible stress tensors which can cause motion on a given fault. In this study we adopt 
193 
Chapter 7: Stress and seismogenesis in intraplate areas 
only McKenzie 's [1969] criterion that slip must take place in the direction of the 
resolved shear stress, and rely on the existence of a large number of data to resolve any 
ambiguities. Several methods have been proposed and employed for estimating the 
stress tensor using fault slip data measured from surface exposure. Examples include 
Etchecopar, Vasseur and Daignieres, [1981], Etchecopar and Mattauer [1988] and 
Angelier, Tarantola, Valette and Manoussis, [1982]. The use of earthquake focal 
mechanisms is similar in principle, but presents' a special problem because for each 
focal mechanism there exist two possible slip planes, each of which is associated a with 
slip vector. Which of the two nodal planes is the actual slip plane cannot be determined 
a priori unless some effect of the finite source can be resolved and interpreted. In the 
case of earthquake focal mechanisms, the usual philosophy adopted is that for a given 
"trial" stress tensor, one of the nodal planes will be less discordant than the other, and 
this plane is selected as the plane in which slip occurs, the other plane serving to define 
the direction of slip. Different methods of analysis use different measures of 
"discordance". Vasseur, Etchecopar and Philip, [1983] consider as a measure of misfit 
the rotation in the slip plane required to align the slip vector and the resolved shear 
stress. Gephart and Forsyth [1984] consider instead the minimum rotation about any 
axis which will bring the fault plane into a position in which slip in the predicted 
direction would occur. The method of analysis employedt was that developed by 
Julien [1982], also described by Julien and Cornet [1987] and Cornet and Julien 
[1989]. It is described here only briefly. The tensor considered is, in its own reference 
frame: 
tThe software employed, and guidance in its use, were supplied by F. Cornet, of Institut de Physique du 
Globe de Paris, and Ph. Julien of TOTAL-CFP. 
194 
Chapter 7: Stress and seismogenesis in intraplare areas 
•i 0 0 
o 020 
o 0 03 	 (7.1) 
where 01 and aj are, respectively, the maximum and minimum principal stresses. It is 
necessary to consider also the geographic reference frame. Since both are direct frames, 
they are related by simple rotations through the angles ip; 0, and 8. Yf, 0 and 8 are the 
three Euler angles describing the rotations necessary to bring the principal axes of the 
stress tensor into alignment with the principal axes of the geographical reference frame. 
As defined by Julien [1982], (section 4.1.2), pr  and 0, represent, respectively, the 
azimuth and the minus-dip of the axis, and 8 is the angle, in the plane perpendicular to 
between the horizontal plane and the axis. It is impossible using the present 
method to find the absolute values of the stresses 01, a2 and 03, only the ratio R, given 
by: 
R = 02 - 01 
03 - al 
	
(7.2) 
which characterises the shape of the stress ellipsoid. This means that the results are 
unchanged if the stress tensor is changed by the addition of any hydrostatic stress 
tensor, and hence the results of this analysis cannot be used to identify cases of, for 
example, plane (or biaxial) strain Uaeger and Cook, 19691. Values of R close to 0.0 
indicate that al is similar to 02 (ablate stress ellipsoid) while values of close to 1.0 
indicate that 02 is similar to 03 (prolate stress ellipsoid). 
The basic assumptions made are that the stress field is uniform in the region 
considered, that the focal mechanisms are independent of each other, and that slip takes 
place in the same direction as the resolved shear stress on the fault plane. The method 
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of solution consists of two steps. Firstly, a grid search is carried out over a range of 
values of i, ç, e and R. For each tensor generated by four values, a misfit is computed 
for each nodal plane. The misfit is defined as the minimum rotation which brings the 
plane into a position in which it could physically act as a fault plane. The nodal plane 
with the smaller misfit is defined as the fault plane, and the best tensor is defined as 
the one for which a quantity involving the sum of the misfits for the fault planes is 
smallest. This tensor is termed the "approximate solution". Adopting the L1 norm, the 
50% and 90% confidence limits for the selected tensor are computed [Parker and 
McNutt, 19801. It is assumed that the actual value of the stress tensor will lie within 
this 90% confidence limit. In the second step, the planes selected as fault planes, and 
their associated slip vectors, along with the estimated errors associated with these data, 
and an a priori estimate, of the tensor are used to determine the optimum stress tensor 
using a generalised least squares algorithm described by Tarantola and Valette [1982]. 
This a priori estimate may be the best tensor selected in the first step, or it may be 
another tensor taken from the 90% confidence limit previously defined. Clearly, it is 
desirable that the solution found for the best tensor should not depend upon the choice 
of a priori estimate. It may be noted that this second step is, in principle, the same as 
the determination of a stress tensor from fault slip information as described by 
Angelier et al [1982]. In practice, a number of the planes identified as fault planes in 
the first, approximate, step, but requiring large rotations to bring them into a position 
in which they could act as fault planes, were not used in the second step, and hence at 
this stage it is justifiable to use the L2 norm rather than the L1 norm used in the 
previous step. In this respect the method differs from that of Gephart and Forsyth 
[1984]. 
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7.2.4. Results of the study. 
Notwithstanding the very limited constraint that the fault plane solution places on 
the directions of the principal stresses, the direction of the P-axis—a notional 
"pressure" axis in the centre of the dilatational quadrant of the fault-plane solution—is 
often used as an estimate of the direction of the maximum compressive stress. 
North Sweden 
South Sweden 
Figure 7.3. Lower hemisphere projection showing shaded contour levels of the 
density of P-axis directions for the North Sweden and South Sweden areas. 
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Figure 7.3 shows the density of P-axis directions contoured on a lower hemisphere 
projection for the North Sweden and South Sweden areas. The broad similarity 
between these two diagrams, showing a strong clustering in a NW-SE direction, might 
suggest that the prevailing stress fields are similar. The following more detailed 
analysis will suggest that such a conclusion is erroneous. 
Figure 7.4 shows the extent of the 90% and 50% confidence limits on the values of 
pr and 0 derived from the first stage of the inversion procedure fbr South Sweden, and 
Figure 7.5 is the corresponding diagram for North Sweden. Since 'y  and 0 characterise 
the a1 direction, these diagrams show, in effect, the confidence limits on the al 
direction. 
Uncertainties in the values of 9 and R given a fixed pair iy and 0  are shown in 
Figures 7.6 and 7.7 for South Sweden and North Sweden respectively. In this figure, 
and in similar ones which follow, the uncertainty in the value of R is very large. The 
tight contouring of the confidence limits for South Sweden suggest that there exists a 
well defined minimum, whereas the broader contours obtained for the North Sweden 
area indicate that the stress tensor giving the minimum misfit with the data is less well 
defined. This may be due in part to the lower signal-to-noise ratio resulting from the 
use of a lower moment threshold in the North Sweden area. However, the results of the 
least squares iteration step, which converges quickly to a solution in the case of Southern 
Sweden, and fails to converge in the case of North Sweden, demonstrate that there is a 
fundamental difference between the prevailing stress regimes in the North and South 
Sweden areas. Figure 7.8 shows the directions of the principal stress directions derived 
for South Sweden on a lower hemisphere projection. Figure 7.9 is the corresponding 
diagram for North Sweden. However, this figure represents only the best-fitting 
approximate tensor derived from the first step of the inversion process. Numerical 
values for the directions of the stress axes and for the aspect ratio are given in Table 2. 
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N 
Figure 7.4. Lower hemisphere projection showing the extent of the 90% and 50% 
confidence limits for the angles Vr and 0 for South Sweden. The triangles represent 
values in the 50% confidence domain and crosses values in the 90% confidence 
domain. In this diagram, and similar ones following, ip' is depicted as the azimuth and 
as the dip. This is equivalent to an upper hemisphere projection of the confidence 
limits of the a1 axis. 
N 
- + 
Figure 7.5. Lower hemisphere projection showing the extent of the 90% and 50% 
confidence limits for the angles V and q  for North Sweden. 
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Figure 7.6. Plot showing confidence of the estimated values of R and 9 for the most 
likely values of V/ and 0 for South Sweden. The large spots represent values of Rand 9 
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Figure 7.7. Plot showing confidence of the estimated values of R and 9 for the most 
likely values of i and 0 for North Sweden. 
KIR 
Chapter 7: Stress and seismogenesis in intraplate areas 
Figure 7.8. Lower hemisphere projection of the directions of the axes o, a2 and o3 
for South Sweden. 
Figure 7.9. Lower hemisphere projection of the directions of the axes a1 , a and a3 
for North Sweden. 
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Area a2  a3 R 
az plunge az plunge az plunge  
SS 139 0 49 60 229 30 0.27 
NS 290 20 169 54 31 28 0.90 
LV 316 7 53 46 219 44 0.54 
NES 297 25 90 62 201 11 0.90 
NWS 1 121 117 1237 156 	121 129 10.45 
Table 7.2. Parameters of the stress tensor for the areas analysed. 
Since a stable solution could not be obtained for North Sweden, it is clear that one 
or more of the assumptions underlying the inversion process has been violated. In 
particular, it seems probable that a uniform stress field does not prevail in this area. 
For this reason, two subsets of the North Sweden area, chosen simply so as to divide 
the set of focal mechanisms in half, were examined, indicated on Figure 7.2 and named 
North-West Sweden and North-East Sweden. Figures 7.10 and 7.11 show the 
confidence levels for and for Northwest Sweden and Northeast Sweden , and Figures 
7.12 and 7.13 show the confidence levels of 9 and R for fixed v and 0. Again, 
Northwest Sweden shows a broad area of confidence, but in this case a convergent 
solution was obtained for both areas. These solutions are shown in Figures 7.14 and 
7.15. Because the area around Lake Vänern has recently been the most seismically active 
part of Sweden, a special study was made of the earthquakes in that vicinity. The area 
chosen is indicated on Figure 7.2. Figures 7.16 and 7.17 show the confidence levels for 
iv and 0,  and 9 and R respectively. The convergent solution obtained is shown in Figure 
7.18. This solution is very similar to that obtained for the whole of southern Sweden, 
and indicates that the prevailing stress field is relatively homogeneous in this area. 
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Figure 7.10. Lower hemisphere projection showing the extent of the 90% and 50% 
confidence limits for the angles iy and 0 for Northeast Sweden. 
Figure 7.11. Lower hemisphere projection showing the extent of the 90% and 50% 
confidence limits for the angles y and 0 for Northwest Sweden. 
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Figure 7.12. Plot showing confidence of the estimated values of Rand e for the 
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Figure 7.13. Plot showing confidence of the estimated values of Rand 0 for the 
most likely values of Vf and 0 for Northwest Sweden. 
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Figure 7.14. Lower hemisphere projection of the directions of the axes aj, q2, and 
03 for Northeast Sweden. 
Figure 7.15. Lower hemisphere projection of the directions of the axes 01, a, and 
03 for Northwest Sweden. 
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Figure 7.16. Lower hemisphere projection showing the extent of the 90% and 50% 
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Figure 7.17. Plot showing confidence of the estimated values of Rand 9 for the 
most likely values of ii and 0 for Lake Vänern. 
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N 
Figure 7.18. Lower hemisphere projection of the directions of the axes Oj, a2 and 
03 fbr Lake Vänern. 
72.5. Discussion of results. 
Analysis of earthquake focal mechanisms in the Southern Sweden area shows that the 
axis of maximum principal stress is oriented NW-SE with a very shallow dip. The 
stress ellipsoid is oblate (R = 0.27). This result is not significantly changed when one 
examines a subset of the events in the most seismically active area. This indicates that 
the stress field in Southern Sweden is relatively uniform and that the maximum 
principal stress has an orientation that might be predicted on the basis of current plate 
motions [e.g. RichardsonSolomon and Sleep, 1979] or from the directions of the P-axes 
of the earthquakes. 
This conclusion is in agreement with the work of Talbot and Slunga [1989] who 
make tentative identifications of the nodal plane upon which slip occurs by comparison 
with orientations of fault planes observed in the field. They relate these faults to a 
process of active shearing in Fennoscandia resulting from the stresses imposed by the 
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opening of the Atlantic basin over the last 38 Ma and the associated formation of 
transform systems. 
In northern Sweden, however, there appears not to be a unitbrm stress field. Analysis 
of subsets of the data produces strongly differing values for the directions of the 
principal stress axes. The stress ellipsoid is not consistently prolate or oblate (for 
Northeast Sweden and for Northwest Sweden). This lack of a single dominant stress 
orientation is to be expected if the stress field is influenced by a number of 
independent factors, particularly if the stresses associated with first order plate 
motions are significantly perturbed by those caused during the process of unloading of 
glacial ice from Fennoscandia. 
Slunga, [1991] analyses fault-plane solutions for 200 events in Fennoscandia and 
estimates the direction of maximum horizontal compression from the direction of the 
P-axis. He finds a strong consistency in the compression axis direction for events in 
southern Sweden, qualitatively comparable to the results presented here (NW-SE 
compression), and a much more complex picture for events in northern Sweden, again 
in agreement with the results found from the inversion described here (see fig 7 of 
Slunga [19911). It seems likely that, though both areas are subject to stresses arising 
from plate tectonic processes, a difference in the local stress fields arises because of the 
different magnitude of stresses related to post-glacial uplift in the two areas. 
Beginning about 13,000 years ago, the Fennoscandian craton has been deglaciated 
[Morner 19801, the peak rate of compensatory uplift occurring at about 10,000 years 
ago, and amounting to as much as 0.5 rn/yr [Mörner, 1978]. Figure 7.19, derived from 
Sjoberg [1983], shows isopleths of apparent land uplift and demonstrates that the area 
of maximum uplift has been in the region of the northern coast of the Gulf of Bothnia. 
There is extensive field evidence that this uplift was accompanied by intense fracturing 
throughout Sweden [Mörner, 19781. This rapid uplift has, however, now substantially 
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reduced, estimates of the current maximum rate of uplift being around 9mm/yr 
[Mäkinen, Ekman., Midtsundstad and Remmer, 1986]. It seems that in Southern 
Sweden this uplift process has diminished to such an extent (3mm/yr) that the current 
stress field is dominated by the stresses associated with present day first-order plate 
motions and is similar to that prevailing throughout north-west Europe [Zoback et al, 
19891. However, in Northern Sweden, in the vicinity of the area of maximum rates of 
current post-glacial uplift, the situation is more complex. It seems clear that fracturing 
will have occurred firstly on pre-existing zones of weakness, possibly related to the 
bedrock geology, and that this release of stress in particular areas, in orientations not 
necessarily representative of the stress field as a whole, will have led to a highly 
heterogeneous residual stress field, and that when this stress is relieved by current 
seismic activity, the resulting deformation cannot be readily described by a single 
stress tensor. Ringrose [1989] has suggested that deglaciation of western Scotland 
around 10,000 yrs B.P. was associated with large (M=6.0) seismic events. 
Henkel [1989] describes the patterns of shear zones mapped in northern Sweden, 
which follow two main axes, one running roughly N-S and the other running roughly 
NNW-SSE. These shear zones provide a strong tectonic "grain" which may play a part 
in influencing the local stress field and the orientation of fault movement in response to 
that stress field. Furthermore, the uplift and draining of a water-covered area (the Gulf 
of Bothnia) leads to stresses in coastal areas which also do not reflect the larger scale 
regime [Anderson, 19801. 
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19 
Figure 7.19 Relative land uplift rates (mm/yr) in Fennoscandia. 
In conclusion, it appears that seismic events in Southern Sweden are related to 
tectonic processes readily understood in terms of current plate motions, with a large 
horizontal deviatoric stress component, while in Northern Sweden a number of 
processes conspire to produce a heterogeneous stress regime which cannot be 
characterised by a single stress tensor. From the analysis presented here, it seems 
unlikely that a systematic variation in the stress tensor exists in this Northern Sweden 
area. 
This study shows that even an area which has experienced little seismicity can be 
shown to be subject to a wide variety of stresses, and that the relative importance of 
these stresses can change over relatively small distances. It suggests that the worker who 
assumes blindly that the state of stress in an intra-plate area is simply that which might 
be supposed on the basis of broad-scale plate motions is likely to make significant 
mistakes. 
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8. Conclusions, speculations and directions 
"Le savant dolt ordonner, on fait la science avec des faits comme une maison avec des 
pierres; mali une accumulation defaits n 'est plus une science qu 'Un tas depierres nest une 
maison." 
from "La science et l'bypothèse" by Henri Poincaré. 
8.1. Introduction 
The purpose of this thesis has been to describe, and provide an explanation of, some 
aspects of the phenomenon of seismicity in terms of the fractal geometry of earthquake 
systems. Any choice of parameters for describing a system is to some extent arbitrary, 
a personal point of view or prejudice. The justification of a particular point of view can 
only be that it provides a more coherent and internally logical explanation of the 
system under investigation. New paradigms are deemed superior if they lead to a 
more complete and satisfying understanding, a familiar example being the shift from 
an Aristotelian, Earth-centred to a Copernican, Sun-centred model of the solar system. 
In a similar, though obviously less dramatic, fashion, the concepts of fractal geometry 
have revolutionised the way in which natural systems are described [Mandelbrot, 19771. 
In this thesis, seismicity has been characterized using the concepts of fractal geometry. 
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Specifically, the b-value which was shown in Chapter 2 to be simply related to the 
fractal dimension of earthquake sizes, is shown to be related to the fractal dimension of 
the spatial distribution of earthquake epicenters. It is believed, on the basis of 
observations of the self-similarity of many geological processes, that the fractal nature 
of seismicity is one of its fundamental properties, and that any approach which seeks to 
model the statistical properties of seismicity must account for this fractal behaviour. 
8.2. Conclusions from the present work 
Chapter 3 represents an attempt to demonstrate the validity of the fractal approach 
to some aspects of seismicity and to demonstrate the range of scales over which such an 
approach is applicable. The data studied relate to one of the most active areas on 
Earth—.the San Andreas Fault system. This is an area dominated by relatively large 
earthquakes which is, nevertheless, heavily populated, and hence has also been the subject 
of intense study. The seismicity catalogues available for this area are, therefore, of high 
quality, and the magnitude and epicenter information is as accurate as is possible, given 
the constraints imposed by the complex crustal structure in the area. In addition, there 
is a relatively high degree of homogeneity in the catalogues over time. Two datasets 
were studied, one from the Parkfield area and the other from a zone around Riverside. 
Both datasets showed that frequency of occurrence of an event is a function of its 
magnitude as described by the Gutenberg-Richter equation, and that b-values change in 
a systematic way connected with the occurrence of large earthquakes. The fractal 
dimension of the distribution of earthquake epicenters was estimated using a 
correlation function technique which showed that the epicenters are fractally distributed 
over a scale range from some hundreds of metres to tens of kilometres. This range of 
fractal behaviour was not consistent within an area, or even over time within the same 
area. It was shown that short period variations in the fractal dimension correlate 
inversely with variations in b-value. The negative correlation between b-value and 
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fractal dimension of epicenters appeared weak in the case of the Parkfield dataset, with 
a correlation coefficient of only —0.17, and more definite for the Riverside dataset 
where the correlation coefficient was —0.48. There was also an indication, not explored 
in detail, that when short term effects, presumably related to the occurrence of large 
events, were removed, the underlying trends of b-value and fractal dimension show a 
weak positive correlation. 
Chapter 4 details the development of a theoretical model aimed at reproducing 
and understanding some of the features of seismicity observed in California, and 
described in Chapter 3. The most important result of Chapter 3 is that there is a 
systematic change in the b-value and fractal dimension of earthquake epicenters which 
is related to the occurrence of major seismic events. It is the objective of this chapter 
to provide some explanation of that phenomenon. Earthquake catalogues have been 
modelled using stochastic techniques with little microscopic physical basis [e.g. Kagan 
and Knopoff, 1981; Andrews, 1980, 19811, and on more concrete physical principles 
[Rundle, 1988a; Rundle and Kanamori, 1987]. The process of fracture of an 
inhomogeneous rock sample has been studied using elaborate, though necessarily small, 
models including the explicit calculations of the stress field [e.g. Cox and Paterson, 
1990; Lockner, 1990]. Detailed calculation of the stress-field is possible only in the 
case of a homogeneous medium [e.g. Segall and Pollard; 1980; Pollard, 1987; Martel 
and Pollard, 19891. 
The model presented in this chapter is neither a stochastic model of earthquake 
occurrence, nor a detailed mechanical model of the fracture of a material. Rather, the 
approach adopted is to seek to model the large-scale observed complexity of the 
seismic cycle using as simple a system as possible on a local scale. In this case, the 
important components of the model. are that it includes positive and negative feedback 
processes which operate on the elements of the model and accelerate or hinder the 
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failure of the "fault", and that these processes take place on a large fault—in this case 
represented by a long one-dimensional array of elements. 
It was found that this model, though conceptually simple, was capable of explaining 
some of the essential features of the observed seismicity. Specifically a b-value 
maximum occurred before catastrophic failure resulted in a sharp fall in b-value, and a 
negative correlation between the b-value and the epicentral fractal dimension was 
observed. 
Furthermore, with the addition of a simple assumption concerning the relaxation of 
stress over long failed fault segments, it was possible to produce a sequence of 
earthquakes that was extremely irregular. This irregularity, or unpredictability, is in 
accord with current ideas on the possibly chaotic nature of seismicity. A model 
without feedback mechanisms, however, resulted in a purely periodic cycle of 
seismicity, underlining the role of interactions in controlling the nature of the 
seismicity. 
It is perhaps not surprising that the model considered should be capable of giving 
rise to a rich variety of behaviour. It is clear that the systems of "cracks" modelled in 
this approach are far from thermodynamic equilibrium, and non-equilibrium systems 
which are maintained in some state by an influx of energy are known to produce, in 
many cases, complex patterns of ordered behaviour. The most striking examples of 
order produced in a non-equilibrium situation are found in biological systems where 
apparently organized behaviour can often be shown to be the result of simple 
interactions between elementary components. A number of striking examples are given 
by Prigogine and Stengers [1984]. One such example is that of the synthesis of energy-
rich adenosine triphosphate (ATP) from adenosine diphosphate (ADP), involving the 
breakdown of glucose. One of the steps in this reaction is promoted by ADP and 
inhibited by ATP. ADP accumulates in cells when energy has been consumed 
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intensively, and ATP must be replaced. Conversely, ATP accumulation means that the 
chemical processes which produce more ATP can proceed slowly. In this way a 
delicate organised balance of controlled fluctuations is maintained. Bio-chemical 
catalysts are often at the root of such biological interactions, and if the positive and 
negative feedback processes of the present model of seismicity were instead labelled 
"cross-catalysis" and "auto-inhibition" then the parallel with biological systems would 
be dear. 
Chapter 5 describes how some of the ideas developed in the two preceding chapters 
were tested using a dataset fom Brazil, which was of a very high quality, owing to the 
structural simplicity and low anelastic attenuation of the area. The dataset contained a 
number of distinct clusters of seismicity (identified by an objective cluster analysis 
using the "nearest centroid sorting" method), including two major ones which were 
examined separately. One of the clusters was dominated by three periods during which 
a number of relatively large (magnitude 2.5 or greater) earthquakes took place. These 
periods were marked by high event rates, and also by a clear negative correlation 
between the b-value and the fractal dimension of the distribution of epicenters 
(correlation coefficient of —0.53). This negative correlation was even clearer than in the 
case of the seismicity at Riverside, California described in Chapter 3. The second 
duster, however, included only a single period during which large events occurred. For 
the rest of the time the seismicity was sparse. During this period of low seismicity, 
there appeared to be a positive correlation between the b-value and the fractal 
dimension of epicenters (correlation coefficient +0.11), in contrast to the negative 
correlation suggested by observations in California and predicted by the theoretical 
model, and observed in the case of the first duster. This possible positive correlation 
over long time scales, in the absence of large events, has already been hinted at in the 
case of the Californian seismicity, but in the case of Brazil it is much clearer because 
there are periods where the data are not at all obscured by the occurrence of large 
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events. It is clear that some process not accounted for by the model is occurring over a 
long time scale and that this is related to the generation of very small earthquakes. A 
possible explanation in terms of the flow of groundwater in the area is suggested by the 
long time-scale involved. The presence of fluids is known to facilitate failure both by 
reducing the effective stress holding two surfaces in contact (promoting large-scale 
fracture), and in providing chemical species involved in stress-corrosion cracking 
mechanisms (promoting small-scale fracture). It may be hypothesised in the present 
case that the transient presence of fluids in a certain area promotes the activity of small 
(high b-value) localized (high fractal dimension) groups of events. The migration of 
fluids and the associated seismicity may be the result of the mainshock, i.e. the 
earthquakes may simply be normal aftershocks, or they may be occurring completely 
independently from the mainshocks. 
California might be imagined to be the ideal place in which to study seismicity. It 
is a tectonically active area, with a great many events occurring per year, and a long 
period of relatively homogeneous earthquake recording. It is a densely populated 
region, located in a technologically advanced country, so the incentive and means of 
studying seismicity are both very much in evidence, and the concentration of 
intellectual and material resources is unrivalled. However, in the case of the phenomena 
reported in this study, it appears that a modest deployment of equipment in an area 
which is apparently of lesser seismological interest has provided evidence of the 
negative correlation between b-value and fractal dimension which is more unequivocal 
than that collected in California, and also suggested the existence of another important 
process affecting the evolution of seismicity, whose existence could only be guessed at 
on the basis of the data from California. It seems, therefore, that these results vindicate 
the decision to devote the limited resources available to the study of a relatively 
quiescent intra-plate area. Another more practical motivation for such a study is the 
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large potential for damage caused by rare, large, events occurring in high Q continental 
crust (for example the New Madrid event in the eastern U.S.). 
Chapter 6 represents a change in emphasis from previous chapters in that it is an 
account of an attempt to make an estimate of the degree of heterogeneity in the crust 
using seismograms themselves, rather than a catalogue of earthquake epicenters and 
magnitudes. The objective was to find the frequency dependence of seismic 
attenuation, and to relate this to the fractal nature of crustal heterogeneity via a 
theoretical relationship developed by Wu and Aki [1985]. This goal was attained only 
in a limited sense, because, although the estimates of attenuation were in general 
agreement with the values estimated in other cratonic areas, they showed a high degree 
of variability, resulting from the low quality of the available data, which could not be 
accounted for in any meaningful way. An average value of 1400 for the value of Q at 
10Hz, with a standard deviation of 150 was found for western Norway, compared with 
the value of 1060 found fbr southern Norway by Kvamme and Havskov [1989]. The 
estimated fractal dimension of the distribution of scatterers in the lithosphere was very 
low, little more than 1, as compared with values of around 1.5 measured elsewhere Wu 
and Aki 119851. These values relate to the power spectrum of lithospheric 
heterogeneities. In this case, it appears that the study of seismicity in an intra-plate area 
using small earthquakes is complicated by the difficulty of obtaining good records of 
small events which occur some distance offshore in an environment strongly affected by 
current tectonic processes, related in this case to the opening of the Atlantic Ocean. 
Chapter 7 is an account of a study aimed at estimating the stress tensor in an intra-
plate area, in this case Sweden. In earlier parts of the thesis the question of the origin of 
the stress responsible for the observed seismicity was more or less ignored (with the 
exception of Chapter 5, where a part of the data, the Poço Branco events, was omitted 
from the analysis because it was believed that it was likely that a strongly 
heterogeneous stress field existed in this area). It was shown that in southern Sweden the 
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stress tensor is quite uniform, and shows a NW-SE axis of maximum compressive 
stress, as might be expected on the basis of a study of plate motions. This result was 
the same both for the whole area studied and for the Lake Vänern area. In northern 
Sweden, however, the stress tensor varies quite significantly, apparently as a result of 
the superposition of the stresses created by the recent rapid dc-glaciation of the area on 
the prevailing plate tectonic stresses. It is shown that the stress tensor averaged over 
large areas within a stable craton may still show significant variation, and that though 
present-day plate motions are of great importance in determining the state of stress, 
other, local, effects may play an important role in producing significant perturbations 
from the plate-tectonic stresses. 
8.3. Directions for future research 
8.3.1. Observations in the field and laboratory 
The impetus for much of this work has been provided by observations made in the 
laboratory concerning the importance of fracture mechanisms in the failure of samples, 
and by the similarity of the statistics of fracture in the laboratory to the statistics of 
seismicity. Hitherto, most of the available data have been concerned with the numbers 
and sizes of acoustic emissions in laboratory samples. A natural extension to this 
approach must be to attempt to couple this information with data concerning the 
spatial distribution of acoustic emission sources ("hypocenters"). This has already been 
attempted for the case of static fatigue [Hirata, Takashi and Ito 1987], but it is a field 
very much in its infancy, and which holds much promise. 
It has already been pointed out that the data gathered in Brazil were in some 
respects superior to that available from California for the purpose of this type of study 
of the basic processes of seismicity in a simple environment. It is hoped that it will be 
possible to continue to study this area in future in order to incorporate other types of 
data into a modelling study. One obvious avenue of investigation is to consider the 
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development and influence of anisotropy on the development of fractures. The shape of 
faults indicates that anisotropy is an important aspect of the process of failure, but the 
best way of incorporating anisotropy into a theoretical model is as yet unclear. 
One scale of investigation which has not been mentioned at all in this thesis relates 
to the formation of small cracks in rock on a scale of centimetres to metres. Such 
cracks are important in determining the porosity and permeability of hydrocarbon 
reservoirs, and are therefore the subject of a certain amount of interest in the oil 
industry [Heffir and Bevan, 19901. Cracks may be formed naturally over the lifetime 
of the formation, or may be produced by enhanced hydrocarbon recovery methods such 
as "hydrofracturing"—the fracturing of the rock in situ by the introduction into the 
formation of water under very high pressure. The data already collected by oil 
company researchers could therefore provide an interesting opportunity to test further 
the concepts developed on the basis of acoustic emission and earthquake data. 
8.3.2. Theoretical modelling of rock fracture 
The theoretical modelling of material failure is an immense area of study, and the 
problems of modelling the failure of rock in the brittle field are particularly acute 
because of its great heterogeneity and the non-linear nature of the failure process and the 
strong influence of pore-fluid pressure and chemistry. Common rocks may be 
composed of materials as varied as quartz and gypsum. Developing a useful theory of 
the failure of such a material is clearly not a straightforward undertaking. Nevertheless, 
it appears that some insights can be gained from an approach which completely 
neglects the fine details of a rock's structure and considers only the broader or 
statistical aspects of its properties. Two directions for future research are a) 
consolidation of the model presented in this thesis, and b) extension of the model to 
encompass a wider and more realistic range of processes. 
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The most obvious way to consolidate the model presented here is to complete the 
study of the two-dimensional model whose basic elements were described in Chapter 
3. 
The problems with completing this study, and also the more desirable extension to 
the three dimensional case incorporating anisotropy are firstly computational. 
However, with the increasing availability of highly parallel computers, it is thought 
that a large two or three dimensional model will be feasible in the medium term. 
It has been speculated in this thesis that the transition to a state of failure may be 
similar to a phase transition, and this idea is supported by the similarity between phase 
transitions and percolation phenomena, to which the two-dimensional model proposed 
here may be related. If that is correct, then it might be expected that the physical 
variables depend upon each other through power laws whose exponents are known as 
scaling exponents. In the model presented here the physical variables may include the 
b-value, as well as the elastic constants of the system. Estimation of these scaling 
exponents from computer simulations would be by no means straightforward, and 
would involve devising a relationship between physical quantities when viewed at 
successively coarser grain-size. Starting from a set of rules governing the interaction of 
elements on a small scale this would lead to a macroscopic description of the system. 
Such "renormalization group" approaches have been applied to the study of electrical 
conduction and fracture in a geophysical context by Madden [1983], and to a study of 
frictional movement on faults by Smalley, Turcotte and Sal/a [1985], and have been 
related to percolation problems [e.g. Harris, Lubensley, Holcomb and Dasgupta, 1975; 
Young and Stincbcombe, 19751, but is more commonly known from the study of 
magnetic systems [e.g. Stanley, 19711. 
The hypothesis that factors such as fluid flow may be involved in the development 
and organization of seismic activity suggests that this may be a fruitful way in which 
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the model could be extended. The flow of fluids in rock is, itself, dearly influenced 
by the geometry of fracture [Thompson. 19911, and hence the relationship between fluid 
flow and the creation of fractures is complex. Another useful modification to the 
model would be the incorporation of an anisotropic medium, which is evidently 
important since rocks generally fail along planar fracture features, rather than by 
homogeneous disaggregation [Reuschlé, Darot and Gueguen, 19891. 
It is also interesting to speculate further on the connection between models of 
seismicity and models of self-organised criticality. The "sandpile-avalanche" model 
has alread been mentioned in Chapter 4. Recent laboratory models on sandpiles have 
suggested that the simple model of Bak Tang and Wiesenftld [1987] does not fully 
account for the observed behaviour of sandpiles, and that the inertia of falling sand may 
result in a preferential production of larger avalanches [Fado and Olami, 19921. The 
resulting "frequency-magnitude" plot shows a local maximum at large magnitudes, 
reminiscent of the "characteristic earthquake" model of Schwarz and Coppersmith 
[1984], and also of some of the frequency-magnitude plots shown in this thesis (for 
example frame 2 in figure 5.19. This suggests that a further valuable extension to the 
modelling approach would be to include some sort of dynamic process, rather than 
adhering strictly to the quasi-static model which has been presented here. A further 
refinement to the self-organised cellular automaton model of Bak, Tang and Wiesenf& 
[1987] was made by Olami, Feder and Christensen [1992] who show that such a model 
can give rise to different b-values. 
The most important results of this thesis are to establish the extent to which some 
aspects of seismicity can be described in terms of fractal geometries, to chart the 
evolution of those geometries, and to present a suite of models which are successful in 
predicting some of the most important features in those geometries. Further challenges 
include not only finding new ways of making the model realistic, but also 
understanding the range of the phenomena which can be explained by the interactions of 
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the processes already introduced. This challenge of synthesis of observations from a 
number of areas of the Earth sciences with a rapidly advancing field of physics may 
appear esoteric, but it represents an opportunity to advance our understanding of a 
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