From its discovery, the low density transiting Neptune HAT-P-26b showed a 2.1σ detection drift in its spectroscopic data, while photometric data showed a weak curvature in the timing residuals that required further follow-up observations to be confirmed. To investigate this suspected variability, we observed 11 primary transits of HAT-P-26b between March, 2015 and July, 2018. For this, we used the 2.15 meter Jorge Sahade Telescope placed in San Juan, Argentina, and the 1.2 meter STELLA and the 2.5 meter Nordic Optical Telescope, both located in the Canary Islands, Spain. To add upon valuable information on the transmission spectrum of HAT-P-26b, we focused our observations in the R-band only. To contrast the observed timing variability with possible stellar activity, we carried out a photometric follow-up of the host star along three years. We carried out a global fit to the data and determined the individual mid-transit times focusing specifically on the light curves that showed complete transit coverage. Using bibliographic data corresponding to both ground and space-based facilities, plus our new characterized mid-transit times derived from parts-perthousand precise photometry, we observed indications of transit timing variations in the system, with an amplitude of ∼4 minutes and a periodicity of ∼270 epochs. The photometric and spectroscopic follow-up observations of this system will be continued in order to rule out any aliasing effects caused by poor sampling and the long-term periodicity.
Introduction
From the first exoplanets ever detected around other stars than our Sun, the most successful exoplanet detection methods have been the radial velocity (RV, such as Butler et al. 2006 ) and the transit (Charbonneau et al. 2000 , and onward) techniques. The main engine of this work, the Transit Timing Variation method (TTV), gained special relevance with the advent of the Kepler space telescope Koch et al. 2010) . For this technique, once an exoplanet is detected via the transit method, the variations of the observed mid-transit times allow the subsequent detection and/or characterization of further transiting (Carter et al. 2012 ) and non-transiting (Barros et al. 2014 ) exoplanets. The technique is sensible to planets with masses as low as an Earth mass (Agol et al. 2005) , which would be extremely challenging to detect or characterize by means of other techniques. The TTV method requires sufficiently long baseline, precise photometry, and good phase coverage. All these requireSend offprint requests to: cessen@phys.au.dk ments are satisfied by Kepler data (see e.g., Mazeh et al. 2013 , for a TTV characterization of hundreds of Kepler Objects of Interest, KOIs). As a consequence, surveys focused on TTVs from the ground have been mainly carried out photometrically following-up hot Jupiters with deep transits orbiting bright stars (e.g., Maciejewski et al. 2011; Fukui et al. 2011; von Essen et al. 2013) . Nonetheless, none of them revealed unquestionable detection of TTVs. On the contrary, TTVs in the Kepler era revealed that multiple systems are not rare at all, and that most of the planets in these multiple systems are within the Super Earth/mini Neptune regime (see Holman et al. 2010; Lissauer et al. 2011; Cochran et al. 2011 ). Thus, from Kepler results we can re-focus our observing capabilities and boost our success rate from the ground by programming photometric follow-ups of more suitable transiting systems, including the Neptune planets instead of hot Jupiter ones.
Between 2015 and 2018 our group carried out a photometric follow-up of three Neptune-sized exoplanetary systems. The observations were mainly focused around primary transits. These systems presented either "hints" of multiplicity, or showed orbital and physical parameters similar to KOIs in multiple systems with large amplitude TTVs. Here we present our efforts in the detection of TTVs in HAT-P-26b, which is one of such aforementioned systems. HAT-P-26b, a low-density Neptunemass planet transiting a K-type star, was discovered in 2011 by the HATNet consortia (Hartman et al. 2011) . Once the spectral reconnaissance was carried out, additional high-resolution spectra were acquired to better characterize the RV variations and the stellar parameters. The spectroscopic analysis revealed a chromospherically quiet star, along with a Neptune-mass planet orbiting its host star each ∼4.23 days. A combined analysis between photometric and spectroscopic data provided better constraints on the planetary mass and radius. Further analysis of spectroscopic data revealed a 2.1σ detection drift in its RVs. Nonetheless, the data were not sufficient to characterize the system's multiplicity. Furthermore, Stevenson et al. (2016) observed a weak curvature in the timing residuals of HAT-P-26b, but yet again without proper confirmation due to insufficient data. Although the ∆F = 0.53% transit depth makes the transit challenging to be observed using ground-based facilities, the observed RV drift and curvature in the timing residuals makes HAT-P-26b an interesting system for TTV studies. To confront the TTV detection with other possible sources of variability, we also carried out a photometric follow-up of the host star along three years.
Besides TTV analysis, several efforts were produced to characterize the chemical constituents of the atmosphere of HAT-P-26b. While Stevenson et al. (2016) found tentative evidence for water and a lack of potassium in transmission, Wakeford et al. (2017) measured HAT-P-26b's atmospheric heavy element content and characterized its atmosphere as primordial. The observations presented here were focused solely in the R-band. Thus, besides the TTV discovery and characterization, in this work we also provide an accurate wavelengthdependent planet-to-star radii ratio around the Johnson-Cousins R band, 635 ± 100 nm, in order to contribute with its exoatmospheric characterization.
In this work, Section 2 details our observations and specifies the data reduction techniques. Section 3 shows the steps involved in the transit analysis and the derived model parameters. Section 4 shows our results on TTVs, and we finish with a brief discussion and our conclusions in Section 5. sphere in the overall signal-to-noise ratio of our measurements circumventing telluric lines and the strong absorption of stellar light caused by Rayleigh scattering. Also, several transits allowed us to accurately characterize the planetary size within that wavelength range. To increase the photometric precision of our data all telescopes were slightly defocused (Kjeldsen & Frandsen 1992; Southworth et al. 2009 ). In consequence, values of seeing taken from science frames are not representative of the quality of the sky at both sites. Table 3 .1 shows then only intra night variability of the seeing. Exposure times were typically set between 10 and 60 seconds, and the photometric precision ranged between 1.1 and 3.7 parts-per-thousand (ppt), in all cases below the transit depth (∼5.3 ppt). Seven light curves show complete transit coverage. The rest show partial transit coverage mainly due to poor weather conditions. During each observing night we obtained a set of 15 bias and between 10 to 15 twilight sky flats. Due to low exposure times and optimum cooling of charge-coupled devices, we did not take dark frames. In the case of CASLEO data we observed using a focal reducer. This produces an unvignetted field of view of 9 arcmin of diameter, allowing the simultaneous observation of HAT-P-26 along with two reference stars of similar brightness, namely TYC 320-426-1 (V = 11.08, Høg et al. 2000) and TYC 320-1376-1 (V = 12.5, Høg et al. 2000) , also observed by STELLA. On the contrary, the size of the field of view of the NOT is about 7 arcmin 2 . Therefore, we only observed TYC 320-426-1 and fainter reference stars simultaneously to HAT-P-26.
Observations and data reduction

Transit data reduction and preparation
For details on the data reduction, we refer the reader to the description of DIP 2 OL (von Essen et al. 2018) . In brief, all the science frames were bias and flat field calibrated using the IRAF task ccdproc. Owed to the large availability of calibration frames, we corrected the science frames of a given observing night with the calibrations taken during that particular night only. To produce photometric light curves we used the IRAF task apphot. We measured fluxes inside apertures centered on the target and all available reference stars within the field of view of the telescopes. Their sizes were set as a fraction of the full-width at half-maximum (FWHM) computed and averaged per night. In particular, the apertures were set between 0.7 and 5 times the FWHM, divided into 10 equally spaced steps. For each one of the apertures we chose three different sky rings, being their widths 1, 2, and 3 times the FWHM. The inner radii of the sky ring was fixed to 5 times the FWHM.
Next, we produced differential light curves for the target and each combination of reference stars by dividing the flux of the target by the average of a given combination of fluxes from the reference stars. For each one of the light curves we computed the standard deviation of the residuals, that were obtained dividing the differential light curve by a high-degree, time-dependent polynomial that was fitted to the whole data, including in-transit points, minimizing the sum of the squares of the residuals. In particular, the degree of the polynomial was chosen to account for the shallow transit depth and most of the systematic noise. After visually inspecting all the light curves, it was chosen to be a septic degree and was fixed along all the nights. The final combination of reference stars and aperture was chosen by minimizing the standard deviation of the residual light curves. This process was performed per transit, individually. With the time set in Julian dates and the differential fluxes defined, we finally changed the magnitude of the error bars provided by the apphot Table 1 : Relevant parameters of our observations. From left to right: the date corresponding to the beginning of the local night in yyyy.mm.dd, the telescope performing the observations, the standard deviation of the residual light curves in parts-per-thousand (ppt), σ res , the number of data points per light curve, N, the average cadence in seconds, CAD, the total observing time, T tot , in hours, the airmass range, χ max,min , showing maximum and minimum values, the β factor, to quantify correlated noise, the maximum variability in pixel position, ∆pix, considering both x and y shifts, and the maximum variability in seeing, ∆s, in pixels. Both values are rounded up. Last column shows the transit coverage, TC; a description of the transit coding is detailed in the footnote of this task so that their averaged magnitude was coincident with the standard deviation of the data. Besides time, flux and errors, we also computed (x,y) centroid positions, integrated flat counts in the selected aperture around those (x,y) positions, the seeing, the airmass, and the background counts inside the selected sky ring, all of them as a function of time and for all the stars involved in the selected differential light curve.
Data reduction of the long-term monitoring of HAT-P-26
Stellar activity, and particularly stellar spots rotating with the star, can mimic transit timing variations (see Section 4.2). As part of the VAriability MOnitoring of exoplanet host Stars (VAMOS) project, we carried out a photometric follow-up of the host star, HAT-P-26, along three years. For this end we observed with the wide-field imager WIFSIP mounted at the 1.2 meter twin-telescope STELLA, located in the Canary Islands, Spain (Strassmeier et al. 2004; Weber et al. 2012) . Table 2 shows the main characteristics of the observations. The data were reduced using standard routines of ESO-MIDAS. On average, around five stars were used to construct the differential light curve. For details on the data reduction steps, we refer the reader to Mallonn et al. (2015) and Mallonn & Strassmeier (2016) .
Model parameters and transit analysis
Choice of detrending model and correlated noise treatment
To clean the data from systematics we constructed an initial detrending model, DM, with their terms represented by a linear combination of seeing, S, airmass, χ, (x,y) centroid positions of all the stars involved in the creation of the differential light curves, and their respective integrated flat counts and back- ground counts around these positions, henceforth, the detrending components:
Here, N is the total number of reference stars. N+1 includes the components of the target star, too. X i and Y i correspond to the (x,y) centroid positions, FC i to the integrated flat counts, and BG i to the background counts. The coefficients of the detrending model are a 0 , a 1 , a 2 , and d i , e i and f i , with i = 1, N+1. Besides this linear combination, we also considered time-dependent polynomials with degrees ranging from one to three. The detrending strategy is fully described in von Essen et al. (2018) . In an iterative process we defined a joint model conformed by the transit model (see Section 3.2 for details) times the detrending model. During each iteration, where we evaluated the different time-dependent polynomials and the different combinations of detrending components, we computed reduced χ 2 , the Bayesian Information Criterion (see e.g., von Essen et al. 2017, for details on its use) and the weighted standard deviation between the transit photometry and the combined model. In all these statistical indicators, the number of fitting parameters are taken into consideration. Thus, we took care that the data were not being over-fitted by an unnecessary large detrending model. After averaging the three statistical indicators, we chose as final detrending model (and thus, the final number of detrending components or the final degree for the time-dependent polynomial) the one that minimized this averaged statistic. Usually the airmass, the (x,y) centroid positions and the integrated flat counts of all the stars involved in the construction of the differential light curves were part of the chosen detrending model. For the Nordic Optical Telescope data, that counts with an excellent tracking system, a second order, time-dependent polynomial was usually sufficient to account for instrumental systematics. Once the detrending model was defined, we treated correlated noise as specified in von Essen et al. (2013) . In brief, following Carter & Winn (2009) we produced residual light curves, subtracting the primary transit model from the data (Mandel & Agol 2002) . As orbital parameters we used bibliographic values, listed in this work in the first column of Table 3 . We then divided each light curve into M bins of equal duration, each bin holding an averaged number of N data points. An averaged N accounts for nonequally spaced data points. If the data is free of correlated noise, then the noise within the the residual light curves should follow the expectation of independent random numbersσ N ,
Here, σ 1 is the sample variance of the unbinned data and σ N is the sample variance (or RMS) of the binned data:
where the mean value of the residuals per bin is given byμ i , and <μ i > is the mean value of the means. When correlated noise can not be neglected, each σ N differs by some factor β N from their expectationσ N . We computed β averaging the β N 's obtained over time bins close to the duration of HAT-P-26b's transit ingress (or, equivalently, egress), which is estimated to be ∼15 minutes. To estimate β, we used as time-bin 0.8, 0.9, 1, 1.1, and 1.2 times the duration of ingress. Finally, we enlarged the magnitude of the error bars by β (Pont et al. 2006) . On average, CASLEO data presented slightly more correlated noise (β ∼2.1) compared to the NOT (β ∼1.5). This is explained by guiding of the stars (see column eight of Table for a measurement of the amplitude of variability of the centroid position of the stars). While the NOT has a stable guiding system, CASLEO lacks of guiding and the telescope slightly tracks in the East-West direction, affecting more the quality of the photometry.
Transit fitting
With the ten light curves fully constructed, we converted the time stamps from Julian dates to Barycentric Julian dates, BJD TDB , using the web tool provided by Eastman et al. (2010) . The first step was to determine the expectation values of the model parameters of HAT-P-26b. For this end, we carried out a Markovchain Monte Carlo (MCMC) global fit, using the PyAstronomy packages (Patil et al. 2010; Jones et al. 2001 ). As transit model we used the one provided by Mandel & Agol (2002) , along with a quadratic limb-darkening law. In particular, for the Mandel & Agol (2002) transit model the fitting parameters are the inclination in degrees, i, the semi-major axis in stellar radius, a/R S , the orbital period in days, Per, the planet-to-star radii ratio, R P /R S , the mid-transit time in BJD TDB , T 0 , and the linear and quadratic limb darkening coefficients, u 1 and u 2 . The quadratic limb-darkening coefficients were taken from Claret (2000) , for the Johnson-Cousins R filter and stellar parameters closely matching the ones of HAT-P-26 (T eff = 5079 ± 88 K, [Fe/H] = -0.04 ± 0.08, and log(g) = 4.56 ± 0.06, Hartman et al. 2011 ). Thus, the values for the limb-darkening coefficients used in this work correspond to the stellar parameters T eff = 5000 K, [Fe/H] = 0 and log(g) = 4.5, and are listed in Table 3 . In this work, quadratic limb darkening coefficients are considered as fixed values. Nonetheless, to test if the adopted values for the limb darkening coefficients have an impact on the measured mid-transit times, we considered the linear and quadratic limb darkening values as fitting parameters as well. After carrying out a global fit including them in the fitting process, our posterior distributions for the parameters revealed values inconsistent with the spectral classification of the host star. Although our data present a photometric precision in the part-per-thousand level, the transit light curves are not precise enough to realistically fit for the limb darkening coefficients. Nonetheless, mid-transit times computed fitting for the limb darkening coefficients do not show a significant offset with respect to the ones computed fixing them, but slightly larger error bars.
To fit the data with our combined model, we began our analysis considering the transit parameters listed in Hartman et al. (2011) , Stevenson et al. (2016) and Wakeford et al. (2017) as starting values. The adopted values are shown in the second column of Table 3 . We chose uniform priors for the orbital period, and Gaussian priors for the semi-major axis, the inclination, and the planet-to-star radii ratio. To be conservative and avoid misleading the convergence of the fitting algorithm, as standard deviation for the Gaussian priors we chose three times the magnitude of the errors determined by the previously mentioned authors. The mid-transit time determined by Stevenson et al. (2016) has already five decimals of precision, which translates into an accuracy of ∼2 seconds. Since this precision is significantly below our data cadence, throughout this work the reference mid-transit time is consider as fixed.
Once the priors were set, we iterated the fitting process 1.5 ×10 5 times. At each MCMC step not only the transit parameters are changed, but also the detrending coefficients are computed with the previously mentioned inversion techniques. Both transit parameters and detrending coefficients are saved at each MCMC step. When the total number of iterations were reached, we burned the initial 50 000 samples. From the mean values and standard deviations of the samples we computed the expectation values of the model parameters and their corresponding errors. The same process was done to determine the best-fit detrending coefficients. Throughout this work we provide the errors of the transit parameters at 1-σ level. As a consistency check we analyzed the posterior distributions to ensure convergence of the chains. To this end, we divided the chains in three equally large fractions, we computed the model parameters for each one of the sub-chains, and we checked that they were consistent within 1-σ errors. Our best-fit values are listed in the third column of Table 3 . To avoid visual contamination, not all the values for the transit parameters derived by other authors are displayed on Table 3 . Nonetheless, the transit parameters presented in this work are in good agreement with all the bibliographic values. In particular, the value for the planet-to-star radii ratio follows the trend observed by Wakeford et al. (2017) , and not the value reported by Hartman et al. (2011) . Figure 1 shows one transit light curve and both model components isolated. Table 3 : Bibliographic and derived transit parameters of HAT-P-26b. H11 corresponds to Hartman et al. (2011) , and S16 to Stevenson et al. (2016) .
Parameter
Bibliographic values This work Per (days) 4.2345023 ± 7×10 −7 (S16) 4.23450236 ± 3×10
−8 a/R S 11.8 ± 0.6 (S16) 12.05 ± 0.13 i (
• ) 87.3 ± 0.4 (S16) 87.31 ± 0.09 R P /R S 0.0737 ± 0.0012 (H11) 0.07010 ± 0.00016 T 0 * 5304.65218 ± 2.5×10 −5 (S16) Adopted from S16 u 1 -0.5140 (fixed) u 2 -0.2180 (fixed)
Notes. T 0 * corresponds to BJD TDB -2450000. After producing a global fit to the complete data set (see Section 3.2), to characterize possible transit timing variations in the system we proceeded to fit the transits individually. Figure 2 shows the eleven transits, seven of them correspond to the JS telescope (red circles), one to STELLA (blue circles) and the remaining four to the NOT (green squares). To provide TTVs as realistic as possible, for this analysis we fitted each individual transit. However, for a better assessment of the TTVs, complete and incomplete transits are clearly differentiated.
To compute the mid-transit times of the individual light curves, rather than considering our best-fit model parameters as fixed, we used our global best-fit values and errors for the mean and standard deviation respectively for the Gaussian priors. For each individual mid-transit time we chose uniform priors. Since the determination of the individual mid-transit times requires the analysis of individual light curves, the orbital period was considered as fixed to the value derived from the global fit. This will properly propagate the uncertainties of all the transit parameters into the determination of the mid-transit times and, thus, will provide more realistic uncertainties. Equivalently to the global fit, we iterated and burned the same number of chains per light curve, and we computed the individual mid-transit times in the same fashion as specified in Section 3.2. For each light curve we also computed the transit parameters and we checked that they were consistent with the global ones, always at 1σ level. The first section of Table 4 shows the individual mid-transit times from the bibliography and their respective uncertainties, while the second section of the same table shows the mid-transit times and the uncertainties derived in this work. Notes. The two transit times from H11 are not individually measured transit times, but rather two reference times which are used in place of the period and reference epoch when simultaneously fitting all of the data, and assuming a constant linear ephemeris. Since both epochs differ, this will produce a spurious offset in the O-C diagram (see epoch zero in Figure 3 ) unrelated to TTVs.
Analysis and results
Transit timing variations
We computed the TTVs in HAT-P-26b's system by subtracting to the observed mid-transit times the ones obtained from a constant (best-fit) orbital period. The derived values can be found on Figure 3 and the lower part of Table 4 . Note that in the figure the zeroth epoch does not lie over the abscissas axis. This is due to Hours from mid-transit time (2011), Stevenson et al. (2016) , and Wakeford et al. (2017) . Black filled squares correspond to the values derived in this work considering complete transits (CT), while empty squared are those derived from incomplete transits (IT). The O-C diagram was computed using the best-fit orbital period derived in this work, specified in Table 3 . The dashed black line corresponds to our best-fit sinusoidal variability.
In the absence of any timing variations we expect no significant deviations of the derived O-C values from zero. To test the null hypothesis of O-C = 0, we used a χ 2 red test. For 20 degrees of freedom the value raises up to χ 2 red = 177, with a pvalue, P<1×10
−5 . For this, the significance level is chosen to be 1%. This simple statistical analysis, χ 2 red , and its corresponding p-value indicate that the mid-transit times of HAT-P-26b are inconsistent with a constant period. A visual inspection of HAT-P-26b's O-C diagram suggests that the TTVs are strongly dependent on the last three data points. To test these assumptions we excluded the three last epochs and re-computed our statistics. A χ 2 red = 102, P<1×10
−5 . For completeness, assuming TTVs with a sinusoidal variability we fitted to our timing residuals a simple sinusoidal function with the following expression:
where E corresponds to the epoch, A TTVs corresponds to the semi-amplitude of the timing residuals, Per TTVs to the periodicity, and φ TTVs to the phase. From our analysis, we obtain A TTVs ∼2.1 minutes, while the best-fit periodicity would correspond to around 270 epochs. This is equivalent to almost 1100 days. Comparing the semi-amplitude with the average error bars for the timings we find A TTVs ∼3× , being the averaged value of the timing errors. Our best-fit sinusoidal function is plotted in Figure 3 with a black dashed line. Mainly due to possible aliasing effects, and due to the complications that single-transiting planets with TTVs convey, we believe any analysis on the TTVs reported in this work are subject to strong speculations. More spectroscopic and photometric data are required to characterize the body causing these TTVs.
TTVs induced by stellar activity
Due to the high photometric quality provided by space-based observations such as CoRoT (Auvergne et al. 2009 ) and Kepler, stellar magnetic activity and its impact on transit light curves have been studied in great detail. Dark spots and bright feculae on the stellar photosphere move as the star rotates, producing a time-dependent variation of the stellar flux. The photometric precision we can achieve nowadays is so high, that the small imprints of occulted spots on transit data have been used to characterize stellar surface brightness profiles and spot migration and evolution (see e.g., Carter et al. 2011; Huber et al. 2010) . When transit fitting is performed, an incorrect treatment of these "bumps" can have a significant impact on the computation of planetary and stellar parameters (see e.g., Czesla et al. 2009; Lanza 2011 ).
Occulted and unocculted spots can asymmetrically modify the shape of the transit light curves, and thus affect the true locations of the mid-transit times. Actually, the deformations that stellar activity produces on primary transits have been studied in detail and pinpointed in some cases as a misleading identification of TTVs (see e.g., Rabus et al. 2009 ). For example, Maciejewski et al. (2011) found TTVs in the WASP-10 system with an amplitude of few minutes. They attributed the variability to the gravitational interaction between the transiting planet and a second body of a tenth of a Jupiter mass close to a 5:3 mean motion resonance. Although Barros et al. (2013) did not find a linear ephemeris as a statistically good fit to the mid-transit times of WASP-10b, they showed that the observed variability could be produced by, for example, spot occultation features.
To quantify stellar activity in our system and support (or overrule) our TTV detection, we carried out a photometric follow-up of HAT-P-26 along three years (see e.g., Mallonn et al. 2015; Mallonn & Strassmeier 2016, Figure 4 and our Table 2 ). The data, taken in the Johnson-Cousins B, V, and I filters, show a maximum scatter of 2.3 ppt. To search for any significant periodicity contained in the data we computed Lomb-Scargle periodograms (Lomb 1976; Scargle 1982; Zechmeister & Kürster 2009) , finding featureless periodograms within each observing season and within the whole observing run. As a consequence, the photometric follow-up of the host star seems to show no evidence of spot modulation. Nonetheless, the characterization presented in this work is as good as the data are. In other words, if spot induced modulation should exist, it would be well contained within the ∼2 ppm limit. Hartman et al. (2011) characterized the chromospheric activity of the star derived from the flux in the cores of the Ca II H and K lines, the so-called S index, S HK = 0.182 ± 0.004. Comparing this value to the relation between the S index and the stellar brightness variation found by Karoff et al. (2016) (their Figure 5) , observational evidence should place the photometric variability of HAT-P-26 to be around 1 ppt. Assuming that spot modulation around and below this limit actually exists, and that it might have an impact on the TTVs, Ioannidis et al. (2016) found that the maximum amplitude of TTVs generated by spot crossing events strongly depends, among others, by the transit duration. In the case of HAT-P-26b (∼143 minutes), TTVs caused by spots should have a maximum amplitude of ∼1 minute. This is significantly below the TTV amplitude detected in this work. Therefore, the data presented here seem to support the scenario of TTVs caused by gravitational interactions instead of modulated by the activity of the star, if any. 
TTVs caused by systematic effects
Besides stellar activity, TTVs can be caused by systematic effects not properly accounted for. This has a special relevance when low-amplitude TTVs are being reviewed. A manifestation of this effect is the derivation of underestimated error bars for the mid-transit times. While in this work we have taken special attention to the computation of uncertainties, we can only trust that the values reported by other authors have had a similar treatment. Nonetheless, as a consistency check we enlarged the error bars of all the observed mid-transit times by a factor and re-computed χ 2 red for each one of the artificially enlarged O-C diagrams. A factor of 13 was required for χ 2 red to be consistent with 1, equivalently, with no TTVs. This marginally large value seems to support our TTV detection.
Discussion and conclusions
Since its discovery, some indications of variability in both spectroscopic and photometric data pinpointed HAT-P-26b as an interesting target for additional photometric follow-up. For the last three years our group has been collecting primary transit data of part-per-thousand photometric precision, necessary to detect the shallow transits that the planet produces while crossing its host star each ∼4.23 days. In this work we have reduced all the new data in an homogeneous way, we have updated and improved the transit parameters and ephemeris, and we have detected a significant variability in the timing residuals. Furthermore, we have followed the host star along several years to characterize its activity and, if observed, its impact in the mid-transit times. However, light curves taken in three different bands along three years revealed no spot modulation within the precision limit of the data, devaluing the scenario of spot-induced TTVs. Due to the complexity of the analysis of single-transiting systems presenting TTVs, it is hard to drop any conclusions on the characteristics of the perturbing body. Nonetheless, we understand these results as relevant to motivate future photometric and spectroscopic follow-up campaigns, that will contribute to disclose the origin of the observed variability.
