Introduction
Optical filters are commonly encountered in many fiber op− tic transmission systems for the purpose of multiplexing/ demultiplexing [1] or shaping of the optical signals [2] [3] [4] [5] . In all these cases knowing exactly how the filter influences the signal is of great interest. This is especially important in high bit−rate systems (10 Gbit/s or more) exploiting directly modulated lasers, where the chirp of the laser additionally broadens the bandwidth of the signal [6] .
The performance of the optical filter may be fully de− scribed using its frequency characteristics, the transmission and the phase response. More often the group delay is used, as it is closely related to the modification of the optical sig− nal envelope. The transmission of the filter may be easily measured in the setup consisting of the optical spectrum an− alyzer (OSA) and some sort of tunable or broadband light source (e.g. tunable laser or optical noise source). However, measuring the group delay of the filter requires quite com− plicated measurement setup [7, 8] or advanced technology for optical complex spectrum analysis [9] , therefore often only filter's transmission is available for the user.
In such a case, some other means for getting information about the group delay of the filter would be highly desirable. When the construction of the filter is known, the theoretical model (e.g. based on the transmission matrices or coupled mode theory [10] ) may be used to calculate the phase, and then the group delay characteristic. This, however, is often not possible, because the details concerning the structure of the filter are not available.
The relatively simple solution is available when the opti− cal filter may be regarded as being the minimum phase (MP) system. In such a case, the Hilbert transform that relates the imaginary H Im ( ) w and real H Re ( ) w part of the frequency response H H j ( ) ( ) exp( ( )) w w fw = of any system with real, stable and casual impulse response may be applied to the logarithm of the frequency response. In this way the rela− tionship between the logarithm of the amplitude response ln( ( )) H w and the phase response f w ( ) is established in the form of known Kramers−Kronig relation [11] f w p
where PV denotes that the integral in Eq. (1) should be cal− culated as the principal value in the Cauchy sense. The group delay is then calculated as
The transfer H( ) w characteristic appearing above is de− fined for the optical field amplitude. It relates to the directly measurable power transmission T( ) w in the usual way, i.e.
It appears that some spatial symmetry is required for the optical filter to fulfil the MP condition in both transmission and reflection [12] . Structures that are asymmetric (e.g. thin−film stacks composed of more than two different me− dia) may show MP response in transmission, but generally are not MP in reflection [12, 13] .
Required symmetry is not always present in the filters being of interest for the fiber optic transmission systems. In spite of the limitations listed above the area where the Kra− mers−Kronig relation Eq. (1) may be applied is still quite wide and includes all thin−film filters (TFF) operating in both transmission and reflection and all Bragg gratings op− erating in transmission. The group delay in reflection may be calculated only for the uniform Bragg gratings, but not for apodized ones. Also filters based on Mach−Zehnder in− terferometers or waveguide routers cannot be treated using Kramers−Kronig relation.
It should be mentioned that the problem of getting the phase information from the intensity data is quite general one and has long history in the literature. Similar or closely related problems are encountered in many areas of science and technology, ranging from physics to signal processing. The Kramers−Kronig relation is routinely used for obtaining the refractive index from measured transmission character− istics [11] and for studying the refractive index change be− cause of electrical pumping of semiconductor lasers [6, 14] , or optical pumping of erbium doped fiber amplifiers [15] . Similar techniques are also used for reconstructing the phase of signals (in either temporal or spatial domains). A classical application is calculating the phase of optical wave basing on the measured reflection [16] . In processing of time series, the technique known as cepstral analysis [17, 18] is used to evaluate the phase of minimum phase signals bas− ing on its intensity. Close analogies also exist in optics where the techniques based on Hilbert transform or logarith− mic Hilbert transform are applied to solve the inverse prob− lems [19] . More recently the Hilbert transform was also applied for calculating the phase/group delay characteristics of photonic crystals [20] .
Presented paper is devoted to the practical problems emerging when applying Eq. (1) to calculate the phase/ group delay of the narrowband optical filters from a mea− sured transmission characteristic. From the measurement, H( ) w is known only in the limited frequency range and in− evitably affected by the OSA noise. This causes some errors when calculating the group delay (or phase) characteristic. The purpose of this paper is to discuss the nature of these er− rors and to determine resulting limitations. Also the formula is proposed, verified experimentally, that allows calculating the group delay with better accuracy.
Calculation of group delay
A few approaches are possible when calculating the group delay of the optical filter based on its power transmission. The most natural approach would be applying Eq. (1) to find the phase and then, by differentiation, to calculate the group delay.
The group delay may also be found in a way that is more straightforward. Direct differentiation of Eq. (1) is impossi− ble because changing the order of integration and differenti− ation leads to divergent integral. However, when the inte− gral in Eq. (1) is evaluated by parts first, the result may be differentiated next, resulting in the formula for the group delay
where (4) is interesting because it shows explicitly some important feature of the group delay. Namely, the group delay at some particular frequency point depends on all parts of the filter amplitude response where its logarithm displays nonzero slope. Because of that, it cannot generally be said that the frequency ranges where H( ) w is small do not influence the group delay. Thus, in theory, integration in the infinite frequency range is required to get exact group delay characteristic.
Because the measurement may be performed in the lim− ited frequency range only and the data are available in the discrete frequency points, exact application of Eq. (1) or Eq. (4) is impossible in practice. Therefore the infinite integrals must be approximated by the finite sums
and
The sums in Eqs. (4) and (5) are calculated in N eq− ually spaced frequency points running from w 0 to w w
where Dw is the frequency step. Because the quantities, obtained from Eqs. (5) and (6), are only some approximations of the true phase and group delay, the aster− isk is used to point this fact.
The next source of errors in calculating the group delay is the noise floor of the OSA that is used to measure the transmission of the filter. However, it is not easy to guess how big these errors could be in some particular case and what their general nature is. These problems along with some illustrative examples will be discussed in the next sections.
Effects caused by limited frequency range
Limiting the range of integration in Eq. (1) or Eq. (4) must lead to some error when calculating the group delay of the filter, because information from some parts of the amplitude characteristics will be totally omitted. It is quite difficult to give some general rule applicable for any filter but focusing our attention on the thin film interference filters (which are known to be MP in transmission [12] ) allows drawing some interesting conclusions.
In the upper part of Fig. 1 , the group delay of three−cavity TFF having FWHM about 200 pm is shown. The graph drawn with the solid line represents the exact group delay, calculated using the transmission matrix ap− proach [6] basing on known structure of the filter. Ap− proximated curves calculated in the limited frequency range by differentiating Eq. (5) depart from the exact characteristic, what is especially visible at the boundaries. However, the part of the error may be regarded as some frequency−independent offset what is visible in the lower part of Fig. 1 . As such offset does not cause distortions of the data transmitted through the filter it may be said that choosing the appropriate frequency range allows keeping the shape of the group delay curve in the pass band of the filter.
Group delay approximated in the limited frequency range from Eq. (6) displays some interesting property. The curves shown in the upper part of Fig. 2 lie much closer to the exact group delay characteristic comparing to that calcu− lated using Eq. (5). Not only the offset is lower but also the boundary effects are considerably reduced as well (see bot− tom part of Fig. 2 ). It appears that such behaviour is not some incidental feature and may be explained assuming H( ) w being monotonic outside the frequency range taken into account for calculating the group delay. The justifica− tion of this fact is presented in the Appendix.
Noise of OSA
When measuring the power transmission of the optical filter the noise of the OSA adds to the measured response masking the parts lying below OSA noise floor. The transmission calculated from the measurement may thus be regarded as being disturbed by some relative noise term n. This is defined as the OSA noise floor divided by the power of the generator used in the measurement so n is expressed in the units of dB. Exchanging H into H n 2 + in Eq. (4) and changing the symbol for the group delay affected by the noise to $ t g allows us to write
It is visible that the group delay calculated with the noise term included is composed of two parts, the first one is the true group delay and the second one is some noise−caused artifact. Evaluation of the derivative inside the integral, (dropping direct dependence on x to simplify the notation) gives 
the "1" may be dropped in the denominator of Eq. (8). This makes possible further simplification
Plugging Eq. (10) into Eq. (7) gives
what leads to discovering that for the frequency ranges where the amplitude characteristic of the filter is highly attenuating $ ( ) t w is of electronic nature and is generated in the amplifying stages directly following the photodetector. Such noise is commonly regarded as being Gaussian with zero mean value. Signal in the OSA is further processed by the logarithmic amplifier what is required to obtain a very high dynamic range. The next step of the processing is usually the analogue--to-digital conversion. In such a processing chain, the negative values of the signal are inevitably lost by clipping to zero and are represented in the logarithmic scale as some highly negative number, typically in the order of 120 dBm. Described nature of the noise in OSA was verified experimentally by registering the noise floor of the analyzer and comparing its statistics with the statistics of clipped Gaussian noise.
To gain some insight into the effects of noise when cal− culating the group delay, the upper part of Fig. 3 The natural question that arises is how to measure the power transmission of the filter to minimize the influence of the OSA noise floor on calculated group delay and get as high frequency resolution as possible? This is evident from the previous discussion that measuring the filter in too large frequency range is pointless because great part of calculated group delay would be severely corrupted by the OSA noise. Simultaneously, the frequency resolution in the usable fre− quency range is reduced as the OSA may register a limited number of data points in its scan.
Basing on Eq. (9) it may be noted that the relation be− tween T( ) w and s n influences the frequency range where the group delay may be calculated with satisfactory accu− racy. Performing simulations for different filters and differ− ent noise levels it was found that calculated group delay is practically unaffected by the noise in the frequency range where T n s is better than about 25-30 dB. This may be ob− served in Fig. 4 , where enlarged fragment of the group de− lay characteristic from Fig. 3 is plotted with marked fre− quency ranges corresponding to a few different values of T n s ratio. This is interesting to mention that the amount of noise in the "noisy" part of the group delay calculated from a mea− sured transmission characteristic depends on the number of samples used in Eq. (5) or Eq. (6). The plot presented in Fig. 3 is calculated using the record length of 1000 data points. Roughly speaking if the record length is doubled, the amount of noise also doubles (assuming the frequency range is left unchanged). The reason of such behaviour is best visible in Eq. (11) . Increasing the number of data points decreases the frequency step, which is used to approximate the derivative. Thus, the mean rate of change of the noise also increases assuming that the noise samples are inde− pendent. Fortunately, this effect appears to have almost no influence on the "noise−free" part of the group delay charac− teristic if the dynamic of the measurement is better than about 30 dB. This condition may be easily fulfilled in any real measurement.
Guidelines concerning a measurement range
In practice, both limited frequency range of the measure− ment and the OSA noise floor influence the group delay es− timated from measured transmission characteristic of the fil− ter. So, in this Sect. their joint effect is considered.
It stems from Sect. 4 that there is no need to measure the power transmission of the filter outside the frequency range where the separation to the OSA noise floor is lower than about 30 dB. However, because of the undesired boundary effects discussed in Sect. 3 some broader range is required in practice. It was found that to keep the error resulting from the boundary effect negligible, about 2.5-3 times greater fre− quency range than resulting from the OSA noise floor is re− quired when calculating the group delay by differentiating the phase obtained from Eq. (5). In contrast, when using Eq. (6) only 30-40% more is enough. An example is presented in Fig. 5 , where the errors for both methods of calculating the group delay are drawn (with the solid line) taking the frequency range 30% wider than resulting from the OSA noise floor. Also the "unbiased" errors (i.e., neglecting the frequency−independent offset) are shown in Fig. 5 with the dashed lines.
This may be observed that each method of calculating the group delay works quite well near the centre of the filter pass−band, but in the tails of Eq. (6) performs much better. Also using Eq. (6) enables about three times better fre− quency resolution because there is no need to register the tails of the transmission characteristic that are corrupted by the OSA noise. Thus, the span of the OSA (including finite number of data points) may be trimmed to measure only the noise−free part of the characteristic what allows noticing sharp details of the group delay curve with more precision.
In addition, if instead of the group delay the phase char− acteristic is required, it is better to evaluate it basing on the group delay recovered from Eq. (6) than calculate the phase directly from Eq. (5).
Experimental verification
The results of applying the concepts discussed above for calculating the group delay of standard TFF, designated for dense wavelength division multiplex (DWDM) systems with 200 GHz channel spacing, are presented below. The power transmission of the filter was measured with Photo− netics WALICS OSA using the amplified spontaneous emission (ASE) noise from the Er−doped fiber amplifier (EDFA) as the source of the signal.
Obtained response, registered in the bandwidth of 10 nm, is drawn in Fig. 6 . The part of the plot where the sep− aration to the floor resulting from OSA noise is better than about 25 dB (according to the discussion in Sect. 4) is marked with the thick line. This corresponds to the band− width equal to 3.5 nm.
The group delay calculated from the transmission mea− sured in the bandwidth of 3.5 nm is shown in the upper part of Fig. 7 . The two curves correspond to the two discussed meth− ods of calculating the group delay -one from Eq. (6), and the second by differentiating Eq. (5). To make the comparison more evident some offset was added to set the group delay in the centre of the filter pass−band to zero. It may be noted that the difference between both curves increases rapidly when in− creasing the distance from the central wavelength.
To make the experimental verification more complete the group delay of the filter was also measured to compare it with the results of the calculations based on measured filter transmission. To perform the measurement, the phase shift technique was applied 7. This method relays on measuring the phase shift between the sinusoidal signal modulating ex− ternally the tunable laser and the signal detected after pass− ing such modulated light through the filter. The wavelength of the laser is then swept across the range of interest and the phase difference is registered with the network analyzer. The group delay of the filter is simply proportional to the measured phase shift 7.
The result is presented in Fig. 7 where the measured group delay is plotted together with the one calculated ac− cording to Eq. (6) . Because on the slopes of the filter the op− tical signal is substantially attenuated, the group delay was measured in the range where the noise of the network ana− lyzer allowed interpreting the phase difference reliably. It is visible that in the entire wavelength range where the group delay was measured the difference from the curve calculated according to Eq. (6) is negligible. This may be re− garded as the proof of usefulness and accuracy of this formula.
Conclusions
Accuracy of the group delay of minimum−phase optical fil− ters calculated basing on the measured power transmission characteristic is in practice limited by finite frequency/wa− velength range where the transmission is measured and the noise floor of the optical spectrum analyzer.
There are two effects resulting from the limited record length. One is some constant offset that is usually not a problem as it affects only the propagation delay of the filter. The second one deforms the shape of the group delay char− acteristic and manifests mostly at the boundaries of the mea− surement range. The noise of the optical spectrum analyzer masks totally the parts of the calculated group delay in the frequency ranges where the separation between measured transmission and the noise floor is insufficient.
Accuracy of the group delay may be improved by using Eq. (4) [or Eq. (6) in the discrete form]. Comparing to the standard technique, relying on calculating the phase and taking the derivative, Eqs. (4) and (6) are less prone to the boundary effects. It was checked that obtaining the group delay from the phase characteristics requires about 2.5 wider frequency interval than what is required for direct cal− culation using the formulas mentioned above.
It was also checked that the results obtained using alter− native means of calculating the phase characteristic, based on so−called Wiener−Lee transform 13 or exploiting results of homomorphic signals processing 21, generally coincide with that obtained from Eq. (5). The strength of such meth− ods is in using the fast Fourier transform to speed up the cal− culations but distortions of calculated group delay are left unchanged.
Using Eq. (6) allows measuring the transmission charac− teristic of the filter only in the range where it is not cor− rupted by optical spectrum analyzer noise. This way the res− olution of calculated group delay may be improved. In addi− tion, if the phase characteristic is required (e.g. for calculat− ing the time response of the filter) it is better to evaluate it basing on the group delay recovered from Eq. (6) than obtaining directly from Eq. (5). 
