Abstract| We introduce a new recursion that reduces the complexity of training a semi-Markov model with continuous output distributions. We show that the cost of training is proportional to M 2 + D, compared to M 2 D with the standard recursion, where M is the observation vector length and D is the maximum allowed duration.
I. Introduction
In the course of our work on parallelizing HMM (hidden Markov model) algorithms 1], we have discovered a new recursion that reduces the number of vector operations in a continuous output, explicit duration HMM. Following a de nition of terms in section II, we develop the result in three stages. In section III, we demonstrate that the complexity of the forward, backward, and Viterbi algorithms is O(NKT(M 2 + D)) using known recursions, where T is the number of observations, N is the number of states, K is the average number of predecessors across all states, and M is the observation vector length. In section IV, we show that the complexity of re-estimation is O(NKTM 2 D) using a recursion given by Levinson 2] . This demonstrates that the cost of explicit duration modeling is proportional to D, and not D 2 as is often quoted in the literature 3], 4]. Finally, we introduce a new recursion in section V that lowers the complexity of re-estimation (and therefore training) from O(NKTM 2 D) to O(NKT(M 2 + D)) for continuous HMMs. This improved complexity is achieved by delaying vector operations until D scalar weights have been accumulated.
II. Terminology
We use a semi-Markov model 5], 6] where the number of observations drawn from the same density (i.e., duration) is modeled explicitly. We assume that the observations fO 1 ; ::; O T g are normally distributed, where boldface type indicates that the symbol refers to a vector. The output symbols are emitted during the transitions between states (i.e., a Mealy model) as shown in gure 1. Let K be dened as the average number of transitions to a state, where a transition exists from state i to state j if the transition probability, a i;j , is greater than zero. There are NK transitions in the model: observations are instead produced from the states (i.e., a Moore model) or the output distributions are not Gaussian. De nitions for terms used in this paper are shown in table I. Let d i;j ( ) be the probability mass function for the duration of the transition from state i to state j. We assume that the maximum duration is D. A duration of zero (i.e., a null transition) is permitted as long as a closed loop of null transitions does not occur. The equations given in this paper can be modi ed slightly to allow for zero duration. Training a hidden Markov model consists of iteratively improving an estimate of , the set of model parameters. 1 An improved estimate can be conveniently and e ciently expressed in terms of the forward and backward probabilities.
De ne t (j), the forward probability, as follows: operations since we assume that all M 2 elements of covariance matrix i;j could be non-zero. 2 The product of output probabilities can be (fa i;j g; fd i;j ( )g; f i;j g; f i;j g), the complete set of model parameters. De ne t (i), the backward probability, as follows: The complexity of calculating the backward trellis is also O(NKT(M 2 + D)), which can be seen from the similarity between the forward and backward algorithms. The Viterbi algorithm, which is used to recognize the most probable state path, is identical to the forward algorithm except that the maximumof all predecessors is taken rather than the sum. Thus the complexity of recognition is also O(NKT(M 2 + D)).
During training, the forward and backward probabilities are combined by the Baum-Welch re-estimation algorithm. The re-estimation algorithm is similar to the forward and backward algorithms, except that an additional sum is taken from 1 to D during re-estimation of the output parameters. Fortunately there are recursions available so that the cost of training is proportional to D.
IV. Complexity of Re-Estimation Using Standard Recursions
Calculating the output counts using the re-estimation algorithm is the most computationally demanding part of training. We will show that the complexity of this task is linear in the maximum allowed duration, using a recursion given by Levinson 2 ].
An improved estimate of the mean for transition i ! j can be found in terms of the forward and backward prob- = t? (i)a i;j d i;j ( ) t (j)U t;i;j ( ) The term P t;i;j ( ) is the joint probability that the process generates O 1 through O T , leaves state i at time t ? , and arrives in the next state, j, at time t, given the model . Summing P t;i;j ( ) over t yields the probability of all state sequences that produce the observation sequence and for which transition i ! j occurs with duration .
Consider the complexity of the numerator,^ num i;j , in (2):
where
The V t ( ) terms can be e ciently precalculated using the following recursion for each t: 
Note that since 
where W t;i;j (s) = min(D;t) X =s P t;i;j ( ) = min(D;t) X =s t? (i)a i;j d i;j ( ) t (j)U t;i;j ( ) The partial products, U t;i;j ( ); = 1; ::; min(D; t), can be calculated recursively with the same recursion used in section IV. Later in this section, we will provide a new recursion that reduces the complexity of calculating the scalar weights, W t;i;j (s); s = 1; ::; min(D; t). With the use of these two recursions, we will show that re-estimation is linear in D. Although the method given in section IV is also linear in D, the recursions given in this section have the advantage of using fewer vector operations. We will show that the new method is proportional to M 2 + D, compared to M 2 D for the previous method.
The summations in 6 can be visualized as an array, where each cell is a contribution to be included in the new estimate of the mean. This array is shown in gure 2. Since each observation vector is multiplied by D di erent scalar weights, greater e ciency can be achieved by collecting all the scalars together before vector math is used. This can be accomplished by summing along the diagonals of the array shown in gure 2. To see this, we rst switch the order of summation: The cells to the left of the bold diagonal correspond to the rst part of (7); the cells to the right correspond to the second half of (7). 
Both time and space e ciency can be improved by combining re-estimation with the forward algorithm. 4 In this case, the rst T ?D +1 observation vectors will be processed at the end of the forward loop. An additional loop is needed to take into account the last D?1 observation vectors. Figure 2 shows the division of labor suggested by (7). Assuming that the backward probabilities have already been calculated, consider the following four steps for each iteration of the forward loop:
1. As before, use (1) to recursively calculate U t;i;j ( ); = 1; ::; min(D; t). These terms are the partial products of output probabilities that form a part of the scalar weights, W t;i;j (s). This step requires O(M 2 + D) operations. (M 2 + D) ).
The maximumallowed duration need not be the same for each transition. Using a transition-dependent maximum duration, D i;j , results in complexity O(NKT (M 2 +D avg ) ), where D avg is the average value of D i;j over all i; j. For example, we choose D i;j as the smallest integer such that P Di;j =1 d i;j ( ) 1 ? , where = 0.01 in our implementation. To accommodate durations longer than D i;j , we combine implicit and explicit duration models in sequence.
We essentially add a tail to the duration probability mass function (pmf) by xing the self transition probability at a small xed constant. The result is that the overall duration pmf is the convolution of d i;j with a spike-like geometric pmf.
The improved time complexity comes at the cost of increased space complexity. However, if we assume that reestimation has been combined with the forward algorithm, then the memory needed to store the intermediate variables can be greatly reduced. Since there are only D values of t for which W sum t;i;j must be saved, a circular bu er (e.g., using the mod function) of size NKD is needed. This bu er is the same size as the bu er that holds the duration probabilities, d i;j ( ). Also, it may not be necessary to simultaneously allocate W sum t;i;j for all combinations of i and j. It is common in practice to train using a sentence model which is a concatenation of word or phone models. In this case, the number of active output distributions is much smaller than the number of output distributions in the complete model. Also, it is not necessary to save the W t;i;j (s)'s if the W sum t;i;j 's are accumulated in a di erent way. Consider the following replacement to step 3: 3 0 . Update the weights for the D most recent observations in O(D) operations. 5 W sum t?r+1;i;j = W sum t?r+1;i;j + W t;i;j (r) for r = 1; ::; min(D; t) Note that U t;i;j ( ); = 1; ::; min(D; t) and W t;i;j (r); r = 1; ::; min(D; t) are temporary variables that can be overwritten after the W sum t;i;j 's have been updated using step 3 0 . Thus, U t;i;j ( ) can be replaced by U( ) and W t;i;j (r) can be replaced by W(r), requiring negligible space (both bu ers are of size D).
VI. Conclusion
We have pointed out that explicit duration modeling has complexity that is linear rather than squared in D, the maximum duration. We have also o ered a new recursion that reduces the complexity of training from O(NKTM 2 D) to O(NKT(M 2 + D)).
Tables II and III compare the number of operations for the two methods of re-estimating the covariance matrices. Both tables assume that the forward and backward probabilities have already been calculated. 6 The symmetry of the matrices has been invoked to reduce the number of matrix operations by approximately a factor of two. 
