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Resum Sovint ens trobem davant de desigualtats matricials lineals (LMIs) on les
matrius involucrades prenen valors complexos. E´s ben conegut que tota LMI complexa
es pot reduir a una LMI real. En aquest treball establim les propietats que permeten
fer el proce´s de reduccio´ de LMI complexa a LMI real de manera el me´s simplificada
possible.
1 Introduccio´
Una de les eines me´s potents en teoria de sistemes i control so´n les desigualtats matrici-
als lineals (LMIs), per a les quals existeixen algorismes de gran eficie`ncia computacional
[8, 9]. Aquests algorismes so´n va`lids per a LMIs amb valors reals, on les matrius invo-
lucrades so´n totes reals, i estan implementats en diversos programaris com MATLAB
[1] o Scilab [4]. No obstant, en molts problemes ens trobem davant de LMIs on les
matrius involucrades so´n amb coeficients complexos (veure per exemple [3, 5, 6, 7]). E´s
ben conegut que tota LMI complexa es pot reduir a una LMI real, per tant el fet de
topar amb una LMI complexa no suposa cap inconvenient almenys des d’un punt de
vista teo`ric.
A la pra`ctica, a l’hora d’introduir la LMI real que correspon a una LMI complexa en un
programari com els mencionats anteriorment, cal fer algunes manipulacions algebrai-
ques a la LMI real que suposen una dificultat addicional per a l’usuari. En el MATLAB
Robust Control Toolbox [1] es presenten algunes indicacions que simplifiquen conside-
rablement les manipulacions algebraiques sobre la LMI real, pero` de forma bastant
difusa i sense refere`ncies bibliogra`fiques.
L’objectiu d’aquest treball e´s establir les propietats que subjeuen darrere de les indi-
1
cacions de [1] i que permeten fer la reduccio´ de LMI complexa a LMI real de manera
eficient. Tot i tractar-se de propietats elementals, hem cregut convenient ajuntar-les
en un text amb l’a`nim de ser d’utilitat a l’hora d’introduir una LMI real associada a
una LMI complexa en un programari. A la Seccio´ 2 presentem la definicio´ i alguns
exemples de LMIs complexes. La reduccio´ del cas complex al cas real esta` contingut a
la Seccio´ 3, amb les propietats me´s rellevants que permeten fer la reduccio´ de manera
eficient.
Notacio´ Per Mm×n denotem les matrius de mida m × n amb coeficients complexos.
In i 0m×n so´n, respectivament, la matriu identitat d’ordre n i la matriu zero de mida
m×n. Hn so´n les matrius hermitianes d’ordre n, e´s a dir Hn = {A ∈Mn×n | A∗ = A},
on A∗ = AT denota trasposta conjugada. Per a dues matrius hermitianes A,B ∈
Hn, escriurem A > B o A ≥ B per indicar que A − B e´s definida positiva o semi-
definida positiva, respectivament. Per abreujar, tractarem els dos tipus de desigualtat




notacio´ que s’ha de llegir com A > B (resp. A ≥ B). La lletra j la reservem per al
nombre complex j =
√−1. Finalment, Mm×n(R) denoten les matrius de mida m× n
amb coeficients reals i Sn(R) i An(R) so´n les matrius reals sime`triques i anti-sime`triques
d’ordre n, respectivament.
2 Desigualtats matricials lineals amb valors complexos
Definicio´ 1 Una desigualtat matricial lineal amb valors complexos (LMI complexa, en







on H0, . . . ,Hk ∈ Hn so´n matrius hermitianes conegudes i x1, . . . , xk ∈ R so´n les vari-
ables de la LMI.
Comentari 2 La u´nica difere`ncia amb una LMI real e´s que en una LMI real les ma-
trius H0, . . . ,Hk so´n de Sn(R).
L’aplicacio´ F : Rk → Hn definida com F (x) = H0 +
∑k
i=1 xiHi, x = (x1, . . . , xk), e´s
af´ı entre els R-espais vectorials Rk i Hn. Recordem que una aplicacio´ F : V → H entre
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dos R-espais vectorials V i H, e´s una aplicacio´ R-af´ı si existeix una aplicacio´ R-lineal
L : V → H de manera que F (v) = F (0) + L(v) per a v ∈ V.





F : V → Hn
e´s una aplicacio´ R-af´ı entre un R-espai vectorial V de dimensio´ k < ∞ i el R-espai
vectorial de les matrius hermitianes d’ordre n, n <∞.


















Per tant, tota LMI complexa abstracta es redueix a una LMI complexa en forma es-
tandard.















z = (z1, . . . , zm) ∈ Cm, A0, . . . , Am ∈Mn×n,
e´s una LMI complexa abstracta. En efecte, l’aplicacio´ F : Cm → Hn definida per








i e´s R-af´ı. Fent servir la base de Cm formada
pels vectors {ei}1≤i≤m ∪ {jei}1≤i≤m, on ei te´ un 1 a la posicio´ i i zeros en les altres











yij(Ai −A∗i ) >
(≥)
0,
amb x1, . . . , xm, y1, . . . , ym ∈ R. Aqu´ı, xi i yi representen les parts real i imagina`ria del
nombre complex zi, 1 ≤ i ≤ m.
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Exemple 5 Les desigualtats matricials[
AX +XA∗ +BY + Y ∗B∗ + ηBwB∗w (CX +DY )∗
CX +DY −Id
]
< 0, X > 0, η > 0, (3)
on A ∈ Mn×n, B ∈ Mn×m, Bw ∈ Mn×p, C ∈ Md×n, D ∈ Md×m so´n matrius
constants i les variables so´n X,Y i η amb X ∈ Hn, Y ∈ Mm×n, η ∈ R, so´n una LMI
complexa abstracta. En efecte, l’aplicacio´
F : Hn ×Mm×n × R −→ H2n+d+1
definida per










(X,Y, η) ∈ Hn ×Mm×n × R,
esta` ben definida i e´s R-af´ı, per tant les desigualtats de (3) so´n una LMI. L’aplicacio´
lineal associada a F e´s










Prenent bases naturals de cada espai











a R : {1}
on Ers i E˜rs denoten matrius amb un 1 a la fila r i columna s, i zeros en les altres
posicions, obtenim una base de Hn×Mm×n×R que do´na lloc a la representacio´ de la































H0 = F (0n×n, 0m×n, 0),
H1r = L(Err, 0m×n, 0), 1 ≤ r ≤ n,
H2rs = L(Ers + Esr, 0m×n, 0), 1 ≤ r < s ≤ n,
...
H6 = L(0n×n, 0m×n, 1).
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Comentari 6 La LMI (3) esta` ı´ntimament lligada amb el Bounded Real Lemma [2]
quan es volen dissenyar control.ladors H∞ amb realimentacio´ d’estat esta`tics (state-
feedback) per al sistema lineal{
x˙(t) = Ax(t) +Bu(t) +Bww(t)
z(t) = Cx(t) +Du(t).
3 Reduccio´ de desigualtats matricials complexes a desi-
gualtats matricials reals
El resultat segu¨ent estableix que tota desigualtat matricial complexa es redueix a una
desigualtat matricial real amb dimensions superiors, i es pot trobar enunciat en una
gran varietat de treballs que involucren LMIs complexes [3, 5, 6, 7].








La matriu A e´s hermitiana si i nome´s si la matriu Â e´s sime`trica, i en aquest cas
A >
(≥)




A = A∗ ⇔ (U + jV ) = (U + jV )∗ ⇔ U + jV = UT − jV T ⇔ U = UT i V = −V T ,










, e´s a dir
Â = (Â)T . Aixo` demostra la primera part de l’enunciat. La segona part prove´ del fet
que per a un vector z = x+ jy ∈ Cn amb x, y reals es compleix
z∗Az = (xT − jyT )(U + jV )(x+ jy)
= xTUx+ yTUy − xTV y + yTV x+ j (xTV x+ yTV y + xTUy − yTUx) .
Com que xTV x = yTV y = 0 en ser V anti-sime`trica, i xTUy = yTUx en ser U
sime`trica, resulta












d’on s’obte´ immediatament que A >
(≥)




Comentari 8 Com a consequ¨e`ncia de la Proposicio´ 7, la part real d’una matriu her-
mitiana sempre e´s sime`trica, (semi-)definida positiva si la matriu original ho e´s. Per
altra banda, la part imagina`ria d’una matriu hermitiana e´s sempre una matriu anti-
sime`trica.
En general, per a una matriu A ∈ Mm×n, no necessa`riament quadrada, denotem Â la







Proposicio´ 9 Es compleixen les propietats segu¨ents, va`lides per a matrius A i B amb
mides apropiades i t ∈ R:
(a) t̂A = tÂ, Â+B = Â+ B̂, În = I2n, Â∗ = (Â)T ,





per a r ≥ 1,
Demostracio´. La demostracio´ s’obte´ amb manipulacions algebraiques elementals i la
ometem. 2




on F : V → Hn e´s una aplicacio´ R-af´ı. Tenint en compte que la funcio´ ̂ : Hn → S2n(R)
esta` ben definida (pren valors a S2n(R)) i e´s R-lineal en virtut de l’apartat (a) de la
Proposicio´ 9, obtenim per composicio´ una aplicacio´ R-af´ı F̂ = ̂◦F , i per la Proposicio´ 7
la LMI complexa (4) equival a la LMI real
F̂ (v) =
[
Re(F (v)) −Im(F (v))












amb H0, . . . ,Hk ∈ Hn, aplicant directament la Proposicio´ 7 i les propietats de linealitat








A continuacio´ generalitzem la Proposicio´ 7 a matrius definides per blocs. La Propo-





A11 A12 · · · A1p





Ap1 Ap2 · · · App

una matriu quadrada de mida n× n amb blocs Ars, 1 ≤ r ≤ p, 1 ≤ s ≤ p, tals que Arr
e´s quadrada per a tot 1 ≤ r ≤ p. Sigui Ω(A) la matriu
Ω(A) =

Â11 Â12 · · · Â1p





Âp1 Âp2 · · · Âpp
 .
Aleshores A e´s hermitiana si i nome´s si Ω(A) e´s sime`trica, i en aquest cas A >
(≥)
0 si i
nome´s si Ω(A) >
(≥)
0.
Demostracio´. Els blocs Ars, 1 ≤ r ≤ p, 1 ≤ s ≤ p, tenen mides nr × ns, on els
nombres nr, 1 ≤ r ≤ p, so´n tals que n =
∑p
r=1 nr. Sigui Ars = Urs + jVrs amb









U11 U12 · · · U1p





Up1 Up2 · · · Upp
 , V =

V11 V12 · · · V1p












, 1 ≤ r ≤ p, 1 ≤ s ≤ p.
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on Gr, 1 ≤ r ≤ p, e´s la matriu
Gr =
[
0nr×n1 · · · 0nr×nr−1 Inr 0nr×nr+1 · · · 0nr×np
]
∈Mnr×n(R).
Tenint en compte (5), e´s immediat veure que es compleix la identitat
QÂQT = Ω(A),
de manera que Â i Ω(A) so´n matrius conjugades. En particular, Â e´s sime`trica si
i nome´s si Ω(A) ho e´s, i Â >
(≥)
0 si i nome´s si Ω(A) >
(≥)
0. Finalment, aplicant la
Proposicio´ 7 obtenim la resta de la demostracio´ i ja hem acabat. 2
Exemple 12 Com a exemple d’aplicacio´ de la Proposicio´ 9 i la Proposicio´ 11 con-
siderem la LMI de l’Exemple 5. Les desigualtats matricials (3) equivalen a la LMI
realÂX̂ + X̂ÂT + B̂Ŷ + Ŷ T B̂T + ηB̂TwB̂w (ĈX̂ + D̂Ŷ )T
ĈX̂ + D̂Ŷ −I2d
 < 0, X̂ > 0, η > 0, (6)












Les variables de la LMI (6) so´n les matrius
X1 ∈ Sn(R), X2 ∈ An(R), Y1 ∈Mm×n(R), Y2 ∈Mm×n(R), (8)
(que representen les parts real i ima`ginaria de les matrius originals X i Y ), juntament



















Comentari 13 Introdu¨ınt (7) i (9) en la LMI (6) i efectuant les operacions matricials
corresponents, es pot obtenir una representacio´ expl´ıcita i simplificada de la LMI (6)
en termes de les variables X1, X2, Y1, Y2 i η. No obstant, a l’hora de treballar amb el
MATLAB Robust Control Toolbox [1], podem considerar que les variables de la LMI (6)
so´n l’escalar η i les matrius X̂ i Ŷ , definint aquestes darreres matrius com a variables
LMI tipus 3 que representen matrius gene`riques amb una estructura predefinida. En el
nostre cas, utilitzem l’estructura de (7) i (8). Un cop aixo`, s’introdueix la LMI tal com
esta` en (6), sense necessitat d’efectuar cap operacio´ matricial per part nostra.
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