INTRODUCTION
In this paper we are concerned with the solutions of the quasilinear elliptic equation In recent years, the existence of positive entire solutions of ( 1.1) has been studied under various structure hypotheses for L and f by many authors (see, e.g., [ 1-8, l&15, 17-22, 241 for any R>O. In what follows we use the functions p* and rc* defined by is bounded and integrable in (R, a~ ) for some R>O In the following theorem we show that, regardless of the value of i # 0, Eq. ( 1.1) possesses nonconstant positive entire solutions which are bounded and bounded away from zero in RN. For this result we need hypothesis (Fj) instead of (F4).
(F,) There exists a locally Holder continuous function F defined in [l, co)x [0, co) [0, co) such that F(r,u,v) is positive in [l, co)x (0, co) (0, co), is nondecreasing in u and v for fixed r E [ 1, co ), and satisfies
, and (F,) are satisfied and f(x, u, 0) = 0 for (x, u) E RN x [0, co). Zf moreover for any constant k>O I ,= p,(r) F(r, k l/p,(r)) dr < 00, (2.3) then, for every A # 0, (1.1) has infinitely many nonconstant positive entire solutions which are bounded and bounded away from zero in RN.
Our next objective is to establish the existence of unbounded positive entire solutions of (1.1). To this end the following hypothesis (L4) on L is assumed instead of (L3). for some R>O. In the following theorem, p* is as in (2.1) with B, in (Lq), and l7, IS defined by n*crr=pwP*(S) for Y> 1. 
For the definition of a supersolution and a subsolution we refer to [S; p. 1951 (cf. [ 161 and [ 191) . Lemma 1 is proved by essentially the same method as in [ 19; Theorem 3.41 . so the proof is omitted (see also [ l] . [16] , and [20] ). for r>R,, (3.5) and that 0 d y(r), /y'(r)1 d Ji, y'(r) > 0 for r > R,,, we obtain
and LV(x) = 0 = Ajjx, V(x), DV(x)) for 1~) CR,.
To construct a supersolution of (1.1) we put
where c "*(r) = minlJ, =r c,(.u)/A(s). Then, we can choose a constant i., > 0 such that for any 2. E (0, A,) the following inequalities hold: for r>2R 0, i( + co) is finite by (L,), then (3.8) holds provided that A is small enough. Next we have
where cp is defined by the last equality. In order to prove (3.9) it is enough to show that q(r) > 0, r > R,, for sufficiently small j, > 0. Since c*(r) > 0 in [R,, 2R,] by (F4), we see that if i > 0 is small enough, then From this, (3.1) and the fact that z(r)ad2 2 d, >J0, r>O, it follows that W(x) = z( 1x1) satisfies
for s E RN. Then, by a similar argument to (3.6) we see that W(x) = Z( /xl), x E RN, satisfies ~~~~~=~~~~~~"~l~l~+~*~l~l~~'~l~l~~
and LW(x) = 0 = %$(.u, W(X), DW'(x)) for 1~1 CR,. This implies that W is a supersolution of (1.1). Next. put (3.13) and define
for r3 R,.
Then, we see that YE C'[O, cc), Y'(r)<0 for r>O and
Furthermore (3.12) and (3.13) imply that
Hence, arguing as in (3.11), we see that V(.u) = Y( 1.~1 ), XE R'%, is a subsolution of (1. is the desired solution of (3.14).
Next we consider the case 0 < y + 6 < 1. We assert that if c(x) d 0 in RN, then for every I > 0 there exists a nonconstant positive solution U, of (3.14) such that lim ,XI _ oG u,(x) = 1. In fact, let u be a nonconstant positive solution of (3.14) obtained just above, and denote by 1, the limit of u as 1x1 + 00. Since Lu(x)60 in RN, lim,,, +=, U(X) = I,, and U(X) f I,, the maximum principle implies that U(X) > I, in RN. It is easy to show that if I> I, (resp. if O< 1~ lo), then the functions V(x) = U(X) + l-1, (resp. V(x) = lu(x)/lO) and W(x) = Zu(x)/l, (resp. W(x) = U(X) + I-I,), are a subsolution and a supersolution of (3.14), respectively, and satisfy I < V(x) 6 W(x), x E RN, lim,,, _ z V(x) = lim,,, _ 53 W(x) = 1. Therefore, in view of Lemma 1, (3.14) has a positive entire solution U,(X) lying between V(x) and W(x) for every XE RN. It is obvious that lim,,, _ oc' U(X) = 1. Furthermore, since z+(x) 2 V(x) > 1 in RN, U, is a nonconstant solution of (3.14).
In the case c(x) B 0, let u and I, be as in the above proof. This time the maximum principle implies that u(x) < l,, x E RN. Put now 1, = 1, -inf{u(x) : .Y E RN} and put W) = wxw,, W(x)=u(x)+I-I, for x~R~,ifl>l,,,
for xERN,iflO>l>I*.
Then, I/ and W are a subsolution and a supersolution of (3.14), respectively, such that V(x) 6 W(x) in RN. Therefore, we obtain a solution of (3.14) which tends to 1 as (xl + co.
Remark 2. By the above proof, if c(x) < 0, x E RN, then the constant I, in Corollary 1 can be taken to be 1, = 0. To construct a subsolution of (1.1) as a radially symmetric function, we solve the following initial value problem for the ordinary differential equation:
(p*(r) .v')'= p*(r) or, .I: l/P*(r)),'% r>R,, (3.18) .v(R,) = x, f(R,)=O. To prove that @ Y is relatively compact in C[ R, , cc ), it suffices to show that @Y is uniformly bounded and equicontinuous at every point in [R,, co ). The uniform boundedness is obvious and the equicontinuity follows from (3.1) and the inequality P,(S) Fb, 24 Therefore Lemma 1 guarantees the existence of a solution u of ( 1.1 ) with 3. = 1 such that P'(.u) 6 U(X) < W(X), XE R". This u is obviously a nonconstant function in RN. Since a >J, is arbitrary, infinitely many such solutions of ( 1.1) exist.
(ii) T/re ruse i. = -1: Take for Y > R,. Note that without loss of generality we may assume that R, < 4. Let CI be a constant such that 0 < c( 6 min{ 1, k/2), where k is as in (2.7). Let a0 be as in (L,) and, for R> 1, define
We take a constant k, such that p,(r) < p*(r) < k, p,(r) for r > 1. The existence of such a k, is guaranteed by (2.4). Since Z7,( R) --f co and &f(2a, R) + 0 as R + CC by (2.5) and (2.7), respectively, we can find an R, such that RI > max{ 1, 2Ro}, ZZ,(R,) 3 .7) in which p* is defined by (3.21) . Then, by the same method as in the proof of Theorem 2, it can be checked that V and W are, respectively, a subsolution and a supersolution of (1.1) with i = 1. Furthermore, the relation V(X) < W(x) in RN follows from (3.22) . Therefore by Lemma 1 we obtain a solution U(X) of ( 
