In this paper, a pair of mixed type symmetric dual multiobjective variational problems containing support functions is formulated. This mixed formulation unifies two existing pairs Wolfe and Mond-Weir type symmetric dual multiobjective variational problems containing support functions. For this pair of mixed type nondifferentiable multiobjective variational problems, various duality theorems are established under convexity-concavity and pseudoconvexity-pseudoconcavity of certain combination of functionals appearing in the formulation. A self duality theorem under additional assumptions on the kernel functions that occur in the problems is validated. A pair of mixed type nondifferentiable multiobjective variational problem with natural boundary values is also formulated to investigate various duality theorems. It is also pointed that our duality theorems can be viewed as dynamic generalizations of the corresponding (static) symmetric and self duality of multiobjective nonlinear programming with support functions.
INTRODUCTION
Following Dorn (1960) , symmetric duality results in mathematical programming have been derived by a number of authors, notably, Dantzig et al. (1965) , Mond (1965) , Bazaraa and Goode (1973) . In these researches, the authors have studied symmetric duality under the hypothesis of convexity-concavity of the kernel function involved. Mond and Cottle (1966) presented self duality for the problems of (1965) by assuming skew symmetric of the kernel function. Later Mond and Weir (1981) formulated a different pair of symmetric dual nonlinear program with a view to generalize convexity-concavity of the kernel function to pseudoconvexity-pseudoconcavity.
Symmetric duality for variational problems was first introduced by Mond and Hanson (1967) Bector et al. (1984) presented a different pair of symmetric dual variational problems in order to suppress the requirement of convexity-concavity with that of pseudoconvexity-pseudoconcavity while Chandra and Husain (1989) gave a fractional analogue. Bector and Husain (1992) probably were the first to study duality for multiobjective variational problems under appropriate convexity assumptions. Subsequently, Gulati et al. (1997) presented two distinct pairs of symmetric dual multiobjective variational problems and established various duality results under appropriate invexity requirements. In this reference, self duality theorem is also given under skew symmetric of the integrand of the objective functional. Husain and Jabeen (2004) formulated a pair of mixed type symmetric dual variational problem in order to unify the Wolfe and MondWeir symmetric dual pairs of variational problems studied by Gulati et al. (1997) .
The purpose of this research is to unify the formulations of the pairs of Wolfe and Mond-Weir type symmetric dual multiobjective variational problems involving support functions recently treated by Husain and Rumana (2009) and study symmetric and self duality for these pairs of nondifferentiable variational problem under appropriate assumptions. Our duality results reported in this research extends the results of Husain and Rumana (2009) to nondifferentiable setting by introducing support functions.
The support functions which appear in the problems of facility location and related problems of decision theory are quite significant functions amongst well known nondifferentiable convex functions. The dual problems presented in this research are quite hard to solve. So to expect any immediate application of these problems would be quite early. Unfortunately, there has not always been sufficient flow between the researchers in the multiple criteria decision making and the researchers applying it to their problems. Of course, one can find optimal control applications in varieties of contexts which reflect the utility of our models. It is also indicated that our results can be viewed as dynamic generalizations of corresponding (static) symmetric duality results of multiobjective nonlinear programming with support functions.
NOTATIONS AND PRELIMINARIES
The following notation will be used for vectors in n R .
, , 1, 2, , . 1  2  1  2 , , , , , , , 
, , 
In order to establish our main results, the following concepts are needed.
Definition 1 (Support function)
Let K be a compact set in n R , then the support function of K is defined by: 
, .
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For any set n R Γ ⊂ , the normal cone to Γ at a point ( )
x t ∈ Γ is defined by:
It can be verified that for a compact convex set K, 
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Definition 2 (Skew symmetric function)
The function : 
t x t x t y t y t h t y t y t x t x t t I = − ∈
where x and y ( piecewise smooth are on I ) are of the same dimension. Now consider the following multiobjective variational problem (VPo):
I F t x x dt
Subject to:
Definition 3 (Efficient solution)
A feasible solution x is efficient for (VPo) if there exists no other feasible x for (VP) such that for some { } F t x x dt F t x x dt < for all j P ∈ , j i ≠ . (   1  1  2  1  2  1  2  1  2  1  2 , , , , , , , , , , , , ,
STATEMENT OF THE PROBLEMS
For { } 1, 2, , N n = and { } 1, 2, , M m = , let 1 1 2 1 , , \ J N L M J N J ⊂ ⊂ = and 2 1 \ L M L = . Let 1 J denote
I
H t x x y y x x y y z z λ ( ) )   1  2  1  2  1  2  1  2  1  2 , , , , , , , , , , , 
where, ( 
t x x v v dt f t u u v v dt x t u t f t u u v v x t u t f t u u v v dt x t u t f t u u v v Df t u u v v dt x t u t f t u u v v
Using (1) and (9), this yields,
Also by concavity of
have: 
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which by using (2) and (10), gives:
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Multiplying this by i λ and summing over i , 1, 2,..,
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Using (3), (6), (11) and (14), we get, 
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From (12) together with (6) and (13), we have: 
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This yields,
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Theorem 2 (Strong duality)
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Postmultiplying (25) 
Multiplying (40) i λ and then using (29) and (30) 
By subtraction of (42) and (43) and then using (29) and (30), we have: 
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From this, in view of the hypothesis (C 2 ), we have,
From (46) and (26), (45) and (46), we have:
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Recasting the dual problem (Mix SD) as a minimization problem and using the previous relations, we have, 
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