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Abstract-Numerical differentiation formulas that yield consistent least squares parameter estimates from sampled observations of linear, time invariant higher order systems have been introduced previously by Duncan et al. The formulas given by Duncan et al. have the same limiting system of equations as in the continuous time case. The formula presented in this note can be characterized as preserving asymptotically a partial integration rule. It leads to limiting equations for the parameter estimates that are different from the continuous case, but they again imply consistency. The numerical differentiation formulas given here can be used for an arbitrary linear system, which is not the case in the previous paper by Duncan et al.
I. INTRODUCTION
In a previous paper by the authors [2] , the following parameter estimation problem in linear stochastic differential equations is considered. Let (X(t); t 0) be an n-dimensional process satisfying 
where (U (t); t 0) is a nonanticipative input process, (W (t); t 0) is an n-dimensional Wiener process with the local variance matrix h; = ( The least squares estimation of 0 from the observation of
is determined by minimizing the formal quadratic functional
where L is a positive semidefinite matrix. Prime denotes the transposition of vectors and matrices. The undefined term
. By minimizing (3), the following family of equations for the least squares estimate 3 (T ) = ( 31 (T ); 111; 3p (T )) of 0 is obtained:
It is assumed in [2] that discrete observations of (X(t); t 2 [0; T]) and (U (t); t 2 [0; T]) with the uniform sampling interval > 0 are only available yielding the observed random variables X m; = X(m); U m; = U(m); m= 0; 11 1; N + n:
The notation U is used to include the case when the product g()U(t) depends only on some coordinates of U. It is assumed that all of these coordinates are observed.
To approximate (4) using only random variables in (5), a substitution for the derivatives X 
is satisfied. In this expression lim N!1N denotes the limit in probability, which under appropriate hypotheses is a nonrandom quantity.
In [4] and [6] it is noted that the forward and backward Euler approximations cannot be used, but it is shown how to modify the approximation for the highest derivative to satisfy (7). In [6] a specific approximation of the delta operator is given for the sampled data. It is shown in [1] for n = 2 and in [2] for n 2 that (7) does not hold unless a correction term is introduced into the equations for N or unless (6) is modified. A numerical differentiation formula that determines estimates satisfying (7) is given. In this note, a different method is given for the numerical evaluation of (4) that satisfies (7). The method is based only on the random variables (5) and it employs together with (6) the backward differences 
While the method in [2] estimated the difference from the case of continuous observations, the method presented here exploits the infinitesimal properties of the covariance function of the process. The method is more general in the sense that it applies to the case when the differentiation is subjected to white noise. This generalization has the following motivation. It is known (see, e.g., [3] ) that a stationary Gaussian process (X(t); t 2 ) with the spectral density
can be represented as a solution of the stochastic differential equation
where (W (t); t 0) is a standard Wiener process. Equation (9) is a particular case of (1). More generally, a Gaussian process with a rational spectral density
satisfies (9) 
Thus, it is important to consider the following generalization of (1), (2) 
II. PARAMETER ESTIMATION
Assume that (1) and (10) are satisfied with = 0 , and let the q-dimensional process (U (t); t 0) be the solution of the linear stochastic differential equation
where c is a constant matrix, and (W 0 (t); t 0) is a q-dimensional
Wiener process with local variance matrix h 0 that is independent of (W (t); W
(1) (t); 11 1; W (d01) (t); t 0).
To describe the evolution of the entire model, introduce the state
dn+q and the matrices F; H that are described in block form according to the partition of
. . . 
where I denotes the identity matrix in n , and
It easily follows that
where ( (t); t 0) is a d 1 n + q-dimensional Wiener process with local variance matrix H.
The following assumption is made.
Assumption 1: F is a stable matrix.
This assumption implies that (t) has a limiting Gaussian distribution as t ! 1 with zero mean and variance matrix , which is the solution of the Lyapunov equation
The partition of into the blocks r ij as
as introduced in (11) is used. The matrix on the left-hand side of the system of equations (4) that acts on 3 (T ) can be written as 
for j; k = 1; 1 11; p where tr( ) denotes the trace operator. The discrete approximation of (4) presented here leads in the limit to a different system of equations. The associated matrix has a form similar to (14) with the matrix in (12) replaced by a matrix S which is defined subsequently. While the methods introduced in [2] estimated the difference from the case of the continuous observations, the method presented here exploits the infinitesimal properties of the covariance function.
and thus
Lemma 1: Let Assumption 1 be satisfied. For > 0 the following equality is satisfied: 
Obviously, R0 = r11, and performing successive multiplications on by F , it follows that R 1 = r 21 ; 111 ; R d01 = r d1 :
Furthermore, using (18), it follows that 
EU(t)U(t) 0 :
Note that r ui = r 0 iu ; r uu = r 0 uu .
Lemma 3:
Let Assumption 1 be satisfied. Let X(t) be r-times differentiable and U(t) be s-times differentiable (in quadratic mean), For v = 0, the last term in the equality coincides with the right-hand side of (26). For v > 0, it follows from (12) that
Repeating this argument, it follows that
which establishes (27). Now the discrete observation version of (4) is introduced by letting the estimate N of 0 be the solution of The matrixQ is given in the following assumption. Proof: It is sufficient to prove that the system of equations, which is obtained by performing the two passages to the limit, that is, N ! 1 and ! 0 in (31), has the unique solution 0 .
If N ! 1 and ! 0 in (31), then the following family of linear equations for the estimate 1;0 is obtained by Lemmas 2 and 3. 
It is seen thatQ is the matrix of the left hand side for the system (35) so this system of equations has a unique solution by Assumption 2.
It only remains to verify that (35) is satisfied witĥ 
The parameter 0 = ( 
For the discretized version (31) of (42), (43), the limit as N ! 1 and ! 0 is different from (44), (45), specifically (47)
The solution is10 = 0.
The quadratic variation can be used to estimate A numerical example is described graphically (see Fig. 1 ) where a = 0:5; b = 2:0, and R 0 = 1 so that 1 = 04:25 and 2 = 01:0.
The convergence of family of estimates is relatively fast. If a longer time interval is used, then the family of estimates for 1 are closer to the true value.
