Systems for retrieving or archiving Internet resources often assume a URI acts as a delimiter for the resource. But there are many situations where Internet resources do not have a one-to-one mapping with URIs. For URIs that point to the first page of a document that has been broken up over multiple pages, users are likely to consider the whole article as the resource, even though it is spread across multiple URIs. Comments, tags, ratings, and advertising might or might not be perceived as part of the resource whether they are retrieved as part of the primary URI or accessed via a link. Similarly, whether content accessible via links, tabs, or other navigation available at the primary URI is perceived as part of the resource may depend on the design of the website. We are examining what people believe are the bounds of Internet resources with the hope of informing systems that better match user perceptions. To understand this challenge we explore a situation where the user is assumed to have identified a resource by a URI, particularly for archiving. To begin to answer these questions, we asked 110 participants how desirable it would be for web contents related to an identified archived resource to also be archived. Results indicate that the features important to this decision likely vary considerably from resource to resource.
INTRODUCTION
We live a world in which information is expected to be always at hand. Search engines and archiving tools mediate access to much of the content available on the Internet. Whether indexing the contents to enable search or determining what contents need to be saved for archiving, systems need an accurate model of what content is and is not part of a resource.
Misidentification of resource boundaries results in false positives in search results when components of a web page unrelated to the main resource (e.g. advertising, off-topic comments) are indexed with the resource. But it also affects users through false negatives that occur when the contents of a resource are spread across multiple web pages. Figure 1 shows the first page of a news article spread across multiple URIs. Without understanding what is part of the article, what is advertising, and what is site-oriented navigation, systems will incorrectly index or archive such resources.
Our work explores the question of how users perceive the bounds of Internet resources. We do this in the context of archiving, where it is more straightforward to ask users about what is and is not part of a resource. The next section further discusses archiving Internet resources how the bounds of resources can be challenging to define. After this we describe a pilot study and its findings. This leads to a discussion of implications and future work. people point to the main page of a web site, do they expect the site as a whole to remain available? When pointing to an item on Amazon, should all the comments and ratings also be available? In contexts where the receiver has access to the Internet and where the resource is from a reliable provider, there is no issue. But when the reference is being used to either create a temporary offline version of the resource or to create a copy for long-term archiving [16] , the question of which content is expected to be part of the resource becomes a central consideration.
The answers to the above questions are complicated by the fact that the content visible on web pages is rarely fetched through a single http request. Web pages include frames and other methods for generating a page based on a variety of static and dynamic content. This content takes the form of links to external web pages, audio, video, advertisements based on user interest, comments, tags, likes, etc. When people refer to the web page as a resource, it is unclear how many of these components they are identifying as part of the resource. Also, it is dependent on the particular situation; most reuse contexts would not require the same advertising so be shown beside a news story with embedded images and video but there are contexts where this would matter. It might be the juxtaposition that was being preserved -such as recording the perceived irony of an advertisement for vacations in Florida appearing next to a story about a Florida hurricane.
Beyond the question of how much of a visible page is expected to be part of a referenced resource there can be expectations for related content. A reference to the first page of an article on the Web may well be expected to include the content for the remaining pages of the article. Similarly, navigation bars on web pages can be designed to imply a page is composed of content separated into components available through tabs even though they are retrieved through independent URIs. Some references to the resource might expect to include the content on these tabs even though they are not visible when going to the initial URI.
How can systems identify, or at least estimate, the boundaries of a resource automatically? To help answer this question we performed a pilot study asking people about the value of related content in the context of an archive. Before discussing the study we describe work from the archiving community that relates to these issues.
Related Work
Information on the Web becomes a thing to be addressed, linked to, organized and placed into larger contexts. But Fetterly et al. [2] estimates that about two percent of the Web disappears from its current location every week. To have access to the content of these missing pages, Internet Archive (IA) [7] and other institutions save materials to preserve their availability. But such sites are limited in what they can capture due to limits in their capacity, legal rights, and access to the original content. On the other hand, Web sites and services are not static: a service can be shut down or an account can became inactive. Indeed, loss on the Web has been attributed to many sources other than technology failure [10] .
Missing information on the web is often not lost completely; it can be moved from one URI to another for a number of reasons [14] . Phelps and Wilensky [15] and Dalel et al. [1] investigated the effectiveness of saving identifying search terms and phrases respectively for relocation. In [8] , Klein and Nelson examine four retrieval methods for discovering missing web pages: 1. lexical signatures, 2. page titles, 3. social bookmarking tags, and 4. link neighborhood lexical signatures (LNLS). Preserving features of resources is part of the solution to their relocation. Once identifying features are discovered, there remains alternative methods for effectively using those features. The Warrick system restores lost resources by crawling web repository crawlers [13] . All of these systems make assumptions about what is and what is not within a particular internet resource. Our work aims to revisit these assumptions.
Others have pointed out much that is on the Web does not behave like a traditional information resource. Harper et al. [6] points to social media as things that one might wish to download or otherwise act upon, but that do not support the simple range of actions normally associated with files. One cannot, for example, simply save a status update as a standalone object, or copy a photo that integrates the social metadata that is associated with it.
Harper et al. suggest new actions are needed, which better enable users to act upon, and thus feel in control of, their online content.
They suggest that such actions are essential if users are to have a greater sense of control, and ability to manage, digital content in a socially-networked world. Variations in perceptions of what is and is not part of a resource also influence how people react to scenarios of archiving and reusing social media content [11, 12] . While the ambiguity of resource bounds is more obvious in social media, we explore this question with more traditional internet resources, resources that we have known are somewhat more fluid [9] than paper based resources but that archives still tend to treat as relatively fixed.
STUDY APPROACH AND METHOD
A study was performed to identify patterns in user expectations and desires when archiving resources. We asked 110 participants to indicate the value of archiving a second page when archiving an initial page. The pages were selected with an eye towards features likely to be part of an automatic approach to identifying resource bounds. Before describing the study method, we first provide some background regarding the context in which we are asking these questions.
PathCompiler
As part of the Walden's Paths project, we developed a tool that enables users to archive Internet resources, called PathCompiler [5] . PathCompiler was originally developed to let a variety of users "freeze" a set of web pages for later use by others. This was a simple first approach for coping with change to resources [3, 4] . When users point to a resource by its URI, PathCompiler saves all necessary content of a web page on the local machine along with the context necessary in order to show the Web pages off-line. Since the modern Internet is not just static pages, but is full of multimedia materials, pictures and scripts, PathCompiler traverses the links within a page to retrieve embedded content.
Upon initial use, it became clear that when users pointed to a resource via a URI they might mean only that page but often times they mean to provide access to a set of pages. Because of the challenge of identifying the bounds of a resource, a feature was added to [PathCompiler to capture content at a number of links away from the original URI. But this approach is not efficient -the amount of network traffic and storage required is a function of the number of links on a page raised to the power of the chosen maximum link distance. If there are on average 30 links on a page and the distance selected is 2, there are on the order of 900 additional resources being archived for each original resource.
Thus, PathCompiler needs techniques to determine what are the likely bounds for a resource. The following heuristics were considered for archiving resources existing in a web page: 1) Save linked materials that have content similar to the originally referenced resource, 2) Save links that have URIs similar to the referenced resource, and 3) Save links which have both similar content and similar URIs.
Study Method
The study involved the development of a corpus of initial Internet resources and content potentially related to or part of those resources and the assessment of pairs of the initial resource and potentially-related pages by participants.
Corpus Development. For the purpose of this pilot study, we developed a corpus of four groups of web resources in subjects shown in Table 1 . All selected Internet resources were in English. Using PathCompiler we crawled each original source page (the Base URI in Table 1 ) to extract all the links in the page. The contents of these linked pages constituted the corpus of potentially co-archived pages for assessment for that resource. Each of these pages was then categorized as being either similar in content or not and similar in URI or not. The cosine similarity of the term vectors for the original resource and the linked page (with a threshold of 0.7) was used to categorize them as having similar content or not. Resources from the same web site (same root URI) were considered to have similar URIs. Better techniques could be used for both classifications but initial results with these simple techniques could indicate where such effort should be spent. Participant Tasks. Each of the participants assessed 16 page pairs. For each pair, participants were simultaneously shown the primary resource and the potentially valuable content. They were asked to rate on a 5-point Likert scale the value in archiving the second page. In total, 1760 web page pairs were assessed which is the sum of all ratings shown in Figure 2 . Participants were not shown anything other than pair pages, no URLs and no data about how the pages were related.
FINDINGS
The results show that people have different expectations based on what the original content is and how it is presented. Figure 2 shows the results for the four data sets. As is apparent from the highly varied distributions, each topic had a unique outcome.
Where the health topic (figure 2a) had a relatively flat distribution of assessments across the five ratings, the technology topic distribution was heavily skewed to the negative (very few pages were viewed as part of the resource) and the daily news topic was classically bimodal with nearly all pages rated at the extremes.
The data in Figure 2 also shows which features correlated with high ratings vary across the four topic areas. While the highest rated content for the daily news group was overwhelmingly similar content from other servers, the ratings of the health and business topics were comparable among the pages with similar content on other servers and similar content from the same server (although in both cases the content from the same server was rated as slightly less valuable). For the technology topic, there was a strong preference for materials that were from the same server.
Overall, the results show that while there was a relatively strong overall preference in preserving similar content, whether the URI of that content mattered varied across the four data sets. The primary lesson for those developing systems that preserve webbased resources from this study is that there is no simple answer to what is related to a resource.
DISCUSSION AND CONCLUSIONS
What might be going on? One answer is that participants intermixed information value assessments with their ratings of expectations of having the content available -and this was exacerbated by the imprecise wording of the Likert-scale statement in the pilot study. The second answer is that the features that make a difference in whether people expect to have access to content are more nuanced than simply having similar content or a similar URI.
The results of this pilot study show that content similarity is likely a viable feature for systems when deciding the bounds of a resource. The results also show that further study is needed to help design techniques to automatically identify the bounds of a resource.
Based on these preliminary results, we are in the process of generating a corpus to evaluate a broader set of features used to compare pages and to design a more rigorous assessment concerning the perception of resource bounds. The results of this work will better answer what it takes to save copies of resources and also indicate what content needs to be considered when assessing resource change.
While our focus has been on identifying the bounds of a resource for the purposes of archiving, the results of such investigations have broader implications. Search engines and recommender systems also benefit from more accurate assessments regarding Internet resource boundaries due to potential improvements to the content used when developing the indexes and content models used for retrieval. We hope this pilot study leads to greater interest in the dual challenges of determining what users perceive as the bounds of resources and techniques for systems to determine such bounds.
