1 Natural sounds have broadband modulation spectra and contain acoustic dynamics 2 ranging from tens to hundreds of milliseconds. How does the human auditory system 3 encode acoustic information over wide-ranging timescales to achieve sound recognition? 4
Significance (117 words/limit 120)
1 Natural sounds contain rich acoustic dynamics over wide-ranging timescales, but 2 perceptually relevant regularities often occupy specific temporal ranges. For instance, 3 speech carries phonemic information on a shorter timescale than syllabic information at ~ 4 200 ms. How does the brain efficiently 'sample' continuous acoustic input to perceive 5 temporally structured sounds? We presented sounds with temporal structures at different 6 timescales and measured cortical entrainment using magnetoencephalography. We found, 7
unexpectedly, that the human auditory system preserves high temporal coding precision 8 on two non-overlapping timescales, the slower (theta) and faster (gamma) bands, to track 9 acoustic dynamics over all timescales. The results suggest that the acoustic environment 10 which we experience as seamless and continuous is segregated by discontinuous neural 11 processing, or 'sampled. ' 12 Introduction ( embedded in such wide-ranging acoustic dynamics often occupies specific timescales. 5
For example, syllabic information in speech unfolds over ~200 ms temporal windows 6 while phonemic information is conveyed in ~50 ms (Rosen, 1992) . How, then, does the 7 auditory system efficiently extract relevant information to achieve sound recognition? 8
One strategy would be to process acoustic information at every timescale equally and 9 derive the appropriate perceptual representations by integrating information across all 10 timescales without preferring any particular timescales. A different strategy would be to 11 selectively analyze slowly varying auditory attributes, carried over a longer timescale, to 12 guarantee sufficient information for perceptual analysis, and concurrently to extract fast 13 changing dynamics on a shorter timescale to preserve temporal resolution (Poeppel, how are acoustic dynamics between the theta and gamma ranges encoded? Is acoustic 36 modulated segments could sweep up from 1000 Hz to 1500 Hz or down from 1500 Hz to 76 1000 Hz. To be concise, hereafter we refer to the stimulus type with mean segment 77 duration of 190 ms as a " theta (θ) sound", the stimulus type with mean segment duration 78 of 100 ms as an "alpha (α) sound", the stimulus type with mean segment duration of 62 79 ms as a "beta1 (β1) sound", the stimulus type with mean segment duration of 41 ms as a 80 "beta2 (β2) sound" and the stimulus type with mean segment duration of 27 ms as a 81 "gamma (γ) sound." 82
For each stimulus type, we generated three samples with different modulation 83 phases. For example, for the stimulus type with a modulation rate in the theta band, the θ 84 sound, we generated three θ sounds with the same modulation rate but different 85 modulation phases. The cochleogram of one example of the each stimulus type (Ellis,  86 2009) and the corresponding prior distribution of segment duration for each stimulus type 87 are illustrated in Fig. 1A . Therefore, we have three sounds for each stimulus type and 15 88 sounds in total for five stimulus types. The 15 sounds were presented repeatedly in the 89 experiment and named 'frozen' sounds. In addition, we generated 40 sounds with 90 distinct modulation phases for each stimulus type. Each of the 40 sounds was presented 91 only once and therefore named 'distinct' sounds, to indicate that each sound for one 92 stimulus type has different modulation phases from the other sounds. In total, we have 93 200 distinct sounds for five stimulus types. 94 During MEG recording, participants performed a match-to-sample task to 95 differentiate stimulus types (modulation rates), as illustrated in Fig. 1B . On each trial, 96 participants were first required to focus on a white fixation cross in the center of a black 97
screen. Then the screen showed a word in yellow, 'sample', and a sample stimulus was 98 presented simultaneously, which was a distinct sound from one of the five stimulus types. 99
After the sample stimulus was over, the screen showed the word 'match' and a pair of 100 'match' stimuli selected from the frozen sounds was presented, one of which matched the 101 modulation rate of the sample stimulus. After the second match stimulus was presented, 102 the participants were required to choose by pressing one of two buttons which interval in 103 the match pair matched the sample stimulus. After the response, the next trial started in 1 104 ~ 1.5 s. The intervals between all three stimuli (sample stimulus and two match stimuli) 105
were uniformly distributed between 1 to 1.5 s. 106
During the match-to-sample task, in the sample intervals, we presented 40 distinct 107 sounds of each stimulus type; in the match intervals, two frozen sounds of each stimulus 108 type were presented 27 times and one frozen sound 26 times. For each pair of stimulus 109 types in comparison, 40 trials were presented to test listeners' discriminability, with 20 110 trials having one stimulus type of the pair as the sample stimulus and 20 trials having the 111 other stimulus type as the sample stimulus. In total, 200 trials were presented, which 112 contained 200 (5 stimulus types * 40) distinct sounds as the sample stimuli and 400 (5 113 stimulus types * (27 + 27 + 26)) frozen sounds as the match stimuli. 114
All the stimuli were normalized to ~65 dB SPL and delivered through plastic air 115 tubes connected to foam ear pieces (E-A-R Tone Gold 3A Insert earphones, Aearo 116
Technologies Auditory Systems). 117
MEG recording and channel selection. 118
MEG signals were measured with participants in a supine position and in a magnetically 119 shielded room using a 157-channel whole-head axial gradiometer system (KIT, 120
Kanazawa Institute of Technology, Japan). A sampling rate of 1000 Hz was used with an 121 online 1-200 Hz analog band-pass filter and a notch filter centered around 60 Hz. After 122 the main experiment, participants were presented with 1 kHz tone beeps of 50 ms 123 duration as a localizer to determine their M100 evoked responses, which is a canonical 124 auditory response (Roberts et al., 2000) . Twenty channels with the largest M100 response 125 of both hemispheres (10 channels in each hemisphere) were selected as auditory channels 126 for each participant individually. 127
Behavioral data analysis. 128
Behavioral data analysis was conducted in MATLAB using the Palamedes toolbox 1. converting confusion matrices to d´: correctly labeling the target frozen sound was 219 counted as a 'hit' while labeling the other two frozen sounds as the target frozen sound 220 was counted as a 'false alarm'; d´ was calculated based on hit rates and false alarm rates 221 and averaged across all auditory channels. An index of classification efficiency using 222 phase and power response of different frequency band was indicated by the mean of d´ 223 over three frozen sounds of each stimulus type, which was compared to the total d´ of the 224 identification task (Macmillan and Creelman, 2004) . 225
MEG source reconstruction. 226
As high resolution structural T1-weighted MRI scans were only acquired for eight 227 participants, we conducted source reconstruction and localized ITPC and classification 228 efficiency for these participants. Reconstruction performances from the test set for three frozen sounds of one stimulus 277 type were then averaged. We used the distinct sounds as training samples instead of the 278 frozen sounds because three frozen sounds for each stimulus type represent limited 279 variations of acoustic dynamics while 30 distinct sounds cover a wide range of variations 280 of dynamics for each stimulus type -each distinct sound is different from the other 281 distinct sounds. Therefore, training using the distinct sounds is not biased towards a 282 specific sample. TRFs were calculated using the Multivariate Temporal Response 283 Function (mTRF) Toolbox (Crosse et al., 2016) . 284
The cochleograms for reconstruction were generated using 8, 16, 32, and 64 285 bands, separately, ranging from 50 Hz to 4000 Hz (methods described above). This 286 frequency range includes most of the spectral energy of our stimuli centered between 287 1000 Hz and 1500 Hz. MEG signals were decomposed into theta, alpha, beta1, beta2, 288 gamma1 and gamma2 bands using a two-pass Butterworth filter with an order of 2 289 embedded in the Fieldtrip toolbox. Each cochlear band was reconstructed individually 290 from each neural band. The model performance was calculated for each cochlear band 291 and then averaged across all cochlear bands. 292
One concern with regard to the procedure of stimulus reconstruction here is that 293 the TRF model trained on the basis of a neural band may yield a good stimulus 294 reconstruction merely because the frequency of that neural band overlaps with the 295 modulation rate of the stimuli. To control for this confound, we conducted a permutation 296 test. All the procedures of stimulus reconstruction remained the same in the permutation 297 test, but the pairings in the training set between the distinct sounds and their 298 corresponding MEG responses were shuffled, yielding a new set in which each distinct 299 sound was paired with an MEG response to a different distinct sound. We conducted this 300 permutation test 500 times and derived a permutation threshold with a one-sided alpha 301 level of 0.01 for each stimulus type and each neural band. 302
303

Results
304
Behavioral performance. 305
Participants discriminated between θ, α, β1, β2, and γ sounds in the match-to-sample task, 306 and the results show that the discriminability between different modulation rates 307 increases as the difference between two modulation rates becomes larger (Fig. 1C, upper  308 panel). The discriminability between adjacent modulation rates is best at the low 309 frequency range and decreases as modulation rates increases, which can be seen from the 310 perceptual distances between stimulus types (Fig. 1C, lower panel show robust power responses across frequency and time for θ and γ sounds in the theta 331 band and gamma band, respectively (Fig. 2D) . In contrast, ITPC and power results for 332 distinct sounds do not show any effects in different neural bands, and, importantly, the 333 power spectra without baseline correction and the induced power spectra are comparable 334 across all stimulus types (Fig. 2E) . 335 all the selected auditory channels (Fig. 2C ) from both hemispheres. 349
To investigate the differences of neural entrainment between different stimuli 350 types in different neural bands, we conducted a Stimulus-type one-way rmANOVA on 351 each frequency point of ITPC spectra from 2 to 60 Hz averaged across all auditory 352 channels. This revealed a main effect of Stimulus-type (p < 0.01) in the frequencies of 2 -353 10 Hz, 15 -18 Hz, 22 -24 Hz, and 32 -58 Hz ( Fig. 2A) significantly larger than the other stimulus types. We found that, within the frequency 368 ranges that show significant main effects of Stimulus-type, ITPC of θ sounds is 369 significantly above the threshold from 3 to 8 Hz, as well as α sounds from 8 to 10 Hz and 370 from 57 to 58 Hz, β1 sounds from 15 to 18 Hz and from 54 to 56 Hz, β2 sounds from 22 371 to 24 Hz and from 43 to 51 Hz, γ sounds from 32 to 42 Hz. In summary, significant 372 effects of phase coherence are found for all stimulus types within their respective neural 373 bands and, surprisingly, in the gamma band range for α, β1, and β2 sounds. 374
Since high ITPC values can be simply caused by high power in a neural band but 375 not by phase coherence across trials, to provide a baseline of ITPC we calculated ITPC 376 using the same procedures on 20 distinct sounds for each stimulus type and performed a 377
Stimulus-type one-way rmANOVA on each frequency point of ITPC spectra from 2 to 60 378 Hz (Fig. 2E, left panel) . No significant main effect of Stimulus-type was found after FDR 379 correction (p > 0.05). 380
Evoked power response. We conducted paired t-tests to compare evoked power 381 between the frozen sounds and the distinct sounds. The paired t-tests were conducted on 382 each time-frequency point from -0.5 s to 1.9 s and from 2 Hz to 60 Hz and FDR 383 correction was applied. We cut off the power responses from 1.9 s to 2 s because at low 384 frequencies (e.g. 2 Hz) large temporal windows used in wavelet analysis did not give a 385 valid estimate of power responses due to the epoch size of each trial. In Fig. 2D , we used 386 the white contours to indicate the time-frequency points where significant differences of 387 evoked power between the frozen sounds and the distinct sounds were found. Although 388 salient power responses can be observed in the theta and gamma bands for all stimulus 389 types, significant power responses (p < 0.05) entrained by the frozen sounds were mainly 390 found in the theta band for θ sounds and in the gamma1 band for γ sounds. 391
Induced power response for the distinct sounds. We calculated induced power 392 with and without baseline correction for the distinct sounds of each stimulus type (Fig.  393 2E, middle and right panels). The rationale for this analysis was that the components of 394 evoked power could be conceivably averaged out, as the distinct sounds have different 395 modulation phases from each other. Therefore, we could examine, without the influence 396 of time-locked components, how different stimulus types yield different power responses. 397
We performed a Stimulus-type one-way rmANOVA on each frequency point of power 398 spectra and found no significant effects of Stimulus-type after FDR correction (p > 0.05). 399
This result demonstrates that induced power responses are comparable across the five 400 stimulus types and do not contribute to estimation of neural entrainment. 401
Classification using phase and power for the frozen sounds 402
Classification efficiency of each neural band for each stimulus type was calculated using 403 the MEG signals in both the phase and power domains. If the MEG response from a 404 particular neural band can differentiate three frozen sounds of one stimulus type, this 405 would suggest that this neural band encodes detailed temporal information of this 406 stimulus type (modulation phase of each sound). The results of classification efficiency, 407 surprisingly, demonstrates that the phase information in both the theta and gamma bands 408 reliably differentiated the frozen sounds of all the five stimulus types, while the alpha and 409 beta bands show only moderate classification performance (Fig. 3A) . Further analyses 410
show that the frozen sounds of all the stimulus types can be differentiated with 411 comparable accuracy using phase information of all the frequency bands together (2 -60 412 Hz) (Fig. 3C, left panel) and the classification performance is contributed to primarily by 413 the theta and gamma bands (Fig. 3C, right panel) . Together, the results of ITPC, evoked 414 power, and classification show that acoustic dynamics of all timescales used in the 415 present study are encoded mainly by the theta and gamma bands. 416 The results show robust classification performance in the theta and gamma bands for all the stimulus types, while moderate performance is shown in the alpha, beta1 and beta2 bands. B, group-averaged confusion matrices for each stimulus type in its corresponding bands. The color of the contours of confusion matrices codes for stimulus types. The neural bands represented by each of the confusion matrices are indicated by the arrows and align with the neural bands of A. C, classification efficiencies of full bands and per frequency. Left panel shows classification efficiency for each stimulus type computed using full bands of phase information in the MEG signals and demonstrates that the frozen sounds of all stimulus types are comparably classified, although much reduced neural entrainment is observed for α, β1, and β2 sounds (Fig. 2) . Right panel shows classification efficiency of α, β1, and β2 sounds per frequency. Two prominent peaks can be clearly seen in the theta and gamma ranges. This suggests that the major contribution to classification performance comes from theta and gamma bands.
We first test whether phase and power information of each neural band 417 contributes to differentiation of frozen sounds of each stimulus type by conducting a one-418 sample t-test against zero for classification efficiency of each neural band and each 419 stimulus type. After FDR correction was applied, we found that none of classification 420 efficiencies calculated using power information were significantly above zero for any 421 stimulus types and any neural bands (p > 0.05). In contrast, classification efficiencies 422 calculated using phase information were significantly above zero for all the stimulus 423 types and all the neural bands (p < 0.05) except for θ sounds in the beta1 band (t(1,14) = 424 1.46, p = 0.164), β1 sounds in the beta2 band (t(1,14) = 1.76, p = 0.100) and γ sounds in 425 the alpha band (t(1,14) = 2.17, p = 0.051). Therefore, in the following analyses, we only 426 investigated classification efficiencies calculated using phase information. 427
To determine for each neural band which stimulus type is preferably encoded and 428 therefore has the highest classification efficiency, we did a permutation test similar to the 429 one that we conducted for testing ITPC values. We shuffled the labels of 15 frozen 430 sounds within each neural band and assigned three frozen sounds randomly chosen from 431 the 15 frozen sounds to each stimulus type. By doing this for each subject, we created a 432 new set of classification efficiencies for each stimulus type; the group mean for each 433 stimulus type was then computed. We repeated this procedure 500 times and derived a 434 one-sided alpha level of 0.01 for each stimulus type. As the shuffling procedure was 435 unbiased to any stimulus types, we averaged the thresholds across the five stimulus types 436 and created a single threshold for each neural band. If classification efficiency for one 437 stimulus within one neural band is above the derived threshold, we conclude that this 438 stimulus type is preferentially encoded and significantly better classified than the other 439 stimulus types. We found that θ sounds in the theta band, α sounds in the alpha band, γ 440 sounds in the gamma1 band, and β2 sounds in the gamma2 band have classification 441 efficiencies above the permutation thresholds. 442
One observation from Fig. 3A is that the classification efficiencies are much  443 higher for all the stimulus types in the theta and gamma bands compared with the other 444 neural bands. We suspect that the frozen sounds of all the stimulus types are probably 445 classified with comparable efficiencies and are mainly encoded by the theta and gamma 446 bands. To test this, we first computed classification efficiency for each stimulus type 447 using frequencies from 2 to 60 Hz, which included all the neural bands, and conducted 448 paired t-tests between each pair of stimulus types. After FDR correction was applied, we 449 found a significant difference of classification efficiency between θ sounds and β1 sounds 450 (t(1,14) = 3.96, p = 0.014), but not between other stimulus types (p > 0.05) (Fig. 3C, entrainments for these three stimulus types are much reduced ( Fig. 2A) ? We then 456 conducted classification analyses using phase information of each frequency and 457 averaged classification efficiencies across α, β1, and β2 sounds to show a spectrum of 458 classification efficiency (Fig. 3C, right panel) , which echoes scale, in comparison with the theta range, and can also be used to classify all the stimulus 474 types (Poeppel, 2003) . 475 476
Source localization of ITPC and classification efficiency 477
We conducted source reconstruction of MEG signals for 8 participants with available 478
MRIs and projected the results of ITPC and classification efficiency to source space. Fig.  479 4 shows source plots of ITPC and classification efficiency averaged across 8 participants. 480
High ITPC values for all the stimulus types are centered around auditory cortical areas, 481 and considerable neural entrainment can be observed for all the stimulus types with θ, α 482 and γ sounds showing higher ITPC values than β1 and β2 sounds (Fig. 4A) . The results of 483 classification efficiency ( 
Stimulus reconstruction 488
The classification analysis showed that the theta and gamma bands aided in classifying 489 the frozen sounds of different stimulus types (Fig. 3) The procedures of stimulus reconstruction are shown in Fig. 5A . We first 497 reconstructed cochleograms of 16 bands for each stimulus type, to investigate how well 498 each stimulus type can be decoded from different bands of the MEG signals (Fig. 5B) . 499
The results show that each stimulus type can be reconstructed sufficiently by its 500 corresponding neural band. We further varied the number of cochlear bands and found 501 that the number of cochlear bands modulates stimulus reconstruction, and that θ and γ 502 sounds are reconstructed with comparably high accuracy from their corresponding neural 503 bands (Fig. 5C ). Fig. 5D shows examples of reconstructed cochleograms for each 504 stimulus type from one subject. 505 506 Figure 5 . Stimulus reconstruction. A, illustration of procedures of stimulus reconstruction. Thirty distinct sounds of a stimulus type were used to train a TRF model which was then validated using 10 trials of frozen sounds of this stimulus type to estimate an optimal lambda (see Method for details). The TRF model was tested using the remaining 10 trials of frozen sounds and the model performance was quantified as Pearson correlation between the reconstructed cochleograms of frozen sounds and their original cochleograms. B, stimulus reconstruction using 16 cochlear bands within each neural band for all the stimulus types. The color scheme codes for different stimulus types and the dashed line within each bar represents the permutation threshold of alpha level of 0.01. C, stimulus reconstruction using different numbers of cochlear bands on each stimulus type within its corresponding neural band. The color scheme codes for each stimulus type within its corresponding neural band. The θ and γ sounds can be reconstructed from the respective neural bands with comparably high performance compared with the other stimulus types. D, examples of reconstructed cochleograms from one subject. From the reconstructed cochleograms, it can be seen that modulation patterns of different stimulus types are preserved.
The performance of stimulus reconstruction using 16 cochlear bands was 507 compared using the threshold of alpha level, 0.01, derived from permutation (see Method  508 for details). The results (Fig. 5B) show significant reconstruction performance for θ, α, 509 and β1 sounds in the theta band, θ and α sounds in the alpha band, θ, α and β1 sounds in 510 the beta1 band, β1, β2 and γ sounds in the beta2 band, and all the stimulus types in the 511 gamma band (gamma1 and gamma2). The highest reconstruction performance was 512 observed for each stimulus type in its corresponding band. We then focused on the 513 reconstruction performance of each stimulus type from its corresponding band using 514 different numbers of cochlear bands. We conducted a Stimulus-type × Cochlear band 515 two-way rmANOVA on reconstruction performance. As reconstruction performance was 516 measured by Pearson correlation, a z-transform on the correlation coefficient was applied 517 before the rmANOVA. We found significant main effects of Stimulus-type (F(4,56) = 518 The results of stimulus reconstruction demonstrate that the theta and gamma 527 bands specifically encode the acoustic details of θ and γ sounds, respectively. The 528 reconstruction performance for α, β1 and β2 sounds is significant, but is much lower than 529 for θ and γ sounds. Although the theta and gamma bands show an effect for all the 530 stimulus types in the classification analysis (Fig. 3) , such a generality of temporal coding 531 is not observed in the stimulus reconstruction. Therefore, it is plausible to conclude that 532 the theta and gamma bands code temporal information at all timescales represented by 533 the modulation rates of the stimuli, but preferably extract acoustic features on two 534 timescales: ~ 30 ms and ~ 200 ms. 535 536 Discussion (1328 words/1500) 537 We show that acoustic dynamics are reliably tracked in the theta and gamma bands but 538 not in the alpha and beta bands (Fig. 2) stimulus types -and with comparable temporal coding capacity (Fig. 3) . Source 542 localization results of ITPC and classification efficiency revealed a similar origin of both 543 the neural theta and gamma bands around auditory cortical areas (Fig. 4) . Stimulus 544 reconstruction further supported that acoustic dynamics are faithfully encoded by the 545 theta and gamma bands with comparable precision, but only modestly by the alpha and 546 beta bands (Fig. 5) . Following previous work, the results demonstrate that the theta and 547 gamma bands code temporal information of all timescales in general and especially 548 extract acoustic features on the timescales of ~ 30 ms and ~ 200 ms. This provides 549 convincing evidence for the hypothesis that the human auditory system primarily 550 analyzes information in two distinct temporal regimes that carry perceptually relevant 551 information (Poeppel, 2003) . 552
Previous studies on auditory temporal processing typically focused on one temporal 553 regime, mostly in the low frequency range (< 10 Hz). Using various acoustic stimuli, a 554 majority of studies on neural entrainment in auditory cortices suggest a high temporal 555 coding precision primarily in the low frequency range and argue that the temporal coding 556 precision of the auditory system decreases with increased modulation rates (Luo and 557 scale information and syllabic scale information (Rosen, 1992) . 575
To further examine the argument arising from previous work (Teng et al., 2017) , 576 we hypothesize that the marked reduction of temporal coding in the alpha and beta bands 577 suggests that these two bands play a different processing role in the cortical auditory 578 system. It has been well established that, in the auditory system, the computations 579 schemes in the auditory system may be organized based on timescales to optimize 586 sensory input selection (Buzsáki, 2004) , with the theta and gamma bands primarily 587 responsible for temporal coding of acoustic information. 588
The source localizations of ITPC and classification efficiency demonstrate that 589 the neural theta and gamma bands originate from similar auditory cortical areas, which 590 suggests that the two temporal channels coexist in the cortical auditory system. Although 591 we also found activation for alpha and beta bands around similar cortical areas, the 592 temporal coding precision measured by the classification efficiency is sharply reduced in 593 comparison with the theta and gamma bands. Specifically, in the alpha band the results 594 from 8 participants show moderate magnitude of ITPC but much reduced classification 595 efficiency (Fig. 4) . This suggests that the reduced temporal coding capacity in alpha and 596 beta bands revealed by our analyses is not because MEG fails to record neural activity in 597 the alpha and beta bands, but because the preferred temporal coding in audition is 598 confined to the theta and gamma ranges. 599
Our finding of robust temporal coding within the theta and gamma ranges is 600 consistent with previous behavioral studies and has fundamental implications. Two 601 perceptual time constants are often found in behavioral studies (Green, 1985) : 602 experiments on temporal integration converge on a time constant of hundreds of 603 milliseconds (Plomp and Bouman, 1959; Green, 1960; Zwislocki, 1960; Jeffress, 1964 ; 604 Green and Swets, 1966; Jeffress, 1968; Zwislocki, 1969) , while studies examining the 605 high temporal resolution of the auditory system show a time constant of less than 30 ms 606 (Viemeister, 1979; Forrest, 1987; Moore, 1988) . One recent behavioral study also 607 converges with the present neurophysiological results and demonstrates that the auditory 608 system works concurrently on a short timescale (~30 ms) to extract fine-grained acoustic 609 temporal detail and on a longer timescale to process global acoustic patterns (> 200 ms) 610 (Teng et al., 2016) . However, the behavioral task in this study, designed to reveal 611 listeners' discriminability between different modulation rates, did not yield results in line 612 with our neurophysiological findings. The behavioral results here show a pattern of a 613 low-pass filter shape -listeners' performance is highest in the low frequency range and 614 decreases with increased modulation rates, which is consistent with the temporal 615 modulation transfer function found in modulation detection paradigms (Dau et al., 1997) . 616
The discrepancy between the current behavioral results of modulation discrimination and 617 and memory resources and functionally inhibiting task-or stimulus-irrelevant actions. 642
