High Performance Computing is an internet based computing which makes computer infrastructure and services available to the user for research purpose. However, an important issue which needs to be resolved before High Performance Computing Cluster with large pool of servers gain widespread acceptance is the design of data centers with less energy consumption. It is only possible when servers produce less heat and consume less power. Systems reliability decreases with increase in temperature due to heat generation caused by large power consumption as computing in high temperature is more error-prone. Here in this paper our approach is to design and implement a high performance cluster for high-end research in the High Energy Physics stream. This involves the usage of fine grained power gating technique in microprocessors and energy efficient algorithms that reduce the overall running cost of the data center.
Introduction
Conservation of energy has become a major topic nowadays.
Information & Communication Technology as a whole is estimates to cover 3% of world's CO 2 emissions.
HPC (High-Performance Computing) is no exception: growing demand for higher performance increases total power consumption.
Efforts made to reduce energy consumption in HPC:--Fine-grained power gating in microprocessors.
-Energy-efficient hardware -Energy efficient algorithms for HPC.
-Shutting down HW components at low system utilization.
This work presents energy consumption techniques in designing HPC Cluster for High Energy Physics research.
What is HPC ?
High-performance computing (HPC) is the use of parallel processing for running advanced application programs efficiently, reliably and quickly. The term applies especially to systems that function above a teraflop or 1012 floating-point operations per second. The term HPC is occasionally used as a synonym for supercomputing, although technically a supercomputer is a system that performs at or near the currently highest operational rate for computers. The most common users of HPC systems are scientific researchers, engineers and academic institutions.
Fine-Grained Power Gating
There are two parts of a processor that consume power: the data -path and memory. The data -path performs computations and takes control decisions, while memory stores data. The waste is built-in. Computing rarely requires everything that a processor is capable of all the time, but all of the processor is fully powered just the same.
One attempt to improve power dissipation in processors is through something called coarse gating. It switches off an entire block of the processor that is not being used.
The problem with this method is that most of the time, some part of every component is being used in a processor. Finding an entire block that is not being used at a given time is tough.
Fine-grained gating idea is to shut off only the parts of a component that are not being used at the time. While the addition component needs to be capable of adding extremely large numbers, it rarely needs to actually add large numbers. The processor might be using the addition block constantly, but the parts needed to add large numbers can be turned off most of the time. Memory works the same way. A processor needs to be capable of storing large numbers, but seldom actually stores them.
