Conditional Variance of the Maximum Likelihood Estimator by Hinkley, David & Efron, Bradley
* 
CONDITIONAL VARIANCE OF THE 
MAXIMUM LIKELIHOOD ESTIMATOR 
by 
* David v. Hinkley and 
University of Minnesota 
Bradley Efron 
Stanford University 
Technical Report No. 297 
August,. 1977 
Research supported in part by National Science Foundation Grants 
MPs75-08778 and Mcs77-00959. 
-CONDITIONAL VARIANCE OF THE MAXIMUM LIKELIHOOD ESTIMATOR 
David Hinkley and Bradley Efron 
Abstract 
This paper concerns approximations to the variance of the maximum 
likelihood estimator in one parameter families. The traditional approxi-
mation is 1/ie, where 8 is the maximum likelihood estimator and ia 
is the Fisher information. Many writers, including Fisher himself, have 
argued in favor of the approximation indicates the 
A 
second log derivative of the likelihood function evaluated at 8. We 
give a frequentist justification for preferring to The 
former is shown to approximate the conditional variance of a given 
tA, which acts as an approximate ancillary statistic. A large number 
_Ji 
of examples are used to supplement a small amount of theory. 
Key Words: Conditional inference; Maximum Likelihood; Location Estimation; 
Ancillary Statistic; Observed Information; Statistical Curvature; Approxi-
mate Ancillarity. 
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CONDITIONAL VARIANCE OF THE MAXIMUM LIKELIHOOD ESTIMATOR 
David Hinkley and Bradley -Efron 
1. Introduction. This paper concerns approximations to the variance 
of the maximum likelihood estimator. The appropriateness and easy calcu-
lation of conditional approximations, given the observed second derivative 
of the log likelihood, as opposed to the usual unconditional approximation 
"one over the Fisher information", are our main topics. We begin with a 
simple illustrative ~xample borrowed from Cox [ 3 ] • 
An experiment is conducted to measure a constant e. Independent 
unbiased measurements of· 0 can be made with either of two instruments, 
and I 1 , say, both of which measure with normal error: instrument IO 
Ij produces independent errors with a 2 N(O, a.) J distribution, j=O, 1, 
where 2 ao and 
2 cr1 are known and uneqµal. When a measurement X is 
obtained a record is also kept of the instrument used, so that after a 
series of 
(Al, Xl), 
n measurements the experimental results are of the form 
, (A, X ), where 
n n 
A. = k if X. is obtained using Ik (k=O, 1) . J J 
The choice between IO and Il f h . th or t e J measurement is made at random 
by the toss of a fair coin, 
1 Prob(A.=O) = Prob(A.=l) = -2 • J .· J 
The log likelihood function of 0 given the entire set S of experi-
mental results is 
R,8(S) = 
n 1 n 2 2 
constant - l log crA. - 2 l (x.-8) /crA j=l J j=l J j (1.1) 
From this we obtain the maximum likelihood estimator as the weighted mean 
6 = ( LX ./ a! ) / (El/ a! ) 
J j j 
If we denote first and second derivatives of 18 with respect to 8 by 
i8 and l0, then the total Fisher information for this experiment is 
" Standard theory shows that 0 is asymptotically normally distributed with 
mean 8 and variance 
" var(8) (1.2) 
In this particular case the information is independent of 0, so that the 
variance approximation (1.2) is known. If this were not so, we could use 
one of the two approximations 
1 or 1 
-ji;.i.(S) • 
e 
(1.3) 
The quantity -L(s) is aptly called the "observed Fisher information" 
8 
by some writers. 
" The normal approximation for e using (1.2) would never be applied 
in practice. The reason is that in the experiment as carried out, it is 
known that r1 was used A= EA. J 
times and that r0 was used n-A 
" times, so that a more relevant distribution for 9 is available: with 
A=a fixed, the estimator 6 is exactly normally distributed with mean 
0 and conditional variance 
2 
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var(8IA=a) = 2 + - 2 . ( )
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(1.4) 
The extreme case a=O and 
of (1.4) to (1.2). 
al ao 
0 
_ 2 2 
- al<< ao demonstrates the superior;ty 
Now notice that the conditional variance (1.4) can be calculated 
as an explicit property of the log likelihood (1.1): it is equal to the 
second expression in (1.3), 
is the approximation 
1/-1.,,.(S). 
e 
The central topic of this paper 
A •• .·. 1 
var{e j!l,,..(s)} :::: .. (S) 
e -!l~ 
(1.5) 
In words, the conditional variance of the m.1.e., given the observed 
Fisher information, is approximated by one over the latter quantity. 
This approximation was suggested, never too explicitly, by Fisher in 
his fundamental papers on ancillarity and estimation [8, 9]. In com-
plicated situations such as that considered in Cox [ 3] it is a good 
deal easier to compute Ia than i§. There are also philosophical 
advantages to (1. 5). It is "closer to the data" than (1. 2), and tends 
to agree more closely with Bayesian and fiducial analyses. In Cox's 
example of the two measuring instruments, for instance, an improper 
uniform prior for 
ment with (1. 5). 
e on gives Var{els} = 1/-i,,..(s), in agree-
a 
To demonstrate that (1. 5) has val_idity in more realistic contexts, 
consider the estimation of the center e of a standard Cauchy transla-
tion family. For random samples of size n the Fisher information is 
1 A 
2 n • When n = 20, then e has approximate variance O. ~ in accordance 
3 
with (1.2). (The exact variance is about 0.115 according to Efron 
[ 5, p. 1210].) In a Monte Carlo experiment 14,048 Cauchy samples 
of size 20, with 0=0, were obtained, and Figure 1.1 plots the result-
"' it, 1/ (-1,,..). ing estimated conditional variances of e given versus 
8 e 
Samples were grouped according to values of t,. 
e 
For example 224 of 
the 14,048 
.175, and the 
samples had 1/-t,,.. 
a 
8 .... 2 224 values of 
in the range 
had mean 
.170-.180, averaging 
.201 and standard error 
.023. This gives the estimate Var{~ll/-l~ = .175} = .201 ± .023 
plotted in Figure 1.1 (since we know E{Slt,,..} = 0 by symmetry). 
e 
Figure 1.l~strongly supports (1.5) in the Cauchy case. The pur-
pose of this article is to justify (1.5) for a wide variety of one 
parameter problems. The expansion theory for translation families 
developed in Section 2 will explain (1.5) and, to some extent, the devia-
tions from (1.5) apparent in Figure 1.1. Sections 4 and 5 deal with the 
more difficult case of nontranslation families. Many examples are con-
sidered in Sections 3, 6, and 7. The numerical evidence supporting (1.5) 
is, perhaps, more convincing than the theoretical arguments, which are 
approximate and heuristic in nature. 
The implications of (1.5) are considerable. 
Cauchy example, a not very unusual event since 
If -L = 15 in the 
e 
Prbb{~t,,.. > 15} = 0.05, 
e-
then the approximate 95% confidence interval for e is 
a+ 1.96/m 
instead of 
a± 1. 96//fo 
as suggested by.(1.2). This assumes approximately normal distributions, 
which turns out to be reasonable; the theory of Section 2 touches briefly 
on this point, as do several of the examples. 
4 
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Figure 1.1. 14,048 random samples of size 20 were generated from a 
Cauchy translation family centered at 0=0. The conditional variance 
"' .. 
of the m.1.e. e, given R,,,.., is plotted versus the inverse 
e 
of the "observed.Fisher information". The approximation Var{01£,J 
e 
~ 1/-i,,.., corresponding to the 45° line, is the subject of this paper. 
e 
5 
Notation: In general discussion, S will refer to the collection 
of all available data and A to an ancillary statistic; t 0(s), i 0(s), 
etc. refer to quantities computed on the basis of all the data, and will 
typically be abbreviated 10, 18, etc. 
2. Translation Families. In his 1934 paper [9], Fisher developed 
the theory of ancillarity and conditional inference for translation fami-
lies. Here we use Fisher's theory to justify (1.5), and its higher order 
corrections, in translation families. 
Suppose, then, that x1 , ••. · X are i.i.d. with density n 
Then x1 , • • • ' X n can be replaced by the sufficient statistic 
" S - (8,A), 
where 6 is the m.l.e. and A is the ancillary configuration statistic 
representable as the spacings 
between successive order statistics. Because A is ancillary 
(2.1) 
where g(A) · is the marginal density of A, not depending on e, and 
hA(S-0) is the conditional density f 0 (8jA) (with respect to Lebesgue 
" measure) of 0 given A and 0. The examples of Section 3 can be put 
6 
' 
/ 
--
in the, form (2.1), although they arise somewhat differently. The form 
(2.1) is all that is needed for the theory of this section, the important 
point being .that the left-hand side of (2 .1) gives a simple structure 
for the likelihood function of ·a. 
Suppose that hA(t) has the power series expansion 
(2.2) 
the ai being functions of A. Let t 8 , short for t 8(A,0), indicate the 
log likelihood 
and define 
From (2.2) and (2.3) we see that 
j=l, 2, •••. 
Because tA = 0 by the definition of the m.l.e., (2.4) implies that 
8 
which simplifies (2.2). 
(2.3) 
(2.4) 
(2.5) 
The conditional density kernel h ( •) A determines the form of the 
likelihood function, i.e. f 0 (A,0) thought of as a function of 0 with 
A and 0 fixed. This relation enables one to calculate the conditional 
density of 0 given A and 0 directly from the likelihood function, 
which, as Fisher pointed out, is computationally simple since the like-
lihood involves only the data actually observed rather than theoretical 
7 
probability calculations. In situation (2.1) for instance, given x1 , 
, X 
n 
the graph of as a function of e determines 
hA(S-8) = £8 (0IA) up to a multiplicative constant. Equation (2.4), 
which plays a central role in the squared error calculation below, is 
another expression of the connection between the likelihood and £8 (8IA). 
Likelihood functions tend toward normal shape as the amount of data 
grows large, at least in most standard sampling situations; necessary 
conditions are implicit in our assumption that successive derivatives 
.e,(•j) 
e exist. This means that hA(t) may be closely approximated by 
using the first few (three or more) terms in the exponent of (2.2); formal 
justification is closely parallel to that used in the asymptotic theory 
of Bayes posterior dis.tributions II as in Walker [ 16] • Assuming this, we 
now derive an approximation for the conditional expected mean square 
Ea{(8-e>2 IA} = r c8-a>2 hA (8-8)d8 
-00 
(2.6) 
which will justify and improve upon the object of our interest, approxi-
mation (1. 5). 
By making the substitution t = 8-8 and using (2.2), (2.5), we can 
write the integral on the right side of (2.6) as 
2 3 4 
1 L t2 -a2t /2 -[a3t /6+a4t /24+ ••• ] e e dt 
./2rr/a2 
2 3 4 (2. 7) 
1 L -a2t /2 -[a3t /Q+a4t /24+ .•• ] e e dt 
./2rr/a2 
which eliminates a0 from the expression, the only term which cannot be 
calculated from (2.4). Expanding the factor 3 4 exp{-[a3t /6+a4t /24+ ••• ]} 
in (2.7) in a power series gives 
8 
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-2 
1 L -a2t /2 e 12rr/a2 
2 
1 L -a2t /2 e hrr (a2 
Here we have used 
standard normal T. 
ET2 
2 3 4 t [l~a3t /6-a4t /24 ... ] dt 
3 4 [1-a3 t /6-a4t /24 .•• ]dt 
1 [ 1 
8
4 ] =·- 1 - 2 a~ •• • a2 
= 1, ET3 = 0, ET4 = 3 ET5 ' . 
= 
1 15 a4 
---3 
a 2 24 a 2 
= 0, ET
6 
= 15 
Substitution of (2.4) into (2.8) gives the approximation 
~
1 + .!. _10_< ·_4_) ] 
2 ··2 
1§ 
(2.8) 
for 
(2.9) 
By integration over the set 
version of (1.5). 
{A: fA = constant} 
a 
this leads to an improved 
Lemma 1. In a translation family (2.1), the conditional mean 
squared error of ~ has the second-order asymptotic expansion 
(A more careful derivation is given in Section 8.) 
(2.10) 
Note: If the data consists of a random sample x1 , x2 , ... , Xn from 
some distribution, then 1i•j) will be O (n), for j 2:_ 2. The leading 
a P 
term in (2.9), l/-1A, 
a 
will be 
will be O (1/n), and the correction term p 
2 Op (1/n )_. }. It is easy to believe, though difficult 
to prove in general, that the terms in (2.10) have the same orders of 
I 
magnitude, justifying the terminology "second order asymptotic expan-
sion" used in the lemma. 
9 
The left-hand side of (2.10) equals the conditional variance when the 
underlying density f 0 (x) is synnnetric about the origin, because then 
E(0j1") = 8. More generally, a calculation parallel to (2.7) - (2.9) gives 
0 
E{t.f•3)jji} 
A .. - l A § Ea {e-e I ta} - 2 ··2 (2.11) 
R,A 
0 
which is O (n-1) and whose square is subtracted from the correction term p 
in (2.10) to obtain the second-order expansion for variance. In all cases 
the leading term of (2.10) gives (1.5). 
Notice from (2.9) that to first order the ancillary information is 
carried by 
value of 
.. 
R,A• 
a 
alone, so that the effective conditioning event is the 
This is equivalent to the fact that the dominant part of 
.. 
the information loss is recovered by R.", as the informal 
a 
argument in Section 4 suggests. 
The simple examples of Section 3 show that (2.10) can be quite effec-
var{ejtA} 
a 
from 1/(-i"). 
a 
tive in explaining the deviations of 
difficult to calculate E{1.£· 4)li"} 
a a 
in the Cauchy case, but for 
It is 
-IA> 10 a-
a complicated calculation has shown that the bracketed term in (2.10) is 
about 1.08. For the Monte Carlo experiment summarized in Figure 1.1, a 
corresponding value of 1.095 is indicated for -I"> 10, which agrees 
a-
reasonably well with the theoretical value. 
If hA{t) is the N{0, 1/a2) density, then (2.9) gives exactly the 
right answer. This is the situation for the measuring instrument example 
of Section 1. In this case f 0 celA> is a normal translation family, and 
1/a2 = 1/(-10) is the Cramer-Rao lower bound for unbiased estimation of 
The bound is attained because, and only because, a is the expectation 
10 
0. 
·~ 
I 
.... 
\Ill 
. 
--
. 
parameter of an exponential family. There is one ·other translation family 
which is also an exponential family, namely that corresponding to the log-
arithm of a gamma random variable with unknown scale parameter a e • A 
slightly different expansion theory can be developed which gives exactly 
the right answer for this latter family; this will not be discussed in the 
present paper. 
A question of some general interest is whether the conditional dis-
tribution of 0 is more normal than the unconditional distribution. In 
the Cauchy example of Section 1, our 14,048 simulated samples gave an 
e~timated value of 1.15 for the ratio 
(2.12) 
The normal theory ratio is 1.00. Whereas, for the 18 intervals used 
in Figure 1.1 the conditional values for the ratio were estimated to be 
1.01, 1.09, 1.04, 1.02, 1.03, 1.06, 1.05, 1.10, 1.10, 
1.07, 1.13, 0.98, 1.19, 1.11, 1.00, 0.99, 1.05, 0.81. 
"' If we assume that the conditional distribution of 8 is exactly N(8, 
.. 
1/-10), then a simple calculation shows the unconditional value of (2.12) 
to be approximately 
3 (11··ae\ 1 + 4 var ·}
which in our Cauchy example is about 1.09, roughly explaining the 
observed value 1.15. Thus, in assessing normality via kurtosis, there 
is some evidence of improved normality for the conditional distribution. 
11 
3. Examples of Translation Families. We illustrate the theory of 
the preceding section using two particularly simple examples of symmetric 
translation families due to Fisher [11], the second of which has an inter-
esting generalization. 
Fisher's Nomal Circle. The first example is the "circle model" shown 
in Figure 3.1. The data consists of a two-dimensional nomally distributed 
vector X, covariance matrix the identity, whose mean vector is known to 
lie on a circle of given radius P centered at the origin; that is, 
(3 .1) 
Hav~ng observed X, we wish to estimate the unknown 8. (Note that with n 
independent observations x1 , ... , Xn on this model with p = p , (3 .1) 0 
applied with X = /ri X and P = p rn -> 
0 
A 
If the data vector X has polar coordinates (8, Rp) then 8 is ~he 
m.l.e. of 8, and R = llxll/P is ancillary. The density is of the form 
(2.1), with A replaced by R. The density g(R) is noncentral chi, while 
the conditional density f 8(SIR) = hR(S-0) is the "circular normal", 
2 A 
-p R cos (8-8) 
ce • (3. 2) 
(Here we are assuming that 0 given 8 ranges from 8-n to 8+n, for 
the sake of symmetric definition. The constant c equals 2n I 0 (p
2R) 
using standard Bessel function notation.) 
Now we can apply the lemma of Section 2. From (3.2) we calculate 
(3. 3) 
12 
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the square brackets indicating the greatest integer function. The Fisher 
information i 0 is constant, 
ie = i = p2 (3.4) 
Using .. ( •4) 1A = -Ri, 1A = Ri, from (3.3) and (3.4), the lemma can be written 
e e 
A •• • 1 1 Var{Slt0 = R1} ~ Ri (1 + 2Ri) 
since E{0ltA} = 0 by symmetry. 
e 
I 
I 
I 
I 
I 
\ 
\ 
\ 
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,, 
' ', 
...... ..... -...._ 
-- .... 
',, 
' \ 
\ 
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I 
I 
I 
Rp "-... / 
/ 1 ••• x 
.,,, ·· .. 
/ ·· .. / ., 
---
mean vector 
p(cos e, sin 8) 
x1 
A A 
e, sin 0) 
(3.5) 
Figure 3.1. Fisher's normal circle: X is bivariate normal with covariance 
I and mean vector on the circle of radius p. The date vector X is 
observed to have.polar coordinates (0, Rp). 
13 
A 
The exact conditional variance of 0 given the observed Fisher informa-
.. 
tion -iA ( = Ri) is calculated from (3.2) to be 
0 
'JT 2 / t exp(Ri cost)dt 
var{el-tA = Ri} = _-_1T _______ _ 
0 /1T exp(Ri cost)dt 
-'JT 
(3.6) 
Figure 3.2 compares (3.6) with (3.5). For values of p2 = i > 8 it can be 
.. 
shown that at least 95% of the realization of -iA = Ri will be greater 
e 
than 4. We see that approximation (1.5) is quite.acceptable in the range 
1/-iA < .25, and that the improved approximation (2.10) is very accurate. 
e-
some calculations comparing conditional versus marginal normality of the 
likelihood function of the circle model appear in Section 8. 
0.3 
0.2 hyperbola 
,...... model 
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cu 
> 0.1 
0 
95% ~ 
0.1 0.2 0.3 
Figure 3.2. The exact conditional variance (curve) compared with approxi-
mation (2.10) (•) for the circle and hyperbola models. If Fisher information 
exceeds 8, then at least 95% of cases have 1/-iA < 0.25. In this range 
e 
apprpximation (2.10) is excellent. 
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Fisher's Gamma Hyperbola. Fisher's hy~erbola model, introduced in 
connection with his famous "problem of the Nile'', involves two independent 
scaled gamma variables whose means are restricted to lie on an hyperbola. 
Thus we observe (X1 ,x2) such that 
where G . indicates a variable with density ~m-le-x/r(m) 
m,1 
The Fisher information for 0 is calculated to be 
i = 2m 
The maximum likelihood estimate of 0 is 
This is illustrated in Figure 3.3. 
\ 
\ 
0 
\ 
\ 
\ 
\ 
\ 
A A 
0 -0 
m(e, e ) 
\ 
' 
' 
' 
' 
' 
' 
mean vector 
0 -0 (81 ,132) = m(e , e ) 
',, 181 132 = m 
./x
1 
x
2 
= Rm '' .... __ _ 
(3.7) 
on (0,00). 
(3.8) 
(3. 9) 
Figure 3.3. Fisher's hyperbola model: X is a pair of independent gamma 
variables of index m and scale parameters constrained to lie on the solid 
"' hyperbola. The qata vector x determines 0 and the orbit hyperbola(---) 
for the ancillary statistic R. 
15 
The ancillary statistic in the hyperbola model is 
R = vi1x2/m , (3 .10) 
the level curves of which are hyperbolas "parallel" to the curve of possible 
mean vectors, as shown in Figure 3.4. It has density 
g(R)- 2m Joo 2: R2m-l e -2mR cosh(t) dt 
r (m) -00 
the conditional density of 8 o given R being 
A 
-2mR cosh(0-0) 
fe(~IR) = _e _____ _ 
100 e-2mR cosh(t)dt • 
-00 
(3 .11) 
A 
In other words, the data (R,0) is of form (2.1). 
The log derivatives, from (3.11), are 
(3 .12) 
Once again E8{8jR} = 0 by symmetry, so formu~a (2.10) gives 
" .. 1 1 
Var{8j-t0 = Ri} ~ Ri [1 - 2Ri] • (3 .13) 
This differs only by the sign of the second term from the corresponding for-
mula (3.5) for the circle model. The actual conditional variance Var{0l-i.,.. = Ri}, 
e 
obtained by integrating (3.11), can also be expressed as a function of Ri. 
The comparison of (3.13) with the actual conditional variance (Figure 3~2) 
is almost exactly the same as for the circle model, except th~t here the devia-
tions from the line Var{eji,..} = 1/-1,.. go in the opposite direction. 
e, a 
A three dimensional, two parameter, generalization of the hyperbola model 
appears in Section 8. 
16 
. -
... 
--1 
~ 
,.-....,. 
' 
~ 
~ 
..., 
4. Approximate Ancillarity. The reader may legitimately wond~.r:· ~t 
this point why we are bothering with approximation (1.5), or even the 
better approximation (2.10), at all. Why not just compute 
(4.1) 
exactly, using the likelihood function to evaluate the form of hA(t) as 
in Section 2? The answer is two-fold. Firstly the computation of (4.1) 
is usually more difficult than (1.5) or (2.10). It is also more dependent 
on the exact parametric form of the likelihood function. Second, most prob-
lems do not have the neat structure of (2.1). This section and the next are 
devoted to justifying (1.5) in contexts other than translation families. 
The next several paragraphs define the class of probability models we will 
use to. describe our results. 
We will work in the context of "curved exponential families", as dis-
cussed in Efron· [5, 6]. These are one parameter subfamilies curving through 
a larger k-parameter exponential family, say .J . Let ,! be represented 
by the family of densities for the k-dimensional random vector X, 
( ) _ a'x-11•(a.) g X = e 't' a , a E.A, XE'~ (4.2) 
with respect to some carrying measure v (x) on the sample space ~ 
The nautral parameter space A consists of all vectors a. having 
e't' ~ - ~ dv(x) 111 (rv) J erv t X (4.3) 
less than infinity. Both A and .% are subsets of Euclidean k-space, 
and A is convex; see Lehmann [15], Chapter 2. 
17 
The expectation vector and covariance matrix of the random vector X, 
which we denote by 
f3 - E X Ct 
exist finitely in the interior of A. The vector 
(4. 4) 
is the expectation 
parameter, taking values in the expectation space B, not necessarily con-
vex. The parameter f3 indexes J just as well as does a since the 
mapping a+-+ f3 is one to one. 
A curved exponential family ,1 is a one parameter subset of ..1 
indexed by some real parameter 6 taking values in 0, an interval of the 
line. The densities of $ are 
(4.5) 
where o.6 is a continuously twice differentiable function from 0 into 
A. The family ~ is represented by the curve ~ A = {o.6: 0 € 0} in A, 
and equ~lly well by the curve ~ B = { a8: 8 £ 0} in B; see Figure 4 .1. 
If 7A is a straight line through A then 7 is a one parameter expon-
ential family, but otherwise ~ is a one parameter family with minimal 
sufficient statistic of dimension greater than one. 
The circle and hyperbola models of Section 3 are curved exponential 
families, the dim~neion of § being k=2 in each case. The circle and 
hyperbola of Figures 3 .1 and 3. 3 are the curves ff B for the two families. 
The Cauchy translation problem of Section 1 cannot be represented as 
a curved exponential family for any finite k, but it can be arbitrarily 
well approximated by one if k is large enough; see the remarks at the 
end of Section S·of Efron [S]. 
18 
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Figure 4.1. The curved exponential family :1- is represented both by the 
curve 1 A = {a0: 0 0} in A and the curve ~B = {B0: 0 0} in B. 
The line i_ "' in 
,e 
of all values of· x 
% • passing through B .... orthogonally to a .... consists 
e e 
"' having 0 as a solution to the m.1.e. equations. The 
statistic Q, defined as the (Mahalanobis) distance from :J-B to X, is 
asymptotically ancillary. 
19 
We are interested in the maximum likelihood estimation of J given 
a random sample S = (X1 , 
with probability density 
, X) such that the 
n 
f 8(x) given by (4.5). 
X. are independent 
J 
- -1 In this case X = n EXj 
is sufficient for 8. (The circle model was presented with n=l, but 
Figure 3.1 stays exactly the same for arbitrary n, with X replacing X; 
likewise the hyperbola model arises with m=n when X is the average of 
n pairs X. 
1 
of independent exponentials, as in (3.6) with m=l.) 
Suppose, for a moment, that the dimension of .§ is k=2 as in Figure 
4.1. Then the maximum likelihood estimation process can be described as 
follows; see Efron [5], Sections 3 and 5. For brevity, we write i8 , i 0 , 
etc. instead of t0(s), i 0(S), etc. 
Then 
(i) Let ,t.,.. 
e 
be the line in ~ passing through a,.. orthogonally 
e 
tl,,.. contains all values of x having 
e 
(4. 6) 
A 
0 as a solution of the like-
lihood equation ie = o. 
A 
(ii) For a given value of 0, the observed Fisher information 
is a linear function of tpe distance of i from ,5B, and exactly equals 
the (total) Fisher information 
falls on the expectation curve. 
i,.. if and only if 
e 
(iii) There is a critical point c" on 
e 
~,.. at which 
a 
This point lies "above" 1 i.e. in the direction most closely aligned B' 
with ci,,.. = 
a 
(iv) The Mahalanobis distance from c,.. to 
e 
is 
20 
a,.. with respect to 
e 
--.. 
t 
.. , .. ,-... 
I 
I 
'-' 
""" 
. ·. 
-. 
~ 
, 
(4.7) 
which is equal to 1/ye, where ye is the statistical curvature of J 
at 0, expressible as 
(4.8) 
Note that Ye is 0(1). 
{v) If X lies a proportion R of the distance from cA to BA 
e e 
along et_ A , then 
e 
.. 
-R,A = RiA . 
e e 
(4.9) 
These five properties are especially easy to visualize in the circle 
model illustrated in Figure 3.1. There Ce= 0, Pe= p 
all e , and t.. A is the line through x and O. 
e 
and . 2 ]. = p e for 
Multiple roots of the likelihood equation can occur, which is to say 
A 
that X can lie on t_ A for more than one value of 0. As Figure 4.1 
e 
suggests, it is possible that multiple roots are more likely for small R. 
,. 
We shall suppose either that there is a unique solution of, or that 0 is 
the genuine maximum likelihood estimate and is a solution of, the likelihood 
equation. 
A quantity which will be of interest to us is the Mahalanobis distance 
from X to SA, which we shall denote by Q. From (4.7) and (4.9) we see 
e 
that 
Q = (1-R)pA = (l+tA/i,.)/yA 
e e e e 
(4.10) 
Taken as a definition of Q, (4.10) applies for j of any dimension, not 
just k=2, as does the definition of R in (4.9). 
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Lemma 2. Under independent sampling from f 0 (x) given by (4.5), 
lii(R-1) 
In Q 
is asymptotically 
is a$ymptotically 
A proof is given in Section 8. 
2 N(O, y0) 
N(O, 1) • 
(4.11) 
The lemma says that Q is asymptotically ancillary. In the next sec-
tion we shall use Q as the conditioning variable in the generalization of 
(1.5). 
Why condition on Q? First, some version of 
,, because R,.,.. is the most informative complement to 
0 
R,.,.. is appropriate, 
e 
0 in large samples. 
Figure 4.1 is overly reassuring on this point because there k=2. An 
informal, and highly suspect, proof following Fisher [ 8] proceeds by 
A •• 
showing that the information difference i 0 (S) - i 0 (6, R.0) approximately 
equals 
which is of order -1 n that is, the information lost in the data reduc-
tion from S to 0, which is 0(1), is nearly all recovered by also 
A •• 
considering To put it another way, (0, R,,,..) 
e 
is the sufficient 
statistic for a two-parameter exponential family which approximates 
..J· up to second order near the true parameter point e; see Efron [ 5 ]. 
The one-to-one transformation from 
~ .. 
(0 ,· R,.,..) 
e 
to 
A (0, Q) puts the data 
in the form (estimate, approximate ancillary) appropriate for the con-
ditioning arguments which follow. 
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In the Cauchy, circle, and hyperbola problems, tA is ancillary, 
e 
but that reflects the special structure of the translation family situa-
tion: both the curvature Ye and the Fisher information i 8 do not 
depend on e in translation families. From (4.9) and (4.11) we see 
that Q, R and tA are one-to-one functions of each other in this 
e 
case, so conditioning on iA 
e 
is the same as conditioning on R or Q. 
In the general case, IA is not even approximately ancillary, so we 
e 
can't condition on it without wasting information. 
It can be shown that the statistic Q is invariant under any smooth 
reparameterization of J, so that the shape of the conditioning sets 
{x: Q=q} does not depend on how we have chosen to parameterize the 
statistical problem. This is an appealing property for making condi-
tional inferences, though by no means compelling. The statistic R 
is also invariant, but unless the curvature Ye is constant it does 
not share the asymtptoic ancillarity property of Q, as (4.11) shows. 
Both Pierce and Cox suggest the use of Q in the discussion following 
Efron [5]. Cobb [2] gives an interesting discussion of asymptotic ancil-
larity in families ~ of constant curvature. 
5. Conditioning on the Asymptotic Ancillary Q. We wish to approxi-
mate Var{SIQ} and to show that the result is similar to (1.5). A 
difficulty is that 
.. 
iA will usually not be constant on the level surface 
0 
Q(S) = q, with S denoting (x1 , x2 , ... , xn), so that it is not clear 
what should replace on the right-hand side of (1.5). 
this problem by changing from e 
is constant on {i: Q=q}. 
to a new parameter ~ 
'f'q 
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We sidestep 
for which tA 
<Pq 
For a fixed value q define 
~ = n-1/2 Je il/2(1 q y )l/2dt 
~q t - t 
0 
(5 .1) 
Where yt is the statistical curvature (4.8) and it denotes total sample 
information i (S), which is 
t 
O(n), so that <P will be the same order of q 
magnitude as 0. Definition 5.1 assumes that 1-q yt > 0 over the range 
of definition of <P; the lower limit on the integral can·be any arbitrary q 
constant. 
Because d<P /de= n-1/2 il/2(1~q y )1/2 q e e and because for any repara-
metrization e ~ <P 
we find that 
i.e. 
(5. 2) 
Here Q is the Mahalanobis distance defined at (4.10). We have used the 
last equality in (4.10) to simplify (5.2). 
Now if S happens to satisfy 
This is the motivation for (5.1). 
Q(S) = q, then (5.2) gives -iA = n. 
<Pq 
We know that iA = 0 by the defini-
<Pq 
tion of the maximum likelihood estimate, so that given Q(S) = q the log 
likelihood function of <P has the expansion q 
24 
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for If the higher order terms are small, then this implies 
that the conditional distribution of 
-1 N(q> , n ) , q 
A 
<l>q given Q=q is approximately 
In(~ -<t>) - N(0,1) given Q=q. q q 
~he argument is almost the same as that of Section 2. 
(5. 3) 
It may seem that we have cheated by using a different parameter for 
each l~vel surf~ce Q=q, but once this reference set is fixed by the data, 
there is a unique parameter 
ting relation (5.1). 
<t>, and we may transform back to q 
"' 
e by inver-
If (5.3) is taken at face value then <t>q-<l>q is an appfoximate 
conditional "pivotal quantity", In ci -<t> ) I Q=q ~ N(O ,1), whose familiar q q 
properties can be used to construct conditional point estimates and 
confidence intervals for 0 by inverting transformation (5.1). The 
Taylor series for 
Here we have used 
e in terms of ~ expanded around \fl q, 
1/2 
0= 0 + n ( cf> -$ ) + O ( <I> -$ ) 2 [-1,,.,]l/2 q q q q 
e 
de n112 
d$ = [-t,,.,]1/2 ' 
q e 
derived from n = -1,,., = -i,,.,[dij/d~ ]2 •· The approximate 
<l>q e q 
A 
<t>, is q 
(5.4) 
(5.5) 
100 • (1-2a.)% 
conditional statement for <t>q, in terms of z0 , the upper a point for 
a N(O, 1) variate is 
25 
A Z(X. A za. 
Prob{<!> €. (<I> - -, <I> + -) IQ=q} = l-2a • 
q q In. q In. 
This maps into a conditional confidence statement for 0, 
A •• 1/2 
Prob{6E (0-z /[-R,"'] , 
ex. e 
(5.6) 
(5.7) 
if we ignore the higher order terms in (5.4). 
approximation 
We also have the rougher 
(5.8) 
which is the desired extension of (1.5). A more careful look at the 
transformation e +.+- "' 
't'q is presented in Section 8. 
Usually the limits in (5.8) will not agree exactly with the inversion 
of normal confidence limits for ~. The choice of method should rest on q 
which of e is most normal. It is likely that is the better 
choice, as is often the case for a variance-stabilized statistic. The 
.. 
likelihood function will tend to be more normal when R, is constant at 
the maximum. This heuristic view is certainly confirmed by examples such 
as those in Section 7. 
A corresponding analysis can be made of locally most powerful score 
("' ="' ) based on the standardized statistic 
't'q 't'qo 
1¢ /{var(i~ IQ=q)}112 
qo qo 
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The denominator is the square root of conditional Fisher information, 
.. 
which is estimated by -tA = n. Thus the statistic with approximately 
<l>q 
N(0,1) conditional distribution under H0 is, in terms of 8, 
ie I <-LJ 1/2 
o e 
In this· form the score statistic· is.no more convenient than its asymptotic 
equivalent based on For an example see Hinkley [12]. 
If q=O, (5.1) becomes 
(5. 9) 
This is the "arc-length transformation", defined by the fact that 
i<I> = ie(d8/d<l>o) 2 = n for all values of 
0 
of variance stabilizing transformations, 
<Po. 
[ 4]. 
It is of use in the theory 
Jeffries 1"14] has advocated 
the use of flat priors for the parameter <Po in performing Bayesian 
analyses in the absence of prior information. From (5.5) we see that 
for any value of q 
So, again thinking of 
fo
e I 
A = n-1/2 (-tt)l 2 dt • 
<l>q (5.10) 
.. 
-tA as the conditional Fisher transformation, 
8 
<l>q is the conditional arc-length, or variance~stabilizing, transforma-
tion, given Q=q. 
In families of constant curvaturei y8 - y, (5.1) gives 
where by (4.9), (4.10) 
(5 .11) 
1-qy = r = -tA/iA is the constant ratio of 
e e 
observed to expected Fisher information for observed data on the level 
27 
surface Q(S) = q. 
constant multipliers 
In this case the parameters $q differ only by the 
1/2 
r , demonstrating again the special role enjoyed 
by constant curvature families. 
6. The Spiral Model. We consider a very simple curved exponential 
family in which the curvature is not constant. This is a totally arti-
ficial example, like the circle model of Section 3, but allows a careful 
check on the theory of Section 5. Section 7 examines some more realistic 
problems. 
The spiral model assumes that we observe a bivariate normal vector 
with mean vector constrained to lie on a logarithmic spiral, 
Be = ( s cos e + p 8 sin e ) 
-s sin 8 +Pecos~ ' 
(6.1) 
(6.2} 
where the constants p0 and s have the following geometric interpre-
tation. The spiral is generated by a thread unwinding from a circular 
spool of radius s. By definition, the thread has length at 8=0, 
which implies that it has length Pe= Po+ s8 at 0. At 8 = -p0/s, 
Pe= 0, which accounts for the restriction in (6.2}. Figure 6.1 illus-
trates the situation. The sample size·is n=l, but for n > 1 the 
only change necessary in Figure 6.1 is to replace x by x. 
The following facts are easily verified using the definitions and 
results of Section 4 (and the fact that a 8 = a8 for any curved expon-
ential family which is a subset of the N2 (8, I) family). 
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Figure 6.1. The spiral model. The normal data vector x has mean vector 
s0 lying on the logarithmic spiral unwinding from a circular spool of 
radius s. The asymptotic ancillary statistic Q is constant qlong a 
parallel spiral Q=q whose "thread" is always q units shorter than 
,A 
that of the corresponding mean vector. The rn.l.e. 0 is the angular 
coordinate of the thread upon which x lies. 
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(1) The Fisher information i 0 = P!· 
(2) The statistical curvature Ye= 1/pS (so Pe in (6.2) has the 
same meaning as at (4.8). The critical point 
the spool, as shown in Figure 6.1.) 
A 
cA is at the tangent to 
0 
(3) Having observed x, the MLE 0 is the angular coordinate of 
the· thread upon which x lies. 
(4) The asymptotic ancillary statistic Q{x) is the ordinary 
Euclidean distance from S,.. to x, the positive direction being measured 
e 
toward the spool. 
(5) The level curve Q(x) = q is the parallel spiral having thread 
everywhere q units shorter than that for the mean vectors. 
Table 6.1 displays the marginal density of Q{x) for four values of 
0 and nine values of Q=q, in the case s=l. The four e values are 
chosen such that Pe = Is, li6, m, 164, (i. e, Po + e = Is, M, m, 164. 
It doesn't matter which combinations of pO and e are used to get 
these values of p0.) The density would be constant across rows if Q 
were a genuine ancillary. We see that it is nearly constant, tending 
toward the N(O, 1) density suggested by (4.12) as Pe+ 00 • (The lemma 
refers to n, 00 , but it can be shown that sample size n, radius p0 , 
gives the same answers as n=l, radius In p0 , so it is equivalent to 
consider Pe+ 00 • See Efron [5], Section 6.) 
The marginal densities in Table 1 were obtained by numerical inte-
gration of the bivariate normal density along the spiral Q(x) = q. To 
avoid certain definitional problems, for each Pe the integration was 
restricted to points on this spiral with angular coordinate in the 
interval e + n.· Notice that if p0-q < n, the spiral runs into the 
central spool before the lower limit 0-n is reached. This "end effect" 
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seriously distorts a few of the more extreme calculations, as indicated 
in the tables. 
Q=q p = 18 
e Pe = /IT Pe= ill Pe= 164 N(0,1) 
-2 .07 .07 .06 .06 .05 
-1.5 .06 .15 .15 .14 .13 
-1 .29 .27 .26 .26 .24 
.-o. 5 .39 .38 .37 .36 .35 
0 .41 .40 .40 .40 .40 
1 ~19 .21 .22 .23 .24 
1.5 .08* .10 .11 .12 .13 
2 .02* .04 .04 .05 .05 
Table 6.1. The marginal d~nsity of the asymptotic ancillary statistic 
Q(x), s=l, for four values of e, chosen such that Pe= Is, li6, 132, 
./64. If Q were exactly ancillary the density would not depend on 0, 
and so would be constant across the rows of the table. The last column 
gives the N(0,l) ·density, corresponding to the limiting case pe + oo, 
(or equivalently n + 00 in (4.11)). The asterisk indicates cases sub-
stantially distorted by the end effects described in the text. 
From (4.9) :and (4.lQ) it can be seen that -9.,,.../i,... varies from 1.71 
a e 
to .29 as q goes from -2 to 2, for the case Pe= 18. This is a 
"highly curved" situation (Efron [5], Section 8) and we can expect large 
conditioning effects. For the case Pe= ./64, 
1.25 to .75 as q goes from -2 to 2. Here we expect relatively 
minor differences between conditional and unconditional inferences. 
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" Table 6.2 shows that the approximate N(O, 1) pivotal quantity 
of Section 5 does indeed have nearly the right mean and variance, 
<I> q -<t> q 
0 and 
1 respectively, for the cases considered. The worst case is q=O, 
p9 = v'B, for which the standard deviation /1.10 = 1.05 indicates that 
" <f> -<t> has a distribution approximately 5% larger in scale than that q q ' 
suggested by (5.3). The first absolute moment, El~q-<l>ql' also showed 
its greatest percentage deviation from EIN(O, 1) I at q=O, Pe= v'B, 
about +4%. The cases q = 1.5, 2, Pe= v'B, look terrible, but that is 
due to the end effect previously mentioned. 
la li6 m 164 Q=q P9 = P9 = Pe = p = N(O, a 
-2 1.04 -.02 1.02 -.01 1.01 -.00 1.01 -.oo 1, 
----
, ............ 
--
-/ 
-1.5 1.05 -.02 1.02 -.01 1.01 -.00 1.01 -.oo 1, 
........ __ ~ 
-··...__... .. • .. ...__,,, ,.-._.., 
-1 1.06 -.02 1.03 -.01 1.01 -.oo 1.01 -.00 1, 
.. ..........,.., .- ...__, 
---- ·-· 
-0.5 1.08 -.02 1.04 -.01 1.02 -.00 1.01 -.00 1, 
.~-'--·'"' ~-~.__, _ _.,,. ....... ~ 
,___,, 
-
0 1.10 -.02 1.04 -.01 1.02 -.00 1.01 -.oo 1, 
-~ 
-. 
-· 
.-~--
_,_ 
-
Q.5 1.08 -.01 1.04 -.01 1.02 -.00 1.01 -.oo 1, 
--...,__., 
-·--· 
.,-__, -......, 
1 .99* .05 1.05 -.00 1.02 -.00 1.01 -.00 1, 
........... /-, .. - ... ___ ., 
,,, __ _.... 
1.5 .79* .22 1.07 -.00 1.0~ -.oo 1.01 -.00 1, 
.··-
,,,,.-...___, 
.~-... -6 ,.-........_; 
-
2 .58* .49 1.06* .01 1.03 -.00 1.01 -.oo 1, 
.. ._ .. ....__ .. 
.··'"'-__. .-............. 
-
0 
0 
0 
0 
0 
0 
0 
0 
0 
Table 6.2. The variance (boldface) and mean of the approximate pivotal quan-
" 18, lf6, 132, 164. tity cf>q-<Pq, for s=l, P9 = The theory of Section 5 
" predicts a N (0, 1) distribution for cf>q-cf>q. The asterisk indicates cases 
substantially distorted by end effects discussed in the text. 
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Finally, consider approximation (5.9) for the conditional variance 
A 
of e. Dividing (5.9) by 
ditional variance, gives 
1/i,,..., the Fisher approximation for the uncon-
0 
vad6!Q=q} 10 1 
1/i,,... ~ -.-. = R(x) (6.3) 
0 -R,,.. 
0 
by definition (4.9) of R. In terms of Figure 6.1, R(x) 
This suggests the further approximation 
Var{8!Q=q} ~ 1 
1/i p -q 0 0 
(6.4) 
which is even rougher than (6.3), but has the advantage that both sides 
" are functions of 0 rather than of the random variable 9. (If i 0 
and Pe are not functions of 0, then (6.4) is the same as (1.5).) 
Figure 6.2, with Var{SIQ=q} obtained by numerical integration, shows 
(6.4) working reasonably well. 
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2 
1.5 
1 
.5 
0 
l 
Var{S!Q=q} 
1/i8 
/ 
/ 
.s ·1 
P8/(p8-q) 
P9 = /i6 
// 
p = Is e 
Pe= m, ./64 
(agrees with (6.4)) 
1.5 2 
Figure 6.2. Approximation (6.4), s=l. The approximation is almost 
perfect for Pa= /32~ Pe= ./64, and very good for Pa= ill. The case 
Pa= ./a exhibits behavior similar to the circle model in Figure 3.1; 
the sharp falloff for large abscissa values is due to the end effect. 
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7. Examples. The theory of Section 5 is illustrated here for two 
well-known models in which we use Monte Carlo methods to estimate the 
conditional properties of maximum likelihood estimates. In order to 
obtain good estimation of the conditional variance we need a large number 
of samples in several different Q intervals, so that typically at least 
10,000 samples are required for each case. 
Bivariate Normal Correlation. Let • • • , X 
I: = (1 0) . 
9 
. e 1 
The two dimensional sufficient statistic is 
The log likelihood derivative is 
n0(1-02) - 0s2 + (1+0
2)s1 
(1-02)2 
n 
be independent 
(7.1) 
from which we readily obtain the information and curvature 
1+02 
. n 
(1-02)2 
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This curved exponential family varies from highly nonlinear at 
0=0 to nearly linear at 0 + ± 1, as the values of the curvature in 
Table 7.1 suggest. The integral (5.1) is complicated, but for small 
q the integrand can be approximated by i!12 (1-q yt/2), giving 
cp ~ ./2 tanh -l (a.012) -1 -1 (7. 2) tanh (a.a) - q tan e q 
where a.e = 01/ (1+02). Some values of <Po are given in Table 7.1. 
Table 7 .1 
Information, Curvature, and Parameter <Po for the N2(0, Ea) Model 
e 0 0.1 0.2 0.4 0.6 0.8 0.9 0.95 
ie/n 1 1.03 1.13 1.64 3.32· 12.65 50.14 200 
2 4.00 3.81 3.28 1.81 0.65 0.12 0.024 0.0055 Ye 
<Po 0 ·0.100 0.204 0.435 0.737 1.235 1.727 2.217 
1 
00 
0 
00 
There are three zeroes of (7.1), two of which may be complex; the 
frequency of multiple real zeroes increases with curvature and with Q. 
For large n and 0 not close to +1 the maximum likelihood estimator 
is a solution of i8 = 0 close to the (inefficient) sample correlation. 
We obtain 9 by iterative solution of t0 = 0 starting with an efficient 
estimate derived by Jarrett [13]. 
In the simulation of the model it was quickly apparent that the 
range of values of 8 for which the theory of Section 5 is accurate 
depends markedly on sample size. Therefore we have chosen to give a 
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comprehensive set of illustrations of the Monte Carlo results. Figure 
7.1 plots the conditional variances of $q against q over 99% of 
the latter's range, for n between 15 and 40 and 9 between 0 
A 
and 0.9. Also plotted is the conditional variance of ~O' the uncon-, 
ditional variance stabilized parameter. The number of samples at n = 15, 
25 and 40 were 10,000, 50,000 and 10,000 respectively, with Q 
broken up iqto 20 equally likely intervals between -2 and +2. Figure 
7.2 plots the empirical c.d.f. of Q against the theoretical standard 
normal c.d.f. for some of the cases in Figure 7.1 and in addition for 
' 
n = 25, 9 = 0.6. 
One may summarize the results presented as follows: 
(i) Q is approximately ancillary, with approximately standard 
normal distribution, for the case lei,< 0.3 (n = 15), 101 ~ 0.5 (n = 25) 
and ISi < 0.9 (n = 40); 
(ii) the approximation (5.3) is very good over 90% or more of the 
range of Q when Q is approximately ancillary; 
(iii) th~ conditional distribution of ~O varies with Q, the more 
so when 101 is small. 
Thus, one could have near total confidence in (5.3) for n > 40. Even 
at such sample sizes the coefficient of variation of the observed informa-
tion can be as high as 0.3, so that conditioning has a big effect; the 
range of probable conditional variances when n = 40, 9 = 0 is approxi-
mately .015 to .06, compared to the unconditional variance .025. 
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Figure 7.1. Conditional var~ances of ~q (solid dots) for the N2(o,r0) 
model. Also plotted are the conditional variances of ~O (open dots), the 
unconditional variance stabilizied parameter. Number of samples used were 
10,000 (n=15), 50,000 (n=25), and 10,000 (n=40). The theoretical approxi-
mation 1/n for the variance ~q is indicated by the horizontal broken line. 
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Figure 7.2. Empirical c.d.f. of approximate ancillary Q in the N2(0,I:0) 
model, plotted against c.d.f. of N(O,l) distribution. Note that several 
cases are indistinguishable. Each case is based on at leas.t 10,000 samples. 
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The app~oximate normality of Q referred to in (i) above is reasonably, 
but not exceptionally, accurate. This is apparent in some of the cases in 
Figure 7.2. Chi-square goodness of fit tests based on frequencies for Q 
in 20 intervals between -2 and +2 give values of about 400 at 
n = 25 and about 100 for n = 40; remember that each cell frequency is 
very large (2000 at n = 25), so that small deviations from normality are 
highly visible. Nevertheless, the ancillarity of Q is the important 
property. 
The approximation 
E{~QjQ} = expression (7.2) 
was remarkably acc~rate. Figure 7.3 gives the results for n = 25 and 
0 = 0.5, which are typical. 
It is· of some interest to compare the likelihoods of a and <l>q, 
because we hope and expect that <l>q exhibits more normal behavior. 
Figure 7.4 compares the two likelihoods and shows their normal approxima-
tions for the case n=20, s1 = 12, s2 = 35. The graphs are of relative 
likelihoods (relative to the maximum}, and each normal approximation uses 
1/-i as the variance. The likelihood of <l>q has a reassuringly normal 
shape. -., 
Linear Pure Birth Process. Two models that produce likelihoods of 
the same form are the linear birth process and the linear pure deAth pro-
cess; the latter corresponds to exponential sampling with fixed censoring 
point. Maximum likelihood estimation for both models has been extensively 
discussed by Beyer, Keiding_and Simonse~ [1]. The birth pro~ess is treated 
here because it has larger statistical curvature. 
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q = 0.101, 
e 0 
Likelihood functions for. 0 and cp (relative to maxima) 
q 
A 
sl = 12, and s 2 = 35. Here 0 = 0.7185, -!lA = 122 • 77' 0 
.. 
A 
cpq = 0.928. ---- normal approximation with variance l/-!l • 
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2.0 
The birth process 
x0 = n and 
{X: 0 < t < 1} may be defined as follows. Let 
t 
pra{X + = m+c5 Ix = m} t e: t 
= {m0e: + O(e:) 
1-mae: + 0 ( e:) 
Then the sufficient statistic is the pair 
S = fl X du 
2 O u 
and the log likelihood function is 
It follows that 
and 
Some values of the curvature are 
0.5 1 2 3 
o = 1 
o = 0 . 
5 10 a = o 
2 
Ya= 0 0.05 0.125 0.320 0.530 0.835 0.996 
A 
-In this particular case it is most convenient to derive "' 
"'q 
(5 .10), so that 
" -1/2 a s1 s1 " 
"E, p ~q 7 n J x2 dx = ti log 8 
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We have simulated the birth process with n=lO and various values of 8 • 
Figure 7.5 shows the cpnditional variance of 
A 
~ obtained from 10,000 q 
sample paths with 8=3. Except at the extremes, each interval on the Q 
axis contained approximately 400-500 sample values. There is very close 
agreement with the theor~tical approximation (5.3) here and in other cases. 
O.lll T 
• 
• • 
• 
0.10 r 
• T• 1 •• • 
. .1 • 
• 0.09 -
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0.08 
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nl/2Q 
Figure 7.5. Empirical conditional variances of 
• 
• 
•• 
• 
• 
• 
1 2 
~ for pure linear birth q 
process with n=lO, 0=3 from 10,000 sample paths. H 
standard error. 
estimate + 
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8. Proofs and Details. 
Lemma 1. We require certain obvious conditions as follows. 
(i) E(T2) < 00, which implies E(T2 IA) < 00 a.s. 
(ii) The first four derivatives of log f 0(x) = log f O(x-0) with 
respect to 0 exist in an open neighborhood of 0. All four derivatives 
have finite expectation; the second has strictly negative expectation; 
and for 
such that 
I a4 log f 0 (X, 01) / a01 - a4 log f 0<x' 0) / a04 I < Mo<x, 0) 
1 
(8.1) 
These conditions, and the proof of the lemma, are obvious extensions of 
those given by Walker [ 16] • 
From (2.1) we may write 
J 
= -I {8.2) 
say. Both I and J are finite by assumption (i), so that for arbi-
trarily small £ > 0 we can choose O < b < oo such that 
e: 
L 
L ( L· 
£ 
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(8. 3) 
'" 
\ i 
-Further, for arbitrary o > 0 we have (Walker [16], equation (5)) 
where c0 > 0. It follows that 
J t2 
o<ltl<b 
- e: 
It remains to consider 
f 
o<ltl<b 
-e:: 
-nco 
0 (e ). (8.4) p 
(8.5) 
where o is arbitrarily small. We proceed via the Taylor expansion 
where 
o > 0, 
r = (1~• 4) - 1!•4))/a for 0 ~ (0,0). Now for arbitrarily small 
n O e 4 
le-§1 < o with probability tending to one, so that by (8.1) for 
any n > 0 
lim Prob 0(1rnl < n) = 1 
n"700 
(c.f. Walker [16], equation (19)). We then set 
substitute in (8.5). The next step is to write 
1 4 + 24 a4t (1 + n) and then use the inequality 
-u 1 2 1-u < e .s_ 1-u + 2 u 
to obtain 
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(8.7) 
Ir I= n in (8.6) and 
n 
z = tla:""2 , u = - .!. a t
3 
6 3 
Because 
ora;-
f _ora: 
2 
2 1 2 
z $(z) (1-u + 2 u )dz 
(8.8) 
2 ora;- + 00 and because the contribution from u vanishes 
as n + 00 , we find that for arbitrary fixed o 
where I* and J* 
and (8.4), and the 
plim Jo/J* 
n-+«> 
plim I /I* 
n-+«> 0 
are denominator 
arbitrariness of 
plim J/J* = 1, 
n-+«> 
= 
== 
and 
0 
1 + O(n) 
1 + O(n) 
numerator in (2.8). 
and n, we conclude 
plim I/I*= 1. 
n-+<X> 
But by (8.3) 
that 
This proves the validity of (~.8) and hence (2.10) as asymptotic expansions. 
Lemma 2. By making suitable transformations on the parameter space 
and sample space, see Section 4 of Efron [S], we can always achieve the 
following simplifications: 8, the true parameter value, equals O; i = n e 
for all 8; ao =Bo== O; ao ==Bo= (1, o, o, ... , O); la= I, the identity 
matrix; and ci0 = v11 (1, 0, 0, ••• , 0) + y0 (0, 1, 0, O, ..• , 0), see 
definitions (4.8). We will use this convenient form to show that 
(8.9) 
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·1.. 
where x2 is the second component of the observed average vector x. 
This verifies lemma 2 since lni2 +'ll(O,l) as n + oo. 
Equation (6.5) of Efron [5], in the notation of this paper, is 
Differentiating again with respect to 8 gives 
Equation (10.5) of Efron [S] implies 
Substituting (8.10) - (8.12) in the Taylor series expansion 
t, = 
e 
1 + 1<·3) ~ + 0 (1/n) , 0 0 p 
(8 .10) 
(8.11) 
(8.12) 
(8.13) 
and making use of the forms for a0 , a0, a0 and a0 given above results 
in 
(8.14) 
and 
(8.15) 
Equation (8.15) is the first line of (8.9). The second line then follows 
from Q = (1-R)P~, 
e 
(8.16) 
and (8.15). 
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The Transformation From ~ to 0. The second order Taylor series q 
corresponding to (5.4) can be written 
where 
.. ,.. 
,.. 1 1 a1~1a0 22 0-0 = -- Z + - ---
-t~/2 4 (-i,..)2 
0 e 
z - lri"(~ -~ ) q q 
(8.17) 
(8.18) 
an approximate N(O,l) "pivotal" random variable. (The coefficient of · 
the second term is obtained by differentiating (5.5). Notice that 
ai,..,ae I 1i·3) = a3101a03 J .) The first term in (8.17) is O (l/n112), 
0 0 0=0 P 
the second is O (1/n), and we are ignoring higher order terms. A more p 
precise versi·on of (5. 7) is seen to be 
Prob{0 C: (0 - z Ct 
··1/2 + /J. ' 
-1,.. 
,.. z 
e + .. r12 + tJ.> IQ=ql = 1-2a , ca.19> 
-1,.. 
0 e 
_ 1 .. ,.. .. 2 
/J. = -4 (at,../a0)/(-1,..) • The conditional confidence interval for 0 has 0 e 
width 2z /(-t,..) 112 , as in (5.7), but is centered /J. units to the 
a. e 
A 
right of e. 
Conditional Versus Unconditional Normality in the Circle Model. For 
the circle model it is easy to compare both conditional and unconditional 
,.. 
distributions of e with their normal approximations. The exact uncondi-
tional density corresponding to (3.2) is 
" p cos(S-0) 1 2 2" 
f 8(0) = (2
n)l/2 exp{- 2 p sin (8-8)}, 
f o·r which the first-order approximation is the 2 N(0, 1/p) 
(8.20) 
density, and 
the second-order approximatio~ (Efron, [5]) is the N(0, l/p2 + l/p4) 
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density. Figure 8.la shows both exact and first-order normal approximation 
unconditional densities when p=2; the second-order normal approximation is 
slightly worse. Figure 8.lb shows both exact and normal approximation con-
ditional densities when Rp2 = 1 using (3.5) in the normal approximation. 
0-0 
(a) Unconditional 
0-0 
(b) Conditional 
Figure 8.1. Exact (-) and approximate normal(---) densities for 
in the normal circle model. (a) is the unconditional density with 
p=2; (b) is the conditional density with Rp = 2. 
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A 0-e 
9. Additional Location Examples 
In addition to the examples reported in Sections 1 and 3, we have 
looked at three others, which we give here. 
Laplace Distribution. Let x1 , ••• ,Xn be iid with density 
fe(x) = ½ exp{-lx-el}. 
This is not a regular density, although the m.1.e. is asymptotically normal 
and the likelihood has a local normal approximation. For simplicity we 
suppose that n = 2m + 1 is odd, so that the m.l.e. is the sample median 
X(m+l)• The difficulty is that £9 is not well-defined.at 8 = 8 so 
.. 
thJt t8 does not exist. From the basic calculations given by Fisher 
[9], we know that (i) where the usual i~formation loss for is of order 
,J,_ 
one, here it is of order n2 ; (ii) where the conditional information is 
usually O {n), here the conditional information ranges from 1 to n2 • p 
.. 
The discrete difference analog of t0 is seen to be the central 
difference 
A 
Figure 9.1 graphs var{elo} for n = 21 as estimated from :50000 samples. 
It seems that as D approaches zero the other ancillary information 
becomes important; the conditional information approaches h2 as all 
order statistic differences tend to zero. Probably a different limiting 
theory is appropriate as D approaches zero, but we have not purused 
this to a definite conclusion. 
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Figure 9.1 Laplace or double-exponential distribution. Condi tiona 1 
variance of the m.1.e. of location given the value of the central 
difference o= X(m+2 ) - X(m) for sample size n=21, estimated from 
50000 samples. Standard errors of estimates are indicated on either 
side of e~timates. The statistic Dis a finite difference analog 
of the second derivative, 
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Fisher's Hyperbola in Three Dimensions. Fisher's hyperbola model 
can be generalized in a simple way to two parameters as follows. 
Let G . (i=l, 2, 3) be independent Gamma variables each with 
m,1 
index m, and let the observable variables be 
U ,-1 -8 = I\ e G l 
m, 
-1 V = A G 2 , m, 
-1 e W=A eG 3 • m, 
3 hyperboloid shape in R. The log likelihood function is 
e -e t 0 A= -3m log A - A.e U - AV - Ae W, 
' 
from which we obtain 
A 1 0 = 2 log(W/U), 
" A= (V + 2vUW)/3m. 
If we denote 
then 
20 i~~ 6n low" 0 -i ..... ,,.. ---
0A 8A = V+2/uw" 
i~~ 
0A. 
(9.1) 
(9.2) 
which is ancillary with respect to (8,A.), because it depends only on the 
invariant UW/V2• 
" Note that unconditionally 8 is independent of V and is distributed 
independently of A; in particular 
var{e} ::: 2~ • 
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For any fixed A, we have from Section 3 that both V and UW are 
ancillary with respect to 0, and by (3.13) 
var {e Iv ,uw} A :::--
2\IUW 
The two var i ables V, UW determine ~ and the ancilla r y UW/V2 ; V 
enters in the conditional analysis so as to provide information about 
the precision (9.4) of e. 
A strai ghtforward calculation analogous to (3 . 11) shows that with 
A= V/vUW 
" the conditional dens ity of 0 is 
hA(0;0) a: {2 cosh (0- 0) + A}- 3m . 
Thus, by the theory of Section 2, we find that 
var{0/A} - A+2 
- 6m = 
(9.4) 
_(9. 5) 
The accuracy of this approximation is comparable to that illustrated for 
the hyperbola model in Figure 3.2; from (9.5) we can obtain the corrected 
appr oximation corresponding to (2.10). 
The example is special in that the Hessian (3 .16) has only one random 
element, so that the general relationship between the Hessian and the 
ancillary (exact or approximate) is not illustrated. 
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Normal Distribution with Fixed CV. Let x1 , ... ,Xn be iid N(µ ,a2 ) 
such that the coefficient of variation a/µ is known. Taking the special 
case a =µ , we reparametrize to N(e8 ,e2 8). Conditional inference for 
this mode l has been considered by Hinkley [12 ]. The sufficient statistic 
is the pair 
and 
i s ancillary. Excepting the very unlikely case s1 < 0 and writing 
1 
B = (1 + 4A2 ) 2 we find that 
" 
.. (B - 1)-l} 8 = loge [½s1 (B - 1)} i," = 2n[l + e 
(•3) 
-3l~ - 2n .ef •4) 7:ie + 6n. ;,,.. = = e e 
.. 
Hinkley [12 , Table 1] shows that - t 8 is a very close approximation to the 
conditional information in sampl es as small as n = 10. 
The approximations (2 .10) and (2 .1i) are compar ed with Monte Carlo 
results from 10000 samples of size n = 10 in Figure 9,2. This is our 
only location example where the m.l.e. is not unbiased. Note that the 
.. 
coefficient of variation of ;,0 is very small in this example, which in 
part explains the difficulty in pinning down the conditional mean of 0; 
for n = 10 the 9g% range of 
.. 
_;,,.. /i 
e is o.8 to 1. 2 . 
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Figure 9.2 The ( e 28 ) d · · b · C d . . 1 . d b . Ne ,e i stri u t ion. on itiona varia nce an ias 
~ 
of 8 for n=l0 based on 10000 samples . The appr oximations (2. 10) and 
(2 .11) a r e compared with the empirical results . Standard errors of bias 
estimates are indicated on either side of estimate. 
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