Abstract. We prove that the critical temperature for the BCS gap equation is given by
Introduction and Main Result
The BCS gap equation [1] ∆(p) = − 1 (2π) 3/2
with E(p) = (p 2 − µ) 2 + |∆(p)| 2 , has played a prominent role in physics in the fifty years since its introduction. In (1) , the function ∆ is interpreted as the order parameter describing paired fermions (Cooper pairs) interacting via a local pair potential 2V (x), with Fourier transformV (p) = (2π) −3/2 R 3 V (x)e −ipx dx. The (positive) parameters T and µ are the temperature and the chemical potential, respectively. Originally, Eq. (1) was introduced to describe electrons in a crystal, where the interaction is mediated by phonons and is non-local. Special interest in local potentials of the form (1) has recently emerged for the description of ultra-cold fermionic gases (see, e.g., [2] and references therein).
It was shown in [5] that the critical temperature for the existence of non-trivial solutions of the BCS gap equation can be characterized as follows. DEFINITION 1. Let µ > 0 and V ∈ L 3/2 be real-valued. Let K T,µ denote the multiplication operator in momentum space
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It was proved in [5] that Eq. (1) has a non-trivial solution if and only if T < T c . Note that this result gives a linear criterion for the existence of solutions of the nonlinear equation (1) . An analysis of T c for weak coupling (i.e., V replaced by λV with λ ≪ 1) was given in [3, 6] (see also [7] ). In contrast, here we are interested in the low density limit µ → 0 at fixed interaction potential V . In this regime, T c turns out to be related to the scattering length of 2V , which can be conveniently defined as follows.
is not in the spectrum of the Birman-Schwinger operator V 1/2 1
, then the scattering length of 2V is given by
Note that since V ∈ L 3/2 (R 3 ) by assumption, the Birman-Schwinger operator is of Hilbert-Schmidt class by the Hardy-Littlewood-Sobolev inequality [9, Thm. 4.3] . Although it is not self-adjoint, its spectrum is real. The fact that −1 is not in its spectrum means that p 2 + V does not have a zero eigenvalue or resonance. Eq. (3) is the natural definition of the scattering length for integrable potentials. In the appendix, we shall explain why this definition coincides with the usual concept found in quantum mechanics textbooks. For an alternative definition allowing for more singular local behavior but assuming compact support of V and the absence of bound states see [10, Appendix A] .
With the aid of Definitions 1 and 2 we can now state our main theorem.
, and that the scattering length a in (3) is negative. Then the critical temperature (2) satisfies
with γ ≈ 0.577 denoting Euler's constant.
In other words,
as µ → 0. This formula is well-known in the physics literature [4, 8, 11, 12] .
The proof of Theorem 1 shows that the condition that V (x)|x| is integrable at infinity is indeed optimal; i.e., formula (4) will in general not hold if V decays slower than |x| −4 at infinity. In the next section we shall prove Theorem 1. Our analysis of the operator (2) is similar in spirit to the spectral analysis of Schrödinger operators in two dimensions in [13, 14] .
Proof
Let −1/λ denote the smallest eigenvalue of V 1/2 1
It follows that for this value of λ, p 2 + λV ≥ 0.
Since tanh t ≤ min{1, t} for t ≥ 0 it is easy to see that K T,µ ≥ λ −1 (|p 2 − µ| + 2T (λ − 1)) for any λ ≥ 1. With the choice of λ as above, we conclude that
). From this bound and (2) it follows immediately that T c ≤ µ/(2(λ − 1)). Hence we restrict our attention to the case T ≤ Dµ in the following, with D = 1/(2(λ − 1)) > 0. Only the existence of such a D, and not its value, will be important in the following.
According to the Birman-Schwinger principle (see [3, Lemma 1]), T c is determined by the fact that for T = T c the smallest eigenvalue of
If the spectrum of B T is contained in (−1, ∞) for any T > 0, then T c = 0. Alternatively, T c is the largest T such that 1 + B T has an eigenvalue 0. We decompose the Birman-Schwinger operator B T as
Explicitly, A T,µ is the operator with integral kernel
We note that for small µ
uniformly in T for T ≤ Dµ. This was shown in [6, Lemma 1].
Here, · 2 denotes the Hilbert-Schmidt norm.
Proof. Performing the angular integration, we can write the kernel of A T,µ as
2 dp .
(6) We note that |b −1 sin b − 1| ≤ C min{b 2 , 1} ≤ Cb α for all 0 ≤ α ≤ 2 and b > 0. Hence we can bound, for any Z > 0,
The kernel of A T,µ is thus bounded by
It is not difficult to see that the p integral on the first line is bounded by (a constant times) µm µ (T ) for T ≤ Dµ. Similarly, the integral on the second line is bounded by µ 1/4 m µ (T ). Finally, the last integral is bounded by µ 3/4 . Since by assumption R 3 |V (x)|dx < ∞ and R 6 |V (x)||V (y)||x − y|dxdy < ∞, we conclude that lim sup
for some constant C > 0, uniformly in T for T ≤ Dµ. Since Z was arbitrary, this proves the claim.
is invertible by assumption, we can write
Hence T c is the largest T such that
has an eigenvalue −1. According to Lemma 1, the operator A T,µ /m µ (T ) is small for small µ, uniformly in T . Moreover, m µ (T ) is monotone decreasing in T and the rank one operator
has an eigenvalue 4πa according to Definition 2, which is negative by assumption. Hence simple perturbation implies that
.
In particular, T c > 0 for small enough µ. We conclude that m µ (T c ) is order one as µ → 0. With the aid of Lemma 1 we thus see that for T = T c , 1 + V 1/2 p −2 |V | 1/2 + A T,µ is invertible for small enough µ. This implies that T c is determined by the fact that the smallest eigenvalue of
is zero. Since the first factor does not have a zero eigenvalue, the second does for T = T c . In other words,
In order to evaluate this expression, we expand
The first term, when inserted in (7), yields 1/(4πa). The last term term goes to zero faster than µ 1/2 since, according to Lemma 1, A Tc,µ ≪ µ 1/4 . Inserting the second term into (7) yields f |(sgn V )A Tc,µ |f with
Proof. Using (6) we can write f |(sgn V )A T,µ |f as
Proceeding as in the proof of Lemma 1, but with α = 1 in place of α = 1/2 in the second term, we conclude that
The first and second integrals are bounded by µm µ (T ) and √ µm µ (T ), respectively. The last integral is bounded by µ 3/4 . Since Z is arbitrary, the same argument as in the proof of Lemma 1 leads to (9) .
If f defined in (8) satisfies the assumption of Lemma 2, we conclude that f |(sgn V )A Tc,µ |f ≪ µ 1/2 as µ → 0. In particular, this implies that
Using (5) this proves (4).
Thus it remains to show that
, with f defined in (8) . For this purpose, let g ∈ L ∞ (R 3 ), and consider the expression
We write
. For the contribution of 1 to (10) we use
The remaining term is then bounded by
The first norm is bounded by g ∞ ( |V (x)|(1 + |x|)dx) 1/2 . The second is just
1 . The first operator norm in the second line is finite by assumption. Finally, the last operator norm can be bounded by the Hilbert-Schmidt norm, whose square is
The last inequality follows from the Hardy-Littlewood-Sobolev inequality [9, Thm. 4.3] ; the right side is finite by our assumptions on V . This shows that (10) is bounded by (a constant times) g ∞ , and hence f (x)|V (x)| 1/2 (1 + |x|) ∈ L 1 . This completes the proof of Theorem 1.
Appendix A. Scattering Length
In the following, we shall explain why the definition (3) of the scattering length coincides with the usual textbook definition. There, one considers the solution ψ of the zero-energy scattering equation −∆ψ + V ψ = 0 subject to the boundary condition lim |x|→∞ ψ(x) = 1. The scattering length a is then determined by the asymptotic behavior ψ(x) ≈ 1 − a/|x| for large |x|. For a rigorous definition for potentials with compact support and in the absence of bound states see [10, Appendix A] .
Assuming that we have such a solution ψ with ψ − 1 ≈ a/|x| for large |x|, we have 1 p 2 ∆ψ = 1 p 2 ∆(ψ − 1) = 1 − ψ . This can be rewritten as
Moreover, V ψ = ∆ψ = 4πa, which follows from integration by parts, using that |∇ψ| ≈ a/|x| 2 for large |x|. Under the assumption that 1 + V 
