Abstract. Let L be a rank one positive definite even lattice. We prove that the vertex operator algebra (VOA) V + L satisfies the C 2 condition. Here, V + L is the fixed point sub-VOA of the VOA V L associated with the automorphism lifted from the -1 isometry of L.
Introduction
A vertex operator algebra (VOA) V is said to be C 2 cofinite if the subspace {u −2 v|u, v ∈ V } has finite codimension in V . This is often call the C 2 condition and was first introduced in [Z] by Zhu who used it to prove the convergence of the trace function of a certain kind of VOA-modules. This seemingly abstract condition is satisfied by most known VOAs, and has played an important role in the representation theory of VOAs and the study of the structure of their modules. In particular, under this condition, it is possible to establish the existence of twisted modules (see [DLM1] ). Furthermore, for holomorphic VOAs, it was shown in [DLM1] that the C 2 condition implies the uniqueness of twisted V -modules. It was also used, in [KL] , to show that every irreducible admissible twisted V -module is an ordinary twisted V -module. Most recently, the C 2 condition was shown to imply the finiteness of the generating sets of a given VOA and its modules (see [GN, Bu] ).
A VOA V is called rational if any V -module is completely reducible. Understanding the representation theory of rational VOAs is one of the major problems in the field and it seems that here too the C 2 condition will play an important role. In fact, it has been conjectured that rationality and C 2 -cofiniteness are equivalent. Indeed, in [L] , Li showed that any regular vertex operator algebra satisfies the C 2 condition.
If the central charge is less than 1, the representations of rational VOAs have been completely understood because the sub-VOAs generated by the Virasoro elements have been completely classified (see [DMZ, W] ). Hence, the first nontrivial case, is when the central charge is 1. Let L be a rank one positive definite even lattice. It is well known that the corresponding VOA V L has an order 2 automorphism θ which is induced from the -1 isometry of the lattice. The θ-invariant sub-VOA V + L is a simple VOA (see [DM] ). It has been conjectured that every rational VOAs of central charge 1 is of the form V L , V + L and V G L2 , where L 2 is a root lattice of type A 1 , G is a finite subgroup of SO(3) of type E, and V G L2 is a G-invariant sub-VOA of V L2 . The representation theory of V L is completely understood. In fact, V L is rational (see [Bo, FLM, D1, DLM3] ). Therefore, in order to characterize the rationality of vertex operator algebras with central charge 1, one has to understand V + L and V G L2 . To this end, Dong and Nagatomo classified the irreducible modules for V + L (see [DN2] ). In this paper, we take a step towards achieving this goal by showing that V + L satisfies the C 2 condition. Let L = Zα be an even lattice with a non-degenerate integral bilinear form ·, · such that α, α = 2k, where k is a positive integer. When k = 1, 2, C 2 -cofiniteness is a consequence of the fact that V + L is isomorphic to VOAs which are known to be C 2 cofinite. More specifically, when k = 1, V + L is isomorphic to a particular lattice VOA (see [DG] ), and when k = 2 it is isomorphic to L(1/2, 0) ⊗ L(1/2, 0) (see [DGH] ). The proof that these VOAs are C 2 cofinite is available in [DLM1] .
Here we consider the case k ≥ 3 and establish C 2 cofiniteness in the following way.
. Then we use information about the bases of M (1) + and V
The paper is organized as follows. In section 2, we review the definitions of a vertex operator algebra, its automorphisms, and its twisted modules. We discuss the definition the cofiniteness C n condition and the algebra of V /C 2 (V ). We also recall the construction of A n (V ) for a nonnegative integer n. In section 3, we review the construction of vertex operator algebras V + L , its irreducible modules and discuss the cofiniteness
Vertex operator algebras and C 2 condition
We review definitions of a vertex operator algebra, its automorphisms, and its twisted modules. We also discuss the definition of the cofiniteness C n condition and the algebra of V /C 2 (V ). We recall from [DLM2] the construction of A n (V ) for a nonnegative integer n. Definition 2.1. [Bo, FLM, FHL] A vertex operator algebra (or VOA) is a Z-graded vector space
Moreover, there is a linear map
and with two distinguished vectors 1 ∈ V 0 , ω ∈ V 2 satisfying the following conditions for u, v ∈ V :
(Jacobi identity) where δ(z) = n∈Z z n is the algebraic formulation of the δ-function at 1, and all binomial expressions are to be expanded in nonnegative integral powers of the second variable;
We denote the vertex operator algebra just defined by (V, Y, 1, ω) (or briefly, by V ). The series Y (v, z) are called vertex operators.
For g, an automorphism of the VOA V of order T , we denote the decomposition of V into eigenspaces with respect to the action of g as V =
T −1 r=0 V r where V r = {v ∈ V |gv = e 2πir/T v}. For a vector space W , we denote the space of W -valued formal series in arbitrary complex powers of z by W {z}. Definition 2.4. A weak g-twisted V -module M is a vector space equipped with a linear map
satisfying axioms analogous to (4), (5) and (7). To describe these, we let u ∈ V r , v ∈ V and w ∈ M . Then Definition 2.12. For a VOA V , we define
V is said to satisfy the cofiniteness C n condition if V /C n (V ) is finite dimensional.
Remark 2.13. For the case n = 2, it was introduced by Zhu (see [Z] ).
The following lemma is a consequence of a definition 2.1.
for all u, v ∈ V , and n ≥ 2.
Proof: Part 1), it follows from the fact that L(−1)u = u −2 1 for all u ∈ V . Part 2), it follows from the fact that (L(−1)
Next, we discuss the algebra of V /C 2 (V ). For a VOA V , we consider the (−1)
By using the Jacobi Identity, we obtain the following.
Theorem 2.16. [Z] 1) C 2 (V ) is an ideal of V with respect to the (−1) st product. 2) V /C 2 (V ) is a commutative associative algebra under (−1) st product.
Theorem 2.17. [GN] Let U = {u i } i∈I be a set of homogeneous elements in V which are representatives of a basis of V /C 2 (V ). Then V is spanned by elements of the form u
We review the associative algebra A n (V ) constructed in [DLM2] .
Definition 2.19. Let n be a nonnegative integer. We define
Here u
. Also, we define a product * n on V for u, v as above;
is an associative algebra under * n with the identity 1 [Z] and it was first introduced by Zhu (see [Z] ).
Theorem 2.22. [Bu] If V is a simple VOA that satisfies the C 2 condition, then the associative algebra A n (V ) is finite dimensional for all n ≥ 0.
In this section, we briefly review the construction of V + L , its irreducible modules and discuss the C 2 condition of the VOA V + L when k = 1, 2. We are working in the setting of [FLM, DL1] . Let L = Zα be an even lattice with a non-degenerate integral bilinear form ·, · such that α, α = 2k. Here, k is a positive integer.
−1 ] ⊕ Cc be the affinization of h. Therefore, h is a Lie algebra with commutator relations:
For h ∈ h, n ∈ Z, we use the notation h(n) to denote h ⊗ t n . Set
Hence, h + , h − are abelian subalgebra of h. For a Lie algebra g, we let U (g) be the universal enveloping algebra of g. Consider the induced h-module
where h ⊗ C[t] acts trivially on C and c acts on C as multiplication by 1. We set C [L] to be a group algebra of L with a basis {e β |β ∈ L}. Let z be a formal variable and h ∈ h. We define actions of h and z h on C [L] in the following ways:
We let
We use a normal ordering procedure, indicated by open colons, which signify that the enclosed expression is to be reordered if necessary so that all the operators γ(n), (γ ∈ h, n < 0), e β ∈ L are to be placed to the left of all operators α(n), z α , (α ∈ h, n ≥ 0) before the expression is evaluated. This gives a well defined linear map
is a simple VOA with ω = 1 4k α(−1) 2 and 1 = 1 ⊗ 1 ( see [Bo, FLM] ).
2) V L is a rational vertex operator algebra (see [DLM3] ).
We set
L is generated by ω, e α + e −α , and J (see [DG] ).
Let T 1 , T 2 be Z 2 -irreducible modules such that α + 2L acts as scalars 1 and -1, respectively. We set
Hence, h[−1] is a Lie algebra with the commutator relation given by
′ is a rank one positive definite lattice spanned by β whose square length is 8 (see. [DG] ). Since V L ′ satisfies the C 2 -condition (see [DLM1] ), this implies that V + L satisfies the C 2 -condition when k = 1.
For
) is the irreducible highest weight module for the Virasoro algebra with central charge 1/2 and highest weight h (see [DGH] ). It was proved in [DLM1] 
For the rest of this paper, we assume k ≥ 3. In this section, we show that
Denote by Z ≥0 the set of nonnegative integers, by Z >0 the set of positive integers. We recall that
, we set E m = e mα + e −mα , and
For convenience, we also set E = E 1 , and
Then p j (x) are Schur polynomials. For m ∈ Z >0 , we let
We will show that if m is even, then V
Therefore, we have
Corollary 4.5. 1) If m is even, then we have
2) If m is odd, then we have
Proof: These follow immediately from Lemmas 4.2, 4.3, 4.4 and the fact that
, we say that an element u has length r with respect to α and we write l α (u) = r. In general, if u is a linear combination of such vectors u i we define the length of u to be the maximal length among l α (u i ).
Lemma 4.6.
[DN2] Let m ∈ Z >0 . 1) Let n 1 , n 2 , ..., n r ∈ Z >0 with r even. Then
2) Let n 1 , ..., n r ∈ Z >0 with r odd. Then
Lemma 4.7. Let m, n ∈ Z >0 . We have
Proof: This Lemma follows from the Lemma 2.14, and the fact that
Lemma 4.8. Let m, n ∈ Z >0 . If m is even, then we have
. Proof: By combining equations (18), and (20) together, we obtain that:
. Assume that (2km 2 (n + (−1) n−1 ) − n) = 0. case 1: n is an even integer. Then we have n = 2km 2 2km 2 −1 . Recall that for any integer p = 0, if p|p + 1 then p = 1 or p = −1. Therefore, either 2km 2 = 2 or 2km 2 = 0. This contradicts with the fact that 2km 2 ≥ 6. case 2: n is an odd integer. Then n = − 2km 2 2km 2 −1 . This is impossible because n is a positive integer.
Thus, (2km 2 (n + (−1) n−1 ) − n) = 0, and
Lemma 4.11. For any even positive integer m, V
Proof: Let u = α(−n 1 )...α(−n r )(e mα + (−1) r e −mα ) ∈ V + L (m). We will prove this lemma by using an induction on r. When r = 0, it follows immediately from Lemma 4.2. When r = 1, it follows from Lemmas 4.8, 4.10. Set v = α(−n 1 )...α(−n r )1 if r is even; α(−n 1 )...α(−n r−1 )1 if r is odd; (21) and w = e mα + e −mα if r is even; α(−n r )(e mα − e −mα ) if r is odd. (22) By Lemma 4.6, we have
. By the induction hypothesis, we can conclude that u ∈ M (1)
Lemma 4.12. For any odd positive integer m, V
. Proof: This follows from Lemmas 4.11, 4.12 and the fact that
Proposition 4.14.
[DN1] The vertex operator algebra M (1) + is spanned by
In this section, we show that V + L satisfies the C 2 condition. In particular, we prove that V
We begin with showing that there is β ∈ C such that for any n ∈ Z >0 , J
By using information about the basis of V + L (1), we are be able to prove that V
has finite dimension. By taking the same approach, we can show that M (1)
has finite dimension. Indeed, we have the following theorem.
It is easy to see that the following elements form the bases of V , it implies that A is a nonsingular matrix. Therefore, we conclude that
The table 2 in the appendix represents the inverse matrix of the matrix A. Since
we can also think of J −1 E as a vector u = [
]. By multiplying the vector u and the matrix A −1 together, we obtain that
. Proof: Part 1) we will prove by induction on n. For n = 1, it follows from Corollary 5.3. Now, suppose that J
. By using commutativity and associativity of V
, we obtain the following:
Part 2) it follows immediately from Part 1).
Proof: This follows from Theorem 4.18 and Lemma 5.4.
The following elements are bases of V
Proof: This follows from the fact that L(−2)
Next, we show that (M (1)
+ and M (1, 5) + have the following basis elements:
Basis of M (1, 7)
2 J, and L(−2) 4 1.
4 1, and C 12 = L(−3)β 3 . The table 3 in the appendix gives explicit expressions of C i (i = 1, ..., 12) in term of c j (j = 1, ..., 12). If we denote this table by 12 × 12 matrix B, then the determinant of the matrix B is − 36315 128k 8 . Thus, B is a nonsingular matrix and C i (i = 1, ..., 12) span M (1, 8) + .
Corollary 5.10.
where ρ = 3.28 + 0.098k −1 , and σ = 2.87 − 0.39k −1 .
Proof: Since J −1 J = 
where ρ = 3.06 + 0.098k −1 , and σ = 3.73 − 0.39k −1 .
Remark 5.12.
[DN1] Only L(−2) 5 1 involves the vector α(−1) 10 1.
Corollary 5.13. (M (1, 10)
Corollary 5.14. For 2), we first recall that Lemma 5.15.
Proof: Recall from Corollary 5.10 that
, and Corollary 5.14, we have
. Proof: For n = 4, this follows from Lemma 5.15 and Corollary 5.14 3) and commutative law of V
. By Corollary 5.14 3) and The following elements are bases of V
The table 6 in the appendix gives explicit expressions of G i (i = 1, ..., 11) in terms of g j , j = l, ..., 11. If we denote this table by 11 × 11 matrix C, then det(
. Suppose the contrary. By Corollaries 5.14, 5.18, we conclude that
for all m, n ∈ Z + such that m + 2n = 2k + 3. Moreover, we have
Observe that
+ , we can write p 4k+6 (α) + p 4k+6 (−α) in the following way:
Here, 1) m 1 ≥ m 2 ≥ ... ≥ m i ≥ 2 and there is 1 ≤ f ≤ i such that m f ≥ 3. Moreover, m 1 + ... + m i = 4k + 6.
2) n 1 ≥ n 2 ≥ ... ≥ n j ≥ 2, p 1 ≥ ... ≥ p l ≥ 1 and there is 1 ≤ g ≤ j such that n g ≥ 3 or there is 1 ≤ h ≤ l such that p h ≥ 2. Furthermore, n 1 + ... + n j + p 1 + ... + p l + 3l = 4k + 6.
3) q 1 ≥ ... ≥ q t ≥ 1 and there is 1 ≤ s ≤ t such that q s ≥ 2. Moreover, q 1 + ... + q t + 3t = 4k + 6.
We observe that in the spanning set of M (1) 
