We determine the minimum number of 1s in an (irreducible) (0,l) matrix of order n such that for some integer k, all principal submatrices of order k, but not all of order k -1, have a positive permanent.
INTRODUCTION
be the minimum number of 1s in a matrix in M(n, k). A matrix A in M(n, k) for which o(A) =f(n, k) is called k-critical. Note that if A is in M(n, k), then QAQ r is in M(n, k) for each permutation matrix Q of order r~, and that if A is k-critical, so is QAQ'.
Recall that a matrix A of order n is reducible provided there exists a permutation matrix Q such that where 0 is a p X n -p zero matrix for some integer p with 1 d p Q n -1. The matrix A is irreducible provided it is not reducible. Let D(A) be the digraph with vertex set N in which there is an arc from vertex i to vertex j exactly when u,~ # 0. Then A is irreducible if and only if D(A) is strongly connected [2] . Let M *(n, k) denote the set of irreducible matrices in M(n, k) and let
be the minimum number of 1s in a matrix in M*(n, k). A matrix A in M*(n, k) for which a(A) = g(n, k) is an irreducible, k-critical matrix.
In this paper we determine f(n, k) and g(n, k), and we characterize the k-critical and irreducible, k-critical matrices. We clearly have:
(i) f(n, n) = n and for A E M(n, n), a(A) = n if and only if A is a permutation matrix different from I,,
(ii) f(n, 1) = n and for A E M(n, l), a(A) = n if and only if A = I,, (iii) g(n, n) = n and for A E M*(n, n), a(A) = n if and only if A is a full-cycle permutation matrix, 
For each integer m > 1, let F, denote the (0,l) matrix of order m with 1s on the main diagonal and on the superdiagonal. The number of 1s of F,, is 2m -1. For each integer r > 1, let e, denote the r X 1 matrix with a 1 in the last position and OS elsewhere, and let e: denote the 1 X T matrix with a 1 in the first position and OS elsewhere. Now let n,, . . . , nP be p integers with p > 1 and n, + *** +n, = n -1. We define the (0,l) matrix of order n:
The number of 1s of C,(n,, . . . , n,> is clearly p + 2n -2.
Letting p = n -k + 1, n, = *a* = nP_ 1 = 1 and nP = k -1 in (4),
we get an n X n matrix 
In this paper we prove that the inequalities (3) and (5) are in fact equalities and we determine all the k-critical matrices and all the irreducible k-critical matrices.
CHARACTERIZATIONS OF k-CRITICAL AND IRREDUCIBLE, k-CRITICAL MATRICES
In this section, we characterize the k-critical matrices and the irreducible k-critical matrices. We first prove a property for matrices in the set M(n, k) which gives some justification for the name "k-critical' matrix LEMMA 1. Let A be a (0, 1) matrix of order n and let k Q n - 1 
Proof.
It suffice to consider the case n = k + 1. So assume that n = k + 1 so that k = n -1 and that per A[; I i] # 0 for all i = 1,2, . . . , n, where i = N \ (i}. Suppose to the contrary that per A = 0. Then the term rank of A is at most n -1, and it follows from K&rig's theorem (see, e.g., [2] ) that there are n -1 lines (i.e., rows and columns) which cover all the 1s In the remainder of the paper we assume that 2 Q k Q n - 
Suppose to the contrary that tr( A) = n - we have a( A) > 4( 72 -k + 1) -2 + n -2 = 5n -4k by (7). Thus from (31, it follows that 5n -4k < 3n -2k + 1, which is impossible.
??
Let J,,, denote the matrix of all 1s of order m. We now characterize k-critical matrices.
THEOREM 4.
Let f(n, k) be the function dejned by (1) and let A be a (0, 1) matrix of order n. Then the following hold: Assume that A = [a,,] is k-critical and let q = n -MA). Then q a 1 by (6). By simultaneous permutation of rows and columns, we can assume that a,, = 0 for i = 1,2,. . . , q.
First assume that k = n -1. Then by (7) we have 5 aij > 2 (i = l,2,...,9) j=l so that a(A) a29 +n -9.
It follows from (3) that
and hence n + 9 < n + 3, i.e., 9 < 3. Thus by Lemma 3, we have 9 = 1 or 9 = 3.
First suppose that 9 = 3. Then the inequalities (9) and (10) are in fact equalities and hence (T(A) = n + 3 = f< n, n -l), proving the validity of (a) and also that If 9 = 1, we can show in a similar way that A can be transformed, by simultaneous permutation of rows and columns, into the matrix T3 @ Zn_3.
Since both (/s -Z3) @ I,_, and Ts @ I,_, are in M(n, n -l), it follows that they are (n -l&critical, and the proof of (b) is complete.
NOW assume that 2 < k < n -2. From (3) and (7) we have q(n-k+l) + n-q<o(A)g3n-2k+l, from which it follows that 9 < 2 + (l/(n -k)) and hence that 4 < 2. Thus by Lemma 3, 4 = 1 and hence ail = 0 and us2 = a** = a,,,, = 1. Now by (3) and (7) 
H---l
x I*-k+l of A of order n -k + 1 is 2-critical. It now follows from the case k = 2 that x is a (n -k + 1) x 1 matrix of 1s and hence y = 0. Therefore A = T n_k+2 fB Ik_2, as desired. Since the matrix Tn_k+s @ Ik_2 is clearly kcritical, the proof of(c) is complete.
??
In the next theorem we characterize the irreducible k-critical matrices. In the sequel, we denote by R, the full-cycle permutation matrix of order n with 1s in positions (1,2), (2,3), . . . , (n -1, n), (n, 1) .
Let g(n, k) be the function defined by (2) 
Proof.
We first let k = n -1. Assume that A is an irreducible (n -l)-critical matrix of order n. From (7) and (8) Now let k be an integer with 2 < k < n -2 and let A = [aij] be an irreducible, k-critical matrix of order n. Let 9 = n -td A). Then 9 > 1 by (6). By (51, (7) and (8), we get
which implies that 9 < 1, and hence that 9 = 1. However, with 9 = 1, (12) implies c+(A) = 3n -k -1 and hence (a) holds. By simultaneous permuta-tion of rows and columns, we can assume that a,, = 0 and a2a = *** = a nn = 1. Now (12) implies that Since the first row of A contains k -1 OS, including the (1,l) entry, we now conclude that A E M(n, k). Finally, since certainly a( A) = 3n -k -1, we conclude that A is an irreducible, k-critical matrix, completing the proof of Cc).
??
CONCLUDING REMARKS
As a corollary of (b) of Theorem 5, we obtain the following theorem characterizing matrices which can be transformed by permuting rows and columns into the matrix I, + R,. 
