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Plateforme matérielle–logicielle d’émulation de fautes pour
des opérateurs arithmétiques
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Résumé
Nous présentons les premiers développements d’une plateforme matérielle–logicielle d’ému-
lation de fautes dans des opérateurs arithmétiques matériels. Basée sur un réseau de cartes
FPGA intégrant des processeurs multicœurs embarqués et un serveur pour les outils de CAO,
elle permet d’évaluer rapidement et précisément de nombreuses techniques de détection de
fautes appliquées à différents opérateurs arithmétiques.
Mots-clés : tolérance aux fautes, émulation de faute, FPGA, conception matérielle–logicielle.
1. Introduction
Différentes techniques de détection ou de tolérance aux fautes ont été proposées pour les cir-
cuits intégrés numériques (voir p. ex. [2, 7]). Dans le cas des opérateurs arithmétiques (voir une
introduction dans [9]), sélectionner une bonne technique, et ses paramètres, en fonction des
types d’opérations, des algorithmes de calcul, des représentations des nombres, des diverses
optimisations de l’architecture et du circuit, et du niveau d’erreur mathématique autorisé (in-
cluant l’effet des fautes et des arrondis) est une tâche souvent complexe (voir p. ex. [14]).
La modélisation à haut niveau de l’impact de fautes dans un circuit arithmétique est souvent
superficielle. Se contenter de simuler des fautes en entrée des opérateurs n’est pas suffisant.
Il faut le faire dans le cœur même de l’opérateur selon différents scénarios, p. ex. sur les si-
gnaux/portes internes pour les données intermédiaires mais aussi sur le contrôle de l’opéra-
teur. On recourt souvent à des simulations de bas niveau, de type « bit précis et cycle précis »,
de l’opérateur dans lequel on injecte successivement de nombreuses fautes dans le temps selon
différents scénarios représentatifs. Cette technique purement logicielle est simple mais limitée
par la vitesse des simulateurs. Les circuits FPGA sont souvent utilisés pour accélérer de telles
simulations : on parle alors d’émulation matérielle (voir Section 2).
Nous présentons les premiers développements d’un projet d’aide à la conception et au pro-
totypage de circuits arithmétiques tolérants aux fautes sur ASIC pour différents projets de re-
cherche. En section 3, nous décrivons une plateforme basée sur un petit réseau de cartes FPGA
Zynq Xilinx et d’un serveur Linux. Les parties reconfigurables des FPGA permettent d’instrumenter
les opérateurs arithmétiques avec des blocs d’injection de fautes. Le serveur héberge les outils de
CAO et le contrôle de la plateforme. L’interface entre FPGA et serveur est assuré par un Linux
embarqué sur les cœurs ARM des Zynq et un programme de gestion, sur le serveur, des tâches
d’émulation parallèles sur les FPGA. En section 4, nous présentons un exemple d’analyse de la
précision d’un multiplieur entier 16× 16 bits en présence de différents scénarios de fautes.
Compas’2016 : Parallélisme/ Architecture / Système
Lorient, France, du 5 au 8 juillet 2016
2. Techniques d’accélération de la simulation de fautes
Fabriquer un circuit pour « seulement » le tester est rarement possible. On modélise plutôt l’ef-
fet de fautes à différents endroits du circuit par simulation. La sélection des points d’injection
et du type de fautes, collage à 0/1 ou inversion, est liée à la technologie et au type de faute
envisagés : p. ex. distribution uniforme d’inversion sur la surface pour des fautes dues à des
rayonnements ; des collages plus probables sur les signaux/portes les plus actifs ou chargés
(fanout) ; des fautes plus probables en fin de chemin critique pour des problèmes temporels.
De nombreux travaux portent sur l’accélération logicielle de telles simulations. Par exemple,
au début des années 90, l’algorithme Proofs parallélisait la simulation de plusieurs collages sur
un même mot machine 32 bits [18]. Différentes techniques de parallélisation ont été proposées,
p. ex. sur des machines parallèles généralistes [17] ou plus récemment sur des GPU [12].
L’émulation de fautes en matériel a été proposée très tôt dans l’histoire des FPGA [5, 13]. On
implante en logique reconfigurable une version instrumentée d’une description bas niveau du
circuit (netlist), provenant d’un flot de conception de circuits, afin que des fautes soient simulées
à différents endroits de la description originale comme illustré en figure 1. Souvent un bloc
matériel d’analyse en-ligne sur le FPGA permet, p. ex., de déterminer le taux de détection de
fautes (pour éviter de devoir sortir de gros volumes de données en dehors du FPGA).
netlist initiale netlist instrumente´e injecteur








FIGURE 1 – Principe des points et du contrôleur d’injection de fautes.
Le circuit instrumenté est plus grand et plus lent du fait des injecteurs de fautes et de l’analyse
en-ligne, p. ex. comparaison avec une version sans fautes. Mais il fonctionne quand même à
plus de 100 MHz sur des FPGA récents et surpasse ainsi des simulations logicielles, y compris
parallèles. Utiliser une nouvelle configuration (bitstream) du FPGA pour chaque type et chaque
position d’injection est très coûteux (temps de synthèse, placement/routage et chargement de
la configuration). On place plutôt de nombreux points d’injection qui émulent successivement
dans le temps différents scénarios. Pour une faute unique p. ex., tous les injecteurs effectuent
y = x sauf celui choisi qui effectue y ∈ {0, 1, x¯} selon le modèle de faute retenu. De nombreux
travaux portent sur l’émulation de fautes en FPGA : p. ex. [11, 16, 8, 6, 4]. La reconfiguration
dynamique partielle est aussi utilisée pour accélérer les émulations [1, 15]. Des cartes Zynq
Zedboard ont été utilisées pour estimer le nombre de bits critiques du bitstream d’un FPGA [21].
L’émulation FPGA est aussi utilisée, de façon similaire, pour accélérer des simulations « élec-
triques » d’opérateurs arithmétiques, p. ex. consommation d’énergie de multiplieurs [20] ; éva-
luer la robustesse d’opérateurs cryptographiques aux attaques par analyse de la consommation
d’énergie [19].
3. Description de la plateforme matérielle–logicielle
Pareillement à de nombreux travaux de la littérature, nous émulons des fautes de collage et
d’inversion en insérant des injecteurs de fautes à des endroits choisis de la netlist comme illustré
en figure 1. Nous ne pouvons pas modéliser les fautes se produisant sur un transistor donné,
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carte alim./pilotage
FPGA1 FPGA2 FPGA3 FPGA4 FPGA5








FIGURE 2 – Architecture globale de la plateforme d’émulation de fautes.
mais nous supposons, comme dans la plupart des travaux, que l’effet est similaire à celui d’une
faute de collage ou d’inversion sur la sortie de la porte contenant le transistor.
Notre plateforme matérielle est décrite en figure 2. Elle comporte : 1 serveur Debian (8 cœurs
4.0 GHz, 32 Go RAM, 128 Go SSD, 1 To HDD, 2 GbE, coût 1100e) ; des cartes FPGA Zynq Xi-
linx ; 1 switch ethernet 1 Gb/s (180e) ; 1 carte d’alimentation électrique et de pilotage maison
(200e). Actuellement, les cartes FPGA sont : 3 Zedboard (Zynq 7020 à 250e pièce) ; 1 PicoZed
(Zynq 7035 à 810e) ; 1 Zybo (Zynq 7010 à 150e). Le coût total de la plateforme, avec câblage
et accessoires, est d’environ 3500eHT.
Les circuits Zynq embarquent un processeur double cœur ARM Cortex A9 et un FPGA série 7.
La partie reconfigurable (PL, programmable logic) va porter les blocs d’émulation contenant l’opé-
rateur matériel évalué et l’instrumentation nécessaire à l’émulation de fautes, cf. figure 3. La
partie processeur (PS, processing system) va recevoir l’interface entre la PL et le serveur ainsi
que la gestion à haut niveau de l’émulation (p. ex. gestion des fichiers de données/résultats).
Un bloc d’émulation, fig. 3, se compose des ressources matérielles suivantes :
— l’opérateur original, sans instrumentation, qui servira de référence pour l’analyse en-
ligne : pour l’entrée x, il calcule la sortie y = f(x) où f est la fonction de l’opérateur ;
— l’opérateur instrumenté avec des injecteurs de fautes qui calcule la sortie « fautée » y˜ ;
— le contrôleur d’injection pilote chaque injecteur selon les scénarios définis ;
— la mémoire et le générateur de vecteurs fournissent des entrées aux opérateurs ;
— l’unité d’analyse en-ligne (cf. plus bas) avec sa mémoire temporaire de résultats ;
— le contrôle global pilotant l’ensemble des activités du bloc d’émulation ;












































FIGURE 3 – Architecture d’un bloc d’émulation matérielle et son interface logicielle.
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L’analyse en-ligne peut être la simple détermination du taux de couverture de fautes (nb. fautes
détectées vs. nb. fautes injectées), celle de la moyenne ou de la distribution de l’erreur mathé-
matique de la sortie « fautée ». Dans ces derniers cas, on évalue l’erreur ε = |y− y˜| pour chaque
entrée x donnée et chaque élément du scénario de fautes émulé. Pour la moyenne c’est très
simple, un simple accumulateur suffit, la division finale se fait en PS pour éviter un diviseur
très peu actif. Pour la distribution, il faut stocker de nombreuses valeurs, idéalement autant
que de valeurs d’erreur possibles. En pratique, nous découpons le domaine d’erreurs en in-
tervalles. Chaque mot mémoire de résultats stocke le nombre de valeurs de ε dans l’intervalle
correspondant dont l’adresse est, p. ex., les k bits de poids forts de ε pour une mémoire de 2k
mots. D’autres schémas de découpage sont possibles au prix de plus de calculs en-ligne.
Le flot logiciel de la plateforme, présenté en figure 4, s’exécute essentiellement sur le serveur. La
description VHDL originale de l’opérateur est transformée par les outils ASIC commerciaux,
pour nous Synposys en synthèse physique et Cadence pour le backend, en une description de
bas niveau (netlist). Cette netlist contient l’ensemble des cellules de bibliothèque utilisées à plat,
c.-à-d. sans hiérarchie interne, et leurs connexions. Elle prend en compte la sortance (fanout)
purement logique comme celle des cellules de recodage de Booth reliées à de nombreuses cel-
lules de produits partiels d’un multiplieur [10, Chap. 3], p. ex. un bit ai recodé du multiplieur
« rencontre » tous les bits bj du multiplicande pour former les différents aibj . Nous prendrons
en compte prochainement la probabilité de faute liée aux capacités parasites du routage.
Un programme ajoute des injecteurs de fautes à différents endroits de la netlist originale pour
produire la netlist instrumentée. Actuellement, nous gérons une répartition aléatoire sur les si-
gnaux internes ou une répartition aléatoire uniforme sur la surface (en utilisant la surface des
différentes cellules comme métrique de choix). Notre programme ajoute à ce résultat de netlist
instrumentée les autres éléments du bloc d’émulation de la figure 3. Le contenu du bloc d’ému-
lation, en particulier le contrôleur d’injection de fautes, est généré par un autre programme
dont l’entrée utilisateur est le(s) choix sur le(s) scénario(s) de fautes à considérer et les types de
vecteurs d’entrées (génération ou bien fichier de données). La génération de vecteurs d’entrée
peut être un simple réseaux de compteurs ou des LFSR (linear feedback shift register), ou certains
de leurs dérivés, pour engendrer des distributions de données particulières. La mémoire de
vecteurs d’entrée est utilisée dans le cas de données d’applications représentatives.
Selon les scénarios de fautes considérés et le type d’opérateur évalué, plusieurs blocs d’émula-
tion peuvent fonctionner en parallèle dans un même circuit. Différentes solutions sont possibles
comme utiliser un même fichier de données d’entrée diffusé à tous les blocs d’émulation et des
description VHDL originale
outils ASIC prg. d’instrumentation
netlist
prg. ajout injecteurs
















FIGURE 4 – Flot de l’outillage de la plateforme d’émulation (en bleu nos programmes).
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scénarios différents ; ou bien utiliser des générateurs de vecteurs d’entrée différents et un même
scénario de fautes. Nous travaillerons sur d’autres techniques prochainement.
Les blocs d’émulation sont synthétisés, placés/routés pour former la configuration (bitstream)
du FPGA servant à l’émulation. Le bitstream est alors chargé sur le FPGA à travers le réseau et
l’émulation est lancée. Enfin, les résultats de l’émulation sont envoyés au serveur pour l’analyse
finale. La partie logicielle sur la PS du circuit Zynq gère la récupération du bitstream, le contrôle
de haut niveau de l’émulation dans chaque FPGA et l’envoi des résultats vers le serveur.
Notre fréquence cible pour le bloc d’émulation est de 100 MHz pour simplifier les échanges
PL↔PS via le bus AXI. Un autre avantage de fonctionner « seulement » à 100 MHz est que
tout le contrôle est simple sans grand besoin de pipeline. On peut ainsi émuler 100 millions
de fautes et/ou de données d’entrée en une seconde, ce qui est plusieurs ordres de grandeur
plus rapide que des simulations logicielles, comme le montrent les autres travaux du domaine,
p. ex. [11] affiche une accélération de ×318 et même ×517 pour [8].
Le fait d’avoir plusieurs cartes FPGA permet de recouvrir les temps d’émulations et ceux des
transferts de données sur le réseau. Nous déployons sur la plateforme un système libre de
gestion et d’ordonnancement de tâches parallèles pour grappe de machines en utilisant SLURM
(Simple Linux Utility for Resource Management http://slurm.schedmd.com/), mais il nous
reste encore beaucoup de travail sur cet aspect.
4. Exemple d’application : multiplieur protégé par code résidu
Nous présentons ci-dessous un petit exemple d’utilisation de la plateforme qui illustre les pos-
sibilités de test intensif par émulation matérielle. L’opérateur évalué est un multiplieur entier
16 bits non signé, p = a×b, auquel on ajoute un code résidu pour détecter des fautes, le tout to-
talement combinatoire. La description du multiplieur provient de la bibliothèque d’opérateurs
arithmétiques de Reto Zimmernann disponible sur le web [22]. La détection par code résidu
est décrite p. ex. dans [14, 3]. Avec m le modulo, un entier naturel p. ex. 3, 5, 7, 15, 31, 127, elle se
base sur la relation suivante :
(a× b) mod m = ( (a mod m)× (b mod m) ) mod m
La détection est très simple. En marge du produit complet p = a × b, on calcule les restes, ou
résidus, ra = a mod m et rb = b mod m, puis leur produit pr = ra × rb. Enfin on compare
p mod m et pr mod m. Ces deux valeurs diffèrent lorsqu’il y a une erreur (entière dans ce cas)
non congrue à m (c.-à-d. pgcd(|y − y˜|,m) = 1).
Dans un premier temps, nous évaluons le multiplieur sans protection pour différents scénarios
d’inversion d’un signal interne de la netlist choisi aléatoirement parmi les 1132 signaux internes
de l’opérateur. Pour chaque scénario, nous testons exhaustivement les 216×216 valeurs d’entrée.
La génération des vecteurs d’entrée est triviale puisqu’il suffit de 2 compteurs 16 bits pour
fournir les deux opérandes a et b.
La table 1 présente les principaux résultats obtenus aux différentes étapes du flot. On remarque
qu’avec 30 points d’injection, la surface et la vitesse du multiplieur instrumenté ne sont que
peu modifiées. Un bloc d’émulation complet occupe moins de 4 % de la surface d’un FPGA
7020 (la marge au niveau des BRAM est encore plus importante). On peut donc envisager 25
blocs d’émulation par FPGA pour des petits opérateurs et des scénarios de faute très simples.
Nous avons comparé ces résultats d’émulation à une simulation RTL (register transfert level) du
multiplieur instrumenté avec l’outil de simulation de Vivado 2014.4. Dans le cas d’un seul bloc
d’émulation sur un seul FPGA, nous obtenons un facteur d’accélération de plus de ×6880 par
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étape durée outil surface délai op.
Outils ASIC multiplieur original 25 s 1164 portes –
Outils FPGA multiplieur sans instr. 43 s 444 LUT 9.4 ns
Outils FPGA multiplieur avec instr. 48 s 453 LUT 10.1 ns
Outils FPGA bloc émulation 389 s 1714 LUT + 1 BRAM 11.0 ns
Boot petalinux Zedboard 15 s – –
Temps émulation 1 faute sur 1 bloc 94.5 s – –
TABLE 1 – Résultats d’implantation du multiplieur pour les différentes étapes du flot avec 30
points d’injection de fautes pour la version instrumentée (un FPGA Zynq 7020 contient 53 000
LUT6 et 140 BRAM 36Kb).
rapport à la simulation logicielle sur la même machine. Des accélérations encore plus grandes
sont trivialement possibles avec des blocs d’émulations et des FPGA en parallèle dans le cas de
génération exhaustive des vecteurs d’entrée (il suffit de « découper » et répartir les compteurs).
Dans le pire cas, il y a 232 valeurs d’erreur possibles. Nous utilisons un découpage uniforme en
256 paquets d’erreur. Pour le paquet 0, le cas sans erreur (y − y˜ = 0) n’est pas compté comme
élément de ce paquet. La figure 5 présente la distribution d’erreur obtenue pour différentes














erreur [indice paquet dans 0..255]
FIGURE 5 – Distribution de l’erreur mathématique pour différents scénarios de fautes (attention
seuls les 40 premiers paquets d’erreur sont représentés en abscisse sur les 256 mesurés, au-
dessus ils sont tous à 0).
Globalement, on remarque que l’erreur du produit fauté p˜ se limite à 15255 du maximum possible
(ici 232) pour les scénarios simples considérés. En lui-même, ce test n’a pas grand intérêt, il
montre juste la vitesse de l’émulation car cette courbe est obtenue en quelques minutes. En effet,
à environ 100 MHz, le test de 232 valeurs prend seulement 2 × 4294967296/(100 · 106) ≈ 90 s
par bloc d’émulation (le facteur 2 vient de la gestion non pipelinée de la RAM de résultats
que nous devons encore améliorer). En pratique, tester des centaines de points d’injection est
possible et ne nécessite que quelques minutes du fait du parallélisme important disponible
(plusieurs blocs par FPGA et plusieurs cartes FPGA).
Enfin, en table 2, nous présentons les résultats d’implantation FPGA et d’émulation de fautes
du multiplieur avec différents codes résidus (m ∈ {3, 7, 15}). Le taux de détection mesuré lors
de l’émulation de valeurs aléatoires est conforme à la valeur théorique de détection de 1− 1m .
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modulo surface délai taux détection moyen mesuré
m [LUT] [ns] [%]
3 525 10.4 66.7
7 526 10.1 85.6
15 553 13.0 93.3
TABLE 2 – Résultats d’implantation FPGA et d’émulation de fautes sur un multiplieur
16×16 bits avec détection par code résidu modulo m.
5. Conclusion
Nous avons présenté les premiers développements d’une plateforme matérielle-logicielle d’étude
expérimentale pour des techniques de détection et de tolérance aux fautes dans des opérateurs
arithmétiques avec différents paramètres, algorithmes, représentations internes et optimisa-
tions. Tout comme l’état de l’art en émulation de fautes sur FPGA, nous obtenons des facteurs
d’accélération importants, ×6880 dans notre cas, par rapport à des simulations logicielles. Ceci
nous permet d’étudier des propriétés mathématiques requérant de très nombreuses évalua-
tions impossibles à faire en logiciel.
Ce travail est encore en développement, il nous reste beaucoup à faire sur la plateforme et
son exploitation, p. ex. explorer l’espace des paramètres pour optimiser les performances pour
arriver à celles attendues en table 3 ; ajouter des scénarios de fautes plus complexes comme la
prise en compte du chemin critique ; et enfin distribuer les logiciels de la plateforme sous licence
libre pour susciter des collaborations.
par seconde par heure par jour
100 · 106 × 100 ≈ 233 ≈ 245 ≈ 249
TABLE 3 – Capacités d’émulation de fautes/d’entrées attendues de la plateforme équipée de
100 blocs d’émulation à 100 MHZ répartis sur les différents FPGA.
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