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Hidden units per layer=100
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Hidden units per layer=500
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Hidden units per layer=2000
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The number of layers=4
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The number of layers=6
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The number of all hidden units=1000
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????????????????????????????????????????
????????? DNN????????????????
3.1 ????
? 2?????????????????????????????????????
????????????????????????????????????????
????????????????????????? DNN????????????
????????DNN? fine-tuning?BP???????? 2????????????
????????????????????????????????????????
????????????? RR???????? DNN? 2????????????
????????????????????????????????????????
?????? DNN???????????????????????????????
???????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????? RBM????????????
??? RBM ?????????????????????????????????
????????????????????????????????? RBM????
????????????????????????????????????????
????? DNN???????????????????????????????
???????????????????????????????????????
??????????????????????? RR???????????????
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??????????? DNN??????????????????????????
????????????????????????????????????????
???????????????? [-1,1]?????? RR?????????????
??? 2????????????????????????????????????
??????????????????
3.2 1????????????????????????
????????????????
????????????????? 1?????????????????????
???????????????????????2????????????????
???????????????????????????????????????1
??????????? 100?200?250?300?500?750?1000?2000????????
????????????? (? 3.1)??????????????? (? 3.2)? 2??
??????????
? 3.1?3.2) ??????????????????????????????? RR
?????????????????? 2 ????????????????????
? 20?2 6 ????????????? 20 ???? 3 ??????????????
3.1???????????????????????????????????? 100
?500???????? 6????????????? 3??????????????
???????????????????? 300????? 3??????? 10%??
????????????????????????????????????????
??????????????????????????MNIST??????????
????????????????????????????????????????
? 3.2??????????????? 6???????? 300???? 81%????
????????????? 3??????????????????????????
???? 2000???? 71%?????????????????????? 10%??
?????????????????????????????????? (? 3.3)?3
????? 1,590,010??6????? 509,410??????????? 3??? 6??
????? 3?? 1???????????????????????? 2??????
????????????????????????????????????????
??? RR???????????????????????????????????
??? 2 6 ??????????????????????????????????
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3.3 3?????
???? RR?? DNN?????????3??????????????????
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?????????????????????????
1. ?????????????????????6????? 3?????????
?????????????????????????????
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??
????? DNN ?????????????????????DNN ??????
????????????????????????????
 ??????????????? DNN???????????????????
?????????????????????????????????????
?????????????????????????????????????
????
 ???????????????????? RR???????????????
??DNN????????????????????????????????
??6 ?????? 3 ??????????????????????????
????????????????????????????????????
???
 ???6???????? 3????????? 3?? 1???????? 10%?
?????????????????????????????????????
???????????????????????????????????
 ?????????????????????????????????????
?????????????????????????????????????
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?? A
RBM???
????DNN???????????????Restricted Boltzmann Machine(RBM)[31]
????????????
A.1 Boltzmann Machine????
RBM???????? Boltzmann Machine(BM)[17]???????????????
??????????????????????????RBM? BM????????
????BM????????????????????????????
????????? (Markov random fields?MRF)???????????? S1;    ; Sn
????????????????????????????????????? V ?
?????? E ???????????G = (V;E)??????????????MRF
???????????????????BM???????????????????
??????????????
????????? G?????????????????????????????
??????????????????????????????? VC ?????MRF
????? P (s) = P (S1 = s1;    ; Sn = sn)??
P (s) =
1
Z
exp

 
X
C
Vc

(A.1)
????????? [32]?Z????????????????????????? 2?
??? (A.1)???? 1????????????? V (1)i ; (i 2 V )???? 2????
????????? V (2)ij ; ((i; j) 2 E)???????????
P (s) =
1
Z
exp

 
X
i2V
V
(1)
i +
X
(i;j)2E
V
(2)
ij

(A.2)
30 ?? A RBM???
????RBM???????????? bvi ??????? bhi?????? wij ??
??? V (1)i ? V (2)ij ??????????
P (v; h) =
1
Z
exp

 

(
NvX
i
bvi vi +
NhX
i
bhi hi) +
NvX
i
NhX
j
1
2
wijvihj

(A.3)
?????????s = (v; h) = (v1;    ; vNv ; h1;    ; hNh)????????RBM?
?????????????????????????RBM? BM?????????
???????? BM???????????????????
A.2 RBM??????????
? (A.3)???? RBM?????????????????  = fbv; bh; wg???
??????
P (v;hj) = 1
Z()
exp( E(v;hj)) (A.4)
Z() =
X
v
X
h
exp( E(v;hj)) (A.5)
????Z()?????????????????????????????????
??? X
v
X
h
:=
X
v1=1
X
v2=1
  
X
vNv=1
X
h1=1
X
h2=1
  
X
hNh=1
(A.6)
????E(v;hj)?????????
E(v;hj) =  
NvX
i
bvi vi  
NhX
i
bhi hi  
NvX
i
NhX
j
wijvihj (A.7)
????
????? (A.4)?????RBM???????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????? (A.7)??????????????RBM??????????
??????????????????????????????????????BM
? RBM??????????????????????????????RBM???
?????????????????????????????????????
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A.3 RBM???????
A.3.1 KL????????
RBM ? DNN ??????????????RBM ???????????????
?????????????????????????RBM????????????
????????RBM?????????????????????????????
????????????????????????????????????????
??????????????????????????????RBM???????
??????????????????????????????????????
??RBM??????????????????????????????????
??????????????????????????????????? N???
????????????????????????????????????????
????????????????????????? q(v)???????q(v)???
????????
q(v) :=
1
N
NX
=1
(v;x()) (A.8)
????x() ? ??????????
x() = (x
()
1 ; x
()
2 ;    ; x()Nv ) (A.9)
?????????
???RBM??????????? A.4????????????????????
??????????????????
Pv(vj) =
X
h
P (v;hj) (A.10)
??????????????????? Kullback-Leibler??? (KL???)???
???
KL[q(v)jjPv(vj)] =
X
v
q(v) ln
q(v)
Pv(vj)
=
X
v
q(v) ln q(v) 
X
v
q(v) lnPv(vj) (A.11)
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????? (A.11)?? 1?? RBM??????????????????????? 2
?????????? RBM?????????????? 2????????????
??KL??????????????????????????????????
KL?????????????????????????????????????
???????????????????? ??????????????
 @KL[q(v)jjPv(vj)]
@
=
X
v
q(v)
@ lnPv(vj)
@
=
X
v
q(v)
@
@
ln
X
h
P (v;hj)
=
X
v
q(v)
@
@
ln
X
h
1
Z()
exp( E(v;hj))
=
X
v
q(v)
@
@
ln
X
h
exp( E(v;hj)) 
X
v
q(v)
@
@
ln
X
h
Z()
=  
X
v
q(v)
1P
h exp( E(v;hj))
X
h
@E(v;hj)
@
exp( E(v;hj))
  1
Z()
@Z()
@
=  
X
v
X
h
q(v)
@E(v;hj)
@
exp( E(v;hj))P
h exp( E(v;hj))
+
1
Z()
X
v
X
h
@E(v;hj)
@
exp( E(v;hj))
?????????????????????????????????????
Phjv(hjv;) = P (v;hj)
Pv(vj) =
exp( E(v;hj))P
h exp( E(v;hj))
(A.12)
????
 @KL[q(v)jjPv(vj)]
@
= 
X
v
X
h
q(v)Phjv(hjv;)@E(v;hj)
@
+
1
Z()
X
v
X
h
@E(v;hj)
@
exp( E(v;hj))
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=  
X
v
X
h
@E(v;hj)
@
q(v)Phjv(hjv;) +
X
v
X
h
@E(v;hj)
@
P (v;hj)
=  
X
v
X
h
@E(v;hj)
@
q(v)Phjv(hjv;) +
X
v
X
h
@E(v;hj)
@
P (v;hj)
=  

@E(v;hj)
@

q(v)Phjv(hjv;)
+

@E(v;hj)
@

P (v;hj)
(A.13)
? (A.13) ?? 1 ??? 2 ???????????????????????????
RBM?????????????????????? RBM????????????
?????? 1???????RBM???????????????????????
????????????????????? (A.14)???????????????
???????
Phjv(hjv;) =
NhY
i=1
p(hi = 1jv;) =
NhY
i=1
sigmoid
 
NvX
j=1
wijvj + b
v
i
!
(A.14)
???? 2?????????????????????? RBM??????? (A.4)
????????????? Z()????????????????????????
????????????????????????????????{0,1}?{-1,1}? 2
????????????? Z()?????? 2Nv+Nh ??????????????
????????????????????????????????????????
???????????????????????????????????RBM??
??? Contrastive Divergence? (CD?)????????????????
A.3.2 Contrastive Divergence? (CD?)[33]
????????????????????????????? (MCMC?)????
????????????????????????????????????????
????????????CD??????MCMC?? 1?????????????
????????????????????????????????????????
???????????????????????? CD??????????
CD??? A.1????????????????????????????????
????????????????????????????????????????
???????????????????? RBM?????????????????
?????????? (A.14)????? (A.15)??????????????????
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? A.1 CD?????
??????????????
Pvjh(vjh;) =
NvY
i=1
p(vi = 1jh;) =
NvY
i=1
sigmoid
 
NhX
j=1
wijhj + b
h
i
!
(A.15)
??????????????????????????????????
v! h! v^1 ! h^1 !    ! v^k ! h^k
?????? (A.13) ?? 1 ???????? q(v)Phjv(hjv;) ?????????
v;h???????? 2???????? P (v;hj)????????? k !1??
???? v^k; h^k ???????????????? k = 1?????????????
????????????????????????????????????????
??????????????????????????????? [34]???????
????????????????????????????????????RBM?
???????????????????????????????????????
???????????????????????????? k=1?????
?????????? [35]????? (A.13)?? 2???????????????
???????? v^; h^?????????????????????????????
???????????
v^ = Pvjh(v^1jh;) (A.16)
h^ = Phjv(h^1jv^1;) (A.17)
?????????????????????????????
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A.3.3 ??????????
? (A.13)?????????????? CD?????? v;h; v^; h^????????
???????????v;h; v^; h^????????????????????
w = vT  h  v^T  h^ (A.18)
bv = v   v^ (A.19)
bh = h  h^ (A.20)
????w;bv;bh ?????????????????????
 =  @KL[q(v)jjPv(vj)]
@
(A.21)
@E(v;hj)
@wij
=  vi  hj (A.22)
@E(v;hj)
@bvi
=  vi (A.23)
@E(v;hj)
@bhj
=  hj (A.24)
????????????????????????????? new ???? old
?????
new = old +  (A.25)
?????????? ????????
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A.4 DNN?????????
RBM? DNN????????????????????????????? RBM?
???????????????? CD??????????????????????
RBM????????????????????????????????? DNN?
???????????????????? [35] ???2 ?????????????
(A.17)????????????????? RBM?????????????????
???????????????????????????????? DNN??????
? A.2 RBM??? DNN?????
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?? B
Randomized Rounding?
???????????????????? RandomizedRounding??RR??[18]?
????????RR ?????????????????????? 
 = fk :  2
R; k 2 Zg?????
wnew = wold + w (B.1)
D
(w
new) =
(
L
(w
new) with probability (G
(w
new)  wnew)=R
(wnew))
G
(w
new) with probability (wnew   L
(wnew))=R
(wnew))
(B.2)
????? (B.1)? BP?????????????????????????????
???????? wold ???????  ??????? w ??????????
wnew ??????????????RR ????? wnew ?? (B.2) ????????
???????????G
(wnew)?L
(wnew)???? R
(wnew)?????????
????G
(wnew) > L
(wnew)????R
(wnew) = G
(wnew) L
(wnew)????
? B.1 RR?????
38 ?? B Randomized Rounding?
????RR???????????? D
(wnew)?????? (B.3)???????
??
E(D
(wnew)) = wnew (B.3)
????????????????????????????????????????
????????????????????????????????????????
???
????????? 2?????????????????????????????
??

 = fw : jwj  1; w 2 2xg x : discrete grid width (B.4)
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2??????????????
? C.1 ??????? (784-hidden-10)????????
3? 4? 5? 6?
30 50 - 100 50 - 100 - 150 50 - 100 - 150 - 200
50 50 - 150 50 - 150 - 300 50 - 150 - 300 - 500
100 50 - 250 50 - 250 - 500 50 - 250 - 500 - 700
150 100 - 100 100 - 100 - 100 100 - 100 - 100 - 100
200 100 - 150 100 - 100 - 150 100 - 100 - 100 - 200
250 100 - 200 100 - 100 - 200 100 - 100 - 150 - 150
300 100 - 300 100 - 100 - 300 100 - 100 - 200 - 100
350 100 - 400 100 - 100 - 400 100 - 100 - 400 - 400
375 150 - 100 100 - 150 - 150 100 - 150 - 150 - 100
400 150 - 150 100 - 200 - 100 100 - 200 - 100 - 100
500 150 - 200 100 - 300 - 100 100 - 400 - 400 - 100
550 150 - 350 100 - 400 - 400 150 - 100 - 100 - 150
600 200 - 100 150 - 100 - 100 150 - 150 - 100 - 100
700 200 - 150 150 - 150 - 100 200 - 100 - 100 - 100
750 200 - 200 150 - 150 - 150 200 - 150 - 100 - 50
900 200 - 400 150 - 150 - 200 200 - 200 - 200 - 400
1000 200 - 550 150 - 200 - 150 200 - 200 - 400 - 200
1500 200 - 600 200 - 100 - 100 200 - 200 - 550 - 550
2000 250 - 250 200 - 150 - 100 200 - 400 - 200 - 200
40 ?? C 2??????????????
3? 4? 5? 6?
250 - 750 200 - 150 - 150 200 - 550 - 550 - 200
300 - 300 200 - 200 - 200 250 - 250 - 250 - 250
300 - 350 200 - 200 - 400 300 - 300 - 300 - 300
300 - 900 200 - 200 - 550 375 - 375 - 375 - 375
350 - 150 200 - 200 - 600 400 - 100 - 100 - 400
350 - 300 200 - 400 - 200 400 - 200 - 200 - 200
350 - 350 200 - 550 - 550 400 - 400 - 100 - 100
375 - 375 200 - 600 - 200 500 - 300 - 100 - 30
400 - 100 250 - 250 - 250 500 - 300 - 150 - 50
400 - 200 300 - 100 - 100 500 - 500 - 500 - 500
400 - 400 300 - 300 - 300 550 - 200 - 200 - 550
500 - 300 300 - 300 - 900 550 - 550 - 200 - 200
500 - 500 300 - 350 - 300 700 - 500 - 300 - 100
500 - 1000 300 - 350 - 350 700 - 500 - 250 - 50
550 - 200 300 - 900 - 300 1000 - 1000 - 1000 - 500
550 - 550 350 - 300 - 350 1000 - 1000 - 1000 - 1000
600 - 200 350 - 350 - 300 1000 - 2000 - 3000 - 4000
700 - 400 375 - 375 - 375 1500 - 500 - 250 - 30
700 - 500 400 - 100 - 100 2000 - 2000 - 2000 - 2000
750 - 250 400 - 200 - 200
750 - 750 500 - 300 - 100
900 - 300 500 - 300 - 150
1000 - 500 500 - 500 - 500
1000 - 1000 550 - 200 - 200
1000 - 2000 550 - 550 - 200
1500 - 500 600 - 200 - 200
2000 - 2000 700 - 400 - 300
700 - 500 - 250
900 - 300 - 300
1000 - 500 - 1000
1000 - 1000 - 1000
1000 - 2000 - 3000
1500 - 500 - 250
2000 - 2000 - 2000
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? C.2 ?????? (784-hidden-10)????????? 500?1000?1500???????
3? 4? 5? 6?
500 100 - 400 50 - 150 - 300 50 - 100 - 150 - 200
150 - 350 100 - 100 - 300 100 - 100 - 100 - 200
250 - 250 100 - 300 - 100 100 - 100 - 150 - 150
350 - 150 150 - 150 - 200 100 - 100 - 200 - 100
400 - 100 150 - 200 - 150 100 - 150 - 150 - 100
200 - 100 - 100 100 - 200 - 100 - 100
200 - 150 - 100 150 - 100 - 100 - 150
200 - 150 - 150 150 - 150 - 100 - 100
200 - 100 - 100 - 100
200 - 150 - 100 - 50
1000 250 - 750 200 - 200 - 550 50 - 150 - 300 - 500
500 - 500 200 - 200 - 600 100 - 100 - 400 - 400
750 - 250 200 - 600 - 200 100 - 400 - 400 - 100
500 - 300 - 150 200 - 200 - 200 - 400
550 - 200 - 200 200 - 200 - 400 - 200
550 - 550 - 200 200 - 400 - 200 - 200
600 - 200 - 200 250 - 250 - 250 - 250
400 - 100 - 100 - 400
400 - 200 - 200 - 200
400 - 400 - 100 - 100
500 - 300 - 100 - 30
500 - 300 - 150 - 50
1500 500 - 1000 300 - 300 - 900 200 - 200 - 550 - 550
750 - 750 300 - 900 - 300 200 - 550 - 550 - 200
1000 - 500 500 - 500 - 500 375 - 375 - 375 - 375
700 - 500 - 250 550 - 200 - 200 - 550
900 - 300 - 300 550 - 550 - 200 - 200
700 - 500 - 250 - 50
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