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1. SONDAGE ET REPR ´ESENTATIVIT ´E
La the´orie des sondages est un ensemble d’outils statistiques permettant l’e´tude d’une
population au moyen de l’examen d’une partie de celle-ci. Le sondage s’oppose au
recensement qui est l’e´tude exhaustive de la population. La the´orie des sondages vise a`
justifier ce processus d’extrapolation (illustre´ en figure 1.). Nous verrons cependant que
l’extrapolation de la partie au tout est une de´marche qui a e´te´ rejete´e par les statisticiens
jusqu’au de´but du vingtie`me sie`cle. Les arguments visant a` valider cette extrapolation
ne sont pas encore toujours clairs. La justification la plus couramment utilise´e est la
«repre´sentativite´» de l’e´chantillon.
Population
Echantillon
Extrapolation
Figure 1. Extrapolation de l’e´chantillon a` la population
On dit souvent qu’un e´chantillon est repre´sentatif de la population s’il en constitue un
mode`le re´duit. Un bon e´chantillon devrait «ressembler» autant que possible a` la popu-
lation a` e´tudier de sorte que certaines cate´gories apparaissent en meˆme proportion dans
l’e´chantillon et dans la population. Pourtant, cette the´orie couramment ve´hicule´e par les
me´dias et meˆme par certains ouvrages de me´thodologie est incorrecte: un e´chantillon
pour eˆtre valide ne doit pas eˆtre repre´sentatif (ou sens ou` nous venons de le de´finir).
Il est en effet souvent souhaitable d’effectuer des tirages a` probabilite´s ine´gales ou
de surrepre´senter certaines parties de la population. Pour estimer de manie`re pre´cise
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une fonction d’inte´reˆt, il faut aller chercher l’information de manie`re judicieuse plutoˆt
que d’accorder la meˆme importance a` chaque unite´. Prenons un exemple, si on veut
estimer la production de fer d’un pays et qu’on sait que cette production est assure´e,
d’une part, par deux entreprises side´rurgiques gigantesques qui occupent des milliers
de travailleurs et, d’autre part, par plusieurs centaines des petites entreprises artisanales
de moins de cinquante travailleurs, va-t-on se´lectionner chaque unite´ avec une meˆme
probabilite´? Non, bien suˆr. On va commencer par s’enque´rir de la production des deux
grandes entreprises (qui seront donc se´lectionne´es d’office dans l’e´chantillon). Ensuite,
on se´lectionnera les petites de manie`re ale´atoire selon un plan de sondage a` de´terminer.
Cet exemple simple va a` l’encontre de l’ide´e de repre´sentativite´ et montre bien qu’il
faut aller chercher l’information la` ou` elle se trouve, et que le concept de repre´sentati-
vite´ n’est pas pertinent.
2. ORIGINE DE LA TH ´EORIE DES SONDAGES
Le de´veloppement de la me´thodologie statistique ( ´Etymologiquement, science de l’ ´Etat)
est indissociable de l’e´mergence des ´Etats modernes au dix-neuvie`me sie`cle. Une des
personnalite´s les plus marquantes de la statistique officielle du dix-neuvie`me sie`cle est
le belge Adolphe Quetelet (1796-1874) qui fut d’abord attire´ par l’ide´e d’utiliser des
donne´es partielles, mais s’est rapidement rallie´ a` l’ide´e selon laquelle l’utilisation de
donne´es partielles est incompatible avec la de´ontologie statistique. Depuis lors, Quete-
let a toujours conside´re´ l’exactitude comme un principe de base de la science statistique.
Celui-ci eut une grande influence dans le de´veloppement de la statistique officielle. Il
organisa le premier Congre`s International de la Statistique a` Bruxelles en 1853. Il a
vraisemblablement contribue´ a` faire admettre par toute la communaute´ scientifique que
l’utilisation de sondages n’est pas une me´thode statistique valide.
Au dix-neuvie`me sie`cle, l’e´tablissement d’un appareil statistique fut une ne´cessite´ dans
l’e´dification des grands ´Etats modernes. `A cette e´poque, l’objectif du statisticien e´tait
surtout de re´aliser des e´nume´rations. La pre´occupation majeure e´tait d’inventorier les
ressources des nations. Dans ce contexte, le recours a` l’e´chantillonnage fut unanime-
ment rejete´ comme une proce´dure inexacte et donc foncie`rement anti-scientifique. Tout
au long de ce sie`cle, les discussions des statisticiens portent essentiellement sur la
me´thode a` appliquer pour obtenir des donne´es fiables et sur la pre´sentation, l’inter-
pre´tation et e´ventuellement la mode´lisation (par un ajustement) de ces donne´es.
En 1895, le Norve´gien A.N. Kiaer, directeur du Bureau Central de la Statistique de
Norve`ge, pre´sente au Congre`s de l’Institut International de Statistique (IIS) a` Berne un
travail intitule´ «Observations et expe´riences concernant des de´nombrements repre´sen-
tatifs» relatif a` un sondage re´alise´ en Norve`ge. Kiaer se´lectionne d’abord un e´chantillon
de villes et de communes. Ensuite, dans chacune de ces communes, il ne se´lectionne
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qu’une partie des individus selon la premie`re lettre de leurs noms de famille. Il applique
donc un plan a` deux degre´s mais le choix des unite´s n’est pas ale´atoire. Kiaer de´fend
l’inte´reˆt de l’utilisation de donne´es partielles pour peu qu’elles soient produites au mo-
yen d’une «me´thode repre´sentative». Selon cette me´thode, l’e´chantillon doit eˆtre une
repre´sentation de la population a` taille re´duite. La notion de repre´sentativite´ de Kiaer
est donc lie´e a` la me´thode des quotas. L’intervention de Kiaer est suivie d’un de´bat
houleux, les actes du congre`s de l’IIS rendent compte d’une longue pole´mique. Exami-
nons de plus pre`s l’argumentation de deux des opposants a` la me´thode de Kiaer (voir
Proce`s-verbal de l’Assemble´e Ge´ne´rale de l’IIS, 1896).
M.V. Mayr [...] C’est surtout dangereux de se de´clarer pour ce syste`me des investigations
repre´sentatives au sein d’une assemble´e de statisticiens. On comprend que pour des buts
le´gislatifs ou administratifs un tel de´nombrement restreint peut eˆtre utile - mais alors il
ne faut pas oublier qu’il ne peut jamais remplacer l’observation statistique comple`te. Il
est d’autant plus ne´cessaire d’appuyer la`-dessus, qu’il y a parmi nous dans ces jours un
courant au sein des mathe´maticiens qui, dans beaucoup de directions, voudraient plutoˆt
calculer qu’observer. Mais il faut rester ferme et dire: pas de calcul la` ou` l’observation
peut eˆtre faite.
M. Milliet. Je crois qu’il n’est pas juste de donner par un voeu du congre`s a` la me´thode
repre´sentative (qui enfin ne peut eˆtre qu’un expe´dient) une importance que la statisti-
que se´rieuse ne reconnaıˆtra jamais. Sans doute, la statistique faite avec cette me´thode
ou, comme je pourrais l’appeler, la statistique, Pars pro toto, nous a donne´ c¸a et la` des
renseignements inte´ressants ; mais son principe est tellement en contradiction avec les
exigences que doit avoir la me´thode statistique, que, comme statisticiens, nous ne devons
pas accorder aux choses imparfaites le meˆme droit de bourgeoisie, pour ainsi dire, que
nous accordons a` l’ide´al que scientifiquement nous nous proposons d’atteindre.
Le contenu de ces re´actions peut se re´sumer ainsi: comme la statistique est par de´fini-
tion exhaustive, renoncer au de´nombrement complet c’est nier la mission meˆme de la
science statistique. La discussion ne porte donc pas sur la me´thode propose´e par Kiaer
mais sur la de´finition de la science statistique. Kiaer ne de´sarme pourtant pas et continue
a` de´fendre la me´thode repre´sentative en 1897 au congre`s de l’IIS a` Saint-Petersbourg,
en 1901 a` Budapest et en 1903 a` Berlin. Apre`s cette date, la question ne sera plus men-
tionne´e au congre`s de l’IIS. Kiaer obtient cependant l’appui d’Arthur Bowley (1869-
1957) qui jouera ensuite un roˆle de´terminant dans le de´veloppement des sondages. Bow-
ley (1906) pre´sente une ve´rification empirique pour l’application du the´ore`me central
limite a` l’e´chantillonnage. Celui-ci fut le ve´ritable promoteur des techniques de sonda-
ge ale´atoire, il de´veloppe les plans stratifie´s avec allocations proportionnelles et utilise
la formule de de´composition de la variance.
En 1924, une commission (compose´e de Arthur Bowley, Corrado Gini, Adolphe Jen-
sen, Lucien March, Verrijn Stuart, et Frantz Zizek) est cre´e´e afin d’e´valuer la perti-
nence de l’utilisation de la me´thode repre´sentative. Les re´sultats de cette commission
intitule´s «Reports on the representative method in statistics» sont pre´sente´s au congre`s
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de l’IIS de 1925 a` Rome. La commission accepte le principe du sondage pour autant
que la me´thodologie soit respecte´e. Plus de trente ans apre`s la communication de Kiaer,
l’ide´e de l’e´chantillonnage est donc officiellement accepte´e. La commission jettera les
bases des recherches futures: deux me´thodes sont clairement distingue´es «la se´lection
ale´atoire» et la «se´lection raisonne´e». Ces deux me´thodes correspondent a` deux de´mar-
ches scientifiques fondamentalement diffe´rentes. D’une part, la validation des me´thodes
ale´atoires est base´e sur le calcul des probabilite´s qui permet de construire des interva-
lles de confiance pour certains parame`tres. D’autre part, la validation des me´thodes par
se´lection raisonne´e ne peut eˆtre donne´e que par l’expe´rimentation en comparant les es-
timations obtenues a` des re´sultats de recensement. Les me´thodes ale´atoires sont donc
valide´es par un argument strictement mathe´matique tandis que les me´thodes par choix
raisonne´s sont valide´es par une de´marche expe´rimentale.
Depuis la publication de ce rapport, l’opposition entre ces deux types de plans de son-
dage est reste´e pleinement d’actualite´. Dans un article re´cent, Brewer (1999) oppose
encore les plans probabilistes stratifie´s aux plans obtenus par une me´thode de choix rai-
sonne´s. Les me´thodes probabilistes sont plus largement utilise´es en statistique officielle,
tandis que les me´thodes a` choix raisonne´s (et plus particulie`rement la me´thode des quo-
tas), sont largement utilise´es (en Europe) dans les instituts prive´s de statistique. Une
des ambiguı¨te´s majeures du terme repre´sentativite´ est qu’il est applique´ indiffe´remment
aux plans probabilistes et aux plans a` choix raisonne´s.
3. INFORMATION AUXILIAIRE
La notion d’information auxiliaire regroupe toute information exte´rieure a` l’enqueˆte
proprement dite permettant d’augmenter la pre´cision des re´sultats d’un sondage. De
manie`re ge´ne´rale, on appelle information auxiliaire toute information connue sur la po-
pulation. Cette information peut eˆtre la connaissance des valeurs d’une ou de plusieurs
variables sur toutes les unite´s de la population ou simplement d’une fonction de ces va-
leurs. Pour la plupart des enqueˆtes, une information auxiliaire est disponible. Elle peut
eˆtre donne´e par un recensement ou tout simplement par la base de sondage. On peut
citer comme exemple d’information auxiliaire: le total d’un caracte`re sur la population,
des sous-totaux selon des sous-populations, des moyennes, des proportions, des varian-
ces, les valeurs d’un caracte`re sur toutes les unite´s de la base de sondage. La notion
d’information auxiliaire englobe donc toute donne´e issue de recensement.
Les variables dont au moins une fonction des valeurs est connue sont alors appele´es
variables auxiliaires. L’objectif principal consiste donc a` mettre a` profit toutes ces in-
formations pour obtenir des re´sultats pre´cis. L’information auxiliaire peut eˆtre utilise´e a`
deux moments: a` l’e´tape de la conception du plan de sondage et a` l’e´tape de l’estimation
des parame`tres (voir figure 2.).
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      auxiliaire
     Conception du
     plan de sondage
        Estimation
Collecte des
Donne´es
Figure 2. Les deux e´tapes de l’utilisation de l’information auxiliaire
Quand l’information auxiliaire est mise a` profit pour concevoir le plan de sondage,
on cherche un plan qui fournit des estimateurs pre´cis pour un prix donne´ ou qui est
peu couˆteux pour des crite`res de pre´cision donne´s. Pour ces raisons, on utilisera des
plans a` probabilite´s ine´gales, par grappes ou a` plusieurs degre´s. Quand l’information
est utilise´e a` l’e´tape de l’estimation, elle sert a` «recaler» les re´sultats du sondage sur
l’information auxiliaire du recensement. Les estimateurs sont alors base´s sur deux sour-
ces d’informations: l’information auxiliaire connue sur toute la population, et l’informa-
tion concernant les variables d’inte´reˆt connue uniquement sur les unite´s se´lectionne´es
dans l’e´chantillon (voir figure 3.). La me´thode ge´ne´rale de calage (en anglais: cali-
bration) de Deville et Sa¨rndal (1992) permet d’utiliser des informations auxiliaires en
modifiant les poids affecte´s aux unite´s de manie`re a` ce que les estimateurs de totaux
calcule´s dans l’e´chantillon soient e´gaux aux totaux de la population pour toutes les va-
riables auxiliaires connues. Nous limiterons cependant, par la suite, a` l’utilisation de
l’information auxiliaire a` l’e´tape de la planification.
Variables
auxiliares
Variables
d’inte´reˆt
Estimation
Figure 3. Estimation avec information auxiliaire
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4. PLAN DE SONDAGE ET OBJECTIF D’ESTIMATION
Conside´rons une population de taille N , et supposons que les unite´s d’observation peu-
vent eˆtre de´signe´es par un nume´ro d’ordre k ∈ {1, . . . , k, . . . , N} = U . On s’inte´resse
a` une variable d’inte´reˆt y dont la valeur prise sur l’unite´ k est note´e yk, pour tout k ∈ U .
L’objectif est d’estimer le total de ces valeurs
Y =
∑
k∈U
yk,
au moyen d’un e´chantillon de cette population. La taille de la population est un total
particulier qui s’obtient quand yk = 1, k ∈ U . Dans ce cas,
N =
∑
k∈U
1.
La moyenne de la variable y dans la population peut alors s’e´crire comme un rapport
de deux totaux
Y =
Y
N
,
qui seront estime´s se´pare´ment.
Un e´chantillon est un sous-ensemble non-vide de U et un plan de sondage est une loi
de probabilite´ p(.) sur tous les e´chantillons s ⊂ U, #s = n, telle que
p(s) > 0, pour tout s ⊂ U, tel que
∑
s⊂U
p(s) = 1.
Si S est l’e´chantillon ale´atoire tel que Pr(S = s) = p(s), on note Ik la variable
ale´atoire indicatrice qui prend la valeur 1 si k ∈ S et 0 sinon, pour tout k ∈ U . De
plus, on note πk = E(Ik) = Pr(k ∈ S), la probabilite´ d’inclusion d’ordre un, c’est-
a`-dire la probabilite´ que l’unite´ k soit se´lectionne´e dans l’e´chantillon. Enfin, on note
πlℓ = E (Ik Iℓ) = P (k ∈ S et ℓ ∈ S), k 6= ℓ, la probabilite´ d’inclusion d’ordre
deux, c’est-a`-dire la probabilite´ que deux unite´s distinctes k et ℓ soient se´lectionne´es
conjointement dans l’e´chantillon.
Le total Y peut s’estimer sans biais par l’estimateur d’Horvitz-Thompson.
Yˆπ =
∑
k∈S
yk
πk
.
La variance de l’estimateur de Horvitz-Thompson est donne´e par
Var
[
Yˆπ
]
=
∑
k∈S
∑
k∈S
yk yℓ
πk πℓ
∆kℓ,
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ou`
∆kℓ =
{
πk(1− πk) si k = ℓ
πkℓ − πk πℓ si k 6= ℓ
La pre´cision de l’estimateur de Horvitz-Thompson ne de´pend donc du plan qu’au tra-
vers des probabilite´s d’inclusion a` l’ordre un et deux.
5. INFORMATION AUXILIAIRE DANS LES PLANS PROBABILISTES
L’introduction d’information auxiliaire peut avoir deux objectifs: l’ame´lioration de la
pre´cision pour un couˆt donne´, ou l’ame´lioration de l’organisation de l’enqueˆte. L’impact
de l’introduction de l’information auxiliaire dans le plan sur la pre´cision des estima-
teurs se fera, soit sur les probabilite´s d’inclusion d’ordre un, soit sur les probabilite´s
d’inclusion d’ordre deux, soit sur les deux en meˆme temps.
5.1. Plans a` probabilite´s ine´gales
Les plans a` probabilite´s ine´gales consistent a` introduire un «effet» sur les probabilite´s
d’inclusion d’ordre un. Ces plans s’ave`rent particulie`rement inte´ressants quand les va-
riables sont lie´es par un effet de taille. Par exemple, pour des entreprises, des variables
comme le chiffre d’affaires, le nombre de travailleurs, sont lie´es par un tel effet. Si
une variable auxiliaire x permet de mesurer approximativement cet effet, il est parti-
culie`rement inte´ressant de se´lectionner les unite´s d’observation avec des probabilite´s
d’inclusion proportionnelles a` cette variable auxiliaire. Le gain de pre´cision sera alors
tre`s important. L’ide´e meˆme du tirage a` probabilite´s ine´gales va a` l’encontre de la notion
de repre´sentativite´ telle que nous l’avons de´finie pre´ce´demment.
5.2. Plans stratifie´s
La technique classique de stratification permet presque toujours d’ame´liorer la pre´ci-
sion d’un estimateur. La stratification consiste a` partitionner la population en strates,
puis a` se´lectionner un plan ale´atoire simple de taille fixe dans chaque strate. Pour pou-
voir re´aliser un tel tirage, il est ne´cessaire de disposer d’une information auxiliaire qui
permet d’affecter chaque unite´ a` une strate. L’estimateur d’Horvitz-Thompson pre´sente
l’inte´ressante proprie´te´ d’eˆtre naturellement «cale´» sur les tailles des strates. En effet, si
on estime les tailles des strates a` partir de l’e´chantillon, on estime ces tailles sans biais
avec une variance nulle.
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Rappelons e´galement qu’en stratification, les probabilite´s d’inclusion ne doivent pas
ne´cessairement eˆtre e´gales d’une strate a` l’autre. La stratification optimale de Neyman
consiste d’ailleurs a` surrepre´senter les unite´s dans les strates ou` la dispersion est plus
importante. Il est inte´ressant de constater que la stratification optimale de Neyman in-
firme l’ide´e de la repre´sentativite´. Il n’est pas du tout ne´cessaire que les unite´s soient
«repre´sente´es» dans l’e´chantillon de manie`re proportionnelle aux effectifs des strates
dans la population.
5.3. Plans a` plusieurs degre´s
Les plans a` plusieurs degre´s visent plutoˆt a` une e´conomie de moyens. Un premier
e´chantillonnage est applique´ sur des unite´s primaires (par exemple des communes). On
se´lectionne ensuite des unite´s secondaires (par exemple des me´nages) dans les unite´s
primaires se´lectionne´es. Un plan classique consiste a` se´lectionner les unite´s primaires
a` probabilite´s ine´gales proportionnelles aux nombres d’unite´s secondaires (nombre de
me´nages dans la commune). Ensuite, on se´lectionne un nombre fixe d’unite´s secondai-
res dans les unite´s primaires se´lectionne´es. Un tel plan pre´sente l’inte´reˆt d’eˆtre facile
a` ge´rer en terme de re´partition de travail entre les enqueˆteurs. En e´tablissant le formu-
laire, on constate que le premier degre´ d’e´chantillonnage contribue beaucoup plus a` la
variance des estimateurs que la seconde. Il est donc important de «soigner» le tirage
des unite´s primaires.
6. INFORMATION AUXILIAIRE DANS LES PLANS `A CHOIX RAISONN ´ES
La me´thode des quotas est la me´thode empirique la plus utilise´e. Le principe est le sui-
vant: on divise la population en un certain nombre de sous-populations selon une ou
plusieurs variables cate´gorielles. Ensuite, on demande aux enqueˆteurs d’interroger un
nombre d’individus proportionnel a` chacune de ces sous-populations. Les enqueˆteurs
sont libres de choisir les personnes a` interroger. Ce sont donc les enqueˆteurs qui cons-
truisent le plan de sondage. Le plan de sondage et les probabilite´s d’inclusion sont
inconnus. Les avantages de cette me´thode sont nombreux: il n’est pas ne´cessaire de
disposer de la base de sondage. Les seules informations utiles sont les effectifs de cer-
taines cate´gories de la population. De plus, le proble`me des refus de re´ponse ne se pose
pas puisque l’enqueˆteur peut choisir lui-meˆme les individus a` interroger.
La technique des quotas marginaux consiste a` demander aux enqueˆteurs de se´lectionner
un certain nombre d’unite´s de manie`re a` ve´rifier conjointement les effectifs de plusieurs
variables cate´gorielles, classe d’aˆge, profession, niveau d’e´tudes, etc. L’enqueˆteur rec¸oit
une «feuille» de quotas indiquant l’effectif a` atteindre pour chaque modalite´ de chaque
variable. L’enqueˆteur peut choisir assez librement les premie`res personnes a` interroger,
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mais verra ses choix de plus en plus contraints au fur et a` mesure que sa feuille de
quotas se remplit.
Si on peut conside´rer les plans stratifie´s comme la version probabiliste des plans par
quotas sur une variable cate´gorielle, il n’existait pas de version probabiliste des plans
par quotas marginaux. Un des inte´reˆts de la technique des quotas est qu’elle e´lude le
proble`me de la non-re´ponse. Cependant comme un remplacement est organise´ d’office
par les enqueˆteurs, le biais duˆ aux non re´ponses reste pre´sent dans l’enqueˆte. Comme le
gestionnaire d’enqueˆte ne sait pas qui a refuse´ de re´pondre, il est impossible de re´aliser
une correction de ce biais de non-re´ponse.
7. PLANS ´EQUILIBR ´ES: LA SYNTH `ESE
Les plans e´quilibre´s pre´sentent a` la fois les avantages des plans par quotas et des plans
probabilistes. De manie`re ge´ne´rale, on se re´fe`re a` la de´finition suivante.
De´finition 1. Un plan de sondage p(s) est dit e´quilibre´ pour les variables auxiliaires
x1, . . . , xp, si et seulement si il ve´rifie les e´quations d’e´quilibrage:∑
k∈S
xkj
πk
=
∑
k∈U
xkj .
ou` xkj est la valeur prise par la variable j sur l’unite´ k.
Un plan e´quilibre´ estime exactement les totaux des variables auxiliaires avec l’estimateur
naturel d’Horvitz-Thompson. Il peut eˆtre a` probabilite´s ine´gales et les variables x1, . . . ,
xp, peuvent eˆtre cate´gorielles ou quantitatives. Si les plans par quotas e´taient probabi-
listes, ils seraient donc e´quilibre´s pour les variables de quotas. Examinons quelques cas
particuliers:
Exemple 1. Un plan de taille fixe est e´quilibre´ sur la variable auxiliaire xk = πk, k ∈
U . En effet, ∑
k∈S
xk
πk
=
∑
k∈S
1 =
∑
k∈U
πk = n.
Exemple 2. Supposons que le plan soit stratifie´ et que dans chaque strate Uh, h =
1, . . . ,H , de taille Nh on se´lectionne un plan simple sans remise de taille fixe nh, alors
le plan est e´quilibre´ sur les variables δkh de valeurs
δhℓ =
{
1 si k ∈ Uh
0 si k /∈ Uh
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En effet, ∑
k∈S
δhk
πk
=
∑
k∈S
NH δhk
nh
= NH ,
pour h = 1, . . . ,H.
La notion de plan e´quilibre´ e´claircit les ambiguı¨te´s souleve´es par le concept galvaude´ de
repre´sentativite´. Un plan e´quilibre´ peut eˆtre a` probabilite´s ine´gales. De plus, il n’est ja-
mais e´quilibre´ en soi mais pour un ensemble quelconque de variables particulie`res. La
de´finition formelle e´nonce´e ci-dessus correspond donc a` l’exigence de rigueur du statis-
ticien. Le concept de plan e´quilibre´ est ancien. Il est de´ja` pre´sent dans Thionet (1953). Il
a e´te´ longuement discute´ dans le cadre de l’infe´rence base´e sur un mode`le par Royall et
Herson (1973) par exemple. Plus re´cemment, une proce´dure de tirage e´quilibre´ a e´te´ ap-
plique´e pour le tirage de l’e´chantillon-maıˆtre par Ardilly (1991). Cependant jusqu’a`
pre´sent, aucune proce´dure simple ne permettait de se´lectionner un e´chantillon e´quili-
bre´ pour un ensemble de variables. Re´cemment, Deville et Tille´ (1999) ont propose´ une
me´thode permettant de se´lectionner des e´chantillons e´quilibre´s sur un ensemble de va-
riables auxiliaires. Le tirage a` probabilite´s ine´gales de taille fixe, la stratification en
sont des cas particuliers. La me´thode permet e´galement d’utiliser plusieurs crite`res de
stratification dans le meˆme plan. La me´thode a e´te´ imple´mente´e sous SAS, et servira
probablement a` la se´lection des unite´s primaires dans de nombreux plans de sondages.
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ENGLISH SUMMARY
USE OF AUXILIARY INFORMATION
IN SURVEY SAMPLING
Y. TILL ´E
Laboratoire de Statistique d’Enqueˆte∗
The concept of representativeness appears with the creation of the theory
of survey sampling at the end of the 19th century. Nevertheless, this con-
cept which is applied at the same time for quota sampling and for random
sampling is dramatically overworked. After a brief presentation of the his-
tory of survey sampling, we give a short overview of the basic techniques
of planning for purposive selection and for random sampling. Furthermo-
re it is shown that the concept of balanced sampling allows to remove the
ambiguity of the notion of representativeness.
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The sampling theory allows to study a population by means of subset of this population
called sample. The sampling theory aims at justifying this extrapolation process (see
Figure 1). The idea of extrapolation from the sample to the population was rejected till
the beginning of the 20th century. The arguments used were not always very clear? The
most common justification was the representativeness of the sample.
Population
Sample
Extrapolation
Figure 1. Extrapolation from the sample to the population
Usually a sample is said to be representative when it is a «small-scale» model of the
population. A «good» sample should be very similar to the target population. That is
some categories appears with the same proportion in the sample and in the population.
Kiaer already advocated for the use of representative samples in 1895 at the congress
of the International Statistical Institute (Berne). Nevertheless a rapid examination of the
modern sampling theory shows that it is often more efficient to select units with unequal
probabilities and that the intuitive idea of representativeness is actually false.
Consider a population U = {1, . . . , k, . . . , N}. We are interested to estimate the total
of the values yk, for all k ∈ U . Thus the objective is to estimate
Y =
∑
k∈U
yk.
Suppose also that a random sample S is selected. Let us define by πk = E(Ik) =
Pr(k ∈ S) the first order inclusion probabilities. An unbiased estimator of Y is given
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by the Horvitz-Thompson estimator
Yˆπ =
∑
k∈S
yk
πk
.
Moreover suppose that the values of p auxiliary variables x1, . . . , xp, are known on all
the units of the population.
Definition 1. A sampling design is said to be balanced on the auxiliary variables x1, . . . , xp,
if and only if it satisfies ∑
k∈S
xkj
πk
=
∑
k∈U
xkj ,
for j = 1, . . . , p, where xkj is the value taken of variable j for unit k.
The concept of balanced sampling generalises most of the sampling techniques that
allows to use auxiliary information at the estimation stage. Moreover it allows us to
use unequal inclusion probabilities, and it removes the ambiguity of the concept of
representativeness. Recently Deville and Tille´ (1999) have proposed a general method
to select a random sample balanced on a large number of auxiliary variables.
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