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Abstract. Let S be a point set in the plane such that each of its ele-1
ments is colored either red or blue. A matching of S with rectangles is2
any set of pairwise-disjoint axis-aligned rectangles such that each rectan-3
gle contains exactly two points of S. Such a matching is monochromatic4
if every rectangle contains points of the same color, and is bichromatic if5
every rectangle contains points of different colors. In this paper we study6
the following two problems:7
1. Find a maximum monochromatic matching of S with rectangles.8
2. Find a maximum bichromatic matching of S with rectangles.9
For each problem we provide a polynomial-time approximation algorithm10
that constructs a matching with at least 1/4 of the number of rectan-11
gles of an optimal matching. We show that the first problem is NP-hard12
even if either the matching rectangles are restricted to axis-aligned seg-13
ments or S is in general position, that is, no two points of S share the14
same x or y coordinate. We further show that the second problem is15
also NP-hard, even if S is in general position. These NP-hardness results16
follow by showing that deciding the existence of a perfect matching is17
NP-complete in each case. The approximation results are based on a rela-18
tion of our problem with the problem of finding a maximum independent19
set in a family of axis-aligned rectangles. With this paper we extend pre-20
vious ones on matching one-colored points with rectangles and squares,21
and matching two-colored points with segments. Furthermore, using our22
techniques, we prove that it is NP-complete to decide a perfect matching23
with rectangles in the case where all points have the same color, solving24
an open problem of Bereg, Mutsanas, and Wolff [CGTA (2009)].25
1 Introduction26
Matching points in the plane with geometric objects consists in, given an input27
point set S and a class C of geometric objects, finding a collection M ⊆ C such28
that each element of M contains exactly two points of S and every point of29
S lies in at most one element of M . This kind of geometric matching problem30
? This research has been partially supported by grant CONICYT, FONDE-
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was introduced by A´brego et al. [1], calling a geometric matching strong if the31
geometric objects are disjoint, and perfect if every point of S belongs to some32
element of M . They studied the existence and properties of matchings for point33
sets in the plane when C is the set of axis-aligned squares, or the family of disks.34
Bereg et al. [6] continued the study of this class of problems. They proved by35
a constructive proof that if C is the class of axis-aligned rectangles, then every36
point set of n points in the plane admits a strong matching that matches at least37
2bn/3c of the points; and leaved open the computational complexity of finding38
such a maximum strong matching. They assume that there can be points with39
the same x or y coordinate, condition that makes the optimization problem hard.40
In the case in which C is the class of axis-aligned squares, they proved that it is41
NP-hard to decide whether a given point set admits a perfect strong matching.42
In the setting of colored points, it is well known that every two-colored point43
set in the plane such that no three points are collinear, consisting of n red points44
and n blue points, admits a perfect strong matching with straight segments,45
where each segment connects points of different colors [21]. Dumitrescu and46
Steiger [13] introduced the study of strong straight segment matchings of two-47
colored point sets in the case where each segment must match points of the48
same color. The current results are due to Dumitrescu and Kaye [12]: Every two-49
colored point set S of n points admits a strong straight segment matching that50
matches at least 67n−O(1) of the points, which can be found in O(n2) time; and51
there exist n-point sets such that every strong matching with straight segments52
matches at most 9495n+ O(1) points. The computational complexity of deciding53
if a given two-colored point set admits a perfect strong matching with straight54
segments connecting points of the same color, is still an open problem [13].55
Let S = R∪B be a set of n points in the plane such that each element of S is56
colored either red or blue, where R denotes the set of the points colored red and57
B the set of the points colored blue. A strong matching of S is monochromatic if58
all matching objects cover points of the same color. Likewise, a strong matching59
of S is bichromatic if all matching objects cover points of different colors.60
As an extension of the above problems, we study both monochromatic and61
bichromatic strong matchings of S with axis-aligned rectangles. For the monochro-62
matic case it is trivial to build examples in which no matching rectangle exists63
and examples in which a perfect strong matching exists. For the bichromatic64
case, there always exists at least one matching rectangle (i.e. match the red point65
and the blue point such that their minimum enclosing rectangle has minimum66
area among all combinations of a red point and a blue point) and similar as the67
the monochromatic case, one can build examples in which exactly one matching68
rectangle exists and examples in which a perfect strong matching exists. Then,69
we focus our attention in the following optimization problems:70
Maximum Monochromatic Rectangle Matching (MMRM) problem: Find71
a monochromatic strong matching of S with the maximum number of rectangles.72
Maximum Bichromatic Rectangle Matching (MBRM) problem: Find a73
bichromatic strong matching of S with the maximum number of rectangles.74
Results. For each problem we provide a polynomial-time approximation algo-75
rithm that constructs a matching with at least 1/4 of the number of rectangles76
of an optimal matching. In the approximation algorithms we consider that the77
elements of S are not necessarily in general position. We say that S is in gen-78
eral position if no two elements of S share the same x or y coordinate. We79
further use the direct relation of the problems with the Maximum Indepen-80
dent Set of Rectangles problem, which is to find a maximum subset of81
pairwise disjoint rectangles in a given family of rectangles. We complement the82
approximation results by showing that the MMRM problem is NP-hard, even83
if either the matching rectangles are restricted to axis-aligned segments or the84
points are in general position. We further show that the MBRM problem is also85
NP-hard, even is the points are in general position. Furthermore, we are able to86
prove that if all elements of S have the same color, then the MMRM problem87
keeps NP-hard, solving an open question of Bereg et al. [6]. These NP-hardness88
results follow by showing that deciding the existence of a perfect matching is89
NP-complete in each case.90
2 Preliminaries91
For every point p of S, let x(p), y(p), and c(p) denote the x-coordinate, the92
y-coordinate, and the color of p, respectively. Given two points a and b of the93
plane with x(a) ≤ x(b), let D(a, b) denote the rectangle which has the segment94
connecting a and b as diagonal, which is in fact the minimum enclosing axis-95
aligned rectangle of a and b. If a and b are horizontally or vertically aligned,96
we say that D(a, b) is a segment, otherwise we say that D(a, b) is a box. We say97
that D(a, b) is red if both a and b are colored red. Otherwise, if both a and b98
are colored blue, we say that D(a, b) is blue. Given S, consider the following two99
families of axis-aligned rectangles:100
R(S) := {D(p, q) | p, q ∈ S; c(p) = c(q); and D(p, q) ∩ S = {p, q}}
R(S) := {D(p, q) | p, q ∈ S; c(p) 6= c(q); and D(p, q) ∩ S = {p, q}}
Observe that the MMRM problem is equivalent to finding a maximum subset101
of R(S) of independent rectangles. Two rectangles are independent if they are102
disjoint. Similarly, the MBRM problem is equivalent to finding a maximum sub-103
set of R(S) of independent rectangles. The Maximum Independent Set of104
Rectangles (MISR) problem is a classical NP-hard problem in computational105
geometry and combinatorics, and is to find a maximum subset of independent106
rectangles in a given set of axis-aligned rectangles [2,3,7,8,15,17,24]. The gen-107
eral MISR problem admits a polynomial-time approximation algorithm, which108
with high probability produces and independent set of rectangles with at least109
Ω( 1log logm ) times the number of rectangles in an optimal solution, being m the110
number of rectangles in the input [7,8]. There also exist deterministic polynomial-111
time Ω( 1logm )-approximation algorithms for the MISR problem [4,18]. Finding a112
constant-approximation algorithm, or a PTAS, is still an intriguing open ques-113
tion. As we will show later, our two matching problems, being special cases114
of the MISR problem, are also NP-hard and we give a polynomial-time 1/4-115
approximation algorithm for each of them.116
There exists polynomial-time exact algorithms, constant-approximation al-117
gorithms, and PTAS’s for special cases of the MISR problem, according to the118
intersection graph of the rectangles. The intersection graph is the undirected119
graph with the rectangles of the input as vertices, and two rectangles are adja-120
cent if they are not independent. For any setH of rectangles, let G(H) denote the121
intersection graph of H. Given two rectangles R1 and R2, we say that R2 pierces122
R1 if into the x-axis the orthogonal projection of R1 contains the orthogonal123
projection of R2, and into the y-axis the orthogonal projection of R2 contains124
the orthogonal projection of R1. We say that two intersecting rectangles pierce if125
one of them pierces the other one (see Figure 1a) [3,22,25]. Independently, Agar-126
wal and Mustafa [3] and Lewin-Eytan et al. [22] showed that if all rectangles127
are pairwise-piercing then the MISR problem can be solved in polynomial time128
since in this case the intersection graph G of the rectangles is perfect. Using a129
classical result of Gro¨tschel et al. [16], a maximum independent set of a perfect130
graph can be computed in polynomial time. Agarwal and Mustafa [3] general-131
ized this fact, claiming that the spanning subgraph of the intersection graph,132
with only the edges corresponding to the piercing intersections, is also perfect.133
We will use these results on pairwise-piercing rectangles in our approximation134
algorithms. If q is the clique number of the intersection graph, there exists a135
(1/4q)-approximation [3,22]. In our two problems, we can build examples in136
which the size of the optimal solution is either big or small, and independently137
of that, the clique number q is either big or small. Then, applying this result138
does not always give a good approximation.139
According to the nature of the rectangles in our families R(S) and R(S), two140
rectangles can have one of four types of intersection: (1) a piercing intersection141
in which the two rectangles pierce (see Figure 1a); (2) a corner intersection in142
which each rectangle contains exactly one of the corners of the other one and143
these corners are not elements of S (see Figure 1b); (3) a point intersection where144
the intersection of the rectangles is precisely an element of S (see Figure 1c); and145
(4) a side intersection which is the complement of the above three intersection146
types (see Figure 1d).147
Let G := G(R(S)). Observe that if we consider the spanning subgraph G′148
of G with edge set the edges corresponding to the piercing intersections, and149
compute in polynomial time the maximum independent set for G′ [3,22], then150
we will obtain a set H ⊆ R(S) of pairwise non-piercing rectangles. In that151
case the set H (after a slight perturbation that maintains the same intersection152
graph) is a set of pseudo-disks and the PTAS of Chan and Har-Peled [11], for153
approximating the maximum independent set in a family of pseudo-disks, can154
be applied in H to obtain an independent set H ′ ⊆ H ⊆ R(S). Unfortunately,155
we are unable to compare |H ′| with the optimal value of the MISR problem156
for R(S). The same arguments apply for R(S). On the other hand, there exits157
PTAS’s for the MISR problem when the rectangles have unit height [10], and158
bounded aspect ratio [9,14].159
(a)
(b) (c) (d)
Fig. 1: The four types of intersection: (a) piercing. (b) corner. (c) point. (d) side.
Soto and Telha [25] studied the following problem to model cross-free match-160
ings in two-directional orthogonal ray graphs (2-dorgs): Given both a point set161
A1 and a point set A2, find a maximum set of independent rectangles over all162
rectangles having an element of A1 as bottom-left corner and an element of A2163
as top-right corner. For A1 := R and A2 := B, where S = R∪B, this problem is164
equivalent to the MISR problem over the rectangles H ⊆ R(S) that have a red165
point as bottom-left corner and a blue point as top-right corner. The authors166
solved this problem in polynomial time with the next observations: the rectan-167
gles of H have only two types of intersections, piercing and corner, and H can168
be reduced to a small one H ′ ⊆ H whose intersection graph is perfect since the169
elements of H ′ are pairwise piercing, and a maximum independent set in H ′ is a170
maximum independent set in H. They proved them by using an LP-relaxation171
approach. By using simpler combinatorial arguments, we generalize and prove172
these observations to obtain our approximation algorithms.173
3 Approximation algorithms174
Given a point set P in the plane, we say that H is a set of rectangles on P if175
every element of H is of the form D(a, b), where a, b ∈ P and D(a, b) contains176
exactly the points a and b of P . We say that the set H is complete if for every177
pair of elements D(a, b) and D(a′, b′) of H that have a corner intersection, the178
other two rectangles of the form D(p, q) having a piercing intersection, where179
p ∈ {a, a′} and q ∈ {b, b′}, also belong to H (see Figure 2a). Let Gp,c(H) denote180
the spanning subgraph of G(H) with edge set the edges that correspond to the181
piercing and the corner intersections.182
Lemma 1. Let P be a point set and H be any complete set of rectangles on P .183
Let D(a, b) and D(a′, b′) be two elements of H such that D(a, b) and D(a′, b′)184
have a corner intersection. A maximum independent set in Gp,c(H \ {D(a, b)})185
is a maximum independent set in Gp,c(H).186
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Fig. 2: (a) If for every D(a, b), D(a′, b′) ∈ H we have that D(a, b′), D(a′, b) ∈ H, then
H is complete. (b,c) Cases in the proof of Lemma 1.
Proof. Let I denote a maximum independent set of Gp,c(H). Assume w.l.o.g.187
that x(a′) < x(a) ≤ x(b′) < x(b) and y(a) < y(a′) ≤ y(b) < y(b′) (see Figure 2a).188
We claim that either (I\{D(a, b)})∪{D(a, b′)} or (I\{D(a, b)})∪{D(a′, b)} is an189
independent set, which implies the result. Indeed, if (I \ {D(a, b)}) ∪ {D(a, b′)}190
is an independent set, then we are done. Otherwise, at least one of the next191
two cases is satisfied: (1) there is a rectangle of I \ {D(a, b)} that has a corner192
intersection with both D(a′, b′) and D(a, b′) (see Figure 2b); and (2) there is a193
rectangle of I \{D(a, b)} that has a piercing intersection with both D(a′, b′) and194
D(a, b′) (see Figure 2c). In both cases D(a′, b) is independent from any rectangle195
in I \ {D(a, b)}. Hence, (I \ {D(a, b)}) ∪ {D(a′, b)} is an independent set. 196
Lemma 2. Let P be a point set and H be any complete set of rectangles on P .197
A maximum independent set in Gp,c(H) can be found in polynomial time.198
Proof. Using Lemma 1, the set H can be reduced in polynomial time to the set199
H′ ⊆ H such that all edges of the graph Gp,c(H′) correspond to piercing intersec-200
tions, and a maximum independent set in Gp,c(H′) is a maximum independent201
set in Gp,c(H). The former one can be found in polynomial time since Gp,c(H′)202
is a perfect graph, precisely a comparability graph [3,22,25].203
3.1 Approximation for the MMRM problem204
Let S = R ∪ B be a colored point set in the plane. Let R1 and R2 be the next205
two families of rectangles of R(S) (see Figure 3):206
– R1 contains the blue rectangles with a point of S in the bottom-left corner,207
and the red rectangles with a point of S in the bottom-right corner.208
– R2 contains the blue rectangles with a point of S in the bottom-right corner,209
and the red rectangles with a point of S in the bottom-left corner.210
R1
R2
Fig. 3: The families R1 and R2.
Lemma 3. There exists a polynomial-time (1/2)-approximation algorithm for211
the maximum independent set of R1 and R2, respectively.212
Proof. Consider the family R1, the arguments for the family R2 are analogous.213
Let OPT1 denote the size of a maximum independent set in R1. Observe that a214
blue and a red rectangle in R1 can have only a piercing intersection, that two215
rectangles of the same color cannot have a side intersection, and that Gp,c(R1)216
is a complete set of rectangles on S. Let H be a maximum independent set of217
Gp,c(R1) which can be found in polynomial time by Lemma 2. Note that in H218
every blue rectangle is independent from every red rectangle, and rectangles of219
the same color can have point intersections only. Further observe that the graph220
G(H) is acyclic and thus 2-coloreable. Such a 2-coloring of G(H) can be found221
in polynomial time and gives an independent set I of H with at least |H|/2222
rectangles, which is an independent set in R1. The set I is the approximation223
and satisfies OPT1 ≤ |H| ≤ 2|I|. The result thus follows. 224
Theorem 1. There exists a polynomial-time (1/4)-approximation algorithm for225
the MMRM problem.226
Proof. Let OPT denote the size of a maximum independent set in R(S), and227
OPT1 and OPT2 denote the sizes of the maximum independent sets in R1 and228
R2, respectively. Let I1 be a (1/2)-approximation for the maximum independent229
set in R1 and I2 be a (1/2)-approximation for the maximum independent set230
in R2 (Lemma 3). The approximation for the MMRM problem is to return the231
set with maximum elements between I1 and I2. Since OPT ≤ OPT1 + OPT2 ≤232
2|I1|+ 2|I2| ≤ 4 max{|I1|, |I2|}, the result follows. 233
3.2 Approximation for the MMRM problem234
Let S = R ∪B be a colored point set in the plane. Let R1, R2, R3, and R4 be235
the next four families of rectangles of R(S):236
– R1 contains the rectangles with a blue point in the bottom-left corner.237
– R2 contains the rectangles with a red point in the bottom-left corner.238
– R3 contains the rectangles with a blue point in the bottom-right corner.239
– R4 contains the rectangles with a red point in the bottom-right corner.240
Each of the above four families are complete sets of rectangles on S, where every241
two rectangles have either a corner or a piercing intersection. Then the maximum242
independent set in each family can be found in polynomial time (Lemma 2).243
These observations imply the next result:244
Theorem 2. There exists a polynomial-time (1/4)-approximation algorithm for245
the MBRM problem.246
4 Hardness247
In this section we prove that the MMRM problem and the MBRM problem are248
NP-hard even if further conditions are assumed. To this end we consider the next249
decision problems:250
Perfect Monochromatic Rectangle Matching (PMRM) problem: Is there251
a perfect monochromatic strong matching of S with rectangles?252
Perfect Bichromatic Rectangle Matching (PBRM) problem: Is there a253
perfect bichromatic strong matching of S with rectangles?254
Proving that the PMRM problem and the PBRM problem are NP-complete,255
even on certain additional conditions, implies that the MMRM problem and the256
MBRM problem are NP-hard under the same conditions.257
In our proofs we use a reduction from the Planar 1-in-3 SAT problem258
which is NP-complete [23]. The input of the Planar 1-in-3 SAT problem is a259
Boolean formula in 3-CNF whose associated graph is planar, and the formula is260
accepted if and only if there exists an assignment to its variables such that in261
each clause exactly one literal is satisfied [23]. Given any planar 3-SAT formula,262
our main idea is to construct a point set S = S1 ∪ S2, such that: the elements263
of S2 force to match certain pairs of points in S1 and those pairs can only be264
matched with (axis-aligned) segments, there always exists a perfect matching265
with segments for S2 independently of S1, and there exists a perfect matching266
with segments for S1 independently of S2 if and only the formula is accepted.267
The above method can be applied in the construction of Kratochv´ıl and268
Nesˇetrˇil [20] that proves that finding a maximum independent set in a family of269
axis-aligned segments is NP-hard. Indeed, we can put the elements of S1 at the270
endpoints of the segments T of their construction, by first modelling the parallel271
overlapping segments by segments sharing an endpoint. Then the elements of S2272
are added in an way that every two elements of S1 can be matched if and only273
if they are endpoints of the same segment in T . This approach would give us274
a prove that our optimization problems are NP-hard, but not that our perfect275
matching decision problems are NP-complete which are stronger results. On276
the other hand, our hardness proofs give and alternative NP-hardness proof for277
the problem of finding a maximum independent set in a family of axis-aligned278
segments [20].279
Theorem 3. The PMRM problem is NP-complete, even if we restrict the match-280
ing rectangles to segments.281
Proof. Given a combinatorial matching of S, certifying that such a matching is282
monochromatic, strong, and perfect can be done in polynomial time. Then the283
PMRM problem is in NP. We prove now that the PMRM problem is NP-hard.284
Let ϕ be a planar 3-SAT formula. The (planar) graph associated with ϕ can285
be represented in the plane as in Figure 4, where all variables lie on an horizontal286
line, and all clauses are represented by non-intersecting three-legged combs [19].287
Using this embedding, which can be constructed in a grid of polynomial size [19],288
we construct a set S of red and blue integer-coordinate points in a polynomial-289
size grid, such that there exists a perfect monochromatic strong matching with290
(axis-aligned) segments in S if and only if ϕ is accepted.291
v1 v2 v3 v4 v5 v6
Fig. 4: Planar representation of ϕ = (v1 ∨ v2 ∨ v3) ∧ (v3 ∨ v4 ∨ v5) ∧ (v1 ∨ v3 ∨ v5) ∧
(v1 ∨ v2 ∨ v4) ∧ (v2 ∨ v3 ∨ v4) ∧ (v4 ∨ v5 ∨ v6) ∧ (v1 ∨ v5 ∨ v6).
For an overview of our construction of S, refer to Figure 5. We use variable292
gadgets (the dark-shaded rectangles called variable rectangles) and clause gad-293
gets (the light-shaded orthogonal polygon representing the three-legged comb).294
Variable gadgets: For each variable v, its rectangle Qv has height 4 and width295
6 ·d(v), where d(v) is the number of clauses in which v appears. We assume that296
each variable appears in every clause at most once. Along the boundary of Qv,297
starting from a vertex, we put blue points so that every two successive points are298
at distance 2 from each other. We number consecutively in clockwise order these299
4 + 6 · d(v) points, starting from the top-left vertex of Qv which is numbered 1.300
Clause gadgets: Let C be a clause with variables u, v, and w, appearing in this301
order from left to right in the embedding of ϕ. Assume w.l.o.g. that the gadget302
of C is above the horizontal line through the variables. Every leg of the gadget of303
C overlaps the rectangles of its corresponding variable (denoted x) in a rectangle304
Qx,C of height 1 and width 2, so that the midpoint of the top side of Qx,C is a305
C = (u ∨ v ∨ w)
u v w
Fig. 5: The variable gadgets and the clause gadgets. In the figure, each variable u, v,
w might participate in other clauses.
blue point in the boundary of Qx. The overlapping satisfies that such a midpoint306
is numbered with an even number if and only if x appears positive in C. We307
further put three blue points equally spaced in the bottom side of Qx,C , and308
other 9 blue points in the boundary of the gadget, as shown in Figure 5.309
Forcing a convenient matching of the blue points: We add red points (a poly-310
nomial number of them) in such a way that any two blue points a and b can311
be matched if and only if D(a, b) is a segment of any dotted line and does not312
contain any other colored point than a and b (see Figure 5). This can be done313
as follows: Since blue points have all integer coordinates, we can scale the blue314
point set (multiplying by 2) so that every element has even x- and y-coordinates.315
Then, we put a red point over every point of at least one odd coordinate that is316
not over any dotted line. We finally scale again the points, the blue and the red317
ones, and make a copy of the scaled red points and move it one unit downwards.318
Reduction: Observe that in each variable v, the blue points along the boundary319
of Qv can be matched independently of the other points, and that they have two320
perfect strong matchings: the 1-matching that matches the ith point with the321
(i+ 1)th point for all odd i; and the 0-matching that matches the ith point with322
the (i+1)th one for all even i. In each clause C in which v appears, each of these323
two matchings forces a maximum strong matching on the blue points in the leg324
of the gadget of C that overlaps Qv, until reaching the points in the union of the325
three legs. We consider that variable v = 1 if we use the 1-matching, and consider326
v = 0 if the 0-matching is used. Let C be a clause with variables u, v, and w;327
and draw perfect strong matchings on the blue points of the boundaries of Qu,328
Qv, and Qw, respectively, giving values to u, v, and w. Notice that if exactly one329
among u, v, and w makes C positive, then the strong matching forced in the330
blue points of the gadget of C is perfect (see Figure 6 and Figure 7). Otherwise,331
if none or at least two among u, v, and w make C positive, then the strong332
matching forced on the blue points of the gadget of C is not perfect since at333
least 2 blue points are unmatched (see Figure 8 and Figure 9). Finally, note334
that the red points admit a perfect strong matching with segments such that no335
segment contains a blue point. Therefore, we can ensure that the 3-SAT formula336
ϕ can be accepted if and only if the point set S admits a perfect strong matching337
with segments. 338
C = (u ∨ v ∨ w)
u = 1 v = 1 w = 0
Fig. 6: If u = 1, v = 1, and w = 0, then only u makes C positive and there exists a
perfect strong matching on the blue points.
C = (u ∨ v ∨ w)
u = 0 v = 0 w = 0
Fig. 7: If u = 0, v = 0, and w = 0, then only v makes C positive and there exists a
perfect strong matching on the blue points.
Suppose now that the two-colored point set S is in general position. In what339
follows we show that the PMRM problem remains NP-complete under this as-340
sumption. To this end we first perturb the two-colored point set of the con-341
struction of the proof of Theorem 3 so that no two points share the same x-342
or y-coordinate, and second show that two points of S can be matched in the343
perturbed point set if and only if they can be matched in the original one.344
Alliez et al. [5] proposed the transformation that replaces each point p =345
(x, y) by the point λ(p) := ((1 + ε)x + ε2y, ε3x + y) for some small enough346
ε > 0, with the aim of removing the degeneracies in a point set for computing347
the Delaunay triangulation under the L∞ metric. Although this transformation348
can be used for our purpose, by using the fact that the points in the proof of349
Theorem 3 belong to a grid [0..N ]2, where N is polynomially-bounded, we use350
the simpler transformation λ(p) := ((1+ε)x+εy, εx+(1+ε)y) for ε = 1/(2N+1),351
C = (u ∨ v ∨ w)
u = 0 v = 1 w = 0
Fig. 8: If u = 0, v = 1, and w = 0, then no variable makes C positive and there does
not exist any perfect strong matching on the blue points.
C = (u ∨ v ∨ w)
u = 1 v = 0 w = 0
Fig. 9: If u = 1, v = 0, and w = 1, then two variables make C positive and there does
not exist any perfect strong matching on the blue points.
which is linear in ε. Both transformations change the relative positions of the352
initial points in the manner showed in Figure 10. Some useful properties of our353
transformation, stated in the next lemma, were not stated by Alliez et al. [5].354
a
b
⇒
λ(a)
λ(b)
a
b
⇒
λ(a)
λ(b)
a b
⇒
λ(a)
λ(b)
Fig. 10: Perturbation of the point set to put S in general position.
Lemma 4. Let N be a natural number and P ⊆ [0..N ]2. The function λ : P →
Q2 such that
λ(p) =
(
x(p) +
x(p) + y(p)
2N + 1
, y(p) +
x(p) + y(p)
2N + 1
)
satisfies the next properties:355
(a) λ is injective and the point set λ(P ) := {λ(p) : p ∈ P} is in general position.356
(b) For every two distinct points a, b ∈ P such that x(a) = x(b) or y(a) = y(b),357
we have that D(a, b) ∩ P = {a, b} if and only if D(λ(a), λ(b)) ∩ λ(P ) =358
{λ(a), λ(b)}.359
(c) For every three distinct points a, b, c ∈ P such that x(a) 6= x(b) and y(a) 6=360
y(b), we have that c belongs to the interior of D(a, b) if and only if λ(c)361
belongs to the interior of D(λ(a), λ(b)).362
Proof. Properties (a-c) are a consequence of 0 ≤ x(p)+y(p)2N+1 ≤ 2N2N+1 < 1. 363
Theorem 4. The PMRM problem remains NP-complete on point sets in general364
position.365
Proof. Let S be the colored point set generated in the reduction of the proof366
of Theorem 3. Let N be a polynomially-bounded natural number such that367
S ⊂ [0..N ]2, and let S′ := λ(S), where λ is the function of Lemma 4. Consider368
the next observations:369
(a) If a, b ∈ S are red points that can be matched in S because x(a) = x(b) and370
y(b) = y(a)− 1, then λ(a) and λ(b) can also be matched in S′ (Property (b)371
of Lemma 4).372
(b) If a, b ∈ S are blue points that can be matched in S, then we have that373
either x(a) = x(b) or y(a) = y(b), which implies that λ(a) and λ(b) can also374
be matched in S′ by Property (b) of Lemma 4.375
(c) If a, b ∈ S are blue points that cannot be matched in S because D(a, b) is376
a segment containing a red point c ∈ S, then neither λ(a) and λ(b) can be377
matched in S′ (Property (b) of Lemma 4).378
(d) If a, b ∈ S are blue points that cannot be matched in S because D(a, b) is a379
box containing a point c ∈ S in the interior, then neither λ(a) and λ(b) can380
be matched in S′ since the box D(λ(a), λ(b)) contains λ(c) (Property (c) of381
Lemma 4).382
The above observations imply that there exists a perfect strong rectangle match-383
ing in S if and only if it exists in S′. The result thus follows since S′ is in general384
position by Property (a) of Lemma 4. 385
Combining the construction of Theorem 3 with the perturbation of Lemma 4,386
we can prove that the PMRM problem is also NP-complete when all points have387
the same color, and that the PBRM problem is also NP-complete.388
Lemma 5. Let M1 := {(0, 0), (5, 0), (5, 5), (0, 5)} and M2 := {(1, 3), (2, 2), (2, 3),389
(2, 4), (3, 1), (3, 2), (3, 3), (4, 2)} be two point sets. The point set M1 ∪M2 has a390
perfect strong matching with rectangles, and for every proper subset M ′1 ⊂ M1391
the point set M ′1∪M2 does not have any perfect strong matching with rectangles.392
Proof. The proof is straightforward (see Figure 11a, Figure 11b, and Figure 11c).393
a b
cd
(a)
a b
cd
(b)
cd
a
c
a
c
b
d
(c)
Fig. 11: (a) The point set M1 ∪M2. (b) A perfect matching of M1 ∪M2. (c) If exactly
two points among a, b, c, d are removed, then the remaining points do not have any
perfect strong matching.
Theorem 5. The PMRM problem remains NP-complete if all elements of S394
have the same color.395
Proof. Let R0 and B0 be the sets of the red points and the blue points, re-396
spectively, in the proof of Theorem 3. Let Q be a set of (artificial) green points397
to block the forbidden matching rectangles in B0, that is, for every two points398
p, q ∈ B0 we have that D(p, q) does not contain elements of B0 ∪Q other than399
p and q if and only if D(p, q) is a matching rectangle in R0 ∪ B0. In other400
words, p, q can be matched in R0 ∪ B0 if and only if they can be matched in401
B0 ∪ Q. The point set S1 := B0 ∪ Q belongs to the grid [0..N ]2, where N is402
polynomially-bounded, and is not in general position. Let S2 := λ(S1), where403
λ is the function of the Lemma 4. We now replace each green point g of Q by404
a translated and stretched copy Sg of the set M1 ∪M2 of Lemma 5, with all405
elements colored blue (see Figure 11a). Let S := B0 ∪ (
⋃
g∈Q Sg). Putting the406
elements of Sg close enough one another for every g, we can guarantee that if we407
want to obtain a perfect strong matching in S then we must have by Lemma 5 a408
perfect strong matching in each Sg in particular (see Figure 11b) Therefore, the409
set Sg acts as the green point g blocking the forbidden matching rectangles in410
B0. The construction of S starts from the planar 3-SAT formula ϕ of the proof of411
Theorem 3, and using all the above arguments we can claim that there exists a412
perfect strong matching in S if and only if the formula ϕ is accepted. Hence, the413
PMRM problem with input points of the same color is NP-complete since there414
exists a polynomial-time reduction from the Planar 1-in-3 SAT problem. 415
Theorem 6. The PBRM problem is NP-complete, even if the point set S is in416
general position.417
Proof. Let R0 and B0 be the sets of the red points and the blue points, respec-418
tively, in the proof of Theorem 3. Change to color red elements of B0, to obtain419
the colored point set S0, so that for every segment matching two blue points420
in R0 ∪ B0 exactly one of the matched points is changed to color red (see Fig-421
ure 12a). For every point p ∈ B0, let p′ denote the corresponding point in S0,422
and vice versa. Let Q be a set of (artificial) green points to block the forbidden423
matching rectangles in S0, that is, for every two points p
′, q′ ∈ S0 we have that424
D(p′, q′) does not contain elements of S0 ∪Q other than p′ and q′ if and only if425
D(p, q) is a matching rectangle in R0 ∪B0. The point set S1 := S0 ∪Q belongs426
to the grid [0..N ]2, where N is polynomially-bounded, and is not in general po-427
sition. Let S2 := λ(S1), where λ is the function of the Lemma 4. We now replace428
each green point g of Q by the set Sg of eight red and blue points in general429
position (see Figure 12b). Let S := S0 ∪ (
⋃
g∈Q Sg). Putting the elements of Sg430
close enough one another for every g, we can guarantee that S is also in general431
position and that for every g the points of Sg appear together in both the left-to-432
right and the top-down order of S. This last condition ensures that if we want433
to obtain a perfect strong matching in S then we must have a perfect strong434
matching for each Sg in particular (see Figure 12c and Figure 12d) because for435
all g every red point of Sg cannot be matched with any blue point not in Sg.436
Therefore, the set Sg acts as the green point g blocking the forbidden matching437
rectangles in S0. Hence, the PBRM problem is NP-complete, even on points in438
general position. 439
5 Discussion440
We have proved that finding a maximum strong matching of a two-colored441
point set, with either rectangles containing points from the same color or rect-442
angles containing points of different colors, is NP-hard and provide a (1/4)-443
approximation for each case. Our approximation algorithms provide a (1/4)-444
approximation for the problem of finding a maximum strong rectangle matching445
of points of the same color, studied by Bereg et al. [6]. However, the approxima-446
tion ratio is smaller than 2/3, the one given by Bereg et al. We leave as open447
to find a better constant approximation algorithm for our problems, or a PTAS.448
On the other hand, finding a constant-approximation algorithm for the general449
case of the Maximum Independent Set of Rectangles problem is still an450
intriguing open question.451
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