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Within the Landau-de Gennes theory of liquid crystals, we study theoretically the equilibrium
configurations with uniaxial symmetry. It was known before that uniaxiality can sometimes be
broken by energy minimizers. We prove here that this is always the case in one or two dimensions.
Even more we prove that equilibrium configurations (not only minimizers) cannot be uniaxial in
one or two dimensions (unless they are constant). Namely, uniaxial equilibrium configurations with
at least one translational invariance direction must have a uniform director field. In the case of a
hybrid nematic cell, or of a capillary with radial anchoring, our result implies that biaxial escape
always occurs, and that it does so not only in the core of a defect: uniaxial order is destroyed in the
whole cell.
PACS numbers: 61.30.Jf, 61.30.Cz, 61.30.Gd
I. INTRODUCTION
Nematic liquid crystals are composed of rigid rod-like
molecules which tend to align in a common preferred di-
rection. For a macroscopic description of such orienta-
tional ordering, several continuum theories are available,
relying on different order parameters.
The state of alignment can be simply characterized by
a director field n, corresponding to the local preferred
direction of orientation. Within such a description, topo-
logical constraints may force the appearance of defects:
regions where the director field is not continuous. To ob-
tain a finer understanding of such regions, one needs to
introduce a scalar order parameter s, corresponding to
the degree of alignment along the director n. However,
the (s,n) description only accounts for uniaxial nematics,
which correspond to a symmetrical case of the more gen-
eral biaxial nematic phase. To describe biaxial regions,
a tensorial order parameter Q is needed. Biaxiality has
been used to theoretically describe defect cores [1–6] and
material frustration [7–9], and has been observed exper-
imentally [10, 11].
The (s,n) description can be viewed as a special case
of the Q-tensor description, restricted to Q-tensors with
uniaxial symmetry. In physical systems presenting some
symmetry, existence of symmetric equilibrium configura-
tions is a common phenomenon: such configurations can
be obtained by looking for a solution with a special sym-
metrical ansatz. In some cases this phenomenon can be
formalized mathematically as a ‘principle of symmetric
criticality’ [12]. The purpose of this note is to investigate
whether the same principle applies to uniaxial symme-
try in nematic liquid crystals: do there exist uniaxial
Q-tensor equilibrium configurations? or is the uniaxial
symmetry always broken?
We consider a Landau-de Gennes free energy for theQ-
tensor under strong surface anchoring. We do not work
with the usual four-terms expansion of the bulk energy
density but with a general frame invariant bulk energy
density. We are particularly interested in the case of one
dimensional or two dimensional configurations: that is,
configurations exhibiting translational invariance in at
least one direction of space [2, 4, 7–9]. Our main result
is the following: even if the boundary conditions enhance
uniaxial symmetry, the uniaxial order is destroyed in the
whole system (unless the director field is uniform).
In particular, the present paper sheds a very new light
on the phenomenon of ‘biaxial escape’ [4]. Our result is
fundamentally different from the previous related ones in
the literature. In fact, biaxiality was always shown to oc-
cur by means of free energy comparison methods, while
we only rely on the equilibrium equations. In particular
our results hold for all metastable configurations. More-
over, the appearance of biaxiality was usually related to
special values of parameters such as the temperature [1]
– which affects the bulk equilibrium –, or the size of the
system [8] – which affects the director deformation. We
show instead that biaxiality occurs for any value of the
temperature (since the bulk energy density we work with
is arbitrary) and any kind of director deformation. In
short: escape to biaxiality appears in all possible situ-
ations, and the equilibrium equations themselves force
this escape.
The plan of the paper is the following. In Section II
we introduce the mathematical model describing orien-
tational order. In Section III we derive the equilib-
rium equations for a configuration with uniaxial sym-
metry, and discuss the appearance of an extra equation
corresponding to equilibrium with respect to symmetry-
breaking perturbations. Section IV contains the main
results of the paper, which we further discuss in the last
section.
II. MODEL
The orientational order of a nematic state can be de-
scribed by the order tensor Q, a symmetric, traceless,
second rank tensor [13]. In the isotropic phase, Q = 0.
The uniaxial phase corresponds to a Q-tensor with two
2equal eigenvalues: Q can be written in the form
Q = s
(
n⊗ n−
1
3
I
)
, (1)
where s ∈ R is the scalar order parameter, and the unit
vector n is the director. The biaxial phase corresponds
to all the eigenvalues of Q being different. Five degrees
of freedom are needed to describe a biaxial state, instead
of only three for a uniaxial state.
Under strong surface anchoring, the total free energy
takes the form
F [Q] =
∫
(fe + fb) dV,
where fe is the elastic free energy density, and fb is
the bulk energy density. For the elastic contribution we
adopt the one-constant approximation
fe =
L
2
|∇Q|2.
For the bulk contribution, however, we consider an arbi-
trary frame invariant function. Frame invariance implies
that fb depends only on the invariants of Q:
fb = ϕ
(
tr(Q2), tr(Q3)
)
,
where ϕ(x, y) is a smooth function of two variables. The
four-terms expansion for fb, usually considered in the
literature, corresponds to ϕ(x, y) = a
2
x− b
3
y + c
4
x2.
At equilibrium the first variation of the free energy
should vanish:
δF [Q] = 0.
This equilibrium condition is the Euler-Lagrange equa-
tion for F , and its computation is classical (see for in-
stance [14]). The equation reads
L∆Q = 2(∂1ϕ)Q+ 3(∂2ϕ)
(
Q2 −
|Q|2
3
I
)
. (2)
Here, I denotes the identity tensor, |Q|2 = tr(Q2), and
(∂1ϕ) and (∂2ϕ) denote the partial derivatives of ϕ –
evaluated at (x, y) = (tr(Q2), tr(Q3)).
We are going to investigate the existence of solutions
of the equilibrium equations (2) which satisfy in addition
the uniaxial symmetry constraint (1). In the next section
we derive the equations for such a configuration, showing
that a configuration which is an equilibrium under the
constraint of uniaxial symmetry, need not, in general,
be an unconstrained equilibrium. In fact an additional
equation needs to be satisfied by the director field.
III. UNIAXIAL EQUILIBRIUM
We want to understand under which conditions a so-
lution to the equilibrium equations (2) can be written in
the form (1) for some scalar field s and unit vector field
n.
Let us remark here that the spherically symmetric ra-
dial hedgehog [1] provides an example of uniaxial equi-
librium. However, in the particular case of the radial
hedgehog, uniaxial symmetry is a consequence of spheri-
cal symmetry, for which the principle of symmetric crit-
icality applies [12]. In general we can not use such an
argument.
Henceforth we assume thatQ is a uniaxial equilibrium:
it satisfies (2) and (1). Plugging the ansatz (1) into (2),
we obtain, after rearranging the terms,[
∆s− 3|∇n|2s−
1
L
(2s∂1ϕ+ s
2∂2ϕ)
](
n⊗ n−
1
3
I
)
+ 2n⊙ (s∆n+ 2(∇s · ∇)n+ s|∇n|2n)
+ 2s
[∑
k
∂kn⊗ ∂kn+ |∇n|
2 (n⊗ n− I)
]
= 0.
(3)
Here ⊙ denotes the symmetric tensor product: the (i, j)
component of n⊙m is (nimj + njmi)/2.
Differentiation of the constraint |n|2 = 1 implies
n · ∂kn = 0. Using this orthogonality property, it is
straightforward to check that the three lines in (3) are
orthogonal to each other (for the usual scalar product on
square matrices). Therefore they must all vanish, which
implies: 
∆s = 3|∇n|
2s+
1
L
(2s∂1ϕ+ s
2∂2ϕ),
s∆n+ 2(∇s · ∇)n = −s|∇n|2n,
(4)
and
2
3∑
k=1
∂kn⊗ ∂kn = |∇n|
2 (I − n⊗ n) , (5)
in regions where Q 6= 0.
Let us remark here that (4) corresponds to (s,n) being
an equilibrium for the free energy
F [s,n] = F [Q]
=
∫ [
L
2
(
2
3
|∇s|2 + 2s2|∇n|2
)
+ ϕ(2s2/3, 2s3/9)
]
dx,
under the constraint |n| = 1. Hence (4) simply tells us
that Q is an equilibrium for F under the constraint of
uniaxial symmetry. Of course, this is indeed the case,
since we have assumed that Q is an equilibrium without
constraint.
In addition to the equations (4), we obtain the extra
equation (5). Therefore, being an unconstrained equilib-
rium is really stronger than being an equilibrium under
the uniaxial symmetry constraint: if a configuration is an
equilibrium with respect to perturbations preserving the
uniaxial symmetry, it may not be an equilibrium with
3respect to arbitrary perturbations. Hence the principle
of symmetric criticality is broken here. The additional
equation (5) can be interpreted as a necessary condition
for the vanishing of the free energy’s first variation when
the perturbation breaks the uniaxial symmetry.
IV. IN ONE AND TWO DIMENSIONS
Here we derive consequences of (4) and (5) for con-
figurations depending on only one or two directions in
space. Such a symmetry assumption is actually relevant
for many nematic systems that are interesting both the-
oretically and for application purposes. For instance,
in nematic cells bounded by two parallel plates with
competing anchoring, one usually looks for one dimen-
sional solutions [7–9]. Such hybrid nematic cells provide
a model system for understanding the physics of frustra-
tion, and this kind of geometry occurs in several nematic
based optical devices. Another relevant geometry is the
cylindrical one, in which two dimensional configurations
can be considered [2, 4–6], with applications to high per-
formance fibers [15–17].
Our conclusion is that such configurations must have
a uniform director field. Of course the one dimensional
case is contained in the two dimensional case as a partic-
ular case. We nevertheless treat it separately, since the
argument is much simpler.
A. The one dimensional case
Here we consider a uniaxial equilibrium configuration
depending only on one direction in space. We may as-
sume ∂2n = ∂3n = 0, since the free energy is frame
invariant. We deduce, as a direct consequence of (5),
that ∂1n = 0. As a matter of fact, applying (5) – which
is an equality of matrices – to the vector ∂1n yields
|∂1n|
2∂1n = 0.
Therefore the director field must be uniform.
B. The two dimensional case
For two dimensional configurations, (5) does not di-
rectly force n to be uniform. In fact, a cylindrically sym-
metric director field studied by Cladis and Kle´man [18],
which is of the form
n = cosϕ(r) er + sinϕ(r) ez with r
dϕ
dr
= cosϕ,
satisfies (5). However, there can not exist any scalar field
s satisfying (4) for this particular choice of n.
In general, we will show that for a two dimensional
configurations, (5) imposes very strong conditions on the
director field n. These conditions turn out to be incom-
patible with the existence of a scalar field s satisfying
(4).
Let us consider a two dimensional equilibrium. Using
frame invariance, we may assume ∂3n = 0. Applying the
matrix equality (5) to the vectors ∂1n, respectively ∂2n,
we find two vector equalities. After taking the scalar
product of these two equalities with both ∂1n and ∂2n,
we are finally led to
∂1n · ∂2n = 0 and |∂1n|
2 = |∂2n|
2. (6)
These conditions turn out to be incompatible with the
existence of a scalar field s satisfying (4), unless the di-
rector field n is uniform.
In fact, a straightforward consequence obtained by dif-
ferentiating the equations (6), is that ∆n is orthogonal
to ∂1n and ∂2n. On the other hand, recall that the con-
straint |n| = 1 forces n to be orthogonal to ∂1n and ∂2n.
Hence, taking the scalar product of the second equation
in (4) with ∂1n and ∂2n, we are left with
∂1s|∇n|
2 = ∂2s|∇n|
2 = 0.
In other words, the scalar field s must be constant in
every region where the director field n is not uniform.
To conclude, we just need to remark that, in a region
where the scalar field s is constant, and non zero, the
first equation in (4) implies that ∇n has constant norm.
The geometry of the unit sphere, where n takes its values,
makes it impossible: we may work with rescaled variables
and assume |∇n|2 = 2, so that n satisfies
∂1n · ∂2n = 0 and |∂1n|
2 = |∂2n|
2 = 1.
Therefore n induces locally an isometry between the Eu-
clidean plane – which has zero curvature – and the unit
sphere – which has positive curvature. By Gauss’ The-
orema egregium, no such isometry can exist. Hence, a
region where n is not uniform can not exist: the director
field n is uniform everywhere.
In fact we obtain even a stronger result: a general two
dimensional equilibrium configuration can not be uniax-
ial, in any – even small – open region, unless it has con-
stant director. Indeed, the map Q is analytical (i.e. it
is locally the sum of a converging power series) [19, The-
orem 6.7.6]. As a consequence, the region where it has
uniaxial symmetry must be either the whole domain, or
be negligeable [20, Proposition 14]. Our argument shows
that it is not the whole domain, hence it is negligeable.
V. CONCLUSIONS
We have shown that, for a nematic equilibrium con-
figuration presenting translational invariance in one di-
rection, there are only two options: either it does not
have any regions with uniaxial symmetry, or it has uni-
form director field. In particular, when the boundary
4conditions prevent the director field from being uniform,
as it is the case in hybrid cells or in capillaries with ra-
dial anchoring, then at equilibrium uniaxial order is de-
stroyed spontaneously within the whole system. In other
words, for translationally invariant configurations, biax-
ial escape has to occur.
Biaxiality had in fact been predicted in such geometries
[4, 7, 8], but it was supposed to stay confined to small re-
gions, and to occur only in some parameter range. Here
we have provided a rigorous proof that biaxiality must
occur everywhere, and for any values of the parameter:
the configurations interpreted as uniaxial just correspond
to a small degree of biaxiality. Our proof does not rely
on free energy minimization, but only on the equilibrium
equations – in particular it affects all metastable config-
urations. It is also remarkable that our results do not
depend on the form of the bulk energy density, whereas
all the previously cited workers used a four-terms approx-
imation.
After this work was completed, G. Napoli brought the
article [21] to our attention. In [21] results similar to
the ones in Section IV of the present paper are stated
under the additional assumption that the configuration is
energy minimizing. However, we were not able to follow
completely the arguments in [21].
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