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Abstract
We show that all orthogonal free quantum groups are isomorphic to variants of the free orthogonal
Wang algebra, the hyperoctahedral quantum group or the quantum permutation group. We also
obtain a description of their free complexification. In particular we complete the calculation of
fusion rules of all orthogonal free quantum groups and their free complexifications.
1 Introduction
One problem in the theory of compact quantum groups is to find examples whose invariants can
be calculated. The fusion rules of a compact quantum group are one of these invariants. Fusion
rules give a complete description of equivalence classes of irreducible corepresentations and a de-
composition of the tensor product of two of them into irreducible corepresentations. One approach
to this problem is given by ’free quantum groups’ as defined in [5]. These are orthogonal quantum
groups, i.e. subgroups of the free orthogonal Wang algebra, whose intertwiners can be described by
non-crossing partitions.
Given natural numbers k and l the set Part(k, l) denotes the set of all partitions on two rows with
k and l points, respectively. That is, an element P ∈ Part(k, l) is a partition of the disjoint union{1, ..., k} ⊔ {1, ..., l}. Alternatively it can be described by a diagram
⎧⎪⎪⎨⎪⎪⎩
⋅ ⋅ ... ⋅
P⋅ ⋅ ... ⋅
⎫⎪⎪⎬⎪⎪⎭
connecting the k points in the upper row and the l points in the lower row according to the partition
of {1, ..., k} ⊔ {1, ..., l}. P is called non-crossing if it can be represented by a diagram with no lines
crossing. The set of all non-crossing partitions on k and l points is denoted by NC(k, l).
Let n,k, l ∈ N and let (ei) be the standard basis of Cn. Let i = (i1, ..., ik) ∈ {1, ..., n}k and j =(j1, ..., jl) ∈ {1, ..., n}l be multi indices and P ∈ Part(k, l). We set P (i, j) = 1 if and only if the
diagram P joins only equal numbers after writing the entries of i in the upper row of the above
diagram and those of j in the lower row. If P connects different numbers set P (i, j) = 0.
Using this notation, a partition P ∈ Part(k, l) defines a linear map TP from (Cn)⊗k to (Cn)⊗l by
TP (ei1 ⊗ ...⊗ eik) = ∑
j1,...,jl
P (i1, ..., ik ; j1, ..., jl) ⋅ ej1 ⊗ ...⊗ ejl .
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A subspace of Hom((Cn)⊗k, (Cn)⊗l) is by definition spanned by partitions if it is linearly generated
by a family (TP ) where P runs through some subset of Part(k, l).
In [7] the free unitary Wang algebra
Au(n) ∶= C∗(uij , 1 ≤ i, j ≤ n∣(uij)ij , (u∗ij)ij are unitary)
and the free orthogonal Wang algebra
Ao(n) ∶= C∗(uij , 1 ≤ i, j ≤ n∣(uij)ij = (u∗ij)ij is unitary)
were introduced. Moreover in [8] the quantum permutation group
As(n) ∶= C∗ ⎛⎜⎝uij , 1 ≤ i, j ≤ n
RRRRRRRRRRRRRR
(uij) = (u∗ij) is unitary and uij are
partial isometries summing up to one
in every row and every column
⎞⎟⎠
was defined. Note that “are partial isometries” can be replaced by “are projections”. The three last
named algebras are compact matrix quantum groups in the sense of Woronowicz [9].
The following class of quantum groups will be of interest in this paper.
Definition 1.1 Let (A,U) be a compact matrix quantum group. Then it is called free if
• The morphism (Au(n),Uu)→ (As(n),Us) mapping the entries of Uu to those of Us factorizes
through (A,U).
• The intertwiner spaces Hom(U i1 ⊠ ⋯ ⊠ U ik ,U j1 ⊠ ⋯ ⊠ U jl), iα, jβ ∈ {1, } are spanned by
partitions, where U = (u∗ij) is the conjugate corepresentation of U and ⊠ denotes the tensor
product of corepresentations.
If the first condition is strengthened by requiring that the morphism (Ao(n),Uo) → (As(n),Us)
factors through (A,U), then A it is called orthogonal free.
In [5] the following classification was achieved.
Theorem 1.2 There are exactly six orthogonal free quantum groups. Namely
(i) The free orthogonal Wang algebra.
(ii) The quantum permutation group.
(iii) The hyperoctahedral quantum group
Ah(n) ∶= C∗ (uij, 1 ≤ i, j ≤ n∣ (uij) = (u∗ij) is unitary and
uij are partial isometries
) .
(iv) The bistochastic quantum group
Ab(n) ∶= C∗ ⎛⎜⎝uij, 1 ≤ i, j ≤ n
RRRRRRRRRRRRRR
(uij) = (u∗ij) is unitary and
uij sum up to one
in every row and every column
⎞⎟⎠ .
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(v) The symmetrized bistochastic quantum group
Ab’(n) ∶= C∗ ⎛⎜⎝uij, 1 ≤ i, j ≤ n
RRRRRRRRRRRRRR
(uij) = (u∗ij) is unitary and
uij sum up to the same element
in every row and every column
⎞⎟⎠ .
(vi) The symmetrized quantum permutation group
As’(n) ∶= C∗
⎛⎜⎜⎜⎝
uij, 1 ≤ i, j ≤ n
RRRRRRRRRRRRRRRRRRR
(uij) = (u∗ij) is unitary and
uij are partial isometries
summing up to the same element
in every row and every column
⎞⎟⎟⎟⎠
.
The fusion rules of (1) were calculated in [1], those of (2) in [3] and those of (3) in [6]. We show that
the remaining examples are slight modifications of Ao(n) and As(n). In particular we can derive
their fusion rules and find that Ab’(n) and As’(n) are counterexamples to a conjecture by Banica
and Vergnioux given in [6].
In [4] the free complexification of orthogonal free quantum groups was considered. If (A,U) is a
orthogonal free quantum group, then its free complexification (Ã, Ũ) is by definition the sub-C*-
algebra of the free product A ∗ C(S1) generated by the entries of Ũ ∶= U ⋅ idS1 = (uij ⋅ idS1). Here
idS1 denotes the canonical generator of C(S1). As Banica shows in [4] the intertwiners between
tensor products of the fundamental corepresentation and its conjugate can be described by the
intertwiners of the orthogonal free quantum group it comes from. With additional requirements
we can calculate the fusion rules of the free complexification from the fusion rules of the original
orthogonal free quantum group. These additional requirements are fulfilled by Ao(n) and Ah(n),
which gives the fusion rules of Ak(n) = Ãh(n). Those of Au(n) = Ão(n) are known from [2].
From [4] we know that Ãb(n) = Ãb’(n) and Ãs(n) = Ãs’(n). We denote Ãb(n) =∶ Ac(n) and
Ãs(n) =∶ Ap(n). They can be decomposed and described in terms of Ao(n) and As(n) again.
Acknowledgment: I want to thank both Thomas Timmermann for suggesting to work on fusion
rules of free quantum groups and Stefaan Vaes for helpful discussions about this article, especially
on the last section. Moreover, I want to thank the referee for helpful comments.
2 Preliminaries
We will mainly work with compact matrix quantum groups as defined by Worono-wicz in [9]. If
A is a *-algebra and U ∈ Mn(A) we denote by U the matrix whose entries are conjugated, i.e.
U ij = (Uij)∗.
A pair (A,U) of a C*-algebra A and a unitary U ∈ Mn(A) is called a compact matrix quantum
group if
• A is generated by the entries of U ,
• there is a *-homomorphism ∆ ∶ A→ A⊗min A mapping uij to ∑k uik ⊗ ukj,
• the matrix U is invertible.
A morphism of compact matrix quantum groups (A,U) φ→ (B,V ) is a *-homo-morphism A → B
such that φ(uij) = vij where U and V must have the same size. There is at most one morphism from
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one quantum group to another. If there is a morphism (A,U) → (B,V ) then we say that (B,V ) is
a quantum subgroup of (A,U).
Every compact matrix quantum group is also a compact quantum group, i.e. a C*-algebra A with
a *-homomorphism ∆ ∶ A→ A⊗min A such that
• (∆⊗ id) ○∆ = (id⊗∆) ○∆,
• span(A⊗ 1)∆(A) = span(1⊗A)∆(A) = A⊗A.
A morphism of compact quantum groups (A,∆A) φ→ (B,∆B) is a *-homomorphism from A to B
such that ∆B ○ φ = (φ ⊗ φ) ○∆A. Every morphism of compact matrix quantum groups is also a
morphism of compact quantum groups.
We will also refer to a quantum group (A,U) or (A,∆) as A.
If (A,∆A) and (B,∆B) are quantum groups, then we denote by (A,∆A)⊗ (B,∆B) the direct sum
of quantum groups and by (A,∆A) ∗ (B,∆B) their free product. We will also write A ⊗ B and
A ∗B.
A unitary corepresentation matrix of (A,∆) is a unitary matrix V ∈ Mm(A) such that ∆(vij) =
∑k vik ⊗ vkj . In particular a one dimensional corepresentation matrix is just a unitary group-like
element of A.
3 Free fusion rings
In this section we will introduce free fusion rings and prove that they are free unital rings.
We will use the following notation for words in free monoids. Let M = mon(S) be a free monoid
over a set S. If w ∈ M is a word of length k, then we write wi for the i-th letter of w, 1 ≤ i ≤ k.
Hence w = w1w2w3 . . . wk−1wk.
Definition 3.1 A free fusion monoid is a free monoid M = mon(S) over a set S with a fusion⋅ ∶ S × S → S ∪ {∅} and a conjugation ∶ S Ð→ S. They must satisfy the following conditions.
(i) The fusion ⋅ is associative, where we make the convention that s ⋅ s′ is the empty set if one of
s, s′ is the empty set.
(ii) The conjugation is involutive, i.e. s = s for all s ∈ S.
(iii) Fusion and conjugation are compatible in the following sense. For all s1, s2, s3 ∈ S we have
s1 ⋅ s2 = s3 ⇔ s2 ⋅ s3 = s1
A set S equipped with fusion and conjugation is called a fusion set.
The fusion and conjugation of S induce a fusion and a conjugation on M via
• w ⋅w′ = w1 . . . wk−1(wk ⋅w′1)w′2 . . . w′l where this fusion is the empty set by convention if wk ⋅w′1 =∅.
• w = wk . . . w1
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If M =mon(S) is a free fusion monoid, we can turn ZM into an associative ring by
aw ⋅ aw′ = ∑
w=xy
w′=yz
(axz + ax⋅z).
Here w, w′ are words in M , aw and aw′ are the corresponding elements in ZM , xy, yz and xz
denote the concatenation of words and the second term in the sum is by convention always ignored
if the fusion x ⋅ z is empty. Actually condition (3) of the previous definition is a necessary condition
for making ZM associative, as it can be seen by considering (as1 ⋅ as2) ⋅ as3 = as1 ⋅ (as2 ⋅ as3) for
s1, s2, s3 ∈ S. A *-ring isomorphic to ZM for some fusion monoid M is called a free fusion ring.
From the point of view of rings, free fusion rings are very easy. Actually they are free. The proof
of the following lemma was already given in [6] in some special cases.
Lemma 3.2 A free fusion ring over a fusion set S is the free unital ring over as, s ∈ S.
Proof Let ZM be the fusion ring over a fusion set S. It suffices to show that ZM is a free Z-module
with the basis as1⋯ask with k ∈ N and s1, . . . , sk ∈ S. So it suffices to express the elements of the
Z-basis aw,w ∈ M as Z-linear combinations of the elements as1⋯ask with k ∈ N and s1, . . . , sk ∈ S
and to show that {as1⋯ask ∣k ∈ N, s1, . . . , sk ∈ S} is Z-linearly independent.
There are coefficients Cws1...sk ∈ Z such that as1⋯ask = as1...sk + ∑∣w∣<kCws1...skaw, where ∣w∣ is
the length of the word w ∈ M . This shows that {as1⋯ask ∣k ∈ N, s1, . . . , sk ∈ S} is linearly in-
dependent. Moreover, by induction on k there are coefficients Dws1...sl ∈ Z such that as1...sk =
as1⋯ask +∑∣w∣<kDws1...skaw1⋯aw∣w∣ . This shows that all aw,w ∈M are linear combinations of as1⋯ask
with k ∈ N and s1, . . . , sk ∈ S. ◻
Remark 3.3 Free fusion rings can be used to describe fusion rules very shortly and there is hope
to use free fusion rings as a starting point for proofs of several properties of quantum groups. See
section 10 of [6] for a comment on these possibilities. However in order to justify the concept of free
fusion rings intrinsically it would be good to answer the following question affirmatively. Is every
fusion ring of a compact quantum group that is free as a unital ring a free fusion ring?
4 Some isomorphisms of combinatorial quantum groups
In this section we will consider combinatorial quantum groups A∗(n) for ∗ ∈ {b, b′, s′, c, p}. They
are free products or direct sums of known quantum groups. For ∗ ∈ {b′, s′, c, p} it turns out that
their fusion rings are not free.
Theorem 4.1 We have the following isomorphisms of compact quantum groups (not necessarily
preserving the fundamental corepresentation).
(i) Ab(n) is isomorphic to Ao(n − 1).
(ii) As’(n) is isomorphic to the direct sum As(n) ⊗C∗(Z/2Z).
(iii) Ab’(n) is isomorphic to the free product Ab(n) ∗C∗(Z/2Z).
(iv) Ap(n) is isomorphic to the free product As(n) ∗ C(S1).
(v) Ac(n) is isomorphic to the free product Ab(n) ∗ C(S1).
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Remark 4.2 Note that in the case n ≤ 3 we have the isomorphisms As(n) ≅ C(Sn) and Ao(1) ≅
C({−1,1}). So the given descriptions can be further simplified.
Theorem 4.1(1) is proven by the following remark. Let U ∈ Mn(A) be an orthogonal matrix, i.e.
U = U unitary, where A is any unital C∗-algebra. Then U is bistochastic if and only if the vector(1,1, . . . ,1)t is a right eigenvector and (1,1, . . . ,1) is a left eigenvector of U . If T ∈Mn(C) denotes
any orthogonal matrix such that T (1,0, . . . ,0)t = (1/√n, . . . ,1/√n)t , then an orthogonal matrix U
is bistochastic if and only if T tUT is of block form with 1 in the upper left corner and an orthogonal(n − 1) × (n − 1) matrix in the lower right corner.
The key observation for the rest of 4.1 is the following lemma.
Lemma 4.3 Let ∗ ∈ {b′, s′, c, p}. The fundamental corepresentation of A∗(n) contains a one di-
mensional non-trivial corepresentation Uz which fulfils Uz ⊠ Uz ≃ 1. If ∗ ∈ {b′, s′} then Uz ≃ Uz.
Proof Consider ∗ = b′, s′ first. The element z = ∑i uij is easily seen to be a unitary group-like
element, so it corresponds to a one dimensional unitary corepresentation of A∗(n). Consider the
group Sn ⊕ Z/2Z ⊂ Un as permutation matrices with entries +1 and −1. Let USn⊕Z/2Z be the
canonical fundamental corepresentation of C(Sn ⊕ Z/2Z). Then the image of z under the map(A∗(n),U∗)→ (C(Sn ⊕Z/2Z),USn⊕Z/2Z) is −1, so z is non-trivial.
For ∗ = p, c consider z ∶= idS1 as coming from the copy of C(S1). This copy is contained in A∗(n),
since the trivial corepresentation is contained in the fundamental corepresentation of Ab(n) and
As(n).
Using the relations of A∗(n) we can check the rest of the claim by simple calculations. ◻
Remark 4.4 The last lemma shows, that the fusion rules of neither of the quantum groups A∗(n)
for ∈ {b′, s′, c, p} can be described by a free fusion ring. Actually in a free fusion ring any element
a ≠ 1 satisfies a ⋅ a∗ ≠ 1. This gives two counterexamples to the conjecture that for n ≥ 4 the fusion
rules of all free orthogonal quantum groups can be described by a free fusion ring, which was stated
in [6].
Remark 4.5 The fundamental corepresentation of any matrix quantum group that has (As(n),Us)
as a sub quantum group cannot be the sum of more than two irreducible corepresentations. In
particular the last lemma already gives a decomposition U ≃ Uz ⊞ V with Uz non-trivial and one
dimensional and V irreducible, where U is the fundamental corepresentation of A∗(n).
Proof (Proof of Theorem 4.1) The isomorphism of (2) is given by As(n)⊗C∗(Z/2Z)→ As’(n) ∶
usij ⊗1↦ us′ij ⋅z, 1⊗u1 ↦ z. This map exists since z is central in As’(n) as an easy calculation shows.
The inverse map is given by
As’(n)→ As(n) ⊗C∗(Z/2Z) ∶ us’ij → usij ⊗ u1.
In order to prove (3) we use again an orthogonal matrix T ∈ Mn(C) such that T (1,0, ...,0)t =(1/√n, ...,1/√n)t. Then a matrix U ∈ Mn(A) for some C∗-algebra A satisfies the relations of Ub’
if and only if T tUT is a block matrix with a self-adjoint unitary in the upper left corner and an
orthogonal (n − 1) × (n − 1) matrix in the lower right corner. This proves Ab’(n) ≅ Ao(n − 1) ∗
C∗(Z/2Z) ≅ Ab(n) ∗C∗(Z/2Z).
The isomorphism of (4) is given by
As(n) ∗ C(S1)→ Ap(n) ∶ usij ↦ upij ⋅ z∗, idS1 ↦ z.
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The isomorphism of (5) is given by
Ab(n) ∗ C(S1)→ Ac(n) ∶ ubij ↦ ucij ⋅ z∗, idS1 ↦ z.
All the isomorphisms respect the comultiplication, since z is group-like. Hence, they are isomor-
phisms of quantum groups. ◻
5 Fusion rules for free products and the quantum group Ak(n)
In this section we describe the fusion rules of the free complexification Ak(n) ≅ Ãh(n). Instead
of referring to Ak(n) explicitly, we will work in a more general setting and deduce its fusion rules
as a corollary. Roughly the main statement of this section is given by the following theorem. See
theorem 5.5 for a precise statement.
Theorem 5.1 Let (A,U) be an orthogonal compact matrix quantum group, i.e. U = U , such that
its fusion rules are free. Assume further that 1 ∉ U⊠2k+1 for any k ∈ N. Then the fusion rules of(Ã, Ũ) are free and can be described in terms of the fusion rules of (A,U).
The following theorem is due to Wang [8].
Theorem 5.2 Let (A,∆A) and (B,∆B) be compact quantum groups. Let (Uα)α∈A and (Uβ)β∈B
be complete sets of representatives of irreducible corepresentations of A and B, respectively. Then
the corepresentations (W γ1 ⊠ ⋯ ⊠W γn) with n ∈ N, all W γi in {Uα ∣α ∈ A } and {Uβ ∣β ∈ B}
and neighbours not from the same set, form a complete set of irreducible representations of the free
product (A,∆A) ∗ (B,∆B).
The following observation will be useful when studying the fusion rules of a free complexification.
Remark 5.3 Let A∗B be a free product of compact quantum groups with irreducible corepresenta-
tions W γ1 ⊠⋯⊠W γn and W δ1 ⊠⋯ ⊠W δm as in the last theorem. Then
(i) If W γn and W δ1 are not corepresentations of the same factor of the free product, then W γ1 ⊠⋯⊠W γn ⊠W δ1 ⊠⋯⊠W δm is an irreducible corepresentation of A ∗B.
(ii) IfW γn andW δ1 are corepresentations of the same factor andW γn⊠W δ1 = ∑ki=1W ǫi+δW γn ,W δ1 ⋅
1 is the decomposition into irreducible corepresentations, then
W γ1 ⊠⋯⊠W γn ⊠W δ1 ⊠⋯⊠W δm
=
k
∑
i=1
(W γ1 ⊠⋯⊠W γn−1 ⊠W ǫi ⊠W δ2 ⊠⋯⊠W δm)
+ δW γn ,W δ1 ⋅W γ1 ⊠⋯⊠W γn−1 ⊠W δ2 ⊠⋯ ⊠W δm
and the first k summands of this decomposition are irreducible.
For the rest of this section fix an orthogonal compact matrix quantum group (A,U) such that its
fusion rules are described by a free fusion ring over the fusion set S. Assume further that 1 ∉ U⊠2k+1
for any k ∈ N.
Note that the fusion ring of Ã is the fusion subring of Rep(A ∗ C(S1)) that is generated by U ⊠ z,
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where z denotes the identity on the circle.
We will construct the free complexification S̃ of S and prove that the fusion rules of (Ã, Ũ) are
described by S̃. We begin by constructing S̃.
Let Repirreven (respectively Rep
irr
odd) be the set of classes of irreducible corepresentations of A
that appear as subrepresentations of an even (respectively odd) tensor power of U . We have
Repirreven ∩ Repirrodd = ∅ due to Frobenius duality and the requirement 1 ∉ U2k+1 for all k ∈ N. Let
Seven ⊂ S (resp. Sodd ⊂ S) be the set of elements corresponding to corepresentations from Repirreven
(resp. Repirrodd). The set S̃ is then by definition the disjoint union Seven ⊔Seven ⊔Sodd ⊔Sodd. Denote
the first copy of Seven (resp. Sodd) by S
(1)
even (resp. S
(1)
odd
) and the second one by S
(2)
even (resp. S
(2)
odd
).
What follows is motivated by the following point of view:
Remark 5.4 We consider element of S
(1)
even as a plain copy of those in Seven. The elements of S
(2)
even
are of the form z∗ ⋅ s ⋅ z for some s ∈ Seven. Similarly we consider elements of S(1)odd as s ⋅ z and
elements of S
(2)
odd
as z∗ ⋅ s for s ∈ Sodd.
Define a conjugation on S̃ by the conjugation on S leaving S
(1)
even and S
(2)
even globally invariant and
exchanging S
(1)
odd
and S
(2)
odd
. Note that Seven = Seven and Sodd = Sodd, i.e. the conjugation on S̃ is
well defined. A fusion on S̃ can be defined according to the following table.
⋅ S(1)even S(2)even S(1)odd S(2)odd
S
(1)
even S
(1)
even ∪ {∅} ∅ S(1)odd ∪ {∅} ∅
S
(2)
even ∅ S(2)even ∪ {∅} ∅ S(2)odd ∪ {∅}
S
(1)
odd
∅ S(2)
odd
∪ {∅} ∅ S(1)even ∪ {∅}
S
(2)
odd
S
(2)
odd
∪ {∅} ∅ S(2)even ∪ {∅} ∅
The row gives the element which is fused from the right with an element coming from the set
indicated by the column. The fusion is empty if this is indicated by the table and is otherwise
the usual fusion of two elements of S lying in the part of S̃ indicated by the table. Note that this
definition makes sense, since Seven ⋅ Seven, Sodd ⋅ Sodd ⊂ Seven ∪ {∅} and Seven ⋅ Sodd, Sodd ⋅ Seven ⊂
Sodd ∪ {∅}. It is easy to see that S̃ with this structure is a fusion set.
Now we can state a precise version of 5.1.
Theorem 5.5 Let (A,U) be an orthogonal compact matrix quantum group such that its fusion rules
are described by a free fusion ring over the fusion set S. Assume further that 1 ∉ U⊠2k+1 for any
k ∈ N. Then the fusion rules of (Ã, Ũ) are given by the free complexification S̃ of S.
We construct a complete set of corepresentations of Ã. In order to do so we associate an irreducible
corepresentations of (Ã, Ũ) to any element of R̃ ∶= Repirreven ⊔Repirreven ⊔Repirrodd ⊔Repirrodd. We denote
the i-th copy of Repirreven (Rep
irr
odd) by Rep
irr,(i)
even (Rep
irr,(i)
odd
). Let V be a irreducible corepresentation
in Repirreven. Then V and z
∗ ⋅ V ⋅ z are corepresentations of Ã. Actually, if V is an irreducible
subrepresentation of U⊠2k then V is an irreducible subrepresentation of (Ũ ⊠ Ũ)⊠k and z∗ ⋅ V ⋅ z
is an irreducible subrepresentation of (Ũ ⊠ Ũ)⊠k. We consider V as an element of Repirr,(1)even and
z∗ ⋅ V ⋅ z as an element of Repirr,(2)even . Similarly we see that if V ∈ Repirrodd then we can associate
with it corepresentations V ⋅ z ∈ Repirr,(1)
odd
and z∗ ⋅ V ∈ Repirr,(2)
odd
. Note that elements s from S̃ give
8
corepresentations Ũs by this identification. Consider a word w = w1 . . . wk with letters in R̃. We
say that w is reduced if in the sequence Ũw1 , . . . , Ũwn a z is never followed by z
∗ and Ux is always
followed by z or z∗. In formal terms:
∀1 ≤ i ≤ k − 1 ∶ (wi ∈ Repirr,(1)even ∪Repirr,(2)odd ⇒ wi+1 ∈ Repirr,(2)even ∪Repirr,(2)odd )∧
(wi ∈ Repirr,(2)even ∪Repirr,(1)odd ⇒ wi+1 ∈ Repirr,(1)even ∪Repirr,(1)odd )
Any such reduced word w = w1 . . . wk gives rise to an irreducible corepresentation of Ã by Ũw ∶=
Ũw1 ⊠ . . .⊠ Ũwk and different reduced words give rise to inequivalent corepresentations by 5.2. Since
any iterated tensor product of Ũ and Ũ decomposes as a sum of irreducible corepresentations of
the type Ũw, where w is a reduced word with letters in R̃, any irreducible corepresentation of Ã is
equivalent to some Ũw.
Definition 5.6 Consider now a word w = w1 . . . wk with letters in S̃. It is called connected if every
z is followed by a z∗. Formally:
∀1 ≤ i ≤ k − 1 ∶ (wi ∈ S(1)even ∪ S(2)odd ⇒ wi+1 ∈ S(1)even ∪ S(1)odd)∧
(wi ∈ S(2)even ∪ S(1)odd ⇒ wi+1 ∈ S(2)even ∪ S(2)odd)
The following definition says how we can associate irreducible corepresentations of Ã to words with
letters in S̃.
Definition 5.7 If w is an arbitrary word with letters in S̃ then it has a unique decomposition
w = x1 . . . xl into maximal connected words. This gives rise to a unique reduced word w′ with letters
in R̃. We set Ũw ∶= Ũw′
Next we have to do some preparations in order to prove theorem 5.5.
Definition 5.8 Let x = x1 . . . xm be a word in S̃. Then xˇi is the letter in S corresponding to xi and
xˇ ∶= xˇ1xˇ2 . . . xˇm.
Remark 5.9 Note that if x is a connected word with letters in S then according to remark 5.4 it
can be written as zi0 ⋅ xˇ ⋅ zi1 , i0, i1 ∈ {0,1,−1} and we have Ũx = zi0 ⊠Uxˇ ⊠ zi1 .
Definition 5.10 Let x, y be connected words with letters in S̃. We say that (x, y) fits together if
xy is a connected word.
Lemma 5.11 Let x = x1 . . . xm and y = y1 . . . yn be connected words with letters in S̃ such that(xm, y1) fits together. Write Ũx = zi0 ⊠Uxˇ ⊠ zi1 and Ũy = zj0 ⊠Uyˇ ⊠ zj1 . Then
Ũx ⊠ Ũy = zi0 ⊠ ⎛⎝ ∑x=ac,y=cbUaˇbˇ ⊞Uaˇ⋅ˇb
⎞
⎠ ⊠ zj1 = ∑x=ac,y=cb Ũab ⊞ Ũa⋅b.
Proof Since (x, y) fits together, we have zi1 ⊠ zj0 = 1. So by remark 5.3 the first equation follows.
We have to prove that for all x = ac, y = cb
(i) zi0 ⊠Uaˇbˇ ⊠ zj1 = Ũab
(ii) zi0 ⊠Uaˇ⋅ˇb ⊠ zj1 = Ũa⋅b.
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In order to prove (1), note that ab is connected, since a, b are connected and (a, b) fits together. So
(1) follows from the way irreducible corepresentations are associated to connected words remarked
in 5.9.
For (2) note that, since (a, b) fits together, aˇ ⋅ bˇ = ∅ if and only if a ⋅ b = ∅. If a ⋅ b ≠ ∅ then it is
connected and (2) follows by remark 5.9 again. ◻
Now we can give the proof of Theorem 5.5
Proof (Proof of Theorem 5.5) Let x = x1 . . . xk and y = y1 . . . yl be words with letters in S̃. We
have to show that
Ũx ⊠ Ũy = ∑
x=ac,y=cb
Ũab ⊞ Ũa⋅b
Let x = u1 . . . um and y = v1 . . . vn be the decomposition in maximal connected words. We identify
them with letters in R̃. Then
Ũx = zi0 ⊠Uuˇ1 ⊠ zi1 ⊠Uuˇ2 ⊠ zi2 ⊠⋯⊠U ˇum−1 ⊠ zim−1 ⊠ zim ⊠Uuˇm ⊠ zim+1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=Ũum
,
Ũy = z
j0 ⊠Uvˇ1 ⊠ zj1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=Ũv1
⊠zj2 ⊠Uvˇ2 ⊠ zj3 ⊠⋯ ⊠ zjn−1 ⊠U ˇvn−1 ⊠ zjn ⊠Uvˇn ⊠ zjn+1
with i1, ..., im−2, j3, ..., jn ∈ {1,∗}, i0, im, j0, j2 ∈ {0,∗} and im−1, im+1, j1, jn+1 ∈ {0,1}.
We are going to consider the two cases (xk, y1) do or do not fit together. Assume that (xk, y1) do
not fit together. This means zim+1 ⋅ zj0 ≠ 1. Then Ũx ⊠ Ũy is irreducible by Theorem 5.2. Moreover,
xy = u1 . . . umv1 . . . vn is a decomposition in maximal connected words. So Ũx ⊠ Ũy = Ũxy. On the
other hand (xk, y1) not fitting together implies xk ≠ y1 and xk ⋅y1 = ∅. So ∑x=ac,y=cb Ũab ⊞ Ũa⋅b = Ũxy.
This completes the proof for the first case.
Assume now that (xk, y1) fits together. This means zim+1 ⋅ zj0 = 1. By Lemma 5.11
Ũx ⊠ Ũy = zi0 ⊠Uuˇ1 ⊠ zi1 ⊠⋯⊠U ˇum−1 ⊠ zim−1⊠
( ∑
um=ac,v1=cb
Ũab ⊞ Ũa⋅b) ⊠ zj2 ⊠Uvˇ2 ⊠ zj3 ⊠⋯⊠Uvˇn ⊠ zjn+1
= zi0 ⊠Uuˇ1 ⊠ zi1 ⊠⋯⊠U ˇum−1 ⊠ zim−1⊠
(( ∑
um=ac,v1=cb,∣a∣≥1 or ∣b∣≥1
Ũab ⊞ Ũa⋅b) ⊞ δum,v1 ⋅ 1)⊠
zj2 ⊠Uvˇ2 ⊠ zj3 ⊠⋯⊠Uvˇn ⊠ zjn+1 .
By applying the induction hypothesis to the term
zi0 ⊠Uuˇ1 ⊠⋯⊠ zim−1 ⊠ δum,v1 ⋅ 1 ⊠ zj2 ⊠Uvˇ2 ⊠⋯⊠ zjn+1
= δum,v1 ⋅ Ũu1u2...um−1 ⊠ Ũv2v3...vn
we obtain
Ũx ⊠ Ũy = ∑
x=ac,y=cb
Ũab ⊞ Ũa⋅b. ◻
We are now going to deduce the fusion rules of Ak(n). The following result is proven in [6] and
describes the fusion rules of Ah(n).
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Theorem 5.12 Let Sh ∶= {u, p} with fusion u ⋅ u = p ⋅ p = p, u ⋅ p = p ⋅ u = u and trivial conjugation.
The fusion rules of (Ah(n),Uh) are given by the free fusion ring over Sh in such a way that Uu ≃ Uh
and Up ⊞ 1 ≃ (u2ij).
Using this theorem we obtain the following corollary in the case A = Ak(n).
Corollary 5.13 The irreducible corepresentations of Ak(n) are described by the fusion set Sk ∶={u, v, p, q} with fusion given by
⋅ u v p q
u ∅ q u ∅
v p ∅ ∅ v
p ∅ v p ∅
q u ∅ ∅ q
and conjugation u = v, p = p, q = q.
The elements of Sk correspond to the following corepresentations.
• The class of the fundamental corepresentation U is Uu.
• The class of U is Uv.
• The class of the corepresentation (u∗ij ⋅ uij) is Up ⊞ 1
• The class of the corepresentation (uij ⋅ u∗ij) is Uq ⊞ 1
Proof We only have to prove the part about the concrete description of Uu, Uv, Up and Uq. The fact
that Uu is the class of the fundamental corepresentation is obvious from the construction. Uv ≃ U
follows directly.
It is easy to check that (u∗ij ⋅ uij) and (uij ⋅ u∗ij) are corepresentation of Ak(n). We have the
decomposition U ⊠ U ≃ Uuv ⊞ Up ⊞ 1. Moreover the construction in this section shows that Uuv is
n2 − n dimensional and Up is n − 1 dimensional. Since (uij ⋅ u∗ij) is non trivial, it suffices to give
at least two linearly independent intertwiners from the n dimensional corepresentation (uij ⋅u∗ij) to
U ⊠U . Two such intertwiners are Cn → (Cn)⊗2 ∶ ei ↦ ei ⊗ ei and Cn → (Cn)⊗2 ∶ ei ↦ ∑j ej ⊗ ej .
The proof for (uij ⋅ u∗ij) works similarly. ◻
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