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Abstract
Transition to turbulence represents one of the most intriguing natural phenomena.
Flows that are smooth and ordered may become complex and disordered as the flow
strength increases. This process is known as transition to turbulence. In this disserta-
tion, we develop theoretical and computational tools for analysis and control of transi-
tion and turbulence in shear flows of Newtonian, such as air and water, and complex
viscoelastic fluids, such as polymers and molten plastics.
Part I of the dissertation is devoted to the design and verification of sensor-free
and feedback-based strategies for controlling the onset of turbulence in channel flows
of Newtonian fluids. We use high fidelity simulations of the nonlinear flow dynamics to
demonstrate the effectiveness of our model-based approach to flow control design.
In Part II, we utilize systems theoretic tools to study transition and turbulence in
channel flows of viscoelastic fluids. For flows with strong elastic forces, we demonstrate
that flow fluctuations can experience significant amplification even in the absence of
inertia. We use our theoretical developments to uncover the underlying physical mech-
anism that leads to this high amplification. For turbulent flows with polymer additives,
we develop a model-based method for analyzing the influence of polymers on drag re-
duction. We demonstrate that our approach predicts drag reducing trends observed in
full-scale numerical simulations.
In Part III, we develop mathematical framework and computational tools for cal-
culating frequency responses of spatially distributed systems. Using state-of-the-art
automatic spectral collocation techniques and new integral formulation, we show that
our approach yields more reliable and accurate solutions than currently available meth-
ods.
v
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Chapter 1
Introduction
1.1 Motivation
This dissertation deals with modeling, analysis, and control of transitional and turbulent
shear channel flows of Newtonian and viscoelastic fluids. In particular, we are interested
in the development of theoretical and computational methods for studying these complex
flows. However, before going into the mathematics and physics of turbulence, it is
worthwhile to first discuss the motivation behind this dissertation.
Transition to turbulence is one of the most intriguing natural phenomena. Flows
that are smooth and ordered (laminar) may become complex and disordered (turbulent)
as the flow strength increases; see Figure 1.1 for an illustration. This process is known
as transition to turbulence.
Despite the endeavors of generations of engineers, applied mathematicians, and
physicists, understanding of transition and its triggering mechanisms still contains ma-
jor mysteries. Progress in this area is important not only from a theoretical standpoint,
but also because it is essential for effective implementation of flow control strategies.
In some applications, suppression of turbulence is desired (e.g., for increased energy
efficiency), whereas in other applications promotion of turbulence is needed (e.g., for
1
2laminar: turbulent:
Figure 1.1: Visualization in a flat-plate boundary-layer flow of a Newtonian fluid [1]. In
laminar flows flow patterns are very regular, and in turbulent flows they are complex
and disordered.
improved mixing). This dissertation focuses on the dynamics and control of transition
and turbulence in flows of Newtonian, such as air and water, and complex viscoelastic
fluids, such as polymers and molten plastics.
For Newtonian fluids, turbulent flow around cars, airplanes, and ships increases
resistance to their motion. An aerodynamically perfect wing of an aircraft would have
laminar flow all the way from its leading edge to its rear. However, wings are not perfect,
and at some point the flow will become turbulent; see Figure 1.2(a). As a result, about
half of the fuel required to maintain the aircraft at cruise conditions is used to overcome
the resistance to motion imposed by the turbulent flow. Similarly, in wind farms,
turbulence reduces the aerodynamic efficiency of the blades, thereby decreasing the
energy capture; see Figure 1.2(b). Thus, there is a critical demand for development and
utilization of advanced turbulence suppression techniques. Currently available strategies
combine physical intuition with extensive numerical simulations and experiments in
order to control transition to turbulence. Even though simulations and experiments
offer valuable insights into the performance of control strategies, their effectiveness can
be significantly enhanced by a model-based approach to flow control design.
My study of complex viscoelastic fluids is motivated by recent findings showing that
transition to turbulence can occur even at small flow rates [9]. This is in contrast
to Newtonian fluids where transition takes place only when the fluid is moving at a
high speed. Improved understanding of transition mechanisms in viscoelastic fluids is
3(a) (b)
Figure 1.2: (a) Transition from laminar to turbulence over an aircraft wing. Photo
taken from efluids by Miguel Visbal. (b) The wake from upstream turbines affects those
downstream of wind.
important for polymer manufacturing and micro/nano-fluidic mixing [10]. In manufac-
turing, turbulence is undesirable because it compromises quality of polymer products.
In micro/nano-fluidic devices, the addition of polymers can trigger turbulence, thereby
leading to a mixing enhancement [6]. Efficient mixing of macromolecular solutions con-
taining DNA or globular proteins is of fundamental importance in biotechnology where
these devices are increasingly being used.
To tackle the aforementioned problems, this dissertation utilizes tools from two
major disciplines: control systems theory and fluid mechanics. Control theory is an
interdisciplinary branch of engineering and mathematics that deals with dynamical sys-
tems and their control. On the other hand, fluid mechanics is a branch of physics that
studies the motion and behavior of fluids and the effect of forces acting on them. We
illustrate, in this dissertation, that the combination of these two disciplines can lead
to many new and exciting discoveries in the area of turbulence research. The remain-
der of this chapter provides a summary of the main topics, the layout, and the major
contributions of the dissertation.
1.2 Main topics of the dissertation
In this section, we discuss the main topics of the dissertation.
41.2.1 Model-based control of Newtonian fluids
In many engineering applications that involve fluid flows, turbulence plays a significant
role in control design. When flows transition from laminar to turbulent state, complex
fluid motions appear and have two practical consequences:
1. Mixing enhancement. In smooth laminar flow, the process of mixing of two fluids
can only occur through diffusion which is often a very slow process. On the other
hand, the wide range of temporal and spatial scales of turbulent flows allow the
process of mixing to occur at a much higher rate.
2. Drag increase. For moving bodies, the friction of the fluid on solid surfaces is
significantly increased in turbulent regime compared to laminar regime. This
property is of particular importance in applications that deal with water, where
friction drag is as significant as profile drag.
Depending on the specific application, the control objective may be to promote or
suppress turbulence. Here, we discuss a number of flow strategies for controlling the
onset of turbulence in shear flows of Newtonian fluids. The ability to manipulate turbu-
lence is desirable in many practical applications like in air- and water-transportations,
and wind turbines.
Designing fuel-efficient air- and water-vehicles has become increasingly important
due to the global energy crisis. Turbulence around the wings of an aircraft increases
drag and results in larger fuel consumption. In particular, the skin-friction drag is
responsible for 50% and 90% of fuel consumption in passenger aircrafts and in subma-
rine, respectively. Another important application concerns renewable energy sources,
such as wind energy. The renewed interest in environmentally-friendly energy sources
stems from the desire to achieve fossil-fuel independence, thereby indirectly addressing
both the global warming and global energy crises. In order to increase productivity
and efficiency, wind turbines are becoming progressively larger which poses significant
5V (x, y = ±1, z, t) = ∓α cos (ωx (x− ct))
(a)
W (x, y = ±1, z, t) = 2α sin ((2pi/T )t)
(b)
Figure 1.3: Sensorless flow control strategies: (a) Blowing and suction along the
walls in the form of a streamwise traveling wave with α, ωx, and c denoting the ampli-
tude, frequency, and speed of the wave; (b) Transverse wall-oscillations with α and T
denoting the amplitude and period of the oscillation.
technological challenges for their design and control. During its operation, a wind tur-
bine is subject to severe uncertainties arising from atmospheric turbulence, near-ground
effects, and spatial variations in wind. These effects play an integral role in efficiency
and longevity of turbines. In view of these global issues, there is a critical demand
for development and utilization of advanced theoretical and computational turbulence
suppression techniques.
In this dissertation, we address the aforementioned issues by developing techniques
for design and evaluation of vibrational (sensorless) flow control strategies, where the
dynamics are impacted by zero-mean oscillations, and for feedback flow control strate-
gies, where measurements are used to achieve the desired objective.
Sensorless flow control strategies
Flow control by means of sensorless mechanisms, that is without measurement of any
flow quantities, is a promising technology for implementation. They represent a simpler
alternative to feedback flow control which requires wall-mounted devices for sensing
and actuations; instead, sensorless flow control relies on the fundamental understand-
ing of flow physics and control designs. Examples of these sensorless schemes include
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Figure 1.4: Controlling the onset of turbulence via streamwise traveling
waves: Energy amplification of the most energetic structures of the uncontrolled flow
with Reynolds number R = 2000, in the presence of (a) upstream traveling waves;
and (b) downstream traveling waves. The symbols • and , respectively, denote
(c = −2, ωx = 0.5) (as selected in [2]) and (c = 5, ωx = 2). Figures are taken from
Moarref & Jovanovic´ [3].
transverse wall-oscillations and wall-transpirations in the form of streamwise traveling
waves; see Figure 1.3 for illustrations. Both wall-oscillations and wall-transpirations
belong to a class of vibrational control, where the system’s dynamical properties are
altered by introducing zero-mean vibrations into the system’s coefficients. It has been
shown using high-fidelity simulations that both wall-oscillations and wall-transpirations
have promising drag reduction properties. In particular, blowing and suctions in the
form of an upstream traveling waves can lead to a sustained sub-laminar drag (below
the level achieved in laminar flow) in a fully developed turbulent channel flow [2].
In this dissertation, we show that properly designed streamwise traveling waves are
capable of preventing flows from transitioning to turbulence in low Reynolds number
regime. Chapter 3 along with [3] represents a two-part flow control design process where
a model-based method is used for designing flow control parameters and high-fidelity
simulations are used for validating the theoretical predictions. In Part 1, Moarref &
Jovanovic´ [3] used the stochastically forced Navier-Stokes equations linearized around
7the nominal velocity that is induced by wall-actuation to study the effect of traveling
wave parameters (amplitude α, frequency ωx, and speed c of the wave) on flow recep-
tivity. Their results obtained using perturbation analysis, illustrate that reducing the
flow receptivity (sensitivity to disturbances) represents a powerful paradigm for control-
ling the onset of turbulence. They showed that carefully selected downstream traveling
waves are capable of reducing the energy amplification of the most energetic structures
of the uncontrolled flow; see Figure 1.4 for details. On the other hand, the velocity
fluctuations around the upstream traveling wave ( selected by [2] to sustain sub-laminar
drag ) exhibit larger receptivity to disturbances. Hence, Moarref & Jovanovic´ concluded
that the downstream traveling waves with properly designed speed and frequency are
well-suited for controlling the onset of turbulence. In contrast, the upstream traveling
waves can promote turbulence.
In Chapter 3, we use high-fidelity simulations of the nonlinear dynamics to validate
the theoretical predictions made in [3]. The numerical results of this dissertation elu-
cidate the predictive power of the model-based control method developed in [3] and
suggest that the linearized Navier-Stokes equations with uncertainty represent an effec-
tive control-oriented model for preventing transition.
Feedback flow control strategies
In contrast to sensorless flow strategies, feedback control utilizes flow information from
measurements to manipulate the flow fields to achieve a desired performance (e.g.,
prevent flow from transitioning to turbulence or reduce drag). Feedback flow control
strategies are made possible by the recent developments in micro-electro-mechanical
devices [4]. The relevant flow quantities such as velocity, pressure, and shear stresses
are measured by sensors and the flow is actuated by wall-deformation actuators and
compliant surfaces via a feedback rule. Feedback strategies for control of fluid flows
involve individual system components that are capable of sensing, computation, and
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Figure 1.5: (a) An array of distributed hot-film shear-stress sensors and wall-deformation
actuators for feedback flow control [4]; (b) Sketch of a localized control strategy where
the actuator placed at (r, s) uses information from only the nearest neighbors on the
two-dimensional lattice.
actuation; see Figure 1.5(a). Therefore, an important question in design of flow con-
trollers is related to the interconnection structure between these components. A central-
ized controller yields best performance at the expense of excessive communication and
computation. A fully decentralized controller, while advantageous from a communica-
tions perspective, may sacrifice performance. A reasonable middle ground between these
competing approaches is offered by localized strategies where each component exchanges
information with a limited number of nearby components. For example, Figure 1.5(b)
illustrates a situation where information from only the nearest neighbors is used. In
Chapter 4, we have designed a localized optimal controller for preventing transition to
turbulence.
1.2.2 Importance of roll and streak structure in transition and turbu-
lence
The Navier Stokes (NS) equations provide a comprehensive model of the dynamics of
turbulence. Unfortunately, these equations are analytically intractable. They have,
however, been extensively studied computationally since the early work of Kim, Moin,
and Moser [11] and a number of highly resolved numerical simulations exist, see e.g. [12–
15]. Ever increasing computing power promises to make possible simulation of an even
9wider range of turbulent flows. However, a complete understanding of the physical
mechanisms underlying turbulence in the NS equations, even in simple parallel flow
configurations, remains elusive. Thus, considerable effort has been devoted to the search
for more tractable models for studying the dynamics of turbulence.
The prominence of streamwise elongated structures in wall-bounded shear flow
turbulence previously motivated turbulence investigations using streamwise constant
(2D/3C) and streamwise averaged (SSST) models. Results obtained using these models
imply that the statistical mean turbulent state is in large part determined by streamwise
constant structures, particularly the well studied roll and streak. In Chapter 5, the role
of streamwise structures in transition and turbulence is examined by comparing theoret-
ical predictions of roll/streak dynamics made using 2D/3C and SSST models with direct
numerical simulations. The results confirm that the 2D/3C model accurately obtains the
turbulent mean velocity profile despite the fact that it only includes one-way coupling
from the cross-stream perturbations to the mean flow. The SSST system augments the
2D/3C model through the addition of feedback from this streamwise constant mean flow
to the dynamics of streamwise varying perturbations. With this additional feedback,
the SSST system supports a perturbation/mean flow interaction instability leading to
a bifurcation from the laminar mean flow to a self-sustaining turbulent state. Once in
this self-sustaining state the SSST collapses to a minimal representation of turbulence
in which a single streamwise perturbation interacts with the mean flow. Comparisons of
high-fidelity simulation data with simulations of this self-sustaining state demonstrate
that this minimal representation of turbulence produces accurate statistics for both the
mean flow and the perturbations. These results suggest that SSST captures fundamen-
tal aspects of the mechanisms underlying transition to and maintenance of turbulence
in wall-bounded shear flows.
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1.2.3 Transition to turbulence in channel flows of viscoelastic fluids
In low-inertial flows the nonlinearities provided by the polymer stresses of viscoelastic
fluids can provide nontrivial dynamics that is commonly observed in turbulent flows
of Newtonian fluids. This “elastic turbulence” phenomenon is nicely captured in the
experiments by Groisman & Steinberg [5,6]. They showed that dilute polymer suspen-
sions being sheared in simple flow geometries can exhibit time-dependent dynamics and
show efficient fluid mixing; see Figure 1.6 for details. On the other hand, the same ex-
periments using Newtonian fluids do not show such complex dynamics and properties.
Since viscoelastic fluid flows are often encountered in commercially important settings,
understanding transition to elastic turbulence in such flows may therefore have critical
effects from both fundamental and technological standpoints.
Newtonian fluids are characterized by a static-in-time linear relation between stresses
and velocity gradients. In viscoelastic fluids, however, this relation generally depends
on the entire flow history and is often nonlinear. The simplest models for dilute solu-
tions of viscoelastic fluids are obtained from kinetic theory by representing each polymer
molecule by a spring connecting two spherical beads [16,17]. Different spring properties
lead to different constitutive equations: the Oldroyd-B (infinitely extensible Hookean
spring) and the FENE-P (finitely extensible, nonlinear elastic, with the Peterlin statis-
tical closure for the restoring force) models are most commonly used. The constitutive
equations determine the influence of velocity gradients on the time-evolution of stresses,
and they introduce six additional equations for the components of the conformation
tensor. The most notable property of viscoelastic fluids is that the stresses do not im-
mediately disappear when fluid motion is brought to rest; rather, they decay to zero
with some characteristic relaxation time.
In addition to the Reynolds number, which represents the ratio of inertial to vis-
cous forces, the properties of viscoelastic fluids are characterized by several additional
parameters. The Weissenberg number captures the importance of the fluid relaxation
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(a) (b)
Figure 1.6: Swirling flow and microfluidic channel experiments of Groisman and Stein-
berg. (a) A weakly inertial swirling flow between parallel discs considered in [5]. Flow
of a Newtonian fluid is steady and ordered (laminar), with no structure to it. Flow of
a viscoelastic fluid is complex and disordered with a broad range of spatial and tem-
poral scales; flow resistance is increased 20 times compared to a Newtonian fluid. (b)
A schematic drawing of a curvilinear channel used in the mixing experiment (top) and
snapshots of mixing at different stages considered in [6]. If the liquids contain no poly-
mer molecules (the viscous Newtonian solvent), the flow remains laminar; no mixing
occurs and the two working fluids are identical, with a small amount of a fluorescent
dye added to one of them. When small amount of high-molecular-weight polymers is
added to a Newtonian fluid, the irregular 3D flow stirs the liquid (photos at N = 8
and 29) and provides efficient mixing. At the end of the channel, at N = 54, the dye
distribution becomes rather homogeneous.
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time relative to the characteristic flow time, the viscosity ratio measures the ratio of
solvent viscosity to total viscosity, and the finite extensibility parameter determines the
extensibility of polymer molecules in the FENE-P model. Note that while the Reynolds
number determines the strength of nonlinear inertial terms in the equations of fluid
motion, the Weissenberg number quantifies the strength of nonlinear stress terms in the
constitutive equations.
Transition in the experiments described in Figure 1.6 is initiated by a linear elastic
instability that arises from the presence of curved streamlines [18]. However, the ques-
tion as to whether and how transition can occur in channel flows of viscoelastic fluids
with straight streamlines remains wide open. This is an intriguing question because
such flows are linearly stable when inertial effects are negligible; yet, they exhibit com-
plex dynamical responses in strongly elastic regimes [19–21]. In this thesis, we utilize
systems theoretic tools to study this phenomenon. In particular, our analysis presented
in Chapter 6 shows that flow fluctuations can experience significant amplification even
in the absent of inertial forces. The results demonstrate that inertialess shear flows of
viscoelastic fluids exhibit poor robustness to disturbances. We show that the under-
lying mechanism responsible for large amplification and poor robustness comes from
the interaction between polymer stress fluctuations with base shear, and it represents a
close analog of the lift-up mechanism that initiates a bypass transition in inertial flows
of Newtonian fluids.
1.2.4 Polymer induced drag reduction in turbulent channel flows
Viscoelastic fluids can also have significant influence on the dynamics of turbulent flows.
It is well known that the addition of a minute amount of long-chain polymer molecules
to turbulent shear flows is an effective means for reducing skin-friction losses. Study of
polymer drag reduction is of both practical and fundamental importance. From applied
point of view, the injection of high-molecular weight polymers to flowing liquids in pipe
flows and marine vessels can have tremendous benefits. Figure 1.7 shows an experiment
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Figure 1.7: Demonstration of increase water throughput in fire hoses using polymer
additives. Photo taken from the final presentation of the Center for Turbulence 2012
Summer Research Program.
demonstrating how polymer additives were used to increase the water throughput in
fire hoses. In addition, polymer drag-reducing additives have been used in the Trans-
Alaska Pipeline System to increase throughput and to maintain throughput with off-line
pumping stations [22]; polymer ejection has been used in US Navy submarine testings
to reduce hull drag and increase speed by 10%–15% [23]. From fundamental point of
view, understanding mechanisms of polymer drag reduction may shed light into the
essential turbulent flow physics and open new ways of controlling turbulence via active
or passive means.
The drag reduction by polymers has been extensively studied over the past sixty
years [23] and most of our understanding comes from numerical and experimental stud-
ies. Even though direct numerical simulations have offered new insights on the interac-
tions of polymers and turbulence [24,25], maximum drag reduction [7,26], and coherent
structures [27–30], the development of computationally attractive models that are suit-
able for analytical developments and optimization has been lagging behind. Deeper
theoretical understanding in conjunction with computationally attractive turbulence
modeling can help improve the understanding of fundamental flow physics and expand
utility of polymer drag reduction. We consider this issue by developing a model-based
approach to studying polymer drag reduction in turbulent channel flows in Chapter 8.
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1.2.5 Computation of frequency responses of PDEs
In many physical systems there is a need to examine the effects of exogenous disturbances
on the variables of interest. The frequency response analysis represents an effective
means for quantifying the system’s performance in the presence of a stimulus, and it
characterizes the steady-state response of a stable system to persistent harmonic forcing.
At each temporal frequency, the frequency response of finite dimensional linear time-
invariant systems with scalar input and output is a complex number that determines
the magnitude and phase of the output relative to the input. In systems with many
inputs and outputs (multi-variable systems), the frequency response is a complex matrix
whose dimension is determined by the number of inputs and outputs. In systems with
infinite dimensional input and output spaces, the frequency response is an operator.
It is well-known that the singular values of the frequency response matrix (in multi-
variable systems) or the frequency response operator (in infinite dimensional systems)
represent proper generalization of the magnitude characteristics for single-input single-
output systems. At a specific frequency, the largest singular value determines the largest
amplification from the input forcing to the desired output. Furthermore, the associated
left and right principal singular functions identify the spatial distributions of the output
(that exhibits this largest amplification) and the input (that has the strongest influence
on the system’s dynamics), respectively.
Frequency response analysis has many potential applications in numerical analysis,
physics, and engineering, especially in systems with generators that do not commute
with their adjoints [31]. In these systems, standard modal analysis may fail to cap-
ture amplification of exogenous disturbances, low stability margins, and large transient
responses. In contrast, singular value decomposition of the frequency response opera-
tor represents an effective tool for identifying these non-modal aspects of the system’s
dynamics. In particular, wall-bounded shear flows of both Newtonian and viscoelastic
fluids have non-normal dynamical generators of high spatial order and the ability to
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accurately compute frequency responses for these systems is of paramount importance.
Computation of frequency responses for partial differential equations (PDEs) is typ-
ically done numerically using finite-dimensional approximations of the operators in the
evolution equation. Pseudo-spectral methods represent a powerful tool for discretization
of spatial differential operators, and they possess superior numerical accuracy compared
to approximation schemes based on finite differences [32–35]. In spite of their advan-
tages, pseudo-spectral methods may produce unreliable results and even fail to converge
upon grid refinement when dealing with systems that contain differential operators of
high order; this lack of convergence is attributed to the loss of accuracy arising from
ill-conditioning of the discretized differentiation matrices [36]. Furthermore, implemen-
tation of general boundary conditions may be challenging. We address these issues in
Chapter 9 where we introduce a method for computing frequency responses of linear
time-invariant PDEs that avoids the need for finite dimensional approximations of dif-
ferential operators in the evolution equation. Our mathematical framework facilitates
the use of recently developed computing environment, Chebfun [37], that is capable of
solving boundary value problems and eigenvalue problems with superior accuracy.
1.3 Dissertation structure
The dissertation is organized into three parts. Each part contains individual chap-
ters that describe various projects that were carried out in my graduate studies. Note
that each chapter is self-contained with sections dedicated to providing necessary back-
ground, concluding remarks, future research, and miscellaneous information.
Part I is devoted to control and dynamics of transitional channel flows of Newtonian
fluids, and it contains Chapters 2 – 4. Chapter 2 gives a brief description of the gov-
erning equations for incompressible channel flows of Newtonian fluids. In particular, it
illustrates how the linearized Navier-Stokes equations can be put into an evolution form
that is amendable for analysis and computation. Furthermore, it provides an overview
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of the mathematics behind Channelflow [38] which is a collection of C++ codes used to
conduct high-fidelity or direct numerical simulations of the full-nonlinear Navier-Stokes
equations in a channel geometry. We have also included a brief description on the im-
plementation of boundary actuations for 3D channel flows in numerical simulations. For
controlling the onset of turbulence: (i) Chapter 3 uses direct numerical simulations to
assess the efficacy of blowing and suction in the form of streamwise traveling waves; and
(ii) Chapter 4 studies the design of localized optimal state-feedback controllers. Chap-
ter 5 analyzes the influence of roll and streak structures in transition and turbulence.
Part II considers transitional and turbulent channel flows of viscoelastic fluids. It
contains three projects that involve using systems theoretic tools to model and analyze
these complex fluids. For inertialess shear-driven channel flows of viscoelastic fluids: (i)
Chapter 6 studies the worst-case amplification of velocity and polymer stress fluctuations
in flows driven by external disturbances; and (ii) Chapter 7 uses singularly perturbation
methods to study the slow-fast decomposition of the flow system. In Chapter 8, we
utilize a model-based method to study the influence of polymers on drag reduction in a
turbulent channel flow.
Part III discusses the development of computational tools for analysis of spatially
distributed systems. We present a reliable method in Chapter 9 for computations of
frequency responses of time-invariant partial differential equations in which an inde-
pendent spatial variable belongs to a compact interval. We demonstrate the utility of
Chebfun [37] which is a powerful Matlab toolset for numerical computation with func-
tions of real variable. Chebfun is a collection of Matlab programs which implement
an automatic Chebyshev collocation method and it is based on the idea of overloading
Matlab commands for vectors and matrices to functions and operators.
1.4 Key contributions
In what follows, we discuss the major contributions of this dissertation.
17
Part I
Controlling the onset of turbulence by streamwise traveling waves: direct
numerical simulations. We highlight the effects of the modified base flow on the
dynamics of velocity fluctuations and net power balance. Our simulations show that
the upstream traveling waves promote turbulence even when the uncontrolled flow stays
laminar. On the other hand, our selected downstream traveling waves are capable of
reducing the fluctuations’ kinetic energy, thereby maintaining the laminar flow, see
Figure 1.8 for an illustration. In flows driven by a fixed pressure gradient, a positive net
efficiency as large as 25 % relative to the uncontrolled turbulent flow can be achieved
with downstream waves. Furthermore, we show that these waves can also relaminarize
fully developed turbulent flows at low Reynolds numbers.
Optimal localized control of a transitional channel flow. We consider actuation
generated by blowing and suction at the walls, and the actuators are placed along a
two-dimensional lattice of equally spaced points with each actuator using information
from only a limited number of nearby neighbors. We utilize recently developed tools for
designing structured optimal feedback gains to reduce receptivity of velocity fluctuations
to flow disturbances in the presence of control. Our simulation results, conducted at a
low Reynolds number, show that this approach can indeed maintain the laminar flow.
This is in contrast to the localized strategies obtained by spatial truncation of optimal
centralized controllers, which may introduce instability and promote transition even in
the situations where the uncontrolled flow stays laminar.
Dynamics of roll and streak structures in transition and turbulence. The dy-
namical significance of streamwise elongated structures in wall-turbulence is supported
by a growing body of work pointing to their central role in both transition to turbulence
and maintenance of turbulent flows. Streamwise coherent “roll cells” associated with
streamwise elongated regions of low and high streamwise momentum have been observed
in both direct numerical simulations of turbulent channel flow as well as in boundary
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Figure 1.8: Preview of Chapter 3: controlling the onset of turbulence via streamwise
traveling waves. First row: channel flow geometry with a contour of the streamwise ve-
locity at the center of the channel. Second row: velocity fluctuations in the streamwise
direction at time t = 300 for the uncontrolled flow with Reynolds number R = 2000
and flows subject to downstream and upstream traveling waves (generated by blow-
ing and suction along the walls). Third row: kinetic energy of velocity fluctuations
as a function of time t. The downstream traveling waves prevent the flow from be-
coming turbulent by suppressing growth of fluctuations’ energy, while the uncontrolled
flow and the upstream traveling waves trigger transition to turbulence by promoting
growth of fluctuations’ energy. In flows that are not turbulent flow patterns are very
regular (downstream waves), and in turbulent flows they are complex and disordered
(uncontrolled and upstream waves).
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layer and pipe flow experiments. These so-called streak structures are of great interest
because they account for a substantial portion of the turbulent kinetic energy and have
been shown to modulate the activity of near-wall structures. Here, to study the role
of roll and streak structure in transition and turbulence, we develop tools for running
high-fidelity numerical simulations of the streamwise constant (2D/3C) and streamwise
averaged (SSST) models. Our numerical simulations confirm that the 2D/3C model
accurately obtains the turbulent mean velocity profile despite the fact that it only in-
cludes one-way coupling from the cross-stream perturbations to the mean flow. The
SSST system augments the 2D/3C model through the addition of feedback from this
streamwise constant mean flow to the dynamics of streamwise varying perturbations.
With this additional feedback, the SSST system supports a perturbation/mean flow
interaction instability leading to a bifurcation from the laminar mean flow to a self-
sustaining turbulent state. Once in this self-sustaining state the SSST collapses to a
minimal representation of turbulence in which a single streamwise perturbation inter-
acts with the mean flow. Comparisons of high-fidelity numerical data with simulations
of this self-sustaining state demonstrate that this minimal representation of turbulence
produces accurate statistics for both the mean flow and the perturbations. These re-
sults suggest that SSST captures fundamental aspects of the mechanisms underlying
transition to and maintenance of turbulence in wall-bounded shear flows.
Part II
Worst-case amplification of disturbances in an inertialess shear-driven chan-
nel flow of viscoelastic fluids. We study the amplification of deterministic distur-
bances in an inertialess Couette flow of viscoelastic fluids by analyzing the frequency
responses from spatio-temporal body forces to the velocity and polymer stress fluctua-
tions. In strongly elastic flows, we show that disturbances with large streamwise length
scales may be significantly amplified even in the absence of inertia. For fluctuations
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without streamwise variations, we derive explicit analytical expressions for the depen-
dence of the worst-case amplification (from different forcing to different velocity and
polymer stress components) on the Weissenberg number (We), the maximum extensi-
bility of the polymer chains (L), the viscosity ratio, and the spanwise wavenumber. For
the Oldroyd-B model, the amplification of the most energetic components of velocity
and polymer stress fields scales as We2 and We4. On the other hand, finite extensibility
of polymer molecules limits the largest achievable amplification even in flows with in-
finitely large Weissenberg numbers: in the presence of wall-normal and spanwise forces
the amplification of the streamwise velocity and polymer stress fluctuations is bounded
by quadratic and quartic functions of L. This high amplification signals low robust-
ness to modeling imperfections of inertialess channel flows of viscoelastic fluids. The
underlying physical mechanism involves interactions of polymer stress fluctuations with
a base shear, and it represents a close analog of the lift-up mechanism that initiates a
bypass transition in inertial flows of Newtonian fluids.
Slow-fast decomposition of an inertialess flow of viscoelastic fluids. We study
the frequency responses of an inertialess two-dimensional channel flow of viscoelastic
fluids. By rewriting the evolution equations in terms of low-pass filtered versions of
the stream function, we show that strongly-elastic flows can be brought into a standard
singularly perturbed form that exhibits a slow-fast decomposition. In high-Weissenberg
number regime, which is notoriously difficult to study numerically, we demonstrate that
the frequency responses are reliably captured by the dynamics of the fast subsystem.
We use numerical computations to validate our theoretical findings and to illustrate
that our formulation does not suffer from spurious numerical instabilities.
Analysis of polymer drag reduction in a turbulent channel flow. We develop
a model-based approach for studying the influence of polymers on drag reduction in
a turbulent channel flow. Our simulation-free method utilizes turbulence modeling in
conjunction with the analysis of stochastically forced linearized equations to capture the
effect of velocity and polymer stress fluctuations on the turbulent viscosity and drag.
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Compared to traditional methods, that relies on numerical simulations, we determine
the turbulent mean velocity from the second-order statistics of the linearized model
driven by white-in-time stochastic forcing. The spatial power spectrum of the forcing
is selected to ensure that the linearized model for the flow without polymers repro-
duces the turbulent energy spectrum. We show that the essential drag-reducing trends
and turbulent mean velocity observed in direct numerical simulations are captured by
our approach. This demonstrates that our model-based approach has the potential for
capturing underlying physical mechanisms responsible for polymer induced drag reduc-
tion. Furthermore, the proposed model is expected to pave for way for future analysis
of polymer induced turbulent channel flows at higher Weissenberg number and finite-
extensibility of the polymer chains than currently possible.
Part III
Computation of frequency responses for linear time-invariant PDEs on a
compact interval. We develop the mathematical framework and computational tools
for calculating frequency responses of linear time-invariant PDEs in which an inde-
pendent spatial variable belongs to a compact interval. In conventional studies this
computation is done numerically using spatial discretization of differential operators in
the evolution equation. Instead, we introduce an alternative method that avoids the
need for finite-dimensional approximation of the underlying operators. Our approach
has two advantages over currently available schemes: first, it avoids numerical insta-
bilities encountered in systems with differential operators of high order and, second, it
alleviates difficulty in implementing boundary conditions. We provide examples from
Newtonian and viscoelastic fluid dynamics to illustrate utility of the proposed method.
In addition, we have developed easy-to-use softwares that are available at
www.umn.edu/~mihailo/sofware/chebfun-svd/.
Part I
Controlling the onset of
turbulence in channel flows of
Newtonian fluids
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Chapter 2
Preliminaries: Incompressible
channel flows of Newtonian fluids
In this chapter we summarize the basic mathematical frameworks of incompressible
channel flows of viscous Newtonian fluids that are relevant to Chapters 3 and 4. We first
present the governing equations and show how to obtain the evolution equations that are
amenable for analysis and computation. We then provide a discussion on the spectral
method used for simulating three-dimensional channel flows of viscous Newtonian fluids.
2.1 Navier-Stokes equations
We confine our attention to incompressible channel flows of a viscous Newtonian fluid
where the velocity and pressure fields satisfy the Navier-Stokes (NS) and the continuity
equations given in their non-dimensional form by
ut = − (u ·∇) u − ∇p +
1
R
∆u, (2.1a)
0 = ∇ · u, (2.1b)
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Figure 2.1: Channel flow geometry. Fluid flows between two rigid walls at y = ±1. The
boundary conditions are periodic in the streamwise (x) and spanwise (z) directions and
no-slip at the walls. The mean flow u¯(y) is driven in the x-direction by either a mean
pressure gradient or a mean shear.
where u is the velocity vector, p is the pressure, R denotes the Reynolds number, ∇
is the gradient, and ∆ = ∇ ·∇ is the Laplacian. Each field is assumed to vary both
temporally and spatially, e.g. u = u(x, y, z, t). The system of equations (2.1a) exhibits
a steady-state solution for the velocities,
u¯ =
[
U(y) 0 0
]T
, (2.2)
where U(y) = y in shear-driven (Couette) flow and U(y) = 1 − y2 in pressure-driven
(Poiseuille) flow, see figure 2.1 for an illustration.
2.1.1 Linearized NS equations
The linearized Navier-Stokes (LNS) equations are obtained by first decomposing the
velocity and pressure fields into their respective nominal and fluctuating parts
u = u¯ + u˜, p = p¯ + p˜. (2.3)
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Substitution of (2.3) into (2.1a) yields
u˜t = − (u¯ ·∇) u˜ − (u˜ ·∇) u¯ − (u˜ ·∇) u˜ − ∇p˜ +
1
R
∆u˜.
(2.4)
The LNS equations that describe the dynamics of infinitesimal velocity and pressure
fluctuations are obtained by neglecting the second order term (u˜ ·∇) u˜,
u˜t = − (u¯ ·∇) u˜ − (u˜ ·∇) u¯ − ∇p˜ +
1
R
∆u˜, (2.5a)
0 = ∇ · u˜. (2.5b)
In addition, we consider the LNS equations in the presence of external forces or exci-
tations. This can be incorporated by adding spatially-temporally varying body forces
d(x, y, z, t) to obtain
u˜t = − (u¯ ·∇) u˜ − (u˜ ·∇) u¯ − ∇p˜ +
1
R
∆u˜ + d, (2.6a)
0 = ∇ · u˜. (2.6b)
Finally, by substituting (2.2) into (2.6a), we can rewrite the externally excited LNS
system (2.6) as
ut + U ∂x u + U
′ v = − ∂x p +
1
R
∆u + d1, (2.7a)
vt + U ∂x v = − ∂y p +
1
R
∆v + d2, (2.7b)
wt + U ∂xw = − ∂z p +
1
R
∆w + d3, (2.7c)
∂x u + ∂y v + ∂z w = 0, (2.7d)
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where u˜ =
[
u v w
]T
, d =
[
d1 d2 d3
]T
, and U ′ = dU/dy.
2.1.2 Evolution model
We first note that the LNS equations (2.7) are not in an evolution form because this
form does not allow the static-in-time relationship (2.7d). Instead, we can obtain the
evolution equations by expressing the velocity fields in terms of the wall-normal velocity
(v) and vorticity (η = ∂zu − ∂xw) fluctuations. This is achieved by first taking the
divergence of (2.7a) – (2.7c) and using (2.7d) to get an expression for the Laplacian of
the pressure
∆p = −2U ′∂xv + ∂x d1 + ∂y d2 + ∂z d3. (2.8)
We can obtain an expression for the wall-normal velocity by eliminating pressure from
(2.7b), which yields
∆vt =
−U ∂x ∆ + U ′′∂x + 1
R
∆2
 v − ∂xy d1 + (∂xx + ∂zz) d2 − ∂yz d3. (2.9)
Then, the equation for η can be obtained by taking the curl of (2.7),
ηt =
−U ∂x + 1
R
∆2
 η − U ′ ∂z v + ∂z d1 − ∂x d3. (2.10)
Finally, by rearranging the wall-normal velocity and vorticity as the state variables,
ψ =
[
v η
]T
, we arrive at the following evolution equation [39,40]
ψt = Aψ + B d, (2.11)
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where
A =
 Aos 0
Acp Asq
 =

−∆−1U ∂x ∆ + ∆−1U ′′∂x +
1
R
∆−1∆2 0
−U ′ ∂z −U ∂x +
1
R
∆2
 ,
B =
[
B1 B2 B3
]
=
 −∆−1∂xy ∆−1 (∂xx + ∂zz) −∆−1∂yz
∂z 0 −∂x
 .
We note that Aos, Acp, and Asq are respectively referred to as the Orr-Sommerfeld,
coupling, and Squire operators. These operators represent integro-differential operators
in spatial directions. Furthermore, since A and B are translationally invariant in the
horizontal directions (x,z), equation (2.11) can be transformed into a parameterized
family of one-dimensional operators in the wall-normal direction
ψˆt = Aˆ ψˆ + Bˆ dˆ, (2.12)
with
Aˆ =
 Aˆos 0
Aˆcp Aˆsq
 =

−ikx∆ˆ−1U ∆ˆ + ikx∆ˆ−1U ′′ +
1
R
∆ˆ−1∆ˆ2 0
−ikzU ′ −ikxU +
1
R
∆ˆ
 ,
Bˆ =
[
Bˆ1 Bˆ2 Bˆ3
]
=
 −ikx∆ˆ−1∂y − (k2x + k2z) ∆ˆ−1 −ikz∆ˆ−1∂y
ikz 0 −ikx
 .
Here, i =
√−1 and ∆ˆ = ∂yy −
(
k2x + k
2
z
)
. For any wavenumber pair (kx, kz), Aˆ and Bˆ
are one-dimensional operators in the wall-normal direction.
The boundary conditions on vˆ and ηˆ are derived from the no-slip no-penetration
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boundary conditions
vˆ(kx, y = ±1, kz, t) = vˆ′(kx, y = ±1, kz, t) = ηˆ(kx, y = ±1, kz, t) = 0.
Furthermore, the streamwise and spanwise velocity fluctuations can be determined from
vˆ and ηˆ
uˆ =
i
k2x + k
2
z
(kx ∂y vˆ − kz ηˆ) , wˆ =
i
k2x + k
2
z
(kz ∂y vˆ + kx ηˆ) .
2.2 Direct numerical simulations
High-fidelity (or direct numerical) simulations have been extensively used to study fully
developed channel flow. Such tools have helped physicists, engineers, and applied math-
ematicians gain valuable insight into the mechanics of wall-bounded turbulent flows,
see [41] for a comprehensive review. In this section, since we utilize direct numerical
simulations as a tool for verification of flow control strategies, we provide a discussion
of the mathematics behind the spectral method for conducting high-fidelity simulations
of transitional and turbulent flows. We note that the mathematical details presented
here follow a similar procedure presented in [38]; for full details on spectral methods
used in fluid dynamics, consult [32, 42, 43]. The algorithm presented here is utilized to
simulate incompressible channel flows of Newtonian fluids and is a fundamental part of
the work in Chapters 3 and 4.
We begin by considering an incompressible wall-bounded shear flow of Newtonian
fluids in a rectangular domain Lx × [−1, 1] × Lz. The fluid flow is governed by the
Navier-Stokes and continuity equations (2.1). The boundary conditions in the x and z
directions are periodic:
u(x+ Lx, y, z, t) = u(x, y, z, t), u(x, y, z + Lz, t) = u(x, y, z, t).
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For brevity, we consider the no-slip no-penetration boundary conditions on the velocity
fields:
u(x,−1, z, t) = u(x, 1, z, t) = 0.
In Section 2.2.4, we describe the procedure for incorporating control actuations on the
channel walls by imposing appropriate boundary conditions on the velocity fields.
2.2.1 Base-fluctuation decomposition
We first decompose the total velocity and pressure fields into their respective base and
fluctuating parts,
u = U(y) ex + u˜, p = Πx(t)x + p˜. (2.13)
where U(y) denotes the base streamwise velocity, ex represents the unit coordinate
vector in the streamwise direction, u˜ is the fluctuating velocity vector, Πx(t) is the
time-dependent base pressure gradient, and p˜ denotes the fluctuating pressure field.
We note that the decomposition (2.13) for the base flow and pressure gradient are
general enough to represent cases like Poisseuille, Couette, and turbulent mean profiles.
Substituting (2.13) into (2.1a) gives
u˜t + ∇p˜ = Lu˜ − N(u˜) + C, (2.14)
where the linear term Lu˜, the nonlinear term N(u˜), and the constant term C are given
by
Lu˜ = (1/R) ∆u˜, (2.15a)
N(u˜) = (u˜ ·∇) u˜, (2.15b)
C =
(
(1/R)U ′′ − Πx(t)
)
ex. (2.15c)
Since the flow field is periodic in the streamwise and spanwise directions, we next
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take the discrete spatial Fourier transform of (2.14) which yields
uˆt + ∇ˆpˆ = Lˆuˆ − N̂(u) + Cˆ, (2.16)
where the Fourier transformed operators for the gradient, the Laplacian, and the linear
operator L are given by
∇ˆnxnz = 2pii (nx/Lx) ex + ∂y ey + 2pii (nz/Lz) ez, (2.17a)
∆ˆnxnz = ∂yy − 4pi2
(
(nx/Lx)
2 + (nz/Lz)
2
)
, (2.17b)
Lˆnxnz = (1/R) ∆ˆnxnz , (2.17c)
with i denoting the imaginary unit, ey and ez representing the unit coordinate vectors
in the wall-normal and spanwise directions and, nx and nz denoting the streamwise and
spanwise wavenumber modes, respectively. Hereafter, the subscripts nxnz and the hat
accent will be suppressed for notational convenience.
2.2.2 Time-stepping schemes
We next discuss the time-stepping algorithms used for discrete time-integration. In par-
ticular, we present three classes of algorithms: (i) a Crank-Nicolson/Adams-Bashforth
(CNAB) scheme; (ii) a 3rd-order Runge-Kutta (RK3) scheme; and (iii) a k-multistep
Adams-Bashforth/Backward-Differentiation (ABBDk) scheme. All three classes treat,
in (2.16), the linear term implicitly and the nonlinear term explicitly. That is, the ap-
proximation of the linear term depends on information from flow quantities at present
and future time steps while the approximation of the nonlinear term requires informa-
tion from flow fields at past and present time levels.
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Crank-Nicolson/Adams-Bashforth
Since it is the simplest of all three algorithms, we begin by showing the procedure for
the Crank-Nicolson/Adams-Bashforth time stepping scheme. We begin by discretizing
the time variable into uniform intervals, tn = nh, and by representing u at time t = tn
by un. Here, h denotes the discretized time step and n is a positive integer. Hence,
each term in (2.16) approximated at tn+1/2 is given by
∂tu
n+1/2 =
un+1 − un
h
+ O(h2),
Lun+1/2 = (1/2) Lun+1 + (1/2) Lun + O(h2),
∇pn+1/2 = (1/2)∇pn+1 + (1/2)∇pn + O(h2),
Nn+1/2 = (3/2) Nn − (1/2) Nn−1 + O(h2),
Cn+1/2 = (1/2) Cn+1 + (1/2) Cn + O(h2),
(2.18)
where Nn = N̂(un). This numerical scheme is called Crank-Nicolson/Adams-Bashforth
because the nonlinear term N is approximated using Crank-Nicholson method and the
linear term Lu is approximated using Adams-Bashforth formula. Substituting (2.18)
into (2.16) yields
(
1
h
− 1
2
L
)
un+1 +
1
2
∇pn+1 =(
1
h
+
1
2
L
)
un − 1
2
∇pn − 3
2
Nn +
1
2
Nn−1 +
1
2
Cn+1 +
1
2
Cn.
(2.19)
We note a few important properties of (2.19): (i) the set of equations are linear in terms
of the unknown variables, un+1 and pn+1; (ii) the right-hand-side can be determined
entirely from flow quantities at t = nh and t = (n−1)h and the external mean-pressure
parameter; and (iii) it is a parameterized family of linear ordinary differential equations
in y where each set of equations can be determined independently for each wavenumber
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pair (nx, nz).
Equations (2.19) can be rewritten into a differential form by expanding the linearized
operator on the left-hand-side, which yields
1
R
d2
dy2
un+1 − λun+1 − ∇pn+1 = −Rn, (2.20)
where
λ =
2
h
+
4pi2
R
n2x
L2x
+
n2z
L2z
 ,
Rn = ((2/h) + L) un + ∇pn − 3Nn + Nn−1 + Cn+1 + Cn.
Hence, at each time step, we need to solve (2.20) for each pair of (nx, nz). This set
of equations is called the tau-equations and can be solved using the influence-matrix
method [32,44] presented in Section 2.2.3.
Third-order Runge-Kutta
Runge-Kutta methods represent one of the important classes of implicit/explicit itera-
tive algorithms for the approximation of solutions to differential equations. The method
is similar in principle to the Crank-Nicholson/Adams-Bashforth algorithm, however, it
involves multiple subintervals for each time step of length h. That is, a three-substep
algorithm follows the sequence tn,0, tn,1, tn,2, tn+1,0. By averaging over multiple subin-
tervals within each time step, greater precision can be achieved. Here, we present an
algorithm for the third-order Runge-Kutta method which has total accumulated error
of O(h3).
In summary, using RK3, the numerical discretization of the NS equations is given
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Scheme i αi βi γi ζi
CNAB 0 1/2 1/2 3/2 −1/2
0 29/96 37/160 8/15 0
RK3 1 −3/40 5/24 5/12 −17/60
2 1/6 1/6 3/4 −5/12
Table 2.1: Time-stepping coefficients of the Crank-Nicolson/Adams-Bashforth and
3rd-order Runge-Kutta methods.
by (
1
h
− βi L
)
un,i+1 + βi∇pn,i+1 =(
1
h
+ αi L
)
un,i − αi∇pn,i − γi Nn,i − ζi Nn,i−1 + βi Cn,i+1 + αi Cn,i,
(2.21)
where the second superscript denotes the Runge-Kutta substeps and αi, βi, γi, and
ζi represent the appropriate discretization weights which are presented in table 2.1.
Furthermore, table 2.1 shows the time-stepping coefficients in which (2.21) simplifies to
the CNAB scheme (2.19).
It is worth noting that, since ζ0 = 0, the RK3 algorithm does not depend on the
nonlinear term at the previous timestep, Nn,i−1 when i = 0. Consequently the time
marching scheme can be initiated from a single instantaneous velocity field. This is in
contrast to the CNAB algorithm where both Nn and Nn−1 are required and so, two
consecutive velocity fields are needed for starting the time-stepping. This makes RK3
particularly convenient for initialization.
Finally, the differential form of (2.21) is given by
1
R
d2
dy2
un,i+1 − λi un,i+1 − ∇pn,i+1 = −Rn,i, (2.22)
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Scheme k a0 a1 a2 a3 a4 b0 b1 b2 b3
2
3
2
−2 1
2
2 −1
ABBDk 3
11
6
−3 3
2
−1
3
3 −3 1
4
25
12
−4 3 −4
3
1
4
4 −6 4 −1
Table 2.2: Time-stepping coefficients of the Adams-Bashforth/Backward-Differentiation
(ABBDk) schemes.
where
λi =
1
βih
+
4pi2
R
n2x
L2x
+
n2z
L2z
 ,
Rn,i =
 1
βih
+
αi
βi
L
un,i + αi
βi
∇pn,i −
γi
βi
Nn,i −
ζi
βi
Nn,i−1 + Cn,i+1 +
αi
βi
Cn,i.
k-multistep Adams-Bashforth/Backward-Differentiation
We next present the k-multistep Adams-Bashforth/Backward-Differentiation formulae.
Unlike the aforementioned CNAB and RK schemes, the ABBDk is a particularly con-
venient method because it is based on a semi-implicit multistep algorithm. In addition,
the advantage of ABBDk schemes compared to other multistep methods is that ABBDk
only involves the linear part at tn+1. In contrast, the high-order extension of the CNAB
scheme would require information (of the linear term) at several previous time steps [42].
This strongly implicit formulation produces strong damping for high-frequency modes
and results in pressure field as accurate as the velocity field.
The high-order ABBDk schemes, belonging to the family of implicit-explicit multi-
step methods for parabolic equations introduced by [45], for the NS equations are given
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by
1
h
k∑
j=0
aj u
n+1−j = −
k−1∑
j=0
bj N
n−j + Lun+1 − ∇pn+1 + Cn+1, (2.23)
where aj and bj represent the appropriate discretization coefficients and they are shown
in table 2.2. Note that the 2nd, 3rd, and 4th-order ABBD methods require 1, 2, and 3
initialization steps, respectively. After some algebraic manipulations, we arrive at the
tau-equations
1
R
d2
dy2
un+1 − λun+1 − ∇pn+1 = −Rn, (2.24)
where
λ =
aj
h
+
4pi2
R
n2x
L2x
+
n2z
L2z
 ,
Rn = −
k−1∑
j=0
aj
h
un−j + bj Nn−j
 + Cn+1.
We note that for the NS equations, which require some degree of implicitness, the
multistep schemes ABBDk are recommended [42]. In general, the ABBDk scheme
requires less computing time compared to the CNAB and RK3 methods and it has a
truncation error of O (hk).
2.2.3 Tau-equations and influence-matrix method
In Section 2.2.2, after time-discretization of the NS-equations, we arrive at the following
set of ordinary differential equations in the wall-normal y coordinate given in a compact
form,
νu′′ − λu−∇p = −R, (2.25a)
∇ · u = 0, (2.25b)
u(±1) = 0, (2.25c)
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where ν = 1/R. For notational convenience, we have omitted the time superscripts
from here on. It is worthy to note that (2.25) represent a set of three coupled differen-
tial equations (2.25a) with four unknowns (u, v, w, p), with one constraint (2.25b), and
six boundary conditions (2.25c). This set of equations is called the tau-equations [38].
We next present the influence-matrix method proposed by Kleiser & Schumann [44] to
solve (2.25). This method is based on transforming (2.25) into a set of Helmholtz equa-
tions which can be efficiently solved using a banded-tridiagonal matrix technique [32].
The influence-matrix method begins by obtaining a system of equations in p and
v; this is achieved by: taking the divergence of (2.25a) and extracting the wall-normal
component of (2.25a),
p′′ − κ2p = −∇ ·R, v′(±1) = 0, (2.26a)
ν v′′ − λ v − p′ = −Ry, v(±1) = 0, (2.26b)
where Ry represents the y-component of vector R and
κ2 = 4pi
n2x
L2x
+
n2z
L2z
 .
Equations (2.26) form a well-posed set of equations for p and v. As it stands, this
set of equations is difficult to solve since p appears in the differential equation for v
while v appears in the boundary conditions for p-equation. In order to solve this set of
equations, we consider the following inhomogeneous problem
p′′ − κ2p = −∇ ·R, p(±1) = P±, (2.27a)
ν v′′ − λ v − p′ = −Ry, v(±1) = 0. (2.27b)
where P± denotes the pressure value at the walls and is unknown a priori. However,
we can determine P± from the boundary condition requirement that v′(±1) = 0. This
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is achieved by solving the following three sets of equations
p′′? − κ2p? = −∇ ·R, p?(±1) = 0, (2.28a)
ν v′′? − λ v? − p′? = −Ry, v?(±1) = 0, (2.28b)
p′′+ − κ2p+ = 0, p+(+1) = 1, p+(−1) = 0, (2.29a)
ν v′′+ − λ v+ − p′+ = 0, v+(±1) = 0, (2.29b)
p′′− − κ2p− = 0, p−(+1) = 0, p−(−1) = 1, (2.30a)
ν v′′− − λ v− − p′− = 0, v−(±1) = 0. (2.30b)
The solution (p?, v?) to the first set of equations (2.28) denotes the particular solution
with homogeneous Dirichlet boundary conditions. On the other hand, (p+, v+) and
(p−, v−) represent the solutions to the homogenous problem (2.27). Then, the solution
(p, v) to problem (2.26) can be constructed by the following relation
 p
v
 =
 p?
v?
 + δ+
 p+
v+
 + δ−
 p−
v−
 , (2.31)
where δ+ and δ− are determined such that the boundary conditions on (p, v) for prob-
lem (2.27) are satisfied, i.e.,
 v′+ (+1) v′− (+1)
v′+ (−1) v′− (−1)
 δ+
δ−
 = −
 v′? (+1)
v′? (−1)
 . (2.32)
The 2×2 coefficient matrix in (2.32) is known as the influence-matrix. Solving (2.32) for
δ± produces the proper boundary conditions for (2.27) (i.e., P± = δ±) and consequently,
the solution to (2.27) then satisfies the original problem (2.26). It is noteworthy that
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since the solution to (2.29) and (2.30) are independent of the velocity and pressure fields,
their solutions can be precomputed and saved in memory. Hence, the influence-matrix
is calculated only once initially for each wavenumber pair (nx, nz).
In summary, at each time step, the following steps are taken to find the velocity and
pressure fields:
1. solve problem (2.28) for solution (p?, v?);
2. determine the correct pressure boundary conditions P± using the influence matrix;
3. solve problem (2.27) using the correct boundary conditions for the solution (p, v);
4. with p, solve the following equations for the streamwise and spanwise velocities,
ν u′′ − λu − 2pii (nx/Lx) p = −Rx, u (±1) = 0,
ν w′′ − λw − 2pii (nz/Lz) p = −Rz, w (±1) = 0,
(2.33)
where Rx and Rz represent the x- and z-components of the vector R.
It is crucial to mention that discretization of the differential operators in tau-
equations (2.25) introduces additional terms that need to be taken into account when
solving for the velocity and pressure fields. This requires adding a tau-correction to the
solution of the tau-equations in their discretized form. Discussion of the tau-correction
is beyond the scope of this dissertation; however, detailed procedure can be found in [32].
2.2.4 Boundary actuations
Up to now, we have assumed no-slip no-penetration boundary conditions on the velocity
fields, i.e.,
v(x,±1, z, t) = v′(x,±1, z, t) = 0,
u(x,±1, z, t) = w(x,±1, z, t) = 0.
However, in flows with control the velocity fields may inherit different boundary con-
ditions. In this section, we demonstrate the procedure for installing nonhomogeneous
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boundary conditions in the numerical schemes. We present the procedure for blowing
and suction along the walls in the form of a streamwise traveling wave. A similar pro-
cedure can be used to implement other boundary actuations, for example, transverse
wall-oscillations or more complicated scenarios encountered when designing feedback
control strategies.
Blowing and suction: streamwise traveling waves
In Chapter 3, we use blowing and suction actuation along the walls of a channel in the
form of a streamwise traveling wave to control the onset of turbulence in shear flows.
This sensorless control strategy has been shown to exhibit promising drag reducing
properties [2]. In flows subjected to zero-net-mass-flux surface blowing and suction in
the form of a streamwise traveling wave, the following boundary conditions are imposed
on the velocity fields
v (x,±1, z, t) = ∓ 2α cos (ωx (x− ct)) , (2.34a)
u (x,±1, z, t) = v′ (x,±1, z, t) = w (x,±1, z, t) = 0, (2.34b)
where ωx, c, and α denote frequency, speed, and amplitude of the streamwise traveling
wave. The numerical methods discussed in the aforementioned sections are capable
of handling the boundary conditions (2.34). This is done by appropriately changing
the boundary conditions for the velocity fields in (2.28). To illustrate this, we first
rewrite (2.34a) using the Euler’s formula,
v (x,±1, z, t) = ∓α (eiωxxe−iωxct + e−iωxxeiωxct) , (2.35)
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where e denotes the base of the natural logarithm. Furthermore, taking the discrete
spatial Fourier transform of (2.35) in the horizontal directions yields
vˆnxnz (y = ±1, t) =

∓α e−iωxct, nx = n¯x, nz = 0,
∓α eiωxct, nx = −n¯x, nz = 0,
0, otherwise,
(2.36)
where
n¯x =
ωxLx
2pi
.
Here, we let n¯x be called the fundamental streamwise wavenumber for obvious rea-
son. This indicates that for streamwise traveling waves, the wall-normal velocity as-
sumes non-zero boundary conditions at the fundamental wavenumber and homogeneous
boundary conditions at all other wavenumber pairs. We note that, since the fundamen-
tal wavenumber n¯x is an integer by definition, the length of the channel walls in the
streamwise direction Lx need to be selected such that n¯x is an integer for a given fre-
quency of the traveling wave ωx.
Finally, the boundary conditions for v? in the problem (2.28) are given by
v? (y = ±1, t) =

∓α e−iωxct, nx = n¯x, nz = 0,
∓α eiωxct, nx = −n¯x, nz = 0,
0, otherwise.
(2.37)
Chapter 3
Controlling the onset of
turbulence by streamwise
traveling waves: direct numerical
simulations
This chapter builds on and confirms the theoretical findings of Moarref & Jovanovic´ [3].
Here, we use direct numerical simulations of the Navier-Stokes equations to assess the
efficacy of blowing and suction in the form of streamwise traveling waves for control-
ling the onset of turbulence in a channel flow. We highlight the effects of the modified
base flow on the dynamics of velocity fluctuations and net power balance. Our simula-
tions verify the theoretical predictions of [3] that the upstream traveling waves promote
turbulence even when the uncontrolled flow stays laminar. On the other hand, the
downstream traveling waves with parameters selected in [3] are capable of reducing the
fluctuations’ kinetic energy, thereby maintaining the laminar flow. In flows driven by a
fixed pressure gradient, a positive net efficiency as large as 25 % relative to the uncon-
trolled turbulent flow can be achieved with downstream waves. Furthermore, we show
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that these waves can also relaminarize fully developed turbulent flows at low Reynolds
numbers. We conclude that the theory developed in [3] for the linearized flow equations
with uncertainty has considerable ability to predict full-scale phenomena.
3.1 Introduction
The problem of controlling channel flows using strategies that do not require measure-
ment of the flow quantities and disturbances has recently received significant attention.
Examples of these sensorless approaches to flow control include wall geometry deforma-
tion such as riblets, transverse wall oscillations, and control of conductive fluids using
the Lorentz force, to name only a few. Min et al. [2] used direct numerical simulations
(DNS) to show that surface blowing and suction in the form of an upstream travel-
ing wave (UTW) leads to a sustained sub-laminar drag in a fully developed turbulent
channel flow. This motivated Marusic, Joseph & Mahesh [46] to derive a criterion for
achieving sub-laminar drag and to compare laminar and turbulent channel flows with
and without control. Furthermore, Hœpffner & Fukagata [47] characterized the mech-
anism behind UTWs as a pumping rather than as a drag reduction; this is because
the UTWs increase flux relative to the uncontrolled flow. Finally, Bewley [48] and
Fukagata, Sugiyama & Kasagi [49] independently established that for any blowing and
suction boundary actuation, the power exerted at the walls is always larger than the
power saved by reducing drag to sub-laminar levels. This leads one to conclude that
the optimal control solution is to relaminarize the flow.
Heretofore, sensorless flow control strategies have been designed by combining physi-
cal intuition with extensive numerical and experimental studies. For example, a number
of simulations on turbulent drag reduction by means of spanwise wall oscillation was
conducted by [50] where 37 cases of different control parameters were considered. Com-
pared to the turbulent uncontrolled flow, a maximum drag reduction of 44.7 % was
reported. However, analysis of the power spent by the movement of the walls shows
43
that a maximum net power gain of only 7.3 % can be achieved. Even though DNS
and experiments offer valuable insight into sensorless strategies, their utility can be sig-
nificantly enhanced by developing a model-based framework for sensorless flow control
design.
This chapter builds directly on the theoretical findings of [3], which we refer to
as Part 1 from hence forward, where receptivity analysis was used to show that the
downstream traveling waves (DTWs) are capable of reducing energy amplification of
velocity fluctuations in a transitional channel flow. The effectiveness of DTWs and
UTWs in preventing or enhancing transition is examined in this work. In contrast to
the current practice, we do not use DNS as a design tool; rather, we utilize them as a
means for verification and validation of theoretical predictions offered in Part 1 of this
study. Namely, we use DNS to confirm that the DTWs with parameters selected in
Part 1 can control the onset of turbulence and achieve positive net efficiency relative
to the uncontrolled flow that becomes turbulent. On the contrary, the UTWs enhance
transient growth and induce turbulence even when the uncontrolled flow stays laminar.
In spite of promoting turbulence, the UTWs with large amplitudes can provide sub-
laminar drag coefficient. However, we show that this comes at the expense of poor net
power balance in flows driven by a fixed pressure gradient. This is in agreement with [47],
where it was shown that it costs more to achieve the same amount of pumping using
wall-transpiration than pressure gradient type of actuation. Our numerical simulations
show the predictive power of the theoretical framework developed in Part 1 and suggest
that the linearized Navier-Stokes (NS) equations with uncertainty represent an effective
control-oriented model for maintaining the laminar flow.
This chapter is organized as follows: in Section 3.2, we present the governing equa-
tions, describe the numerical method used in our simulations, and outline the influence
of traveling waves on control net efficiency. The evolution of three dimensional (3D)
fluctuations around base flows induced by surface blowing and suction is studied in
Section 3.3. We further emphasize how velocity fluctuations affect skin-friction drag
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Figure 3.1: A channel flow with blowing and suction along the walls.
coefficient and net power balance. The energy amplification mechanisms are discussed
in Section 3.3.4, where we show that the DTWs improve transient behavior relative to
the uncontrolled flow by reducing the production of kinetic energy. In addition, the
effect of traveling waves on coherent flow structures in transitional flows is visualized
in Section 3.3.5, where it is shown that the DTWs control the onset of turbulence by
weakening the intensity of the streamwise streaks. In Section 3.4, we show that the
downstream waves designed in Part 1 can also relaminarize fully developed turbulent
flows at low Reynolds numbers. A summary of the chapter and an outlook for future
research directions is given in Section 3.5.
3.2 Problem formulation and numerical method
3.2.1 Governing equations
We consider a 3D incompressible flow of a viscous Newtonian fluid in a straight channel;
see figure 3.1 for geometry. The spatial coordinates (x, y, z) are scaled with the channel
half height, δ, and they denote the streamwise, wall-normal, and spanwise directions,
respectively; the velocities are scaled with the centerline velocity of the laminar parabolic
profile, Uc; the pressure is scaled with ρU
2
c , where ρ denotes the fluid density; and the
time is scaled with the convective time scale, δ/Uc. The flow is driven by a streamwise
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pressure gradient and it satisfies the non-dimensional NS and continuity equations
ut = − (u ·∇) u − ∇P + (1/Rc)∆u, 0 = ∇·u. (3.1)
Here, Rc denotes the Reynolds number, Rc = Ucδ/ν, ν is the kinematic viscosity, u
is the velocity vector, P is the pressure, ∇ is the gradient, and ∆ is the Laplacian,
∆ =∇ ·∇.
In addition to the constant pressure gradient, Px = −2/Rc, let the flow be subject to
a zero-net-mass-flux surface blowing and suction in the form of a streamwise traveling
wave [2]. The base velocity, ub = (U, V,W = 0), represents the steady-state solution
to (3.1) in the presence of the following boundary conditions
V (y = ±1) = ∓2α cos (ωx(x − c t)), U(±1) = Vy(±1) = W (±1) = 0, (3.2)
where ωx, c, and α denote frequency, speed, and amplitude of the streamwise traveling
wave. Positive values of c identify a DTW, while negative values of c identify a UTW.
In the presence of velocity fluctuations, u represents the sum of base velocity, ub, and
velocity fluctuations, v = (u, v, w), where u, v, and w denote the fluctuations in the
streamwise, wall-normal, and spanwise directions, respectively.
3.2.2 Numerical method
The streamwise traveling waves, considered theoretically in Part 1, are tested in DNS of
a 3D transitional Poiseuille flow in this work. All DNS calculations are obtained using
the code developed by [38]. A multistep semi-implicit Adams-Bashforth/Backward-
Differentiation (AB/BDE) scheme described in Chapter 2 is used for time discretization.
The AB/BDE treats the linear terms implicitly and the nonlinear terms explicitly. A
spectral method [32] is used for the spatial derivatives with Chebyshev polynomial
expansion in the wall-normal direction and Fourier series expansion in the streamwise
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and spanwise directions. Aliasing errors from the evaluation of the nonlinear terms are
removed by the 3/2-rule when the horizontal FFTs are computed. We modified the
code to account for the streamwise traveling wave boundary conditions (3.2) according
to the procedure described in Chapter 2.
The NS equations are integrated in time with the objective of computing fluctua-
tions’ kinetic energy, skin-friction drag coefficient, and net power balance, Section 3.3.
The velocity field is first initialized with the laminar parabolic profile in the absence
of 3D fluctuations, Section 3.2.3; this yields the 2D base flow which is induced by the
fixed pressure gradient, Px = −2/Rc, and the boundary conditions (3.2). In simulations
of the full 3D flows (cf. Section 3.3), an initial 3D perturbation is superimposed to the
base velocity, ub. As the initial perturbation, we consider a random velocity field de-
veloped by [38] which has the ability to trigger turbulence by exciting all the relevant
Fourier and Chebyshev modes. This divergence-free initial condition is composed of
random spectral coefficients that decay exponentially and satisfy homogenous Dirichlet
boundary conditions at the walls. The flux and energy of the velocity fluctuations are
computed at each time step.
A fixed pressure gradient is enforced in all simulations which are initiated at Rc =
2000; this value corresponds to the Reynolds number Rτ = 63.25 based on the friction
velocity, uτ . Owing to the fixed pressure gradient, the steady-state value of Rτ is
the same for all simulations, Rτ = 63.25. In addition, we consider a streamwise box
length, Lx = 4pi/ωx, for all controlled flow simulations. This box length captures
the streamwise modes kx = {0, ±ωx/2, ±ωx, ± 3ωx/2, . . .}; relative to Part 1, these
modes correspond to the union of the fundamental (kx = {0, ±ωx, ±2ωx, . . .}) and
subharmonic (kx = {±ωx/2, ± 3ωx/2, . . .}) modes. In addition to the uncontrolled
flow, we consider three DTWs with (c = 5, ωx = 2, α = {0.035, 0.050, 0.125}), and
three UTWs with (c = −2, ωx = 0.5, α = {0.015, 0.050, 0.125}). The complete list of
the parameters along with the computational domain sizes and the number of spatial
grid points is shown in table 3.1. The total integration time is ttot = 1000 δ/Uc. We
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Case Symbol c ωx α Lx/δ Lz/δ Ny Nx Nz
0 × − − − 2pi 4pi/3 65 50 50
1  5 2 0.035 2pi 4pi/3 65 50 50
2 ◦ 5 2 0.050 2pi 4pi/3 65 50 50
3 ♦ 5 2 0.125 2pi 4pi/3 65 50 50
4 / −2 0.5 0.015 8pi 4pi/3 65 200 50
5 O −2 0.5 0.050 8pi 4pi/3 65 200 50
6 M −2 0.5 0.125 8pi 4pi/3 65 200 50
Table 3.1: The computational domain and spatial discretization considered in simula-
tions of the uncontrolled flow, DTWs with (c = 5, ωx = 2, α = {0.035, 0.050, 0.125}),
and UTWs with (c = −2, ωx = 0.5, α = {0.015, 0.050, 0.125}). Symbols identify the
corresponding flow in figures that follow. The box sizes in the streamwise and spanwise
directions are denoted by Lx and Lz, respectively. The number of grid points in the
streamwise, wall-normal, and spanwise directions are represented by Ni, i = {x, y, z},
respectively.
have verified our simulations by making sure that the changes in results are negligible
by increasing the number of wall-normal grid points to Ny = 97.
3.2.3 Base flow and nominal net efficiency
Base velocity, ub = (U(x, y, t), V (x, y, t), 0), is computed using DNS of 2D Poiseuille flow
with Rτ = 63.25 in the presence of streamwise traveling wave boundary control (3.2).
Figure 3.2 shows the mean velocity profiles, U(y) (with overline denoting the average
over horizontal directions), in uncontrolled flow and in flows subject to selected DTWs
and UTWs; these results agree with the results obtained using Newton’s method in
Part 1. The nominal bulk flux, which quantifies the area under U(y),
UB,N =
1
2
∫ 1
−1
U(y) dy,
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downstream: upstream:
(a) (b)
Figure 3.2: Mean streamwise base velocity, U(y), obtained in 2D simulations of the
uncontrolled Poiseuille flow with Rτ = 63.25, ×, and controlled flows subject to: (a)
DTWs with , (c = 5, ωx = 2, α = 0.035); ◦, (c = 5, ωx = 2, α = 0.05); ♦, (c =
5, ωx = 2, α = 0.125); and (b) UTWs with /, (c = −2, ωx = 0.5, α = 0.015);
O, (c = −2, ωx = 0.5, α = 0.05); M, (c = −2, ωx = 0.5, α = 0.125).
and the nominal skin-friction drag coefficient for three UTWs and three DTWs are
reported in table 3.2. For fixed pressure gradient, Px = −2/Rc, the nominal skin-
friction drag coefficient is inversely proportional to square of the nominal flux, i.e.,
Cf,N = −2Px/U2B,N . (3.3)
As shown by [47], compared to the uncontrolled laminar flow, the nominal flux is re-
duced (increased) by DTWs (UTWs); according to (3.3), this results in larger (smaller)
nominal drag coefficients, respectively.
The above results suggest that properly chosen traveling waves can exhibit increased
flux compared to the uncontrolled flow. For fixed pressure gradient, this results in
production of a driving power
Πprod = −Px (UB,c − UB,u) (2LxLz),
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where UB,c and UB,u denote the flux of the controlled and uncontrolled flows. The
normalized produced power %Πprod is expressed as a percentage of the power spent to
drive the uncontrolled flow, Πu = −Px UB,u (2LxLz),
%Πprod = 100 (UB,c − UB,u) /UB,u.
On the other hand, the input power required for maintaining the traveling waves is
obtained from [51]
Πreq =
(
V P
∣∣
y=−1 − V P
∣∣
y=1
)
LxLz,
and the normalized required power %Πreq is expressed as
%Πreq = 100
V P
∣∣
y=−1 − V P
∣∣
y=1
−2Px UB,u .
In order to assess the efficacy of traveling waves for controlling transitional flows, the
control net power is defined as the difference between the produced and required pow-
ers [50]
%Πnet = %Πprod − %Πreq,
where %Πnet signifies how much net power is gained (positive %Πnet) or lost (negative
%Πnet) in the controlled flow as a percentage of the power spent to drive the uncontrolled
flow.
The nominal efficiency of the selected streamwise traveling waves in 2D flows, i.e. in
the absence of velocity fluctuations, is shown in table 3.2. Note that the nominal net
power is negative for all controlled 2D simulations. This is in agreement with a recent
study of [47] where it was shown that the net power required to drive a flow with wall
transpiration is always larger than in the standard pressure gradient type of actuation.
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Case c ωx α UB,N 10
3 Cf,N %Πprod %Πreq %Πnet
0 − − − 0.6667 4.5000 0 0 0
1 5 2 0.035 0.6428 4.8404 −3.58 16.64 −20.22
2 5 2 0.050 0.6215 5.1778 −6.77 31.74 −38.51
3 5 2 0.125 0.4821 8.6050 −27.69 136.50 −164.19
4 −2 0.5 0.015 0.6703 4.4513 2.70 5.46 −2.76
5 −2 0.5 0.050 0.7791 3.2949 16.86 37.69 −20.83
6 −2 0.5 0.125 1.0133 1.9478 51.99 145.05 −93.06
Table 3.2: Nominal results in Poiseuille flow with Rτ = 63.25. The nominal flux, UB,N ,
and skin-friction drag coefficient, Cf,N , are computed using the base flow described
in Section 3.2.3. The produced power, %Πprod, required power, %Πreq, and net power,
%Πnet, are normalized by the power required to drive the uncontrolled flow. The pro-
duced and net powers are computed with respect to the laminar uncontrolled flow.
3.3 Avoidance/promotion of turbulence by streamwise trav-
eling waves
In Part 1 it was shown that a positive net efficiency can be achieved in a situation
where the controlled flow stays laminar but the uncontrolled flow becomes turbulent.
Whether the controlled flow can remain laminar depends on velocity fluctuations around
the modified base flow. In this section, we study the influence of streamwise traveling
waves on the dynamics and the control net efficiency. This problem is addressed by
simulating a 3D channel flow with initial perturbations which are superimposed on
the base velocity induced by the wall actuation. Depending on the kinetic energy of
the initial condition, we distinguish three cases: (i) both the uncontrolled and properly
designed controlled flows remain laminar (small initial energy); (ii) the uncontrolled flow
becomes turbulent, while the controlled flow stays laminar for the appropriate choice of
traveling wave parameters (moderate initial energy); and (iii) both the uncontrolled and
controlled flows become turbulent for selected traveling wave parameters (large initial
energy). Our simulations indicate, however, that poorly designed traveling waves can
promote turbulence even for initial conditions for which the uncontrolled flow stays
laminar. It was demonstrated in Part 1 that properly designed DTWs are capable of
51
significantly reducing receptivity of velocity fluctuations which makes them well-suited
for preventing transition; on the other hand, compared to the uncontrolled flow, the
velocity fluctuations around the UTWs at best exhibit similar receptivity to background
disturbances. Following Part 1, we present our main results for DTWs with (c = 5,
ωx = 2); these results are compared to UTWs with (c = −2, ωx = 0.5) (as selected
in [2]). In both cases, three wave amplitudes are selected (cf. table 3.1).
The 3D simulations, which are summarized in table 3.3, confirm and complement
the theoretical predictions of Part 1 at two levels. At the level of controlling the onset
of turbulence, we illustrate in Section 3.3.1 that the UTWs increase receptivity of ve-
locity fluctuations and promote turbulence even for initial perturbations for which the
uncontrolled flow stays laminar. In contrast, the DTWs can prevent transition even in
the presence of initial conditions with moderate and large energy (cf. Section 3.3.2 and
Section 3.3.3). At the level of net power efficiency, it is first shown in Section 3.3.1 that
the net power is negative when the uncontrolled flow stays laminar. However, for the
uncontrolled flow that becomes turbulent, we demonstrate that the DTWs can result
in a positive net efficiency. As discussed in Section 3.3.2 and Section 3.3.3, the positive
net efficiency is achieved if the required power for maintaining the laminar DTW is
less than the produced power. In addition, in Section 3.3.3, we highlight an important
trade-off that limits the advantages of DTWs in controlling the onset of turbulence in
flows subject to large initial conditions. Namely, we show that in this case preventing
transition by DTWs requires a large input power that results in a negative efficiency.
Our simulations in Section 3.3.2 reveal that although UTWs become turbulent, a pos-
itive net efficiency can be achieved for small enough wave amplitudes. For the initial
conditions with moderate energy, we further point out that the achievable positive net
efficiency for UTWs is much smaller than for the DTWs that sustain the laminar flow
(cf. Section 3.3.2).
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Initial Energy Case c ωx α 10
3 Cf %Πprod %Πreq %Πnet
Small 0 − − − 4.5002 0 0 0
2 5 2 0.050 5.1778 −6.77 31.77 −38.54
4 −2 0.5 0.015 4.3204 −1.54 5.14 −3.60
5 −2 0.5 0.050 5.9426 −16.52 23.22 −39.74
6 −2 0.5 0.125 3.6853 12.20 108.41 −96.21
Moderate 0 − − − 10.3000 0 0 0
1 5 2 0.035 4.9244 52.07 26.44 25.63
2 5 2 0.050 5.2273 47.35 50.40 −3.05
4 −2 0.5 0.015 8.7866 11.36 4.53 6.83
5 −2 0.5 0.050 6.7406 31.15 41.96 −10.81
6 −2 0.5 0.125 3.9264 77.03 155.80 −78.77
Large 0 − − − 11.2000 0 0 0
2 5 2 0.050 11.9000 −3.37 47.90 −51.27
3 5 2 0.125 12.1000 −11.31 196.89 −208.20
5 −2 0.5 0.050 7.4438 13.68 34.19 −20.51
6 −2 0.5 0.125 3.9872 57.75 142.92 −85.17
Table 3.3: Results of 3D simulations in Poiseuille flow with Rτ = 63.25 for initial
conditions of small, moderate, and large energy (respectively, E(0) = 2.25 × 10−6,
E(0) = 5.0625× 10−4, and E(0) = 2.5× 10−3). The values of Cf , %Πprod, %Πreq, and
%Πnet correspond to t = 1000. For small initial energy, the produced and net powers
are computed with respect to laminar uncontrolled flow; for moderate and large initial
energies, they are computed with respect to turbulent uncontrolled flow.
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3.3.1 Small initial energy
We first consider the initial perturbations with small kinetic energy, E(0) = 2.25×10−6,
which cannot trigger turbulence in flow with no control. Our simulations show that
the DTWs selected in Part 1 of this study improve transient response of the velocity
fluctuations; on the contrary, the UTWs considered in [2] lead to deterioration of the
transient response and, consequently, promote turbulence. Since the uncontrolled flow
stays laminar, both DTWs and UTWs lead to the negative net efficiency.
The energy of velocity fluctuations is given by
E(t) =
1
Ω
∫
Ω
(u2 + v2 + w2) dΩ,
where Ω = 2LxLz is the volume of the computational box. Figure 3.3 shows the fluc-
tuations’ kinetic energy as a function of time for the uncontrolled flow and controlled
flows subject to a DTW with (c = 5, ωx = 2, α = 0.05) and three UTWs with (c = −2,
ωx = 0.5, α = {0.015, 0.05, 0.125}). As evident from figure 3.3(a), the energy of the
uncontrolled flow exhibits a transient growth followed by an exponential decay to zero
(i.e., to the laminar flow). We see that a DTW moves the transient response peak to
a smaller time, which is about half the time at which peak of E(t) in the uncontrolled
flow takes place. Furthermore, maximal transient growth of the uncontrolled flow is
reduced by approximately 2.5 times, and a much faster disappearance of the velocity
fluctuations is achieved. On the other hand, figure 3.3(b) clearly exhibits the negative
influence of the UTWs on a transient response. In particular, the two UTWs with larger
amplitudes significantly increase the energy of velocity fluctuations. We note that the
fluctuations’ kinetic energy in a flow subject to a UTW with an amplitude as small as
α = 0.015 at t = 1000 is already about two orders of magnitude larger than the maximal
transient growth of the flow with no control.
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downstream: upstream:
(a) (b)
Figure 3.3: Energy of the velocity fluctuations, E(t), for the initial condition with small
energy: (a) ×, uncontrolled; ◦, a DTW with (c = 5, ωx = 2, α = 0.05); and (b) UTWs
with /, (c = −2, ωx = 0.5, α = 0.015); O, (c = −2, ωx = 0.5, α = 0.05); M, (c = −2,
ωx = 0.5, α = 0.125).
Figure 3.4(a) shows the skin-friction drag coefficient,
Cf (t) =
2τw
U2B
=
1
Rc U2B
[(
dU
dy
+
du
dy
)∣∣∣∣
y=−1
−
(
dU
dy
+
du
dy
)∣∣∣∣
y= 1
]
,
as a function of time for the traveling waves considered in figure 3.3. Here, τw denotes
the non-dimensional average wall-shear stress and
UB(t) =
1
2
∫ 1
−1
(
U(y) + u(y, t)
)
dy,
is the total bulk flux. Since both the uncontrolled flow and the flow subject to a DTW
stay laminar, their steady-state drag coefficients agree with the nominal values com-
puted in the absence of velocity fluctuations (cf. tables 3.2 and 3.3). On the other
hand, the drag coefficients of the UTWs that become turbulent are about twice the
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values predicted using the base flow analysis. The large amplification of velocity fluctu-
ations by UTWs is responsible for this increase. The velocity fluctuations in the UTW
with α = 0.015 are not amplified enough to have a pronounced effect on the drag co-
efficient. Furthermore, the drag coefficients for the UTWs with (c = −2, ωx = 0.5,
α = {0.05, 0.125}) at t = 1000 agree with the results of [2] computed for the fully
developed turbulent channel flow. This indicates that the UTWs with larger ampli-
tudes in our simulations have transitioned to turbulence. The above results confirm
the theoretical prediction of Part 1 where it is shown that the UTWs are poor candi-
dates for controlling the onset of turbulence for they increase receptivity relative to the
uncontrolled flow.
The normalized required, produced, and net powers for the initial conditions with
small kinetic energy are shown in figures 3.4(b) - 3.4(d). Note that the normalized net
power for all traveling waves is negative (cf. figure 3.4(d)). This confirms the prediction
of Part 1 that the net power is negative whenever the uncontrolled flow stays laminar.
It is noteworthy that the UTW with α = 0.125 has a negative net power despite its
significantly smaller drag coefficient compared to the laminar uncontrolled flow. As
evident from figures 3.4(b) and 3.4(c), this is because the required power for maintaining
this UTW is much larger than the power produced by reducing drag. The above results
agree with the studies of [48] and [49] where it was established that the net cost to drive
a flow by any transpiration-based strategy is larger than in the uncontrolled laminar
flow. Therefore, aiming for sub-laminar drag may not be advantageous from efficiency
point of view. Instead, one can design control strategies that yield smaller drag than the
uncontrolled turbulent flow and provide positive net power balance (cf. Section 3.3.2).
3.3.2 Moderate initial energy
We next consider the velocity fluctuations with moderate initial energy, E(0) = 5.0625×
10−4. This selection illustrates a situation where the initial conditions are large enough
to trigger turbulence in the uncontrolled flow but small enough to allow the properly
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Cf %Πreq
(a) (b)
%Πprod %Πnet
(c) (d)
Figure 3.4: (a) Skin-friction drag coefficient, Cf ; (b) normalized required power, %Πreq;
(c) normalized produced power, %Πprod; and (d) normalized net power, %Πnet, for the
initial condition with small energy: ×, uncontrolled flow; ◦, DTW with (c = 5, ωx = 2,
α = 0.05); and UTWs with /, (c = −2, ωx = 0.5, α = 0.015); O, (c = −2, ωx = 0.5,
α = 0.05); M, (c = −2, ωx = 0.5, α = 0.125).
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chosen DTWs to maintain the laminar flow and achieve positive net power balance.
As shown in Section 3.3.1, the UTWs trigger turbulence even for the initial conditions
whose kinetic energy is about 200 times smaller than the value considered here.
The energy of the velocity fluctuations and drag coefficients as a function of time for
the uncontrolled flow and UTWs are shown in figures 3.5(a) and 3.5(b). Figure 3.5(a)
indicates that the kinetic energy of the uncontrolled flow and the flow subject to UTWs
with (c = −2, ωx = 0.5, α = {0.015, 0.05, 0.125}) is increased by orders of magnitude
which eventually results in transition to turbulence. This large energy amplification
of UTWs is captured by the linear analysis around the laminar base flows in Part 1.
As evident from figure 3.5(b), the large fluctuations’ energy in both the uncontrolled
flow and in UTWs yields much larger drag coefficients compared to the nominal values
reported in table 3.2. In addition, figure 3.5(b) is in agreement with [2] where it was
shown that the skin-friction drag coefficients of the UTWs are smaller than in the
uncontrolled flow that becomes turbulent, and that the UTW with (c = −2, ωx =
0.5, α = 0.125) achieves a sub-laminar drag. The normalized required and net powers
for the UTWs are shown in figures 3.5(c) and 3.5(d). Note that the required power for
maintaining the UTW with α = 0.125 (which yields sub-laminar drag) is so large that it
results in a negative net power balance (cf. figure 3.5(d)). On the other hand, the UTW
with α = 0.015 is capable of producing a small positive net power for two main reasons:
(i) it has a smaller drag coefficient than the uncontrolled turbulent flow (although it
becomes turbulent itself); and (ii) it requires a much smaller power compared to the
UTW with α = 0.125.
The fluctuations’ kinetic energy and skin-friction drag coefficient for the DTWs are
shown in figures 3.6(a) and 3.6(b). Figure 3.6(a) shows that the DTWs with (c =
5, ωx = 2, α = {0.035, 0.05}) significantly weaken intensity of the velocity fluctuations,
thereby facilitating maintenance of the laminar flow. From figure 3.6(b) we also see that
the small transient growth of fluctuations’ kinetic energy results in a small transient
increase in the drag coefficients which eventually decay to their nominal values reported
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E Cf
(a) (b)
%Πreq %Πnet
(c) (d)
Figure 3.5: (a) Energy of the velocity fluctuations, E(t); (b) skin-friction drag coefficient,
Cf (t); (c) normalized required power, %Πreq; and (d) normalized net power, %Πnet, for
the initial condition with moderate energy: ×, uncontrolled; and UTWs with /, (c =
−2, ωx = 0.5, α = 0.015); O, (c = −2, ωx = 0.5, α = 0.05); M, (c = −2, ωx = 0.5, α =
0.125).
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E Cf
(a) (b)
%Πreq, %Πprod %Πnet
(c) (d)
Figure 3.6: (a) Energy of the velocity fluctuations, E(t); (b) skin-friction drag coeffi-
cient, Cf (t); (c) normalized required power, %Πreq (solid), normalized produced power,
%Πprod (dashed); and (d) normalized net power, %Πnet, for the initial condition with
moderate energy: DTWs with , (c = 5, ωx = 2, α = 0.035); ◦, (c = 5, ωx = 2, α =
0.05).
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in table 3.2. Even though these drag coefficients are larger than in the uncontrolled
laminar flow, they are still approximately two times smaller than in the uncontrolled
flow that becomes turbulent (cf. table 3.3).
The normalized produced, required, and net powers for DTWs are shown in fig-
ures 3.6(c) and 3.6(d). As can be seen from figure 3.6(c), the normalized produced
power for the DTWs is positive by virtue of the fact that the uncontrolled flow be-
comes turbulent while the controlled flows stay laminar. Figure 3.6(d) shows that the
DTW with α = 0.035 (respectively, α = 0.05) has a positive (respectively, negative)
net power balance. The reason for this is twofold: first, as evident from figure 3.6(c),
the DTW with larger α results in a smaller produced power since it induces a larger
negative nominal bulk flux than the DTW with smaller α; and second, the required
power to maintain the DTW with larger α is bigger than in the DTW with smaller α.
Furthermore, at t = 1000, the DTW with α = 0.035 has a larger net power than the
UTW with α = 0.015 (%Πnet = 25.63 vs. %Πnet = 6.83; cf. table 3.3). This is because
the DTW with α = 0.035, in contrast to the UTW with α = 0.015, remains laminar
and produces a much larger power than it requires.
In summary, the results of this section highlight an important trade-off that needs
to be taken into account when designing the traveling waves. Large amplitudes of
properly designed downstream waves yield larger receptivity reduction which is desirable
for controlling the onset of turbulence. However, this is accompanied by an increase
in drag coefficient and required control power. Thus, to maximize net efficiency, it
is advantageous to select the smallest possible amplitude of wall-actuation that can
maintain the laminar flow.
3.3.3 Large initial energy
Section 3.3.2 illustrates capability of properly designed DTWs to maintain the laminar
flow in the presence of initial conditions that induce transition in the uncontrolled flow.
In this section, we demonstrate that, as the energy of the initial perturbation increases,
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a DTW with larger amplitude is needed to prevent transition. Our results confirm the
prediction made in Part 1 that maintaining a laminar flow with a larger DTW amplitude
comes at the expense of introducing a negative net power balance.
Simulations in this section are done for the initial condition with large kinetic en-
ergy, E(0) = 2.5 × 10−3. The time evolution of the fluctuations’ energy for a pair of
DTWs with (c = 5, ωx = 2, α = {0.05, 0.125}) is shown in figure 3.7(a). The uncon-
trolled flow becomes turbulent and exhibits similar trends in the evolution of E(t) as
the corresponding flow initiated with moderate energy perturbations (cf. figures 3.5(a)
and 3.7(a)). On the other hand, figure 3.7(a) shows that the DTW with α = 0.05 is
not capable of maintaining the laminar flow; in comparison, the same set of control
parameters prevented transition for the perturbations of moderate initial energy (cf.
figures 3.6(a) and 3.7(a)). Conversely, the DTW with α = 0.125 remains laminar even
though E(t) transiently reaches about half the energy of the turbulent uncontrolled
flow. Therefore, the DTWs with frequency and speed selected in Part 1 and sufficiently
large amplitudes are capable of maintaining the laminar flow even in the presence of
large initial perturbations.
Figure 3.7(b) shows the skin-friction drag coefficients for the flows considered in
figure 3.7(a). For the DTW with α = 0.05 the steady-state value of Cf is given by
Cf = 11.9 × 10−3, which is a slightly larger value than in the turbulent uncontrolled
flow, Cf = 11.2×10−3 (cf. table 3.3). We note that the drag coefficient of the DTW that
stays laminar initially reaches values that are about 50 % larger than in the uncontrolled
flow; after this initial increase, Cf (t) then gradually decays to the value predicted using
the base flow analysis, Cf = 8.6 × 10−3 (cf. table 3.2). Figures 3.7(c) and 3.7(d) show
the normalized required, produced, and net powers for the initial condition with large
kinetic energy. As evident from figure 3.7(d), the net power balance is negative for all
considered flows. The DTW with α = 0.05 becomes turbulent, and it has a larger drag
coefficient than the uncontrolled flow which consequently leads to negative produced
and net powers. Moreover, even though the DTW with α = 0.125 can sustain laminar
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Figure 3.7: (a) Energy of the velocity fluctuations, E(t); (b) skin-friction drag coeffi-
cient, Cf (t); (c) normalized required power, %Πreq (solid), normalized produced power,
%Πprod (dashed); and (d) normalized net power, %Πnet, for the initial condition with
large energy: ×, uncontrolled; DTWs with ◦, (c = 5, ωx = 2, α = 0.05); and ♦, (c = 5,
ωx = 2, α = 0.125).
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flow, its net power balance is very poor. There are two main reasons for the lack of
efficiency of this control strategy: first, its nominal drag coefficient is significantly larger
than in a DTW with smaller amplitudes which consequently yields very small produced
power (at larger times not shown in figure 3.7(c)); and second, a prohibitively large
power is required to maintain this large amplitude DTW.
The results of this section show that preventing transition by DTWs in the presence
of large initial conditions comes at the expense of large negative net power balance.
We also highlight that in the presence of large initial perturbations (or, equivalently, at
large Reynolds numbers), transition to turbulence may be inevitable. Furthermore, the
results of Section 3.3.2 show that the UTWs may reduce the turbulent skin-friction drag
and achieve positive net efficiency. The approach used in Part 1 considers dynamics of
fluctuations around laminar flows and, thus, it cannot be used for explaining the positive
efficiency of the UTWs that become turbulent.
3.3.4 Energy amplification mechanisms
The Reynolds-Orr equation can be used to quantify the evolution of fluctuations’ kinetic
energy around a given base flow [52]. In this section, we use this equation to examine
mechanisms that contribute to production and dissipation of kinetic energy in flows
subject to traveling waves. For base velocity, ub = (U(x, y, t), V (x, y, t), 0), the evolution
of the energy of velocity fluctuations, E(t), is determined by
1
2
dE
dt
= PE(t) + DE(t),
PE(t) = − 1
Ω
∫
Ω
(
uvUy + uvVx + v
2Vy + u
2Ux
)
dΩ,
DE(t) =
1
RcΩ
∫
Ω
v ·∆v dΩ.
(3.4)
Here, PE represents the production of kinetic energy and is associated with the work of
the Reynolds stresses on the base shear, whereas DE accounts for viscous dissipation.
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downstream: PE , DE upstream: PE , DE
(a) (b)
upstream: PE +DE
(c)
Figure 3.8: (a) and (b) Production, PE(t) (solid), and dissipation, DE(t) (dashed), of
kinetic energy in Poiseuille flow with Rτ = 63.25 for the initial condition with small
energy: (a) ×, uncontrolled; ◦, DTW with (c = 5, ωx = 2, α = 0.05); and (b) O, UTW
with (c = −2, ωx = 0.5, α = 0.05); M, UTW with α = 0.125. (c) PE(t) +DE(t) for the
UTW with (c = −2, ωx = 0.5, α = 0.05).
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We confine our attention to the simulations for initial conditions with small energy.
This situation is convenient for explaining why the DTWs exhibit improved transient
behavior compared to the laminar uncontrolled flow while the UTWs promote transition
to turbulence. Figure 3.8(a) shows production and dissipation terms for the uncontrolled
flow and for the flow subject to a DTW with (c = 5, ωx = 2, α = 0.05). For the
uncontrolled flow, PE is always positive, DE is always negative, and they both decay
to zero at large times. On the contrary, the production term for the DTW becomes
negative for 80 . t . 220. We see that, at early times, PE and DE for the DTW follow
their uncontrolled flow counterparts. However, after this initial period, they decay more
rapidly to zero. These results confirm the prediction of Part 1 that the DTWs reduce
the production of kinetic energy. In contrast, figure 3.8(b) shows that the UTWs with
(c = −2, ωx = 0.5, α = {0.05, 0.125}) increase both PE and DE by about four orders of
magnitude compared to the values reported in figure 3.8(a). This verifies the theoretical
prediction of Part 1 that the UTWs increase the production of kinetic energy. Moreover,
production dominates dissipation transiently, thereby inducing large growth of kinetic
energy observed in figure 3.3(b). For the UTW with α = 0.05, this is further illustrated
in figure 3.8(c) by showing that PE accumulates more energy than DE dissipates (i.e.,
the area under the curve in figure 3.8(c) is positive). We also note that, in the above
simulations, the work of Reynolds stress uv on the base shear Uy dominates the other
energy production terms. Furthermore, our results show that the wall-normal diffusion
of u is responsible for the largest viscous energy dissipation.
3.3.5 Flow visualization
In sections 3.3.1 - 3.3.3, transition was identified by examining fluctuations’ kinetic
energy and skin-friction drag coefficients. Large levels of sustained kinetic energy and
substantial increase in drag coefficients (compared to base flows) were used as indicators
of transition. Here, we use flow visualization to identify coherent structures in both the
uncontrolled and controlled flows.
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The onset of turbulence in a bypass transition is usually characterized by formation
of streamwise streaks and their subsequent break-down. For the initial condition with
moderate energy, figure 3.9 shows the streamwise velocity fluctuations at y = −0.5557
(y+ = 28.11 in wall units) for the uncontrolled flow and flows subject to a UTW with
(c = −2, ωx = 0.5, α = 0.05) and a DTW with (c = 5, ωx = 2, α = 0.05). Clearly, the
initial perturbations evolve into streamwise streaks in all three flows (cf. figures 3.9(a)
- 3.9(e) for t = 50). At t = 120, the growth of velocity fluctuations results in a break-
down of the streaks both in the flow with no control and in the flow subject to UTWs
(cf. figures 3.9(b) and 3.9(d)). We see that the streaks evolve into complex flow patterns
much faster in the latter case. For the UTWs, the streak distortion occurs as early as
t = 50 and a broad range of spatial scales is observed at t = 120. On the contrary,
figure 3.9(f) shows that, at t = 120, the DTWs have reduced the magnitude of velocity
fluctuations to about half the value at t = 50, thereby weakening intensity of the streaks
and maintaining the laminar flow.
We next examine the flow to look for regions that exhibit vortex-like motion [53].
We illustrate that, relative to the uncontrolled flow that becomes turbulent, the DTWs
eliminate the formation of strong vortical motions. We also compare the transient
and steady-state features of the uncontrolled flow with the flow subject to the UTWs.
Flow visualization has been used extensively to understand the nature of transitional
and turbulent flows, see, for example [54–57]. The utility of critical point analysis in
quantifying vortical motions in complex flows is discussed in [53, 58, 59]. In particular,
Chong, Perry & Cantwell [53] showed that discriminant, D(x, y, z, t), of the velocity
gradient tensor provides information about focal regions in the flow. The vortex cores
are characterized by D > 0, and they are associated with the regions where the rate of
rotation tensor dominates the rate of strain tensor [53]. Therefore, 3D visualization of
D is a useful technique for recognizing vortex motions in the flow. The discriminant is
obtained from D = (27/4)R2 +Q3, where Q =
(
tr (A)2 − tr (A2)) /2 and R = −det (A)
are the second and third invariants of the velocity gradient tensor, A, defined as Aij =
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t = 50 t = 120
(a) uncontrolled (b) uncontrolled
(c) upstream (d) upstream
(e) downstream (f) downstream
Figure 3.9: Streamwise velocity fluctuations, u(x, z), at y = −0.5557 (y+ = 28.11), (a),
(c), (e) t = 50, and (b), (d), (f) t = 120 for initial condition with moderate energy:
uncontrolled flow; UTW with (c = −2, ωx = 0.5, α = 0.05); and DTW with (c = 5,
ωx = 2, α = 0.05).
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∂ui/∂xj .
In order to visualize the effect of traveling waves on transition, an initial condition
of moderate energy is considered. The isosurfaces of D, greater than a threshold value,
for the uncontrolled flow and the flows subject to a DTW with (c = 5, ωx = 2, α = 0.05)
and a UTW with (c = −2, ωx = 0.5, α = 0.05) are shown in figures 3.10, 3.11, and 3.12,
respectively. The cross-flow velocity vectors in the (y, z)-plane and the x-average of the
streamwise vorticity are also plotted for comparison. We see that the regions of strong
vorticity are correctly captured by the discriminant of the velocity gradient tensor.
Figures 3.10(a) and 3.11(a) show that, at t = 30, the uncontrolled flow and the DTW
have similar vortical structures. However, at t = 50 and t = 70, the uncontrolled
flow exhibits large vortical motions close to the upper channel wall; these motions are
considerably suppressed by the DTW. In addition, at t = 70, the magnitude of the
streamwise vorticity for the DTW is about two times smaller than in the uncontrolled
flow. In contrast, figure 3.12 shows build-up of vorticity by the UTW of approximately
two times larger magnitude than in the uncontrolled flow. Note that, in the early stages
of transition, the vortical structures with D > 10−6 are significantly more abundant in
flows subject to the UTW than in the uncontrolled flow (cf. figures 3.12(c) and 3.10(c)).
For t & 100, the mixing of the lower and upper channel halves breaks the aforemen-
tioned elongated structures into smaller ones which leads to formation of new vortices
throughout the channel (see [54] for the uncontrolled flow discussion). Figure 3.13 illus-
trates this behavior both in the uncontrolled flow and in the flow subject to the UTW.
In the uncontrolled flow, the strong vortical motions in the upper half of the channel at
t = 100 spread to the lower half at t ≈ 200 (cf. figures 3.13(a) and 3.13(c)). We see that
the isosurfaces of the discriminant are in the form of tubes that extend from the lower
wall to the channel centerplane (cf. figure 3.13(g)); similar structures were reported in
turbulent wall-bounded shear flows by [56, 59]. We note that transition occurs much
faster in the UTW with (c = −2, ωx = 0.5, α = 0.05) than in the uncontrolled flow.
For example, at t = 100, the UTW populates the entire channel with strong vortical
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(a) (b) (c)
(d) (e) (f)
Figure 3.10: Simulation of the uncontrolled flow for the initial condition with moderate
energy. (a) - (c) 3D visualizations of the isosurfaces of the discriminant, D > 10−6
(blue), D > 10−5 (green), and D > 10−4 (red). (d) - (f) 2D visualizations of the
crossflow velocity vectors (arrows) and the x-averaged streamwise vorticity (color plots).
motions. In the uncontrolled flow, however, these structures appear only in certain
portions of the upper half of the channel. This is in agreement with figure 3.5(a) where
deterioration of the transient response of the uncontrolled flow by this UTW was ob-
served. Our results also show that, for t > 100, in the DTW with (c = 5, ωx = 2,
α = 0.05) the discriminant is nowhere larger than 10−8. This indicates that the DTWs
are effective in suppressing the vortical motions that may arise naturally as a result of
flow disturbances.
3.4 Relaminarization by downstream waves
Thus far we have shown that properly designed DTWs represent an effective means for
controlling the onset of turbulence. In this section, we demonstrate that the DTWs
designed in Part 1 can also relaminarize fully developed turbulent flows. Since the
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(a) (b) (c)
(d) (e) (f)
Figure 3.11: Simulation of the DTW with (c = 5, ωx = 2, α = 0.05) for the initial
conditions with moderate energy. (a) - (c) 3D visualizations of the isosurfaces of the
discriminant, D > 10−6 (blue), D > 10−5 (green), and D > 10−4 (red). (d) - (f) 2D
visualizations of the crossflow velocity vectors (arrows) and the x- averaged streamwise
vorticity (color plots).
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(a) (b) (c)
(d) (e) (f)
Figure 3.12: Simulation of the UTW with (c = −2, ωx = 0.5, α = 0.05) for the initial
condition with moderate energy. (a) - (c) 3D visualizations of the isosurfaces of the
discriminant, D > 10−6 (blue), D > 10−5 (green), and D > 10−4 (red). (d) - (f) 2D
visualizations of the crossflow velocity vectors (arrows) and the x-averaged streamwise
vorticity (color plots). Only one quarter of the channel (x ∈ [0, 2pi]) is shown.
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uncontrolled: upstream:
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3.13: 3D visualizations of the isosurfaces of the discriminant, D > 10−5 (blue),
D > 10−4 (green), and D > 10−3 (red) for the uncontrolled flow (left figures) and the
UTW with (c = −2, ωx = 0.5, α = 0.05) (right figures) for the initial condition with
moderate energy. Only one quarter of the channel (x ∈ [0, 2pi]) is shown for the UTW.
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Figure 3.14: Energy of velocity fluctuations around base flows of Section 3.2.1. Simula-
tions are initiated by a fully developed turbulent flow with Rc = 2000: ×, uncontrolled;
DTWs with , (c = 5, ωx = 2, α = 0.035); ◦, (c = 5, ωx = 2, α = 0.05); and ♦, (c = 5,
ωx = 2, α = 0.125).
lifetime of turbulence depends on the Reynolds number [60–63], we examine turbulent
flows with Rc = 2000 (i.e., Rτ ≈ 63.25) and Rc = 4300 (i.e., Rτ ≈ 92.80).
The numerical scheme described in Section 3.2.2 is used to simulate the turbulent
flows. For Rc = 4300, the number of grid points in the streamwise, wall-normal, and
spanwise directions is increased to 80× 97× 80. The velocity field is initialized with a
fully developed turbulent flow obtained in the absence of control. The surface blowing
and suction that generates DTWs is then introduced (at t = 0), and the kinetic energy
and drag coefficients are computed at each time step.
The fluctuations’ kinetic energy for the uncontrolled flow and for the flows subject
to DTWs with (c = 5, ωx = 2, α = {0.035, 0.05, 0.125}) at Rc = 2000 are shown in
figure 3.14. The energy of velocity fluctuations around base flows ub of Section 3.2.1
(parabola for flow with no control; traveling waves for flow with control) are shown; re-
laminarization occurs when the energy of velocity fluctuations converges to zero. Clearly,
large levels of fluctuations in the flow with no control are maintained up until t ≈ 1100.
After this time instant, however, velocity fluctuations exhibit gradual decay. On the
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Figure 3.15: (a) Energy of velocity fluctuations around base flows of Section 3.2.1,
E(t); and (b) skin-friction drag coefficient, Cf (t). Simulations are initiated by a fully
developed turbulent flow with Rc = 4300: ×, uncontrolled; DTWs with , (c = 5, ωx =
2, α = 0.035); ◦, (c = 5, ωx = 2, α = 0.05); and ♦, (c = 5, ωx = 2, α = 0.125).
other hand, fluctuations in flows subject to DTWs start decaying much earlier, thereby
indicating that the lifetime of turbulence is reduced by surface blowing and suction.
Relative to the uncontrolled flow, the fluctuations’ kinetic energy for the DTWs consid-
ered here converge much faster to zero. We also see that the rate of decay increases as
the wave amplitude gets larger.
We next consider a turbulent flow with Rc = 4300. The energy of velocity fluctua-
tions around base flows ub of Section 3.2.1 is shown in figure 3.15(a). In both the uncon-
trolled flow and the flows subject to the DTWs with (c = 5, ωx = 2, α = {0.035, 0.05})
the energy oscillates around large values that identify turbulent flow. This indicates
that the DTWs with smaller amplitudes cannot eliminate turbulence. On the contrary,
the DTW with α = 0.125 reduces the energy of velocity fluctuations, thereby relam-
inarizing the flow. Figure 3.15(b) shows that the skin-friction drag coefficient for the
uncontrolled flow and for the DTWs with smaller amplitudes is approximately constant
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throughout the simulation. On the other hand, owing to relaminarization, the drag co-
efficient for the DTW with α = 0.125 is smaller than that of the uncontrolled turbulent
flow. However, relaminarization comes at the expense of poor net efficiency. This is
because of the large required power (i.e., high cost of control), which reduces the appeal
of using DTWs for control of turbulent flows.
Figure 3.16 shows the mean velocity, U(y), at three time instants in the flow subject
to the DTW with (c = 5, ωx = 2, α = 0.125). The instantaneous values of streamwise
velocity in the (x, z)-plane at y = −0.7518 are also shown. As time advances, the initial
turbulent mean velocity at Rc = 4300 moves towards the laminar mean velocity induced
by the surface blowing and suction (dashed line). The shaded plots illustrate how the
initial turbulent flow evolves into the DTW laminar base flow. We conjecture that
receptivity reduction is important not only for controlling the onset of turbulence but
also for relaminarization of fully developed flows. As outlined in Part 1, explaining the
effect of traveling waves on turbulent flows requires additional control-oriented modeling
and further scrutiny.
3.5 Concluding remarks
This work, along with a companion paper [3], represents a continuation of recent ef-
forts [64, 65] to develop a model-based paradigm for design of sensorless flow control
strategies in wall-bounded shear flows. Direct numerical simulations are used to comple-
ment and verify theoretical predictions of [3], where receptivity analysis of the linearized
NS equations was used to design small amplitude traveling waves. We have shown that
perturbation analysis (in the wave amplitude) represents a powerful simulation-free
method for predicting full-scale phenomena and controlling the onset of turbulence.
Simulations of nonlinear flow dynamics have demonstrated that the DTWs, designed
in Part 1, can maintain laminar flow and achieve positive net efficiency. In contrast, the
UTWs promote turbulence even with the initial conditions for which the uncontrolled
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Figure 3.16: Mean velocity, U(y), and streamwise velocity (shaded plots) at y =
−0.7518. Simulations are initiated by a fully developed turbulent flow with Rc = 4300:
×, t = 0; •, t = 100; *, t = 900. The dashed line identifies the laminar mean velocity
induced by the DTW with (c = 5, ωx = 2, α = 0.125).
flow remains laminar. Our analysis of the Reynolds-Orr equation shows that, compared
to the uncontrolled flow, the DTWs (UTWs) reduce (increase) the production of kinetic
energy.
We have also examined the effects of DTWs on fully developed turbulent flows at
low Reynolds numbers. It turns out that the DTWs with speed and frequency selected
in Part 1 and large enough amplitudes can eliminate turbulence (i.e., relaminarize the
flow). We also note that, in spite of promoting turbulence, the UTWs may still achieve
smaller drag coefficients compared to the uncontrolled flow. By increasing the UTW
amplitude, even sub-laminar drag can be attained [2]. It is to be noted, however, that
large wave amplitudes introduce poor net efficiency in flows subject to a fixed pressure
gradient. Nevertheless, these traveling waves may still be utilized when the primal
interest is to eliminate turbulence (with DTWs) or reduce the skin-friction drag (with
UTWs) irrespective of the cost of control.
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All simulations in the present study are enforced by a fixed pressure gradient, as
opposed to the constant mass flux simulations of [2]. This is consistent with Part 1
where receptivity analysis was done for flows driven by a fixed pressure gradient. Even
though these setups are equivalent in steady flows [66], they can exhibit fundamentally
different behavior in unsteady flows. For example, the two simulations may possess
different stability characteristics and yield structurally different solutions for near-wall
turbulence [67,68]. Moreover, Jime´nez et al. [68] remarked that the dynamical properties
of the two simulations can significantly differ in small computational domains. Also,
Kerswell [69] suggested that specifying the simulation type comes next to defining the
boundary conditions.
In order to examine the effect of simulation type on transition, skin-friction drag
coefficient, and control net efficiency, we have repeated some of the simulations by ad-
justing the pressure gradient to maintain a constant mass flux. Our results reveal that
regardless of the simulation type, the DTWs designed in Part 1 are effective in pre-
venting transition while the UTWs promote turbulence. Moreover, the steady-state
skin-friction drag coefficients are almost identical in both cases. However, the control
net efficiency depends significantly on the simulation type. This is because of the differ-
ence in the definition of the produced power: in the fixed pressure gradient setup, the
produced power is captured by the difference between the bulk fluxes in the uncontrolled
and controlled flows; in the constant mass flux setup, the produced power is determined
by the difference between the driving pressure gradients in the uncontrolled and con-
trolled flows. It turns out that the produced power is larger in the constant mass flux
simulation than in the fixed pressure gradient simulation, whereas the required power
remains almost unchanged. Consequently, both DTWs and UTWs have larger efficiency
in constant mass flux simulations. For example, in fixed pressure gradient setup of the
present study, the UTWs with (c = −2, ωx = 0.05 α = {0.05, 0.125}) have negative
efficiency. The efficiency of these UTWs is positive, however, in constant mass flux
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simulations [2]. Our ongoing effort is directed towards understanding the reason be-
hind this disagreement which may be ultimately related to the fundamental difference
between these two types of simulations.
Chapter 4
Optimal localized control of
transitional channel flow
In this chapter, we study the design of optimal localized state-feedback controllers for
the problem of controlling the onset of turbulence in a channel flow. The actuation
is generated by blowing and suction at the walls and the actuators are placed along a
two-dimensional lattice of equally spaced points with each actuator using information
from only a limited number of nearby neighbors. We utilize recently developed tools
for designing structured optimal feedback gains to reduce receptivity of velocity fluctu-
ations to flow disturbances in the presence of control. Our preliminary direct numerical
simulation result, conducted at a low Reynolds number, show that this approach can
indeed maintain the laminar flow. This is in contrast to the localized strategies obtained
by spatial truncation of optimal centralized controllers, which may introduce instability
and promote transition even in the situations where the uncontrolled flow stays laminar.
4.1 Introduction
Feedback strategies for control of fluid flows involve individual system components that
are capable of sensing, computation, and actuation. Therefore, an important question
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in design of flow controllers is related to the interconnection structure between these
components. A centralized controller yields best performance at the expense of excessive
communication and computation. A fully decentralized controller, while advantageous
from a communications perspective, may sacrifice performance. A reasonable compro-
mise between these competing approaches is offered by localized strategies where each
component exchanges information with a limited number of nearby components.
Early flow control efforts have focused on drag reduction in turbulent flows. These
include the opposition control [70] and gradient-based strategies where the optimal con-
trol problem is solved over infinitesimal [71,72] or finite [56] time horizons. During the
last decade, the emphasis has shifted to model-based techniques from linear control the-
ory which represent an efficient means for design of optimal flow controllers, see [73] for
an overview of recent developments. In this paper, we study the problem of controlling
the onset of turbulence. Since the early stages of transition are initiated by high flow
receptivity [74–77], we formulate an optimal control problem aimed at reducing this
receptivity. For transition control at low Reynolds numbers, this strategy has proven
successful in both vibrational sensor-less [3, 78] and centralized feedback [79] setups.
These references show that, by substantially reducing high flow receptivity, transition
to turbulence can be prevented and even relaminarization of a fully-developed turbulent
flow can be achieved.
The main difference between the problem addressed here and by [79] is that we
consider control designs that are localized in space. Namely, the actuation at a certain
location depends only on local flow information. The localized controller is obtained
using recently developed tools for optimal design of feedback gains subject to structural
constraints [80, 81]. We compare the performance of the optimal localized controller
with that of the optimal centralized controller and the controller that is obtained by
spatial truncation of the centralized feedback gain. When the actuators use information
from only the nearest neighbor components, we demonstrate the danger of enforcing
the constraint by spatial truncation. On the other hand, we show that the optimal
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localized controller achieves performance comparable to that of the optimal centralized
controller.
The chapter is organized as follows. In § 4.2, the evolution model for channel flow
subject to body force disturbances and boundary actuation is derived. The problem
of optimal state-feedback design in the presence of structural constraints is formulated
in § 4.3. In addition, a gradient descent method for solving necessary conditions for
optimality is briefly described. In § 4.4, the effectiveness of the designed feedback gains
for controlling the onset of turbulence is examined by comparing the receptivity of the
controlled flows and the flow with no control. Our design is further verified using direct
numerical simulations of the nonlinear flow dynamics. We conclude the paper in § 4.5.
4.2 Problem formulation
4.2.1 Governing equations
We consider an incompressible channel flow, driven by a fixed pressure gradient and
subject to a control actuation in the form of blowing and suction along the walls.
The evolution of infinitesimal fluctuations around the laminar parabolic profile U(y) is
governed by the linearized Navier-Stokes (NS) equations
vt = −U vx − U ′ v2 i − ∇p + (1/Rc)∆v + d, 0 = ∇·v, (4.1)
where i denotes the unit vector in the streamwise direction, and Rc = Uc δ/ν is the
Reynolds number defined in terms of the centerline velocity of the parabolic laminar
profile Uc and channel half-height δ. The spatial coordinates and time are denoted by
(x, y, z) and t, respectively. The kinematic viscosity is denoted by ν, p is the pressure,
the velocity fluctuations are given by v = (v1, v2, v3), and d = (d1, d2, d3) represents
the body force disturbance. Here, the indices 1, 2, and 3 correspond to x, y, and z
coordinates, respectively, ∇ is the gradient, ∆ = ∇ ·∇ is the Laplacian, and U ′(y) =
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Figure 4.1: A periodic channel with size Lx × 2× Lz.
dU(y)/dy. Actuation along the walls imposes the following boundary conditions on the
wall-normal velocity
v2(x, y = −1, z, t) = v2,l(x, z, t), v2(x, y = 1, z, t) = v2,u(x, z, t), (4.2)
where v2,l and v2,u denote actuations at the lower and upper walls. The horizontal
velocity components satisfy Dirichlet boundary conditions
v1(x, y = ±1, z, t) = v3(x, y = ±1, z, t) = 0.
To obtain the standard control formulation, the actuation must enter as an explicit
input into the evolution equation [82]. The following change of variables
v2(x, y, z, t) = v¯2(x, y, z, t) + fl(y) v2,l(x, z, t) + fu(y) v2,u(x, z, t), (4.3)
can be used to achieve this objective, where fl and fu are specified by the requirement
that v¯2 satisfies Dirichlet and Neumann boundary conditions at the walls,
fl(y) =
(
y3 − 3y + 2) /4, fu(y) = − (y3 − 3y − 2) /4.
The evolution model is obtained from the linearized NS equations (4.1) by eliminating
pressure via a standard choice of wall-normal velocity and vorticity (v, η) as the flow
83
variables. By incorporating the change of variables (4.3) and augmenting the flow
variables by the boundary actuation, we obtain the state vector φ = [φT1 φ
T
2 ]
T with
φ1 = [ v¯2 η ]
T and φ2 = [ v2,l v2,u ]
T . This choice brings the time-derivative of the
boundary actuation u = φ2t as an explicit input to the evolution model. This procedure
yields the following evolution model for the controlled flow
φt = Aφ + B1 d + B2 u, v = C1φ, (4.4)
where
A =
 A11 A12
0 0
 , B1 =
 B11
0
 , B2 =
 B21
B22
 , C1 = [ C11 C12 ] ,
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A11 =
 ∆−1 ((1/Rc)∆2 − (U0∆− U ′′0 ) ∂x) 0
−U ′0 ∂z (1/Rc)∆− U0 ∂x
 ,
A12 =
 A12,1 A12,2
−U ′0fl ∂z −U ′0fu∂z
 ,
A12,1 = ∆−1((2 f ′′l (∂2x + ∂2z ) + fl(∂2x + ∂2z )2)/Rc − (U0f ′′l + U0fl(∂2x + ∂2z )− U ′′0 fl) ∂x),
A12,2 = ∆−1((2 f ′′u (∂2x + ∂2z ) + fu(∂2x + ∂2z )2)/Rc − (U0f ′′u + U0fu(∂2x + ∂2z )− U ′′0 fu) ∂x),
B11 =
 ∆−1 (−∂xy) ∆−1 (∂2x + ∂2z ) ∆−1 (−∂yz)
∂z 0 −∂x
 ,
B21 =
 ∆−1 (−f ′′l − fl(∂2x + ∂2z )) ∆−1 (−f ′′u − fu(∂2x + ∂2z ))
0 0
 , B22 =
 1 0
0 1
 ,
C11 =

−∂xy (∂2x + ∂2z )−1 ∂z (∂2x + ∂2z )−1
I 0
−∂yz (∂2x + ∂2z )−1 −∂x (∂2x + ∂2z )−1
 ,
C12 =

−f ′l ∂x (∂2x + ∂2z )−1 −f ′u ∂x (∂2x + ∂2z )−1
fl fu
−f ′l ∂z (∂2x + ∂2z )−1 −f ′u ∂z (∂2x + ∂2z )−1
 ,
with ∆ = ∂2x + ∂
2
y + ∂
2
z denoting the three-dimensional Laplacian.
The operator A represents the dynamical generator of (4.4), B1 and B2 determine
how disturbances and control enter into (4.4), and C1 specifies kinematic relation be-
tween velocity fluctuations v and state φ.
4.2.2 Actuation along the discrete lattice
In what follows, we impose periodic boundary conditions in the horizontal directions;
see figure 4.1 for geometry. The size of the computational domain is given by Lx×2×Lz,
where Lx and Lz denote the channel lengths in x and z. We useNx andNz Fourier modes
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to represent differential operators in the streamwise and spanwise directions, respec-
tively. In physical space, this yields a two-dimensional lattice of equally-spaced points
(xr = rhx, zs = shz), with r ∈ Nx = {0, 1, . . . , Nx − 1} and s ∈ Nz = {0, 1, . . . , Nz − 1}.
The horizontal spacings between two adjacent points are determined by hx = Lx/Nx
and hz = Lz/Nz. For simplicity, we use the same symbol to denote variables in physical
and frequency domains; for example, v2(m,n; y, t) denotes the frequency representation
of v2(r, s; y, t) = v2(xr, y, zs, t), where m ∈ Zx = {−Nx/2,−Nx/2+1, . . . , Nx/2−1} and
n ∈ Zz = {−Nz/2,−Nz/2 + 1, . . . , Nz/2− 1}. The corresponding spatial wavenumbers
are determined by km = m 2pi/Lx and kn = n 2pi/Lz.
We consider the design problem with wall-actuation taking place along the aforemen-
tioned two-dimensional lattice. Furthermore, we assume that the states are available
for measurement, implying that the control input at (xr, zs) is obtained from
u(r, s; t) = −
∑
r˜∈Nx, s˜∈Nz
( ∫ 1
−1
K1(r − r˜, s− s˜; y)φ1(r˜, s˜; y, t) dy +
K2(r − r˜, s− s˜)φ2(r˜, s˜; t)
)
,
(4.5)
where K1 and K2 are the corresponding state-feedback gains. The frequency represen-
tation of (4.5), for each m ∈ Zx and n ∈ Zz, is given by
u(m,n; t) = −
∫ 1
−1
K1(m,n; y)φ1(m,n; y, t) dy − K2(m,n)φ2(m,n; t). (4.6)
For computational purposes, the wall-normal operators in (4.4) and (4.6) are ap-
proximated using pseudospectral method with Ny Chebyshev collocation points [83].
This yields the discretized evolution model
φ˙m,n(t) = Am,nφm,n(t) + B1m,n dm,n(t) + B2m,n um,n(t),
vm,n(t) = C1m,nφm,n(t),
(4.7)
parameterized by m ∈ Zx and n ∈ Zz. Here, φm,n(t) and um,n(t) are column-vectors
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with (2Ny+2) and 2 components, respectively, and the dot is the derivative with respect
to time. Furthermore, the control action is determined by
um,n(t) = −Km,nφm,n(t) = −
[
K1m,n K2m,n
]  φ1m,n(t)
φ2m,n(t)
 . (4.8)
where the 2× (2Ny + 2) matrix Km,n denotes the discretized form of the state-feedback
gain in the frequency domain.
4.3 Design of optimal localized feedback gains
We consider the problem of designing structured optimal feedback gains for controlling
the onset of turbulence. To this end, we determine the stabilizing gains that minimize
a performance index J obtained by penalizing flow receptivity and control effort. These
are, respectively, quantified by the variance amplification of velocity fluctuations v in
the presence of zero-mean white stochastic disturbance d, and by the kinetic energy of
the blowing and suction along the walls. In addition, to obtain the well-posed optimal
control formulation, the penalty on u is introduced in the performance index as well.
The above described optimal control problem amounts to finding the stabilizing
gains that minimize the variance amplification of the performance output
ζm,n(t) =
 W 1/2C1m,n
0
 φm,n(t) +
 0
R1/2
 um,n(t). (4.9)
Here, R is the positive definite matrix, and W denotes a 3Ny×3Ny diagonal matrix with
{w,w,w} on its main diagonal where the vector w contains the integration weights at
the Chebyshev collocation points [84]. Substitution of (4.8) into (4.7) and (4.9) yields
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the following evolution model of the closed-loop system
φ˙m,n(t) =
(
Am,n − B2m,nKm,n
)
φm,n(t) + B1m,n dm,n(t),
ζm,n(t) =
 W 1/2C1m,n
−R1/2Km,n
 φm,n(t). (4.10)
Mathematically, the problem of steady-state variance (i.e., the H2 norm) minimization
for system (4.10) can be formulated as [82]
minimize : J(K) =
∑
m∈Zx,n∈Zz
trace (Xm,nQBm,n) , (4.11a)
subject to : A∗clm,nXm,n +Xm,nAclm,n = −
(
QCm,n + K
∗
m,nRKm,n
)
, (4.11b)
where ∗ denotes the complex conjugate transpose, Aclm,n = Am,n−B2m,nKm,n, QBm,n =
B1m,nW
−1B∗1m,n, and QCm,n = C∗1m,nWC1m,n. The solution to (4.11) in the absence of
structural constraints is given by
Km,n = R
−1B∗2m,nXm,n, (4.12)
where Xm,n is determined from the algebraic Riccati equation
A∗m,nXm,n + Xm,nAm,n − Xm,nB2m,nR−1B∗2m,nXm,n + QCm,n = 0.
In general, actuation based on the optimal solution (4.12) necessitates centralized imple-
mentation which requires knowledge of the entire flow field. The problem of designing
optimal centralized feedback gains for controlling transition is considered by [79]. As
shown by [85], the magnitude of the centralized feedback gains decays exponentially
in space, implying that they can be spatially truncated. Although this suggests a way
for obtaining localized controllers, the problem of designing optimal localized feedback
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Figure 4.2: Sketch of a localized control strategy where the actuator placed at (r, s)
uses information from only the nearest neighbors on the two-dimensional lattice.
gains is more challenging. The main difference between the problem considered here
and in [79] is that we ask the following question: Can actuation based on local flow
information prevent transition to turbulence? To answer this question, we a priori im-
pose structural constraints on the feedback gains. It is assumed that each actuator uses
information only from the points that are located within a small relative distance. The
set of all such relative distances in units of hx and hz is denoted by S. In other words,
only the feedback gains that correspond to the points in S are allowed to be nonzero.
For example, when information from only the nearest neighbors is used, we have (see
figure 4.2 for an illustration)
S =
{
(r, s)
∣∣ r = {−1, 0, 1}, s = {−1, 0, 1}} .
Furthermore, by F (r, s) we denote the corresponding structured feedback gains.
For spatially invariant systems, the structured optimal state-feedback problem can
be formulated as [80]
minimize : J(F ) =
∑
m∈Zx,n∈Zz
trace (Xm,nQBm,n) , (P1)
subject to : A∗clm,nXm,n +Xm,nAclm,n = −
(
QCm,n + C
∗
2m,n F
∗RF C2m,n
)
, (P2)
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where F denotes the block-row matrix which is independent of m and n and contains
the structured feedback gain F (r, s),
F = row {F (r, s)}(r,s)∈S , (P3)
and C2m,n is given by the block-column matrix
C2m,n = col
{
e−i 2pi (rm/Nx + s n/Nz) I
}
(r,s)∈S
. (P4)
Here, I is the identity matrix of size 2Ny + 2, and Aclm,n = Am,n − B2m,n F C2m,n
denotes the dynamical generator of the closed-loop system.
Note that in the absence of structural constraints (i.e., S = Nx × Nz = {(r, s)
∣∣ r ∈
Nx, s ∈ Nz}), the structured optimal control problem (P1)-(P4) reduces to the unstruc-
tured problem (4.11).
4.3.1 Computation of the structured optimal feedback gains
We briefly describe the method that is used to solve the optimal control problem (P1)-
(P4) with specified S. This method is adopted from the developments of [81] where
efficient descent methods for structured optimal design are introduced.
The necessary conditions for optimality of the stabilizing feedback gain F with
R = rI2×2 in (P2), r > 0, are given by [81]
A∗clm,nXm,n + Xm,nAclm,n = −
(
QCm,n + r C
∗
2m,n F
∗ F C2m,n
)
,
Aclm,n Ym,n + Ym,nA
∗
clm,n = −QBm,n,
F =
1
r
( ∑
m∈Zx, n∈Zz
B∗2m,nXm,n Ym,nC
∗
2m,n
)( ∑
m∈Zx, n∈Zz
C2m,n Ym,nC
∗
2m,n
)−1
.
(4.13)
This system of equations is nonlinear in the unknown matrices Xm,n, Ym,n, and F .
Moreover, as seen from the last condition in (4.13) the structural constraints on F
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introduce coupling between all wavenumbers; this is in contrast to the unstructured
optimal control problem (4.11).
Next, we describe the algorithm that is employed for solving (4.13) [81]:
Descent method for solving (4.13):
given stabilizing F 0 that satisfies the structural constraints imposed by S,
for i = 0, 1, 2, . . ., do:
(1) compute descent direction F˜ i;
(2) determine step-size qi;
(3) update F i+1 = F i + qi F˜ i;
until: the stopping criterion ||∇J(F i)||F <  is achieved, where || · ||F denotes the
Frobenius norm and  is the convergence tolerance.
We consider the gradient descent direction that provides linear rate of convergence
to the local minimum. More sophisticated descent directions, such as Newton or quasi-
Newton directions, provide faster convergence at the expense of increased computational
cost (for example, see [81]). The gradient direction is given by F˜ i = −∇J(F i) where
∇J(F i) is determined from [81]
∇J(F i) = 2
NxNz
∑
m∈Zx, n∈Zz
(
r F C2m,n − B∗2m,nXm,n
)
Ym,nC
∗
2m,n.
For the step-size rule, the backtracking line search [86] is used where in addition to
guaranteeing descent of the performance index, we also guarantee the stability of the
updated closed-loop system. Namely, we repeat qi = βqi (0 < β < 1) until both of the
following conditions are satisfied:
(a) descent: J(F i + qiF˜ i) < J(F i) + αqi
∑
m,n(∇J(F i)T F˜ i) with 0 < α < 0.5;
(b) closed-loop stability: Am,n −B2m,n F C2m,n is stable for all m ∈ Zx and n ∈ Zz.
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4.4 Localized control of transition
As discussed in § 4.1, the problem of controlling the onset of turbulence is formulated
as the receptivity (i.e., the H2 norm) reduction problem. Therefore, to assess the
effectiveness of feedback controllers, we compare the receptivity of controlled flows to the
receptivity of flow with no control. We consider the stochastically forced linearized NS
equations in the subcritical regime where the flow with no control is linearly stable. The
energy density of fluctuations in the presence of stochastic forcing is used to quantify
the flow receptivity. The zero-mean stochastic forcing which is white in time and y
and purely harmonic in horizontal directions yields a nonzero steady-state variance of
velocity fluctuations E(km, kn) [87]. For any m ∈ Zx and n ∈ Zz, this quantity can be
obtained from
E(km, kn) = trace (Zm,nQBm,n) ,
(Am,n −B2m,n F C2m,n)∗ Zm,n + Zm,n (Am,n −B2m,n F C2m,n) = −QCm,n.
(4.14)
For the flow with no control (i.e., for F = 0), the streamwise-constant fluctuations
are the most amplified by the linearized dynamics [76,77,87]. These fluctuations corre-
spond to the streamwise streaks that are ubiquitous in wall-bounded shear flows. The
large amplification of streaks is physically associated with the vortex-tilting (lift-up)
mechanism which arises from the non-normal coupling between dynamics of the wall-
normal velocity and vorticity fluctuations [74, 88]. This non-normal coupling is also
responsible for the pseudo-resonance phenomenon [75, 89] where large amplification of
harmonic disturbances that are not associated with eigenvalues of the linearized model
is obtained. On the other hand, the least stable modes of the uncontrolled flow (i.e., the
Tollmien-Schlichting (TS) waves) are much less amplified than the streamwise streaks.
This highlights the importance of amplification of the streamwise constant fluctuations
in the early stages of transition. Therefore, a control strategy that is capable of reduc-
ing the receptivity of streamwise streaks to stochastic disturbances represents a viable
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approach for controlling the onset of turbulence.
4.4.1 Receptivity of the controlled flows
For the controlled flows, we consider three state-feedback gains: (a) the centralized
gains determined by (4.12); (b) the truncated gains obtained by enforcing the structural
constraints by spatial truncation of the centralized feedback gains; and (c) the optimal
localized gain F that is designed using the method presented in § 4.3.1. For the truncated
and localized controllers, we consider the case where each actuator uses information from
only its nearest neighbors (for an illustration, see figure 4.2).
Figure 4.3 compares the energy amplification of the controlled flows with Rc = 2000
and the flow with no control for different horizontal wavenumbers. The optimal central-
ized controller significantly reduces flow receptivity for all wavenumbers. Compared to
the flow with no control, 89% reduction in amplification of the most energetic structures
(i.e., streaks) is achieved (cf. peak values in figure 4.3(a)).
Next, we look at the flows that are controlled by the truncated centralized and
optimal localized feedback gains. Figures 4.3(b) and 4.3(c) illustrate that truncated
centralized gains introduce instability at small streamwise wavenumbers. The numerical
simulations of § 4.4.2 confirm that the flow controlled with these gains diverges from
the laminar profile and becomes turbulent. In addition, for the stable wavenumbers,
figure 4.3 shows that the variance amplification of the truncated centralized controller is
much larger than that of the centralized controller. This justifies the need for designing
optimal localized controllers that satisfy the structural constraints and exhibit similar
performance to that of the centralized controller.
In order to obtain the optimal localized gains, we have used the truncated centralized
gains to initialize the iterative scheme described in § 4.3.1. Although the truncated gains
are not stabilizing, it turns out that the initial gradient direction can be used to obtain
stabilizing structured gains. We are currently also developing algorithms based on the
augmented Lagrangian method [81] that does not require stabilizing gains for the initial
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(a) (b)
(c) (d)
Figure 4.3: Energy density of the velocity fluctuations E(kn) for the uncontrolled flow
with Rc = 2000 (◦), optimal centralized (), truncated centralized (O), and optimal
localized () controllers for (a) km = 0; (b) km = 0.5; (c) km = 1; and (d) km = 1.5.
The truncated controller is unstable for km = {0.5, 1} and kn = {0, 1} and the energy
density is not defined for any combination of these wavenumbers. Note: The energy
density is computed at the discrete set of wavenumbers kn and km (symbols) and the
lines are plotted for visual aid.
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(a) (b)
Figure 4.4: (a) Energy of the velocity fluctuations E(t); and (b) skin-friction drag
coefficient Cf (t) for the flow with no control (◦) and optimal centralized (), truncated
centralized (O), and optimal localized () controllers. The results are obtained using
DNS with Rc = 2000.
iteration.
Figure 4.3 shows that the optimal localized gains maintain stability for all wavenum-
bers. In addition, the variance amplification of the localized controller is similar to that
of the centralized controller. In particular, figure 4.3(a) shows that amplification of
the most energetic modes is almost the same for optimal localized and centralized con-
trollers. Therefore, the properly designed localized controller is a good candidate for
controlling the onset of turbulence, as verified in direct numerical simulations of § 4.4.2.
4.4.2 Direct numerical simulations
Using the numerical method described in Chapter 2, we simulate a channel flow with
Rc = 2000 that is driven by a constant pressure gradient and is subject to actuation
in the form of blowing and suction at the walls. This value of Rc is smaller than the
Reynolds number at which linear instability occurs (Rc = 5772) and larger than the
value for which transition usually takes place in experiments and DNS (Rc ≈ 1000).
The fully nonlinear NS equations are discretized with spectral accuracy using Fourier
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modes in horizontal directions and Chebyshev polynomials in y, as described in § 4.2.2.
The lengths of the computational box in units of the channel half height δ are Lx = 4pi
and Lz = 2pi, with Nx × Ny × Nz = 52 × 97 × 42 points in x, y, and z directions
(after dealiasing in x and z). In our study, 42 collocation points in y were enough for
computing convergent feedback gains. These gains are then interpolated and scaled to
determine the feedback gains for 97 Chebyshev collocation points.
The flow is initialized with a perturbation that is capable of driving the uncontrolled
flow to turbulence. For the optimal centralized, truncated optimal centralized, and
optimal localized feedback gains, we evaluate the energy of velocity fluctuations E(t)
around the laminar parabolic profile and the skin-friction drag coefficient Cf (t).
Figure 4.4(a) shows E(t) for the controlled flows and the flow with no control.
Compared to its initial value, the energy of 3D fluctuations in the uncontrolled flow is
increased by approximately two orders of magnitude, resulting in divergence from the
laminar parabolic profile. On the other hand, the optimal centralized controller pro-
vides decay of fluctuations’ energy to zero after a small transient growth. Our results
agree with the study of [79] where it was shown that the optimal centralized controller is
capable of preventing transition. The truncated centralized controller introduces faster
growth of E(t) relative to the flow with no control, thereby promoting divergence from
the laminar flow. On the other hand, figure 4.4(a) shows that the optimal localized con-
troller is capable of maintaining the laminar flow by providing performance comparable
to that of the optimal centralized controller.
Figure 4.4(b) shows the skin-friction drag coefficient Cf (t). We see that the drag
coefficients of the optimal centralized and localized controllers are equal to 4.5 × 10−3
which corresponds to the drag coefficient of the laminar flow. On the other hand, the
drag coefficient of the uncontrolled flow is 10−2 which is a clear indicator of a fully
developed turbulent flow. The drag coefficient of the truncated centralized controller is
approximately 7.5×10−3. This suggests that although the truncated gains cannot main-
tain the laminar flow, they achieve 16% reduction in drag relative to the uncontrolled
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turbulent flow.
4.5 Concluding remarks
We consider design of optimal localized flow controllers for preventing transition to tur-
bulence. We formulate an optimal control problem for minimizing the flow receptivity
and control effort. In addition, structural constraints are imposed on the feedback gains
such that only the gains that are associated with the nearest neighbors are nonzero.
This problem is solved using recently developed techniques for optimal design of state-
feedback controllers with structural constraints. We show that spatial truncation of
the optimal centralized gains can introduce flow instability. Therefore, the truncated
feedback gains may not be suitable for controlling transition and they may even pro-
mote turbulence in the situations where the uncontrolled flow stays laminar. On the
other hand, we demonstrate that the optimal localized controller can exhibit receptiv-
ity reduction similar to that of the optimal centralized controller. Furthermore, our
simulations of the nonlinear flow dynamics show that transition can be prevented using
optimal localized gains.
Chapter 5
Dynamics of the roll and streak
structure in transition and
turbulence
The prominence of streamwise elongated structures in wall-bounded shear flow turbu-
lence previously motivated turbulence investigations using streamwise constant (2D/3C)
and streamwise averaged (SSST) models. Results obtained using these models imply
that the statistical mean turbulent state is in large part determined by streamwise con-
stant structures, particularly the well studied roll and streak. In this work the role of
streamwise structures in transition and turbulence is further examined by comparing
theoretical predictions of roll/streak dynamics made using 2D/3C and SSST models
with direct numerical simulations (DNS). The results confirm that the 2D/3C model
accurately obtains the turbulent mean velocity profile despite the fact that it only in-
cludes one-way coupling from the cross-stream perturbations to the mean flow. The
SSST system augments the 2D/3C model through the addition of feedback from this
streamwise constant mean flow to the dynamics of streamwise varying perturbations.
With this additional feedback, the SSST system supports a perturbation/mean flow
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interaction instability leading to a bifurcation from the laminar mean flow to a self-
sustaining turbulent state. Once in this self-sustaining state the SSST collapses to a
minimal representation of turbulence in which a single streamwise perturbation interacts
with the mean flow. Comparisons of DNS data with simulations of this self-sustaining
state demonstrate that this minimal representation of turbulence produces accurate
statistics for both the mean flow and the perturbations. These results suggest that
SSST captures fundamental aspects of the mechanisms underlying transition to and
maintenance of turbulence in wall-bounded shear flows.
5.1 Introduction
The dynamical significance of streamwise elongated structures in wall-turbulence is sup-
ported by a growing body of work pointing to their central role in both transition to
turbulence [77,90,91] and maintenance of a turbulent flow [92–94]. Streamwise coherent
“roll cells” associated with streamwise elongated regions of low and high streamwise mo-
mentum have been observed in both Direct Numerical Simulations (DNS) of turbulent
channel flow [11] as well as in boundary layer and pipe flow experiments [95–98]. These
so-called streak structures are of great interest because they account for a substantial
portion of the turbulent kinetic energy [96,98,99] and have been shown to modulate the
activity of near-wall structures [99,100].
The importance of these streamwise coherent structures previously motivated the
use of a streamwise constant (so-called 2D/3C) model for plane Couette flow, which was
shown to accurately simulate the mean turbulent velocity profile [101]. A more com-
prehensive model can be obtained by including feedback from the streamwise constant
mean flow to the dynamics of the perturbation field. A recent parameterization of this
feedback was incorporated in a Stochastic Structural Stability Theory (SSST) model
using a second order closure [102].
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In both the 2D/3C and SSST models the flow field is decomposed into a stream-
wise constant mean flow and a streamwise varying perturbation field but they differ in
their parameterizations of the perturbations. In the 2D/3C model, stochastically forced
streamwise roll structures produce Reynolds stresses that drive the mean flow. The
SSST model uses a three dimensional stochastic turbulence model (STM) along with
an ensembling assumption to parameterize the perturbation dynamics. The associated
Reynolds stresses force the streamwise roll structures and drive the mean flow, which is
then used in the STM to evolve a consistent perturbation field. With these additions to
the basic 2D/3C system, the SSST model produces both the mean turbulent velocity
profile and the quadratic turbulence statistics. In addition, the inclusion of streamwise
varying components and the feedback mechanisms associated with them enables the
SSST system to capture both transition to turbulence and the self-sustaining process
(SSP) that maintains the turbulent state [102].
The success of these models in simulating turbulence statistics has implications for
understanding the dynamics of turbulent flows. The 2D/3C model suggests that turbu-
lence statistics are fundamentally determined by the streamwise invariant dynamics of
the roll structure. The SSST model supports this notion and also implies that transition
is instigated through an interaction instability. It further suggests that turbulence is
maintained by an essentially non-normal, parametric, quasi-linear interaction instabil-
ity regulated by a quasi-linear feedback process that determines the statistical mean
state. In the current work, we test the validity of the mechanisms suggested by these
models by comparing 2D/3C and SSST based simulations to DNS data. We begin by
deriving a so-called quasi-linear (QL) numerical approximation of the SSST model from
the Navier Stokes equations. The 2D/3C model is shown to be a simplification of the
QL. We then discuss the underlying theory of these models and derive the full SSST
dynamics. Finally, we compare results predicted by SSST (obtained from simulations
of QL) and 2D/3C simulations to DNS data.
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5.2 Modeling framework
Consider an incompressible unit density fluid in a channel and decompose the velocity
fields as ~utot = ~u+ ~U , where the streamwise constant mean flow variables are denoted by
uppercase letters and variables associated with perturbations from this mean flow are
denoted by lowercase letters. Throughout this paper, streamwise averaged, spanwise
averaged and ensemble averaged quantities are respectively denoted by an overbar,
·, square brackets, [·] and angled brackets, 〈·〉. Using these notations, the equations
governing the mean flow and the perturbation fields are
~ut + ~U · ∇~u + ~u · ∇~U + ∇p − ∆~u/R = −
(
~u · ∇~u − ~u · ∇~u) + ~ (5.1a)
~Ut + ~U · ∇~U + ∇P − ∆~U /R = −~u · ∇~u, (5.1b)
∇ · ~u = 0, ∇ · ~U = 0, (5.1c)
where the Reynolds number, R, is the only explicit parameter. The term ~ in (5.1a)
represents an externally imposed stochastic forcing. In a DNS this ~ typically represents
the initial condition required to instigate transition to turbulence. In the current work
it represents a small finite time stochastic disturbance that is used in a similar manner.
In what follows, we refer to the system (5.1) as the NL system.
We first simplify (5.1) by stochastically parameterizing both the perturbation –
perturbation nonlinearity (~u · ∇~u − ~u · ∇~u) and the external excitation in equation
(5.1a) to obtain
~ut + ~U · ∇~u + ~u · ∇~U + ∇p − ∆~u/R = ~e (5.2a)
~Ut + ~U · ∇~U + ∇P − ∆~U /R = −~u · ∇~u, (5.2b)
where ~e is a stochastic forcing to be specified. This is a nonlinear system where the
first equation (5.2a) captures interactions between the streamwise constant mean flow
~U and the streamwise varying perturbations ~u. The mean flow equation (5.2b) is driven
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by the streamwise constant component of the Reynolds stresses, ~u · ∇~u. Hereafter, the
equations (5.2) will be referred to as the QL system.
The mean flow considered here consists of streamwise, U , wall-normal, V , and span-
wise, W , velocity components. The nondivergence of this velocity field can be enforced
by defining a stream function Ψ that satisfies V = −Ψz, W = Ψy. For non-zero V and
W the mean flow has a roll structure, with mean streamwise vorticity Ωx = ∆1Ψ, where
∆1 ≡ ∂2xx + ∂2zz. The deviation of the streamwise velocity U(y, z, t) from its spanwise
average [U ](y, t) defines the streak velocity Us(y, z, t). In terms of the streamwise mean
velocity U and the stream function Ψ the mean equation (5.2b) takes the form
Ut − UyΨz + UzΨy − ∆1U/R = Fx, (5.3a)
∆1Ψt − (∂yy − ∂zz) ΨyΨz + ∂yz
(
Ψ2y − Ψ2z
) − ∆1∆1Ψ/R = Fyz, (5.3b)
Fx = −∂yuv − ∂zuw, Fyz = − (∂yy − ∂zz) vw − ∂yz
(
w2 − v2
)
. (5.3c)
The streamwise mean velocity, U , in (5.3a) is forced by the Reynolds stress divergence
F x, which is obtained from (5.2a) and by UyΨz − UzΨy, the first part of which is
the familiar lift-up mechanism. The Reynolds stress term in (5.3b), F yz, provides the
streamwise roll forcing by generating streamwise mean vorticity, Ωx = ∆1Ψ. The mean
velocities can only advect Ωx, via the term −(∂yy − ∂zz)ΨyΨz + ∂yz(Ψ2y −Ψ2z).
A minimal 2D/3C representation of (5.3) is obtained by setting F x = 0 in (5.3a)
and parameterizing F yz in (5.3b) as a stochastic excitation as follows:
Ut − UyΨz + UzΨy − ∆1U/R = 0, (5.4a)
∆1Ψt − (∂yy − ∂zz) ΨyΨz + ∂yz
(
Ψ2y − Ψ2z
) − ∆1∆1Ψ/R = FL(y, z, t). (5.4b)
In the simulations described in Section 5.6, the stochastic excitation FL(y, z, t) in (5.4b)
is generated by the Reynolds stresses obtained by stochastically forcing the perturbation
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Perturbation 
Dynamics 
1 2 
Mean flow 
Dynamics 
Figure 5.1: In both the 2D/3C (5.4) and QL (5.2) (and its associated ensemble mean
SSST model) the perturbations (~u) influence the dynamics of the mean flow (~U). This
coupling is denoted pathway (1) in the block diagram. The SSST model augments the
2D/3C formulation with feedback from the mean flow to the perturbation dynamics,
which is illustrated through pathway (2).
dynamics linearized about a laminar Couette flow. A similar stochastic forcing is used
to force the perturbation field in the QL simulations, except that the Reynolds stresses
arise from linearizing about the time dependent mean flow ~U .
Figure 5.1 illustrates the nonlinear interactions between the mean flow and pertur-
bation dynamics that is captured by the 2D/3C and QL models. Both of these models
include pathway (1) in which the perturbations (~u) influence the dynamics of the mean
flow (~U). However, the QL (and its associated ensemble mean SSST model) also includes
the feedback pathway (2), from the mean flow to the perturbation dynamics.
5.3 Relation of 2D/3C and QL to SSST
The QL and the 2D/3C models are stochastic dynamical systems. Theoretical under-
standing of the behavior of these systems is facilitated by considering the dynamics of
the associated ensemble mean systems. The ensemble mean dynamical system associ-
ated with QL is the SSST system, which is given explicitly by equation (5.7) below. The
SSST system comprises the streamwise mean flow dynamics coupled to the second order
covariances of the flow fields obtained using a stochastic turbulence model. The SSST
is preferred for theoretical investigations because it is a second order closure in which
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quadratic perturbation quantities are directly computed in terms of the perturbation
covariance, which is the perturbation variable in SSST.
An analytically and computationally powerful simplification used in the derivation of
the SSST system is to equate the ensemble means of second order perturbation statistics
with the streamwise average of these quantities. In this way, the ensemble mean of a
Reynolds stress can be assumed to be equal to the streamwise mean of that Reynolds
stress.
We write the stochastically forced perturbation equation (5.2a) concisely as
∂tφ = Aφ + e, (5.5)
is the dynamical operator linearized about the instantaneous mean flow ~U . The operator
A governs the evolution of the perturbation state φ. If we define the covariance of the
perturbation fields between coordinate point a and b as C(a, b) =< φ(a)φ(b) > where
φ(a) is any perturbation state at point a (similarly for b), and multiply the perturbation
equations (5.5) at locations a and b with φ(b) and φ(a) respectively we obtain the
following ensemble mean covariance equation
∂tC (a, b) = (A(a) + A(b))C (a, b) + Q(a, b), (5.6)
Here, Q(a, b) is the spatial covariance of the forcing, defined as: < e(a, t1)e(b, t2) >:=
δ (t1 − t2)Q(a, b). The spatial covariance of this forcing will be assumed to be homo-
geneous. The operator A(a) acts only on the φ(a) component of C (a, b) and similarly
A(b) acts only on the φ(b) component.
With this notation, all of the Reynolds stress terms in (5.3c) can be expressed in
terms of C . For example,
∂y < uv > = ∂y 〈u(a)v(b)〉|a=b =
(
∂y(a) + ∂y(b)
)
Cuv(a, b)
∣∣
a=b
,
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where Cuv(a, b) =< u(a)v(b) >. In this way we obtain the autonomous and deterministic
SSST system that governs the evolution of the mean flow (U,Ψ) and the perturbation
field expressed in terms of its covariance field C . The SSST system is then
∂tC (a, b) = (A(a) + A(b))C (a, b) + Q(a, b) (5.7a)
Ut − UyΨz + UzΨy − ∆1U/R = 〈Fx〉 (5.7b)
∆1Ψt − (∂yy − ∂zz) ΨyΨz + ∂yz
(
Ψ2y − Ψ2z
) − ∆1∆1Ψ/R = 〈Fyz〉 . (5.7c)
The corresponding ensemble mean Reynolds stress divergences are obtained from the
perturbation covariance as
〈Fx〉 = −
[(
∂y(a) + ∂y(b)
)
Cuv(a, b) +
(
∂z(a) + ∂z(b)
)
Cuw(a, b)
]
a=b
(5.8a)
〈Fyz〉 = −
[((
∂y(a) + ∂y(b)
)2 − (∂z(a) + ∂z(b))2)Cvw(a, b)]
a,b
− [(∂y(a) + ∂y(b)) (∂z(a) + ∂z(b)) (Cww(a, b) − Cvv(a, b))]a=b (5.8b)
The counterpart of the SSST system in this work is the QL model (5.3). The
QL also employs a stochastic parameterization of perturbation-perturbation interaction
and exploits the streamwise mean flow and perturbation decomposition to obtain quasi-
linear dynamics. However, in QL the perturbation covariance is not solved for directly
and no large ensemble approximation is made.
The advantage of QL is that it can be directly simulated in a manner that is com-
putationally feasible for large systems, through a restriction of a DNS code to the QL
dynamics of (5.3). The SSST model, which has the perturbation covariance as a variable,
has dimension O(N2) for a system of dimension O(N) and is only directly integrable
for low order systems. In this work we compare predictions based on previous low order
simulations of the SSST [102] to a higher order QL simulation, a 2D/3C model and
DNS data.
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5.4 Analysis of the models and prior results
We study Couette flow and define the Reynolds number R based on the wall veloc-
ities ±Uc and the channel half width h. In the absence of forcing both the 2D/3C
model (5.4) and the SSST model (5.7) admit the laminar Couette flow as an equilib-
rium. This solution is globally stable for the unforced 2D/3C model [103], which implies
that this system will return to the laminar Couette flow if the forcing is removed. A
stochastically forced 2D/3C model captures the turbulent mean flow profile, as shown
in Figure 5.2. The mechanisms underlying maintenance of this mean flow profile are
further described in [103]. Although the 2D/3C model captures the basic dynamics of
the interaction between rolls and the mean turbulent velocity profile, it does not include
the feedback from the mean flow to the perturbation dynamics (as seen in Figure 5.1).
As described below, this feedback is critical for capturing the mechanism of transition
and the establishment of the self-sustaining process that maintains the turbulent state.
At fixed R and with sufficiently small values of forcing, the SSST model has a glob-
ally stable equilibrium state with a streamwise mean component that varies only in the
wall-normal direction (i.e. there is no roll or streak). As the forcing increases, this
equilibrium bifurcates and at sufficiently high forcing a saddle-node bifurcation occurs.
At this point the SSST flow becomes time dependent and has the mean structure and
perturbation statistics of fully turbulent Couette flow. As described in [102], transition
to turbulence in SSST is associated with this perturbation/mean flow interaction in-
stability. During transition to the time-dependent SSST state, evolution under SSST
produces the familiar overshoot of flow quantities that occurs before the flow settles
onto the turbulent attractor. After transition to turbulence the forcing can be removed
and the turbulence self-sustains, with little change in the turbulence statistics. In the
absence of forcing the SSST perturbation covariance in minimal channel flow collapses
to rank 1 with the perturbation field becoming asymptotically confined to a single
streamwise component. The SSST framework therefore suggests that the interaction of
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Figure 5.2: Turbulent mean velocity profiles (based on a streamwise, spanwise and time
averages) obtained from DNS with the Lx = 4pi channel (solid line), the QL model (line
with an x marker) and the 2D/3C model (dashed line), all at R=1000. The forcing f
in the 2D/3C model is 0.065. There is no forcing applied to the DNS or QL during the
time interval used to generate the profile, (i.e. the QL is in the self-sustaining state).
a perturbation field at a single streamwise wave number with the mean flow provides a
minimal representation of turbulent Couette flow [102].
5.5 Numerical Approach
The numerical simulations in this paper are based on a spectral code developed by [104].
The time integration uses a third order multistep semi-implicit Adams-Bashforth/backward-
differentiation scheme that is detailed in [105]. The spatial derivatives employ Cheby-
shev polynomials in the wall-normal (y) direction and Fourier series expansions in the
streamwise (x) and spanwise (z) directions [106]. No-slip boundary conditions in the
wall-normal direction and periodic boundary conditions in the streamwise (x) and span-
wise (z) directions are imposed on the velocity fields. Aliasing errors from the evalua-
tion of the nonlinear terms are removed by the 3/2-rule when the horizontal FFTS are
computed, as detailed in [107]. A zero constant pressure gradient was imposed in all
simulations.
We employ two different computational boxes for the DNS. The lengths of the first
computational box in units of channel half height h are Lx = 4pi, y ∈ [−1, 1] and Lz = 4pi
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with Nx×Ny×Nz = 128×65×128 grid points in the x, y and z directions. The second
DNS box represents a minimal channel in the streamwise direction [92] with Lx = 1.2pi
and Nx = 64. In order to perform the QL and 2D/3C computations the DNS code was
respectively restricted to the dynamics of (5.2) and (5.4).
The stochastic forcing for all of the models was constructed by first creating inde-
pendent random excitations of the streamwise and wall-normal velocities. These were
used to derive the spanwise excitation that produces a divergence free flow. For the
Lx = 1.2pi simulations the stochastic forcing was designed to only excite the stream-
wise mode with a wave number of kx = 1.67, which is the largest streamwise harmonic
perturbation in the Lx = 1.2pi channel. The structure of the random excitations of the
streamwise and wall-normal momentum equations are given by
Ξ(x, y, z) = 2W (α, y)
Mz/2∑
n=−Mz/2
My∑
m=0
Re
(
amn e
2pii(x/Lx +nz/Lz)
)
Tm(y), (5.9)
where Tm(y) is the m
th Chebyshev polynomial. The number of modes excited in y and
z are My = (1/2)Ny and Mz = (2/3)Nz. We use a Tukey window function W (α, y) with
α = 0.4 in order to obtain smooth forcing realizations close to the walls. The coefficients
amn are complex random numbers that are normally distributed with zero mean and
variance 2. These numbers are regenerated every ∆T = 0.05. Within this time interval
the models are advanced using an adjustable step 4th order Runge-Kutta algorithm
that keeps the Courant-Friedrichs-Lewy (CFL) condition number between 0.05 and 0.2.
If the normalized forcing obtained from the random Ξ that satisfies ‖ ~F‖22 = 1 (i.e.
has a unit energy norm) is denoted by ~F , then the body force introduced every ∆T is
~F = f/
√
∆T ~F . We divide this forcing by √∆T so that its variance is independent
of ∆T . The parameter f controls the amplitude of the forcing and is an adjustable
parameter in the simulations.
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5.6 Results
In this section, we compare 2D/3C and QL simulations to DNS. Figure 5.2 demonstrates
a close correspondence between the mean velocity profiles resulting from 2D/3C, QL,
and DNS simulations. Further results obtained using the SSST and 2D/3C model were
previously reported in [101,102]. Here we focus on the roll and streak structure and the
dynamical properties of the flow field. All simulations in this section were conducted at
R = 1000.
Figure 5.3 compares QL, 2D/3C and DNS RMS streak,
√
U2s , roll,
√
V 2 +W 2, and
perturbation,
√
u2 + v2 + w2, velocities along with the square root of the change in
their energy from that of the laminar flow. Figure 5.3(d) shows that the RMS of the
change from the laminar velocity obtained in the QL simulation and the DNS are very
similar, whereas the 2D/3C produces slightly more energy. This additional energy is
primarily a result of the larger RMS streak velocity seen in figure 5.3(a). However, the
RMS perturbation velocity (
√
u2 + v2 + w2) in the 2D/3C simulation is less than that
of both the QL and DNS, as shown in figure 5.3(c). This result is consistent with the
fact that in the 2D/3C the streak is not regulated by feedback from the mean flow to
the perturbation field (pathway (2) in figure 5.1). This regulation corrects the streak in
the QL model to a value similar to that of the DNS.
The forcing in the QL simulation shown in figure 5.3 was stopped at t = 500, which
indicates that the behavior of the QL for t > 500, which is similar to that of the DNS, is
a result of the self-sustaining process (SSP) described in [102]. This behavior is further
explored in figure 5.4, which shows the time evolution of turbulent statistics obtained
by continuing the QL beyond t = 500 with the following three different levels of forcing:
f = 0, f = 0.04 and f = 0.1. The fact that the amount of forcing applied to the QL
after t = 500 had minimal effect on the turbulence seen in figure 5.4 indicates that the
turbulent state in the self-sustaining regime is tightly regulated by the two-way coupling
in the QL.
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Figure 5.3: Roll, streak and perturbation development during transition and turbu-
lence at R = 1000.Shown are (a) RMS streak velocity
√
U2s , (b) RMS roll velocity√
V 2 +W 2,(c) RMS perturbation velocity
√
u2 + v2 + w2, and (d) RMS velocity de-
parture from the laminar flow. All figures show DNS for boxes with Lx = 1.2pi (solid
line) and Lx = 4pi (cross-marker with line), QL forced with f = 0.04 at kx = 1.67
(dash-dot line) and the 2D/3C with f = 0.04 (dashed line). The perturbation forcing
of the QL simulation was stopped at t = 500 demonstrating that after transition, the
QL self-sustains.
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Figure 5.4: The self sustaining state in the QL simulation. In all plots the QL was
forced with amplitude f = 0.04 until t = 500. At t = 500 the same QL was was evolved
under no forcing f = 0 (solid), with f = 0.04 (dashed) and with f = 0.1 (dashed-
dot). Shown are: the RMS perturbation velocity
√
u2 + v2 + w2 (left) and the RMS
roll velocity
√
V 2 +W 2 (right). This shows that after the QL enters the self sustaining
state, the statistics are independent of f . When the QL is on this turbulent attractor
the dynamics are strongly regulated by the interaction between the perturbations and
the roll/streak structure.
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Figure 5.5: Initial development of the roll and streak structure during transition to
turbulence at R = 1000. Shown are the RMS values of (a) the streak velocity
√
U2s and
(b) the roll velocity
√
(V 2 +W 2) for DNS (solid line), QL (dashed-dot), 2D/3C (dashed
line). All simulations were initialized from a laminar state. A stochastic perturbation
forcing with amplitude f = 0.04 was introduced to instigate transition. This figure
shows that the QL and DNS exhibit exponential growth of the roll/streak structure
in accordance with the roll/streak instability predicted by SSST with the predicted
overshoot and subsequent establishment of the feedback regulated turbulent state. The
2D/3C produces continued algebraic growth of the roll/streak structure because of the
lack of feedback from the mean flow to the perturbations, pathway (2) in figure 5.1.
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Figures 5.5(a) and 5.5(b) show details of roll and streak development during tran-
sition and establishment of the turbulent state for DNS, QL and 2D/3C. Here, the
effect of feedback from the mean flow to the perturbations (pathway (2) in figure 5.1)
is quite evident. Lack of this feedback in 2D/3C results in the streak continuing to
grow after the transient growth phase. In QL and DNS, the magnitude of the streak
is reduced through a combination of perturbation Reynolds stress induced dissipation
and modification to the roll forcing based on feedback from the mean flow. Another
feature of figure 5.5 is the prominent initial overshoot of roll and streak energy that
occurs just prior to the establishment of a statistically steady turbulent state in the
QL and DNS. This overshoot is associated with the perturbation/mean flow structural
instability described in [102]. The exponential growth of this instability is intercepted
by nonlinear feedback dynamics that regulate the unstable growth and establishes the
statistically steady turbulent state. This agrees with the dynamics predicted by the
low order minimal channel simulation of SSST shown in figure 24 of [102] and serves to
validate the SSST theory first introduced in that work.
Figure 5.6 shows contour plots of the U velocity field superimposed with the V , W
vector fields at a single time snapshot for the kx = 0 (zero streamwise wave number)
mode of the DNS (with a minimal streamwise channel Lx = 1.2pi), the QL and the
2D/3C. A minimal channel was used in order to minimize any smoothing effects resulting
from the implied streamwise averaging associated with the kx = 0 mode of the DNS.
For comparison, figure 5.7 shows the same plot obtained from a DNS run in the longer
channel (with Lx = 4pi), where the affects of this averaging are much more evident. The
qualitative features of the roll and streak structures depicted in figures 5.6 and 5.7 are
remarkably similar for all of the models discussed.
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Figure 5.6: A y-z plane cross-section of the flow at a single snapshot in time (a) the
kx = 0 mode of the DNS, (b) the QL, and (c) the 2D/3C simulations, all at R = 1000.
All panels show contours of the streamwise component of the mean flow U with the
velocity vectors of (V,W ) superimposed. The QL is self-sustaining (f = 0), and the
2D3C is forced with an amplitude f = 0.065.
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Figure 5.7: A kx = 0 snapshot of the DNS with the longer (Lx = 4pi) channel showing
contours of the streamwise velocity field U with the velocity vectors of (V,W ) superim-
posed. The averaging effect caused by the longer channel is clearly evident in the more
regularized features versus the plots in figure 5.6
5.7 Concluding remarks
The 2D/3C model captures the dynamics of the interactions between the roll structures
and the mean flow. It provides accurate statistics for the turbulent mean flow when
stochastically forced at the appropriate amplitude. This result implies that the primary
mechanism determining the structure of the turbulent mean flow is streamwise constant.
One implication of this conclusion is that the mechanism producing the mean flow can be
isolated from the mechanism maintaining the turbulent state and analyzed separately.
However, understanding how the roll and streak structure is maintained in a statistical
steady state requires a model that also includes feedback from the streamwise constant
mean flow to the streamwise varying perturbation dynamics. The addition of this
feedback is accomplished in the SSST formulation by means of a second order closure.
The additional feedback mechanism in the SSST model allows it to capture the dynamics
of transition to turbulence as well as the self sustaining process that maintains the
turbulent state. In this work we tested the predictions of both the 2D/3C and the
SSST model by comparing them to DNS data. The SSST was simulated by imposing
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the dynamical restrictions of SSST on a DNS code to emulate the SSST dynamics via a
QL model. The results demonstrated good agreement between the 2D/3C, QL and DNS
in the structure of the mean flow and mean perturbation statistics. The SSST based
predictions for the behavior of the roll and streak structures during transition and the
development of a self sustaining state was also verified by comparing the QL to DNS.
These results imply that fundamental aspects of the dynamics of turbulence in plane
Couette flow are streamwise constant (i.e. captured by the 2D/3C model). Also, further
aspects, including transition and mechanisms associated with the self-sustaining process
maintaining turbulence are contained in the extension to SSST. Moreover, because these
dynamics are accurately captured by a maximally simple model that is dominated by
one streamwise wave number interacting with the time-dependent streamwise mean flow,
the results suggest that SSST provides a computationally tractable model system for
further study of the dynamics of shear flow turbulence.
Part II
Dynamics of transitional and
turbulent channel flows of
viscoelastic fluids
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Chapter 6
Worst-case amplification of
disturbances in inertialess
Couette flows of viscoelastic fluids
In this chapter, amplification of deterministic disturbances in inertialess shear-driven
channel flows of viscoelastic fluids is examined by analyzing the frequency responses
from spatio-temporal body forces to the velocity and polymer stress fluctuations. In
strongly elastic flows, we show that disturbances with large streamwise length scales
may be significantly amplified even in the absence of inertia. For fluctuations without
streamwise variations, we derive explicit analytical expressions for the dependence of
the worst-case amplification (from different forcing to different velocity and polymer
stress components) on the Weissenberg number (We), the maximum extensibility of
the polymer chains (L), the viscosity ratio, and the spanwise wavenumber. For the
Oldroyd-B model, the amplification of the most energetic components of velocity and
polymer stress fields scales as We2 and We4. On the other hand, finite extensibility of
polymer molecules limits the largest achievable amplification even in flows with infinitely
large Weissenberg numbers: in the presence of wall-normal and spanwise forces the
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amplification of the streamwise velocity and polymer stress fluctuations is bounded by
quadratic and quartic functions of L. This high amplification signals low robustness to
modeling imperfections of inertialess channel flows of viscoelastic fluids. The underlying
physical mechanism involves interactions of polymer stress fluctuations with a base
shear, and it represents a close analog of the lift-up mechanism that initiates a bypass
transition in inertial flows of Newtonian fluids.
6.1 Introduction
Newtonian fluids transition to turbulence under the influence of inertia. In stark con-
trast, recent experiments have shown that flows of viscoelastic fluids may undergo a
transition to a time-dependent disordered flow state and become turbulent even when
inertial forces are considerably weaker than viscous forces [5,9,18,108]. Since viscoelas-
tic fluid flows are often encountered in commercially important settings, understanding
transition to elastic turbulence in such flows is important from both fundamental and
technological standpoints. In polymer processing, for example, elastic turbulence is not
desirable because it compromises quality of the final product [10]. But in microfluidic
devices elastic turbulence can help promote transport, thereby improving the quality of
mixing [6, 109].
Transition in the experiments of Groisman & Steinberg [5, 18] is thought to be
initiated by the occurrence of a linear instability that arises from the presence of
curved streamlines [10, 110]. However, the question of whether and how transition
can occur in channel flows of viscoelastic fluids with straight streamlines remains wide
open. Standard modal stability analysis of the upper convected Maxwell and Oldroyd-
B constitutive equations shows that these flows are linearly stable when inertial ef-
fects are negligible; yet, they exhibit complex dynamical responses in strongly elastic
regimes [19–21, 111]. Thus, if an inertialess transition can indeed be described using
such basic constitutive models, it would likely involve finite-amplitude disturbances
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that would trigger nonlinear effects [112, 113]. However, the lack of a modal instability
does not rule out the possibility that the early stages of transition can be described by
the linearized equations. If non-modal growth is present, initially small-amplitude dis-
turbances could grow to a finite amplitude at intermediate times before decaying at long
times. For sufficiently large disturbance amplitudes the flow could enter a regime where
nonlinear interactions are no longer negligible. This can induce secondary amplification
and instability of the flow structures that are selected by the linearized dynamics and
promote eventual transition to elastic turbulence.
Hoda, Jovanovic´ & Kumar [114, 115] recently employed tools from linear systems
theory to study the amplification of stochastic spatio-temporal body forces in plane
Couette and Poiseuille flows of viscoelastic fluids with nonzero Reynolds numbers. In
strongly elastic flows, the results of Hoda et al. [114,115] indicate that significant ampli-
fication of streamwise-constant velocity fluctuations can occur even when inertial forces
are weak. As in Newtonian fluids, this amplification is caused by non-normality of the
underlying operators and it cannot be predicted via standard linear stability analy-
sis. Furthermore, recent work of Jovanovic´ & Kumar [116, 117] shows that this large
amplification arises from the interactions between the polymer stress fluctuations in
the wall-normal/spanwise plane with the base shear. Through these interactions weak
streamwise vortices induce a viscoelastic analogue of the lift-up mechanism which is
responsible for the creation of alternating regions of high and low streamwise velocities
(relative to the mean flow). Jovanovic´ & Kumar [116,117] demonstrated significant con-
ceptual similarities between this purely elastic mechanism and the well-known inertial
vortex tilting mechanism that initiates a bypass transition in shear flows of Newtonian
fluids.
Despite this recent progress, analytical results that quantify influence of finite ex-
tensibility of polymer molecules on the amplification of disturbances in channel flows
of viscoelastic fluids without inertia are still lacking. Such results may provide physical
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insight into the early stages of transition and help benchmark direct numerical simula-
tions. Analogous results have been extremely helpful in understanding the early stages
of transition to turbulence in wall-bounded shear flows of Newtonian fluids [75,77,87,89].
It is worth noting that the problem of determining the amplification of white-in-
time stochastic forcing is ill-posed when inertia is completely absent. This restricts the
results of Hoda et al. [114, 115] to cases where the flow has finite inertia. Jovanovic´
& Kumar [117] used singular perturbation methods to identify the spatial structure
of velocity and polymer stress fluctuations that exhibit the highest amplification in
stochastically forced weakly inertial channel flows of viscoelastic fluids. As the influence
of inertial forces vanishes, it was demonstrated that the velocity fluctuations become
white-in-time, thereby exhibiting infinite variance. Furthermore, Hoda et al. [114, 115]
and Jovanovic´ & Kumar [116,117] employed the Oldroyd-B constitutive model to inves-
tigate energy amplification of velocity and polymer stress fluctuations. However, since
the Oldroyd-B model allows the polymers to stretch indefinitely, examining the role of
finite extensibility of polymer molecules on the amplification of disturbances remains
an open question.
In the present work, we address these issues by examining the worst-case amplifi-
cation of deterministic disturbances in inertialess (i.e., creeping) shear-driven channel
flows of viscoelastic fluids. We consider spatially distributed and temporally varying
forcing that is purely harmonic in the horizontal directions and time, and deterministic
in the wall-normal direction. The motivation for studying creeping flows arises from the
observation that viscoelastic fluids can become turbulent even in low inertial regimes,
i.e., at small Reynolds number [5,10]. Furthermore, the present analysis uses the finitely
extensible nonlinear elastic Chilcott-Rallison (FENE-CR) model [118], which captures
the finite extensibility of the polymer molecules. It is well-known that, for infinitely
extensible polymers, the FENE-CR model simplifies to the Oldroyd-B model.
With our approach, we show that velocity and polymer stress fluctuations can ex-
hibit significant amplification and that the most energetic flow structures have large
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streamwise length scales. In the absence of streamwise variations, we derive explicit ex-
pressions for the worst-case amplification from different components of the forcing field
to different components of velocity and polymer stress fluctuations. For the Oldroyd-B
model, the wall-normal and spanwise forces induce amplification of the streamwise com-
ponents of velocity and polymer stress fields that scales quadratically and quarticly with
the Weissenberg number. On the other hand, we demonstrate that finite extensibility
of the polymer molecules saturates the largest achievable amplification even for flows
with infinitely large Weissenberg numbers. The functions that bound the worst-case
amplification of the velocity and polymer stress fluctuations scale quadratically and
quarticly with the largest extensibility of the polymer molecules. We also identify the
viscoelastic analogue of the well-known inertial lift-up mechanism as the primary driv-
ing force for high flow sensitivity; the underlying mechanism arises from interactions of
polymer stress fluctuations with a base shear and it is facilitated by spanwise variations
in flow fluctuations [117]. This non-modal amplification may provide a route by which
infinitesimal disturbances can grow to finite amplitude and perhaps trigger a transition
to elastic turbulence in channel flows of viscoelastic fluids.
To facilitate development of explicit analytical expressions for worst-case amplifica-
tion of velocity and polymer stress fluctuations, we restrict our study to an inertialess
shear-driven channel (Couette) flow of FENE-CR fluids. Even though the current anal-
ysis can be readily applied to the FENE-P model and to a pressure-driven channel
(Poiseuille) flow, more complicated base state removes algebraic convenience encoun-
tered in Couette flow of FENE-CR fluids. We note that all physical mechanisms iden-
tified here remain at play in inertialess Poiseuille flow of both FENE-CR and FENE-P
fluids.
The rest of this chapter is organized as follows: in Section 6.2, we use a simple exam-
ple to illustrate how techniques from control theory can be used to quantify amplification
of disturbances and robustness to modeling imperfections. In Section 6.3, we describe
the governing equations for inertialess channel flows of FENE-CR fluids, provide the
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evolution model, and briefly discuss the essential features of the frequency response
analysis. In Section 6.4, we examine the frequency responses of three-dimensional ve-
locity fluctuations in inertialess Couette of FENE-CR fluids. In Section 6.5, we provide
analytical expressions for the worst-case amplification from the forcing to velocity fluc-
tuations using a streamwise-constant linearized model. We also identify the spatial
structures of the dominant forcing and velocity components and demonstrate the im-
portance of the viscoelastic lift-up mechanism. In Section 6.6, we study the dynamics of
streamwise-constant polymer stress fluctuations. Finally, in Section 6.7, we summarize
the major contributions of this work and discuss future research directions.
6.2 The role of uncertainty: an illustrative example
In the course of addressing the issue of disturbance amplification, the present chapter
provides insight into the robustness of viscoelastic flow models. In this section, we briefly
summarize how the tools from control theory facilitate quantification of sensitivity and
robustness of a system to modeling imperfections via frequency response analysis. The
approach taken here is closely related to classical frequency response studies of systems
arising in physics and engineering. For example, in the design of operational amplifiers
it is well-known that caution must be exercised with models that show a low degree
of robustness because small modeling errors could cause otherwise stable dynamics to
become unstable. Similar ideas have found use in fluid mechanics, including the analysis
of the early stages of transition in shear flows of Newtonian fluids [89].
To fix ideas, let us begin with a simple system of two coupled first-order differential
equations  φ˙1
φ˙2
 =
 −λ1 0
R −λ2
 φ1
φ2
 +
 1
0
 d,
ϕ =
[
0 1
] φ1
φ2
 , (6.1)
where φ1 and φ2 are the states, d is the disturbance, and ϕ is the output. We assume
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Figure 6.1: Block diagrams of (a) system (6.1); and (b) system (6.1) connected in feed-
back with norm-bounded unstructured uncertainty Γ. Here, s ∈ C denotes the temporal
Laplace transform variable, and the transfer function, from d to ϕ, is determined by
H(s) = R/
(
(s+ λ1)(s+ λ2)
)
.
positivity of scalars λ1 and λ2, which guarantees modal stability of (6.1). Equivalently,
this system can be represented via its block-diagram in figure 6.1(a). Clearly, we have
a cascade connection of two stable first-order systems with parameter R determining
the strength of coupling between the two subsystems. For λ1 6= λ2 the solution of the
unforced problem, i.e. with d ≡ 0, is determined by
φ1(t) = e
−λ1tφ1(0),
φ2(t) = e
−λ2tφ2(0) +
R
λ2 − λ1
(
e−λ1t − e−λ2t)φ1(0). (6.2)
Thus, the initial conditions in φi create monotonically decaying responses of φi, with a
rate of decay determined by λi. In contrast, the response of φ2 arising from the initial
condition in φ1 is characterized by two competing exponentials, and it vanishes both for
t = 0 and for asymptotically large times. For finite times, however, transient growth,
directly proportional to the coupling coefficient R, is exhibited with the largest value of
transient response taking place at t = (1/(λ1 − λ2)) log (λ1/λ2). This transient growth
does not require the presence of near resonances (i.e., λ1 ≈ λ2) or modes with algebraic
growth (i.e., λ1 = λ2); it is instead caused by the non-normality of the dynamical
generator in (6.1).
We note that transient growth represents one particular manifestation of the non-
normality of the dynamical generator in the above example (see [61] for a comprehensive
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Figure 6.2: Block diagram of a system connected in feedback with norm-bounded un-
structured uncertainty Γ.
treatment). Additional features can be observed by analyzing (6.1) in the frequency
domain. The frequency response is obtained by evaluating the transfer function H(s)
(from input d to output ϕ, ϕ(s) = H(s)d(s)) on the iω axis, where ω ∈ R is the temporal
frequency and i =
√−1. The largest value of |H(iω)| determines the so-called H∞ norm.
This measure of input-output amplification has an appealing physical interpretation: it
quantifies the worst-case amplification of finite-energy disturbances [82]. In the above
example, ‖H‖∞ = |R|/(λ1λ2) indicates the existence of a unit energy disturbance that
generates output whose energy is given by |R|2/(λ1λ2)2.
Furthermore, the H∞ norm has an interesting robustness interpretation which is
closely related to the analysis of pseudospectra of linear operators [31]. Namely, ‖H‖∞
determines the size of modeling uncertainty, d(s) = Γ(s)ϕ(s), that can destabilize the
system; see figure 6.2 for an illustration. This uncertainty may arise from the inevitable
imperfections in the laboratory environment or from the approximate nature of the
governing equations (caused by, e.g., high-frequency unmodeled dynamics, parametric
variations, neglected nonlinearities, or crude physical assumptions made in modeling).
In particular, system (6.1) with d(s) = Γ(s)ϕ(s) can be represented by a feedback
interconnection in figure 6.1(b). If, apart from being norm-bounded, there are no
structural restrictions on uncertainty Γ, then the necessary and sufficient condition
for stability of a feedback interconnection in figure 6.1(b) is given by the so-called
small-gain theorem, ‖Γ‖∞ < 1/‖H‖∞. In the above example, this condition simplifies
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to ‖Γ‖∞ < λ1λ2/|R|. In particular, it is easy to establish the existence of a constant
gain uncertainty, Γ(s) = γ = const., of magnitude larger than λ1λ2/|R| that makes the
system in figure 6.1(b) unstable.
The above example illustrates that, in systems with non-normal generators, the
eigenvalues may represent misleading measures of both transient growth and input-
output amplification. While they successfully predict system’s behavior for asymptot-
ically large times, they may fail to capture important aspects of short-time behavior,
disturbance propagation, and robustness. In particular, the coupling R between subsys-
tems in (6.1) plays a crucial role in determining transient and input-output features of
the system’s response: large values of R signal large transient responses, poor stability
margins, and large amplification of disturbances. In the absence of the coupling, i.e.,
for R = 0, the stability margins of subsystems in (6.1) are determined by λ1 and λ2.
In contrast, for non-zero R this margin is determined by λ1λ2/|R|, thereby indicating
that, even for subsystems with large stability margins, small uncertainties can have a
destabilizing effect on the overall system if the coupling between the subsystems is large
enough.
The main ideas from the above example extend to multivariable and infinite di-
mensional systems. For these problems, the singular values of the frequency response
operator can be used to determine input-output amplification in the presence of dis-
turbances. Furthermore, the analysis of spatio-temporal frequency responses for spa-
tially distributed systems can be used to identify prevalent spatial length scales and
spatio-temporal patterns that are most amplified by the system’s dynamics. For ex-
ample, if instead of being constant scalars, parameters λi and R in (6.1) are given by
{λi = ai+biκ2, R = c iκ}, then (6.1) can be interpreted as an equivalent of the following
system
φ1t(x, t) = b1 φ1xx(x, t) − a1 φ1(x, t) + d(x, t),
φ2t(x, t) = c φ1x(x, t) + b2 φ2xx(x, t) − a2 φ2(x, t),
ϕ(x, t) = φ2(x, t), x ∈ R,
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in the spatial frequency domain after applying the spatial Fourier transform to the
above system. Here, κ ∈ R denotes the spatial wavenumber, and (ai, bi, c) denote
positive reaction, diffusion, and convection coefficients. The κ-parameterized H∞ norm,
c|κ|/((a1 + b1κ2)(a2 + b2κ2)), disappears for κ = 0 and as κ→∞, thereby achieving its
peak for non-zero κ, κ¯. This value of κ identifies the spatial length scale, 2pi/κ¯, that has
the smallest stability margin and that is most amplified by deterministic disturbances.
Thus, convective coupling in reaction-diffusion systems can provide dynamical responses
that cannot be inferred by analyzing subsystems in isolation.
We finally note that this simple example captures the essential features of non-
modal amplification in wall-bounded shear flows of both Newtonian and viscoelastic
fluids. In Newtonian fluids the subsystems in figure 6.1(a) would correspond to the Orr-
Sommerfeld and Squire equations and the coupling between them would represent the
vortex tilting term whose strength is directly proportional to the Reynolds number [77].
In a study focusing on transient growth in inertialess channel flows of viscoelastic flu-
ids, [116] showed that polymer stretching and the Weissenberg number effectively take
the role that vortex tilting and the Reynolds number play in inertial flows of Newtonian
fluids.
6.3 Problem formulation
In this section, we present the governing equations for inertialess shear-driven channel
flow of viscoelastic fluids. We show how the linearized equations can be cast into an
evolution form that is amenable to both analytical and computational developments.
We then provide a brief description of frequency responses and input-output norms,
along with the numerical tools for computing them.
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6.3.1 Governing equations
The non-dimensional momentum, continuity, and constitutive equations for an incom-
pressible shear-driven channel flow of viscoelastic fluids, with geometry shown in fig-
ure 6.3, are given by [16,17]
Re V˙ = We
(
(1 − β)∇ ·T + β∇2V − ∇P − ReV ·∇V) , (6.3a)
0 = ∇ ·V, (6.3b)
R˙ = We
(
R ·∇V + (R ·∇V)T − V ·∇R − T
)
. (6.3c)
Here, the overdot denotes a partial derivative with respect to time t, V is the velocity
vector, P is the pressure, T is the polymer stress tensor, R is the conformation tensor,
∇ is the gradient, and ∇2 is the Laplacian. System (6.3) governs the behavior of
dilute polymer solutions with fluid density ρ, and it has been obtained by scaling length
with the channel half-height h, time with the fluid relaxation time λ, velocity with
the largest base flow velocity U0, polymer stresses with ηpU0/h, and pressure with
(ηs + ηp)U0/h, where ηs and ηp are the solvent and polymer viscosities. This scaling
leads to three parameters that characterize the properties of (6.3): the viscosity ratio,
β = ηs/ (ηs + ηp); the Weissenberg number, We = λU0/h; and the Reynolds number,
Re = ρU0h/(ηs + ηp). While the Reynolds number quantifies the ratio of inertial to
viscous forces, the Weissenberg number determines the ratio of the fluid relaxation time
λ to the characteristic flow time h/U0.
The momentum (6.3a) and continuity (6.3b) equations describe the motion of an
incompressible viscoelastic fluid. For given T, the pressure adjusts itself so that the
velocity satisfies the continuity equation (6.3b). In our previous work [114–117], we used
the Oldroyd-B model, which is based on a linear bead-spring dumbbell, to relate the
polymeric stress tensor to the conformation tensor. However, it is well-known that the
Oldroyd-B model does not account for the finite extensibility of the polymer chains. In
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Figure 6.3: Geometry of a three-dimensional shear-driven channel flow.
this work, we address this issue by using the FENE-CR model, which utilizes a nonlinear
relationship between the polymeric stress tensor T and the conformation tensor R [16],
T =
f
We
(R − I) . (6.4)
Here, I is the unit tensor, and the function f (that quantifies the influence of the
nonlinear spring) is determined by the trace of the conformation tensor, trace (R), and
the square of the maximum extensibility of polymer chains,
f =
L2 − 3
L2 − trace (R) . (6.5)
Note that R and L2 are made dimensionless with respect to kT/c, where k, T , and
c denote the Boltzmann constant, the absolute temperature, and the spring constant
of the Hookean dumbbell, respectively. In the limiting case L → ∞, we have f → 1;
consequently, the nonlinear spring becomes linear and the FENE-CR model simplifies
to the Oldroyd-B model.
In a shear-driven channel flow, system of equations (6.3) – (6.4) exhibits the following
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steady-state solution
v¯ =
[
U(y) 0 0
]T
,
R¯ =

R¯11 R¯21 R¯13
R¯12 R¯22 R¯23
R¯13 R¯23 R¯33
 =

1 + 2We2/f¯2 We/f¯ 0
We/f¯ 1 0
0 0 1
 ,
where
U(y) = y, f¯ =
1
2
1 +
√√√√
1 +
8We2
L¯2
 , L¯2 = L2 − 3.
We also note that the first normal stress difference in Couette flow is determined by
N¯1 = R¯11 − R¯22 = 2
(
We/f¯
)2
.
In Section 6.5 and Section 6.6 we will show that this parameter, that can take values
between 0 and L¯2, plays a key role in the dynamics of velocity and polymer stress
fluctuations.
In the absence of inertia, i.e. in flows with Re = 0, the dynamics of infinitesimal
velocity, v, pressure, p, and conformation tensor, r, fluctuations around the base flow
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v¯, R¯
)
are governed by
0 = −∇p + (1 − β)∇ · τ + β∇2v + d, (6.6a)
0 = ∇ · v, (6.6b)
r˙ = We
(
r ·∇v¯ + R¯ ·∇v + (r ·∇v¯)T +(
R¯ ·∇v)T − v ·∇R¯ − v¯ ·∇r − τ), (6.6c)
τ =
f¯
We
r + f¯ (R¯ − I)
L¯2
trace(r)
 . (6.6d)
Here, (6.6d) establishes a relation between polymer stress and conformation tensor fluc-
tuations. Furthermore, u, v, and w are the components of the velocity fluctuation
vector v =
[
u v w
]T
in the streamwise (x), wall-normal (y), and spanwise (z)
directions, respectively. The momentum equation (6.6a) is driven by a spatially dis-
tributed and temporally varying body forcing, d =
[
d1 d2 d3
]T
, where d1, d2, and
d3 are the forcing fluctuations in the streamwise, wall-normal, and spanwise directions,
respectively. In prior work using the Oldroyd-B constitutive equations [114, 115, 117],
the three-dimensional body forcing varies harmonically in the horizontal directions and
stochastically in the wall-normal direction and in time. However, given the static-in-
time momentum equation (6.6a), white-in-time stochastic disturbances d induce white-
in-time velocity fluctuations v, and the problem of variance amplification (in the absence
of inertia) becomes ill-posed [117]. Hence, in this work, we consider the body forcing
d to be purely harmonic in the horizontal directions and time, and deterministic in
the wall-normal direction, and we study the worst-case amplification of deterministic
disturbances.
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6.3.2 Model in the evolution form
We note that (6.6a) and (6.6b) can be simplified by expressing the velocity fields in
terms of the wall-normal velocity (v) and vorticity (η = ∂zu− ∂xw) fluctuations. This
is done by first taking the divergence of (6.6a) and using (6.6b) to get an expression for
p. The equation for v is then obtained by eliminating p from (6.6a). The equation for
η can be obtained by taking the curl of (6.6a). Finally, by rearranging the components
of the conformation tensor into the vector
φ =
[
φT1 φ
T
2
]T
,
with
φ1 =
[
r22 r23 r33
]T
, φ2 =
[
r13 r12 r11
]T
,
and by applying the Fourier transform in the x- and z-directions, we arrive at the
following static-in-time expressions for v and η in terms of the conformation tensor and
body-forcing fluctuations
v = Cv φ + Dv d,
η = Cη φ + Dη d.
(6.7)
In addition, equation (6.6c) can be brought to the following form
φ˙1 = F11φ1 + F1v v + F1η η,
φ˙2 = F21φ1 + F22φ2 + F2v v + F2η η.
(6.8)
The operators in (6.7) and (6.8) are defined in Appendix 6.8. For notational convenience,
we have suppressed the dependence of {v, η,φi,d} on (κ, y, t;β,We,L), where κ =
(kx, kz) with kx and kz denoting the horizontal wavenumbers.
The boundary conditions on the wall-normal velocity and vorticity are dictated by
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the no-slip and no-penetration requirements
v (κ, y = ±1, t) = ∂yv (κ, y = ±1, t) = η (κ, y = ±1, t) = 0.
We note that there are no boundary conditions on the components of R.
An evolution model for (6.6) can be obtained by substituting (6.7) into (6.8) which
yields
φ˙ (κ, y, t) = A (κ) φ (κ, y, t) + B (κ) d (κ, y, t) , (6.9a)
v (κ, y, t) = C (κ) φ (κ, y, t) + D (κ) d (κ, y, t) , (6.9b)
where the operators A, B, C, and D are defined in Appendix 6.8.
6.3.3 Spatio-temporal frequency responses
Application of the temporal Fourier transform yields the frequency response operator
for system (6.9)
H (κ, ω;β,We, L) = C (κ) (iω I − A (κ))−1 B (κ) + D (κ) , (6.10)
where ω is the temporal frequency, and I is the identity operator. For a stable sys-
tem (6.9), (6.10) can be used to characterize the steady-state response to harmonic
input signals across spatial wavenumbers κ and temporal frequency ω. Namely, if the
input d is harmonic in x, z, and t, i.e.,
d(x, y, z, t) = d¯(y) ei(k¯x x+ k¯z z+ ω¯ t),
with d¯(y) denoting some spatial distribution in the wall-normal direction, then the
output v is also harmonic in x, z, and t with the same frequencies but with a modified
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amplitude and phase
v(x, y, z, t) =
([
H
(
k¯x, k¯z, ω¯
)
d¯
]
(y)
)
ei(k¯x x+ k¯z z+ ω¯t),
where the amplitude and phase are precisely determined by the frequency response at
the input frequencies (k¯x, k¯z, ω¯). Note that we have dropped the dependence of the
frequency response operator on We, β, and L for notational convenience.
The nth singular value of the frequency response operator H is determined by
σ2n (H) = λn (H
? H) ,
where λn(·) denotes the nth eigenvalue of a given self-adjoint operator and H? is the
adjoint of H. For any (kx, kz, ω), σmax(H) = maxn σn(H) determines the largest am-
plification from d to v. Furthermore, the temporal supremum of the maximal singular
value of H determines the H∞ norm of system (6.9) [82]
G (κ;β,We,L) = sup
ω
σ2max (H (κ, ω;β,We,L)) .
This measure of input-output amplification has several appealing interpretations:
(a) for any (kx, kz), the H∞ norm represents the worst-case amplification of purely
harmonic (in x, z, and t) deterministic (in y) disturbances. This worst-case input-
output gain is obtained by maximizing over input temporal frequencies (sup over
ω) and wall-normal shapes (maximal singular value of H);
(b) in the temporal domain, the H∞ norm represents the energy gain from forcing to
velocity fluctuations
G(κ) = sup
Ed(κ) ≤ 1
Ev(κ)
Ed(κ)
,
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where Ev(κ) denotes the κ-parameterized energy of velocity fluctuations, i.e.,
Ev(κ) =
∫ ∞
0
∫ 1
−1
v∗(κ, y, t) v(κ, y, t) dy dt.
In other words, for a unit-energy forcing, G(κ) captures the largest possible energy
of velocity fluctuations across wavenumbers κ; and
(c) at any (kx, kz), the inverse of the H∞ norm quantifies the size of an additive
unstructured modeling uncertainty Γ that can destabilize generator A in (6.9).
As described in Section 6.2, large H∞ norm indicates small stability margins (i.e.,
low robustness to modeling imperfections). For systems with poor robustness
properties, even small modeling uncertainties (captured by operator Γ) can lead
to instability of operator A + Γ.
We also note that the frequency response of system (6.9) can be further decomposed
into 3× 3 block-operator form

u
v
w
 =

Hu1 Hu2 Hu3
Hv1 Hv2 Hv3
Hw1 Hw2 Hw3


d1
d2
d3
 . (6.11)
This form is suitable for identifying forcing components that introduce the largest am-
plification of velocity fluctuations. In (6.11), Hsj maps dj to s, and
Gsj(κ;β,We, L) = sup
ω
σ2max (Hsj (κ, ω;β,We,L)) , s = {u, v, w}, j = {1, 2, 3}.
The finite-dimensional approximations of the underlying operators are obtained us-
ing Matlab Differentiation Matrix Suite [83], which utilizes pseudospectral methods
to approximate differential operators. After discretization in the wall-normal direction,
each component in (6.11) becomes an N ×N matrix, where N denotes the number of
Chebyshev collocation points in y. All computations are performed in Matlab and
134
grid-point convergence is confirmed by running additional computations with larger
number of grid points in y.
After discretization in y, the H∞ norm of the frequency response matrix can, in
principle, be computed by determining σmax(H(ω)) for many values of ω and by choos-
ing the resulting maximum value. However, there are two obvious problems associated
with such a method: difficulty in determining the range and spacing of the temporal
frequencies, and the large number of computations. To avoid these issues, Boyd, Bal-
akrishnan & Kabamba [119] devised a bisection method that can efficiently compute the
H∞ norm. Furthermore, Bruinsma & Steinbuch [120] introduced a fast algorithm that
utilizes an efficient method of choosing the temporal frequency for computing the H∞
norm. This fast algorithm is utilized in our computations and it is based on the relation
between the singular values of the frequency response matrix and the eigenvalues of a
related Hamiltonian matrix.
All of our results are confirmed by additional frequency response computations that
utilize the integral formulation of (6.9). This is accomplished by rewriting the evolution
equations (6.9) into an equivalent two-point boundary value problem and then refor-
mulating it into a system of integral equations. The procedure for achieving this along
with easy-to-use Matlab source codes is provided in [121]. This new paradigm for
computing frequency responses utilizes the Chebfun computing environment [37] and
it exhibits superior numerical accuracy compared to conventional numerical schemes.
6.4 Frequency responses of 3D velocity fluctuations
In this section, we study the dynamics of three-dimensional velocity fluctuations in an
inertialess shear-driven channel flow. In particular, we examine the worst-case amplifi-
cation of deterministic disturbances and identify the corresponding wavenumbers that
contain most energy. Our analysis shows that velocity fluctuations with large stream-
wise and O(1) spanwise length scales display the highest sensitivity to disturbances (and
consequently the lowest robustness to modeling imperfections). We further utilize the
135
component-wise frequency responses [77] to identify forcing components that have the
strongest influence on the velocity fluctuations. In strongly elastic flows, we demon-
strate that the wall-normal and spanwise forces have the highest impact, and that the
streamwise velocity is most amplified by the system’s dynamics.
In the remainder of this section, we set the viscosity ratio to β = 0.5 and study
the effect of the Weissenberg number, We, and the maximum dumbbell extensibility,
L, on the kinetic energy density. Figure 6.4 shows the worst-case amplification of
velocity fluctuations triggered by all three body forces in flows with We = {10, 50, 100}
and L = {10, 50, 100}. For L = 10, the spatial frequency responses display low-pass
filter features commonly seen in flows governed by viscous dissipation, with the peak
amplification taking place at low wavenumbers. Furthermore, this spatial distribution
remains almost unchanged as We increases from 10 to 100 (cf. figures 6.4(a), 6.4(d),
and 6.4(g)). However, as L increases to 50, the velocity fluctuations become more
amplified with Weissenberg number and a dominant peak starts to appear in an isolated
region around kx ≈ O(10−2) and kz ≈ O(1); see figures 6.4(e) and 6.4(h). As L increases
to 100, amplification with We increases even further. This indicates that in flows with
large enough L and We, streamwise-elongated and spanwise-periodic flow fluctuations
are the most amplified by deterministic body forces. Thus, in strongly elastic channel
flows without inertia, streamwise-constant and nearly streamwise-constant fluctuations
with a preferential spanwise length scale are most sensitive to external disturbances.
We next study the component-wise frequency responses that quantify amplification
from different forcing to different velocity components. This analysis facilitates identifi-
cation of forcing components that are most effective in amplifying velocity fluctuations.
In Couette flow with We = 50 and L = 50, figure 6.5 shows the worst-case amplification
of the 9 frequency response components in (6.11). We see that the streamwise and
spanwise velocity fluctuations are the most amplified. Furthermore, the maximum am-
plification of the streamwise velocity fluctuations triggered by d2 and d3 occurs around
kx ≈ O(10−2) and kz ≈ O(1), respectively. This illustrates that streamwise velocity
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Figure 6.4: Worst-case amplification from d to v in Couette flow with β = 0.5, We =
{10, 50, 100}, and L = {10, 50, 100}: first row, We = 10; second row, We = 50; and
third row, We = 100.
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Figure 6.5: Component-wise worst-case amplification from dj to s in Couette flow with
s = {u, v, w}, j = {1, 2, 3}, β = 0.5, We = 50, and L = 50. The symbol (•) identifies
the largest value of the corresponding plot.
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fluctuations are responsible for the most amplified region (kx ≈ 10−2, kz ≈ 2) in fig-
ure 6.4(e). In contrast, the square region around kx ≈ 0 and kz ≈ 0 in figure 6.4(e)
arises from the responses of streamwise and spanwise velocity fluctuations to d1 and d3,
respectively. We note that the wall-normal velocity experiences negligible amplification
compared to that of the other two velocity components and hence, does not contribute
to the large energy amplification in inertialess flows.
The above results clearly illustrate the dominance of streamwise-constant and nearly
streamwise-constant velocity fluctuations in strongly elastic Couette flow without iner-
tia. The streamwise velocity is most amplified by disturbances, and this large response is
caused by the wall-normal and spanwise body forces. Even though this section provides
useful insight into the dynamics of inertialess channel flows of viscoelastic fluids, the scal-
ing of energy amplification with We and L cannot be deducted from our computations.
For streamwise-constant velocity fluctuations, this issue is addressed in Section 6.5 by
developing explicit analytical expressions that quantify the dependence of the worst-case
amplification on We, L, β, and kz.
6.5 Dynamics of streamwise-constant velocity fluctuations
Motivated by the observation that in strongly elastic flows the most amplified velocity
fluctuations have large streamwise length-scales, we next examine the linearized model
for fluctuations without streamwise variations, i.e., at kx = 0. We use this model to
establish an explicit scaling of the components of the frequency response operator with
We and L, and to explain the observations made in Section 6.4. Since the largest
amplification takes place at low temporal frequencies, we use analytical developments
to show that in flows without temporal variations the worst-case amplification from d2
and d3 to u scales linearly with the first normal stress difference N¯1 of the nominal flow.
Consequently, this worst-case amplification scales quadratically with We as L→∞ and
quadratically with L as We→∞. Therefore, even in flows with infinitely large polymer
relaxation times finite extensibility of polymer molecules limits the largest achievable
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amplification. Furthermore, the worst-case amplification from all other forcing to all
other velocity components is both We- and L-independent. We also present the spatial
structures of the forcing and velocity fluctuation components that contribute to the
above mentioned unfavorable scaling with N¯1, and demonstrate that the key physical
mechanism involves interactions of polymer stress fluctuations in the (y, z)-plane with
base shear.
6.5.1 Dependence of worst-case amplification on We and L
For fluctuations without streamwise variations, i.e. at kx = 0, equations (6.8) and (6.7)
simplify to
φ˙1 = −F11φ1 + F1v v, (6.12a)
φ˙2 = −F22φ2 + F21φ1 + F2v v + F2η η, (6.12b)
v =
1 − β
β
Cv1φ1 +
1
β
Dv2 d2 +
1
β
Dv3 d3, (6.12c)
η =
1 − β
β
Cη2φ2 +
1
β
Dη1 d1, (6.12d)

u
v
w
 =

0 Cuη
I 0
Cwv 0

 v
η
 , (6.12e)
where φ1 =
[
r22 r23 r33
]T
, φ2 =
[
r13 r12 r11
]T
, v is the wall-normal velocity,
and η is the wall-normal vorticity. On the other hand, the operators in (6.12) are given
140
by
F11 =

f¯ 0 0
0 f¯ 0
0 0 f¯
 , F22 =

f¯ 0 0
0 f¯ We f¯/L¯2
0 −2We f¯ + 2We2/L¯2
 ,
F1v = We

2 ∂y
(i/kz)
(
∂yy + k
2
z
)
−2 ∂y
 , F21 = We

0 1 0
1 − f¯/L¯2 0 −f¯/L¯2
−2We/L¯2 0 −2We/L¯2
 ,
F2v =
We2
f¯

(i/kz) ∂yy
∂y
0
 , F2η =

1
−We (i/kz) ∂y
−2 (We2/f¯) (i/kz) ∂y
 ,
Cv1 =
(
f¯/We
)
∆−2
[
k2z ∂y i kz
(
∂yy + k
2
z
) −k2z ∂y ] ,
Cη2 =
(
f¯/We
)
∆−1
[
k2z −i kz ∂y −
(
We/L¯2
)
i kz ∂y
]
,
Dv2 = k
2
z∆
−2, Dv3 = i kz ∆−2 ∂y, Dη1 = −i kz ∆−1, ∆ = ∂yy − k2z ,
Cuη = −i/kz, Cwv = (i/kz) ∂y, ∆2 = ∂yyyy − 2 k2z ∂yy + k4z .
An evolution representation of the streamwise-constant model (6.12) can be obtained
by eliminating the components of the conformation tensor from the equations. This
is achieved by substituting the temporal Fourier transforms of (6.12a) and (6.12b)
into (6.12c) and (6.12d) and taking the inverse temporal Fourier transform of the re-
sulting equations. We will show that this representation leads to convenient analytical
expressions for the frequency response operator.
For streamwise-constant fluctuations the frequency response operator H in (6.11)
simplifies to 
u
v
w
 =

Hu1 Hu2 Hu3
0 Hv2 Hv3
0 Hw2 Hw3


d1
d2
d3
 , (6.13)
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where the operators Hsj are given by
Hv2(kz, ω;β,We, L) =
iω + f¯
iωβ + f¯
Dv2, Hw2(kz, ω;β,We,L) =
iω + f¯
iωβ + f¯
Cwv Dv2,
Hv3(kz, ω;β,We, L) =
iω + f¯
iωβ + f¯
Dv3, Hw3(kz, ω;β,We,L) =
iω + f¯
iωβ + f¯
C¯wv Dv3,
Hu1(kz, ω;β,We, L) =
iω + f¯
iωβ + f¯
E–1uuCuη Dη1,
Hu2(kz, ω;β,We, L) = E
–1
uu Euv Dv2, Hu3(kz, ω;β) = E
–1
uu Euv Dv3,
(6.14)
with
Euu = I −
2We2 (β − 1)
L¯2
2iωf¯ − ω2(
iωβ + f¯
)
(ζ0 − ω2 + iωζ1)
∆−1 ∂yy, (6.15a)
Euv =
Wef¯ (β − 1)(
iωβ + f¯
)2 + 2We3 (β − 1)L¯2 3iωf¯ − ω
2(
iωβ + f¯
)2
(ζ0 − ω2 + iωζ1)
∆−1 ∂yy, (6.15b)
ζ0 = f¯
2 +
4We2f¯
L¯2
, ζ1 = 2f¯ +
2We
L¯2
. (6.15c)
In (6.14), we have successfully separated the temporal and spatial parts of the fre-
quency response operators from d2 and d3 to v and w. The absence of inertia induces
simple temporal dependence of Hsj with {s = v, w; j = 2, 3} and facilitates analytical
determination of the temporal frequency ω at which the largest worst-case amplifica-
tion takes place. These four frequency response operators exhibit high-pass temporal
characteristics, with the peak amplification taking place at infinite frequency, ω = ∞.
The addition of a small amount of inertia would introduce roll-off at high temporal
frequencies, thereby shifting the peak amplification to finite temporal frequency [117].
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These observations allow us to obtain explicit expressions for the worst-case ampli-
fication from d2 and d3 to v and w. For example, the worst-case amplification from d2
to v is given by
Gv2(kz;β) = sup
ω
σ2max (Hv2(kz, ω;We, β, L))
=
(
1/β2
)
σ2max (Dv2)
=
(
1/β2
)
gv2(kz),
where the function gv2, which is independent of We, β, and L, captures the spanwise
frequency response (from d2 to v). A similar procedure yields the following expressions
for the worst-case amplification from d2 and d3 to v and w
 Gv2(kz;β) Gv3(kz;β)
Gw2(kz;β) Gw3(kz;β)
 =
 gv2(kz)/β2 gv3(kz)/β2
gw2(kz)/β
2 gw3(kz)/β
2
 , (6.16)
where the functions g represent the β-, We-, and L-independent spanwise frequency
responses. We note that, in Couette flow without inertia, the worst-case amplification
of the four components in (6.16) is equivalent for Oldroyd-B and FENE-CR fluids.
The functions gsj(kz) with {s = v, w; j = 2, 3}, are shown in figure 6.6. We see that
gv2 and gv3 exhibit similar trends with peaks at kz ≈ O(1); we also note that gw2 = gv3.
In contrast, gw3 has a low-pass shape with maximum occurring at kz = 0. The peak
value of this function is about four times larger than the peak values of gv2 and gv3.
We next examine responses of streamwise velocity to different forcing components.
We first analyze the temporal characteristics of the frequency response operators Huj
with j = {1, 2, 3}. Since the largest amplification of u arising from d takes place at
kz ≈ O(1), in figure 6.7 we show the temporal frequency dependence of σmax (Huj)
for kz = 1.5, β = 0.5 and L = 10. Figure 6.7(a) shows high-pass temporal features of
σmax (Hu1) with its maximum value taking place at ω =∞; furthermore, this peak value
is independent of the Weissenberg number and the maximum extensibility of the polymer
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Figure 6.6: Functions characterizing worst-case amplification from d2 and d3 to v and
w at kx = 0; gsj(kz) with {s = v, w; j = 2, 3}.
molecules L. In contrast, σmax (Hu2) and σmax (Hu3) have low-pass characteristics and
attain their largest values (which depend on bothWe and L) at low temporal frequencies.
Figure 6.8 shows the kz-dependence of the functions Guj that quantify the worst-
case amplification from different forcing components to the streamwise velocity for L =
{10, 100} and for multiple values of the Weissenberg number. Compared to the wall-
normal and spanwise velocity fluctuations, streamwise velocity is more amplified by
disturbances; cf. figures 6.6 and 6.8. As evident from figures 6.8(a) and 6.8(d), Gu1 has
high values for low spanwise wavenumbers and is independent of both We and L. On
the other hand, Gu2 and Gu3 achieve their peaks at kz ≈ O(1). For a fixed value of L
these two functions increase with the Weissenberg number, and the largest amplification
takes place in the limit of infinitely large We. In contrast to the Oldroyd-B fluids, finite
extensibility of the nonlinear springs in the FENE-CR model induces finite values of Gu2
and Gu3 even at arbitrarily large Weissenberg numbers. Furthermore, for a fixed value of
We, worst-case amplification increases with L and the largest amplification is obtained
in the Oldroyd-B limit (as L → ∞). Analytical explanation for these observations is
provided below.
We next present explicit expressions for the worst-case amplification from different
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Figure 6.7: Maximum singular values of the frequency response operators from dj to
u as a function of ω in streamwise-constant Couette flow with j = {1, 2, 3}, kz = 1.5,
β = 0.5, L = 10, and We = [10, 100]. The symbol (◦) identifies the peak values of the
corresponding curves.
forcing components to the streamwise velocity. We summarize our major findings here
and relegate derivations to Appendix 6.9. We first consider the worst-case response of
the streamwise velocity in the presence of the streamwise body forcing. For all values
of We and L, our computations indicate that the worst-case amplification from d1 to u
takes place at ω =∞. Consequently, in the limit of infinitely large ω we have
Gu1(kz;β) = lim
ω→∞σ
2
max (Hu1(kz, ω;β,We,L))
=
(
1/β2
)
σ2max (Cuη Dη1) =
(
1/β2
)
gu1(kz),
(6.17)
where gu1 is the spanwise frequency response from d1 to u. Note that Gu1 is independent
of both We and L which is in agreement with the observations made in figures 6.8(a)
and 6.8(d).
Derivation of the analytical expressions for Gu2 and Gu3 is more challenging because
the worst-case amplification of u arising from d2 and d3 depends on both We and L.
However, since our computations demonstrate that the worst-case amplification from
d2 and d3 to u takes place at low temporal frequencies, the essential features can be
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Figure 6.8: Worst-case amplification from dj to u in streamwise-constant Couette flow:
first row, L = 10 and We = [10, 100]; and second row, L = 100 and We = [10, 1000].
The symbol (•) shows the worst-case amplification from dj to u in the limit of infinitely
large We.
L −→∞ We −→∞
Gu2 (kz;β, ·, ·) We2 (1− β)2 gu2(kz) 0.5 L¯2 (1− β)2 gu2(kz)
Gu3 (kz;β, ·, ·) We2 (1− β)2 gu3(kz) 0.5 L¯2 (1− β)2 gu3(kz)
Table 6.1: Worst-case amplification of streamwise velocity fluctuations arising from the
wall-normal and spanwise forces in the limit of infinitely large maximum extensibility
of polymer chains L or infinitely large Weissenberg number We.
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gu2(kz), gu3(kz)
kz
Figure 6.9: Functions characterizing worst-case amplification from d2 and d3 to u at
kx = 0 and ω = 0: gu2 (◦); and gu3 (solid).
captured by analyzing the corresponding frequency responses at ω = 0. Thus, the
worst-case amplification of u caused by d2 and d3 can be reliably approximated by
Guj (kz;β,We,L) ≈ σ2max (Huj(kz, 0;β,We,L))
=
(
We/f¯
)2
(1− β)2 guj(kz)
=
1
2
N¯1 (1− β)2 guj(kz), j = {2, 3},
(6.18)
where the functions guj with j = {2, 3} quantify the spanwise frequency responses from
d2 and d3 to u; see figure 6.9. Equation (6.18) shows that the worst-case amplifica-
tion of the streamwise velocity fluctuations scales linearly with the first normal stress
difference N¯1 of the nominal Couette flow. Hence, even in the absence of inertia, ve-
locity fluctuations can experience large amplification in flows with large normal stress
difference.
Furthermore, table 6.1 shows explicit expressions for Gu2 and Gu3 in the limit of
infinitely large We (or infinitely large L). In these two cases, the first normal stress
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difference of the base Couette flow is given by
lim
L→∞
N¯1 = 2We
2, lim
We→∞
N¯1 = L¯
2.
For Oldroyd-B fluids polymer molecules are modeled by infinitely extensible linear
springs and both Gu2 and Gu3 scale quadratically with the Weissenberg number. On
the other hand, as We → ∞, Gu2 and Gu3 scale quadratically with the maximum ex-
tensibility of the polymer molecules L. We conclude that – even for infinitely large
polymer relaxation times – energy amplification of velocity fluctuations in inertialess
Couette flow of viscoelastic fluids is bounded by the maximum extensibility of nonlinear
dumbbells.
6.5.2 Dominant flow structures
In this section, we present the spatial structures of the wall-normal and spanwise body
forces that induce the largest amplification in streamwise velocity. We also discuss the
(y, z)-dependence of the resulting streamwise velocity fluctuations. These structures
are purely harmonic in the spanwise direction with period determined by the value of
kz at which the functions gu2 and gu3 attain their maxima (kz ≈ 2.5 and kz ≈ 1.5,
respectively). Furthermore, since the worst-case amplification occurs at ω = 0, these
structures are constant in time and their wall-normal profiles are determined by the
principal singular functions of the frequency response operators that map d2 and d3 to
u.
Fluctuations in d2 and d3 that lead to the largest amplification of u are shown in
figures 6.10(a) and 6.10(b). The wall-normal forcing is symmetric with respect to the
channel centerline with the peak value located at the center of the channel; in contrast,
the spanwise forcing is antisymmetric with respect to the channel centerline.
Figures 6.10(c) and 6.10(d) illustrate the spatial structures of streamwise velocity
induced by the body forcing fluctuations shown in figures 6.10(a) and 6.10(b). Both
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Figure 6.10: First row: body forcing fluctuations in d2 and d3 leading to the largest
amplification of u. Second row: streamwise velocity fluctuations obtained by forcing
the inertialess Couette flow with the body force fluctuations shown in (a) and (b),
respectively.
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body forces yield a symmetric response in u with vortices occupying the entire channel
width. We note that the dominant flow structures shown in figure 6.10 do not exhibit
significant deviation with β, We, and L. Furthermore, we observe striking similarity
between these flow structures and flow structures resulting from the analysis of stochas-
tically forced Couette flow of Oldroyd-B fluids [117]. Although these spatial structures
may not match the full complexity of flow patterns produced in experiments and direct
numerical simulations, our analysis identifies dynamical features that are likely to play
an important role in shear-driven channel flows of viscoelastic fluids.
6.5.3 Physical mechanisms
We next discuss the physical mechanisms responsible for strong influence of wall-normal
and spanwise forces on streamwise velocity fluctuations in inertialess channel flows. As
shown in Appendix 6.9, in the absence of streamwise forcing and streamwise variations
in flow fluctuations, u(y, z, t) evolves according to
∆u˙ = − f¯
β
{
∆u + (1− β) (∂y (U ′r22) + ∂z (U ′r23) ) + 1− β
L¯2
∂y r˙11
}
= − f¯
β
{
∆u +
√
N¯1
2
(1− β) (∂y (U ′τ22) + ∂z (U ′τ23) ) +
1− β
L¯2
2We2
f¯
∂yyu + 2We∂y (U
′r12) −
(
f¯ +
2We2
L¯2
)
∂yr11
}.
(6.19)
Therefore, even in the absence of inertia, the source term in the evolution equation for
streamwise velocity is provided by the interactions between polymer stress fluctuations
(in the wall-normal/spanwise plane) with the base shear U ′. Furthermore, the finite
extensibility of the polymer chains introduces additional source terms that are not
present in the Oldroyd-B model; physically, these additional terms originate from: (i)
the interaction between the streamwise shear component of the conformation tensor r12
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with the base shear; and (ii) the wall-normal gradient of the streamwise component
of the conformation tensor r11. Relative to the terms that are already present in the
Oldroyd-B model, the influence of these additional terms (that arise from temporal
changes in r11) is much weaker.
We have demonstrated in Section 6.5.1 that the the essential features of the worst-
case amplification from d2 and d3 to u can be captured by analyzing the corresponding
frequency responses at ω = 0. At zero temporal frequency, equation (6.19) simplifies to a
static-in-time relation between the streamwise velocity and the fluctuating components
of the polymer stress tensor,
∆u = −
√
N¯1/2 (1− β)
(
∂y
(
U ′τ22
)
+ ∂z
(
U ′τ23
) )
. (6.20)
Furthermore, τ22 and τ23 are proportional to the spatial gradients of the (y, z)-plane
streamfunction ψ (i.e., v = ∂zψ, w = −∂yψ),
τ22 = 2 ∂yzψ, τ23 = − (∂yy − ∂zz)ψ, (6.21)
and ψ is induced by the action of the wall-normal and spanwise forces
ψ = ∆−2
[
−∂z ∂y
] d2
d3
 . (6.22)
Finally, by substituting (6.21) into (6.20) we obtain the following expression
∆u = −
√
N¯1/2 (1− β) ∂z ∆ψ
=
√
N¯1/2 (1− β) ∂z ωx,
(6.23)
that relates fluctuations in the streamwise velocity u and the streamwise vorticity ωx in
inertialess Couette flow of FENE-CR fluids without streamwise and temporal variations
(i.e., at kx = 0 and ω = 0).
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This demonstrates that O(1) fluctuations in streamwise vorticity induce O(
√
N¯1)
fluctuations in streamwise velocity through a viscoelastic equivalent of the well-known
lift-up mechanism. In contrast to Newtonian fluids, where vortex tilting induces large
amplification, the lift-up mechanism in viscoelastic fluids originates from interactions
between polymer stress fluctuations in the (y, z)-plane with background shear [117]. In
the absence of inertia, a static-in-time momentum equation relates the wall-normal and
spanwise velocity fluctuations (and consequently the streamwise vorticity) to the poly-
mer stress fluctuations τ22, τ23, and τ33. Interactions of these polymer stress fluctuations
with background shear induce the energy transfer from the mean flow to fluctuations
and redistribute momentum in the (y, z)-plane through a movement of the low speed
fluid (away from the wall) and the high speed fluid (towards the wall). This momentum
exchange is responsible for the generation of alternating regions of high and low stream-
wise velocity (relative to the mean flow), and it is facilitated by large normal stress
difference N¯1, low viscosity ratios β, strong base shear U
′, and strong spatial variations
in streamwise vorticity fluctuations. As in streamwise-constant inertial flows of Newto-
nian fluids, this amplification disappears either in the absence of spanwise variations in
flow fluctuations or in the absence of the background shear.
6.6 Dynamics of streamwise-constant polymer stress fluc-
tuations
Although we have so far confined our attention to the dynamics of velocity fluctua-
tions, it is worth noting that polymer stress fluctuations can also experience signifi-
cant amplification even in the absence of inertia. Since our computations (not shown
here) demonstrate that largest responses in polymer stress fluctuations are induced by
streamwise-constant deterministic forcing, we next examine the responses from body
forcing to polymer stress fluctuations without streamwise-variations. We use analytical
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developments to show that the wall-normal and spanwise forces induce the largest am-
plification of the polymer stress fluctuations. The worst-case amplification obtained in
the presence of these two forcing components takes place at ω = 0 and it is proportional
to: N¯1 for τ13 and τ12; and N¯
2
1 /
(
1 + N¯1/L¯
2
)2
for τ11. Furthermore, the worst-case
amplification from all forcing components to τ22, τ23, and τ33 is independent of β, We,
and L. We also illustrate that the worst-case amplification from d2 and d3 to τ11 scales
• quartically with We as L→∞;
• quartically with L as We→∞.
Following a sequence of straightforward algebraic manipulations, the frequency re-
sponse operator G that maps body forcing fluctuations d1, d2, and d3 to polymer stress
fluctuations can be expressed as
τ22
τ23
τ33
τ13
τ12
τ11

=

0 G12 G13
0 G22 G23
0 G32 G33
G41 G42 G43
G51 G52 G53
G61 G62 G63


d1
d2
d3
 , (6.24)
where the streamwise-constant frequency response operators G`j are given in Appendix 6.10.
We note that all components of the frequency response operator in (6.24) exhibit
roll-off at high temporal frequencies, thereby indicating that the largest singular value
of each component of G peaks at finite temporal frequency. In particular, the worst-case
amplification from d2 and d3 to τ22, τ23, and τ33 takes place at ω = 0 and is determined
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g12(kz), g13(kz), g32(kz), g33(kz)
kz
(a)
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Figure 6.11: Spanwise frequency responses from dj to the polymer stress fluctuations τ22
(g1j), τ23 (g2j), and τ33 (g3j) with j = {2, 3}. The function g12 = g32 and the function
g13 = g33: (a) g12, g32 (◦) and g13, g33 (solid); and (b) g22 (◦) and g23 (solid).
by the following β-, We-, and L-independent functions

G12(kz) G13(kz)
G22(kz) G23(kz)
G32(kz) G33(kz)
 =

g12(kz) g13(kz)
g22(kz) g23(kz)
g32(kz) g33(kz)
 . (6.25)
Figure 6.11 shows the functions g`j with {` = 1, 2, 3; j = 2, 3} that quantify the
spanwise wavenumber dependence of the respective frequency response operators. We
note that g32 = g12 and g33 = g13. From figure 6.11(a), we see that g12 and g13 decay
to zero at both low and high wavenumbers with the maximum values occurring at
kz ≈ 2.3 and kz ≈ 1.5, respectively. Similarly, function g22 decays to zero at both low
and high values of kz and it achieves two peaks at kz ≈ 1.4 and kz ≈ 4.0. On the other
hand, g23 displays low-pass behavior and the maximum value of this frequency response
is approximately three times larger than the maximum values of other responses in
figure 6.11.
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Figure 6.12: Maximum singular values of the streamwise-constant frequency responses
operator from dj to τ13 (G4j), τ12 (G5j), and τ11 (G6j) as a function of ω for j = {2, 3},
kz = 1.5, β = 0.5, L = 10 and We = [10, 100].
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We next analyze the temporal frequency responses of the operators G`j with {` =
4, 5, 6; j = 1, 2, 3} that map different forcing components to fluctuations in τ13, τ12, and
τ11. Figure 6.12 shows ω-dependence of σmax (G`j) for kz = 1.5, β = 0.5, and L = 10.
Figures 6.12(a) – 6.12(c) show that σmax (G4j) with j = {1, 2, 3} achieve their respective
peaks at ω = 0. Furthermore, while the peak value of σmax (G41) does not depend on
the Weissenberg number, the peak values of σmax (G42) and σmax (G43) increase with
We.
The frequency responses G`j with {` = 5, 6; j = 2, 3} that quantify amplification
from d2 and d3 to τ12 and τ11 exhibit similar low-pass characteristics. On the other hand,
figures 6.12(d) and 6.12(g) show that σmax (G51) and σmax (G61) achieve their peak
values at non-zero temporal frequencies and that these values increase as We increases.
We see that the forcing components in the wall-normal and spanwise directions induce
larger amplification of polymer stress fluctuations compared to the streamwise forcing.
Furthermore, the streamwise component of the polymer stress tensor τ11 experiences
the largest amplification.
Following a series of algebraic manipulations, it can be shown that the worst-case
amplification from d2 and d3 to τ13, τ12, and τ11 takes place at ω = 0 and is given by
G4j(kz;β,We, L) =
(
N¯1/2
)
g4j(kz;β),
G5j(kz;β,We, L) =
(
N¯1/2
)
(2 + β)2 g5j(kz),
G6j(kz;β,We, L) =
N¯21(
1 + N¯1/L¯2
)2 (1 + 2β)2 g6j(kz), j = {2, 3}.
(6.26)
The functions g`j with {` = 4, 5, 6; j = 2, 3} represent the We- and L-independent
spanwise frequency responses from the wall-normal and spanwise forces to τ13, τ12,
and τ11. Equation (6.26) shows that the worst-case amplification of τ13 and τ12 is
proportional to N¯1. On the other hand, the worst-case amplification of τ11 scales as
N¯21 /
(
1 + N¯1/L¯
2
)2
.
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Figure 6.13: Spanwise frequency responses from dj to the polymer stress fluctuations
τ13 (g4j), τ12 (g5j), and τ11 (g6j) for j = {2, 3}. The function g52 = g62 and the function
g53 = g63: (a) g42 (◦) and g43 (solid) for β = 0.5; and (b) g52, g62 (◦) and g53, g63 (solid).
Figure 6.13 shows the kz-dependence of the functions g`j for {` = 4, 5, 6; j = 2, 3}.
We note that g52 = g62 and g53 = g63. Function g43 has low-pass shape and it peaks
at kz = 0. We also notice band-pass features of g52, g53, and g42, with the peak values
occurring at kz ≈ 2.4, kz ≈ 1.6, and kz ≈ 1.4, respectively.
Table 6.2 summarizes the worst-case amplification of τ13, τ12, and τ11 arising from
the wall-normal and spanwise forces in the limit of infinitely large L (or infinitely large
We). For Oldroyd-B fluids (i.e., as L→∞), both G4j and G5j scale quadratically with
the Weissenberg number, and G6j scales quarticly with We. On the other hand, as
We→∞, both G4j and G5j scale quadratically with L and G6j scales quarticly with L.
This demonstrates profound influence of d2 and d3 on τ11 in strongly elastic shear flows
of viscoelastic fluids. Thus, even in the absence of inertia viscoelastic shear flows with
large polymer relaxation times and large extensibility of polymer molecules exhibit high
sensitivity to disturbances and low robustness to modeling imperfections.
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j = {2, 3} L −→∞ We −→∞
G4j (kz;β, ·, ·) We2 g4j(kz;β) 0.5 L¯2 g4j(kz;β)
G5j (kz;β, ·, ·) We2 (2 + β)2 g5j(kz) 0.5 L¯2 (2 + β)2 g5j(kz)
G6j (kz;β, ·, ·) 4We4 (1 + 2β)2 g6j(kz) 0.25 L¯4 (1 + 2β)2 g6j(kz)
Table 6.2: Worst-case amplification of τ13, τ12, and τ11 arising from d2 and d3 in the
limit of infinitely large maximum extensibility or infinitely large Weissenberg number.
6.7 Concluding remarks
In this study, we have examined non-modal amplification of disturbances in inertialess
Couette flow of viscoelastic fluids using the FENE-CR model. The amplification is
quantified by the maximal singular values of the frequency response operators that
map sources of excitations (body forces) to the quantities of interest (velocity and
polymer stress fluctuations). Spatio-temporal body forcing fluctuations are assumed to
be purely harmonic in the horizontal directions and time, and deterministic in the wall-
normal direction. Our three-dimensional component-wise frequency response analysis
of the FENE-CR model sets the current work apart from prior works which study the
transient growth of velocity and polymer stress fluctuations in inertialess flows [116]
and non-modal amplification of stochastic disturbances in elasticity-dominated flows
with non-zero inertia [114, 115, 117] using the Oldroyd-B model. We have shown that
streamwise-elongated flow structures are most amplified by disturbances. Furthermore,
the component-wise frequency responses reveal that the wall-normal and spanwise forces
have the strongest impact on the flow fluctuations, and that the influence of these forces
is largest on streamwise components of velocity and polymer stress fluctuations.
For streamwise-constant fluctuations, we have established analytically that the largest
amplification of the streamwise velocity and streamwise component of the polymer stress
tensor is proportional to the first normal stress difference of the nominal flow N¯1 and to
N¯21 /
(
1 + N¯1/L¯
2
)2
, respectively. This largest amplification is caused by wall-normal and
spanwise forcing fluctuations and it takes place at low temporal frequencies and O(1)
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spanwise wavenumbers. Using our analytical developments we have also shown that this
worst-case amplification of u and τ11 respectively scales as (i) O(We2) and O(We4) in
the Oldroyd-B limit (i.e., as L→∞); and (ii) O(L2) and O(L4) in the limit of infinitely
large Weissenberg number. We thus conclude that in the presence of large polymer re-
laxation times and large extensibility of the polymer molecules, the velocity and polymer
stress fluctuations can experience significant amplification even when inertial effects are
completely absent. The underlying physical mechanism involves interactions of polymer
stress fluctuations with a background shear, which induces a viscoelastic analog of the
vortex tilting mechanism that is responsible for large amplification in inertial flows of
Newtonian fluids.
It is worth noting that, in the limit of infinitely large We, the worst-case amplifi-
cation of both velocity and polymer stress fluctuations is bounded by the maximum
extensibility of the polymer molecules. This is in contrast to Oldroyd-B fluids where
infinite extensibility allows the amplification of disturbances to grow unboundedly with
We [117]. Our new observations demonstrate that high sensitivity to disturbances and
low robustness to modeling imperfections are reduced by finite extensibility of nonlin-
ear dumbbells. Thus, both large polymer relaxation times and large extensibility of the
polymer molecules are needed to achieve large amplification of velocity and polymer
stress fluctuations in inertialess channel flows of viscoelastic fluids.
The present work extends recent efforts [114–117] that examine possible mechanisms
for triggering transition to elastic turbulence in channel flows of viscoelastic fluids. In
addition to providing insight into worst-case amplification of velocity and polymer stress
fluctuations in inertialess flows, we also demonstrate the importance of uncertainty
quantification in flows of viscoelastic fluids. Our analysis shows high sensitivity of
inertialess flows of viscoelastic fluids to external disturbances. Unfavorable scaling of the
worst-case amplification of flow fluctuations with We and L indicates that small-in-norm
modeling imperfections can destabilize nominally stable flows. Hence, stability margins
of inertialess channel flows of viscoelastic fluids decrease significantly with an increase
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in the Weissenberg number and the maximum extensibility of the polymer chains. This
uncertainty may arise from inevitable imperfections in the laboratory environment or
from the approximate nature of the constitutive equations. Our observations regarding
model robustness also have important implications for numerical simulations, where
numerical and/or roundoff errors may cause the simulated dynamics to differ from the
actual dynamics.
The present findings suggest a plausible mechanism for transition to elastic turbu-
lence in channel flows of viscoelastic fluids. Large amplification of disturbances induces
formation of streamwise streaks whose growth can put the flow into a regime where non-
linear interactions are no longer negligible. These nonlinear interactions can then induce
secondary amplification [122] or secondary instability [123] of streamwise streaks, their
breakdown, and transition to a time-dependent disordered flow and elastic turbulence.
To understand possible routes for the transition to elastic turbulence, it is essential to
track later stages of disturbance development by considering nonlinearities in the consti-
tutive equations and their interplay with streak development and high flow sensitivity.
Our ongoing efforts are directed toward examining sensitivity of the streaks to three-
dimensional disturbances. We also intend to study the presence of a self-sustaining
mechanism (proposed for Newtonian fluids by [123]) and to numerically track later
stages of disturbance development in strongly elastic channel flows of viscoelastic fluids.
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6.8 Appendix: Underlying operators in 3D shear-driven
channel flow of FENE-CR fluids
In this appendix, we define the underlying operators appearing in (6.7)–(6.9) for a
shear-driven channel flow. Operators {C,D} in (6.7) are given by
Cv =
(1− β)
β
[
Cv1 Cv2
]
, Dv =
1
β
[
Dv1 Dv2 Dv3
]
,
Cη =
(1− β)
β
[
Cη1 Cη2
]
, Dη =
1
β
[
Dη1 Dη2 Dη3
]
,
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where
Cv1 = ∆
−2
[
Cv1,1 Cv1,2 Cv1,3
]
, Cv2 = ∆
−2
[
Cv2,1 Cv2,2 Cv2,3
]
,
Cη1 = ∆
−1
[
Cη1,1 Cη1,2 Cη1,3
]
, Cη2 = ∆
−1
[
Cη2,1 Cη2,2 Cη2,3
]
,
Cv1,1 =
k2 f¯
We
−
2Wek2x
L¯2
 ∂y + ikx f¯
L¯2
(
∂yy + k
2
)
, Cv1,2 =
ikz f¯
We
(
∂yy + k
2
z
)
,
Cv1,3 = −
k2z f¯
We
+
2Wek2x
L¯2
 ∂y + ikx f¯
L¯2
(
∂yy + k
2
)
, Cv2,1 = −
2 kzkx f¯
We
∂y,
Cv2,2 =
ikx f¯
We
(
∂yy + k
2
)
, Cv2,3 = −
k2x f¯
We
+
2Wek2x
L¯2
 ∂y + ikx f¯
L¯2
(
∂yy + k
2
)
,
Cη1,1 =
(
2We/L¯2
)
kx kz −
(
ikz f¯/L¯
2
)
∂y, Cη1,2 =
(
ikx f¯/We
)
∂y,
Cη1,3 =
2We
L¯2
−
f¯
We
 kx kz − ikz f¯
L¯2
∂y, Cη2,1 =
f¯
We
(
k2z − k2x
)
,
Cv2,2 = −
ikz f¯
We
∂y, Cv2,3 =
2We
L¯2
+
f¯
We
 kx kz − ikz f¯
L¯2
∂y,
Dv1 = ikx∆
−2∂y, Dv2 = k2∆−2, Dv3 = ikz∆−2∂y,
Dη1 = −ikz∆−1, Dη2 = 0, Dη3 = ikx∆−1.
Here, k2 = k2x + k
2
z , i =
√−1, ∆ = ∂yy − k2 with Dirichlet boundary conditions,
∆2 = ∂yyyy − 2k2∂yy + k4 with both Dirichlet and Neumann boundary conditions.
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The F-operators appearing in (6.8) are determined by
F11 =

−D 0 0
0 −D 0
0 0 −D
 , F22 =

−D 0 0
0 −D −Wef¯/L¯2
0 2We − (D + 2We2/L¯2)
 ,
F21 =

0 We 0
We
(
1 − f¯/L¯2) 0 −Wef¯/L¯2
−2We2/L¯2 0 −2We2/L¯2
 , D = (f¯ + We ikx U) ,
F1v =
We
k2

2 k2
(
∂y + ikx R¯12
)
ikz
(
∂yy + k
2
) − Wekx kz R¯12 ∂y
−2 k2z ∂y
 , F2v =
We
k2

F12v
F22v
F32v
 ,
F1η =
We
k2

0
ikx ∂y − k2x R¯12
−2 kx kz
 , F2η =
We
k2

k2z + ikx R¯12 ∂y − k2x R¯11
kx kz R¯12 − ikz ∂y
2
(
kx kz R¯11 − ikz R¯12 ∂y
)
 ,
F12v = ikz R¯12 ∂yy − kxkz
(
1 + R¯11
)
∂y,
F22v = ikx k
2 R¯11 + k
2
z R¯12 ∂y + ikx ∂yy, F
3
2v = 2
(
ikx R¯12 ∂yy − k2x R¯11 ∂y
)
.
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The operators appearing in the evolution equations (6.9) are given by
A =
 F11 + F1vCv1 + F1ηCη1 F1vCv2 + F1ηCη2
F21 + F2vCv1 + F2ηCη1 F22 + F2vCv2 + F2ηCη2
 ,
C =

CuvCv1 + CuηCη1 CuvCv2 + CuηCη2
Cv1 Cv2
CwvCv1 + CwηCη1 CwvCv2 + CwηCη2
 ,
B =
 F1vDv + F1ηDη
F2vDv + F2ηDη
 , D =

CuvDv + CuηDη
Dv
CwvDv + CwηDη
 ,
Cuv =
(
ikx/k
2
)
∂y, Cuη = −ikz/k2, Cwv =
(
ikz/k
2
)
∂y, Cwη = ikx/k
2.
6.9 Appendix: Explicit scaling of worst-case amplification
of streamwise-constant velocity fluctuations
In this section, we discuss how to obtain explicit expressions for the worst-case amplifi-
cation from the wall-normal and spanwise forces to the streamwise velocity fluctuations
in the limit of infinitely large We or infinitely large L. We note that derivation of the
analytical expressions for Gu2 and Gu3 is more challenging because the worst-case am-
plification of u arising from d2 and d3 depends on both We and L. However, since our
computations presented in Section 6.5.1 demonstrate that the worst-case amplification
from d2 and d3 to u takes place at low temporal frequencies, the essential features can be
captured by analyzing the corresponding frequency responses at ω = 0; see figures 6.7(b)
and 6.7(c). For flows without temporal variations, we can obtain the following static-in-
time expressions that relate the conformation tensor fluctuations with the streamwise
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velocity u and (y, z)-plane streamfunction ψ (i.e., v = ikzψ, w = −∂yψ)
r22 =
2We
f¯
ikz ∂yψ, r33 = −
2We
f¯
ikz ∂yψ, r23 = −
We
f¯
(
∂yy + k
2
z
)
ψ, (6.27a)
r13 =
(
We/f¯
) (
U ′r23 −
(
We/f¯
)
∂yyψ + ikzu
)
, (6.27b)
r12 =
(
We/f¯
) (
U ′r22 −
(
f¯/L¯2
)
r11 +
(
We/f¯
)
ikz ∂yψ + ∂yu
)
, (6.27c)
r11 =
(
2We2/ζ0
) ((
3We/f¯
)
ikz ∂yψ + 2 ∂yu
)
. (6.27d)
The above expression (6.27) is obtained by taking the temporal Fourier transforms
of (6.12a)–(6.12b) and replacing the wall-normal velocity and vorticity with
v = ikz ψ, η = ikz u.
In the absence of streamwise forcing and streamwise variations, the static-in-time mo-
mentum equation (in the streamwise direction) provides a relation between the stream-
wise velocity and the streamwise components of the conformation tensor
∆u = −
1− β
β
 f¯
We
∂y r12 +
f¯
We
ikz r13 +
f¯
L¯2
∂y r11
 . (6.28)
Substituting (6.27b) and (6.27c) into (6.28) yields a relation between streamwise velocity
and the conformation tensor fluctuations in the wall-normal/spanwise plane,
∆u = − (1− β) (∂y(U ′ r22) + ikz(U ′r23)) . (6.29)
Furthermore, we can obtain an expression relating u and ψ by substituting (6.27a)
into (6.29) which yields
∆u = − (We/f¯) (1− β) ikz ∆ψ. (6.30)
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It can be shown that ψ is induced by the action of the wall-normal and spanwise forcing
ψ = ∆−2
[
−ikz ∂y
] d2
d3
 , (6.31)
Finally, the frequency response from d2 and d3 to u at ω = 0 is obtained by substi-
tuting (6.31) into (6.30) which yields
Huj(kz, 0;β,We,L) = −
(
We/f¯
)
(1 − β) Dvj , j = {2, 3},
where
Dv2 = k
2
z∆
−2, Dv3 = ikz ∆−2∂y.
The worst-case amplification of u caused by d2 and d3 can be reliably approximated by
Guj (kz;β,We, L) ≈ σ2max (Huj(kz, 0;β,We,L))
=
(
We/f¯
)2
(1− β)2 σ2max (Dvj)
=
(
N¯1/2
)
(1− β)2 guj(kz), j = {2, 3},
where the functions guj with j = {2, 3} quantify the spanwise frequency responses from
d2 and d3 to u. In the Oldroyd-B limit (i.e., as L→∞), the first normal stress difference
N¯1 → 2We2 and the function Guj is given by
lim
L→∞
Guj(kz;β,We,L) = We
2 (1− β)2 guj(kz).
On the other hand, in the limit of infinitely large We, the first normal stress difference
N¯1 → L¯2 and the function Guj is given by
lim
We→∞
Guj(kz;β,We,L) =
(
L¯4/2
)
(1− β)2 guj(kz).
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6.10 Appendix: Frequency response operators from body
forces to polymer stresses in streamwise-constant Cou-
ette flow of FENE-CR fluids
The streamwise-constant frequency response operators in (6.25) that map different forc-
ing components to the polymer stress fluctuations are given by
G1j(kz, ω;β,We, L) =
2 f¯
iωβ + f¯
∂y Dvj , G3j(kz, ω;β,We,L) = −
2 f¯
iωβ + f¯
∂y Dvj ,
G2j(kz, ω;β,We, L) =
(
f¯/
(
iωβ + f¯
))
(i/kz)
(
∂yy + k
2
z
)
Dvj ,
G41(kz, ω;β,We, L) =
(
ikz f¯/
(
iωβ + f¯
))
E−1uu Cuη Dη1,
G4j(kz, ω;β,We, L) =
Wef¯
(iωβ + f¯)(iω + f¯)
(i/kz)
(
∂yy + k
2
z
)
Dvj +
We
(iωβ + f¯)
(i/kz)∂yy Dvj +
ikz f¯
(iω + f¯)
E−1uu Euv Dvj ,
G51(kz, ω;β,We, L) =
2We2
L¯2
2iωf¯ − ω2(
iωβ + f¯
)
(ζ0 − ω2 + iωζ1)
∂y E
−1
uu Cuη Dη1 +
f¯
iωβ + f¯
∂y E
−1
uu Cuη Dη1,
G5j(kz, ω;β,We, L) =
2We2
L¯2
2iωf¯ − ω2(
iω + f¯
)
(ζ0 − ω2 + iωζ1)
∂y E
−1
uu Euv Dvj +
2We3
L¯2
3iωf¯ − ω2(
iω + f¯
) (
iωβ + f¯
)
(ζ0 − ω2 + iωζ1)
∂y Dvj +
We
(
iω + 3f¯
)(
iω + f¯
) (
iωβ + f¯
) ∂y Dvj + f¯
iω + f¯
∂y E
−1
uu Euv Dvj ,
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G61(kz, ω;β,We, L) =
 f¯
We
+
2We
L¯2
 2We2(iω + 2f¯)
f¯ (ζ0 − ω2 + iωζ1)
iω + f¯
iωβ + f¯
∂y E
−1
uu Cuη Dη1,
G6j(kz, ω;β,We, L) =
 f¯
We
+
2We
L¯2

 2We2(iω + 2f¯)
f¯ (ζ0 − ω2 + iωζ1)
∂y E
−1
uu Euv Dvj +
2We3
(
iω + 3f¯
)
f¯
(
iωβ + f¯
)
(ζ0 − ω2 + iωζ1)
∂yDvj
 , j = {2, 3}.
Chapter 7
Slow-fast decomposition of an
inertialess flow of viscoelastic
fluids
In this chapter, we study frequency responses of an inertialess two-dimensional channel
flow of viscoelastic fluids. By rewriting the evolution equations in terms of low-pass fil-
tered versions of the stream function, we show that strongly-elastic flows can be brought
into a standard singularly perturbed form that exhibits a slow-fast decomposition. In
high-Weissenberg number regime, which is notoriously difficult to study numerically, we
demonstrate that the frequency responses are reliably captured by the dynamics of the
fast subsystem. We use numerical computations to validate our theoretical findings and
to illustrate that our formulation does not suffer from spurious numerical instabilities.
7.1 Introduction
Viscoelastic fluids, such as polymer solutions and molten plastics, are often encountered
in industrial and biological flows. Their micro-scale properties are significantly more
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complex than those in Newtonian fluids. Recent experiments have shown that fluids
containing long polymer chains may become turbulent even at low flow rates [5, 6, 9].
This is in contrast to Newtonian fluids that become turbulent only at high speeds.
Our recent work suggests that velocity and stress fluctuations in viscoelastic fluids can
exhibit large amplification even in the absence of inertia [114–117,124].
In this chapter, we consider a two-dimensional inertialess shear-driven flow of vis-
coelastic fluids. We identify the slow-fast system decomposition and utilize singular
perturbation analysis to show that, in strongly elastic flows, the frequency responses
are captured by the fast subsystem. The evolution representation that we determine
facilitates reliable computation of the frequency responses in the high-Weissenberg num-
ber regime, which is known to exhibit spurious numerical instabilities [125,126].
Our presentation for this chapter is organized as follows. In Section 7.2, we present
the governing equations. In Section 7.3, we discuss the method for transforming the
governing equations into an evolution representation where the states are determined by
the filtered versions of the stream function. In Section 7.4, we show that the evolution
model admits a standard singularly perturbed form, thereby identifying the slow-fast
decomposition of the inertialess channel flow. In Section 7.5, we compute the frequency
responses to validate our theoretical results. We conclude with a summary of our de-
velopments and a highlight of remaining challenges in Section 7.6.
7.2 Governing equations
The momentum, continuity, and constitutive equations for a two-dimensional incom-
pressible channel flow of viscoelastic fluids, with geometry shown in figure 7.1, are given
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Re V˙ = We
(
β∇2V − ∇P − ReV ·∇V + (1 − β)∇ ·T
)
, (7.1a)
0 = ∇ ·V, (7.1b)
T˙ = ∇V + (∇V)T − T + We
(
T ·∇V + (T ·∇V)T − V ·∇T
)
. (7.1c)
Here, dot denotes partial derivative with respect to time t, V is the velocity vector, P
is pressure, T is the polymer stress tensor, ∇ is the gradient, and ∇2 is the Laplacian.
System (7.1) has been non-dimensionalized by scaling length with the channel half-
height L, time with the fluid relaxation time λ, velocity with the largest base flow
velocity U0, polymer stresses with ηpU0/L, and pressure with (ηs + ηp)U0/L, where ηs
and ηp are the solvent and polymer viscosities. The key parameters in (7.1) are: the
viscosity ratio, β = ηs/ (ηs + ηp); the Weissenberg number, We = λU0/L, which is the
ratio of the fluid relaxation time to the characteristic flow time L/U0; and the Reynolds
number, Re = ρU0L/(ηs + ηp), which represents the ratio of inertial to viscous forces,
where ρ is the fluid density.
The momentum (7.1a) and continuity (7.1b) equations describe the motion of an
incompressible viscoelastic fluid. For given T, the pressure adjusts itself so that velocity
satisfies the continuity equation (7.1b). The constitutive equation (7.1c) is given for an
Oldroyd-B fluid and it captures the influence of velocity gradients on the evolution of
polymer stress fluctuations. This equation is obtained for dilute polymer solutions in
which each polymer molecule is modeled by two spherical beads connected by a linear
spring [17].
In shear driven flow, the steady-state solution of (7.1) is given by
v¯ =
 y
0
 , τ¯ =
 τ¯11 τ¯12
τ¯12 τ¯22
 =
 2We 1
1 0
 .
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Figure 7.1: Channel flow geometry. We consider the dynamics of two-dimensional flow
fluctuations in the (x, y)-plane.
Recent experiments have shown that flows of viscoelastic fluids may become turbu-
lent (i.e., undergo a transition to a time-dependent disordered flow state) even when
inertial forces are considerably weaker than viscous forces [5, 6, 9]. Hence, in this work,
we consider flows in the absence of inertia, i.e. at Re = 0. In this case, the linearized
equations governing the dynamics of fluctuations around the base flow (v¯, τ¯ ) are given
by
0 = −∇p+ (1− β)∇ · τ + β∇2v + d, (7.2a)
0 = ∇ · v, (7.2b)
τ˙ = ∇v + (∇v)T − τ +We (τ ·∇v¯ + τ¯ ·∇v +
(τ¯ ·∇v)T + (τ ·∇v¯)T − v ·∇τ¯ − v¯ ·∇τ ) , (7.2c)
where v =
[
u v
]T
, p, and τ are, respectively, the velocity vector, pressure, and
polymer stress tensor fluctuations with u and v denoting the streamwise and wall-
normal velocities. System (7.2) is driven by the spatially distributed and temporally
varying body force fluctuations d =
[
d1 d2
]T
with d1 and d2 representing the forcing
in the streamwise (x) and wall-normal (y) directions, respectively.
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The pressure can be eliminated from the equations by expressing the velocity fluc-
tuations in terms of the stream function ψ,
u = ∂yψ, v = −∂xψ.
Furthermore, by rearranging the polymer stresses
φ =
[
φ1 φ2 φ3
]T
=
[
τ22 τ12 τ11
]T
,
and by applying the Fourier transform in the x-direction we arrive at a set of PDEs in
y ∈ [−1, 1] and t parameterized by the wave-number kx,
φ˙1 = − f(y)φ1 + F1ψ ψ, (7.3a)
φ˙2 = − f(y)φ2 +Weφ1 + F2ψ ψ, (7.3b)
φ˙3 = − f(y)φ3 + 2Weφ2 + F3ψ ψ, (7.3c)
∆2ψ =
1− β
β
(
Fψ1 φ1 + Fψ2 φ2 + Fψ3 φ3
)
+
1
β
(
− ∂y d1 + ikx d2
)
, (7.3d)
where i is the imaginary unit and
F1ψ = 2
(
Wek2x − ikx∂y
)
, F2ψ = ∂yy + (1 + 2We
2) k2x,
F3ψ = 2 ikx
(
1 + 2We2
)
∂y + 2We∂yy,
Fψ1 = ikx, Fψ2 = −
(
∂yy + k
2
x
)
, Fψ3 = −ikx,
f(y) = 1 +We ikx y, ∆
2 = ∂yyyy − 2 k2x ∂yy + k4x.
(7.4)
For notational convenience, we have suppressed the dependence of {φi, ψ, dj} on (kx, y, t;β,We),
which is a convention we adopt from now on.
The boundary conditions on the stream function are induced by the no-slip and
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no-penetration criteria on velocity fluctuations and they are given by
ψ (kx, y = ±1, t) = ∂yψ (kx, y = ±1, t) = 0.
Note that the kinetic energy density of the velocity fluctuations is determined by the
L2-norm of v =
[
u v
]T
E (kx, t) = 〈u, u〉 + 〈v, v〉 = 〈ψ,−∆ψ〉 = 〈ψ,ψ〉e , (7.5)
where ∆ = ∂yy − k2x and 〈·, ·〉 denotes the standard L2 [−1, 1] inner product
〈u, u〉 =
∫ 1
−1
u∗(kx, y, t)u(kx, y, t) dy.
The inner product 〈·, ·〉e in (7.5) along with the boundary conditions on ψ determines
the Hilbert space that the stream function belongs to
H := {ψ ∈ L2[−1, 1]; ∂yyψ ∈ L2[−1, 1], ψ(±1) = 0} . (7.6)
On the other hand, the elastic energy of the polymer stresses is not quantified by an
L2-norm and there are no boundary conditions on the components of τ . Consequently, it
is difficult to determine the appropriate Hilbert space for the polymer stress fluctuations.
Furthermore, it is well known that the set of equations (7.3) exhibits spurious numerical
instabilities [125, 126] which is an obstacle to conducting high-fidelity simulations of
viscoelastic fluids.
In this work, we show how (7.3) can be brought into an evolution representation
that is amenable to both analytical and computational developments. In addition,
we demonstrate that the inertialess channel flow can be decomposed into slow and
fast subsystems. At high-Weissenberg numbers, singular perturbations reveal that the
system’s dynamics are captured by the dynamics of the fast subsystem. Furthermore,
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we illustrate that the computation of the frequency responses does not exhibit any
numerical instabilities upon grid refinement. This suggests that the inherent presence
of two-time scales in the system’s dynamics may represent one source of numerical
difficulties. Full nonlinear simulations may thus not be able to capture the response of
the fast subsystem correctly, and, as we show, this subsystem contributes significantly
to the fluctuation’s energy.
7.3 Evolution equations and low-pass versions of the stream
functions
In what follows, we show how to transform (7.3) into an evolution representation where
the state variables are filtered versions of the stream function. This new representation
of system (7.2) has two major advantages:
• the state space is a well-defined Hilbert space;
• the evolution equations are posed in a form that is well-suited for analysis and
computations.
We begin by applying the temporal Fourier transform with zero initial conditions
on (7.3a) – (7.3c)
φ1 =
1
iω + f(y)
F1ψ ψ, (7.7a)
φ2 =
1
iω + f(y)
(Weφ1 + F2ψ ψ) , (7.7b)
φ3 =
1
iω + f(y)
(2Weφ2 + F3ψ ψ) , (7.7c)
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where ω is the temporal frequency. Let us introduce the following low-pass versions of
the stream function,
ξ1 =
1
iω + f(y)
ψ, (7.8a)
ξ2 =
1
(iω + f(y))2
ψ =
1
iω + f(y)
ξ1, (7.8b)
ξ3 =
1
(iω + f(y))3
ψ =
1
iω + f(y)
ξ2, (7.8c)
which will be used as state variables in the evolution representation. We first con-
sider (7.7a)
φ1 =
1
iω + f(y)
F1ψ ψ =
2Wek2x
iω + f(y)
ψ −
2 ikx
iω + f(y)
ψ′, (7.9)
where ψ′(y) = ∂ψ/∂y. Since
1
iω + f(y)
ψ′ = ∂y
 1
iω + f(y)
ψ
 + f ′(y)
(iω + f(y))2
ψ
= ∂y ξ1 + f
′(y) ξ2
= ∂y ξ1 + We ikx ξ2,
we can rewrite (7.9) in terms of ξ1 and ξ2
φ1 = 2
(
Wek2x − ikx ∂y
)
ξ1 + 2Wek
2
x ξ2. (7.10)
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Using similar procedure, we can express φ2 and φ3 in terms of ξ1, ξ2, and ξ3,
φ2 =
(
∂yy +
(
1 + 2We2
)
k2x
)
ξ1 + 2We
2 k2x ξ2 + 2We
2 k2x ξ3, (7.11a)
φ3 =
(
2We∂yy + 2
(
1 + 2We2
)
ikx ∂y
)
ξ1 (7.11b)
+
(
2We∂yy + 4We
2 ikx ∂y
)
ξ2 + 4We
2 ikx ∂y ξ3.
We can now obtain an evolution representation of system (7.3) by letting
ξ =
[
ξ1 ξ2 ξ3
]T
,
be the state and by applying the inverse temporal Fourier transform to (7.8)
ξ1 =
1
iω + f(y)
ψ ⇒ ξ˙1 = −f(y) ξ1 + ψ,
ξ2 =
1
iω + f(y)
ξ1 ⇒ ξ˙2 = −f(y) ξ2 + ξ1,
ξ3 =
1
iω + f(y)
ξ2 ⇒ ξ˙3 = −f(y) ξ3 + ξ2.
Furthermore, substitution of (7.10) and (7.11) into (7.3d) yields an expression for the
stream function in terms of ξ.
In summary, the evolution model is given by
ξ˙(kx, y, t) = A ξ(kx, y, t) + B ψ(kx, y, t), (7.12a)
ψ(kx, y, t) = We
2 Cψ ξ(kx, y, t) + D d(kx, y, t), (7.12b)
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where
A =

−f(y) 0 0
I −f(y) 0
0 I −f(y)
 , B =

I
0
0
 ,
Cψ =
[
Cψ1 Cψ2 Cψ3
]
, D =
1
β
∆−2
[
−∂y ikx
]
,
Cψ1 =
(1− β)
β
∆−2
2 k2x ∆− 2We ikx ∆ ∂y − 1We2 ∆2
 ,
Cψ2 =
(1− β)
β
∆−2
2 k2x ∆ − 2We ikx ∆ ∂y
 , Cψ3 = (1− β)
β
2 k2x ∆
−2 ∆.
Here, I represents the identity operator. We note that the response of the polymer
stresses φ can be determined from the dynamics of ξ using (7.10) and (7.11). The state-
space representation (7.12) in conjunction with (7.10) and (7.11) completely captures
the dynamics of flow fluctuations in system (7.2). We further note that the states, ξ,
belong to the same Hilbert space (7.6) as the stream function ψ. In the next section, we
show how to transform (7.12) into a standard singularly perturbed form. We then use
singular perturbation techniques to determine the slow-fast decomposition of a channel
flow of viscoelastic fluids in the absence of inertia.
7.4 Singular perturbation analysis of the 2D inertialess
channel flow
In this section, we show how to decompose the evolution model (7.12) into slow and
fast subsystems. This is accomplished by bringing (7.12) into a standard singularly
perturbed form. Furthermore, we show analytically that the fast subsystem captures
the essential features of the input-output responses.
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7.4.1 Singularly perturbed form of the evolution model
System (7.12) can be reformulated into a standard singularly perturbed form by multi-
plying ξ with We2
x =
 x1
x2
 = We2
 ξ2
ξ3
 , z = We2 ξ1,
and by re-scaling time with We
τ = We t ⇒
∂
∂t
(·) = We
∂
∂τ
(·) =
1

∂
∂τ
(·).
Here, we note that τ represents the new time coordinate which should not be confused
with polymer stress fluctuations τij , which are characterized with double indices. Using
state variables (x, z) and time τ , system (7.12) along with (7.10) and (7.11) can be
represented by
 xτ
 zτ
 =
 A11() A12()
A21() A22()
 x
z
 +
 0
D
d, (7.13a)
ψ =
[
Cψx() Cψz()
] x
z
 + D d, (7.13b)
φ =
[
Cφx() Cφz()
] x
z
 . (7.13c)
Here,
 = 1/We,
is a small positive scalar that will be used as a perturbation parameter, the τ -subscript
denotes the partial derivative with respect to τ , and the operators in (7.13) are given in
Appendix 7.7. Since the time derivative of z is multiplied by a small positive parameter
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 in (7.13a) and since the operator A22 is invertible at  = 0, system (7.13) is in
a standard singularly perturbed form [127] with homogenous Dirichlet and Neumann
boundary conditions on x, z, and ψ.
7.4.2 Block-diagonal form: slow-fast decomposition of the evolution
model
In this section, we demonstrate how to decompose (7.13) into its slow and fast subsys-
tems. This is accomplished by first introducing a change of variables
η = z + L() x,
to bring (7.13a) into an upper-triangular form
 xτ
 ητ
 =
 A11 −A12 L A12
0 A22 + LA12

 x
η
 +
 0
D
d. (7.14)
Here, the operator L() satisfies the following slow-manifold condition
A21 − A22 L + LA11 − LA12 L = 0. (7.15)
Following [127], we next introduce another change of variables
ϕ = x − Q() η,
with Q satisfying
 (A11 − A12 L)Q − Q (A22 + LA12) + A12 = 0. (7.16)
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This transforms (7.14) into a block-diagonal form
 ϕτ
 ητ
 =
 As() 0
0 Af ()
 ϕ
η
 +
 Bs()
Bf ()
d, (7.17a)
ψ =
[
Cψs() Cψf ()
] ϕ
η
 + D d, (7.17b)
φ =
[
Cφs() Cφf ()
] ϕ
η
 , (7.17c)
where
As = A11 − A12 L, Af = A22 + LA12,
Bs = −QD, Bf = D,
Cψs = Cψx − Cψz L, Cψf = Cψz +  (Cψx − Cψz L)Q,
Cφs = Cφx − Cφz L, Cφf = Cφz +  (Cφx − Cφz L)Q.
Since the operators in (7.13) depend on the parameter , we next employ a perturbation
analysis of (7.15) and (7.16) to determine the operators L and Q. By substituting the
following representations of the operators L and Q
L() =
∞∑
i=0
i Li, Q() =
∞∑
i=0
iQi, (7.18)
into (7.15) and (7.16), and by equating terms of equal order in  (see Appendix 7.7) we
obtain
O(0) : L0 =
[
I I
]
, Q0 =
[
0 0
]T
, (7.19a)
O(1) :

L1 =
(
C0ψ1
)−1 [
0 −C1ψ1
]
,
Q1 =
[
(C0ψ1)−1 0
]T
.
(7.19b)
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The higher order terms in  are not reported here for brevity. In the next section, we
analyze the slow and fast subsystems in (7.17).
7.4.3 Analysis of slow and fast subsystems
In this section, we conduct analysis of the slow and fast subsystems of (7.17). The
detailed derivations are given in Appendix 7.7. We show that, for large value of the
Weissenberg number, the dynamics of flow fluctuations are captured by the response of
the fast subsystem with state η.
Utilizing the expansions of L and Q in (7.18), the solutions ϕ and η are determined
by applying the temporal Fourier transform to (7.17a) with zero initial conditions
ϕ =  (iΩI −As())−1 (Bs1 + Bs2 + . . .) d = Hs d, (7.20a)
η = (iΩI −Af ())−1 Bf d = Hf d, (7.20b)
where Ω is the temporal frequency corresponding to the time variable τ . Here, for a
fixed temporal frequency Ω, Hs and Hf are operators in y, mapping the forcing d to
the responses of the slow (ϕ) and fast (η) subsystems. Furthermore, since
Cψs() = 2 Cψs,2 + 3 Cψs,3 + O(4),
Cψf () = Cψf,0 +  Cψf,1 + O(2),
Cφs() = Cφs,0 +  Cφs,1 + O(2),
Cφf () = Cφf,0 +  Cφf,1 + O(2),
the responses of the stream function ψ and polymer stresses φ can be obtained by sub-
stituting (7.20a) and (7.20b) into the temporal Fourier transforms of (7.17b) and (7.17c)
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ψ = 3 (Cψs,2 +  Cψs,3 + . . .) (iΩI −As())−1 (7.21a)
× (Bs1 + Bs2 + . . .) d +
{
(Cψf,0 +  Cψf,1 + . . .)
× (iΩI −Af ())−1 Bf +D
}
d,
=
(
3Hψs + Hψf
)
d = Hψd, (7.21b)
φ =  (Cφs,0 +  Cφs,1 + . . .) (iΩI −As())−1 (Bs1 + Bs2 + . . .) d (7.21c)
+ (Cφf,0 +  Cφf,1 + . . .) (iΩI −Af ())−1 Bf d,
= (Hφs + Hφf ) d = Hφd. (7.21d)
The frequency response operators {Hij} in (7.21b) and (7.21d) map the forcing d to
the stream function (i = ψ) and polymer stresses (i = φ) with {j = s, f} identifying
the contributions from the slow and fast subsystems, respectively.
It is clear from (7.21) that, in high Weissenberg number regime, the response of
the slow subsystem has negligible influence on the stream function and the polymer
stresses. This illustrates that the fast subsystem has the largest influence on the system’s
response.
7.5 Frequency responses of a 2D inertialess flow of vis-
coelastic fluids
Here, we compute the frequency responses of the inertialess flow of viscoelastic fluids
using the slow-fast decomposition (7.17). In particular, we are interested in computing
the power spectral density for the 2D inertialess flow. For a fixed temporal frequency Ω,
this quantity is determined by the Hilbert-Schmidt norm of the frequency response
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Figure 7.2: The temporal frequency dependence of Πψf and Πψ in flows with kx = 1,
β = 0.5, and  = {0.02, 1× 10−2, 5× 10−3}. The lines represent the results for Πψ. The
symbols represent the results for Πψf which is the response from only the fast system.
operator Hij ,
Πij(Ω) = ‖Hij(Ω)‖2HS = trace
(Hij(Ω)H?ij(Ω)) ,
where H?ij represents the adjoint of the operator Hij . All computations are done using
a pseudo-spectral method [83]. Convergence of the results is tested by doubling the
number of collocation points.
In view of page limitations, we will only consider the response of the velocity fluctu-
ations. These can be determined by analyzing the frequency response operator (7.21b).
Figure 7.2 shows the Hilbert-Schmidt norm of the frequency response operator from
forcing to the stream function, i.e., Πψf and Πψ. Note that the power spectral density
as a function of Ω for the stream function has a high-pass characteristic. This response
is a consequence of the direct feed-through term from the forcing to the stream function.
In addition, the increase in We (decrease in ) moves the cut-off frequency to higher
values of Ω. We further note that Πψf lies on top of Πψ which indicates that at high
Weissenberg numbers the fast subsystem reliably captures the response of the entire
system. This thus verifies the predictions obtained using perturbation analysis.
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7.6 Concluding remarks
We study the frequency responses of a two-dimensional inertialess shear-driven flow of
viscoelastic fluids. In particular, we have shown that the dynamics can be decomposed
into slow and fast subsystems. This is accomplished by rewriting the evolution equations
in terms of low-pass filtered versions of the stream function. This state-space represen-
tation admits a standard singularly perturbed form, which is obtained by rescaling time
with the Weissenberg number. We then show analytically that the dynamics of flow
fluctuations can be captured by the response of the fast subsystem. This demonstrates
that the inertialess shear-driven flow of strongly elastic fluids can be modeled by only
a single PDE instead of the original system of three PDEs (which are determined by
constitutive equation for polymer stresses). Furthermore, this new formulation does not
inherit any numerical instabilities from the original model.
Our ongoing effort is devoted to studying the full nonlinear equations using singular
perturbation methods. Successful analysis of the nonlinear equations may identify new
methods for simulating full three-dimensional flows, thereby leading to new ways of
studying the intriguing phenomenon of ‘elastic turbulence’ [5,6,9] in wall-bounded shear
flows of viscoelastic fluids.
7.7 Appendix: System operators
Here, we present the system operators used in each section of the chapter. The operators
Cψi for {i = 1, 2, 3} in (7.12) are given by
Cψ1() = Cψ1,0 +  Cψ1,1 + 2 Cψ1,2, Cψ2() = Cψ2,0 +  Cψ2,1, Cψ3() = Cψ3,0,
185
where
Cψ1,0 = Cψ2,0 = Cψ3,0 =
(1− β)
β
2 k2x ∆
−2 ∆,
Cψ1,1 = Cψ2,1 = −
(1− β)
β
2 ikx ∆
−2 ∆ ∂y, Cψ1,2 = −
(1− β)
β
.
The operators in (7.13) are given by
A11 =
 − (+ ikx y) 0
 − (+ ikx y)
 , A12 =
 
0
 ,
A21 = Cψx =
[
Cψ2 Cψ3
]
, A22 = Cψ1 −
(
2 +  ikx y
)
, Cψz = Cψ1,
Cφx =

C12 0
C22 C23
C32 C33
 , Cφz =

C11
C21
C31
 .
where
C11 = 2  k2x − 2 2 ikx ∂y =  C11,1 + 2 C11,2, C12 = 2  k2x =  C12,1,
C21 = 2 k2x + 2
(
∂yy + k
2
x
)
= C21,0 + 2 C21,2, C22 = C23 = 2 k2x = C22,0 = C23,0,
C31 = 4 ikx ∂y + 2  ∂yy + 2 2 ikx ∂y = C31,0 +  C31,1 + 2 C31,2,
C32 = 4 ikx ∂y + 2  ∂yy = C32,0 +  C32,1, C33 = 4 ikx ∂y = C33,0.
Furthermore, we note that each operator in (7.13) can be factorized in terms of , e.g.,
A11() =
 − (+ ikx y) 0
 − (+ ikx y)
 =
 −ikx y 0
0 −ikx y

︸ ︷︷ ︸
+ 
 −I 0
I −I

︸ ︷︷ ︸
.
A11,0 A11,1
We employ a perturbation analysis of (7.15) and (7.16) to determine the operators
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L and Q with  being the perturbation parameter. This is done by substituting (7.18)
into (7.15) and (7.16) and equating terms of equal order in , which yields
O(0) :

L0 =
(A022)−1A021 = (C0ψ1)−1 [ C0ψ2 C0ψ3 ] = [ I I ] ,
Q0 = A012
(A022)−1 = [ 0 0 ]T ,
O(1) :

L1 =
(A022)−1 (A121 −A122L0 + L0A011) = (C0ψ1)−1 [ 0 −C1ψ1 ] ,
Q1 = A112
(A022)−1 = [ (C0ψ1)−1 0 ]T .
Using the expansions for the operators L and Q, the operators in (7.17) are given by
As() = A11()−A12()L() = A11,0 +  (A11,1 −A12,1 L0)− 2A12,1 L1 + O(3)
= As0 + As1 + 2As2 + O(3),
Af () = A22() + L()A12() = A22,0 + A22,1 + 2 (A22,2 + L0A12,1) + O(3)
= Af0 + Af1 + 2Af2 + O(3),
Bs() = −Q()D = − (Q0 + Q1)D +O(3) = −Q1D +O(3) = Bs1 +O(3),
Bf () = D = Bf0,
Cψs() = Cψx()− Cψz()L()
= (Cψx,0 − Cψ1,0L0) +  (Cψx,1 − Cψ1,0 L1 − Cψ1,1 L0)
− 2 (Cψ1,0 L2 + Cψ1,1 L1 + Cψ2,1 L0) + O(3)
= Cψs,0 +  Cψs,1 + 2 Cψs,2 + O(3),
Cψf () = Cψz() +  (Cψx()− Cψz()L())Q()
= Cψ1,0 +  Cψ1,1 + 2 (Cψx,0 − Cψ1,0 L0)Q1 + O(3)
= Cψf,0 +  Cψf,1 + 2 Cψf,2 + O(3).
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Since
Cψx,0 − Cψ1,0 L0 =
[
Cψ2,0 Cψ3,0
]
− Cψ1,0
[
I I
]
=
[
0 0
]
,
and
Cψx,1 − Cψ1,1 − Cψ1,0 L1L0 =
[
Cψ2,1 0
]
− Cψ1,1
[
I I
]
−Cψ1,0 (Cψ1,0)−1
[
0 −Cψ1,1
]
=
[
0 0
]
,
operator Cψs can be simplified to
Cψs() = 2 Cψs,2 + O(3).
Chapter 8
Model-based analysis of
polymer-induced drag reduction
in turbulent channel flow
Friction drag in turbulent flows of dilute polymer solutions has been shown to be reduced
by as much as 80% compared to Newtonian flows alone. In this chapter, we propose
a model-based approach for studying the influence of polymers on drag reduction in
a turbulent channel flow. Our simulation-free method utilizes turbulence modeling in
conjunction with the analysis of stochastically forced linearized equations to capture the
effect of velocity and polymer stress fluctuations on the turbulent viscosity and drag.
Compared to traditional methods, that relies on numerical simulations, we determine
the turbulent mean velocity from the second-order statistics of the linearized model
driven by white-in-time stochastic forcing. The spatial power spectrum of the forcing
is selected to ensure that the linearized model for the flow without polymers repro-
duces the turbulent energy spectrum. We show that the essential drag-reducing trends
and turbulent mean velocity observed in direct numerical simulations are captured by
our approach. This demonstrates that our model-based approach has the potential for
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capturing underlying physical mechanisms responsible for polymer induced drag reduc-
tion. Furthermore, the proposed model is expected to pave the way for future analysis
of polymer induced turbulent channel flow at higher Weissenberg number and finite-
extensibility of the polymer chains than currently possible.
8.1 Introduction
Turbulent flows of non-Newtonian fluids are ubiquitous in many engineering applications
such as turbulent drag reduction, oil pipeline system, fire fighting, and marine vehicles.
By modifying the fluid rheology, the addition of small amount of polymer additives to
Newtonian solvents in turbulent flows is an effective means for reducing skin-friction
losses. In particular, it has been observed experimentally that dissolving parts-per-
million quantities of polymer concentration into a turbulent flow can reduce drag by as
much as 80% compared with that of solvent alone [128]. This observation has generated
tremendous research effort in the past 50 years. Early reviews by [128–131] provide
comprehensive explanations on the physical mechanisms of polymer drag reduction.
Later review by [23] gives an overview on the history of polymer additives for turbulent
drag reduction with emphasis on newer discoveries.
Study of polymer drag reduction is of both practical and fundamental importance.
From applied point of view, the injection of high-molecular weight polymers to flowing
liquids in pipe flows and marine vessels can have tremendous benefits. Polymer drag-
reducing additives have been used in the Trans-Alaska Pipeline System to increase
throughput and to maintain throughput with off-line pumping stations [22]; polymer
ejection has been used in US Navy submarine testings to reduce hull drag and increase
speed by 10%–15% [23]. From fundamental point of view, understanding mechanisms
of polymer drag reduction may shed light into the essential turbulent flow physics and
open new ways of controlling turbulence via active or passive means.
Most of our understanding of the onset of drag reduction and the interaction of poly-
mers with turbulence comes from numerical and experimental studies. In experiments,
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laser-based optical techniques are the enabling technology that allowed scientists to ob-
tain detailed turbulence measurements in flow of diluted polymer solutions [132]. The
advancement in laser velocimetry measurements have improved the accuracy and pre-
cision of measuring the mean polymer shear stress profile [133–137]. The experimental
data collected in these studies have provided valuable insights into the physical mech-
anisms of polymer drag reduction and benchmark data for the validation of numerical
models.
On the other hand, although the use of numerically simulated flow of viscoelastic flu-
ids is relatively new, their techniques have offered tremendous insight on drag reduction
mechanisms [138,139], maximum drag reduction [7,26], and coherent structures [28–30].
In spite of this success, there is a need for the development of computationally attractive
models that are suitable for analysis and identification of key physical mechanisms.
In this paper, we combine turbulence modeling with analysis of stochastically forced
linearized flow equations to quantify the polymer-induced drag reduction in a simulation-
free manner. Our approach builds on recent efforts to develop model-based techniques
for controlling the onset of turbulence [3, 78] and fully developed turbulent flows [140].
In contrast to the traditional approach that relies on numerical simulations, we use
eddy-viscosity-enhanced linearization to determine the influence of polymer additives
on drag reduction. The difficulty in having control-oriented turbulence models is the
complexity of the flow physics that arises from the interaction between the turbulent
fluctuations and the mean flow. Despite this difficulty, recent advancements [89,141–143]
in turbulence modeling showed that the equations linearized around turbulent mean
velocity with the molecular viscosity augmented by the turbulent viscosity, qualitatively
capture features of turbulent flows of Newtonian fluids. Here, for flows with polymers, we
use the turbulent viscosity augmented linearization of the finitely extensible nonlinear
elastic - Paterlin (FENE-P) model around a turbulent mean flow to determine the
influence of polymer additives on turbulent drag. In addition, we imposed white-in-
time stochastic forcing with selected second-order spatial statistics on the resulting
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linearized equations. Linear systems theory then allows us to determine the second-
order covariance matrix of the velocity and polymer stress fluctuations by solving the
corresponding Lyapunov equations. This valuable information enables us to determine
the influence of flow fluctuations on the turbulent drag.
With our approach, we show that polymer additives is capable of reducing turbulent
drag at the levels comparable to those observed in experiments and simulations. Fur-
thermore, our new model can capture the essential drag-reducing trends produced by
high-fidelity numerical simulations. Given a drag reduction level, our analysis is capable
of producing a mean turbulent velocity that matches with that generated from direct
numerical methods. In addition, we numerically show that the interactions between the
fluctuating velocity gradient and the conformation tensors are the driving forces for drag
reduction. Finally, our results demonstrate the potential of our model-based approach
in capturing full-scale turbulent behaviors of polymer-induced turbulent channel flows.
This chapter is organized as follows. In Section 8.2, we formulate the problem and
briefly discuss the governing equations and turbulence modeling. We then determine
an approximation of the turbulent mean flow with polymers using an turbulent eddy-
viscosity enhanced FENE-P model. We demonstrate the ability of this simple model in
capturing positive turbulent drag reduction but not at the level comparable to experi-
ments/simulations. In Section 8.3, we examine influence of fluctuations on the turbulent
viscosity and drag using a stochastically forced and eddy-viscosity enhanced FENE-P
model linearized around the aforementioned turbulent mean profile. We also present an
efficient method for computing the second-order statistics of velocity and polymer stress
fluctuations. In Section 8.4, we demonstrate that our model-based method is capable
of predicting the essential drag-reducing trends. We conclude the paper with a brief
summary of our developments and outlook for future research in Section 8.5.
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Figure 8.1: Channel flow geometry.
8.2 Problem formulation
In this section, we present the governing equations for a pressure-driven channel flow
of FENE-P fluids. We show how to obtain an approximation of the mean turbulent
velocity in the presence of polymers using a standard model of the turbulent viscosity.
We demonstrate that polymers are capable of reducing drag forces even in a simple
scenario. We will utilize this mean turbulent velocity in our model-based framework
presented in Section 8.3 to analyze the influence of fluctuations on the turbulent drag.
8.2.1 Governing equations
We study a pressure-driven turbulent channel flow of a viscoelastic fluid in a Cartesian
coordinate system (x, y, z) where x is the streamwise, y the wall-normal, and z the
spanwise direction; see figure 8.1 for geometry. The dimensionless equations for the
conservation of momentum and mass are given by [16,17]
Ut = − (U ·∇)U − ∇P +
β
Rτ
∆U +
(1− β)
Rτ
∇ · T , (8.1a)
0 = ∇ · U , (8.1b)
where U is the velocity vector, P is the pressure, T is the polymer stress tensor, ∇
is the gradient, and ∆ = ∇ ·∇ is the Laplacian. System (8.1) governs the behavior
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of dilute polymer solutions with fluid density ρ, and it has been obtained by scaling
length with the channel half-height h, pressure with the wall-shear stress τw, velocity
with the friction velocity uτ =
√
(τw/ρ), time with h/uτ , and polymer stresses with
ηpuτ/h where ηp is the polymer viscosity. The two parameters appearing in (8.1) are
the viscosity ratio, β = ηs/ν0, and the friction Reynolds number, Rτ = uτh/ν0. Here,
ηs represents the solvent viscosity and ν0 = (ηs + ηp)/ρ denotes the zero shear rate
kinematic viscosity.
The momentum (8.1a) and continuity (8.1b) equations describe the motion of an
incompressible viscoelastic fluid. For given T , the pressure adjusts itself so that the
velocity satisfies the continuity equation (8.1b). In our previous work [144], we used
the Oldroyd-B model, which is based on a linear bead-spring dumbbell, to relate the
polymeric stress tensor to the conformation tensor. Since the Oldroyd-B model does not
account for the finite extensibility of the polymer chains, in this paper we examine the
FENE-P model which utilizes a nonlinear relation between the polymeric stress tensor
T and the conformation tensor R [16],
T =
(f R − I)
We
. (8.2)
Here, I is the unit tensor, and the function f (that quantifies the influence of the
nonlinear spring) is determined by the trace of the conformation tensor, trace (R), and
the maximum extensibility of polymer chains, L,
f =
L2 − 3
L2 − trace (R) . (8.3)
Note that R and L2 are made dimensionless with respect to kβT/c, where kβ, T , and
c denote the Boltzmann constant, the absolute temperature, and the spring constant
of the Hookean dumbbell, respectively. In the limiting case L → ∞, we have f → 1;
consequently, the nonlinear spring becomes linear and the FENE-P model simplifies to
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the Oldroyd-B model. The parameter appearing in (8.2) is the Weissenberg number,
We = λuτ/h. While the Reynolds number quantifies the ratio of inertial to viscous
forces, the Weissenberg number determines the ratio of the fluid relaxation time λ to the
characteristic flow time h/uτ . We note that, in turbulent flows, the friction Weissenberg
number Weτ = λu
2
τ/ν0 is typically used and the relationship between We and Weτ is
given by [145]
We = Weτ/Rτ .
Finally, the dynamics of the conformation tensor R are governed by the following
constitutive equation,
Rt = R ·∇U + (R ·∇U)T − U ·∇R − T +
D0
Rτ
∆R. (8.4)
The last term in (8.4) represents an artificial stress diffusive term. The numerical dif-
fusivity is denoted by D0 = κ/ν0 where κ is the isotropic numerical diffusivity. The
addition of this term helps alleviate numerical instabilities associated with the consti-
tutive model. For small D0, it has been shown that artificial stress diffusivity has weak
influence on the flow dynamics [146]. In direct numerical simulations of turbulent chan-
nel flows, D0 is typically chosen to have the smallest value that provides numerically
stable computations.
8.2.2 Mean flow equations
Here, we present a method for computing an approximation of the mean turbulent ve-
locity and polymer stresses. Even though this steady-state analysis shows that polymers
reduce drag, it does not capture the essential drag-reducing trends observed in DNS.
In Section 8.3, we show that analysis of the dynamics of flow fluctuations around this
approximate mean flow improves predictive capability of our model-based approach.
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We proceed by splitting the flow quantities into their mean and fluctuating compo-
nents
U = U + u, R = R + r, P = P + p, (8.5)
where U = U , u = 0, with the bar denoting averaging in time and horizontal directions.
Substituting (8.5) into (8.1) and (8.4) and taking the average in time and horizontal
directions yields the steady-state equations for U and T [147,148]
0 = − (U ·∇) U − ∇P +
β
Rτ
∆U +
(1− β)
Rτ
∇ ·T − ∇ ·
(
uuT
)
, (8.6a)
0 = ∇ ·U, (8.6b)
0 = R ·∇U + (∇U)T ·R − (U ·∇) R +
D0
Rτ
∆R
−
f R + I
We
− (u ·∇) r + r ·∇u + (∇u)T · r, (8.6c)
where
T =
f R + I
We
.
Since the second-order statistics of the fluctuations depend on higher-order mo-
ment, we face a closure problem in (8.6). The first unknown term is the Reynolds
stress tensor, uuT , which quantifies the transport of momentum arising from turbulent
fluctuations [147]. The last three terms in the mean constitutive equation (8.6c),
Γ = −(u ·∇) r, Λ = r · (∇u) + (∇u)T · r, Ω = (f R + I) /We, (8.7)
account for the contribution to the transport of the conformation tensor arising from
the fluctuating advective terms (Γ = −(u ·∇) r), the interactions between the fluctu-
ating components of the conformation tensor and the velocity gradient tensor (Λ =
r · (∇u) + (∇u)T · r), and the conformation relaxation (Ω = (f R + I) /We). Several
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recent references [7,149–151] have attempted to provide accurate and robust models for
the second-order statistics of velocity and polymer stress fluctuations appearing in (8.6).
We next describe a procedure that utilizes the turbulent eddy viscosity to obtain an
approximation to the turbulent mean velocity in the presence of polymers.
8.2.3 Mean flow analysis
In this section, we discuss a procedure for determining an approximation of the mean
turbulent profiles.
1. Model for the second-order statistics of velocity fluctuations
We first consider a model for the second-order statistics of velocity fluctuations. One
of the most commonly used models for the second-order statistics of velocity fluctuations
is the Boussinesq approximation [147]
uuT =
2
3
k I −
β νT
Rτ
(
∇U + (∇U)T
)
, (8.8)
where k is the turbulent kinetic energy and νT is the turbulent eddy viscosity. In
turbulent flows of viscoelastic fluids, νT is determined from statistics of flow fluctuations
and it is not known a priori. Hence, in order to accurately capture influence of velocity
fluctuations on the turbulent mean velocity and conformation tensor we need an accurate
model of νT . For a turbulent channel flow of Newtonian fluids, [152] proposed the
following model for the turbulent eddy viscosity
νT0(y) =
1
2
((
1 +
(c2
3
Rτ (1− y2) (1 + 2y2) (1− e−(1−|y|)Rτ/c1)
)2)1/2 − 1) ,
(8.9)
where c1 and c2 are modeling parameters selected to minimize least squares deviation
between the mean streamwise velocity obtained with turbulent viscosity (8.9), and the
mean streamwise velocity obtained in experiments and simulations. For example, using
DNS data of turbulent channel flow at Rτ = 186 from [8] and [153], c1 = 0.61 and
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c2 = 46.2.
2. Second-order statistics of fluctuations in constitutive equations
We next consider the second-order statistics of fluctuations in the constitutive equa-
tions (8.7). First, the product fR is approximated as the product of the mean values:
f¯R, the leading term in the Taylor expansion. Here, f¯ denotes the mean Peterlin
function, i.e.,
f¯ =
L2 − 3
L2 − trace(R) .
The employment of this approximation has been verified by high-fidelity simulations [151]
where a satisfactory agreement between fR and f¯R has been shown in turbulent chan-
nel flows of FENE-P fluids.
We note there are several approximations and models [7,149–151] for the other two
fluctuating terms, Γ and Λ, in the mean equations governing the conformation tensor.
However, all of these models are based on data obtained through numerical simulations
of polymer induced turbulent flows and are not easily reproduced. Hence, we have
neglected these two terms in the mean flow analysis and consider their influence when
we study the effects of fluctuations on the turbulent drag in Section 8.3.
Using the aforementioned approximations, for flow subject to a constant pressure
gradient Px = −1, we determine a mean turbulent profile,
U =

U(y)
0
0
 , R =

R11(y) R12(y) 0
R21(y) R22(y) 0
0 0 R33(y)
 ,
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by solving the following set of equations:
0 = − Px +
β
Rτ
(
ν ′T0 U
′ + (1 + νT0)U ′′
)
+
(1− β)
Rτ
T ′12, (8.10a)
0 = −
1
We
f¯R12 + R22 U
′ +
D0
Rτ
R′′12, (8.10b)
0 = −
1
We
(
f¯R22 − 1
)
+
D0
Rτ
R′′22, (8.10c)
0 = −
1
We
(
f¯R33 − 1
)
+
D0
Rτ
R′′33, (8.10d)
0 = −
1
We
(
f¯R11 − 1
)
+ 2R12 U
′ +
D0
Rτ
R′′11. (8.10e)
Here, prime denotes differentiation with respect to y and
T12 =
f¯R12
We
.
Homogeneous Dirichlet boundary conditions are imposed on U , and the boundary
conditions for the components of the conformation tensor are obtained using the proce-
dure described in [146]. In particular, this procedure solves for the solution of the mean
equations without the additive diffusivity and uses the boundary values of the solution as
the boundary conditions for the conformation tensor. Finally, we use Newton’s method
to determine the approximate turbulent mean velocity and conformation tensor. Fur-
thermore, all computations are obtained using Chebfun computing environment [37]
which is a Matlab toolbox for solving boundary value problems. Grid-point conver-
gence of our solution is guaranteed by Chebfun’s automatic Chebyshev collocation
method.
Figure 8.2 shows the turbulent mean velocity profiles for the flow with no polymers
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Figure 8.2: Mean velocity as a function of the distance from the wall in flows with (a)
no polymers U0(y
+); and with polymers U(y+) for: (b) L = 100 and Weτ = 25 (×),
Weτ = 50 (+), Weτ = 100 (/), Weτ = 200 (•); and (c) We = 100 and L = 25 (),
L = 50 (), L = 100 (4), L = 200 (5). For Newtonian fluids, the result is obtained for
flows with Rτ = 186 and β = 1. In addition, we also show the linear wall asymptote,
U = y+, and the logarithmic inertial sublayer asymptote, U = 2.5 ln(y+)+5.5. For flows
with polymers, results are obtained for flows with Rτ = 186, β = 0.9, and D0 = 3.25
using the assumption that turbulent viscosity νT0 captures the behavior of fluctuations.
% DR
Weτ
Figure 8.3: Percent drag reduction as a function of the friction Weissenberg number.
Results are obtained using the turbulent mean velocity U for flows with Rτ = 186,
β = 0.9, D0 = 3.25, and L = [10, 1000] with the assumption that turbulent viscosity
νT0 captures the behavior of fluctuations.
200
U0 and for the flow with polymers U as a function of the distance from the wall,
y+ = Rτ (y + 1) .
For Newtonian fluids, the turbulent mean velocity profile U0 is obtained for flows with
Rτ = 186 and β = 1. As shown in figure 8.2(a), the linear relationship U = y
+ is
satisfied in the viscous sublayer close to the wall (y+ < 2). In the inertial sublayer far
away from the wall (y+ > 50), the Newtonian turbulent mean velocity is approximated
by the logarithmic profile U = 2.5 ln(y+) + 6.5. This indicates that the turbulent
mean profile computed using turbulent viscosity (8.9) captures the essential trends in
turbulent flows with no polymers.
For flows with polymers, we fix Rτ = 186, β = 0.9, and D0 = 3.25 to study the
influence of L and Weτ on the turbulent mean velocity and consequently, drag reduction.
For fixed L = 100, figure 8.2(b) demonstrates that the turbulent mean velocity U is
increased in the inertial sublayer compared to U0 and the amount of increase gets larger
as Weτ increases. On the other hand, for fixed Weτ = 100, the amount of increase of U
in the inertial sublayer is decreased as L increases (cf. figure 8.2(c)). We next illustrate
that the increase of U in the inertial sublayer directly relates to the increase in drag
reduction.
In flows with polymers, [145] defined drag reduction as,
DR = 1 − µ2(1−n)/nw
 UB
UB,0

−2/n
, (8.11)
where UB and UB,0 denote bulk velocities of flows with and without polymers,
UB =
∫ 1
−1
U(y) dy.
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Here, µw represents the effective wall viscosity and it is given by
µw =
β
1 + (1− β) / (2Rτ ) ∆(τ¯xy) ,
where ∆(τ¯xy) is the average wall shear stress at the two walls.
Figure 8.3 shows the drag reduction as a function of Weτ and L computed using
the turbulent mean velocity U for flows with Rτ = 186, β = 0.9, and D0 = 3.25.
Similar to the trend observed in figure 8.2, the amount of drag reduction increases with
the increase in Weissenberg number (for fixed L) and decreases with the increase in L
(for fixed We). Figure 8.3 illustrates that polymers are capable of reducing drag forces
even in this simple scenario. However, we note that the decrease in drag reduction
with L contradicts the DNS trends [24]. Furthermore, the amount of drag reduction at
large values of L and Weτ is not correctly predicted by the above mean flow analysis.
We next present a model-based framework that utilizes the mean turbulent velocity
resulting from this analysis to study the influence of fluctuations on the turbulent drag.
8.3 Stochastically forced flow with polymers: fluctuation
dynamics
In this section, we examine the dynamics of infinitesimal velocity and conformation
tensor fluctuations (u, r) around the mean flow (U,R) described in Section 8.2.3.
Our model-based approach builds on the method that [140] recently used to design
drag-reducing transverse wall-oscillations. The linearization of the governing equations
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around the turbulent mean flow of Section 8.2.3 is given by
ut = − (U ·∇) u − (u ·∇) U − ∇p +
β
Rτ
∇ · ((1 + νT0) (∇u + (∇u)T )) + 1− β
Rτ
∇ · τ , (8.12a)
0 = ∇ · u, (8.12b)
rt = r ·∇U + (r ·∇U)T + R ·∇u + (R ·∇u)T −
(u ·∇) R − (U ·∇) r − τ +
D0
Rτ
∆r, (8.12c)
τ =
f¯
We
r + f¯
L¯2
trace(r) R
 . (8.12d)
where L¯2 = L2 − 3, and
u =

u
v
w
 , r =

r11 r12 r13
r21 r22 r23
r31 r32 r33
 .
The evolution form of (8.12) is obtained by eliminating the pressure from the equations,
and by expressing the velocity fluctuations in terms of the wall-normal velocity v and
vorticity η = ∂zu − ∂xw. Furthermore, by rearranging the components of r and by
applying the Fourier transforms in the x and z-directions, we arrive at a set of partial
differential equations in y and t parameterized by the vector of horizontal wave-numbers,
κ = (kx, kz),
ψt (y,κ, t) = A(κ)ψ (y,κ, t) + B(κ) f (y,κ, t) ,
φ (y,κ, t) = C(κ)ψ (y,κ, t) .
(8.13)
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Here, ψ =
[
ψT1 ψ
T
2
]T
is the state vector with
ψ1 =
[
v η
]T
, ψ2 =
[
r22 r23 r33 r13 r12 r11
]T
.
The output vector φ contains fluctuations in the velocity and conformation tensor fields.
The dynamical generator A in (8.13) can be partitioned conformably with the partition
of ψ,
A =
 A11 A12
A21 A22
 , (8.14)
where the operator blocks in (8.14) are given in Appendix 8.6.
In Newtonian fluids, there is only one block, A11, and in the limit β → 1, A11
in (8.14) simplifies to the generator in the modified Orr–Sommerfeld and Squire equa-
tions of Newtonian fluids where the kinematic viscosity is augmented with turbulent
eddy viscosity [140]. The operator A12 describes how the components of the confor-
mation tensor enter into the equations for the wall-normal velocity and vorticity. On
the other hand, the operators A21 and A22 appear in the constitutive equation, where
A21 acts on the wall-normal velocity/vorticity and A22 acts on the components of the
conformation tensor. Furthermore, B is an 8 × 2 matrix of operators through which
forcing enters the evolution model. Since we only introduce forcing into the momen-
tum equation, B =
[
IT2×2 OT6×2
]T
, where I2×2 is the 2 × 2 block-identity-operator
and O6×2 is a 6 × 2 null matrix. We note that the output operator in (8.13) is given
by C =
[
CTv C
T
r
]T
where Cv captures a kinematic relationship between the wall-
normal velocity/vorticity vector ψ1 and velocity fluctuation vector u, and Cr relates
the components of the conformation tensor with the state vector ψ2. The definitions of
these two operators are also provided in Appendix 8.6.
System (8.13) is forced with a zero-mean temporally white stochastic process f ,
E (f (·,κ, t1)⊗ f (·,κ, t2)) = M(κ) δ(t1 − t2), (8.15)
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where δ is the Dirac delta function, f ⊗ f is the tensor product of f with itself, and
M(κ) is the spatial spectral-density of the forcing. Jovanovic´ and Georgiou [154] showed
that the steady-state statistics of velocity fluctuations in homogeneous isotropic turbu-
lence can be reproduced by driving linearized NS equations with white-in-time forcing
and properly selected spatial spectral-density. Inspired by this observation, [140] de-
termined M(κ) to match the DNS-generated energy spectrum in Newtonian turbulent
channel flows. In what follows, we adopt the model for spatial spectral-density of forcing
developed by [140].
For the linearized system (8.13), the steady-state autocorrelation tensor of flow
fluctuations is obtained by solving the Lyapunov equation [77,155]
A(κ) X¯(κ) + X¯(κ) A∗(κ) = −B(κ) M(κ) B∗(κ), (8.16)
where the asterisk denotes the adjoint of the corresponding operator. The operator X¯
represents the autocorrelation operator of ψ and it contains all second-order statistics
of velocity fluctuations and the fluctuating components of the conformation tensor.
Furthermore, by decomposing the operator X¯ into the block form,
X¯ =
 X¯11 X¯12
X¯∗12 X¯22
 ,
we can isolate the components of the second-order statistics of vectors ψ1 and ψ2.
The (1, 1)-block operator X¯11 contains information about the second-order statistics of
velocity fluctuations, and the (2, 2)-block operator X¯22 contains information about the
statistics of fluctuating components of the conformation tensor. The off-diagonal block
X¯12 is the cross-correlation operator between the velocity fluctuations and fluctuating
conformation tensor.
Our model-based approach to the analysis of drag-reduction by polymers consists of
the following three steps.
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(i) An approximation of the turbulent mean velocity with polymers is obtained from
the mean flow analysis presented in Section 8.2.3. Here, we have used the eddy
viscosity of a turbulent flow of Newtonian fluids and we have neglected the second-
order statistics of fluctuations in the mean constitutive equations.
(ii) Second-order statistics of velocity fluctuations and fluctuating components of the
conformation tensor
(
uuT ,Γ,Λ
)
are obtained from the stochastically forced equa-
tions (8.13) linearized around the turbulent mean profiles determined in (i).
(iii) The second-order statistics
(
uuT ,Γ,Λ
)
are used in the mean flow equations (8.23)
to determine the effect of fluctuations on the mean velocity, mean component of
the conformation tensor, and thereby skin-friction drag. Appendix 8.7 contains
the mean flow equations used to determine the modified turbulent mean profiles.
8.4 Results and discussion
In this section, we examine the effect of flow fluctuations on drag reduction, turbulent
mean velocity, eddy viscosity, and turbulent kinetic energy. We also compare our predic-
tions with DNS results of [7] and discuss the similarities and disagreement between the
two. Finally, we study the mechanisms leading to polymer drag reduction by examining
the equation for the turbulent kinetic energy.
In order to examine the influence of the Weissenberg number (Weτ ) and the finite
extensibility parameter (L) on the turbulent mean velocity and skin-friction drag, we
confine our attention to the flows with Rτ = 186, β = 0.9, and D0 = 3.25. For these
parameters, the second-order statistics of the turbulent flow of Newtonian fluids were
obtained using DNS [8, 153]. As highlighted in Section 8.3, these statistics provide the
basis for modeling statistics of forcing to the momentum equation that reproduce the
energy spectrum in Newtonian turbulent channel flows.
206
The finite-dimensional approximations of the underlying operators are obtained us-
ing Matlab Differentiation Matrix Suite [83], which utilizes pseudospectral methods
to approximate differential operators. After discretization in the wall-normal direction,
each operator in (8.16) becomes an N × N matrix, where N denotes the number of
Chebyshev collocation points in y. All computations are performed in Matlab and
grid-point convergence is confirmed by running additional computations with larger
number of grid points in y. The results presented here are computed using N = 200.
8.4.1 Drag reduction by polymers
In this section, we analyze the influence of fluctuations on the turbulent drag. This is
achieved by obtaining the second-order statistics of the fluctuating velocity and confor-
mation tensors from the covariance operator X¯ (8.16). We then utilize the second-order
statistics (uvp, Γ12, Λ12) as corrections to the mean flow equations (8.23) and determine
the turbulent mean profiles. Note that uvp represents the contribution to the Reynolds
shear stress from polymers only and it is given by
uvp = uvtotal − uvNewton.
Here the total and Newtonian Reynolds shear stresses, uvtotal and uvNewton, are deter-
mined from the covariance operators X¯ (8.16) with β = 0.9 and β = 1.0, respectively.
Finally, turbulent drag is computed from the turbulent mean velocity using (8.11).
The percent drag reduction as a function of the friction Weissenberg number is shown
in figure 8.4(a). Figure 8.4(a) shows that the amount of drag reduction achievable by
polymer increases as L increase. In addition, for a given L, the amount of drag reduction
initially increases with the Weissenberg number but slightly decreases and saturates be-
yond a certain value. Our results suggest that the amount of drag reduction achievable
by polymer is bounded by the Weissenberg number which directly relates to the amount
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of polymer concentration. This boundedness on the drag reduction by the polymer con-
centrations has been long observed to be the maximum drag reduction (MDR) or Virk
asymptote [156]. Furthermore, we note that our results presented here is not observed
in the model for Oldroyd-B fluids. For Oldroyd-B fluids, we observed no saturation in
the amount of drag reduction induced by polymers as Weτ increases [144]. We believe
that this is due to the nature of the Oldroyd-B model where polymer molecules are
allowed them to stretch indefinitely.
We note that although our model-based analysis is capable of capturing the MDR
characteristic of polymer turbulent flows, our analysis is not capable of correctly produc-
ing the amount of polymer drag reduction by polymer. Figure 8.4(a) shows a maximum
drag reduction of approximately 33% versus 80% shown by direct numerical simulations
of fully turbulent channel flows [7]. This discrepancy is possibly due to the simplistic
selection of the spatial spectrum of the stochastic forcing in the evolution model. Fur-
ther investigation into the selection of the spatial spectrum of the stochastic forcing is
needed to fully understand its influence on turbulent drag reduction. Analysis of these
factors is dedicated to future studies.
On the other hand, figure 8.4(b) shows the normalized drag reduction conducted
by our analysis and the normalized polymer drag reduction data from direct numerical
simulations of fully developed turbulent channel flow [7]. Results are normalized by their
respective maximum achievable drag reduction. As evident of Figure 8.4(b), our model-
based analysis is capable of capturing the essential trend of polymer drag reduction
produced from DNS. This encouraging result suggests that our model-based method
can serve as a valuable tool for predicting the amount of drag reduction achievable by
polymers at arbitrary set of flow parameters: Weτ , L, Rτ , and β. Our method provides
an alternate way of analyzing polymer drag reduction without running time-consuming
high-fidelity simulations.
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Figure 8.4: (a) Percent drag reduction as a function of the friction Weissenberg
number. Results are obtained using the turbulent mean velocity U for flows with
Rτ = 186, β = 0.9, D0 = 3.75, and L = [30, 130] with second-order flow statistics
(uv, Γ12, Λ12) correction to the mean flow equations. (b) Drag reduction normalized
by max (DR (Weτ = 130, L)) = 0.33. Symbols represent the normalized polymer drag
reduction data from direct numerical simulations [7] of fully developed turbulent flow
with Rτ = 125, β = 0.9, D0 = 3.75, L = 30 (◦), L = 60 (), L = 85 (5), L = 120 (4).
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8.4.2 Turbulent mean velocity and fluctuations’ statistics
Here, we present the mean turbulent velocity, turbulent viscosity, and Reynolds stresses
obtained using our model-based analysis. Figure 8.5 shows the turbulent mean flow
velocity U(y+) as a function of the distance from the channel wall for various levels
of drag reduction. We see that the turbulent mean velocity increases as the level of
drag reduction increases. In addition, the log region of the velocity profiles (in the
center of the channel) is shifted upward while the slope of the log law remains similar to
the flow without polymers. We note that as drag reduction approaches the maximum
drag reduction level, the slope of the log law increases from 2.5 to 12. The turbulent
mean velocities presented in figure 8.5 are in agreement with the results from DNS of
fully-developed turbulent channel flows of polymers [7].
Figure 8.6(a) shows the mean Reynolds shear stress as a function of the normalized
wall distance for the flow with Rτ = 186, β = 0.9, D0 = 3.75, and with DR = 33%.
Compared to the flow without polymers, the Reynolds shear stress decreases as DR
increases. The corresponding plot for the root-mean-squared (RMS) velocity fluctua-
tions is shown in figure 8.6(b). It is evident that as DR increases the streamwise RMS
velocity fluctuations, urms increases while both the wall-normal and spanwise RMS ve-
locity fluctuations, vrms and wrms, decrease compared to the flow without polymers,
respectively. Furthermore, the corresponding plot for the turbulent viscosity is shown
in figure 8.6(c). We see that the turbulent viscosity significantly decreases in the fa-
cility of channel’s center as DR increases. Finally, we have also shown in figure 8.6(a)
the second-order statistics obtained using high-fidelity simulations of polymer-induced
turbulent channel flow with 33% drag reduction. As evident of figure 8.6(a), we can see
that our model-based method is not capable of reproducing accurate turbulent statistics
of velocity fluctuations. This demonstrates the limitation of the choice of noise modeling
we chose for our body forcing. However, the second-order statistics of fluctuations can
be improved with a better choice selection of the spectral density of the forcing [157].
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Figure 8.5: Turbulent mean velocity obtained using method presented in Section 8.3
for flows with Rτ = 186, β = 0.9, and D0 = 3.75. Result for flow without polymers is
represented by the dashed line. The symbol (◦) represents data obtained using DNS for
flows with DR = 33%.
We note that this demonstrates the flexibility of our model-based approach and greater
understanding of the role of the spectral density of the forcing in polymer-induced drag
reduction will be dedicated to future research.
8.4.3 Contribution of fluctuations’ statistics to mean polymer stresses,
turbulent velocity, and drag
We next examine the influence of second-order statistics on the mean polymer stresses
and mean turbulent velocity. This is done by analyzing the contributions of the fluc-
tuations’ statistics to the mean equations (8.23). Careful examination of the mean
equations (8.23) reveals that the polymer shear stress T12 and Reynolds shear stress
uv drive the mean velocity equation and hence, directly influence drag reduction. We
first examine the influence of polymers’ finite extensibility L on T12 and uv for a fixed
Weτ = 110. Figure 8.7 shows the variation of the Reynolds shear stress (uv) and poly-
mer shear stress (T12) as a function of the distance from the wall for Rτ = 186, β = 0.9,
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Figure 8.6: Turbulent mean viscosity, Reynolds shear stress, and root-mean-squared
velocity fluctuations obtained using method presented in Section 8.3 for flows with
Rτ = 186, β = 0.9, D0 = 3.75, and DR = 33%. Results for the flow without polymers
are represented by dashed lines. The symbol (◦) represents data obtained from DNS
for flows with 33% drag reduction.
D0 = 3.75, Weτ = 110, and L = {30, 70, 110, 130}. We can see that as L increases the
Reynolds shear stress uv monotonically decreases while the polymer shear stress T12
monotonically increases. For fixed Weτ , this demonstrates that as finite extensibility of
the polymer molecules increases, turbulent drag is reduced on twofolds. First, decrease
in Reynolds shear stress indicates that bulk increases in the mean turbulent velocity
which directly relates to decrease in drag. This is evident in the mean equation for
the streamwise velocity (8.23a) where the sign multiplying Reynolds stress is negative.
Second, in a similar argument, increase in the polymer shear stress indicates that drag
is decreased. We note that the trend captured by our analysis agrees with data collected
using high-fidelity numerical simulations [7].
Figure 8.8 shows the variation of Λ12, Γ12, and T12 as a function of the distance
from the wall for Weτ = 110 and L = {30, 70, 110, 130}. We see that as L increases all
three terms also monotonically increase. We can see that Λ12 contributes significantly
more to the polymer shear stress T12 compared to Γ12. This shows that the interactions
between the fluctuating velocity gradient and the conformation tensors are the driving
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forces for drag reduction. We note that our observations depicted in figure 8.8 have also
been seen in high-fidelity numerical simulations [7].
We next examine the influence of Weissenberg numberWeτ on T12 and uv. Figure 8.9
shows the variation of the Reynolds shear stress (uv) and polymer shear stress (T12)
as a function of the distance from the wall for L = 110 and Weτ = {30, 70, 110, 130}.
Similarly, figure 8.9(a) shows that the Reynolds shear stress also decreases monotoni-
cally as Weτ increases. On the other hand, polymer shear stress T12 does not increase
monotonically with the increase in Weτ , as evident of figure 8.9(b). Instead, T12 initially
increases along the wall before decaying slightly as Weτ increases. However, away from
the wall towards the channel’s center, T12 increases as a function of Weτ . Furthermore,
we observe that the total area under T12 curve in the wall-normal direction increases as
Weτ increases and saturates when Weτ is larger than the finite extensibility of the poly-
mer molecules. Our results demonstrate the role of the polymers’ extensibility as the
limiting factor in the the growth of each polymer molecule. We note that in Oldroyd-B
fluids, the energy of the polymer stresses grow without bound as Weτ gets infinitely
large [144].
8.4.4 Energy amplification of velocity and polymer stress fluctuations
Given the zero-mean white stochastic forcing (in t) f(κ, y, t), the ensemble average
kinetic energy density of the statistical steady-state is determined by
Ev (κ) = lim
t→∞ 〈u (κ, ·, t) ,u (κ, ·, t)〉 , (8.17)
where 〈·, ·〉 denotes the L2 [−1, 1] inner product and averaging in time, i.e.,
〈u,u〉 = E
{∫ 1
−1
u∗ (κ, y, t) u (κ, y, t) dy
}
,
E {u(·, t)} = lim
T→∞
1
T
∫ T
0
u (·, t+ ξ) dξ.
(8.18)
213
We = 110
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Figure 8.7: Variation of Reynolds shear stress (uv) and polymer shear stress (T12) as a
function of the distance from the wall for Rτ = 186, β = 0.9, D0 = 3.75, Weτ = 110,
and L = {30, 70, 110, 130}.
We note that Ev(κ) determines the asymptotic level of variance maintained by the
stochastic forcing in (8.13). In high-fidelity numerical simulations, this quantity is
computed by running the simulations of the governing equations until statistical steady-
state is reached. On the other hand, for the linear system (8.13), this quantity can be
determined by using the autocorrelation operator X¯ as
Ev (κ) = trace
(
X¯11(κ) C
∗
v(κ) Cv(κ)
)
, (8.19)
where X¯11 is the (1, 1)-block of X¯. Furthermore, the normalized ensemble average
kinetic energy density is given by
E¯v (κ) =
Ev (κ)
Ev0 (κ)
= 1 + E¯vp (κ) , (8.20)
where Ev0 represents the two-dimensional energy spectrum of the turbulent channel
flow of Newtonian fluids and E¯vp denotes the contribution of polymers to the total
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Figure 8.8: Variation of Λ12, Γ12, and T12 as a function of the distance from the wall
for Rτ = 186, β = 0.9, D0 = 3.75, Weτ = 110, (a) L = 30, (a) L = 70, (a) L = 110, and
(a) L = 130.
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Figure 8.9: Variation of (a) Reynolds shear stress (uv) and (b) polymer shear stress
(T12) as a function of the distance from the wall for Rτ = 186, β = 0.9, D0 = 3.75,
L = 110, and Weτ = {30, 70, 110, 130}.
kinetic energy density. Similarly, the normalized ensemble average energy density of the
fluctuating conformation tensor is given by
E¯c (κ) =
Ec (κ)
Ev0 (κ)
=
Ec0 (κ)
Ev0 (κ)
+
Ecp (κ)
Ev0 (κ)
= E¯c0 (κ) + E¯cp (κ) , (8.21)
where Ec0 and Ecp represent the contribution to the total energy density of the six
components of the fluctuating conformation tensor from Newtonian fluids and polymers,
and Ec is given by
Ec (κ) = trace
(
X¯22(κ) C
∗
c(κ) Cc(κ)
)
. (8.22)
Figure 8.10 shows the premultiplied DNS-based energy spectrum of the turbulent
flow of Newtonian fluids at Rτ = 186 [8]. The energy spectrum is premultiplied by the
spatial wavenumbers such that the area under the log-log plot is equal to the total energy
of the velocity fluctuations. We see that the most energetic modes of the turbulent
flow of Newtonian fluids take place at kx ≈ 2.5 and kz ≈ 6.5. Figure 8.11 shows the
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Figure 8.10: Premultiplied DNS-based energy spectrum of the turbulent flow of New-
tonian fluids, kxkzEv0, at Rτ = 186 [8].
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Figure 8.11: Contribution to the normalized energy spectrum of velocity fluctuations
induced by polymers, E¯vp (κ), for Weτ = 130, Rτ = 186, β = 0.9, D0 = 3.25: (a)
L = 10; (b) L = 70; and (c) L = 130. All figures are shown in log-log-log scale.
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contribution to the normalized energy spectrum induced by polymers as a function of
the spatial wavenumbers, E¯vp (κ), for the flows with Weτ = 186 and L = {10, 70, 130}.
We can see that the energy of velocity fluctuations is amplified by polymer in all three
flows and the area that is most amplified takes place at kx ≈ 10−2 and kz ≈ 2. This
most amplified area is the largest in the flow with L = 10 and gradually decreases in
size and magnitude as L increases. On the other hand, the least amplified region of
the flow with L = 10 gradually decreases in magnitude as L increases. Furthermore,
this region becomes negative in magnitude which indicates that polymer is capable of
reducing the kinetic energy of velocity fluctuations for flows with large enough Weτ and
L. The region where polymer achieves the greatest reduction in kinetic energy takes
place at kx ≈ 10 and kz ≈ 10. However, the total energy of the velocity fluctuations is
still amplified by polymers. We note that the spatial distribution of the kinetic energy
density is similar for other value of the Weissenberg number and, that the essential
trends are captured in Figure 8.11.
Figure 8.12 shows the contribution to the normalized energy spectrum of the fluctu-
ating conformation tensor from Newtonian fluids’ dynamics for the flow with Weτ = 186,
Rτ = 186, β = 0.9, D0 = 3.25, and for L = {10, 70, 130}. From Newtonian fluids’ dy-
namics, the energy density of the fluctuating conformation tensor is concentrated in the
region with small spanwise wavenumbers and with kx ≈ O (10). As the polymer exten-
sibility increases, this highly energized region is amplified further. On the other hand,
the contribution to the normalized energy spectrum induced by polymers is shown in
figure 8.13. For L = 10, we see that polymers’ dynamics further amplify the energy
of the polymer stress fluctuations for all pairs of streamwise and spanwise wavenum-
bers. However, using a sign-preserving logarithmic scale for L = 70 and L = 130,
figures 8.13(b) and 8.13(c) show that the energy of the fluctuating conformation tensor
is decreased in the region with small spanwise wavenumbers and with kx ≈ O (10) and
is increased in the region with small streamwise wavenumbers and with kz ≈ O (1).
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Figure 8.12: Contribution to the normalized energy spectrum of the fluctuating con-
formation tensor from Newtonian fluids’ dynamics, E¯c0 (κ), for Weτ = 130, Rτ = 186,
β = 0.9, D0 = 3.25: (a) L = 10; (b) L = 70; and (c) L = 130. All figures are shown in
log-log-log scale.
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Figure 8.13: Contribution to the normalized energy spectrum of the fluctuating con-
formation tensor induced by polymers, E¯cp (κ), for Weτ = 130, Rτ = 186, β = 0.9,
D0 = 3.25: (a) L = 10; (b) L = 70; and (c) L = 130. All figures are shown in sign
preserving log-log-log scale.
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8.5 Concluding remarks
In this paper, we have introduced a model-based approach for studying polymer induced
drag reduction. Our unique simulation-free method is different from current approaches
where turbulence modeling is embedded in numerical simulations to study drag reduc-
tion induced by polymers. The key ingredient that enabled us to accomplished this
is combining techniques from both turbulence modeling and linear systems theory. In
particular, we have used the turbulent viscosity hypothesis with FENE-P constitutive
equations to determine the influence of flow fluctuations on the mean velocity and poly-
mer stresses, and consequently, drag reduction.
Our simulation-free method for analyzing polymer induced drag reduction consists
of three main steps. In the first step, we augment the molecular viscosity with turbulent
viscosity of turbulent flow of Newtonian fluids. We then determine the turbulent mean
flow with polymers from the resulting model. In the second step, we study the dynamics
of turbulent fluctuations around the aforementioned mean flow to determine the turbu-
lent flow statistics. This crucial step is captured by considering the linearized equations
in the presence of white-in-time stochastic forcing whose spatial spectrum is selected
to be proportional to the turbulent kinetic energy of Newtonian fluids. Furthermore,
the spatial spectral density tensors of flow fluctuations obtained from the solution of
the corresponding Lyapunov equations determine the effect of polymers on the dom-
inant flow structures. Finally, in the third step, we use the turbulent flow statistics
to determine the modified turbulent mean flow and analyze the influence of turbulent
fluctuations on drag.
We have shown that our model-based analysis reliably predicts the drag-reducing
trends induced by polymers. We demonstrated that drag reduction induced by polymer
increases as both the finite extensibility of the polymer chains and the Weissenberg
number increase. Our analysis indicates that drag reduction may be saturated at a
fixed finite extensibility and as Weissenberg number increases infinitely large (and vice
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versa). Although our model does not reveal the underlying mechanisms responsible for
this saturated level of drag reduction at large Weissenberg number, a more in-depth
analysis similar to the approach developed by [158] may shed addition light into the
maximum drag reduction by polymers.
Furthermore, we have demonstrated that our model-based approach is capable of
reliably producing the correct mean turbulent velocity for a fixed drag reduction level.
However, our analysis falls short in producing second-order statistics of velocity fluctu-
ations of DNS. Although our model-based method is not capable of capturing all as-
pects of turbulent flow physics by polymers, this simple turbulence modeling (that only
relies on turbulent viscosity hypothesis), in conjunction with eddy-viscosity-enhanced
linearization of FENE-P model, has significant predictive capability of capturing full-
scale phenomena. We note that the gap between theoretical predictions and experi-
ments/simulations can be reduced by developing more sophisticated turbulence model.
In particular, the predictive power of the proposed approach can be enhanced by opti-
mization of the power spectrum of the forcing [157].
221
8.6 Appendix: The underlying operators in a 3D pressure-
driven channel flow of FENE-P fluids
In this appendix, we define the underlying operators appearing in (8.13) for a pressure-
driven channel flow of FENE-P fluids. The components of operator A, defined in (8.14),
are given by
A11 =
 Avv 0
Aηv Aηη
 , A12 = 1− β
Rτ
 ∆−1 0
0 I
 A¯12,
A21 =
 A1v21 A1η21
A2v21 A
2η
21
 , A22 =
 A1122 A1222
A2122 A
22
22
 ,
where
Avv = ∆
−1
ikx (U ′′ − U∆) + β
Rτ
(
(1 + νT0) ∆
2 + 2ν ′T0∆∂y + ν
′′
T0
(
∂yy + k
2
))
Aηη = −ikxU +
β
Rτ
((1 + νT0) ∆ + ν
′
T0∂y) , Aηv = −ikxU ′,
A1v21 =
1
k2

k2 (2ikxS12 + 2S22∂y − S′22)
ikz
(
k2S33 + S22∂y
) − kxkzS12∂y
− (k2S′33 + 2k2zS33∂y)
 , A1η21 =
1
k2

0
ikxS22∂y − k2xS12
−2kxkzS33
 ,
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A2v21 =
1
k2

−kxkz (S33 + S11∂y) − ikzS12∂yy
k2zS12∂y − k2S′12 + ikxk2S11 + ikxS22∂yy
2ikxS12∂yy − k2S′11 − 2k2xS11∂y
 ,
A2η21 =
1
k2

k2zS33 − k2xS11 + ikxS12∂y
kxkzS12 − ikzS22∂y
2kxkzS11 − 2ikzS12∂y
 ,
A¯12 =
1
We
 Av112 Av212 Av312 Av412 Av512 Av612
Aη112 A
η2
12 A
η3
12 A
η4
12 A
η5
12 A
η6
12
 ,
A1122 =

H −
f¯2
WeL¯2
S22 0 −
f¯2
WeL¯2
S22
0 H 0
−
f¯2
WeL¯2
S22 0 H −
f¯2
WeL¯2
S33

, H = −ikx −
f¯
We
+
D0
Rτ
∆,
A1222 =

0 0 −
f¯2
WeL¯2
S22
0 0 0
0 0 −
f¯2
WeL¯2
S33

, A2122 =

0 U ′ 0
U ′ −
f¯2
WeL¯2
S12 0 −
f¯2
WeL¯2
S12
−
f¯2
WeL¯2
S11 0 −
f¯2
WeL¯2
S11

,
A2222 =

H 0 0
0 H −
f¯2
WeL¯2
S12
0 2U ′ H −
f¯2
WeL¯2
S11

.
Here, k2 = k2x + k
2
z , i =
√−1, ∆ = ∂yy − k2 with Dirichlet boundary conditions,
∆2 = ∂yyyy − 2k2∂yy + k4 with both Dirichlet and Neumann boundary conditions, and
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prime denotes differentiation with respect to y, i.e., (·)′ = d(·)/dy. Furthermore, Aij12-
operators are determined by
Av112 = −k2
(
f¯ ′ + f¯∂y
)
+ Gv, A
v2
12 = −ikz
(
f¯ ′′ + 2f¯ ′∂y + f¯
(
∂yy + k
2
))
,
Av312 = k
2
z
(
f¯ ′ + f¯∂y
)
+ Gv, A
v4
12 = 2kxkz
(
f¯ ′ + f¯∂y
)
,
Av512 = −ikx
(
f¯ ′′ + 2f¯ ′∂y + f¯
(
∂yy + k
2
))
, Av612 = k
2
x
(
f¯ ′ + f¯∂y
)
+ Gv,
Aη112 = Gη, A
η2
12 = −ikx
(
f¯ ′ + f¯∂y
)
,
Aη312 = kxkz f¯ + Gη, A
η4
12 =
(
k2x − k2z
)
f¯ ,
Aη512 = ikz
(
f¯ ′ + f¯∂y
)
, Aη612 = −kxkz f¯ + Gη,
Gv =
1
L¯2
(
k2x
(
2f¯ f¯ ′S11 + f¯2S′11 + f¯2S11∂y
) − k2x (2f¯ f¯ ′S22 + f¯2S′22 + f¯2S22∂y) −
ikx
((
f¯2S12
)′′
+ 2
(
2f¯ f¯ ′S12 + f¯2S′12
)
∂y
))
,
Gη =
1
L¯2
(
ikz
(
2f¯ f¯ ′S12 + f¯2S′12 + f¯2S12∂y
) − kxkz f¯2 (S11 − S22)).
The output operator in (8.13) is given by
C =
[
CTv C
T
r
]T
,
where
Cu =
[
Cu O3×6
]
, Cr =
[
O6×2 I6×6
]
.
Here, the operator Cu maps well-normal velocity/vorticity vector ψ1 to the velocity
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fluctuation vector u and it is given by
Cu =

(
ikx/k
2
)
∂y −ikz/k2
I 0(
ikz/k
2
)
∂y ikx/k
2
 .
8.7 Appendix: Mean flow equations with second-order
statistics of flow fluctuations
Here, we present the mean flow equations:
0 = − Px +
β
Rτ
(
ν ′T0 U
′ + (1 + νT0)U ′′
)
+
(1− β)
Rτ
T ′12 − uv′p, (8.23a)
0 = −
1
We
f¯R12 + R22 U
′ +
D0
Rτ
R′′12 + Λ12 + Γ12, (8.23b)
0 = −
1
We
(
f¯R22 − 1
)
+
D0
Rτ
R′′22 + Λ22 + Γ22, (8.23c)
0 = −
1
We
(
f¯R33 − 1
)
+
D0
Rτ
R′′33 + Λ33 + Γ33, (8.23d)
0 = −
1
We
(
f¯R11 − 1
)
+ 2R12 U
′ +
D0
Rτ
R′′11 + Λ11 + Γ11, (8.23e)
The contribution to Reynolds shear stress coming from polymers is repsentated
by uvp and it is given by
uvp = uvtotal − uvNewton.
The total and Newtonian Reynolds shear stresses, uvtotal and uvNewton, are determined
from the covariance operators X¯ (8.16) with β = 0.9 and β = 1.0, respectively.
Part III
Computational tools for analysis
of spatially distributed systems
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Chapter 9
Computation of frequency
responses for linear time-invariant
PDEs on a compact interval
In this chapter, we develop mathematical framework and computational tools for calcu-
lating frequency responses of linear time-invariant partial differential equations (PDEs)
in which an independent spatial variable belongs to a compact interval. In conventional
studies this computation is done numerically using spatial discretization of differential
operators in the evolution equation. Instead, we introduce an alternative method that
avoids the need for finite-dimensional approximation of the underlying operators. This
method recasts the frequency response operator as a two point boundary value problem
and uses state-of-the-art automatic spectral collocation techniques for solving the re-
sulting boundary value problems with accuracy comparable to machine precision. Our
approach has two advantages over currently available schemes: first, it avoids numerical
instabilities encountered in systems with differential operators of high order and, second,
it alleviates difficulty in implementing boundary conditions. We provide examples from
Newtonian and viscoelastic fluid dynamics to illustrate utility of the proposed method.
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9.1 Introduction
In many physical systems there is a need to examine the effects of exogenous distur-
bances on the variables of interest. The frequency response analysis represents an ef-
fective means for quantifying the system’s performance in the presence of a stimulus,
and it characterizes the steady-state response of a stable system to persistent harmonic
forcing. At each temporal frequency, the frequency response of finite dimensional linear
time-invariant systems with scalar input and output is a complex number that deter-
mines the magnitude and phase of the output relative to the input. In systems with
many inputs and outputs (multi-variable systems), the frequency response is a complex
matrix whose dimension is determined by the number of inputs and outputs. In sys-
tems with infinite dimensional input and output spaces, considered here, the frequency
response is an operator. It is well-known that the singular values of the frequency re-
sponse matrix (in multi-variable systems) or the frequency response operator (in infinite
dimensional systems) represent proper generalization of the magnitude characteristics
for single-input single-output systems. At a specific frequency, the largest singular value
determines the largest amplification from the input forcing to the desired output. Fur-
thermore, the associated left and right principal singular functions identify the spatial
distributions of the output (that exhibits this largest amplification) and the input (that
has the strongest influence on the system’s dynamics), respectively.
In this chapter, we study the frequency responses of linear time-invariant partial
differential equations (PDEs) in which an independent spatial variable belongs to a
compact interval. We are interested in computing the largest singular value of the
frequency response operator and its corresponding singular functions. Computation
of frequency responses for PDEs is typically done numerically using finite-dimensional
approximations of the operators in the evolution equation. Pseudo-spectral methods
represent a powerful tool for discretization of spatial differential operators, and they
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possess superior numerical accuracy compared to approximation schemes based on fi-
nite differences [32–35]. In spite of their advantages, pseudo-spectral methods may
produce unreliable results and even fail to converge upon grid refinement when dealing
with systems that contain differential operators of high order; this lack of convergence
is attributed to the loss of accuracy arising from ill-conditioning of the discretized dif-
ferentiation matrices [36]. Furthermore, implementation of general boundary conditions
may be challenging.
To alleviate these difficulties, we introduce a method that avoids the need for finite
dimensional approximations of differential operators in the evolution equation. This
is accomplished by recasting the frequency response operator as a two point boundary
value problem (TPBVP) that is given by either an input-output differential equation of
a high order or by an equivalent system of first order differential equations (i.e., spatial
state-space representation). Furthermore, we present a procedure for converting these
differential representations into the corresponding systems of integral equations. This
transformation facilitates the use of recently developed computing environment, Cheb-
fun [37], that is capable of solving boundary value problems and eigenvalue problems
with superior accuracy. Our mathematical framework in conjunction with Chebfun’s
state-of-the-art numerical algorithms has two main advantages over standard methods:
first, it alleviates numerical ill-conditioning encountered in systems with differential op-
erators of high order; and second, it enables easy implementation of a wide range of
boundary conditions.
Chebfun is a collection of powerful algorithms for numerical computations that in-
volve continuous and piecewise-continuous functions. Instead of working in a finite
dimensional setting, Chebfun allows users to symbolically represent functions and op-
erators in their infinite dimensional form with simple and compact Matlab syntaxes.
This provides an elegant high-level language for solving linear and nonlinear boundary
value and eigenvalue problems with few lines of code. Internally, functions are computed
numerically using automatic Chebyshev polynomial interpolation techniques, and the
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operators are approximated using automatic spectral collocation methods. Finite di-
mensional approximations of functions and operators are automatically refined in order
to obtain accurate and convergent representations. Furthermore, once the boundary
conditions are specified Chebfun makes sure that they are automatically satisfied inter-
nally when solving differential or integral equations.
The proposed method has many potential applications in numerical analysis, physics,
and engineering, especially in systems with generators that do not commute with their
adjoints [31]. In these systems, standard modal analysis may fail to capture amplifi-
cation of exogenous disturbances, low stability margins, and large transient responses.
In contrast, singular value decomposition of the frequency response operator represents
an effective tool for identifying these non-modal aspects of the system’s dynamics. In
particular, wall-bounded shear flows of both Newtonian and viscoelastic fluids have
non-normal dynamical generators of high spatial order and the ability to accurately
compute frequency responses for these systems is of paramount importance; additional
examples of systems with non-normal generators, for which the tools developed here
are particularly well-suited, can be found in the outstanding book by Trefethen and
Embree [31] and the references therein. The utility of non-modal analysis in under-
standing the dynamics of infinitesimal fluctuations around laminar flow conditions has
been well-documented; see [52, 61, 75, 89] for Newtonian fluids and [114–117] for vis-
coelastic fluids. In viscoelastic fluids with large polymer relaxation times, analysis is
additionally complicated by the fact that pseudo-spectral methods exhibit spurious nu-
merical instabilities [125, 126]. We use examples from fluid mechanics to demonstrate
the ease of incorporating boundary conditions and superior accuracy of our method
compared to conventional finite dimensional approximation schemes.
The following presentation is organized as follows. In Section 9.2, we formulate the
problem and discuss the notion of a frequency response for PDEs. In Section 9.3, we
present the method for converting the frequency response operator into a TPBVP that
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can be posed as an input-output differential equation or as a spatial state-space repre-
sentation. In Section 9.4, we show how to transform a family of differential equations
into equivalent integral equations and describe the use of Chebfun’s indefinite integration
operator for determining the eigenvalues and corresponding eigenfunctions of the result-
ing integral equations. In Section 9.5, we demonstrate the utility of our developments
by providing two examples from Newtonian and viscoelastic fluid dynamics. We con-
clude with a brief summary of the chapter in Section 9.6, and relegate the mathematical
developments to the appendices.
9.2 Motivating examples and problem formulation
In this section, we provide two examples that are used to motivate our developments and
to illustrate the classes of systems that we consider. These examples are used throughout
the chapter to explain the problem setup and utility of the proposed method. We then
describe the class of PDEs that we study and briefly review the notion of a frequency
response operator.
9.2.1 Motivating examples
We next present two physical examples: the one-dimensional (1D) diffusion equation,
and the system of PDEs that governs the dynamics of the flow fluctuations in an inertia-
less channel flow of viscoelastic fluids. The 1D diffusion equation has simple dynamics
and it is used to illustrate mathematical framework developed in the chapter. The ex-
ample from viscoelastic fluid mechanics is used to demonstrate utility of our approach
on a system that is known to produce spurious numerical instabilities. We show how
numerical difficulties encountered in the computation of the frequency responses can be
overcome using the developed framework in conjunction with state-of-the-art automatic
spectral collocation techniques.
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One-dimensional diffusion equation
Let a one-dimensional diffusion equation with homogenous Dirichlet boundary con-
ditions and zero initial conditions be subject to spatially and temporally distributed
forcing d(y, t),
φt(y, t) = φyy(y, t) + d(y, t),
φ(±1, t) = 0,
φ(y, 0) = 0, y ∈ [−1, 1] .
(9.1)
Throughout the chapter, the spatially independent variable is denoted by y, the time
is denoted by t, and the subscripts denote differentiation with respect to time/space.
Considering φ as the field of interest, the frequency response operator for this system
(from input d to output φ) is given by
T (ω) =
(
iωI − D(2)
)−1
, (9.2)
where D(2) is the second derivative operator with homogenous Dirichlet boundary con-
ditions, I is the identity operator, ω is the temporal frequency, and i is the imaginary
unit.
It is well known that the second derivative operator with Dirichlet boundary condi-
tions is self-adjoint with a complete set of orthonormal eigenfunctions,
vn(y) = sin ((npi/2)(y + 1)) , n = {1, 2, . . .}.
This information can be used to diagonalize operator D(2) in T (ω) which facilitates
straightforward determination of the frequency response. For systems with spatially
varying coefficients and non-normal generators the frequency response analysis is typi-
cally done numerically using finite dimensional approximations of the differential oper-
ators. For example, the pseudospectral method [83] with N collocation points can be
used to transform the frequency response operator (9.2) of system (9.1) into an N ×N
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matrix. However, for systems with differential operators of high order, spectral differen-
tiation matrices may be poorly conditioned and implementation of boundary conditions
may be challenging. In this chapter, numerical approximation of differential operators
in the evolution equation is avoided by first recasting the system into corresponding two
point boundary value problems and then using state-of-the-art techniques for solving
the resulting boundary value problems with accuracy comparable to machine precision.
Alternatively, by applying the temporal Fourier transform on system (9.1) we obtain
the following input-output differential equation
φˆ′′(y, ω) − iωφˆ(y, ω) = − dˆ(y, ω), (9.3a)
φˆ(±1, ω) = 0, (9.3b)
where dˆ and φˆ are the Fourier transformed input and output fields, and φˆ′ = dφˆ/dy.
At each ω, (9.3a) is a second-order ordinary differential equation (in y) subject to the
boundary conditions (9.3b). Equivalently, by defining x1 = φˆ and x2 = φˆ
′, (9.3) can be
brought into a system of first order differential equations
T (ω) :

 x′1(y)
x′2(y)
 =
 0 1
iω 0
  x1(y)
x2(y)
 +
 0
−1
 d(y),
φ(y) =
[
1 0
] x1(y)
x2(y)
 ,
 0
0
 =
 1 0
0 0
 x1(−1)
x2(−1)
 +
 0 0
1 0
 x1(1)
x2(1)
 .
(9.4)
We will utilize structures of the TPBVPs (9.3) and (9.4) in conjunction with recently
developed automatic spectral collocation techniques to study the frequency response
across ω.
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Figure 9.1: We consider the dynamics of flow fluctuations in the (x, y)-plane of the
channel.
Inertialess channel flow of viscoelastic fluids
We next consider a system that describes the dynamics of two-dimensional velocity
and polymer stress fluctuations in an inertialess channel flow of viscoelastic fluids; see
figure 9.1 for geometry. The dynamics of infinitesimal fluctuations around the mean
flow (v¯, τ¯ ) are given by
0 = − ∇p + (1− β)∇ · τ + β∇2v + d, (9.5a)
0 = ∇ · v, (9.5b)
τ t = ∇v + (∇v)T − τ + We (τ ·∇v¯ + τ¯ ·∇v
+ (τ¯ ·∇v)T + (τ ·∇v¯)T − v ·∇τ¯ − v¯ ·∇τ ) . (9.5c)
In shear driven flow, v¯ and τ¯ are
v¯ =
 y
0
 , τ¯ =
 τ¯11 τ¯12
τ¯12 τ¯22
 =
 2We 1
1 0
 ,
v =
[
u v
]T
, p, and τ are the velocity, pressure, and stress fluctuations; u and
v are velocities in x and y directions; ∇ is the gradient; and ∇2 = ∇ · ∇ is the
Laplacian. System (9.5) is driven by spatially distributed and temporally varying body
force fluctuations d =
[
d1 d2
]T
with d1 and d2 representing the forcing in x and
y. The non-dimensional parameters in (9.5) are the ratio of the solvent to the total
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viscosity β ∈ (0, 1), and the ratio of the fluid relaxation time to the characteristic flow
time We (the Weissenberg number).
Static-in-time momentum (9.5a) and continuity (9.5b) equations describe the motion
of incompressible fluids in the Stokes flow, i.e., at zero Reynolds number. The consti-
tutive equation (9.5c) captures the influence of the velocity gradients on the dynamics
of stress fluctuations in dilute polymer solutions [17]. For background material on the
use of frequency response analysis in understanding the dynamics of viscoelastic fluids,
we refer the reader to [114–117] and the references therein.
By expressing the velocity fluctuations in terms of the stream function ψ,
u = ∂yψ, v = −∂xψ,
pressure can be removed form the equations (9.5). Furthermore, by applying the Fourier
transform in x and t on (9.5c) and by substituting the resulting expression for stresses
into the equation for ψ, we arrive at the following ordinary differential equation (ODE)
in y for the stream function,
T (ω) :

(
D(4) + a3(y)D
(3) + a2(y)D
(2) + a1(y)D
(1) + a0(y)
)
ψˆ(y) =(
b1(y) D
(1) + b0(y)
)
dˆ(y), uˆ(y)
vˆ(y)
 =
 D(1)
−ikx
 ψˆ(y),
0 = ψˆ(y = ±1) = ψˆ′(y = ±1),
(9.6)
where D(k) = ∂k/∂yk, kx is the horizontal wavenumber, and
D(1) =
 D(1) 0
0 D(1)
 .
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The coefficients {ai(y),bj(y)} in (9.6) are reported in 9.10. The system of equa-
tions (9.6) is parameterized by ω, kx, β, and We. For notational convenience, we have
suppressed the dependence of ψˆ, dˆ, uˆ, and vˆ on these four parameters.
In Section 9.5, we show that spatial discretization of the operators in (9.5) using the
pseudo-spectral method [83] can produce erroneous frequency responses. In contrast,
transformation of the system into a TPBVP followed by the use of Chebfun environ-
ment [37] yields reliable results.
9.2.2 Problem formulation
We now formulate the problem for PDEs with the evolution equation
E φt(y, t) = F φ(y, t) + G d(y, t), (9.7a)
ϕ(y, t) = Hφ(y, t), (9.7b)
where t ∈ [0,∞) and y ∈ [a, b] denote the temporal and spatial variables. The spatially
distributed and temporally varying state, input, and output fields are represented by
φ, d, and ϕ, respectively. At each t, d(·, t) and ϕ(·, t) denote the square-integrable
vector-valued functions, and {E , F , G, H} are matrices of differential operators with,
in general, spatially varying coefficients. For example, the ijth entry of the operator F
can be expressed as
Fij =
nij∑
k= 0
fij,k(y)D
(k),
where each fij,k is a function that is at least k times continuously differentiable on the
interval [a, b] [159], D(k) = ∂k/∂yk, and nij is the order of the highest derivative in Fij .
The application of the temporal Fourier transform yields the frequency response
operator of system (9.7)
T (ω) = H (iωE − F)−1 G. (9.8)
For a stable system (9.7), T (ω) describes the steady-state response to harmonic input
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signals across the temporal frequency ω. Namely, if the input is harmonic in t, i.e.,
d(y, t) = dˆ(y, ω) eiωt,
with dˆ(·, ω) denoting a square-integrable spatial distribution in y, then the output is
also harmonic in t with the same frequency but with a modified amplitude and phase
ϕ(y, t) =
([
T (ω) dˆ(·, ω)
]
(y)
)
eiωt = ϕˆ(y, ω) eiωt
=
(∫ b
a
Tker(y, ξ;ω) dˆ(ξ, ω) dξ
)
eiωt.
The amplitude and phase of the output at the frequency ω are precisely determined by
the frequency response operator T (ω), with Tker denoting the kernel representation of
the operator T .
For the class of systems that we consider, the kernel representation of the frequency
response operator Tker( · , · ;ω) is a bounded matrix valued function on [a, b] × [a, b].
This implies that the operator T (ω) can be represented using the singular value (i.e.,
Schmidt) decomposition [160],
ϕˆ(y, ω) =
[
T (ω) dˆ(·, ω)
]
(y) =
∞∑
n= 1
σn(ω) uˆn(y, ω)
〈
vˆn, dˆ
〉
, (9.9)
where 〈·, ·〉 is the standard L2 [a, b] inner product,
〈vˆ1, vˆ2〉 =
∫ b
a
vˆ∗1(y) vˆ2(y) dy,
and vˆ∗1(y) is the complex-conjugate-transpose of the vector vˆ1(y). In (9.9), {uˆn} and
{vˆn} denote the left and the right singular functions of the operator T associated with
the singular value σn. These are obtained from the eigenvalue decomposition of the
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operators T T ? and T ? T ,
[T (ω) T ?(ω) uˆn(·, ω)] (y) = σ2n(ω) uˆn(y, ω),
[T ?(ω) T (ω) vˆn(·, ω)] (y) = σ2n(ω) vˆn(y, ω),
where T ? is the adjoint of the operator T . The singular values are positive numbers
arranged in descending order,
σ1 ≥ σ2 ≥ · · · > 0,
and they are determined by the square root of the non-zero eigenvalues of T T ? (or
T ? T ). On the other hand, the singular functions {uˆn} and {vˆn} form the orthonormal
bases for the spaces of square integrable functions that the output ϕˆ and the input dˆ
belong to.
From (9.9) we see that the action of the operator T (ω) on dˆ(y, ω) is determined by
the linear combination of the left singular functions {uˆn}. The product between the
singular values, σn, and the inner product of the input dˆ and the right singular function
vˆn,
〈
vˆn, dˆ
〉
, yields the corresponding weights. Thus, for dˆ = vˆm, the output is in the
direction of uˆm and its energy is determined by σ
2
m,
dˆ(y, ω) = vˆm(y, ω) ⇒ ϕˆ(y, ω) = σm(ω) uˆm(y, ω),
implying that at any frequency ω the largest singular value σ1(ω) quantifies the largest
energy of the output for unit energy inputs. This largest energy can be achieved by
selecting dˆ(y, ω) = vˆ1(y, ω), and the most energetic spatial output profile resulting from
the action of T (ω) is given by ϕˆ(y, ω) = σ1(ω) uˆ1(y, ω).
In linear dynamical systems, spectral decomposition of the dynamical generators is
typically used to identify instability. Appearance of the eigenvalues with positive real
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part implies exponential temporal growth of infinitesimal fluctuations and the associ-
ated eigenfunctions characterize spatial patterns of these growing modes. For systems
with normal dynamical generators (i.e., operators that commute with their adjoints)
the eigenfunctions are mutually orthogonal and the eigenvalues provide complete in-
formation about system’s response. However, for systems with non-normal generators
eigenvalues may give misleading information about system’s responses. Even in the
stable regime, non-normality can cause (i) substantial transient growth of fluctuations
before their asymptotic decay; (ii) significant amplification of ambient disturbances; and
(iii) substantial decrease of stability margins. We note that singular value decomposi-
tion of the frequency response operator represents an effective tool for capturing these
non-modal aspects of the system’s response.
In what follows, we describe the procedure for reformulating the frequency response
operator (9.8) into corresponding two point boundary value problems that are given by
either an input-output differential equation or by a spatial state-space representation.
These can be solved with superior accuracy using recently developed computational
tools [37]. We illustrate the utility of our developments on an example from viscoelas-
tic fluid dynamics, where standard finite dimensional approximation techniques fail to
produce reliable results.
9.3 Two point boundary value representations of T , T ?,
and T T ?
In this section, we first describe the procedure for determining the two point bound-
ary value representations of the frequency response operator (9.8). These are given
by either a high-order input-output differential equation or by a system of first-order
differential equations in spatial variable y. We then discuss the procedure for obtaining
corresponding representations of the adjoint operator T ? and the operator T T ?.
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-d T -
ϕ
(a)
-f T ? -
g
(b)
Figure 9.2: Block diagrams of (a) the frequency response operator T : d 7→ ϕ; and (b)
the adjoint operator T ?: f 7→ g.
9.3.1 Representations of the frequency response operator T
The application of the temporal Fourier transform to (9.7) yields
(iωE − F)φ(y, ω) = G d(y, ω), (9.10a)
ϕ(y, ω) = Hφ(y, ω), (9.10b)
where we have omitted hats from the Fourier transformed fields for notational con-
venience (a convention that we adopt from now on). System (9.10) represents an ω-
parameterized family of ordinary differential equations (ODEs) in y, with boundary
conditions at a and b. From the definitions of the operators {E , F , G, H} described in
Section 9.2.2, (9.10) can be represented by the following system of differential equations
T :

[A0φ ] (y) = [B0 d ] (y),
ϕ(y) = [ C0φ ] (y),
0 = N0φ (y),
(9.11)
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where
A0 =
n∑
i= 0
αi(y) D
(i), B0 =
m∑
i= 0
βi(y) D
(i), C0 =
k∑
i= 0
γi(y) D
(i),
N0 =
∑`
i= 0
(Wa,i Ea + Wb,i Eb) D
(i),
D(i) =

D(i)
. . .
D(i)
 , φ =

φ1
...
φs
 , d =

d1
...
dr
 , ϕ =

ϕ1
...
ϕp
 .
Here, D(i)φj = d
iφj/dy
i, Ea and Eb denote the point evaluation functionals at the
boundaries, e.g.,
Eaφ (y) = φ(a),
and {Wa,i, Wb,i} are constant matrices that specify the boundary conditions on φ.
For notational convenience we have omitted the dependence on ω in (9.11), which is
a convention that we adopt from now on. Here, n, m, k, and ` denote the highest
differential orders of the operators A0, B0, C0, and N0, respectively. If the number of
components in φ, d, and ϕ is given by s, r, and p, then {αi(y)} are matrices of size
s × s with entries determined by the coefficients of the operator (iωE − F); {βi(y)}
are matrices of size s× r with entries determined by the coefficients of the operator G;
and {γi(y)} are matrices of size p× s with entries determined by the coefficients of the
operator H. We also normalize the coefficient of the highest derivative of each φi to
one, i.e.,
αni,ii = 1, i = 1, . . . , s,
where αni,ii is the iith component of the matrix αni , and ni identifies the highest
derivative of φi. In order to make sure that the input field d in (9.11) does not directly
influence the boundary conditions and the output field ϕ, we impose the following
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technical assumptions on system (9.11),
` < n, m < n − `, k < n − m.
This assumption is satisfied in most physical problems of interest.
Alternatively we can bring (9.11) into a system of first-order differential equations
(in y). This can be done by introducing state variables, {xi(y)}, where each of the states
represents a linear combination of φ and d, and their derivatives up to a certain order. A
procedure for converting a high-order two point boundary value realization (9.11) with
spatially varying coefficients to a system of first-order ODEs is described in 9.7. This
transformation yields the spatial state-space representation of the frequency response
operator T
T :

x′(y) = A0(y) x(y) + B0(y) d(y),
ϕ(y) = C0(y) x(y),
0 = Na x(a) + Nb x(b),
(9.12)
where x is the state vector, A0, B0, and C0 are matrices with, in general, spatially
varying entries, Na and Nb are constant matrices that specify the boundary conditions,
and x′ = dx/dy. To avoid redundancy in boundary conditions, Na and Nb are chosen
so that the matrix
[
Na Nb
]
has a full row rank. We note that (9.12) is well-posed
(that is, it has a unique solution for any input d) if and only if [161]
det (Na + Nb Φ0(b, a)) 6= 0,
where Φ0(y, η) is the state transition matrix of A0(y),
dΦ0(y, η)
dy
= A0(y) Φ0(y, η), Φ0(η, η) = I,
and det (·) is the determinant of a given matrix.
For the 1D diffusion equation of Section 9.2.1, the input-output differential equation
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and the corresponding spatial state-space representation of the frequency response oper-
ator are given by (9.3) and (9.4), respectively. Note that the boundary conditions (9.3b)
can be rewritten into the form required by (9.11),
 1
0
E−1 +
 0
1
E1
φ(y) =
 0
0
 .
9.3.2 Representations of the adjoint operator T ?
We next describe the procedure for obtaining the two point boundary value representa-
tions of the adjoint of the frequency response operator, T , T ?: f 7→ g; see figure 9.2(b).
As shown above, the operator T can be recast into the input-output differential equa-
tion (9.11), and the corresponding representation of T ? is given by
T ? :

[A?0ψ ] (y) = [ C?0 f ] (y),
g(y) = [B?0 ψ ] (y),
0 = N ?0 ψ (y).
(9.13)
Here, the adjoint operators are [159,162]
[A?0ψ ] (y) =
n∑
i= 0
(−1)i
[
D(i) (α∗i ψ)
]
(y),
[ C?0 f ] (y) =
k∑
i= 0
(−1)i
[
D(i) (γ∗i f)
]
(y),
[B?0 ψ ] (y) =
m∑
i= 0
(−1)i
[
D(i) (β∗i ψ)
]
(y),
[N ?0 ψ ] (y) =
∑`
i= 0
(
W?a,i Ea + W
?
b,i Eb
) [
D(i)ψ
]
(y),
where α∗i , β
∗
i , and γ
∗
i are the complex-conjugate-transposes of the matrices αi, βi, and
γi. The boundary conditions on the adjoint variable ψ are determined so that the
boundary terms vanish when determining the adjoint of the operator A0. A procedure
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-f T ? -
g = d
T -
ϕ
Figure 9.3: A cascade connection of T ? and T with T T ?: f 7→ ϕ.
describing how to determine the boundary conditions of the adjoint system is given
in [159].
On the other hand, the state-space representation of the adjoint of the operator T
is given in [161]
T ? :

z′(y) = −A∗0(y) z(y) − C∗0(y) f(y),
g(y) = B∗0(y) z(y),
0 = Ma z(a) + Mb z(b),
(9.14)
where A∗0, B∗0, and C∗0 denote the complex-conjugate-transposes of the matrices A0,
B0, and C0. The boundary condition matrices Ma and Mb are determined so that[
Ma Mb
]
has a full row rank and
[
Ma Mb
] N∗a
−N∗b
 = 0. (9.15)
A procedure for selecting Ma and Mb that satisfy these two requirements is described
in [163]. Furthermore, we note that the well-posedness of the adjoint representa-
tion (9.14) is guaranteed by the well-posedness of T .
For the 1D diffusion equation of Section 9.2.1, the adjoint of the operator T (ω)
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described by (9.3) has the following input-output representation
T ?(ω) :

(
D(2) + iωI
)
ψ(y) = f(y),
g(y) = −ψ(y), 1
0
E−1 +
 0
1
E1
ψ(y) =
 0
0
 .
(9.16)
As specified in (9.14), the state-space representation of T ?(ω) is determined by taking
the appropriate complex-conjugate-transposes of the corresponding matrices in (9.4)
with the following boundary condition matrices
M1 =
 0 1
0 0
 , M2 =
 0 0
0 1
 .
9.3.3 Representations of T T ?
From the above described representations of T and T ?, we can determine corresponding
representations of the operator T T ?: f 7→ ϕ. As illustrated in figure 9.3, this operator
represents a cascade connection of the frequency response operator T and its adjoint
T ?. The input-output differential equation for T T ? is obtained by equating the output
of T ? in (9.13) with the input of T in (9.11), i.e., d = g, yielding
T T ? :

[A ξ ] (y) = [B f ] (y),
ϕ(y) = [ C ξ ] (y),
0 = N ξ (y),
(9.17)
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where
ξ(y) =
 φ(y)
ψ(y)
 , A =
 A0 −B0 B?0
0 A?0
 ,
N =
 N0 0
0 N ?0
 , B =
 0
C?0
 , C = [ C0 0 ] .
Similarly, the spatial state-space representation of T T ? is obtained by equating the
input d in (9.12) to the output g in (9.14), which yields
T T ? :

q′(y) = A(y) q(y) + B(y) f(y),
ϕ(y) = C(y) q(y),
0 = La q(a) + Lb q(b),
(9.18)
with
q(y) =
 x(y)
z(y)
 , A(y) =
 A0(y) B0(y) B∗0(y)
0 −A∗0(y)
 ,
B(y) =
 0
−C∗0(y)
 , C(y) = [ C0(y) 0 ] ,
La =
 Na 0
0 Ma
 , Lb =
 Nb 0
0 Mb
 .
Since a cascade connection of two well-posed systems is well-posed, the existence and
uniqueness of solutions of (9.17) and (9.18) is guaranteed by the well-posedness of the
corresponding two point boundary value representations of T and T ?.
We next present a procedure for computing the largest singular value of T using the
above representations of the operator T T ?.
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9.4 Computation of the largest singular value of T
In this section, we utilize the structure of the two point boundary value representa-
tions (9.17) and (9.18) of T T ? to develop a method for computing the largest singular
value of the frequency response operator T (ω),
σ2max (T (ω)) = λmax (T (ω) T ?(ω)) ,
where λmax(·) denotes the largest eigenvalue of a given operator. In what follows,
we present the procedure for computing the eigenvalues of T T ? using both input-
output (9.17) and state-space (9.18) representations of T T ?. This is done by first re-
casting the system of differential equations into a corresponding integral formulation; we
then employ recently developed automatic Chebyshev spectral collocation method [37]
to solve the eigenvalue problem for the resulting integral equation. Note that the eigen-
function corresponding to the largest singular value identifies the output of the system
that is most amplified in the presence of disturbances. Similar procedure can be used to
determine the principal eigenfunction of the operator T ?T , thereby yielding the input
that has the largest influence on the system’s output.
The solution to a two point boundary value problem (9.17) can be obtained nu-
merically by approximating the differential operators using, e.g., a pseudo-spectral col-
location technique [32–35]. For differential equations of a high-order, the resulting
finite-dimensional approximations may be poorly conditioned. This difficulty can be
overcome by converting a high-order differential equation into a corresponding integral
equation [164]. This conversion utilizes indefinite integration operators that are charac-
terized by condition numbers that remain bounded upon discretization refinement. The
procedure for achieving this conversion, described in Section 9.4.2, extends the result
of [165] from a scalar case to a system of high-order differential equations. Further-
more, in Section 9.4.3 we show how a spatial state-space representation (9.18) can be
transformed to an equivalent integral form. We then employ Chebfun’s function eigs to
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perform the eigenvalue decomposition of the resulting system of equations.
9.4.1 An illustrative example
We first illustrate the procedure for converting a differential equation into its corre-
sponding integral form using the 1D diffusion equation (9.3),
(
D(2) − iωI
)
φ(y) = − d(y), (9.19a) 1
0
E−1 +
 0
1
E1
φ(y) =
 0
0
 . (9.19b)
System (9.19) can be converted into an equivalent integral equation by introducing an
auxiliary variable
ν(y) =
[
D(2) φ
]
(y). (9.20)
Integration of (9.20) yields
φ′(y) =
∫ y
−1
ν(η1) dη1 + k1 =
[
J (1) ν
]
(y) + k1,
φ(y) =
∫ y
−1
(∫ η2
−1
ν(η1) dη1
)
dη2 + k1 (y + 1) + k2
=
[
J (2) ν
]
(y) + K(2) k,
(9.21)
where J (1) and J (2) denote the indefinite integration operators of degrees one and two,
the vector k =
[
k2 k1
]T
contains the constants of integration which are to be deter-
mined from the boundary conditions (9.19b), and
K(2) =
[
1 (y + 1)
]
.
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The integral form of the 1D diffusion equation is obtained by substituting (9.21) into (9.19),
(
I − iωJ (2)
)
ν(y) − iωK(2) k = − d(y), (9.22a) 1 0
1 2
 k2
k1
 +
 1
0
E−1 +
 0
1
E1
[J (2)ν] (y) =
 0
0
 . (9.22b)
Now, by observing that
E−1
[
J (1)ν
]
(y) =
∫ −1
−1
ν(η) dη = 0,
we can use (9.22b) to express the constants of integration k in terms of ν,
 k2
k1
 = −1
2
 2 0
−1 1
 0
1
E1 [J (2) ν] (y) =
 0
−1/2
E1 [J (2) ν] (y). (9.23)
Finally, substitution of (9.23) into (9.22a) yields an equation for ν,
I − iωJ (2) + 1
2
iω (y + 1)E1J
(2)
 ν(y) = −d(y). (9.24)
Invertibility of the matrix that multiplies the integration constants k =
[
k2 k1
]T
in (9.22b) facilitated derivation of an explicit expression for k in terms of ν. For the 1D
reaction-diffusion equation with homogenous Neumann boundary conditions,
(
D(2) − cI − iωI
)
φ(y) = − d(y), (9.25a) 1
0
E−1 +
 0
1
E1
[D(1)φ] (y) =
 0
0
 , (9.25b)
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substitution of (9.21) to (9.25) yields
(
I − (iω + c) J (2)
)
ν(y) − (iω + c)K(2) k = − d(y), (9.26a) 0 1
0 1
 k2
k1
 +
 0
1
E1 [J (1)ν] (y) =
 0
0
 . (9.26b)
A positive reaction rate c in (9.25a) ensures stability in the presence of Neumann bound-
ary conditions.
Lack of invertibility of the matrix that multiplies the integration constants in (9.26b)
is an obstacle to determining k explicitly in terms of ν. Instead, the dependence of ν
on k and d can be obtained from (9.26a),
ν(y) =
(
I − (iω + c) J (2)
)−1 (
(iω + c)K(2) k − d(y)
)
. (9.27)
Now, substitution of (9.27) to (9.26b) yields
k = G−1
 0
1
E1 J (1) (I − (iω + c) J (2))−1 d(y), (9.28)
where the matrix G is given by
G =
 0 1
0 1
 +
 0
1
E1 J (1) (I − (iω + c) J (2))−1 (iω + c)K(2).
Finally, an equation for ν is obtained by substituting (9.28) into (9.26a),
(
I − (iω + c) J (2)) ν(y) =(iω + c)K(2) G−1
 0
1
E1 J (1) (I − (iω + c) J (2))−1 − I
 d(y). (9.29)
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Systems (9.24) and (9.29) only contain indefinite integration operators and point
evaluation functionals which are known to be well-conditioned. This is a major advan-
tage compared to their corresponding input-output differential equations (9.19) and (9.25).
9.4.2 Integral form of a system of high-order differential equations
We now present the procedure for converting a system of high-order differential equa-
tions (9.17),
T T ? :

[A ξ ] (y) = [B f ] (y),
ϕ(y) = [ C ξ ] (y),
0 = N ξ (y),
(9.30)
to an equivalent integral form. The input and output vectors f(y) and ϕ(y) have p
elements, ξ(y) is a 2s-vector, and the operators in (9.30) are given by
A =
n∑
i= 0
ai(y) D
(i), B =
k∑
i= 0
bi(y) D
(i),
C =
k∑
i= 0
ci(y) D
(i), N =
∑`
i= 0
(Ya,i Ea + Yb,i Eb) D
(i).
As illustrated in Section 9.4.1, instead of trying to find the solution ξ to (9.17) directly,
we introduce two auxiliary variables, ν and k. The ith component of the vector ν(y) =[
ν1(y) . . . ν2s(y)
]T
is determined by
νi(y) =
[
D(ni) ξi
]
(y), (9.31)
where ni denotes the highest derivative of ξi in
[A ξ ] (y) = [B f ] (y).
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Integration of (9.31) yields
[
D(j)ξi
]
(y) =
[
J (ni−j)νi
]
(y) + K(ni−j) ki, j = 0, . . . , ni, (9.32)
where ki ∈ Cni is the vector of integration constants which are to be determined from
the boundary conditions, J (ni) is the indefinite integration operator of degree ni with
J (0) = 0, and K(ni) is the matrix with columns that span the vector space of polynomials
of degree less than ni,
K(ni) =
[
K0(y) K1(y) · · · Kni−1(y)
]
, K(0) = 0,
K0(y) = 1, Kj(y) =
1
j!
(y − a)j , j ≥ 1.
Substitution of (9.32) into (9.30) yields the integral representation of the operator T T ?,
T T ? :

 L11 L12
L21 L22

 ν
k
 =
 B
0
 f ,
ϕ =
[
P1 P2
] ν
k
 ,
(9.33)
where
L11 =
n∑
i= 0
ai(y) J
(n−i), L12 =
n∑
i= 0
ai(y) K
(n−i),
L21 =
∑`
i= 0
Yb,i Eb J
(n−i), L22 =
∑`
i= 0
(Ya,i Ea + Yb,i Eb) K
(n−i),
P1 =
k∑
i= 0
ci(y) J
(n−i), P2 =
k∑
i= 0
ci(y) K
(n−i),
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J(n−i) =

J (n1−i)
. . .
J (n2s−i)
 , K(n−i) =

K(n1−i)
. . .
K(n2s−i)
 ,
J (i) = 0, K(i) = 0, i ≤ 0.
Using (9.33) we can determine an expression for the integration constants,
L22 k = − [L21 ν ] (y). (9.34)
If the matrix L22 is invertible, equation (9.34) in conjunction with (9.33) yields
ν(y) =
[(L11 − L12 L−122 L21 )−1 (B f)] (y), (9.35a)
ϕ(y) =
[(P1 − P2 L−122 L21 )ν] (y), (9.35b)
and the representation of the operator T T ? is obtained by substituting (9.35a) into (9.35b).
Thus, determination of the left singular functions {un} of the operator T amounts to
solving the following eigenvalue problem
[(P1 − P2 L−122 L21 ) (L11 − L12 L−122 L21 )−1 (B un)] (y) = σ2n un(y), (9.36)
where σn denotes the corresponding singular value of T .
On the other hand, if L22 is singular, we can determine an expression for ν in terms
of k and f from (9.33),
ν(y) =
[L−111 B f] (y) − L−111 L12 k. (9.37)
Furthermore, substitution of (9.37) into (9.34) yields
k = −G−1L21
[L−111 B f] (y), (9.38)
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where the matrix G is given by
G = L22 − L21 L−111 L12.
This expression for k in conjunction with (9.33) yields
ν(y) =
[L−111 (B + L12 G−1 L21 L−111 B) f] (y), (9.39a)
ϕ(y) = [P1 ν] (y) −
[P2 G−1 L21 L−111 B f] (y). (9.39b)
The integral representation of the operator T T ? can be obtained by substituting (9.39a)
into (9.39b), and the left singular pair (σn,un) of the operator T is determined from
the solution to the following eigenvalue problem
[(P1 L−111 + P1 L−111 L12 G−1 L21 L−111 − P2 G−1 L21 L−111 ) (B un)] (y) = σ2n un(y).
(9.40)
9.4.3 Integral form of a spatial state-space representation
We next describe a procedure for transforming a spatial state-space representation (9.18),
T T ? :

q′(y) = A(y) q(y) + B(y) f(y),
ϕ(y) = C(y) q(y),
0 = La q(a) + Lb q(b),
(9.41)
into a system of first-order integral equations. In a similar manner as in Section 9.4.2,
we introduce two auxiliary variables ν and k so that
ν(y) = q′(y) ⇒ q(y) = [ Jν ] (y) + k, (9.42)
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where J is a block diagonal matrix of the first order indefinite integration operators
J (1),
J =

J (1)
. . .
J (1)
 .
Substitution of (9.42) into (9.41) yields a system of first order integral equations for the
operator T T ?,
ν(y) = A(y) [ Jν ] (y) + A(y) k + B(y) f(y), (9.43a)
ϕ(y) = C(y) [ Jν ] (y) + C(y) k, (9.43b)
0 = (La Ea + Lb Eb) [ Jν ] (y) + (La + Lb) k. (9.43c)
An expression for ν in terms of the forcing f and the integration constants k can be
obtained from (9.43a),
ν(y) =
[
(I−A J)−1 (B f)
]
(y) +
[
(I−A J)−1 A
]
(y) k. (9.44)
Furthermore, substitution of (9.44) into (9.43c) yields
k = −H−1 Lb Eb
[
J (I−A J)−1 B f
]
(y), (9.45)
where H is a matrix given by
H = Lb Eb
[
J (I−A J)−1 A
]
(y) + La + Lb.
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Finally, substitution of (9.44) and (9.45) into (9.43b) yields
ϕ(y) =
[
C J (I −A J)−1 B f
]
(y) −
[
C H−1 Lb Eb J (I −A J)−1 B f
]
(y)
−
[
C J (I −A J)−1 A H−1 Lb Eb J (I −A J)−1 B f
]
(y),
(9.46)
where invertibility of the matrix H follows from the well-posedness of the two-point
boundary value problem (9.41). Thus, the singular values σn and the associated left
singular functions un of T can be obtained by solving the following eigenvalue problem[
C J (I −A J)−1 B un
]
(y) −
[
C H−1 Lb Eb J (I −A J)−1 B un
]
(y)
−
[
C J (I −A J)−1 A H−1 Lb Eb J (I −A J)−1 B un
]
(y) = σ2n un(y).
(9.47)
In summary, the principal left singular pair of the operator T can be determined by
rewriting either the input-output differential equation (9.17) or the system of first-order
differential equations (9.18) representing T T ? into their respective integral forms (9.33)
and (9.43). The resulting eigenvalue problems (9.36) and (9.47) are solved using Cheb-
fun [37]. The detailed discussion on how Chebfun can be used to solve the eigenvalue
problems (9.36) and (9.47) is relegated to 9.8.
9.5 Examples
We next use our method to study frequency responses of two systems from fluid me-
chanics: the three-dimensional incompressible channel flow of Newtonian fluids, and the
two-dimensional inertialess channel flow of viscoelastic fluids. In the latter example, we
show how numerical instabilities encountered when using finite dimensional approxima-
tion techniques can be alleviated. The utility of theoretical and computational tools of
this work goes beyond fluids; they can be used to examine dynamics of a broad class
of physical systems with normal or non-normal dynamical generators, and spatially
constant or varying coefficients.
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Figure 9.4: Channel flow geometry.
9.5.1 Three-dimensional incompressible channel flows of Newtonian
fluids
We first study the dynamics of infinitesimal three-dimensional fluctuations in a pressure-
driven channel flow with base velocity U(y) = 1 − y2; see figure 9.4 for geometry. As
shown in [77], the linearized Navier-Stokes (NS) equations can be brought to the evolu-
tion form (9.7) with state φ =
[
φ1 φ2
]T
, where φ1 and φ2 are the normal velocity
and vorticity fluctuations. Furthermore, d =
[
d1 d2 d3
]T
and ϕ =
[
u v w
]T
are the input and output fields whose components represent the body forcing and ve-
locity fluctuations in the three spatial directions, x, y, and z. Owing to translational
invariance in x and z, (9.7) is parameterized by the corresponding wave numbers kx and
kz with the boundary conditions on the normal velocity and vorticity,
φ1(kx,±1, kz, t) = D(1)φ1(kx,±1, kz, t) = 0,
φ2(kx,±1, kz, t) = 0, kx, kz ∈ R, t ≥ 0.
The operators in (9.7) are given in 9.9 and, for any pair of kx and kz, they are matrices
of differential operators in y ∈ [−1, 1].
In what follows, we set the Reynolds number to R = 2000, kx = kz = 1 and compute
the singular values of T using the method developed in Section 9.4.2. Figure 9.5 shows
two largest singular values, σ1 and σ2, of the frequency response operator T for the
linearized NS equations as a function of the temporal frequency ω. The largest singular
value σ1 exhibits two distinct peaks at ω ≈ −1 and ω ≈ −0.4. These peaks are caused
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ω
Figure 9.5: Two largest singular values of the frequency response operator for the
linearized Navier-Stokes equations as a function of the temporal frequency ω in the flow
with R = 2000, kx = 1, and kz = 1: blue ×, σ1(T ); and red ◦, σ2(T ).
by different physical mechanisms which can be uncovered by investigating responses
from individual forcing to individual velocity components [77]. The discussion of these
mechanisms is beyond the scope of this dissertation.
Figure 9.6 shows the isosurface plots of the most amplified streamwise velocity fluc-
tuations corresponding to the two peaks shown in figure 9.5. These structures are purely
harmonic in x, z, and t, and their profiles in y are determined by the the left principal sin-
gular functions of the frequency response operator at ω = −0.385 and ω = −0.982. For
ω = −0.385, u is localized in the near-wall region. On the other hand, for ω = −0.982
the fluctuations occupy the center of the channel. The development of the streamwise
velocity (color plots), and streamwise vorticity ωx = ∂yw − ∂zv (contour lines) fluctu-
ations in the channel’s cross-section is shown in figure 9.7. For ω = −0.385, the most
amplified set of fluctuations results in pairs of counter rotating streamwise vortices that
generate high and low velocity in the vicinity of the lower and upper walls. In contrast,
for ω = −0.982 there is a large concentration of arrays of counter rotating streamwise
vortices in the center of the channel. Even though the spatial patterns identified by our
analysis represent an idealized view of the flow, their utility in understanding the early
stages of transition to turbulence has been well-documented [89].
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(a) (b)
Figure 9.6: Streamwise velocity fluctuation development for largest singular value of the
frequency response operator in a pressure-driven channel flow with R = 2000, kx = kz =
1, (a) ω = −0.385, and (b) ω = −0.982. High and low velocity regions are represented
by red and green colors. Isosurfaces of u are taken at ±0.55.
y
z
(a)
z
(b)
Figure 9.7: Streamwise velocity (color plots) and vorticity, ωx = ∂yw − ∂zv, (contour
lines) fluctuation development for largest singular value of the frequency response oper-
ator in the cross section of a pressure-driven channel flow with R = 2000, kx = kz = 1,
(a) ω = −0.385, and (b) ω = −0.982. Red color represents high speed and blue color
represents low speed streaks.
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9.5.2 Inertialess channel flow of viscoelastic fluids
We next compute the frequency responses of the inertialess flow of viscoelastic fluids
presented in Section 9.2.1. This example illustrates the utility of our method in situ-
ations where standard finite dimensional approximations may fail to produce accurate
results. For this example, the input-output and spatial state-space representations of
the frequency response operator are given in 9.10. We compute the largest singular value
using the procedure described in Section 9.4 and provide comparison of our results with
those obtained using a pseudo-spectral collocation method [83].
It is well-known that inertialess flows of viscoelastic fluids exhibit spurious numerical
instabilities at high-Weissenberg numbers [125, 126]. In view of this, we fix kx = 1,
β = 0.5, and ω = 0 and examine the effects of the Weissenberg number, We, on the
frequency response. We first compute the largest singular value of T using a pseudo-
spectral collocation method [83]. This is achieved by approximating the operators in
the input-output representation (9.17) of T T ? with differentiation matrices of different
sizes. Figure 9.8(a) shows that σmax converges as the number of collocation points, N ,
increases from 50 to 200 for 1 ≤We ≤ 9. However, for We > 9 the increased number of
collocation points in y does not necessarily produce convergent results; see figure 9.8(b).
Furthermore, in certain cases, the eigenvalues of the operator T T ? computed using
pseudo-spectral method have large negative values. This is clearly at odds with the
fact that T T ? is a non-negative self-adjoint operator, which indicates that the negative
eigenvalues arise from numerical artifacts.
Figures 9.8(c) and 9.8(d) show the largest singular value of the operator T computed
using the method of Section 9.4. For 1 ≤We ≤ 9, the largest singular values obtained in
Chebfun for both input-output and spatial state-space integral representations of T T ?
are equal to each other and they agree with the results of pseudo-spectral method; see
figure 9.8(c). For We > 9 we see that the largest singular value computed using Cheb-
fun exhibits nice trends as We increases. Furthermore, automatic Chebyshev spectral
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σmax (T ) σmax (T )
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(a) (b)
We We
(c) (d)
Figure 9.8: The largest singular values of the frequency response operator for an iner-
tialess shear-driven channel flow of viscoelastic fluids as a function of We at kx = 1,
β = 0.5, and ω = 0. Results are obtained using: (a) and (b) Pseudo-spectral method
with N = 100, blue ◦; N = 150, red *; and N = 200, green ; (c) and (d) Chebfun with
integral forms of input-output differential equations, blue M; and spatial state-space
representations, red O.
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collocation method employed by Chebfun makes sure that grid point convergence of the
singular values is satisfied. We note that the singular values computed using the input-
output and spatial state-space integral representations of T T ? are equal to each other
for We ≤ 12. On the laptop used for computations, Matlab has experienced memory
issues when solving the eigenvalue problem in the state-space formulation (9.47) for
We > 12. These memory issues may arise from solving a large system of linear equa-
tions internally in Chebfun. We have not observed any problems with memory when
solving eigenvalue problem obtained from the the input-output equation in its integral
form (9.36). We further note that the singular values can be computed accurately using
the input-output integral representation at much higher Weissenberg numbers.
We next present the principal singular functions corresponding to the streamwise
and normal velocity fluctuations in a flow with We = 20. These are obtained using
pseudo-spectral method and Chebfun with the input-output integral representation. Fig-
ures 9.9(a) and 9.9(b) show the spatial profiles of velocity fluctuations that experience
the largest amplification in the presence of disturbances. These profiles are obtained
using pseudo-spectral method with different number of collocation points. Note the
lack of convergence as the number of collocation points is increased. On the other hand,
Chebfun does not suffer from numerical instabilities, and the corresponding principal
singular functions exhibit nice symmetry with respect to the center of the channel; see
figures 9.9(c) and 9.9(d). Similar trends are observed for larger values of We.
9.6 Concluding remarks
We have developed a method for computing the principal singular value and the corre-
sponding singular functions of the frequency response operator for distributed systems
with a spatial variable that belongs to a compact interval. Our method avoids the
need for numerical approximation of differential operators in the evolution equation.
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Re (umax(y)) Im (vmax(y))
y y
(a) (b)
y y
(c) (d)
Figure 9.9: Principal singular functions of the frequency response operator for inertialess
shear-driven flow of viscoelastic fluids with We = 20, kx = 1, and β = 0.5. First column:
real part of umax; second column: imaginary part of vmax. Results are obtained using:
(a) and (b) Pseudo-spectral method with N = 50, red ×; N = 100, blue ◦; N = 200,
green ; (c) and (d) Chebfun with integral form of input-output differential equations.
263
This is achieved by recasting the frequency response operator as a two point bound-
ary value problem, a formulation well-suited for employing Chebfun computing envi-
ronment. When dealing with spatial differential operators of high order our method
exhibits two advantages over conventional techniques: numerical ill-conditioning asso-
ciated with high-order differential matrices is overcome; and boundary conditions are
easily implemented and satisfied. We have provided examples from Newtonian and
viscoelastic fluid dynamics to illustrate the utility of our developments.
Our method has been enhanced by the development of easy-to-useMatlab functions
which take the system’s coefficients and boundary condition matrices as inputs and yield
the desired number of left (or right) singular pairs as the output. The coefficients and
boundary conditions of the adjoint systems are automatically implemented within the
code using the method described in this chapter. The burden of finding the adjoint
operators and boundary conditions is thus removed from the user who can instead focus
on interpreting results and understanding the essential physics.
Even though we have confined our attention to computation of the frequency re-
sponses for PDEs, the developed framework allows users to employ Chebfun as a tool
for determining singular value decomposition of compact operators that admit two point
boundary value representations. In particular, our approach paves the way for overload-
ing Matlab’s command svds, from matrices to compact operators.
While the body of the chapter focuses on PDEs with distributed input and output
fields, by considering an Euler-Bernoulli beam with boundary actuation in 9.11, we
illustrate how Chebfun can be used to compute frequency responses of systems with
boundary inputs. This problem turns out to be much simpler than the problems with
distributed inputs, and it can be implemented with only few lines of code in Chebfun.
We also use this example to demonstrate the utility of integral formulation in producing
accurate results even for systems with poorly scaled coefficients.
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In all examples that we considered, it is much more efficient to compute the eigen-
value pairs for a system of high-order integral equations (9.36) than for a system of first-
order integral equations (9.47). We believe that larger number of dependent variables
is reducing efficiency of computations that rely on spatial state-space representation.
We note that Chebfun automatically adjust the number of collocation points in order to
obtain solutions with an a priori specified tolerance. The computational speed can be
increased by lowering this tolerance using the following command in Matlab
chebfunpref(’res’, tolerance).
Our ongoing efforts are focused on employing Chebfun as a tool for computing the
peak (over temporal frequency) of the largest singular value of the frequency response
operator. In systems and controls literature, supω σmax (T (ω)) is known as the H∞
norm and its computation requires identification of purely imaginary eigenvalues of a
Hamiltonian operator in conjunction with bisection [119,120]. In addition to quantifying
the worst-case amplification of purely harmonic (in time) deterministic (in space) dis-
turbances, the inverse of the H∞ norm determines the size of an unstructured modeling
uncertainty that can destabilize the nominal system. Thus, large frequency response
peaks indicate small stability margins (i.e., poor robustness properties to modeling
imperfections), and they are a reliable predictor of systems in which small modeling
imperfections can introduce instability. This interpretation of the H∞ norm is closely
related to the notion of pseudospectra of linear operators [31] and it has been used to
provide useful insight into dynamics of systems with non-normal generators [75,89].
All Matlab codes for computing frequency responses are available for download at
www.umn.edu/∼mihailo/software/chebfun-svd/
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9.7 Appendix: Conversion to a spatial state-space realiza-
tion
We next describe how a high-order ODE with spatially varying coefficients can be
converted to a family of first-order ODEs (9.12). We consider the following ordinary
differential equation with boundary conditions:
φ(n)(y) = −
n− 1∑
i= 0
αi(y)φ
(i)(y) +
m∑
i= 0
βi(y) d
(i)(y), m < n − `, (9.48a)
ϕ(y) =
k∑
i= 0
γi(y)φ
(i)(y), k < n − m, (9.48b)
0 =
∑`
i= 0
Ni,a φ
(i)(a) + Ni,b φ
(i)(b), ` < n, (9.48c)
where φ(i) = diφ/dyi. Since coefficients {βi(y)} in (9.48a) are spatially varying, the
standard observer and controller canonical forms cannot be used to obtain a system of
first-order ODEs (9.12). Instead, we introduce a new variable w(y),
w(y) =
m∑
i= 0
βi(y) d
(i)(y), (9.49)
and substitute (9.49) into (9.48a) to obtain
φ(n)(y) = −
n− 1∑
i= 0
αi(y)φ
(i)(y) + w(y), (9.50)
Here, a state-space realization of (9.50) is given by the controller canonical form,
z′(y) = A1(y) z(y) + enw(y), (9.51a)
φ(y) = eT1 z(y), (9.51b)
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where
A1(y) =

0 (n−1)×1 I (n−1)×(n−1)
−α0(y) −α1(y) · · · −αn−1(y)
 ,
and ei is the ith unit vector. It is a standard fact that the solution to (9.51) is given by
z(y) = Φ1(y, a) z(a) +
∫ y
a
Φ1(y, η) enw(η) dη, (9.52)
where Φ1(y, η) is the state-transition matrix of A1(y). Substituting (9.49) into (9.52)
yields
z(y) = Φ1(y, a) z(a) +
∫ y
a
(
Φ1(y, η) en
(
m∑
i= 0
βi(η) d
(i)(η)
))
dη. (9.53)
Application of integration by parts to the integral in (9.53) along with a change of
variables leads to the following two point boundary value state-space representation
of (9.48)
x′(y) = A0(y) x(y) + B0 d(y), (9.54a)
ϕ(y) = C0 x(y), (9.54b)
0 = Na x(a) + Nb x(b), (9.54c)
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where
x(y) = z(y) −
m− 1∑
i= 0
m− i∑
j= 1
Qj−1(βi+j(y))
 d(i)(y),
A0(y) = A1(y), B0(y) =
m∑
i= 0
Qi(βi(y)),
C0(y) =
[
γ0(y) · · · γk(y)︸ ︷︷ ︸
k+ 1
0 · · · 0︸ ︷︷ ︸
]
n− k− 1
,
Na =

N0,a
. . .
N`,a
 , Nb =

N0,b
. . .
N`,b
 .
We note that, for a given function β, Qi can be recursively determined from
Qi(β(y)) = A1(y) Qi− 1(β(y)) −
d
dy
Qi− 1(β(y)), i = 1, . . . , m,
Q0(β(y)) = en β(y).
9.8 Appendix: Implementation of eigenvalue problems in
integral formulation using Chebfun
The eigenvalue problems (9.36) and (9.47) derived in Sections 9.4.2 and 9.4.3 are solved
using Chebfun. Here, we show how to implement the functions and operators in Cheb-
fun to solve (9.36); a similar procedure can be used to solve (9.47). The eigenvalue
problem (9.36) requires the construction of a number of operators and quasimatrices
(terminology used by the authors of Chebfun to denote vectors of functions). The oper-
ator A in (9.30) is represented by the coefficients ai(y) which are functions determining
columns of a quasimatrix. For example, consider the differential equations representing
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the operator T T ? for the 1D diffusion equation
 D(2) − iωI −I
0 D(2) + iωI
 ξ1(y)
ξ2(y)
 =
 0
I
 f(y),
φ(y) =
[
I 0
] ξ1(y)
ξ2(y)
 ,
 1 0
0 0
 ξ1(−1)
ξ′1(−1)
+
 0 0
1 0
 ξ1(+1)
ξ′1(+1)
 =
 0
0
 ,
 1 0
0 0
 ξ2(−1)
ξ′2(−1)
+
 0 0
1 0
 ξ2(+1)
ξ′2(+1)
 =
 0
0
 .
(9.55)
The code used to generate operator A for the 1D diffusion equation is given by
%% Operator A for the 1D diffusion equation
dom = domain(-1,1); % domain of functions
fone = chebfun(1,dom); % fone(y) = 1
fzero = chebfun(0,dom); % fzero(y) = 0
% w is the temporal frequency and 1i is the imaginary unit
% (1,1) element of operator A
% -i*w*xi_1 + 0*D^{(1)}*xi_1 + 1*D^{(2)}*xi_1
A11 = [-1i*w*fone, fzero, fone];
% (1,2) element of operator A
% -1*xi_2 + 0*D^{(1)}*xi_2 + 0*D^{(2)}*xi_2
A12 = [-fone, fzero, fzero];
% (2,1) element of operator A
% 0*xi_1 + 0*D^{(1)}*xi_1 + 0*D^{(2)}*xi_1
A21 = [fzero, fzero, fzero];
% (2,2) element of operator A
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% i*w*xi_1 + 0*D^{(1)}*xi_1 + 1*D^{(2)}*xi_1
A22 = [1i*w*fone, fzero, fone];
% form operator A using cell-array construction
A = {A11, A12; A21, A22};
The variable dom denotes the domain of the functions, and fone and fzero represent
unit and zero functions. The dimension of each Chebfun’s function in Matlab is∞×1,
where the first index represents the continuous variable y. Hence, the quasimatrices
A11, A12, A21, and A22 have dimensions ∞× 3. Since the dimension of quasimatrices
prohibits the construction of matrix of functions, we instead utilize Matlab’s cell arrays
(using curly brackets) to represent the operator A. The boundary condition matrices
are given by
Ya1 = [1, 0; 0, 0]; Ya2 = [1, 0; 0, 0];
Yb1 = [0, 0; 1, 0]; Yb2 = [0, 0; 1, 0];
Ya = {Ya1; Ya2}; Yb = {Yb1; Yb2};
The code used to generate the quasimatrix K(n) is given by
n = size(A,1); % number of states in your system of ODEs
% determine the highest differential order of each component of \xi
% in the equations
ni = zeros(n,1);
for j = 1:n
ni(j) = size( A{j,j}, 2) - 1;
end
% indefinite integration operator
J = cumsum(dd);
%% Construct each component of K
Ki = chebfun(1,dd);
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for j = 2 : max(ni)
Ki(:,j) = J*Ki(:, j-1);
end
% construct quasimatrix K using cell-array
for j = 1:n
K{j} = Ki(:, 1:ni(j));
end
The indefinite integration operator is obtained using Chebfun’s command cumsum. The
variable ni contains the highest differential order of each state ξi in the system. We
next determine the matrix L22 appearing in (9.33) by applying the boundary condition
operator N to K. The following code is used to generate L22
%% Determine the matrix L_{22}
% loop through each component of \xi
for j = 1:n
% quasimatrix K associated with \xi_{j}
Kj = K{j};
L22{j} = Ya{j} + Yb{j}*toeplitz([1 zeros(1, ni(j)-1)], Kj( b, : ));
end
The qausimatrix L12 is obtained by multiplying coefficients of the operator A with the
quasimatrix K,
%% Determine the functional operator L_{12}
% loop through each component of L_{12}, which has size n x n
for i = 1:n
for j = 1:n
% initialize the (i,j) component of L_{12} and
% get the quasimatrix K associated with \xi_{j}
L12ij = 0; Kj = K{j};
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% get the (i,j) component of operator A
Aij = A{i,j};
for indni = 1 : ni(j)
L12ij = L12ij + diag( Aij(:, ind) )*Kj;
Kj = [ chebfun(0,dd), Kj(:, 1:ni(j) - 1) ];
end
L12{i, j} = L12ij;
end
end
The operator L11 in (9.33) is realized using the following Matlab’s commands
%% Determine the operator L_{11}
% loop through each component of L_{11}, which has size n x n
for i = 1 : n
for j = 1 : n
% get the (i,j) component of A
Aij = A{i,j};
% initialize (i,j) component of L11 with Aij_0
L11ij = diag( Aij(:,1) );
for indni = 1 : ni(j) - 1
L11ij = L11ij*J + diag( Aij(:, indni + 1) );
end
L11ij = L11ij*J + diag( Aij(:, ni(j) + 1) );
L11{i,j} = L11ij;
end
end
The boundary point evaluation functional Eb is easily constructed by
Eb = linop(@(n) [zeros(1,n-1) 1], @(u) feval(u,b), dd);
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In a similar manner, the operator L21 is realized by
%% Determine the operator L_{21}
% loop through each component of L_{21} which has size of n x 1
for j = 1:n
% get the j component of the boundary condition matrix Yb
Ybj = Yb{j};
L21j = Ybj(:,1)*Eb;
for indni = 1 : ni(j) - 1
L21j = L21j*J + Ybj(:, ind+1)*Eb;
end
L21{j} = L21j*J;
end
We note that the operators P1 and P2 in (9.33) can be constructed using similar pro-
cedure. We have shown how to construct all operators and quasimatrices appearing
in (9.33). However, the eigenvalue problem (9.36) requires the operator L12 L−122 L21.
This operator can only be realized using explicit construction [165] because Chebfun
syntax does not allow this expression to be formed directly.
%% determining the operator H = L_{12} L_{22}^{-1} L_{21}
% looping through each component of H which has size of n x n
for i = 1:n
for j = 1:n
L12ij = L12{i,j};
L22j = L22{j};
L21j = L21{j};
% m-by-m discretization of H (discretized form)
mat = @(m) L12ij( chebpts(m,dom), : )*( L22j \ L21j(m) );
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% functional expression of H (functional form)
op = @(v) L12ij*( L22j \ (L21j*v) );
% explicit construction of a linear operator in Chebfun
H{i,j} = linop(mat,op,dom);
end
end
A similar procedure is used to construct the operator P2 L−122 L21. Finally, Chebfun’s
eigenvalue solver (eigs) is used to compute the eigenvalues and eigenfunctions. We
note that we use similar method to construct the operators for the spatial state-space
representation of the eigenvalue problem discussed in Section 9.4.3. For brevity, they
are not presented here. All codes for solving the eigenvalue problems in the integral
formulation using Chebfun are available at
www.umn.edu/∼mihailo/software/chebfun-svd/.
9.9 Appendix: Representations of the frequency response
operator for the linearized Navier-Stokes equations
In this section, we provide the input-output and spatial state-space representations of
the frequency response operator for the linearized NS equations. The input-output
differential equations for the three-dimensional incompressible channel flow are given
by
T :

(
a4 D
(4) + a2(y) D
(2) + a0(y)
)
φ(y) =
(
b1 D
(1) + b0
)
d(y),
u
v
w
 = (c1 D(1) + c0)φ(y),
0 =
(
(W−1,1 E−1 + W1,1 E1)D(1) + (W−1,0 E−1 + W1,0 E1)
)
φ(y),
(9.56)
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where
a4(y) =
 1 0
0 0
 , a2(y) =
 a2,1(y) 0
0 1
 , a0(y) =
 a0,1(y) 0
−ikz U ′(y) a0,2(y)
 ,
a2,1(y) = −
(
2κ2 + ikxRU(y) + iωR
)
,
a0,1(y) = κ
4 + ikxκ
2RU(y) + ikxRU
′′(y) + iωκ2R,
a0,2(y) = −
(
κ2 + ikxRU(y) + iωR
)
, κ2 = k2x + k
2
z ,
b1 =
 ikxR 0 ikzR
0 0 0
 , b0 =
 0 κ2R 0
−ikzR 0 ikxR
 ,
cT1 =
1
κ2
 ikx 0 ikz
0 0 0
 , cT0 = 1κ2
 0 κ2 0
−ikz 0 ikx
 ,
W−1,0 =
 1 0 0 0 0 0
0 0 0 0 1 0
T , W1,0 =
 0 1 0 0 0 0
0 0 0 0 0 1
T ,
W−1,1 =
 0 0 1 0 0 0
0 0 0 0 0 0
T , W1,1 =
 0 0 0 1 0 0
0 0 0 0 0 0
T .
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The spatial state-space representation of T is obtained by rewriting (9.56) into a system
of first-order differential equations given by (9.12) with the following matrices
A0 =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
−a0,1(y) 0 −a2,1(y) 0 0 0
0 0 0 0 0 1
ikzRU
′(y) 0 0 0 −a0,2(y) 0

, B0 =

0 0 0
0 0 0
ikxR 0 ikzR
0 κ2R 0
0 0 0
−ikzR 0 ikxR

,
C0 =
1
κ2

0 ikx 0 0 −ikz 0
κ2 0 0 0 0 0
0 ikz 0 0 ikx 0
 ,
N1 =

02×2 02×2 02×1 02×1
I2×2 02×2 02×1 02×1
01×2 01×2 0 0
01×2 01×2 1 0

, N−1 =

I2×2 02×2 02×1 02×1
02×2 02×2 02×1 02×1
01×2 01×2 1 0
01×2 01×2 0 0

,
The input-output and state-space representations of the adjoint of the operator T can
be determined using the procedure presented in Section 9.3.2.
9.10 Appendix: Representations of the frequency response
operator for the inertialess channel flow of viscoelas-
tic fluids
We next show how to formulate the input-output and spatial state-space representations
of the frequency response operator for the inertialess flow of viscoelastic fluids. We begin
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by rewriting (9.6) into the input-output representation (9.11),
T :

(
D(4) + a3(y)D
(3) + a2(y)D
(2) + a1(y)D
(1) + a0(y)
)
ψ(y)
=
(
b1(y) D
(1) + b0(y)
)
d(y), u
v
 = (c1D(1) + c0)ψ(y),
0 =
(
(W−1,1E−1 + W1,1E1)D(1) + (W−1,0E−1 + W1,0E1)
)
ψ(y),
(9.57)
where
a0(y) =
k4x
a4(y)
(
β − 2We
2 (β − 1) (2We2 + 1)
(ikxWey + iω + 1)3
− (β − 1)
(
2We2 + 1
)
ikxWey + iω + 1
)
,
a1(y) =
1
a4(y)
2 ik3xWe (β − 1) (iω + ikxWey)
(
ikxWey + iω − 2We2 + 1
)
(ikxWey + iω + 1)3
,
a2(y) =
1
a4(y)
− 2β k2x + 2 k2x (β − 1)
(
We2 + 1
)
ikxWey + iω + 1
−
4 (β − 1) k2xWe2
(ikxWey + iω + 1)2
+
2 (β − 1) k2xWe2
(ikxWey + iω + 1)3
 ,
a3(y) = −
1
a4(y)
2 ikxWe (β − 1) (ikxWey + iω)
(ikxWey + iω + 1)2
, a4(y) =
β ikxWey + β iω + 1
ikxWey + iω + 1
,
b1(y) = −
1
β a4(y)
, b0(y) =
ikx
β a4(y)
, b1(y) =
[
b1(y) 0
]
, b0(y) =
[
0 b0(y)
]
,
c1 =
[
1 0
]T
, c0 =
[
0 −ikx
]T
,
[
W−1,1 W1,1 W−1,0 W1,0
]
= I4×4.
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The spatial state-space representation of T is obtained by rewriting (9.57) into a system
of first-order differential equations. Using the procedure described in 9.7 yields
A0 =

0 1 0 0
0 0 1 0
0 0 0 1
−a0(y) −a1(y) −a2(y) −a3(y)
 , B0 =

0 0
0 0
b1(y) 0
−b′1(y)− a3(y) b1(y) b0(y)
 ,
C0 =
 0 1 0 0
−ikx 0 0 0
 , N−1 =
 I2×2 02×2
02×2 02×2
 , N1 =
 02×2 02×2
I2×2 02×2
 .
The input-output and state-space representations of the adjoint of the operator T can
be determined using the procedure described in Section 9.3.2.
9.11 Appendix: Frequency response of an Euler-Bernoulli
beam
In this section, we consider an Euler-Bernoulli beam that is clamped at the left end and
subject to a boundary actuation u(t) at the other end; see figure 9.10 for an illustration.
The vertical displacement of the beam φ(y, t) is governed by [166],
µφtt(y, t) +
αEI
`4
φtyyyy(y, t) +
EI
`4
φyyyy(y, t) = 0, y ∈ [ 0, 1 ] , (9.59a)
φ(0, t) = φy(0, t) = 0, (9.59b)
φyy(1, t) = 0,
αEI
`3
φtyyy(1, t) +
EI
`3
φyyy(1, t) = u(t). (9.59c)
Here, the input u(t) denotes the force acting on the tip of the beam, ` is the length of
the beam, µ is the mass per unit length of the beam, EI is the flexural stiffness, and α
is the Voigt damping factor.
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Figure 9.10: An Euler-Bernoulli beam that is clamped at the left end and subject to a
boundary actuation at the other end.
Equation (9.59) can be used to model the movement of a micro-cantilever in atomic
force microscopy applications [167] with
` = 240× 10−6 m, µ = 1.88× 10−7 kg/m,
EI = 7.55× 10−12 Nm2, α = 5× 10−8 s.
(9.60)
In contrast to the body of the chapter, the forcing u(t) does not enter to the equation
as an additive input but as a boundary condition. We next show how easily frequency
response in this case can be computed using Chebfun.
Application of the temporal Fourier transform to (9.59) yields
T (ω) :

EI
`4
(1 + iω α) φ′′′′(y, ω) − µω2 φ(y, ω) = 0,
φ(0, ω) = φ′(0, ω) = 0,
φ′′(1, ω) = 0,
EI
`3
(1 + iω α) φ′′′(1, ω) = u(ω).
(9.61)
At each ω, the mapping from u(ω) to φ(y, ω) can be obtained by computing the solution
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|T (ω)| ∠ T (ω)
ω ω
(a) (b)
Figure 9.11: Frequency response of the Euler-Bernoulli beam (9.59)-(9.60) with the
output determined by the vertical displacement of the beam at the right end. (a)
magnitude of the frequency response |T (ω)|; (b) phase of the frequency response ∠ T (ω).
to (9.61) with u(ω) = 1 using Chebfun. The energy of the beam is determined by
E(ω) =
1
2
(〈
φ′′(·, ω), φ′′(·, ω)〉 + ω2 〈φ(·, ω), φ(·, ω)〉) ,
and it can be simply computed with the aid of Chebun’s functions diff and cumsum. On
the other hand, if the output is given by the vertical displacement at the right end of
the beam, the frequency response is simply determined by the magnitude and phase of
the complex number φ(1, ω); see figure 9.11.
For parameters given by (9.60), even the use of Chebfun’s differential operators to
construct
A0 =
EI
`4
(1 + iω α)D(4) − µω2 I,
with appropriate boundary conditions may lead to unfavorable conditioning of differen-
tiation matrices. This can be alleviated by determining and solving instead the integral
form of (9.61). The procedure for achieving this closely follows the method presented
in Section 9.4.2. The Matlab code used for computing the frequency response with
integral formulation can be found at www.umn.edu/∼mihailo/software/chebfun-svd/.
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