We consider the penetration process of a liquid drop approaching an exposed pore along the axis of symmetry, which is intended to model the penetration of non-wetting drops into a porous medium. Inertia and gravity are neglected at the current stage. In addition to the penetration into a capillary tube in the literature, the drop may spread on the outer surface of the porous medium. Based on the mechanical equilibrium states, we find the critical drop radius, below which the drop penetration is spontaneous. We further identify five penetration regimes based on the drop radius and the static contact angle, all of which are exemplified by phase-field simulations. The free energy as a function of penetration depth reveals only two stable equilibrium states: the drop either enters the pore completely (maximum penetration) or stays at the pore inlet (zero penetration). For a non-penetrating drop radius, the free energy has a local maximum which constitutes an energy barrier that prevents spontaneous penetration. Finally, we modify the Lucas-Washburn equation to describe the dynamic process of penetration. Due to the neglect of dissipation from moving contact lines and entry flow, the modified Lucas-Washburn equation greatly overestimates the penetration rate, especially at the initial stage. C 2013 AIP Publishing LLC.
I. INTRODUCTION
The wetting of porous media has been an active research topic for many years due to its importance in a wide range of applications such as oil recovery, 1 textile technology, 2 ink jet printing, 3 and fuel cell technology. 4 For such a complex problem, it is crucial to have a good understanding of wetting in a single pore as a first step. The most prominent work is perhaps that by Lucas 5 and Washburn, 6 who first rigorously analyzed the capillary rise in cylindrical tubes. Their analysis assumes a fully developed Poiseuille flow and neglects inertia. The kinetics of penetration also depends on many other factors such as inertia, dynamic contact angle, fluid rheology, and even shape variations of the channel, which are addressed in later work. [7] [8] [9] [10] Up to now, most work on liquid penetration in capillaries have focused on the capillary tubes connected to infinite liquid reservoirs. [11] [12] [13] This is a good approximation when a large drop is deposited on a porous medium. However, for small drops, the size effect has to be considered especially when it is comparable with the capillary size. The curved drop surface may generate a capillary pressure that promotes drop penetration. Marmur 14 is the first to incorporate this effect into analysis. He found that a non-wetting drop may still penetrate the capillary tube if its initial radius satisfies
where r 0 is the inner radius of the capillary tube, and θ S > 90
• is the static contact angle. For a wetting drop (θ S < 90
• ), the penetration rate is higher than that for an infinite reservoir. Marmur also a) Electronic mail: ptyue@math.vt.edu b) Electronic mail: renardy@math.vt.edu proposed a radial capillary model which uses two parallel plates, instead of a cylindrical capillary, to model drop penetration in a thin porous medium. 15 Denseuk et al. extended Marmur's work and modeled the porous medium as a solid body with cylindrical pores uniformly distributed over the surface. 16 Hapgood et al. further considered the effect of macrovoids in the computation of penetration times in porous media. 17 However, the Laplace pressure inside the drop was neglected in the latter two works.
Recently, the research on drop penetration into capillaries is brought into attention again due to the development of carbon nanotubes. 18 Carbon nanotubes may be used as capillaries to uptake and release nanodroplets. 19 Capillarity also plays an important role in the withdrawal of metal catalyst particles during the growth of nanotubes and nanofibers by the chemical vapor deposition technique. 20 The most relevant work is that by Schebarchov and Hendy, 19, 21, 22 who applied Marmur's analysis to nanotubes and conducted molecular dynamics simulations. Slip at the tube wall is the major difference compared with the problem at a macroscopic length scale. By studying the evolution of surface energy, these authors identified an energy barrier for the uptake of drops with radii larger than that predicted by Eq. (1) . At the nanometer scale, this energy barrier may be overcome by the thermal fluctuations, which is verified by molecular dynamics simulations. The experimental evidence of drop uptake by non-wetting capillaries can be found in Ref. 23 , although the tube diameter is actually at the order of a millimeter.
In all the previous theoretical analyses, it has been assumed that the contact line where the surface of the protruding drop intersects the solid surface is pinned at the tube inlet. This is valid for capillary tubes with relatively thin tube walls. However, for a porous media, this is no longer true as the drop may spread on the outer surface of the media. In this case, it is more practical to consider a pore bored into a solid surface, which allows the contact line to spread out, as shown in Fig. 3 . In this work, we study such an exposed pore both theoretically and numerically. We first provide theoretical analysis on the drop penetration process, which is supplemented by phase-field simulations. Then we discuss the energy barrier for large drops. Finally, we study the transient behavior of penetration and show that the Lucas-Washburn equation is not sufficient to describe the penetration dynamics.
II. PHASE-FIELD FORMULATIONS
The numerical simulation of drop penetration requires the proper treatment of contact line dynamics. We adopt the phase-field method, which is also known as the diffuse-interface method. This method utilizes the Cahn-Hilliard diffusion to regularize the stress singularity at moving contact lines and has gained popularity in the simulation of dynamic wetting. [24] [25] [26] Recently, Mehrabian et al. 27 used the phase-field method to study the wicking flow through complex microchannels, which tackles another aspect of liquid penetration in porous media. In the following, we briefly describe the governing equations and numerical methods.
We consider the penetration of a Newtonian drop into a pore, as shown in Fig. 3 . A phase-field variable φ, which assumes 1 in the liquid and −1 in the gas, is used to identify the diffuse interface. For simplicity, we neglect inertia and gravity, which is a valid approximation for small length scales. The governing equations consist of the Cahn-Hilliard equation for the interface, the momentum equation, and the incompressible continuity equation:
where 
is the chemcial potential and
is the viscous stress. Here γ is the Cahn-Hilliard mobility paramter, is a parameter which is proportional to the interfacial thickness, λ is the mixing energy density which is related to the interfacial tension σ by σ = 2 √ 2 3 λ .η is the mixture viscosity defined as
where η and η g are the viscosities of the liquid and the gas, respectively. The computational domain is shown in Fig. 1 . We consider the flow to be axisymmetric and only compute one half of the median plane. r 0 is the inner radius of the pore and R 0 is the radius of the initial drop. We choose H 1 = 12r 0 , H 2 = 6r 0 , and L 2 = 4r 0 so that the drops computed in this paper (R 0 ≤ 2.5r 0 ) do not touch boundaries other than the pore wall and the horizontal wall. Initially, the drop is spherical and barely touches the pore inlet. On the solid walls (the hatched boundaries), we impose the no-slip, no-flux, and contact angle conditions:
where n is the outward pointing normal to the boundary and f w is the wall energy which is related to the static contact angle θ S . On a solid substrate as shown in Fig. 2 , f w is given by
where σ w1 and σ w2 are the liquid-solid and gas-solid interfacial tensions. Note that the wall energy relaxation is not considered in Eq. (10), and therefore the microscopic contact angle is fixed at θ S .
28
At the channel openings, we impose the zero normal stress condition
so that the drop motion is completely driven by capillarity. In this paper, we use pore radius r 0 , liquid viscosity η, and interfacial tension σ to nondimensionalize all the quantities. Consequently, time is scaled by ηr 0 /σ and energy is scaled by σ r The governing equations (Eqs. (2)- (4)) together with the boundary conditions (Eqs. (8)- (12)) are solved by a finite-element method on an adaptive triangular mesh. All the time-dependent equations are integrated using a second-order accurate, fully implicit time-marching scheme. Numerical details and code validation can be found in Ref. 30 . More details of the phase-field method and its application in dynamic wetting can be found in Refs. 28, 29, 31, and 32.
III. DISTINCT REGIMES OF DROP PENETRATION
At static equilibrium, as shown in Fig. 2 , θ S can be obtained from Young's relation
which is a force balance at the contact line. If the contact angle θ deviates from θ S , an unbalanced Young's force
acts on the contact line, and consequently the contact line moves leftward if
. In the following, we only consider the non-wetting case, i.e., θ S > π/2. When a spherical drop barely touches the pore inlet, two contact angles θ 1 = arcsin(1/R 0 ) + π/2 and θ 2 = 3π /2 − θ 1 can be defined as shown in Fig. 3(a) . For convenience we define the contact line on the outer horizontal surface as B and the contact line on the pore inner surface as A. It is obvious that A will move into the pore if The equilibrium states of drop penetration can be obtained from three balance conditions: Young's relation at the contact line, Young-Laplace equation p = 2σ /R (R being the radius of curvature) across the interface, and uniform pressure inside the quiescent drop. The first condition predicts that contact angle is fixed at θ S , except at the corner point C where the contact angle is not well defined. The second and the third conditions together require that all the fluid interfaces are spherical and have the same curvature. Considering all these conditions, we can come up with five possibilities of the equilibrium states, as shown in Fig. 3 . In later sections, we will see that the equilibrium states in (c) and (d) are unstable.
Based on the angles in Fig. 3 (a), we can define two critical radii:
which corresponds to θ 1 = θ S and (a) 
which corresponds to θ 2 = θ S . Contact line A moves into the pore when R 0 < R p and B spreads out on outer surface when R 0 > R s . Note that, R p is also Marmur's critical drop radius for spontaneous penetration when there is no spreading on the outer surface.
14 A third critical radius for the drop with surface spreading, denoted by R c , can be determined from the boundary between Figs. 3(b) and 3(c). We consider Fig. 3 
The volume of the spherical cap inside the pore is
and the volume of the spherical cap outside is
where h 1 , h 2 , and r 2 are indicated in Fig. 3 (c). Considering the constraints θ 1 = θ S and R 1 = R 2 , we can easily get
, and r 2 = −r 0 tan θ S . Note that this analysis is only valid for θ S ∈ [π /2, 3π /4] in order to satisfy the geometric requirement r 2 ≥ r 0 . Finally, from volume conservation 4π 3 where
is an increasing function on
and f(3π /4) = 1. These three radii divide the θ S -R 0 plane into 5 regimes, as shown in Fig. 4 . The R c and R s curves are actually f(θ S ) and cot(θ S ), respectively. In Regime I, the drop penetrates into the pore without any spreading on the outer solid surface; the final state is Fig. 3(e) . In Regime II, the drop spreads on the outer solid surface initially, and eventually penetrates into the pore; the final state is still Fig. 3(e) . In Regime III, the drop spreads on the outer solid surface initially; the initial transient determines whether the drop penetrates into the pore or not; the final state is Fig. 3(b) or 3(e) . In Regime IV, the drop spreads on the outer solid surface without any penetration; the final state is Fig. 3(b) . In Regime V, the drop remains spherical and the final state is Fig. 3(a) . In the following we will discuss these regimes in details.
A. θ S ∈ (π/2, 3π/4)
Four regimes are involved for this θ S . We run phase-field simulations with θ S = 2π /3, which corresponds to R p = 2r 0 , R c = 1.8994r 0 , and R s = 2 √ 3 r 0 = 1.1547r 0 to illustrate the drop penetration process.
Regime I, R 0 ∈ (r 0 , R s )
The penetration process with R 0 = 1.1 is shown in Fig. 5 . The φ = 0 contours are plotted to indicate the interface location. A close view at the contact line is shown in Fig. 6 . Initially, the diffuse interface of the drop just cuts through the corner of the solid boundary, as shown in Fig. 6(a) . Because θ 1 = 155.4
• > θ S and θ 2 = 114.6
• < θ S , contact line A will move into the pore while the contact line B will stay at the corner. Once contact line A leaves the corner, the microscopic contact angle remains fixed at θ S , as shown in Fig. 6(b) . Due to viscous bending at the contact line, the interface inclination angle quickly relaxes from θ S to the apparent contact angle θ A , which is sometimes referred to as the dynamic contact angle. There are different ways to measure θ A and the value is not unique. For the capillary rise problem, θ A is usually defined as the angle made by the wall and the circular fit to the meniscus. 33 Shortly after t = 0, as shown in Fig. 6(b) , the circular fit to the meniscus has a radius R 1 = 1.130, from which we obtain θ A = 146.67
• > θ S . θ A approaches θ S as the contact line slows down. In Fig. 6(c) , θ A reaches 120.2
• which is already very close to θ S . Eventually, the complete penetration is achieved. Note that it takes infinite time to achieve the exact final equilibrium (cf. Fig. 3 (e)) as the system is overdamped.
Regime II, R 0 ∈ (R s , R c )
We choose R 0 = 1.5 for this case. The evolution of the drop interface is shown in Fig. 7 and typical snapshots of the flow field are shown in Fig. 8 . Initially, we have θ 1 = 131.8
• > θ S and θ 2 = 138.2
• > θ S . From t = 0 to t = 21.69 in Fig. 7 (a), contact line A moves into the pore and B spreads out along the outer surface, which is also borne out by the streamlines in Fig. 8(a) . At t = 21.69, the apparent contact angle θ A is measured to be 120.0
• = θ S ; therefore contact line B stops. If we assume that there is no flow, then the radius of the protruding drop R 2 is always smaller than that of the meniscus R 1 = R p because R 0 < R c , let alone the extra drop volume consumed by the non-zero penetration depth l. Note that the drop surface is not exactly spherical if flow exists, although it is still a good approximation. Therefore, the Laplace pressure inside the drop is higher at the top and is lower at the bottom, which tends to push the drop into the pore, as shown in Fig. 8(b) . As a result, the protruding drop retracts and the meniscus moves downward, as shown in Fig. 7(b) . At t = 136.8, contact line B reaches the corner and stays pinned thereafter. The protruding drop keeps shrinking until its radius passes the minimum r 0 and then increases to R 2 = R 1 = R p , as shown in Fig. 7(c) .
Regime III, R 0 ∈ (R c , R p )
Different from Regime II, the drop in this regime is not guaranteed to enter the pore. The results for R 0 = 1.95 are shown in Figs. 9 and 10 . Initially, θ 1 = 120.9 lines A and B both move away from the corner, which is the same as that in Regime II. But, because R 0 > R c , it is very possible to have R 2 > R 1 . As a result, the capillary pressure generated by the lower drop surface prevents the drop from entering the pore. We say possible here because whether R 2 > R 1 also depends on the penetration depth l. If the penetration depth can exceed a critical value l c such that R 2 = R 1 , then it is still possible for the drop to enter the pore spontaneously. More discussions about this critical depth l c can be found in Sec. IV. In particular, we have l c = 0.7498 for R 0 = 1.95 according to Eq. (34). As can be seen from the inset of Fig. 9 , at t = 18.03, l maximizes at 0.06, which is much less than l c . Therefore we have R 2 < R 1 and the meniscus begins to withdraw from the pore. The analysis is supported by the velocity field in Fig. 10 . We do not plot pressure contours for this case because it is almost constant inside the drop. At t = 75.57, the maximum velocity drops to 5 × 10 −5 . The radii of curvature of the two drop surfaces are computed from circular fitting to be R 1 = 2.047 and R 2 = 2.046, which are almost in equilibrium. As R 1 > R p , the meniscus cannot sustain an apparent contact angle that is larger than θ S , so contact line A has to move back to the corner.
This critical length decreases as R 0 approaches R c . When R 0 = R c = 1.8994, l c = 0 (cf. Eq. (34) ) and the drop is guaranteed to penetrate the pore, as shown in Fig. 11 . As R 0 = 1.8994 is close to 1.95, the dynamics of initial drop spreading (t ≤ 73.71) is also close to that in Fig. 9 . However, different from R 0 = 1.95, even a minute amount of penetration will lead to R 2 < R 1 . At t = 73.71, from circular fitting, the radii of the two drop surfaces are computed to be R 1 = 2.005 and R 2 = 1.985. This slight curvature difference drives a slow flow into the pore. Note that the flow is very weak and contact line B barely moves between t = 73.71 and 339.7. As the protruding drop shrinks, the penetration rate increases with time between t = 798.9 and 2363, which is borne out by the decreasing time intervals and increasing l increments between interface snapshots in Fig. 11(b) . The same conclusion can also be made from the l ∼ t curve in Fig. 18(b) . Eventually, the drop completely penetrates the pore (after a long time). The exact drop radius R * c ∈ (R c , R p ) that differentiates penetration and non-penetration relies on the initial transient while the drop is still spreading. In the real systems, this R * c may depend on inertia, slip length, contact angle hysteresis, etc., which are out of the scope of this paper. Even in our simulations, such near critical calculations take extremely long times, therefore we do not intend to find the exact R * c here. However, the following simple analysis shows that R * c should be only slightly larger than R c . In Regime III (cf. Fig. 4 ), as R 0 is closer to R p than to R s , we know that the drop is easier to spread on the outer solid surface than to penetrate into the pore. More support can be obtained from the driving force of the contact line, i.e., the unbalanced Young's force, as shown in Fig. 12 . It can be seen that the unbalanced Young's force is much smaller at contact line A than at contact line B. Therefore, the drop spreads much faster than it penetrates, at least initially. This is also consistent with the fact that the time scale for drop spreading (<10 2 ) is much shorter than that for penetration (>10 3 ) in Fig. 11 . This separation of time scales is expected to be more pronounced as R 0 increases. Therefore, it is possible for the initial transient to pass l c only when l c is small enough, i.e., when R 0 is very close to R c . Even if the drop penetrates the pore, it takes a long time, at least longer than that with R 0 = R c . To conclude, penetration in Regime III only occurs when R 0 is very close to R c and it takes a long time to complete.
Regime IV, R 0 ∈ (R p , ∞)
We choose R 0 = 2.5 as an example and the result is shown in Fig. 13 . At t = 0, θ 1 = 113.6
• < θ S , and θ 2 = 156.4
• > θ S . Thus, the outer portion of the drop spreads on the outer solid surface while the meniscus stays pinned at the pore inlet. Eventually, the drop stays at the pore inlet with no penetration (l = 0). At t = 171.3, the drop surface has R 1 = 2.639 and R 2 = 2.637, and the system is almost in static equilibrium. 
B. θ S ∈ (3π/4, π)
Only three regimes are involved for this θ S range. We take θ S = 5π /6 to do the simulations, which has R p = 2 √ 3 r 0 = 1.1547r 0 and R s = 2r 0 . In the following, we lower the initial drop position a little bit so that the φ = 0.89 contour, with a distance 2 = 0.02 from the φ = 0 contour, goes through the corner point (cf. Fig. 15(b) ). This allows more contact between the diffuse interface and the solid surface; otherwise, the high hydrophobicity may undesirably expel the drop from the solid surface.
• Regime I, R 0 ∈ (r 0 , R p ). Figure 14 shows the results with R 0 = 1.1. The penetration process is almost the same as that in Fig. 5 . Note that the penetration in the current case is much slower because R 0 is quite close to R p .
• Regime V, R 0 ∈ (R p , R s ). This regime is only unique to θ S > 3π /4. When the drop touches the pore, we have θ 1 = 131.8
• < θ S and θ 2 = 138.2 • < θ S . As a result, contact lines do not spread out in either direction and the drop remains spherical. A typical case with R 0 = 1.5 is shown in Fig. 15 . Initially, most of the diffuse interface is in contact with the solid surface at the corner. The high hydrophobicity drives the drop (φ = 1) away from the solid surface. At t = 25.86, the diffuse interface is almost completely separated from the solid surface.
• Regime IV, R 0 ∈ (R s , ∞). Figure 16 shows the result with R 0 = 2.5. Similar to Fig. 13 , the drop spreads on the outer solid surface without any penetration into the pore.
IV. ENERGY BARRIER
In this section, we study the evolution of surface energy of the whole system when a drop enters the pore. If the surface energy keeps decreasing during the whole process, then the drop enters the pore spontaneously. Otherwise, an external force is required to overcome the increasing surface energy.
For simplicity, we start from a state in which contact line A is pinned at the corner, and B spreads out (if it tends to spread), and R 1 = R p . Note that this starting state (cf. l = 0 in Fig. 3(c)  or 3(d) ) is not necessarily in equilibrium. Then, the drop enters the pore either spontaneously or by external force, until complete penetration as shown in Fig. 3(e) is achieved. The penetration process considered here has two stages. In the first stage (cf. Figs. 3(b)-3(d) with contact line B pinned at the corner. Note that for a small drop that does not spread on the outer solid surface, the first stage is absent.
To make the analysis manageable, we further assume that all drop surfaces are spherical and the contact angle is always θ S except at the corner C. Then, the surface energy relative to the initial state ( Fig. 3(a) ) is
where S 1 and S 2 are the surface areas of the spherical caps inside and outside the pore, S 3 is the area of the solid surface that is in contact with the liquid drop, and S 0 is the initial surface area of the drop. In the general case as shown in Fig. 3(c) , these areas are and
respectively. Here, R 1 = r 0 /(−cos θ S ) and
are only dependent on r 0 and θ S . Therefore S 1 is constant during each individual penetration process. In stage one, we have R 2 = h 2 /(1 − cos θ S ) and r 2 = h 2 sin θ S /(1 − cos θ S ) (cf. Fig. 3(c) ). In stage two, we have R 2 = and r 2 = r 0 (cf. Fig. 3(d) ). Note that stage one requires r 2 ≥ r 0 , i.e.,
. For a given drop, θ S and R 0 are both fixed, so the surface energy can be expressed as a function of h 2 and l.
The relation between h 2 and l can be uniquely determined by the volume conservation
where
is the initial drop volume,
is the volume of the liquid cylinder inside the pore, and V 1 and V 2 are the volumes of the spherical caps given by Eqs. (17) and (18) . As R 1 and h 1 only depends on θ S and r 0 , so does V 1 . Equation (24) gives
in the first stage and 2013) in the second stage. Here
is the boundary between the two stages, which can be obtained from Eq. (27) or Eq. (28) by letting
. A negative l b means that the initial drop is too small and does not spread on the outer solid surface, i.e., the first stage is missing. l max is the maximal penetration depth
Equation (28) is a cubic equation for h 2 , which has only one real solution
where a = 3r
. Eventually, given θ S , R 0 , and r 0 , the surface energy can be expressed as a function of only one variable l by combining Eqs. (20)- (23), (25) , (17), (27) , and (31).
The curves of E(l) for different θ S and R 0 are shown in Fig. 17 . All the curves terminate at l = l max , which corresponds to the complete penetration as shown in Fig. 3(e) . E(l) decreases monotonically when R 0 ≤ R c (if θ S < 3π /4, cf. Fig. 17(a) Fig. 17(c) ). Consequently, the drop enters the pore spontaneously, which is consistent with Sec. III. For other curves in Fig. 17 , an energy barrier is formed due to a local maximum. The drop is not able to enter the pore unless this energy barrier can be overcome by factors such as external force, inertia, 34 and thermal fluctuations at molecular scales. 19 It is interesting to note that the maximum of the R 0 = R p curve in Fig. 17(a) is lower than zero, which is the initial energy of the system. This means that the system may still get over the energy barrier depending on the initial transient. According to the phase-field simulations, for θ S = 2π /3, drops with initial radii R 0 = 1.95 < R p still cannot overcome the energy barrier (cf. Fig. 9 ). However, the height of energy barrier (E(l c ) − E(0)) approaches zero as R 0 → R c , therefore we do expect the initial transient to overcome the energy barrier when R 0 is close enough to R c .
The critical l (or h 2 ) at which the system is in equilibrium can be obtained from
= 0, we find the following critical points:
in the first stage and
in the second stage. If we further take into account the requirement h 2 /r 0 ≥ (1 − cos θ S )/sin θ S for the first stage and otherwise for the second, then we can see that h c1 is only valid for θ S ≤ 3π /4, h c2 is valid for θ S ≥ 3π /4, and h c3 is valid for the whole non-wetting range θ S ∈ (−π /2, π ). The critical length h 2 can be easily translated into critical penetration depth l. h c3 corresponds to the maximum penetration l max , while h c1 and h c2 correspond to the local maxima of the surface energy curves in Fig. 17 :
or It is obvious that l max (cf. Fig. 3(d) ) is stable while l c (cf. Fig. 3(c) for θ S ≤ 3π /4 and Fig. 3(d) for θ S ≥ 3π /4) is unstable. At the critical drop volume, the local maximum moves to l c = 0, as shown by the R 0 = R c curves in Figs. 17(a) and 17(b) and the R 0 = R p curve in Fig. 17(c) . Note that the partial penetration as shown in Figs. 3(c) and 3(d) is still possible if gravity is considered or if the pore has a varying cross-sectional area. 35 The energy barrier can also be interpreted utilizing the critical drop volume. If the drop volume is larger than the critical volume for spontaneous penetration, then an external force is needed to push the extra volume πr 2 0 l c into the pore, after which the surface energy of the system passes the local maximum and the drop penetrates the pore spontaneously. A relevant practical problem may be that of the waterproof breathable cloth. Tiny rain drops that originally could not get into the cloth may be pressed in by strong winds.
V. DYNAMICS OF PENETRATION
The Lucas-Washburn (LW) equation, ever since its development by Lucas 5 and Washburn, 6 has been the basis for the analysis of capillary penetration. This equation considers a fully developed Poiseuille flow, where the capillary force is balanced by the viscous drag and possibly the gravitational force. Its notably simple solution predicts that l ∝ √ t, where l is the penetration depth and t is the time with t = 0 at the onset of penetration. Shortly after the work of Lucas, 5 Washburn, 6 Rideal, 36 and Bosanquet 37 took inertia into consideration, which avoids the burst-like behavior at t = 0 in the original LW equation. In the last century, various modifications have been done on the 
The left-hand side is the drag force of fully developed Poiseuille flow with length l and average velocity The modified LW equation (36) with initial condition l(0) = 0 can be solved numerically using the ordinary differential equation (ODE) solvers in MATLAB. A comparison with phase-field simulations is shown in Fig. 18 . For all the cases, the LW equation greatly overestimates the penetration rate dl/dt. This is expected as Eq. (36) only considers the dissipation from the Poiseuille flow inside the pore, while the actual flow has dissipation from many other sources, e.g., flow in the protruding drop, flow at the pore entrance, and moving contact lines.
In viscous flow, the viscous dissipation rate per unit volume is given by
A typical distribution of ψ in phase-field simulations is shown in Fig. 19(a) . First of all, there is non-negligible dissipation in the drop portion outside the pore. Second, the dissipation near the ends of the liquid slug deviates from that for the fully developed Poiseuille flow. Finally, there is strong dissipation constrained in a small region near the contact line. This part of the dissipation reflects the effect of moving contact line:
. Note that the Cahn-Hilliard equation has built-in dissipation, with a rate density γ |∇G| 2 . 30 In the current computations, this dissipation is much smaller than the viscous one and is therefore not included in the following discussions. The viscous dissipation rate can be obtained by the integration where x is the coordinate in the radial direction and is the two-dimensional computational domain. In the LW equation, the dissipation rate is found to be
which is the product of drag force and penetration rate. The comparison of the dissipation from these two methods is shown in Fig. 19(b) . Here, l and dl dt used in LW are measured from the phase-field simulations. At t = 0, the microscopic contact angles immediately change from θ 1 and θ 2 to θ S , which causes a severe attenuation of the interface and a high viscous stress at the contact lines. As a result, PF starts at a non-zero value, which is reflected in LW . As the interface relaxes, the dissipation rate quickly drops and minimizes around t = 20. The subsequent increase in dissipation rate, both PF and LW , is a result of the increasing penetration depth and rate. At the same time, the dissipation from the Poiseuille flow begins to catch up. The ratio LW / P F gives a rough idea on how accurately the LW equation can predict the penetration dynamics. We expect the LW equation to recover the exact penetration dynamics when LW / P F = 1. The small ratio at the early stage means that only a small portion of the dissipation is accounted for in the LW equation, and therefore the rate of penetration is greatly overpredicted. As l increases, the dissipation from the Poiseuille flow begins to dominate. At t = 150, l ≈ 3, and LW / P F ≈ 80%. For the calculation with R 0 = R c and θ S = 2π /3, the ratio LW / P F can achieve 90% when l ≈ 8. This ratio is expected to approach 1 as l further increases. However, for drop penetration, the penetration depth is limited by the critical drop volume. Therefore, generally, LW / P F is too low for the LW equation to reasonably predict the penetration dynamics of drops. This is different from the liquid penetration from an infinite reservoir, 27 in which the penetration depth can be very large. It should be noted that the final penetration depths in the phase-field simulations are slightly lower than the theoretical values, especially when the computational time is long. For example, at θ S = 120
• , the final depths in the phase-field simulations are l = 4.192 and l = 8.676 for R 0 = 1.5 and R 0 = R c , respectively, while the theoretical values are l max = 4.226 and 8.862. This slight shrinkage of drop volume is inherent in the phase-field method, which may become noticeable for long-time simulations. 40 
VI. CONCLUSIONS
It has been previously shown that a non-wetting drop may still penetrate a capillary tube spontaneously, due to the capillary pressure inside drop. The current work proposes a drop penetration
