Abstract-Reducing suicide incidence among US veterans is one of the highest priorities for the US Department of Veterans Affairs (VA). We are implementing a suicide risk detection system, in collaboration with the VA, that would serve as a surveillance system for risk factors appearing in clinical text data. Primary requirements for this system are fast search capability, feature and information extraction, and delivery of data to upstream natural language processing models. As such, we are evaluating scalable storage solutions on the basis of performance, fault tolerance, and scalability. In this paper we present our current approach to evaluation, preliminary findings, and the work in progress towards a more robust text analysis pipeline.
I. INTRODUCTION
Suicide is a nationally significant issue with many risk factors [1] . Effectively addressing this complex issue requires a comprehensive risk identification and mitigation strategy. The primary driver for this research is to support the ongoing suicide prevention program at the US Department of the Veterans Affairs (REACH VET [2] ), with related initiatives aimed at reducing the incidence of veteran suicide and development of better prediction and prevention models.
Currently, twenty veterans are lost to suicide each day. This represents 18% of all suicides in the country [3] , which is unexpectedly high given that veterans make up only 8.5% of the population [4] , [5] . Identifying veterans who are at risk of suicide is the first step towards helping them. The approach of simply asking people if they are thinking about committing suicide identifies only about 30% of those who are suicidal [6] . Applying simple natural language processing (NLP) and data mining methods brings this identification rate up to 65% [6] , demonstrating that integration of clinical notes into the risk assessment increases risk detection recall.
The VA currently relies only on structured data derived from the VA's electronic records system [2] . The data sources could be expanded by including unstructured clinical text notes, such as primary care physician reports, to detect factors that would otherwise not be evident from traditional electronic records data. To accomplish this, we are evaluating the entire spectrum of text processing and analysis software that starts with the generation of synthetic notes, searching of notes, information retrieval, and extraction of computable structures from raw text, followed by application of the NLP techniques for language understanding.
II. CONTEXT
The proposed text analytic framework has the requirements of both accelerating current analytic workflows as well as supporting new ones based on NLP methodologies. As such, it is imperative to understand the current approach to suicide risk assessment.
The VA utilizes technology to identify factors that indicate whether an individual is potentially at risk for a suicide attempt and uses those factors to build a risk model. The model is applied to the medical histories of VA patients who have at least one prescription for psychotropic medication, an indicator of suicide risk. When the model predicts that a patient could be at risk, information about the patient and reasons for the risk are distributed to REACH VET coordinators, located at each VA medical center. The coordinators review the patient's medical records; and if the patient is deemed to be at risk, the patient's record is forwarded to the patient's mental health or primary care provider. The care provider "reaches out to check on the veterans well-being, review their condition(s) and treatment plans to determine if enhanced care is needed. This program is now fully implemented across VA." [7] Calculation of suicide risk is a complex and well-studied topic, resulting in a large number of papers that list risk factors which have been identified as metrics for suicide risk. Our partners at VA have developed a logistic regression model that combines approximately 50 factors for predicting suicide risk and will serve as the starting point for performance optimization (related work [8] ). The next step to enhancing the risk detection model is integrating factors derived from NLP methods (Figure 1 ).
III. METHOD
This proposed text analytic framework will be integrated into the VA electronic medical record system called Corporate Data Warehouse (CDW) [9] . Through inspection of an October 2016 version of the data warehouse, the CDW contained the records of 3.7 million patients diagnosed with depression. Collectively, those individuals had 110 million visits with a diagnosis of depression. There are 186 million clinical notes associated with those visits, about 60 million of which contain a reference to mental health. The total size of all data, indexes, etc., stored in the warehouse is more than 9 TB. Given the sheer amount of data that needs to be handled, there are several areas of capability that need to be developed, and each of these has unique requirements: a) Cohort creation: High-speed text search is required to identify groups of patients based on common language in clinical notes. The most prominent examples of full-textsearch storage solutions are Solr and Elasticsearch. Additionally, fine-grain access control is needed where multiple large-scale studies are conducted or there are a large number of smaller-scale studies. Fine-grain access control is used to create cohorts that can be shared within a group of researchers without data duplication. Technologies that have this capability include Apache Accumulo [10] , Ranger, Sentry [11] , HBase and commercial SQL databases with row-level access.
b) Feature extraction: With a focus on processing medical notes, the most important technology is NLP. There is a wide variety of NLP libraries from the well-known and generally applicable NLTK to those that are built to deal with domain-specific languages. We will be looking at NLP tools that are (1) scalable or (2) for use in the medical domain. At this point we have looked at Spark-NLP, spaCy, and cTAKES.
c) Model building: The process of constructing, training, and evaluating machine learning (ML) models must be rapid so that a multitude of model families and feature sets can be evaluated for their quality. Spark ML and Spark H2O are prominent examples of scalable ML frameworks that accelerate model training and increase the tractability of large data sets through distributed computing.
d) Model deployment:
To generate a risk assessment for the entire patient population using the previously developed model, scalability is needed to run the model over the entire population. Examples include Spark for large-scale computing and HBase/Hadoop for scalable storage and input/output needs.
The data set in CDW contains highly sensitive information, thus access to it is severely restricted. To facilitate collaboration with graduate students and other researchers we are creating synthetic notes [12] that can be stored and used in an open-security domain and be freely distributed. The previously mentioned tools will be set up, tested, and the testing documented in an open-security domain. After testing of tools and techniques is complete, the risk model building tools that have been implemented will be moved to the highsecurity domain where CDW resides for use on real patient data.
A. Evaluation Methodology
The different types of capabilities outlined previously have different metrics on which they can be evaluated. Our evaluation methodology takes into consideration the need to perform text analysis over a very large corpus of several billion notes that is changing at the rate of 30 million notes updated or created per month. 
1) Simple Search:
When finding patients to place in a cohort, a simple keyword search is used. The search system used to implement the search functionality should return every document containing the search term. The metrics one can use on this type of system are speed of ingest and query. The speed can be measured in two ways: throughput and latency. For this evaluation we focus on throughput of note ingestion because loading the entirety of notes from CDW will take significant time. To gain a better understanding of how the system parameters impact throughput, we vary the number of notes and nodes in the system.
Looking to the future there are several additional steps that would be beneficial to cohort creation and model building. Adding a basic NLP pipeline to the inserted data to correct spelling mistakes and stemming to get different forms of words should provide more robust results. Having the capability to perform searches that are context aware makes it possible to pull in concepts related to the search term. These are very different capabilities compared with simple search and thus should be measured differently. In addition to scalability of the frameworks, we will be examining the richness of the APIs for search, precision and recall, area under ROC, etc., of the algorithms.
2) Use of High-fidelity Synthetic Data: We use SynthNotes [12] tool to generate a test bed of realistic volumes of SOAP 1 -structured notes [13] , and with content that generally corresponds to the content of the notes describing suiciderelated mental health conditions. While the algorithm does not yet covers true synthetic variability based on the realistic distributions, it does produce a note set that can be user specified for size, note length, and contains all four realistically populated sections of the mental health progress report SOAP note. Previous research efforts have identified challenges that arise during the construction of synthetic electronic medical records. These are mainly due to a wide collection of factors from medical informatics such as disease types, symptoms and treatments, terminology, individual and population variances, temporal dependences, mixed and multimodal properties, record de-anonymization, and data irregularities [14] , [15] .
To provide realistic patient groups, we are using Synthea, a synthetic patient population generator [16] . With Synthea, we are able to generate various patient attributes that correspond to demographic information gathered through US Census data. Patient groups generated with this tool exhibit realistic distributions of important fields like alcoholism and substance abuse, education level, socioeconomic category, and homelessness. This demographic information is gathered at the city level and is further refined by distributions split by gender and age group.
Synthea also includes several health modules that accurately model the occurrence rates of medical diseases and incidents. We are currently using those that are most relevant to suicide risk such as opiate prescriptions, injuries, cancer, and selfharm. By using Synthea, we can feed a patient's full medical history into the SynthNotes generator and create note sets that are representative of the population at large for across all dimensions mentioned previously.
IV. RESEARCH IN PROGRESS
We have made progress in several key areas-from generation of synthetic notes for use as large-scale test data to benchmarking several text search and NLP applications and evaluating parameters that impact their scalability.
A. Synthetic Notes
Large-scale sample data are required for testing searchsystem scalability. However, the CDW cannot be directly used by graduate students because of the highly sensitive, and thus highly restricted, nature of the data. Moreover, existing open data sets are too small because of the highly intensive manual process to anonymize the data. Synthetically generated patient notes are one way to continue research while maintaining confidentiality.
The SOAP (Subjective, Objective, Assessment, Plan) note format is a common documentation standard used by clinicians across the medical field to share information and overcome the problem-oriented medical record [17] , [18] . The current method of synthetic note generation is a template design based on the SOAP note guidelines. Our psychiatric SOAP note templates are configured with several dozen common and suggested fields from the psychiatric SOAP guidelines.
At generation time, patient profiles are created from data gathered from the synthetic Synthea populations. Additional fields specific to psychiatric notes are chosen to logically match with a patient's medical history where possible. Otherwise, they are chosen uniformly at random. For the purpose of modeling realistic workloads for our search infrastructure, we also truncate or extend notes to a randomly sampled value based on the note length distribution found in the CDW (see Fig. 2 ). The entire vocabulary of the CDW notes contains 1.7 million distinct words from a mix of different languages. Stop words and words less than two characters are removed. The most frequently used word occurs 650 million times, there are 200,000 distinct words used more than 1,000 times, and misspellings are included. Fig. 2 . Length distribution of health notes in the CDW (blue), and the error in note length of the generated notes to those observed in the CDW (red). The difference decreases as the number of generated notes increases. The large spike at 45,132 occurs because there is a clinical note template that produces notes of exactly 45,132 characters. The template has a condition with a series of check boxes. The check boxes that apply are marked with a X. The spike at 721 occurs because there is a template for "as needed" medications. Plot is linear-log.
Existing suicide prevention research [6] , [4] has demonstrated success in suicide risk assessment by examining keywords and phrases contained in clinical textual data. Our current template system aims to replicate those identifiers which can then be used as a basis for testing our search infrastructure. The generation of notes is able to achieve exceptionally high levels of output rates and linear scaling (see Fig. 3 ). Our ongoing research into synthetic note generation will seek to create scalable tools to create configurable synthetic data that statistically reflects real patient populations.
B. Evaluating Scalable Search Systems
We are evaluating several different scalable search technologies. To date, we have implemented the full-text search engines Solr [19] and Elasticsearch [20] using OpenStack virtual machines (VMs) [21] .
To compare Solr and Elasticsearch, we are using 1 million synthetic notes generated to match the general content of the mental health progress report notes and that contain a similar number of words as are present in the CDW (Fig. 2) . Batches of 5,000 synthetic notes were generated and posted to both storage systems using their respective REST APIs. We built a small four-node cluster with eight VCPUs using OpenStackbased VMs and used the Python concurrent.futures module to asynchronously post batches with multiple processes. For our test data set, we tested the loading time of this data set under various search engine configurations, varying the number of shards the data are broken into and the number of times the shards are replicated. We use a default value for replication of two and shards of four.
1) Solr
The results (Fig. 4) show that for a fixed number of nodes, increasing the number of shards increases the performance. Additionally, increasing the number of replications decreases the performance. Using the aforementioned four-node configuration and the included "post" client to add data to the Solr system, we have achieved approximately 7,000 inserts per second. Given the data sizes contained in CDW, it would take more than a month to load all of the records. Using our custom written multithreaded loading client, performance is increased by approximately 2.5-fold. Time and rate information in plots reflects the use of our own loading tool. Fig. 4 . Scaling of Solr showing the time to load 1 million synthetic notes on a four-node VM system. Data points are the average of three runs, and the coefficient of variation is below 4% for all but one run. Noticeable speedup can be achieved by increasing the number of shards the data is broken into. Increasing the number of times a shard is replicated increases run time. Plot is log-log.
2) Elasticsearch: Elasticsearch [20] is also a Java-based distributed search engine built upon the Apache Lucene Core that provides fault tolerance through replication and automatic fail-over. It provides full-text querying while also being suitable for on-line analytic processing (OLAP) workflows.
For preliminary testing mimicking that performed for Solr, we built a four-node cluster consisting of eight vCPUs each for testing document load times using the Elasticsearch bulk REST API. The results, shown in Fig. 5 , indicate a near constant load time for different numbers of shards, with the exception of the single shard case, which exhibited exceptionally high and likely anomalous variability compared with the other cases. For variable replication, the load time is nearly constant as well. The near-constant load time might be due to asynchronous replication of shards in Elasticsearch such that the post request returns before replication has completed. Indeed, the recommended best practice for indexing large amounts of data is to first turn replication off and then trigger replication once the indexing is complete. When compared with load times measured for the Solr cluster, as shown in Fig. 5 , the Elasticsearch load times appear to be distinctly shorter for all cases. 
C. Evaluating Natural Language Processing Systems
A wide variety of NLP systems, with many specializing in the medical area, are used to perform lower-level NLP tasks. These systems are based on different technologies and support a variety of specializations. At this point in our work we seek to understand and to parameterize systems that will be able to reasonably analyze more than 1 billion notes as well as perform the necessary medicine-specific tasks. The systems we are evaluating are drastically different in their intended markets, maturity, methods, and capabilities. We believe that comparison is warranted to gain a more solid understanding for the state of the art.
1) cTAKES: cTAKES (clinical Text
Analysis and Knowledge Extraction System) [22] , is a modular Java-based NLP application tailored for large-scale extraction of unstructured information from electronic medical records. It combines rulebased and machine learning techniques to create accurate linguistic and semantic annotations. The cTAKES project started in 2006 at the Mayo Clinic for processing clinical notes, was further extended at the Boston Children's Hospital, and eventually migrated to Apache where it is currently an active top-level project. cTAKES is widely used at the VA along with many other hospitals; we consider this a major tool to investigate. cTAKES implements the UIMA (Unstructured Information Management Application) specification [23] , a middleware architecture to support large volumes of free-text, named entity identification, relations, and other complex NLP activities. UIMA (and cTAKES) consist of a set of components wrapped as web services that are invoked in processing pipelines. UIM applications use the Common Analysis System (CAS) and a specialized type system [24] . The CAS is a set of data structures that have metadata and unstructured information associated with them (also called analyses engines), and the UIMA type system defines the relationships between data and CAS structures. Overall, UIMA is a data-driven framework that manages data exchanges between components, provides indexing capabilities, and supports incremental annotations. cTAKES uses JCas, which are Java classes that extend CAS functionality for Java applications.
For accurate and extensive access to medical terminologies, taxonomies, and ontologies, cTAKES uses the Unified Medical Language System (UMLS) [25] dictionary hosted by the National Library of Medicine. UMLS is a comprehensive collection of health and biomedical vocabularies (e.g., ICD-10-CM, SNOMED-CT, NDF-RT, and RxNorm). It is structured as a set of three main components or knowledge sources:
• Metathesaurus -thesaurus with more than one million concepts • Semantic network -compilation of dozens of categories and relationships • SPECIALIST Lexicon -lexical tools and software for language processing ML and NLP capabilities are provided by a set of toolkits that are integrated with the cTAKES framework, for example, OpenNLP [26] , ClearNLP [27] , ClearTK [28] , and High Performance Primitive Collection for Java [29] .
For this work, we designed a strong scaling study for the cTAKES default clinical pipeline considering one to eight compute nodes, each with 8 GB of memory, and workloads ranging from 100 to 10K synthetic notes. The smallest note length was set to 2,000 characters, and each test was replicated five times. The pipeline benchmarked performs the following common NLP tasks:
• Sentence boundary detection
• Rule-based tokenization (Penn Treebank)
• Dependency parser • Parts-of-speech tagging • Chunker • Semantic role labeling To distribute the notes among the compute nodes we constructed a system that utilizes remote execution using ssh in a controller-workers scheme. All nodes were used for computations, and timings were measured at two points: (1) distribution of work and processing time and (2) collection of results. The results show that adding nodes decreases processing time (almost linear scaling) when processing more than 1,000 notes (Fig. 6) . Nevertheless, the curve representing speedup for 100 notes decreases from four to eight nodes. This indicates a loss of efficiency, most likely due to the small number of notes per node (25 and 12, respectively) combined with the overhead of the distribution system. Future work will involve evaluating the Distributed UIMA Cluster Controller (DUCC) [30] and the UIMA Asynchronous Scaleout (AS) [31] systems, as well as in-house cTAKES customization for parallel and high-throughput processing jobs. Fig. 6 . Strong scaling study of cTAKES over eight nodes for database sizes of 100, 1K, and 10K notes. Linear scalability is observed when processing more than 1K notes; that is, speedup doubles as the number of compute nodes doubles. Plot is log-log.
Running the default clinical pipeline with several sizes of note data sets on a single node shows a per-note processing time close to 3 seconds. The note processing rate did not present scaling behavior as either the number of notes or nodes were increased. Fig. 7 presents the processing rate of notes in a cluster of four nodes. It seems that overhead is introduced by the UIMA framework as the input workload is increased, even though the maximum Java heap memory was set to 6 GB; cTAKES maintained a memory working set of approximately 4 GB during execution.
The coefficient of variation in the multinode runs (see Table I ) indicate reasonable load balance as it was typically low, around 5%. There was one instance for a 10K data set that had a 10% variation which is suspected to be caused by contention or variability in the OpenStack environment.
There are significant overheads in the cTAKES processing system (Table II) , which shows a CPU sampling profile of Fig. 7 . Rate of synthetic notes processing in the cTAKES pipeline as a function of total number of notes for a cluster of four nodes. The log-log plot indicates almost no scaling because the process rate varies slightly as the number of notes is increased. major components while processing 100 notes on a single compute node. The profiling statistics were measured using the HProf Java profiler [32] ; categories with high active times are considered hot spots. The components that take up large percentages of the active runtime pertain to the UIMA support infrastructure. The second most active operations are related to common Java utilities such as data type conversions, string and language objects, regular expressions, sorting, and management of store-based data structures. ClearNLP is used to construct the classification model, load weights and features, and generate predictions. The Generalized Iterative Scaling (GIS) algorithm is used by OpenNLP to evaluate the model. Features encoding and decoding are performed by ClearTK. It is interesting that the last four categories (chunking, semantic role labeling, tokenization, and parts-of-speech tagging), which are NLP tasks of interest, are actually the least active during cTAKES execution for the given workload.
2) Spark-NLP: Spark-NLP [33] is an NLP library, written in Scala, that augments the distributed functionality of the Spark ML library with implementations of common NLP tasks. To test performance, we constructed a Spark-NLP pipeline with tasks similar to those in the cTAKES pipeline:
• Parts-of-speech tagging Sets of synthetic notes consisting of 100K, 1M, and 10M notes were hosted on an HDFS [34] cluster composed of four nodes with replication set to 2. A Spark worker was instantiated and Fig. 8 . The rate of note processing in these tests ranged from about 150 to 1,100 notes per second. The rate of processing increases with increasing number of notes, suggesting that the overhead of startup is being amortized over the duration of the run. The coefficient of variation (COV) for note processing rates are less than 8% for all note-loading operations with the exception of 315,000 notes, which have a COV of near 50% (Table III) . The reason for this anomaly is unclear but might be contention for resources in the CADES environment or an intrinsic consequence of this data load.
3) spaCy: spaCy [35] is a NLP system targeted towards use in production environments as opposed to research. It is feature rich, high-speed, and accurate and uses neural networks for its processing system. It has the capability to retrain the neural network using your own text data, a feature we will need going forward for accuracy in the medical note domain.
To benchmark spaCy on our data we created a Python script that reads in the synthetic note data set, containing 10,000 notes of length greater than 2,000 words. A loop over the specified number of notes is conducted, and the note the loop is referencing is passed to a previously declared instance of spaCy loading the English data set. The default pipeline includes a tagger, parser, and entity recognizer. Running spaCy on three different batches of notes on many different processor counts resulted in only modestly increased speed for the smaller number of processors. This is likely due to spaCy being given a single document at a time and trying to parallelize the pipeline operations on a single document. We anticipate that changing our method to using spaCy pipelines will result in higher performance ( Figure 9 ). V. RESULTS REVIEW We evaluated tools in several major areas with generally positive results. This section summarizes our findings.
Generating notes is a critical process for testing the scalability of storage and NLP systems. We have developed the ability to produce 1 million notes in approximately 1 minute; while 1 billion notes, a significant fraction the size of CDW, takes approximately 17 hours. Generation of notes to the level of the largest medical notes database can be done on the order of days. Moving to more sophisticated models to get more complete and better demographic representations will use more processing time, and we will be examining parallel processing methods to retain the usefulness of these generators.
The ability to perform large-scale data loading for a simple search system at high speed can be accomplished on even modest hardware. Importing notes into Elasticsearch and Solr is an easy task with their RESTful interfaces. For Solr, increasing the number of shards and decreasing the replication level while performing loading should result in high performance. To populate 1 billion notes again results in approximately 17 hours of work. As horizontal scalability is one of the prized features of these systems, reaching to the full size of CDW and even being able to lower the processing time might be reasonable. The performance anomaly with Elasticsearch, where increasing the replication value did not increase the run time, needs to be investigated.
Processing notes with NLP applications yielded a broad spectrum of performance, from 1 note per second with cTAKES to 8 notes per second with spaCy and 1,100 notes per second with Spark-NLP. The practicality of running these applications on large-scale data sets varies widely (Table IV) . There are additional potential performance enhancing steps that we can pursue with the slower applications. Processing performance must be balanced against the quality of the output generated from each of these NLP algorithms; defining common metrics for quality based on functionality, accuracy, and usability will be an important and likely ongoing component of our work. Using the OpenStack VMs has made this scaling work possible by allowing the rapid stand up of variably sized systems and the the freedom to configure the hardware with software applications not typically supported in our environment. We have also been able to adapt to unknown system requirements for our benchmark data sizes. There have been several issues with this system as well.
• For each test case there was one or a very few number of benchmark runs with an outlying performance result. It is unclear if this is a result of the shared nature of the VMs, but we will continue to investigate.
• The OpenStack cluster is implemented with a mix of Intel Broadwell-and Haswell-based CPUs. With the current configuration we are unable to request specific architectures, such that the processor type one gets when launching an instance is not up to the user. For this set of tests we have little concern because of the relatively minor change in benchmark results seen in other areas and the fact that we are looking for order of magnitude difference between the examined tools.
• Another issue we noticed when using the atop monitoring tool [36] is that there was typically some amount of the CPU in Steal State, meaning that another user of the VM system was using the CPU(s) that we were trying to use, reducing our observed performance.
VI. FUTURE WORK
The work presented in this paper is an outline of a much larger effort happening within the DOE-VA collaborative and at Oak Ridge National Laboratory. Central to this collaboration is development of a robust, flexible, and well-performing text analysis; information extraction; and natural language processing.
To get there, we will be working on the following: i benchmarking all aspects of the text processing pipeline, including further improvements to the synthetic notes generator (SynthNotes); ii measures of quality such as precision, recall, f-measure and AUC ROC to compare performance of the information extraction (search and NLP functions will become critical); iii tuning and optimization of the third-party, open-source tools used in a pipeline (e.g., parallelization of cTAKES); iv continual selection of the new, better performing or stateof-the-art tools (e.g., spaCy and Word2Vec); v development of the custom algorithms for highperformance information extraction and text notes analysis; vi automatic process-level logging using the atop tool, recording information about machine state, specifically the steal state of the machine, to have better information on virtual machine state; and vii investigating the curiously near-constant Elasticsearch run times in light of increased replication.
VII. CONCLUSION
This project has the ability to bring a significant and lasting impact to reducing veterans suicides by applying advanced technology to an existing risk mitigation system and model. We have constructed a method that can generate large volumes of realistic data amounts of synthetic notes modeled on the length distribution of notes from CDW and that includes terms used in detecting mental health issues. Millions of the generated notes have been used in our benchmark testing of Solr and Elasticsearch. These software packages are easy to set up and use while being highly performant and scalable in our initial testing. We will continue to scale up our evaluation effort for a more complete understanding of proper system configuration on our way to handling more than a billion patient notes.
