Academic performance is a key component in the development and subsequent empowerment of youth. It is affected by a large number of different factors, such as inherent ability and socioeconomic circumstance, which can vary widely amongst different individuals. In particular, children from disadvantaged families face unique challenges that do not occur in normal families. We analyze the Fragile Families Challenge (FFC) dataset using data science algorithms, and study the relationship between the features reported and GPA scores. We grouped GPA scores into three groups (top, middle and low) and used a random forest classifier to predict the GPA class for each subject. Then, we used a recently developed algorithm-Local Interpretable Model-Agnostic Explanations (LIME)-to cluster subjects into subgroups based on the factors affecting each individual. We further analyzed the clusters to elucidate the differences occurring within different subgroups in the * Emails : {anahit.sargsyan, areg.karapetyan, wei.woon, aamena.alshamsi}@ku.ac.ae Also, our novel data science pipeline contributes to the fields of data science and computational social science.
Introduction
Academic performance can have far-ranging effects on the careers and lives of young people. There have been several studies on the indicators of academic success [1] . Academic performance can be path dependent, so performance at an early age of individuals was effective in predicting college GPA [2, 3] , while individual characteristics such as intelligence and determination also play a role [4, 5, 6, 7, 8] . Furthermore, some factors are external and are related to the children's surroundings; these include social, emotional and socioeconomic factors [9, 10, 11, 12] . Special attention was paid to children from disadvantaged backgrounds, who may be impacted by poverty or by being raised in single parent families [13, 14, 15, 16, 17] . Identifying the indicators of academic performance can also be challenging as many indicators must be captured at a very young age, hence can only be attained through longitudinal studies [18, 10] .
There have been many interesting studies on disadvantaged children, but existing approaches tend to focus on global patterns of behavior, which may not fully elucidate the nuanced variations between children from different backgrounds. No two subjects are the same, and factors which deeply affect one child may have a lesser impact on a child encountering different circumstances.
Using the FFC dataset as a case study, this paper develops a novel approach which seeks to address the aforementioned shortcoming. The FFC, organized by Princeton University, is based on Fragile Families and Child Wellbeing study that documents the lives of over 4000 non-marital births occurring between 1998 and 2000 in U.S. cities with at least 200, 000 population. The interviews capture important information on attitudes, parenting behavior, demographic characteristics and health (both mental and physical), to name a few. A more detailed description of the FFC is provided in [19] .
Our proposed approach is centered on the following three key steps.
1. Standard classification algorithms are trained to distinguish between high and low GPA scores, that allowed us to identify factors associated with academic success, such as test scores, attentiveness and financial stability. These findings are consistent with previous studies and provide a measure of validation.
2. To obtain more detailed insights about the factors affecting specific individuals or groups, we use a novel application of a recently developed techniqueLocally Interpretable Model Agnostic Explanations (LIME) [20] -to produce custom "explanations" which can reveal the features that are associated with success for each individual child.
3. LIME algorithm determines localized explanations, so a unique explanation can be generated for each individual presented to the classifier, but this would be too difficult to analyze (since there are over 800 such explanations-one explanation per individual). Hence, we clustered the individuals based on the LIME coefficients -as these coefficients indicates the indicators of academic success in each case, clustering them in this way is intended to group individuals who are similar in terms of their respective success indicators, and not merely who are similar in terms of their childhood experiences or other features. We cluster the subjects based on the respective LIME expla-3 nations, and find that the children fall into four main "classes". Each class is then characterized by the mean of the LIME coefficients for all instances in that class.
While the proposed approach is based on an existing technique, we apply the technique in an entirely novel way by combining it with a clustering algorithm to obtain groups of individuals with similar characteristics or motivations, in the context of academic achievements. We believe that this study contributes to both social science and data science, and resulted in insights that would be difficult to achieve using traditional statistical models.
Methodology
This section lays out the data science pipeline developed, which is portayed as a flowchart in Fig. 1 . The process can be divided into 4 general phases: (1) Preprocessing, (2) Feature Selection, (3) GPA Prediction, (4) Explanation of the results through application of the proposed approach. Next, each of these steps will be explained in detail.
Pre-processing
Due to the nature of the dataset under study, a number of challenges were confronted when analyzing the data. For instance, there were many missing values where respondents either refused to answer or were unavailable to answer certain questions.
These issues were resolved through the judicious use of the following preprocessing techniques, as shown in Fig. 1 . First, all missing and negative values were replaced by NaN and the columns with 0 variance were removed. Next, only the columns having at least 400 non-NaN values were retained. Lastly, the variant of kNN (k-Nearest Neighbors) imputation algorithm [21] 
Feature Selection and GPA Prediction
The above steps reduced the dimensionality of the dataset from over 12, 900 to 6, 610 features. However, this is still a large number given that one of the main aims of this study is to determine the key correlates of GPA scores at later stages of the subject's life. As such, it was necessary to use feature selection algorithms to exclude redundant features. A wide variety of filter and wrapper based techniques were tested, such as Principal Component Analysis [22] , Ridge [23] , Lasso [24] , Recursive Feature Elimination [25] , Gradient Boosting Regression [26] to name a few. Generally, filter based methods use proxy measure (e.g. mutual information) to score a feature subset independent of the learning algorithm, while wrapper based methods use a predictive model to score the subset and the evaluation criteria is the error rate.
However, extensive experiments revealed that no single method produced a satisfactory feature set that maximized the accuracy of GPA prediction. Instead, the best results were obtained using a combination of three feature subsets obtained as follows. Feature importances were estimated using the Extra Trees Regressor algorithm [27] (with 500 estimators) and Randomized Lasso [28] , and the top 500 features were retained from each. For the latter, two different values were considered for the regularization parameter α, namely 0.004 and 0.000004, thus resulting in two separate feature subsets.
The intersection of these three subsets, containing 69 features, led to improved GPA prediction accuracy. In particular, with the Random Forest algorithm, a mean squared error (MSE) of approximately 0.363 was achieved over the entire dataset allowing these results to be placed in the top quartile of the final FFC scoreboard.
This final set of 69 features, tabulated in Table 1 in the Appendix, was then used in all the subsequent analysis.
As such, in the proposed approach the aforementioned prediction subroutine serves as a means of validation for the final feature set selected, thereby solidifying the credibility of the explanations to be derived in the subsequent analysis. In a sense, this step assesses through MSE the extent of correctness to which the generic performance indicators for the entire dataset were chosen.
Results and Discussions
As previously mentioned, this study is concerned primarily with identifying the factors that correlate with the GPA scores attained by the subjects later in their lives. Towards this end, we first framed the problem as a classification problem and discretized the GPA scores into three classes, Low, Middle and Top in the following manner
Middle, if 2.5 < GPA < 3.25
Accordingly, only the subjects falling into the Top and Low categories were retained. The underlying motivation is to allow the classification algorithms to focus particularly on the factors that clearly distinguish between high and low performers. Indeed, the factors responsible for "borderline" performances are likely to be the ones with the smallest impact and inferring them might add noise to the results.
On the other hand, abstracting away a large group of subjects could possibly lead to the loss of pertinent factors. Thus, the thresholds were set according to the top and bottom 30% percentiles of GPA scores. This is to ensure participation of as many subjects in the analysis as possible while retaining a sizable gap between the two classes.
General Indicators of Success
Here, two predictive models, namely Logistic Regression and CART Decision Tree, were used to determine the factors which broadly correlate with academic We first examine the structure of the resulting CART decision tree. For clarity of exposition, only the first two layers of the tree are illustrated in Fig. 2 . In addition, in Fig. 2b and Fig. 2c , we expand two of the nodes occurring in Fig. 2a .
The following three salient observations were drawn from the analysis. 2. For the subjects with low PPVT scores, the ability to follow instructions provided some relief, and increased the probability of a high GPA score to about 54% (up from from 40%).
3. The level 2 features pictured were related to social welfare and the possibility of obtaining a loan, respectively, which suggests that financial stability is also influential in the attainment of academic excellence.
Next, the coefficients of the Logistic Regression model are presented in Fig. 3 (L1 regularization). As before, it is observed that grades and other early indicators of academic performance are crucially important, and are associated with five of the top eight coefficients. Again, many factors relating to the child's social background and financial stability feature prominently.
The emerging picture is exceedingly complex and multi-faceted. On the one hand, test scores and academic aptitude occupy a central role, which is to be ex- social and financial stability could also play a part, which strongly motivates the second, targeted part of this study.
Targeted Indicators of Success
While the insights devised in the previous section were highly illuminating, they were extracted from the entire dataset and the perspectives obtained were thus quite broad. This is why we sought to elucidate localized (targeted) indicators. In specific cases, were there certain factors which may "tip the balance" between a particular subject achieving high or low GPA scores? Test scores and a supportive home environment are always important, but we may find that the former is of greater significance in some cases yet the inverse is true in others.
To derive these detailed insights, the LIME technique was incorporated. For every instance, LIME produces a localized explanation of the classifier output by perturbing the feature values in order to generate a set of synthetic data points in the vicinity of the true instance. The posterior probability for each data point is estimated using the trained classifier, and a linear regression model is trained using the synthetic points as the inputs, and the posterior probabilities as the targets. The localized regression coefficients obtained in this way can then be interpreted as the importance of each feature, and is estimated separately for each subject. In other words, LIME specifies which features matter the most for each subject in order to determine whether the GPA of the subject will be high or low.
This technique was adopted, and extended, for the present context as follows.
1. As LIME requires a trained classifier capable of producing posterior probabilities, a Random Forest classifier is trained on the cases with Top and Low GPA scores.
2. Afterwards, LIME is applied to produce feature weights specific to each subject, which are then clustered using k-means clustering. The subjects in the resulting clusters are then assumed to share certain backgrounds or behavioral traits as they share the same set of performance indicators. 3. Each cluster is then characterized by the centroid of the LIME coefficients of instances in the cluster (see Figure 4 ).
Analysis and Discussion
In the preceding analysis, k-means clustering was employed to divide the subjects into a set of disjoint clusters. The cluster centers are depicted in Figure 4 . As Fig. 4 suggests, characteristics of subjects vary significantly over clusters. Initially, five clusters were obtained, but two of these (clusters 0 and 2) were highly similar and were subsequently combined, leaving 4 clusters in the final pool.
Finally, separate logistic regression models (L1 regularization) were trained for each of the four clusters. For each of these, we list below the features that were statistically significant, sorted in order of decreasing magnitude of the corresponding coefficient.
• Clusters 0 and 2 (155 subjects): Child's attention and earlier performance (feature 52: Child attends to your instructions, feature 50: PPVT standard score).
• Cluster 1 (224 subjects): Father's education and child's earlier performance These results are deeply interesting in a number of ways. First, observe that the test scores (PPVT) only appear in the first two clusters (which account for less than half of the subjects). As such, while they continue to be an important factor, they are not as central as in the global models. However, the other features in these two clusters are also related to academic aptitude or attention, which in turn implies that learning ability is the operative factor here, even if it is not always manifested in test scores.
On the other hand, note that financial stability is the most crucial factor in clusters 3 and 4. The feature who gave you financial supporting during pregnancy appears in both clusters 3 and 4, and in fact is the only significant feature in cluster 4. Cluster 3 also contains two other associated features -You could ask friends/neighbors/co-workers for help/advice and What is the highest grade/years of school that you have completed?. This possibly implies that the underlying requirement is for security (which can come in the form of financial resources or in social support), though for cluster 3, academic aptitude is still a prominent factor.
While the overall factors of success remain the same as in Figure 3 , the relative importance of the features differs amongst the children. For some (i.e., clusters (0,2) and 1), test scores and scholastic aptitude seem to be more important, while financial security and social support are more important for others (i.e., clusters 3 and 4). Apparently, these findings are still preliminary and deeper insights can be obtained with more studies and data. However, the key point is that localized models such as this are important if we are to obtain a more nuanced view of what the actual indicators of success are for specific children and families.
Conclusions
In this study, a novel data science pipeline is proposed which was used to shed light on the importance of finding the specific features which were associated with success in different types of individuals. A data-driven approach was used to group these families, then targeted success indicators were extracted from each of these groups and analyzed. We note that these findings are based on a technique (LIME) which was proposed only relatively recently, and as such should be treated as preliminary. However, if and when superior methods are proposed, they can similarly be incorporated into the workflow presented here, and used to produce even more illuminating results.
Our findings suggest that the children of fragile families can be given the best chance of success by using interventions that are tailored to the individual needs of specific groups of families, e.g. in some families, a small home loan could be the difference between a star student and a dropout, while in others a free mentoring scheme could be more valuable.
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