GLOSSARY
Basin development factor: An index that quantifies improvements to the basin drainage system.
Centroid:
The point at which any pair of lines dividing a drainage basin into equal halves will intersect.
Dimensionless hydrograph: A unit hydrograph derived by dividing the flow ordinates of the unit hydrograph by a selected peak flow, and the time ordinates by the basin lagtime.
Drainage area:
The planar area of a basin enclosed by a drainage divide.
Duration:
The length of time during which excess rainfall occurs.
Forest cover:
The part of a drainage basin where the land use is defined as forest.
Hyetograph: A plot of rainfall depth as a function of time.
Impervious area:
The surface area of a drainage basin impermeable to the infiltration of rainfall.
Lagtime:
The time from the centroid of rainfall excess to the centroid of the runoff hydrograph .
Main channel slope:
The slope of the main drainage channel between two points located 10 percent and 85 percent of the total main-channel length upstream from the point of interest. The total main channel length is calculated by extending the upper end of themain drainage channel to the drainage divide of the basin.
Rainfall excess:
The volume of rainfall available for direct runoff, equal to the total rainfall minus interception, depression storage, and absorption.
Recurrence interval: The average interval of years during which a given peak discharge can normally be expected to be exceeded once.
Regression analysis:
A procedure used to obtain a mathematical relation between a dependent variable and one or more independent variables valid over the range of available data.
Standard error of estimate:
Standard error calculated with data used to develop the relation, reflecting the inability of the relation to provide estimates that match the observed data.
Standard error of prediction:
Standard error calculated with data not used to develop the relation, reflecting the standard error of estimate and the inability of the observed data used to develop the relation to describe the parameter being observed.
Unit hydrograph:
The direct runoff hydrograph resulting from a unit depth of excess rainfall generated uniformly over the drainage basin at a constant rate for an effective duration.
TECHNIQUE FOR SIMULATING PEAK-FLOW HYDROGRAPHS IN MARYLAND
By Jonathan J.A. Dillow
ABSTRACT
The efficient design and management of many bridges, culverts, embankments, and flood-protection structures may require the estimation of time-of-inundation and (or) storage of floodwater relating to such structures. These estimates can be made on the basis of information derived from the peak-flow hydrograph. Average peak-flow hydrographs corresponding to a peak discharge of specific recurrence interval can be simulated for drainage basins having drainage areas less than 500 square miles in Maryland, using a direct technique of known accuracy. The technique uses dimensionless hydrographs in conjunction with estimates of basin lagtime and instantaneous peak flow.
Ordinary least-squares regression analysis was used to develop an equation for estimating basin lagtime in Maryland. Drainage area, main channel slope, forest cover, and impervious area were determined to be the significant explanatory variables necessary to estimate average basin lagtime at the 95-percent confidence interval. Qualitative variables included in the equation adequately correct for geographic bias across the State. The average standard error of prediction associated with the equation is approximated as plus or minus (+/-) 37.6 percent. Volume correction factors may be applied to the basin lagtime on the basis of a comparison between actual and estimated hydrograph volumes prior to hydrograph simulation.
Three dimensionless hydrographs were developed and tested using data collected during 278 significant rainfall-runoff events at 81 stream-gaging stations distributed throughout Maryland and Delaware. The data represent a range of drainage area sizes and basin conditions. The technique was verified by applying it to the simulation of 20 peak-flow events and comparing actual and simulated hydrograph widths at 50 and 75 percent of the observed peak-flow levels. The events chosen are considered extreme in that the average recurrence interval of the selected peak flows is 130 years. The average standard errors of prediction were +/-61 and +/-56 percent at the 50 and 75 percent of peak-flow hydrograph widths, respectively.
INTRODUCTION
The efficient design and management of many bridges, culverts, embankments, and floodprotection structures may require the estimation of time-of-inundation and (or) storage of floodwater relating to such structures. These estimates can be made on the basis of information derived from the peak-flow hydrograph. The U.S. Geological Survey (USGS), in cooperation with the Maryland State Highway Administration (MDSHA), developed a technique to simulate average peakflow hydrographs corresponding to peak discharges of specific recurrence interval. The technique uses dimensionless hydrographs 1 in conjunction with estimates of basin lagtime and instantaneous peak flow.
Purpose and Scope
This report describes the results of a study to develop a technique for simulating peak-flow hydrographs for streams in Maryland, and provides an example of the application of the technique. The simulation technique can be used to estimate an average design hydrograph for sites at which flow data are not available. The average hydrograph will differ considerably from the actual hydrograph of any single runoff event. Further limitations to the application of the technique are also listed in the report.
The data used to conduct the study included basin characteristics and peak-flow hydrographs from 81 gaged streams in Maryland and Delaware, as well as rainfall data exhibiting a range of durations from 24 recording and 53 nonrecording rainfall gages in and near the selected gaged drainage basins. Data for 278 peak-flow events during the water years 1981 through 1993, inclusive, were selected for use in the study.
The equations for estimation of basin lagtime and volume correction factors presented in the report were derived using ordinary least-squares multiple regression analysis techniques. The dimensionless hydrographs presented here were developed from unit hydrographs computed using the method described by O'Donnell (1960) .
The basin characteristics data used in the study are listed in the report. The streamflow and rainfall data used were too voluminous to be included, but are on file at the Maryland District office of the U.S. Geological Survey in Baltimore, Md. The rainfall data are also available from the National Climatic Data Center in Ashville, N. C.
Description of Study Area
Maryland lies between 37 �53¢ and 39�43¢ north latitude and 75 �04¢ and 79�29¢ west longitude ( fig.  1) . The State has an irregular shape that would fit on a rectangle 240 mi long (east-west) by 125 mi wide (north-south). Excluding the area covered by the Chesapeake Bay, the State has a total area of 10,577 mi 2 , of which 9,891 mi 2 is land and 686 mi 2 is inland water. As seen in figure 1 , the State is characterized by a diverse physiographic setting, ranging from the low-relief Coastal Plain to the mountainous Appalachian Plateaus. Land use across most of the State can be characterized as agricultural or forested, with urban development concentrated in the Piedmont.
Previous Investigations
There is no previously published technique for simulating peak-flow hydrographs that is exclusively applicable to Maryland streams. Techniques presented by Stricker and Sauer (1982) and U.S. Department of Agriculture (1972) are applicable nationwide. However, the methods of Stricker and Sauer are only applicable to urban streams, and the methods of the Natural Resources Conservation Service (formerly the Soil Conservation Service) were developed using data from relatively small drainage basins and are presented with no definition of the inherent error that may be expected in their results.
Replace with figure 1
Studies by Inman (1986) in Georgia, and Bohman (1990) in South Carolina describe the methods used to conduct the study described in this report.
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DESCRIPTION OF DATA BASE
The data base used in this study consisted of information related to 278 rainfall-runoff events observed on 81 drainage basins in Maryland and Delaware for which streamflow and rainfall data were available ( fig. 2) , as well as selected physical characteristics associated with those basins.
The streamflow and rainfall data came from USGS continuous-record stream-gaging stations (table 1) , and from the National Weather Service recording rainfall gages (table 2) and climatological stations, respectively. A data file containing rainfall and discharge data reported at 15-minute intervals was created for each event, after processing the rainfall data for hyetograph simulation, leading to 278 files describing the rainfall-runoff events. The drainage area, main channel length, main channel slope, and storage of the drainage basins were obtained from data available in the USGS Basin Characteristics File of the Water Data Storage and Retrieval System (WATSTORE) as of 1993, or from the best available topographic maps, with the exceptions of forest cover, derived using 1972 land-use data from Alexander and others (1976) , and impervious area and basin development factor, which were derived using 1990 land-use data from the Maryland Office of State Planning (1991) and field inspection, respectively. The 1972 land-use data was used to obtain forest cover because some of the basins in the study extended outside the boundaries of Maryland, and the 1990 land-use data does not cover areas outside the Maryland boundary. 
METHODS OF STUDY
The following sections explain the dataselection process and identify the methods of analysis used to conduct the study. The data required for the study included (1) unrestricted inflow, direct-runoff hydrographs, (2) the rainfall hyetograph associated with each direct-runoff hydrograph, and (3) the physical characteristics of each drainage basin providing direct-runoff hydrographs. The analytical methods used include multiple linear regression analysis and instantaneous unit hydrograph simulation, and result in estimates of basin lagtime and average dimensionless hydrograph shapes that can be used to simulate peak-flow hydrographs.
Stream-Gaging Station Selection
The most critical type of information needed to develop a hydrograph simulation technique was the direct-runoff hydrograph recorded at a continuousrecord stream-gaging station. Any gaged stream that was affected by regulation during peak-flow events was automatically excluded from consideration. Because the study was focused on Maryland, to be included, a gaged stream had to have a drainage basin centroid either in the State or within 25 mi of the Maryland border.
Data from all continuous-record stream-gaging sites in and near Maryland that were active from water year 2 1981 through water year 1993 were reviewed to determine the number of significant rainfall-runoff events for each site during that time period. The time period 1981-93 was chosen for analysis because the unit-values hydrograph data from more recent years are more easily accessible than older data. The methods to be used required that each site selected to provide data for the study had to exhibit at least three significant events. For this study, a significant event was arbitrarily defined as having an equivalent depth of rainfall of at least 0.25 in., where equivalent depth refers to the depth of water throughout the drainage basin if the total volume of rainfall occurred instantaneously and was evenly distributed over the basin. One event with less than 0.25 in., in equivalent depth of rainfall was included in the study. The event occurred in a highly developed basin with a strong runoff response to precipitation.
The 81 gaged sites selected were chosen according to the aforementioned constraints, and represent about two-thirds of the sites in the region, which constitutes a significant sample.
Hyetograph Development
Another type of information that was essential to the study was the rainfall hyetograph. Knowing both the shape and timing of the direct-runoff hydrograph and the rainfall hyetograph allowed the calculation of basin lagtimes for each rainfallrunoff event used in the study. Because rainfall data were not available at any of the selected stream-gage sites, a number of assumptions were used to derive the rainfall hyetograph for each event.
Rainfall was assumed to occur in a spatially uniform manner because of the relative sparsity of rainfall data. With that in mind, the magnitude of total rainfall for each event was calculated as the distance-weighted average of the rainfall reported at recording rain gages and climatological data stations reporting daily rainfall totals in the vicinity of each gaged drainage basin. The weighting method, as reported by Dean and Snyder (1977) , uses the inverse of the squared distance between various rain gages and the centroid of a drainage basin to derive a weighted average of the rainfall data. The resulting rainfall estimates have accuracy comparable to other common rainfallderivation methods.
The temporal distribution of rainfall reported by the nearest representative recording rain gage was assumed to characterize the temporal rainfall pattern for the hyetograph of each event. Using 2. The 12-month period October 1 through September 30, designated by the calendar year in which it ends.
Simulating peak-flow hydrographs in Marylandthese methods and assumptions, a rainfall hyetograph was derived for each event in the data base.
Predictor Variable Identification
The third type of information essential to the development of the technique was the physical basin characteristics of each drainage basin selected for study. The specific characteristics to be considered for use in the study were determined by reviewing the characteristics used in studies of this kind previously conducted in other States. The list of considered variables includes: drainage area, main channel slope, main channel length, sinuosity ratio, basin storage, basin shape factor, length to centroid, drainage density, forest cover, impervious area, and basin development factor. Length to centroid and drainage density were removed from consideration prior to analysis because of the relative difficulty associated with their measurement.
Analytical Methods
The equation for predicting basin lagtime and the equations used to calculate the volume correction factors were derived by multiple linear regression analysis as described by Riggs (1968) , using the Statit (Statware, Inc., 1992 ) data analysis computer system. Minimization of the mean square error was used as the selection criterion for the best lagtime equation, and a 95-percent confidence limit was used to identify significant explanatory variables.
The dimensionless hydrographs were developed from unit hydrographs of selected events calculated using the method presented by O'Donnell (1960) . The O'Donnell method utilizes the relation between rainfall excess, the instantaneous unit hydrograph, and the runoff hydrograph. The hyetograph of rainfall excess and the resultant runoff hydrograph can both be expressed by a sum of a harmonic series (sine and cosine functions). The unit hydrograph for a given basin is computed from the harmonic coefficients for the curves of rainfall excess and the runoff hydrograph. The method is codified in computer programs (S.E. Ryan, U.S. Geological Survey, written commun., 1986) that were used to perform hydrograph analysis for the study. These programs were specifically designed to aid in the development and testing of average dimensionless hydrographs.
The simulation technique is verified using the average standard error of prediction expressed as percentages of the simulated hydrograph widths at 50 and 75 percent of the peak flow exhibited by the hydrograph. These values were derived by comparing simulated hydrographs with 20 recorded hydrographs not used in developing the technique. Verifications of the accuracy of the basin lagtime equation and the dimensionless hydrograph shapes presented in the report are also expressed as average standard errors of prediction, derived from data as explained in the sections, 'Verification by Prediction Error Sum of Squares (PRESS)' and 'Shape Verification', respectively.
DETERMINATION OF LAGTIME
Lagtime is defined as the time from the centroid of rainfall excess to the centroid of the resultant peak-flow hydrograph (Stricker and Sauer, 1982) . Lagtime can be used in conjunction with a dimensionless hydrograph to predict peak-flow hydrograph widths. Lagtime is considered to be a relatively constant value for a given drainage basin, dependent on the land use and other physical characteristics of the basin, and independent of the temporal and spatial distribution of rainfall.
Basin Lagtime
Basin lagtime is determined by finding the arithmetic average of the lagtimes associated with runoff events chosen to represent a basin in the data set. In this study, the lagtimes for the selected events were determined by the following procedure. The runoff hydrograph and rainfall hyetograph were obtained for each event. Base flow was removed from the runoff hydrograph by interpolating linearly between the first and last recorded discharge values of the hydrograph. The resulting volume of direct runoff was equated with the volume of excess rainfall. The rainfall hyetograph was then truncated by using a constant abstraction rate resulting in an excess rainfall hyetograph of the correct volume. The position of the centroids of both the excess rainfall hyetograph and the direct runoff hydrograph were computed, and the lagtime was calculated as the temporal Replace with figure 3 difference in the positions of the two centroids ( fig.  3 ).
The basin lagtime was used to expand the dimensionless hydrograph time axis to simulate peak-flow hydrographs. This means that a hydrograph estimated using this technique will represent the average peak-flow hydrograph corresponding to a peak discharge of specific recurrence interval selected by the user. So that hydrograph estimates can be made for streams where no rainfall-runoff data have been collected, basin lagtime was related to selected basin characteristics by multiple linear regression analysis techniques.
Regional Analysis
Using multiple linear regression analysis techniques to relate basin lagtime to physical basin characteristics provides a means of estimating basin lagtime for any drainage basin in Maryland. Using the criteria already discussed to select the best lagtime prediction equation, the first analysis resulted in one equation to be used in all areas of the State. When compared to the calculated lagtimes, however, the estimates from the equation exhibited geographic bias.
Subsequent analyses were conducted on subsets of the statewide data base in an effort to define an estimating equation for each geographic area defined by the observed biases from the first analysis. Dividing the data base in this manner resulted in small data subsets for some regions that did not have sufficient degrees of freedom to support regression analysis. Degrees of freedom is the characteristic for a statistic for variation that is equivalent to the number of observed data values being used less the number of parameters being estimated.
To avoid the problem of insufficient degrees of freedom, it was decided that the data set would not be subdivided by geographic region, and that the geographic biases in the basin lagtime estimates would be addressed by adding qualitative variables to the equation. The addition of the qualitative variables allows the equation to adjust the basin lagtime estimate on the basis of the geographic location of the selected drainage basin. The study regions defined according to the areas of geographic bias--Appalachian Plateaus and Allegheny Ridges (AP), Piedmont, Blue Ridge and Great Valley (PD), and Coastal Plain (CP)--are shown in figure 2.
This approach produced one lagtime equation with a standard error of estimate of 34.9 (plus (+) 41 or minus (-) 29) percent, whose estimates exhibit no appreciable geographic bias:
LT is the basin lagtime, in hours; A is the drainage area, in square miles; SL is the main channel slope, in feet per mile; F is the forest cover, in percent; IA is the impervious area of the basin, in percent; and AP, CP are qualitative variables with discrete values of 0 or 1. A value of one is assigned when the basin for which lagtime is being estimated is in the corresponding study region, as defined in figure 2 .
The values of basin characteristics and basin lagtimes for 78 drainage basins in the data set used to develop the equation, as well as the basin characteristics of three drainage basins having undetermined basin lagtimes, are listed in table 3. Methods for determining each of the four independent basin characteristics used in equation 1 are addressed in the section, 'Simulating a PeakFlow Hydrograph'.
Testing of Lagtime Equation
Various tests were performed to ensure that estimates resulting from the use of equation 1 will be reliable within stated limits of accuracy when applied in accordance with the discussions presented in this report. As previously stated, any appreciable geographic bias was eliminated during equation development. Also, the standard error of estimate has been calculated as a measure of the accuracy of the equation with respect to the development data set. The standard error of estimate is a measure of the inability of the equation to provide basin lagtime estimates that match the observed basin lagtimes in the data set used to develop the equation.
Other tests and statistics used to define the accuracy and reliability of the equation include: the average standard error of prediction, as estimated by the prediction error sum of squares; variable bias testing; and tests of sensitivity to errors in variable measurement. The average standard error of prediction is a measure of the accuracy of the equation based on the inability of the equation to match estimates to observed data, and the inability of the observed data to describe the actual basin lagtimes of drainage basins. Note that the average standard error of prediction is always larger than the standard error of estimate.
Verification by Prediction Error Sum of Squares (PRESS)
Regression equations are usually verified by randomly splitting a data set in half, then using one half to develop the equation and the other half to verify it. Because the data set has only 78 gaged drainage basins, this method of verification was undesirable. Instead, the full data set was used to develop the equation, and the prediction error sum of squares (PRESS) was used to estimate average standard error of prediction for verification purposes.
As explained by Helsel and Hirsch (1992) , for a data set with n values, and using the selected predictor variables, PRESS uses n-1 observations to develop an estimating equation, then estimates the value of the excluded observation. It then excludes a different observation, repeating the process for each observation. The resulting prediction errors are then squared and summed to give PRESS. Dividing PRESS by n gives a good estimate of the average standard error of prediction. For equation 1, the estimate of the average standard error of prediction was 37.6 (+ 45/ -31) percent. This represents the range of error within which roughly two-thirds of all estimated basin lagtimes will fall when equation 1 is used as specified in this report. This measure of equation accuracy is applicable only to basin lagtime estimates made for drainage basins having basin characteristics within the ranges defined by the data used in developing equation 1.
Variable Bias by Residual Plots
Variable-bias tests were done by plotting the residuals, defined as the difference between the calculated lagtime and the estimated lagtime, and each of the four independent predictor variables (drainage area, main channel slope, forest cover, and impervious area) for all gaged drainage basins used to develop the equation. Visual inspection of the plots showed that the residuals plotted as a random scatter for each predictor variable, indicating no tendency to overpredict or underpredict basin lagtime. This indicates that there is no variable bias in the equation within the range of predictor variables used in developing it, and that the variable transformations used in the equation are of the proper form to describe the relations of the predictor variables to basin lagtime.
Sensitivity to Variable Errors
The level of accuracy of an estimate of basin lagtime is dependent on the accuracy with which the predictor variables are measured or estimated. Errors of a specified magnitude, in percent, were introduced into each of the four predictor variables to show the effect on the estimate of basin lagtime. The results are shown in table 4. Note that because the two qualitative variables are discrete and of known value, they introduce no error into the equation because of measurement errors. Also note that because forest cover and impervious area are in the equation in the forms (101-F) and (101-IA), respectively, the initial magnitude of the variable estimate will affect the magnitude of error in estimated basin lagtime resulting from various levels of measurement error. To account for this, errors in the lagtime estimate were calculated for a range of assumed measurement errors as well as a range of initial measured values for these two predictor variables.
DEVELOPMENT OF DIMENSIONLESS HYDROGRAPHS
A dimensionless hydrograph can be expanded into a peak-flow hydrograph using the appropriate values of time and discharge. Data for 278 rainfall-runoff events occurring at 81 streamgaging stations located throughout Maryland and Delaware were available for use in developing dimensionless hydrographs. Average dimensionless hydrographs were developed on the basis of data from 205 rainfall-runoff events at 62 stream-gaging stations, with peak-flow recurrence intervals ranging from 1.1 to 50 years, and mean and median recurrence intervals of 3.2 years and less than 2 years, respectively. The total rainfalls for these events ranged from 0.09 to 5.58 in. with a mean of 1.59 in., and the excess rainfall ranged from 0.02 to 3.31 in. with a mean of 0.53 in. The remaining 73 events at 19 stream-gaging stations, with peak-flow recurrence intervals ranging from 1.1 to 20 years, and mean and median recurrence intervals of 3.4 years and less than 2 years, respectively, were used to verify the shape of the derived dimensionless hydrograph. The verification events had total rainfalls ranging from 0.27 to 6.04 in. with a mean of 1.75 in., and the excess rainfall ranged from 0.07 to 1.68 in. with a mean of 0.56 in. All events included in the data base occurred during the 13-year period starting at the beginning of the 1981 water year and ending at the end of the 1993 water year.
The method used in selecting these events is defined in this report in the section, 'StreamGaging Station Selection'. The analyses used to define the dimensionless hydrographs in this report were accomplished by use of a series of computer programs. The following steps, based on information from Inman (1986) and Bohman (1990) , describe the procedure used in developing the dimensionless hydrographs:
Replace with figure 4 Replace with figure 5 Replace with figure 6 (1) Compute a unit hydrograph and lagtime for three to five rainfall-runoff events for each of the 62 gaged streams in the data base that are not designated for use in verifying the dimensionless hydrographs using the unit hydrograph computation method described by O'Donnell (1960) . (4) Transform the average unit hydrographs computed in step 3 to hydrographs having durations of one-fourth, one-third, one-half, and three-fourths lagtime. These durations must be to the nearest multiple of the original duration (computation interval), which, for data used in this study, was 15 minutes. So that if the lagtime of an average unit hydrograph is 2.10 hours (126 minutes), the one-fourth lagtime is 31.5 minutes, which would be rounded to 30 minutes. One-third lagtime is 42 minutes, which would be rounded to 45 minutes. One-half lagtime is 63 minutes, which would be rounded to 60 minutes. Three-fourths lagtime is 94.5 minutes, which would be rounded to 90 minutes. The transformed unit hydrographs will have durations of 2-times, 3-times, 4-times, and 6-times the duration of the original average unit hydrograph. The transformation of a short duration unit hydrograph to a long-duration unit hydrograph can be accomplished through the use of the following equations:
TUHD(t) = 1/2[TUH(t)+TUH(t-1)],
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TUHD(t) = 1/3[TUH(t)+TUH(t-1)+TUH(t-2)],
TUHD(t) = 1/4[TUH(t)+TUH(t-1)+TUH(t-2)+TUH(t-3)], and n TUHD(t) = 1/n[TUH(t)+TUH(t-1)+...+TUH (t-n+1)],
(2) where D t is the computation interval, equal to the duration of the original unit hydrograph, D is the design duration of the unit hydrograph, a multiple of Dt, TUHD(t) are the ordinates of the desired unit hydrograph at time t, and
TUH(t), TUH(t-1),..., TUH(t-n+1) are the ordinates of the original unit hydrograph at times t, t-1,..., t-n+1.
Duration may be thought of as actual duration or design duration, so a distinction must be made between the two. Actual duration, which is highly variable, is defined as the time during which precipitation falls at a rate greater than the existing infiltration capacity. It is the actual time during which rainfall excess is occurring. Design duration is that duration that is most convenient for use on any particular basin. The design duration is that for which the unit hydrograph is computed. For this report, design duration is expressed as a fractional part of Replace with figure 7 lagtime, such as one-fourth, one-third, onehalf, and three-fourths lagtime. (5) Reduce the one-fourth, one-third, one-half, and three-fourths lagtime hydrographs to dimensionless terms by dividing the time by basin lagtime and the discharge by peak discharge. The results of this step are shown in figure 7. Having accomplished steps 1 through 5 for the 205 selected rainfall-runoff events, the final step in developing the average dimensionless hydrographs used in this technique was to regionalize and average the dimensionless hydrographs derived in step 5.
Regionalization of Dimensionless Hydrographs
The statewide average one-fourth, one-third, one-half, and three-fourths-lagtime duration dimensionless hydrographs were computed using the dimensionless hydrographs derived in step 5. A comparison of widths at 50 and 75 percent of the peak flow was made between hydrographs that were simulated using each of the four statewide hydrographs of various duration and the 205 observed peak-flow hydrographs used in their development. The results showed that all four statewide hydrographs had a strong tendency to underpredict actual hydrograph widths in the Appalachian Plateaus and Allegheny Ridges and in the Coastal Plain.
On the basis of this information, the statewide dimensionless hydrographs were discarded in favor of regional dimensionless hydrographs corresponding to the Appalachian Plateaus and Allegheny Ridges (AP), the Piedmont, Blue Ridge and Great Valley (PD), and the Coastal Plain (CP). The regional dimensionless hydrographs were developed by calculating the average onefourth, one-third, one-half, and three-fourths lagtime duration hydrographs for each of the three regions identified in the bias analysis of the statewide hydrographs.
The shape of a hydrograph can be defined by seven coordinates: the four points defining hydrograph width at 50 and 75 percent of the peak flow, along with the point defining the peak and the two end points. The dimensionless hydrograph shapes were checked by making a statistical comparison of the widths at 50 and 75 percent of peak flow between observed hydrographs used to develop the dimensionless hydrographs and hydrographs simulated from the three average dimensionless hydrographs.
The standard error of estimate for both of the width parameters in all three regions was found to be smallest when using hydrographs simulated from the three-fourths-lagtime duration hydrograph. The standard errors of estimate of hydrograph width, calculated using data from 205 observed peak-flow hydrographs used in dimensionless hydrograph development, were: +/-47 and +/-48 percent in the AP region; +/-48 and +/-50 percent in the PD region; and +/-41 and +/-43 percent in the CP region, for hydrograph widths at 50 and 75 percent of peak flow, respectively.
These results indicate that the three-fourths lagtime duration hydrographs provide the best fitting design duration in all three regions and were chosen for use in hydrograph simulation. The coordinates of the three average dimensionless hydrographs are shown in table 6. The average dimensionless hydrographs to be used in Maryland and the Georgia dimensionless hydrograph developed by Inman (1986) and the U.S. Soil Conservation Service (SCS) dimensionless hydrograph developed by the U.S. Department of Agriculture (1972) are compared in figure 8.
Testing of Dimensionless Hydrographs
Several tests were performed to determine the validity of the shapes of the dimensionless hydrographs. The first test compared the widths of simulated hydrographs developed using the dimensionless hydrographs to the widths of the observed hydrographs used to develop the dimensionless hydrographs. The test results were reported in the preceding section as the standard errors of estimate. Other tests address verification, bias, and sensitivity.
Shape Verification
The validity of using the dimensionless hydrograph shapes to simulate peak-flow hydrographs in Maryland can be further assessed by verifying the results of the width comparison. This verification is done by performing width comparisons between simulated hydrographs and observed hydrographs not used in developing the dimensionless hydrographs. Because the dimensionless hydrographs are independent of the observed data, the accuracy of the hydrograph widths at 50 and 75 percent of peak flow determined by this test can be considered characteristic of the results that may be expected when applying the simulation technique.
This test was performed using data collected during 73 rainfall-runoff events at 19 streamgaging stations distributed throughout the State. The resulting average standard errors of prediction for hydrograph widths at 50 and 75 percent of peak flow were: +/-40 and +/-37 percent in the AP region, +/-61 and +/-66 percent in the PD region, and +/-29 and +/-42 percent in the CP region, respectively.
Errors computed for model verification are generally expected to be greater than those computed when checking the model. This is not the case in the AP and CP regions. These results provide some confidence, however, that errors in simulated hydrograph width will not be significantly greater than those reported by comparison with the data used in developing the dimensionless hydrographs. In the PD region, the verification errors should be considered indicative of the simulated hydrograph width accuracy in that region.
Geographical and Width Bias
The dimensionless hydrographs were also tested for bias. Geographical bias was tested by plotting the positive and negative residuals of simulated and observed hydrograph widths at 50 and 75 percent of peak flow on a map. The map was then visually inspected to identify any areas in each of the three study regions in which hydrograph widths were being consistently overpredicted or underpredicted. No geographical bias was found. The width bias test was performed for the simulated and observed hydrograph widths at 50 and 75 percent of peak flow for the hydrographs from the 19 gaged streams used in the verification test. It is assumed that, on the average, the predicted width will equal the actual width. In practice, the average predicted difference for any set of data is somewhat larger or smaller than zero. Given the magnitude of the error and the number of observations in the data set, the student's t-test, a test involving confidence limits for the random variable t of the Student's t-distribution and used in testing hypotheses concerning the mean of a normal distribution with an unknown standard deviation, provides a statistical means of determining whether the mean difference between simulated and observed width deviates significantly from zero.
The average predictions for the 50-and 75-percent peak-flow widths were negative (underpredicted) and positive (overpredicted) in the AP region, both positive in the PD region, and both negative in the CP region. In all cases, the student's t-test indicated that the errors are not statistically significant at the 0.05 level of significance. This indicates that the widths of the simulated hydrographs used in the verification step are not biased.
Sensitivity to Peak Flow and Lagtime
Because the simulation technique requires that the dimensionless hydrographs be used in conjunction with peak flow and lagtime, it is valuable to know how errors in predicting these two variables will affect the width of the simulated hydrograph. The sensitivity of simulated Replace with figure 8 hydrograph widths to each of the two independent variables was determined by holding one variable constant while varying the value of the other, then determining the effect of the variation on the widths of the simulated hydrograph.
Following this procedure, when peak flow is varied, there is no change in the widths of the simulated hydrograph. When lagtime is varied, however, the simulated hydrograph widths are observed to vary directly by the same percentage. For example, if the estimate of lagtime is increased by 10 percent, the width of the simulated hydrograph will increase by 10 percent at all flow levels.
Hydrograph-Width Relations
In addition to allowing the simulation of peakflow hydrographs, the information contained in the dimensionless hydrographs can be used to estimate the average length of time during which a particular discharge will be exceeded for a peakflow event of a given magnitude. For example, if it is known that a facility or structure is inundated at or above a particular discharge, the time of inundation of the structure or facility can be estimated by using hydrograph-width relations derived from the dimensionless hydrographs.
Hydrograph-width ratios can be determined by subtracting the value of t/LT on the rising limb of a dimensionless hydrograph from the value of t/LT on the falling limb of the hydrograph correspond ing to the same discharge ratio ( Q/Q p ), over the full range of discharge ratios. The hydrograph-width ratios for each of the three dimensionless hydrographs are tabulated in table 7 and shown graphically in figure 9. Replace with figure 9 The width (W) of a simulated hydrograph, in hours, corresponding to the average length of time a particular discharge ( Q) will be exceeded, can be estimated by computing Q/Q p , then multiplying the corresponding W/LT ratio from table 7 by the appropriate estimate of lagtime.
ADJUSTMENT FOR CORRECT RUNOFF VOLUME
During testing of the simulation technique, plots of the runoff-volume percent difference and peak discharge were made for all basins in the data set. The purpose of the plots was to check for bias in the runoff volumes of simulated hydrographs. The plots required actual peak discharges and runoff volumes for all rainfall-runoff events in the data base, and estimated runoff volumes from the dimensionless hydrographs corresponding to each rainfall-runoff event. Actual peak discharges and runoff volumes were available from the data base. Estimated runoff volumes were obtained by the following procedure explained in Bohman (1990) .
The general expression for runoff volume for each of the dimensionless hydrographs is:
where V DH is dimensionless hydrograph runoff volume, in inches; K is a conversion constant; Q p is peak discharge, in cubic feet per second; LT RR is lagtime of a particular rainfall-runoff event, in hours; and A is as defined for equation 1.
In order to use equation 3 to estimate runoff volumes, the appropriate value of K must be calculated for each dimensionless hydrograph. This is done by extrapolating the rising and falling limbs of each dimensionless hydrograph to a discharge ratio of zero. The discharge-ratio ordinates are then summed at time-ratio intervals of 0.05. The sum is multiplied by conversion constants for time and length to make the equation dimensionally consistent and provide runoff volume in units of inches. The results of this procedure for the three dimensionless hydrographs used in this report are:
Using the values of K along with equation 3, a runoff volume estimate was calculated for each rainfall-runoff event in the data base and volumebias plots were made for each study region.
The plots showed that the technique was biased toward overprediction of the volumes of hydrographs in the PD and the CP study regions. Data from the AP study region showed no bias. A volume correction factor ( VCF) was developed for each of the two affected study regions in order to correct the overprediction bias.
Applying a VCF to the basin lagtime estimated using equation 1 preserves the shape of the simulated hydrograph and provides a more accurate simulation. The VCF is defined as the ratio of the regression estimate of the actual runoff volume to the runoff volume from the simulated hydrograph. Based on data from 271 events at 71 stream-gaging stations, regression equations relating actual runoff volume to drainage area, peak discharge, and lagtime for the two regions showing volume-prediction bias are as follows:
where V PD and V CP are regression-derived runoff volumes, in inches, for the Piedmont, Blue Ridge, and Great Valley and Coastal Plain study regions, respectively; and Q p , LT RR , and A are as defined in equation 3 earlier in this section.
The average standard errors of prediction for equations 4 and 5 are 39 (+46/-32) percent and 28 (+32/-24) percent, respectively.
Applying the definition of the VCF, and using equations 3, 4, and 5, the volume correction factors are as follows:
where VCF PD and VCF CP are the correction factors for the Piedmont, Blue Ridge, and Great Valley and Coastal Plain study regions, respectively; and Q p , LT, and A are as defined in equation 3 earlier in this section. Applying the appropriate volume correction factor to the estimated basin lagtime ( LT) from equation 1 for the PD and CP study regions removes the bias in the estimates of hydrograph Replace with figure 10 volume for those regions. No volume correction is required for the AP study region.
VERIFICATION OF THE SIMULATION TECHNIQUE
By definition, peak-flow events characterized as having recurrence intervals of 100 years or greater are relatively rare events. Almost all of the data used to develop the simulation technique correspond to peak flows with recurrence intervals of less than 100 years. It is anticipated, however, that this technique will often be used to simulate hydrographs for 100-year events or larger. So that the user has a measure of accuracy for the results of the technique when applied to extreme events, an independent set of data containing the hydrographs of the peaks-of-record at 20 stream-gaging stations in the data base was assembled for verification of the entire simulation technique.
The 20 drainage basins for which peak-of record hydrograph data were available had drainage areas ranging between 1.91 and 281 mi 2 . The recurrence intervals of the selected peak flows range from 45 to 400 years, with an average recurrence interval of 130 years. After determining the recurrence interval for each peak flow, the appropriate regional peak-flow estimation equations from Dillow (1996) were used to compute the corresponding peak discharges ( Q p ) to be used for hydrograph simulation, interpolating where necessary. The appropriate lagtime estimate was calculated for each event using equation 1, in conjunction with equations 6 and 7 where appropriate.
These estimates of peak discharge and lagtime were then used to simulate peak-flow hydrographs. The average standard errors of prediction obtained from comparing the 50 and 75 percent of peakflow widths of the simulated hydrographs to those of the observed hydrographs are +/-61 percent and +/-56 percent, respectively. Table 8 lists the estimated and observed hydrograph widths used to compute these errors. Figure 10 illustrates an example of the comparison of a simulated hydrograph with an observed hydrograph.
LIMITATIONS OF TECHNIQUE
Use of the hydrograph simulation technique described herein should be limited to drainage basins in Maryland with drainage areas, main channel slopes, forest cover, and impervious area within the ranges shown by the data in table 3. The ranges are: drainage area, 0.15 to 494 mi 2 ; main channel slope, 1.49 to 1,000 ft/mi; forest cover, 2 to 100 percent; and impervious area, 0 to 40.8 percent. The expected errors for drainage basins with characteristics outside these ranges are unknown, and may not be assumed to be comparable with the expected errors provided for the technique. The technique is not valid for use in simulating snowmelt runoff hydrographs, or directly simulating complex, multi-peaked hydrographs. Also, the technique is not valid for use on drainage basins with regulated peak flow, unless estimates of peak discharge and lagtime are available that accurately account for the effects of regulation.
The technique provides an estimate of the average hydrograph associated with the peak discharge of a given recurrence interval for a drainage basin. When used for design purposes, results will be accurate within the limits stated in this report. The technique is not intended to be used to estimate hydrographs for comparison with recorded hydrographs.
HYDROGRAPH SIMULATION TECHNIQUE
In order to obtain results with accuracy within the limits stated in this report, the most current or best available maps and (or) computer data bases, such as U.S. Geological Survey topographic quadrangle maps or land-use data from the Maryland Office of State Planning (1991), should be used in carrying out hydrograph simulations. The technique for simulating a peak-flow hydrograph is defined by the following steps.
(1) Delineate and measure the drainage area associated with the site on the best available topographic maps. Using figure 2, or the best available Fall Line delineation, determine the study region(s) in which the basin is located. Because the Piedmont, Blue Ridge, and Great Valley (PD) and Coastal Plain (CP) regions are hydrologically connected, it is possible that the basin characterized by the site is in both regions. If this is the case, determine the percentages of the drainage area in each region. The Appalachian Plateaus and Allegheny Ridges (AP) region is hydrologically independent and does not share drainage basins with any other study region.
(2) Compute the peak discharge ( Q p ) of interest using current peak-flow estimation techniques. Dillow (1996) and Sauer and others (1983) are examples of some appropriate methods. The region(s) in which the basin is located is determined in step 1 above. If the drainage basin lies partially in both the PD and CP study regions, compute two values of LT, one for each region, as if the basin was contained entirely within that region. Use the drainage area measured in step 1 and compute the main channel slope as defined in the Glossary. Measure the percentages of forest cover and other land-use types existing in the drainage basin. Using the average percentages of impervious area associated with each standard land use from the U.S. Department of Agriculture (1975) , compute the percentage of impervious area exhibited by the basin.
(4) If the drainage basin occurs in the AP region, proceed to step 6. If the drainage basin occurs in either the PD or CP regions, then the appropriate volume correction factor (VCF), calculated by using equation 6 or 7, must be applied to the estimated basin lagtime to produce a simulated hydrograph with appropriate volume. If the VCF is not applied in these regions, the typical simulated hydrograph will overestimate the total volume of flow for a given event. If the drainage basin lies partially in both the PD and CP study regions, compute two values of VCF for the drainage basin, one for each region.
(5) Apply each VCF to the corresponding LT.
If the drainage basin is entirely within either the PD or CP study region, multiply the LT by the VCF to obtain the volume-corrected basin lagtime ( VLT), then proceed to step 6. Otherwise, calculate an average value of VLT by multiplying both values of VLT by the corresponding percentages of the drainage basin contained in the PD and CP regions. Add these two quantities to find the weighted average value of VLT for the drainage basin. Note that the VLT is a quantity to be used in simulating a peak-flow hydrograph by methods discussed in this report, and should not be confused or equated with basin lagtime.
(6) Select the dimensionless hydrograph for the region containing the drainage basin from 
SIMULATING A PEAK-FLOW HYDROGRAPH
The following example illustrates the use of the hydrograph simulation technique. The site chosen for the example is at U.S. Geological Survey stream-gaging station 01649500 on Northeast Branch Anacostia River at Riverdale, Md. The example will simulate the average hydrograph associated with the 100-year peak discharge by following steps 1 through 7 as explained in the previous section.
Step 1: After delineating the basin on the best available topographic maps, comparing the maps with figure 2 indicates that the drainage basin lies in both the CP and PD study regions. Using the delineation on the best available topographic map, and measuring the parts of the basin in each region, it is determined that 20 percent of the basin lies in the PD study region. The remaining 80 percent is in the CP study region.
Estimating Peak Flow
Step 2: The peak discharge of the 100-year recurrence interval is calculated using the methods described in Dillow (1996) and Sauer and others (1983) , although any documented peak-flow estimation method can be used for this procedure. In this example, drainage area ( A), forest cover ( F), and basin development factor ( BDF) are required to estimate the peak discharge.
(9) Dillow (1996) requires drainage area and forest cover to estimate peak flow in both the Piedmont and in the Western Coastal Plain regions defined in that report. The applicable equations for peak-flow estimation are as follows:
where A is the drainage area, in square miles; F is the forest cover, in percent.
Using the basin delineation on the best available topographic maps, the drainage area is measured to be 72.8 mi 2 . Using the most current available land-use data, in this case from the Maryland Office of State Planning (1991), 33 percent of the basin area is characterized by forest cover. Applying these values to equations 8 and 9 gives the following results: The peak-flow estimation technique also requires that any estimate for a gaged stream site be weighted with flow estimates based on the observed data from the stream-gaging station using the following equation:
where Q w is the log of the weighted peak-flow estimate at the gaged location; Q g is the log of the discharge at the gaged location for the selected recurrence interval, derived from observed streamflow-gage data through the current year; Q r is the log of the discharge computed using the appropriate estimation equation from Dillow (1996) for the selected recurrence interval; N g is the number of years of record associated with the gaged location; and N r is the number of equivalent years of record for the selected estimation equation from Dillow (1996) .
Using equation 10, peak-flow data available from the U.S. Geological Survey, and data available in Dillow (1996) , with Q g equal to 13,200 ft 3 /s, N g equal to 50 years, Q r and N r equal to 13,467 ft 3 /s and 19 years, respectively, for the PD region, and Q r and N r equal to 13,353 ft 3 /s and 13 years, respectively, for the CP region, the following weighted 100-year peak-flow estimates are obtained for each of the two regions: log (13,200) (50) + log (13,467) Agriculture (1975) that are characteristic of each land-use category, this basin is characterized as having 22 percent impervious area. In accordance with the criterion for identifying developed basins described in Sauer and others (1983) , which states that any basin with residential, commercial, and industrial land-use areas that combine to comprise more than 15 percent of the total basin area is considered to be developed, this basin is considered to be developed. To account for the effects of development and obtain an accurate estimate of the 100-year peak flow, the technique described by Sauer and others (1983) was selected.
In addition to drainage area and the peak discharge estimate for an equivalent nondeveloped drainage basin, the technique of Sauer and others (1983) requires a value for basin development factor ( BDF), an index of the prevalence of drainage aspects of (a) storm sewers, (b) channel improvements, (c) impervious channel linings, and (d) curb-and-gutter streets. The range of BDF is 0 to 12. A value of zero for BDF indicates the drainage aspects mentioned previously are not prevalent, but does not necessarily mean the basin is completely undeveloped. A value of 12 indicates full development of the drainage aspects throughout the basin. Refer to Sauer and others (1983) for a complete description of the procedure used to evaluate BDF for a basin. From field inspection, BDF in this example is determined to equal 5.
From Sauer and others (1983) , an equation for estimating the 100-year peak flow in a developed drainage basin is as follows:
where UQ100 is the 100-year peak discharge for a developed watershed, in cubic feet per second; A is as defined in equation 8 earlier in this section; BDF is the basin development factor as previously described in this section; and RQ100 is the 100-year peak discharge for an equivalent nondeveloped drainage basin, in cubic feet per second.
Using equation 11 in conjunction with the previously measured drainage area, the value of BDF acquired through field inspection, and using the Q 100 value calculated using equation 10 as the estimate of RQ100, the 100-year peak discharge, gives the estimate of 100-year discharge for the basin as follows: UQ100 = 7.70 (72.8) 0.15 (13-5) -0.32 (13,200) The estimate of the 100-year recurrence level Q p for the basin in this example is 18,000 ft
Estimating Lagtime
Step 3: Since the drainage basin in this example is partially within both the PD and CP study regions, two values of LT will be calculated using equation 1, where LT is the basin lagtime, in hours; A is the drainage area, in square miles; SL is the main channel slope, in feet per mile; F is the forest cover, in percent; IA is the impervious area of the basin, in percent; and AP, CP are qualitative variables with discrete values of 0 or 1. A value of 1 is assigned when the basin for which lagtime is being estimated is in the corresponding study region, as defined in figure 2.
In addition to the data already listed for this example, the estimation of lagtime requires main channel slope ( SL) in units of feet per mile, measured from the best available topographic maps.
The main channel slope is obtained as follows. Using the best available topographic maps, with the drainage divide for the basin drawn on, identify the main channel of the basin. On U.S. Geological Survey topographic maps, this can be done by following the blue line of the stream channel from the point of interest upstream, following the branch at each confluence which drains the larger upstream basin area. Extend the blue line from its uppermost end to the drainage divide following the natural drainage channel as shown by the topographic contours. Measure the total length of the channel from the point of interest to the drainage divide. Find the points along the main channel that are located at 10 and 85 percent of the main channel length as measured upstream from the point of interest. Using the map contours, estimate the elevations of these two points. To find the main channel slope, subtract the elevation of the upstream point from that of the downstream point and divide the difference by the quantity 0.75 times the total length of the main channel.
The basin lagtime ( LT) must be calculated for both study regions using equation 1 as follows: Step 5: Using the values of LT and VCF calculated in steps 3 and 4, respectively, calculate values of VLT for each region as follows: 
Expanding the Dimensionless Hydrograph
Step 6: The basin in this example lies partially in both the PD and CP study regions, so the ordinates for the dimensionless hydrograph are a weighted average of the PD and CP dimensionless hydrographs listed in table 6. Each ordinate for this example is the sum of 20 percent times the PD ordinate plus 80 percent times the CP ordinate, reflecting the percentages of the drainage basin area in each study region. For example, in this problem the weighted value of the ordinate corresponding to the 0.05 time ratio would be obtained as follows. Since the ordinates corresponding to that time ratio are 0.00 and 0.06 for the PD and CP dimensionless hydrographs, respectively, the weighted ordinate value is [(0.2) Step 7: The weighted ordinates and their corresponding time ratios can be expanded to simulate the peak-flow hydrograph. Using Q p =18,000 ft 3 /s and VLT = 8.8 hours, the weighted average PD/CP dimensionless hydrograph can be expanded as shown in table 9 to produce the simulated hydrograph seen in figure  11 . 
SUMMARY AND CONCLUSIONS
Three dimensionless hydrographs, a lagtime estimation equation, and two volume correction factors were developed to simulate peak-flow hydrographs in Maryland. When combined with a peak-discharge estimate of specific recurrence interval, these products can be used to simulate a hydrograph for any nonregulated stream site in Maryland. Simulating a hydrograph requires that estimates of peak discharge and lagtime be applied to the time and discharge ratios of the appropriate dimensionless hydrograph.
The dimensionless hydrographs were developed using data from 205 rainfall-runoff events on 62 gaged streams in Maryland and Delaware. The shapes of the hydrographs were verified using data from 73 events on 19 gaged streams not used in hydrograph development.
The equation for estimating basin lagtime was developed using multiple regression analysis techniques. Data from 80 of the 81 gaged drainage basins in the data base were used to develop the equation. One basin was excluded from the analyses because accurate rainfall data were not available to calculate the observed basin lagtime. The equation requires drainage area, main channel slope, forest cover, and impervious area, along with two qualitative variables accounting for regional biases, to estimate basin lagtime. Two volume-correction equations were developed to remove a hydrograph-volume prediction bias found while testing the simulation technique.
The three dimensionless hydrographs, the basin lagtime estimation equation, and the two volumecorrection equations were applied to an independent data set containing the peak-of-record runoff event for 20 gaged basins in the data base in order to verify the accuracy of the simulation technique when applied to extreme events. The 20 observed hydrographs were not used in developing the technique, and had an average recurrence interval of 130 years. The results of comparing the observed and simulated hydrograph widths at the 50 and 75 percent of observed peakflow levels were average standard errors of prediction of +/-61 percent and +/-56 percent, respectively. Accuracy of the simulation results within the stated average standard errors of prediction is ensured by adherence to the methods defining the technique and the guidelines set forth in the Limitations of Technique section.
