ABSTRACT. -Let f be a primitive (holomorphic or Maaß) cusp form of level q and non-trivial nebentypus. Then for Re s = 
Introduction

Statement of results
It is one of the magic features of analytic continuation that L-functions reveal the most relevant information of the coefficients they encode, in a region where the Dirichlet series does not converge. For many obvious (e.g. bounding contour integrals) and not so obvious (e.g. equidistribution problems) applications it turns out to be crucial to have estimates for the size of L-functions inside the critical strip, and without much loss of generality on the critical line Re s = 1 2 . Typical L-functions come equipped with a functional equation which, by the standard Phragmén-Lindelöf convexity principle, implies an upper bound in the critical strip, the so-called convexity bound. It turns out, however, that for many of the deeper questions that are attacked by an analytic machinery, one needs to improve on this convexity bound. Interestingly, even (seemingly) marginal improvements often result in quite strong applications (the reader may consult the surveys [13, 21, 27] ). In an impressive series of papers, Duke-Friedlander-Iwaniec developed powerful methods to obtain bounds that could break the convexity barrier for various families of L-functions, culminating in a subconvexity bound for general automorphic forms on GL 2 [11] : when f is a Maaß form of Laplacian eigenvalue λ f ,
when f is a holomorphic form of weight k.
(1.1) Theorem 1 is a major breakthrough, and the proof is long and very elaborate. In this paper we want to present a different method that avoids a number of technical difficulties and gives a better exponent in a more general setting. The main result of the present paper is Remark 1.1. -Note that besides the improved subconvex exponent, we do not require, as in [11] , that the nebentypus χ is primitive 2 : this is a feature that is easily allowed by our method. There is no doubt that the method of [11] could-in principle-also be adapted to cover the case of non-primitive nebentypus, but-we believe-at the expense of extremely cumbersome and technical computations. Including non-primitive characters is not only a cosmetical device. Corollaries 1 and 2 below give nice applications that rest crucially on this more general setting. Remark 1.2. -With some major effort we could probably obtain A = 2, but here we do not focus on the exact dependence on the other parameters except that we keep it polynomial.
We shall describe our method and the new ideas briefly in the next section, but we state already at this place the most fundamental difference to the approach in [11] : one of the great technical difficulties in [11] was to match the contribution of the Eisenstein spectrum, added to the sum in order to make it spectrally complete, by a suitable term on the other side of the trace formula. We will be able to avoid this matching problem completely so that throughout the paper upper bounds suffice. This gives more flexibility and makes it feasible to include non-primitive characters for which explicit computations with Eisenstein series seem to be hard.
As in [26, 17] a crucial ingredient for Theorem 2 is a subconvex estimate on the critical line for a smaller family of L-functions, namely automorphic L-functions twisted by a character of large conductor. More precisely, we use the fact that for any primitive (holomorphic or Maaß) cusp form f of level N and trivial nebentypus and for any primitive character χ of modulus q, the twisted L-function L(f ⊗ χ, s) satisfies on the critical line 
In particular,
provided q (N (1 + |t f |)) 4 .
The proof of this theorem uses and generalizes a method of Bykovskiȋ [4] . Since exponents get improved and the numerical values of α, β, γ, δ in (1.2) might be lowered in some future, it seemed convenient to calculate the subconvex exponent in Theorem 2 as a function of these constants, see (7.5) .
As in [11] we derive the following corollary from Theorem 2: . Indeed, by theorems of Hecke and Maaß, L(χ, s) is the L-function of a Maaß form of weight κ ∈ {0, 1} (depending on whether K is real or imaginary), level d and nebentypus χ K (the quadratic character associated with K). One difference with Theorem 2.7 of [11] is that we do not require the character χ to be associated with the maximal order O K . Of course a similar bound holds for any Hecke character of a quadratic field. An immediate consequence of Corollary 1 is the following:
, where χ is a Dirichlet character of order 3 and conductor d. In that case the bound (1.4) follows from Burgess's subconvex bound [3] . If K is not abelian, let L denote the Galois closure of K (which is of degree 6 with Galois group isomorphic to S 3 ) and let F/Q denote the unique quadratic field contained in L, then ζ K (s) = ζ(s)L(χ, s), where χ is a ring-class character of F of order 3 and
Here the length of n, m, h is about q and the function g is essentially bounded (precisely, see (4.7) and (4.9)). Hence we need not only square-root cancellation in the character sum, but also some additional saving in the -variable. There are several ways to evaluate the inner sum. The δ-symbol method as in [7] would be one alternative; however, we shall use a related method that originally goes back to Heath-Brown and was used by Meurman [25] in a very nice but somewhat neglected paper. The idea is to start with a smooth variant of τ (n) ≈ 2#{d | n: d √ n } and to transform the other divisor function τ (m) = τ (±(gh − n)) by Voronoi summation. This method is quicker and simpler than the δ-symbol method, and there are fewer error terms to take care of. This simplifies the already cumbersome estimations in Section 6 considerably. The error terms of the additive divisor problem (1.6) involve Kloosterman sums. Meurman's method has the additional advantage that the multiplicative inverse¯ does not enter the variables of the Kloosterman sum; its removal by switching to another cusp would be cumbersome for not square-free. We transform the Kloosterman sums into Fourier coefficients of automorphic forms f (say) of level at most by using Kuznetsov's formula in the other direction. Now we have smooth sums of the type
where the h-sum has about length q. Cancellation in the h-sum is therefore equivalent to subconvexity of twisted automorphic L-functions for which we need Theorem 3. We will carry this out in Section 6.3. Some difficulties arise from the fact that (1.6) may be "ill-posed": if the support of g is such that m is much smaller than n, we have to solve an unbalanced shifted convolution problem which is reflected by the fact that the f -sum in (1.7) is long, cf. (6.16) . In this case the saving comes from the spectral large sieve inequalities of Deshouillers-Iwaniec, see Section 6.2.
The preceding discussion shows that we have presented here a fairly general method for calculating accurately twisted sums of additive divisor sums. This may have applications in different contexts.
Comparing with the approach in [11] , two things are different:
This subtle difference is mainly responsible for a better exponent in the final result. It turns out that the shifted convolution problem we are facing in the course of the proof has a nice arithmetic interpretation, and we can dispense with a general (and therefore weaker) result on fairly arbitrary determinant-type equations [9] . In fact, we have removed the appearance of the character χ inside the shifted convolution problem, but the price we have to pay is that the shifted convolution sums are now twisted by χ; our approach is only successful because we can exploit some cancellation coming from the character sum.
Secondly, we tailor the approximate functional equation according to our needs. The main term in (1.6) can be calculated directly (see Section 5) , and it turns out that for each fixed g, the sum is −1/2 , but the length of the g-sum is about 1/2 . Precisely, using Mellin transforms, the g-sum translates into a zeta-function (cf. (5.7)) whose residue gives a main term. The remaining integral is indeed −1/2 , but the polar contribution is in general 1. We are facing exactly the same problem as in [11] : the spectral sum (1.5) is too large; by adding the Eisenstein spectrum in order to make the sum spectrally complete, we have added a term whose contribution is larger than what we want to estimate. If we work in the setting of holomorphic cusp forms and use Petersson's trace formula instead of Kuznetsov's, a certain orthogonality relation between the Bessel functions J n , n ≡ κ (mod 2), and the functions Y 0 , K 0 coming from the additive divisor problem, creates a zero that like a deus ex machina kills the pole from the zeta-function. In various variants, this has been the key to success in many related papers, cf. [8, (55) ], [10, Lemma 7 .1], [24, Sections 3 and 4] . Since we have quite some flexibility with the weight functions of the approximate functional equation on the one hand and of the trace formula on the other hand, we were able to create such a zero artificially. The choice of the approximate functional equation below ((3.9)-(3.11)) is motivated by forcing the Eisenstein contribution to be small, see Remark 3.1. This device might also be useful in different applications.
There are other ways to avoid a large contribution of the Eisenstein spectrum. For example, when f is odd, i.e., has sign f = −1, we can insert a factor 1 − f into the trace formula which amounts to subtracting the trace formula (2.12) for mn < 0 from the trace formula (2.11) for mn > 0. Since Eisenstein series are even, their contribution vanishes-as everything else that is even-which is mirrored in the fact that the polar term in Section 5 will vanish automatically. Another approach might be to work with the finite places and encode the arithmetic information of the (Hecke) coefficients of the Eisenstein series into the amplifier.
We believe that a line of attack that totally dispenses with approximate functional equations (as in [4] ) would give a cleaner and simpler proof, but we have not yet succeeded in completing this project. The main reason is that it seems hard to translate shifted convolution problems into a language without finite sums.
Preliminaries
Automorphic forms
In this section we briefly compile some results from the theory of automorphic forms which we shall need later. An exhaustive account of the theory can be found in [11] from which we borrow much of the notation. One of the most difficult issues in this subject is the normalization. We normalize the Fourier coefficients as in [11] and write the trace formulae as in [19, Chapter 9] , i.e., using the normalization [19, (8.5 )-(8.6)].
Hecke eigenbases
Let q 1 be an integer, χ be a character to modulus q; let κ =
∈ {0, 1} and k 2 be an integer satisfying (−1)
, respectively, the Hilbert spaces (with respect to the Petersson inner product) of holomorphic cusp forms of weight k, of Maaß forms of weight κ, and of Maaß cusp forms of weight κ, with respect to the congruence subgroup Γ 0 (q) and with nebentypus χ. These spaces are endowed with the action of the (commutative) algebra T generated by the Hecke operators {T n | n 1}. Moreover, the subalgebra T (q) generated by {T n | (n, q) = 1} is made of normal operators. As an immediate consequence, the spaces S k (q, χ) and L 2 0 (q, χ) have an orthonormal basis made of eigenforms of T (q) and such a basis can be chosen to contain all L 2 -normalized Hecke eigennewforms (in the sense of Atkin-Lehner theory). We denote these bases by B k (q, χ) and B(q, χ), respectively. For the rest of this paper we assume that any such basis satisfies these properties.
The orthogonal complement to
is the Eisenstein spectrum E(q, χ) (plus possibly the space of constant functions if χ is trivial). The space E(q, χ) is continuously spanned by a "basis" of Eisenstein series indexed by some finite set. In the classical setting, that set is usually taken to be the set {a} of cusps of Γ 0 (q) which are singular with respect to χ. In that case the spectral decomposition of any ψ ∈ E(q, χ) reads
Such a basis has the advantage of being explicit and indeed it will turn out to be useful at the end of our argument. On the other hand, it will be equally useful for us to employ another basis of Eisenstein series formed of Hecke eigenforms: the adelic reformulation of the theory of modular forms provides a natural spectral expansion of the Eisenstein spectrum in which the basis of Eisenstein series is indexed by a set of parameters of the form orthonormal basis in the space of an induced representation constructed out of the pair (χ 1 , χ 2 ), but we need not be more precise). We refer to [14] for the definition of these parameters as well as for the proof of the spectral expansion of this form. With this choice, the spectral expansion for ψ ∈ E(q, χ) reads
The main advantage is that these Eisenstein series are Hecke eigenforms for T (q) : for (n, q) = 1, one has
Multiplicative and boundedness properties of Hecke eigenvalues
Let f be any such Hecke eigenform and let λ f (n) denote the corresponding eigenvalue for T n ; then for (mn, q) = 1 one has
In particular, for (mn, q) = 1 it follows that
Note also that the formula (2.2) is valid for all m, n if f is an eigenform for all T. In particular, this is the case when λ f (n) is replaced by the divisor function and χ is the trivial character.
We recall the bounds satisfied by the Hecke eigenvalues: if f belongs to B k (q, χ) (i.e., is holomorphic) or is an Eisenstein series E χ1,χ2,f (z,
There is an analogous bound for the spectral parameter (1.1):
Moreover, t f ∈ R when κ = 1. [11, Proposition 19.6] shows that the above bound is valid with θ = 0 on average over n:
for any x 1, ε > 0.
Hecke eigenvalues and Fourier coefficients
We write the Fourier expansion of a modular form f as follows (z = x + iy):
(here t f denotes the spectral parameter (1.1)) and for either type of Eisenstein series
When f is a Hecke eigenform, there is a close relationship between the Fourier coefficients of f and its Hecke eigenvalues λ f (n): one has, for (m, q) = 1 and any n 1,
Moreover, these relations hold for all m, n if f is a newform.
We will also need the following lower bounds for any
cf. [11, (6.22 )-(6.23), (7.15)-(7.16)] and [17, (31) ].
The Kuznetsov formula
Let
be Bessel transforms. Then for positive integers m, n we have the following versions of the trace formula:
where the right-hand side runs over the spectrum of the Laplacian of weight κ ∈ {0, 1} in (2.11) and of weight κ = 0 in (2.12), acting on forms of level q and character χ; alternatively, the Eisenstein contribution
can be replaced by the more usual sum
where {a} denotes the set of cusps for Γ 0 (q) which are singular with respect to χ; for a proof of the latter, see [19, 
5 Note that in [19] a few misprints occur: Equation (9.15) should have the normalization factor Using the same notation 6 as above, the large sieve inequalities [5, Theorem 2] state, for forms of level q and trivial nebentypus χ 0 , that
where M, T 1 and (b m ) is an arbitrary sequence of complex numbers (notice that here we have considered the classical family of Eisenstein series indexed by the cusps of Γ 0 (q)). For individual m, we have the estimates
see [17, (35) and (37)].
Special functions
Special functions, in particular Bessel functions, will make an appearance at several places in this paper. If B ν denotes any of the Bessel functions
so that successive integration by parts yields
Here the Bessel transformφ is taken with respect to κ = 0.
Assume aX 1, t ∈ R, and assume t ∈ N in the case ofφ. Theṅ
For future reference we recastφ, defined in (2.10), as follows: by [15, 6.561 .14] the Mellin transform of the Bessel kernel
Then by Plancherel's formulã
where − 1 2 + | Im t| < σ < 0, and the upper (resp. lower) line refers to κ = 0 (resp. κ = 1). For the proof of Theorem 2, the exact shape of the test function φ is in principle irrelevant. However, it will be convenient to construct it as a linear combination of the following explicit functions. For integers 0 b < a with a − b ≡ κ (mod 2) we take
In order to satisfy the decay conditions for Kuznetsov's trace formula, we assume b 2. Then by [15, 6 .561.14] we obtain
while using [15, 6.574.2] it is straightforward to verify thaṫ
In particular,φ
a,b (t) > 0 for all possible spectral parameters t, since |Im t| < 1 2 when κ = 0, and t ∈ R when κ = 1. Moreover, we see that for any fixed a, b as above and any even polynomial α ∈ C[T ] of degree 2d 2b − 4 there is a linear combination
with β ν depending on a, b and the coefficients of α such thaṫ
Divisor sums
Let τ be the divisor function. Exponential sums involving the divisor function can be handled by Voronoi summation. Let L w (x) := log x + 2γ − 2 log w, (2.25) where γ is Euler's constant, and let
with the usual Bessel functions. For later purposes we write J ± as inverse Mellin transforms using [15, 17. 
(1)
where ( * ) is the path Re u = −1 except when |Im u| < 1 where it curves to hit the real axis at
In order to evaluate additive divisor sums, we use the following method, cf. [25, (2.1) and (2.4)]. Here and later in the proof, we will need smooth cut-off functions. Let henceforth ω denote a smooth function such that ω(x) = 1 on [0, 1] and ω(x) = 0 on [2, ∞). Then we have
for all x, y, Q 0 such that y Q. Therefore
Using additive characters and Voronoi summation (2.27), we get
for any compactly supported smooth function F , so that
where
is the Ramanujan sum and
For future reference we state some properties of K r,w (x). A straightforward calculation shows
for any i, j 0, and clearly
Approximate functional equation and amplification
Let f = f 0 be a primitive (holomorphic or Maaß) cusp form having L 2 -norm 1, for which we want to prove Theorem 2. Let t 0 denote its spectral parameter as defined in (1.1). For Re s > 1 the L-function of f 0 is defined as a Dirichlet series in the Hecke eigenvalues of f 0
The completed L-function is given by
when f 0 is an even Maaß form of even weight; it 0 , −it 0 + 1 when f 0 is an even Maaß form of odd weight;
it 0 + 1, −it 0 + 1 when f 0 is an odd Maaß form of even weight; it 0 + 1, −it 0 when f 0 is an odd Maaß form of odd weight; it 0 , it 0 + 1 when f 0 is a holomorphic form.
Observe that (2.5) implies
The completed L-function is entire and satisfies the functional equation [11, (8.11 
Let us fix a point s on the critical line Re s = 1 2 for which we want to prove Theorem 2. The above Dirichlet series no longer converges (absolutely) for s but a similar formula holds which is traditionally called an approximate functional equation. In order to achieve polynomial dependence in the spectral parameter t 0 we will closely follow the argument in [16] 
and the auxiliary function [16, (1) in Erratum]
By (3.1) this function is holomorphic in Re u > − 1 4 (say) and satisfies the bound [16, (2) in Erratum]
with an implied constant independent of s and f 0 . In addition, we have F (f 0 , s; 0) = 1, and from the functional equation (3.2) we can deduce [16, (3. 3)]
is of modulus 1 and with the notation
we obtain the functional equation
Observe that (3.5) implies, for 0 < ε Re u σ,
We fix an arbitrary entire function P (u) which decays fast in vertical strips and satisfies P (0) = 1 as well as P (u) = P (−u) = P (ū). The role of this factor is to make the dependence on s in Theorem 2 polynomial. We introduce another even function in order to create zeros that avoid the matching, as discussed in Section 1.2:
Now we apply the usual contour shift technique to the integral 1 2πi
In combination with (3.3) and (3.6) we obtain
where we define V ± t for any spectral parameter t through its Mellin transform
Here we have suppressed the notational dependence of V ± t and W ± on s and t 0 as these parameters are kept fixed in the rest of the paper. Since Q(s −
(3.12)
We can therefore drop the superscripts and write
Note that by (3.11) and (3.8),
By (3.7), (3.4), (3.8), (1.1), (2.5), it follows, for 0 < ε Re u σ and for any A > 0,
Therefore W is rapidly decaying on vertical lines and inverse Mellin transformation shows
With these auxiliary functions we introduce the following family of "fake" L-functions for any cusp form f either in B k (q, χ) or in B(q, χ) and for any Eisenstein series E χ1,χ2 :
With this notation (3.10) reads for f = f 0 (cf. (2.8) and (3.12))
In order to apply the trace formula, we wanted an approximate functional equation that is "as independent of t 0 as possible"; now the information on the spectral parameter is all encoded in the polynomial Q(u, t). In [11] , however, the weight function was the same for all the f 's which made the rest of the proof more complicated.
For every given ∈ N satisfying ( , q) = 1 and q let us define with the notation of Section 2.1
for some very large A of parity κ.
Remark 3.1. -Let us explain the reason of our choice for the construction of V ± t . Suppose for simplicity that q is prime (hence χ being non-trivial is primitive). In that case there are two Eisenstein series E χ,1 (z, f, 
The main contribution comes from the double pole of the inner integrand, and we designed V t such that it kills this pole. This is reflected by the vanishing of (5.10) below.
We shall show
for certain positive absolute constants c 1 and c 2 , uniformly in k A − 10, and with polynomial dependence on s and t 0 . This implies Theorem 2: Let us choose the standard amplifier
for some parameter log L log q to be chosen in a minute. Using (2.2) with n = m = p, we see
Therefore, by (3.16), (2.9), (3.18), (2.
so that by (2.3), (2.22) and (3.17) we obtain
Substituting (3.20) (note that the k-sum converges by (2.21)) and changing the order of summation, this is
where we used Cauchy-Schwarz twice. By (2.6), we obtain from the last two displays It remains to show (3.20) and calculate the constants c 1 and c 2 . This will be done in the next three sections.
Applying Kuznetsov and Voronoi summation formulae
As a first step we substitute (3.15) into the definition (3.17) of Q holo k ( ) and Q( ). Then we apply (2.2) and the corresponding formula for the divisor function in order to remove the factors λ f ( ) and λ χ1,χ2 (t, ). Applying (2.7), this gives
Substituting (3.13), we get something of the form
Now we apply Kuznetsov's trace formula (2.11) for each term separately. Similarly, we apply Petersson's formula (2.13) for Q holo k ( ). In the latter case we obtain a diagonal term which can be estimated trivially using (3.13) and (3.14):
Here and henceforth we suppress the dependence on s and t 0 and merely make sure that it is polynomial at most. In either case the off-diagonal term is a linear combination of terms of the form .3) decomposes into the sum of a "diagonal" first term
and of an "off-diagonal" second term given by 
the fact that ( , q) = 1 and also the inequalities (4.4) (cf. (4.9)), we obtain that (4.5) is bounded by
As for the term (4.6), let us attach a smooth factor ψ(m) to g ± that is zero for m 1/2 and 1 for m 3/4. This does not affect the sum (4.6). We need this little technicality in order to apply (2.28) later. It is easy to see that g ± (n, m; c) is negligible (i.e., q −C for any constant C > 0) unless
The upper bound on n follows directly from (4.4) qaen which implies the lower bound on n and, in combination with the upper bound on n, it implies the upper bound on c as well. Finally, the upper bound on m follows from (2.16) by choosing a large j there. As a by-product, we can see that the integral in (4.7) yields a main term which can be bounded by ε q ε −1/2 . We do not carry out this computation in this paper and rather refer to [24, Section 3.6] .
Applying (2.28) with
to the innermost sum, S(a, b, e, c; q) splits into a main term
and two error terms of the shape
(4.14)
for various combinations of ±. We postpone the estimation of (4.14) to Section 6, and start with the contribution of (4.13) to S(a, b, e, c; q). At this point, we need to remove the catalyst function ψ(m) in (4.13) and definẽ 
The main term
In this section, we will evaluate the contribution of the term (4.15) to (4.11):
More precisely, we shall first evaluate the c-and h-sums above then average trivially over a, b, e, w.
To do so we proceed essentially as in [24, pp. 117-122] . We substitute the definition (4.7) of g ± and make a change of variables 
Let us also write
Its Mellin transform X w satisfies essentially the same properties as W 2 . To see this, observe first that by (4.4), W 2 is up to a negligible error supported on [0, q ε ], so we can replace
where, as usual, ω is a smooth cut-off function. Then, by (2.30), (4.12), and sufficiently many integrations by parts, we find that
for Re u > 0 and any j 0. Finally, by (3.14),
for ε Re u 5, say. Our next aim is to transform the double integral in (5.2) by several applications of Mellin's inversion formula: using (2.26) and (2.17), we write J ± and φ as inverse Mellin transforms.
Since the u 1 -, u 2 -and ξ-integrals are absolutely convergent (using (4.4) ), we can pull the ξ-integration inside and calculate it explicitly in terms of the Mellin transform W 1 of W 1 . Then we write X w as an inverse Mellin transform getting that (5.3) equals
Here we shifted the u 2 -integration to Re u 2 = 0.6 since W 1 (u) is rapidly decaying on the line Re u = 0.6. Since again all integrals are absolutely convergent, we can pull the η-integration inside and calculate the three terms explicitly (as in [24, (38) ]) using [15, 3.191.1, 3.191.2, 3.194.3] . We find
Introducing the new variable u 4 := 1 + u 1 − u 2 as a substitute for u 2 , we see that (5.3) equals
Using the identities
it is straightforward to verify that the last two lines in (5.4) can be simplified to
In particular, we observe that the triple integral is absolutely convergent (since φ * , W 1 and X w are sufficiently nice) and the integrand is holomorphic whenever 0 < Re u 4 < Re u 3 < 1 + Re u 1 . Let us shift the u 4 -contour to Re u 4 = ε (<0.1) and the u 3 -contour to Re u 3 = 1.1.
We now substitute this triple integral back into (5.2) and perform the (absolutely convergent) sum over c and h. To justify this, we need to evaluate for s = 1 + 2u 4 , t = u 3 − u 4 the Dirichlet series
First we need to compute the Gauß sum G χ (h; c): we denote by q * the conductor of χ and, slightly abusing notation, we write χ also for the primitive character of modulus q * underlying χ mod q. For q | c we consider the unique factorization c = q
(with r c2q2 (h) being the Ramanujan sum, cf. (2.29) ). Moreover,
Summarizing the above computation, one has
For σ := Re s and τ := Re t sufficiently large, the c 1 , c 2 , h-sum factors as an Euler product over the primes:
say. We collected some useful properties of the Euler factors Π p (χ, s, t) in Lemma 2 at the end of this section. These properties imply that for Re u 4 = ε (<0.1) and Re u 3 = 1.1 the series D w,q (χ, s, t) is absolutely convergent and in the domain σ > 1, τ > 0 it decomposes as − 1)L(χ, t)H w,q (χ, s, t) , (5.7) where H w,q (χ, s, t) is a holomorphic function. Moreover, for 0 < ε < 0.1,
we obtain that (5.2) equals
and
Let us now shift the u 3 -contour from Re u 3 = 1.1 to Re u 3 = 2ε; we will show below that there is no pole at
by the functional equation for L(χ, t) with implied constants depending on j, ε and (polynomially) on | Im(u 3 − u 4 )|. In addition, (5.8) combined with Cauchy's integral formula shows that
therefore (5.2) summed over abe = is bounded by
Finally, averaging over w the above bound against the weight (ae, w)/w 2 , we obtain that the main term (5.1) is bounded by
To conclude the analysis of the main term, it remains to show that the pole of the zeta-function at u 3 + u 4 = 1 does not contribute anything. Let us only focus on the factors depending on u 3 :
If R j denotes the contribution of the j-term to the residue of
Here the upper line corresponds to κ = 0 and the lower line to κ = 1, and we have used χ(−1) = (−1) κ . Altogether the residual integral equals, after shifting the u 1 -integration to (−ε/2) and interchanging the u 1 -and u 4 -integrations,
We recast the inner integral as
and use (2.18) to see that (5.10) equals 8πq 2πi
If φ = J k−1 , k ≡ κ (mod 2) then the integral vanishes byφ = 0. Otherwise we shift ∂ u4 to the other factors by partial integration. Then we sum over ν as in (4.1) and recall that, by the definition of φ and W 1 ,
For t ∈ R we have α ν (t) ∈ R; hence the sum over ν introduces factors (y) and therefore X w in terms of W , it should be possible to see that the polar contribution (5.10) resembles exactly the contribution of the cusps a = 0, ∞ of Q( ), see (3.19) .
We conclude this section by stating and proving some useful properties for the Euler factors Π p (χ, s, t) in (5.6). (a) For (p, qw) = 1,
Proof. -(a) For (p, qw) = 1 we use the notation
in the sum (5.6); then
in the sum (5.6); then clearly
We distinguish between two cases. For γ δ we infer
For γ < δ we infer
.
In both cases we conclude
(c) For (p, q * ) = 1, p | qw, we use the notation
The proof of Lemma 2 is complete. 2
Transforming the Kloosterman sums
Applying the trace formula
Finally we estimate the contribution of (4.14) to (4.11) . This time, we fix c and evaluate the h-sum non-trivially: in other words, we will bound the terms S E,± (a, b, e, c; q) in (4.14) for c satisfying (cf. (4.9))
As a first step, we use the identity
and write (4.14) as
We want to apply the trace formulae (2.11) and (2.12) to the w-sum. This needs some preparation. By (4. 
(More precisely, for 1/2 R 1 we adjust the first ρ-factor by the function ψ as in the discussion following (4.8).) In view of (6.1), (4.9), (4.4), (2.31) and (4.12), and the remark following (4.8), we can assume
Now we use (2.16) to integrate the first factor in the third line of (6.3) by parts sufficiently many times; in order to apply (2.16) we change variables r := ±(h − aex) R. By (2.30) and (4.4), the j-th derivative with respect to r of the integrand without the
This shows, by (2.16) , that the integral in (6.3) is negligible unless Let us now define
4π |h| J (cf. (6.11) and (6.7))
where we have used an obvious abstract notation and suppressed the dependence on n, z for simplicity. In particular, A : R \ {0} × (0, ∞) → C is a smooth function supported on a product of compact intervals t ±R, y Y satisfying
where A is as before; B j and C j have the same support as B and C and satisfy the same bound as in (6.19) and (6.20) , respectively. By estimating the integral pointwise we obtain (6.17) immediately.
The lemma follows now from part (a) of Lemma 1, if t is real and √ RN /W q ε . If √ RN /W q ε then we look more closely at the first factor in the third line of (6.7). In the J + case we are done by the rapid decay of the Bessel K-function. In the J − case we use the asymptotic expansion of the Bessel Y -function to see that for large x,
with smooth functions J 1,2 satisfying J (j) 1,2 (x) j x −j . Now a similar argument as above together with part (c) of Lemma 1 yields the proof of Lemma 3. A technical point to note here is that in this case we develop the above decomposition for i = 0 only and then estimate the z-derivatives and the Bessel transforms inside the resulting integrals (6.22) individually. In our exposition we did not follow this path as we wanted to suppress the z-dependence for simplicity. Finally, if t is imaginary, part (b) of Lemma 1 completes the proof of Lemma 3. 2
We will bound separately the contribution of the τ 's not exceeding a specific parameter T and of the τ 's larger than this parameter. In the former case we shall use (6.13), in the latter (6.12).
The case of large spectral parameter
Using (5.5), Lemma 3 and Cauchy-Schwarz, (6.12) can be estimated from above by
Using these and the definition (6.14) of Z, we obtain, according to (6.4), (6.5), (6.9), (6.16) , that (6.12) is bounded by
Let us recall that (by (6.4), (6.5), (6.9), (6.16))
we observe that the first two conditions imply that
If we assume that
and in particular, (RN ) T .
The same argument works for holomorphic forms and Eisenstein series and gives the same estimates. Therefore the total contribution of large eigenvalues to the sum (cf. 
The case of small spectral parameter
The estimate (6.25) is useful if τ is not too small, that is, if T is at least some small power of q. In fact we shall later specify T so that log T log q. In view of the preceding subsection, we suppose that using Cauchy-Schwarz and the large sieve (2.14).
For f ∈ B(rs, χ 0 ) (which we recall is a Hecke eigenform), let L(f, u) denote the Dirichlet series
In the following we study this Dirichlet series in order to estimate the h-sum in (6.27) . The Dirichlet series is absolutely convergent for Re u 1; by (5.5), one has On the one hand,
wheref is the newform (of level dividing rs) underlying the Hecke eigenform f (and with the same spectral parameter t f ). Applying a subconvex bound of the form ( on Re u = 1/2, for any ν 0 (at first for integer ν, but then by convexity also for real ν). We choose ν := α + 1 + ε in order to ensure absolute convergence of the u-integral. Using CauchySchwarz and (2.15), we see that We deal now with the sum (6.27) where the summation |t f | τ is replaced by |t f |<1 : we recall thatZ depends on H according to (6.15) , so that (6.33) is an increasing function of H. Thus we estimate (6.33) from above using (6.9). But then, together with (6.4), we see that Z −1/2 q −ε so thatZ −2θ0 q ε θ ; in that case however, there is no factor (T √ ) β . Since β 3/8 > 2θ, the contribution of |t f | < 1 is dominated by (6.34).
Using (6.14) , and the bound (cf. (6.4) and (6.9)) (so that log T log q), and provided q η(β+2−4δ)−ε > −4α+4β−4γ+7 (7.4) (in order to satisfy (6.29)). Under these assumptions we obtain a total error term of We choose L as in (3.22) :
In (3.21) we apply (3.20) for L 2 , and it is easily checked that (7.3) and (7. for η 14/59 while for η 14/59 the bound (7.2) is stronger. This concludes the proof of Theorem 2.
