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Abstract
Datasets from the fields of bioinformatics, chemometrics, and face recognition are typically characterized by small samples
of high-dimensional data. Among the many variants of linear discriminant analysis that have been proposed in order to rectify the
issues associated with classification in such a setting, the classifier in [1], composed of an ensemble of randomly projected linear
discriminants, seems especially promising; it is computationally efficient and, with the optimal projection dimension parameter
setting, is competitive with the state-of-the-art. In this work, we seek to further understand the behavior of this classifier through
asymptotic analysis. Under the assumption of a growth regime in which the dataset and projection dimensions grow at constant
rates to each other, we use random matrix theory to derive asymptotic misclassification probabilities showing the effect of the
ensemble as a regularization of the data sample covariance matrix. The asymptotic errors further help to identify situations in
which the ensemble offers a performance advantage. We also develop a consistent estimator of the misclassification probability as
an alternative to the computationally-costly cross-validation estimator, which is conventionally used for parameter tuning. Finally,
we demonstrate the use of our estimator for tuning the projection dimension on both real and synthetic data.
Index Terms
LDA, random projection, small sample issue, random matrix theory, generalized consistent estimator
I. INTRODUCTION
L inear Discriminant Analysis (LDA) is a classical method, which under relatively strong assumptions, is equivalent to theBayes optimal classifier. In spite of these assumptions, it has been shown to perform robustly on a variety of datasets
[2]. Consequently, LDA and its variants are a popular choice for classification in many applications including chemometrics
[3–6], face recognition [7–10], and cancer identification through gene expression microarray data [11–15]. Such applications,
however, often suffer from high-dimensionality of data and a relative scarcity of samples. For example, it is common for
microarray datasets to contain less than 100 samples of 5, 000 to 10, 000 features each [16]. This gives rise to what is called
the ‘small sample issue’.
For an LDA classifier, the constraint of a small sample is particularly problematic as the LDA discriminant depends on the
inversion of a now singular covariance estimate. Many variants of LDA are designed to overcome this. Popular approaches
involve utilizing the pseudoinverse to invert the covariance (with poor performance), restricting the covariance structure to a
diagonal matrix [17], or making use of a ridge estimate of the covariance, otherwise known as Regularized Linear Discriminant
Analysis (RLDA) [18]. Other strategies reduce the dimensionality of the data so that the covariance estimate is no longer
singular through a preliminary stage of feature selection or dimensionality reduction of the data. The Fisherface technique is a
popular example of the latter that is widely used in face recognition. Here, the data is preprocessed by Principal Components
Analysis (PCA) before applying LDA [19]. Besides PCA, other methods of dimensionality reduction include Singular Value
Decomposition (SVD), the Discrete Cosine Transform (DCT) (for images), and random projection, a technique which projects
the data onto a randomly selected lower-dimensional subspace. In their work on random projection in dimensionality reduction,
the authors of [20] studied the effects of these techniques on image and text data and observed that random projection introduces
relatively little distortion in comparison. This finding corroborates existing theory; the Johnson-Lindenstrauss lemma states
that, with high probability, the distances between points in a vector space versus the points projected onto a randomly selected
subspace of sufficiently high dimension are preserved. At the same time, random projection is significantly more efficient than
traditional methods of dimensionality reduction. In applications where data is high-dimensional and computational efficiency
is of concern, it seems a promising approach.
Our interest in random projection lies in overcoming the small sample issue encountered with the LDA classifier. The idea
of an LDA classifier operating in a randomly projected subspace was first proposed in [21]. We will refer to this scheme as
the RP-LDA classifier. It is often the case that a single random projection destroys discriminating class structure contained
within the original data space [22]. As a result, a single random projection with LDA as the base classifier performs worse
than LDA alone, even in a small sample regime for which LDA is pseudoinverse-modified. Figure 1 demonstrates this effect.
It plots estimated probability distributions of the class-conditional discriminants (relative frequency of many realizations of
testing points of a given class for each class) of each of these classifiers in a two-class scenario. Although RP-LDA increases
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2the mean-separation of the distributions, the accompanying increase in variance offsets this gain and results in a greater overlap
between the distributions than occurs with pseudoinverse LDA. This prompts us to look into classifier ensembles comprised
of multiple projections.
Fig. 1. Estimated class-conditional discriminant distributions for the pseudoinverse LDA and RP-LDA classifiers
An ensemble of classifiers consists of multiple classifiers combined in some way as to reach a net decision rule. The literature
has shown, both empirically and theoretically, that such strategies achieve better accuracy than single models [23]. The authors
of [1] proposed an RP-LDA ensemble classifier in which M individual RP-LDA classifiers each learned using a different random
projection are combined by averaging their discriminants. The decision is then made based on this aggregated discriminant. The
behavior of this classifier as M increases is demonstrated in Figure 2. While the estimated distributions of the class-conditional
discriminants for RP-LDA (M = 1), RP-LDA ensemble with M = 10, and RP-LDA ensemble with M = 100 show a decrease
in the mean separation with increasing M , Figure 2 shows that this is accompanied by an overwhelming decrease in variance
of the class-conditioned distributions. The net result is less overlap between the distributions with increasing M , suggesting
better classification.
Fig. 2. Estimated class-conditional discriminant distributions for the RP-LDA, RP-LDA ensemble with M = 10, and RP-LDA ensemble with M = 100
In addition to demonstrating the RP-LDA ensemble’s comparable performance to the state-of-the-art Support Vector Machine
(SVM) for large enough M , the authors of [1] show that the condition number of the projected covariance estimate is bounded,
and that the bound is a function of the projection dimension, that is, the projection dimension acts as a regularization parameter.
They also empirically show that the classifier’s accuracy is sensitive to the selection of projected dimension. Consequently,
proper tuning of the projection dimension is important for ensuring good performance of the RP-LDA ensemble. Based on
experimentation with various microarray datasets, [1] suggest a rule of thumb: set the projection dimension to about half of the
the rank of the covariance estimate of the original unprojected data. Seeing as the RP-LDA ensemble classifier of [1] performs
so well at relatively low complexity, it is worthwhile to develop a more refined and general method of tuning this parameter,
rather than relying on empirical observations on a few datasets. More generally, it is worth studying the performance of the
RP-LDA ensemble as a learning algorithm. That is what we attempt to do in this work through the asymptotic analysis of the
classifier’s misclassification probability.
A distinction should be made between a trained classifier’s expected misclassification rate on unseen data known as the
prediction error (PE) and the expected error of a learning algorithm, which is averaged over both training sets and testing
examples and is referred to as the expected prediction error (EPE) or generalization error [24]. In application-based problems
where a particular dataset is involved, PE is usually the metric of choice, whereas in algorithm evaluation, a measure of general
performance irrespective of any particular dataset is needed, and EPE is the metric of choice [24]. In the absence of an exact
knowledge of training set distributions, both of these quantities can only be estimated from data. The quality of the estimates
3are not only important for their reliability as indicators of classifier/algorithm performance, but also to be able to tune classifier
parameters, which are selected on the basis of minimizing PE. Obtaining reliable estimators of these quantities is therefore an
essential part of classifier design.
In practice, a part of the data is partitioned for testing from which an unbiased hold-out estimate of the classifier’s PE may
be computed [25]. If several independent training and test sets are available, a hold-out estimate of the EPE of the classifier
is also possible [24]. However, error estimation becomes problematic when data is scarce. This is especially true of high
dimensional data, as the curse of dimensionality necessitates an exponential increase in samples with increasing dimensions
of the data for proper estimation [26]. Lacking this sheer quantity of samples, small sample approaches are resorted to, in
which the training data is recycled for error estimation. The most popular of these approaches is cross-validation. Although
cross-validation yields an unbiased estimate of the EPE, it has its disadvantages, mainly high variance of the resulting estimator
and high computational cost [24].
The main contribution of this paper is to derive a single consistent estimator of both the RP-LDA ensemble PE and EPE. The
estimator is constructed so that it is consistent in high-dimensional data settings through the assumption of appropriate growth
conditions. In this work, we assume a growth regime where the number of training data samples n and the data dimensionality
p, as well as the projection dimension d, grow at constant rates to each other, in contrast to the classical regime where n
grows to infinity while p is fixed, which does not represent the finite scenario in this case. Random matrix theory facilitates
the derivation of limits of expressions involving random matrices whose dimensions are subject to this regime. This yields
a generalized estimator (G-estimator) of the target quantity. The first application of random matrix theory to the family of
discriminant analysis classifiers appears in [27] in which the authors construct a G-estimator of LDA error. They show that it
performs favorably compared to traditional estimators such as bolstered resubstitution, bootstrap, and cross-validation. Following
this work, the approach has been applied systematically to a number of classifiers. For example, reference [28] considers the
asymptotic analysis of the RLDA and Regularized Quadratic Discriminant Analysis (RQDA) classifiers. Similarly, reference
[29] studies the Regularized Discriminant Analysis (RDA) classifier. A somewhat related work to the current one is [30] which
considers the asymptotic analysis of a singly projected LDA classifier which has knowledge of the true statistics of the data.
For the analysis pursued in the current paper, the first step is to derive a closed form expression of the RP-LDA ensemble error.
This is a function of random matrices whose dimensions are growing in the assumed growth regime. Through manipulation
by random matrix theory tools, a corresponding G-estimator is obtained. After constructing the G-estimator, we demonstrate
its use in tuning the projection dimension of the RP-LDA ensemble on specific datasets: synthetic data, generated so that the
optimal Bayes classifier assumptions hold, as well as three real datasets including a microarray dataset.
Besides constructing the G-estimator, we use random matrix theory to derive the asymptotic misclassification probability of
the RP-LDA ensemble classifier. Although this quantity is a prerequisite to constructing the G-estimator, it is useful in its own
right. We first present the asymptotic error with respect to the random projection ensemble. This gives an understanding of
how the ensemble affects the classification error as compared to classical LDA. From this, we observe that, asymptotically, the
RP-LDA ensemble is a special case of RLDA where the regularization parameter is a function of the projection dimension.
From this, we deduce that an RP-LDA ensemble classifier cannot outperform an RLDA classifier for which the regularization
parameter has been properly tuned. We also derive the asymptotic errors under various combinations of known and unknown
class-conditional data distribution statistics. Under certain assumptions, these quantities have explicit forms which we compare
with existing results for LDA and RP-LDA. This yields further insights into the ensemble behavior and when and how it can
outperform LDA.
To summarize, the main contributions of this paper are
• An asymptotic characterization of the effect of the randomly projected ensemble, which shows that it is a special case of
RLDA.
• The derivation of asymptotic probabilities of misclassification under various combinations of knowledge of the class-
conditional data distribution statistics and comparison, under certain assumptions, with the corresponding expressions for
LDA.
• The construction of a G-estimator of the misclassification probability of the RP-LDA ensemble operating under unknown
class-conditional data distribution statistics.
• A demonstration of the efficacy of the G-estimator for tuning of the RP-LDA ensemble projection dimension, on both
synthetic and real data.
The structure of the rest of this paper is as follows: We present the classification setting, assumptions on the data, and
the RP-LDA ensemble classifier decision rule in Section II. In Section III, we derive the error expression and define the
growth regime for the asymptotic analysis. We then present the asymptotic misclassification probabilities and G-estimator in
succession. In Section IV, we demonstrate the tuning of the classifier projection dimensions using the G-estimator on a number
of datasets, both synthetic and real. Finally, we conclude this paper in Section V with a summary of the findings.
Throughout the paper, scalars are denoted by plain lower-case letters, vectors by bold lower-case letters, and matrices by
bold upper-case letters. The symbol Ip is used to represent the p × p identity matrix, the symbol 1p represents the all-ones
p × 1 vector, and the symbol 0p represents the all-zeros p × 1 vector. The notation || · || is used to symbolize the Euclidean
norm when its argument is a vector and the spectral norm when its argument is a matrix. The operator d·e rounds its argument
4up to the nearest integer. Almost-sure convergence is denoted by a.s.−−→ or a  b which means a− b a.s.−−→ 0 . The function Φ(·)
denotes the standard Gaussian CDF. The following is a list of acronyms that occur throughout the paper.
LDA Linear Discriminant Analysis
RLDA Regularized Linear Discriminant Analysis
QDA Quadratic Discriminant Analysis
RP-LDA Randomly Projected Linear Discriminant Analysis
RQDA Regularized Quadratic Discriminant Analysis
RDA Regularized Discriminant Analysis
PE Prediction Error
EPE Expected Prediction Error
DE Deterministic Equivalent
II. THE RP-LDA ENSEMBLE CLASSIFIER
For the current work, we consider binary classification under a supervised setting. We assume the following setup for which
we state the decision rules of LDA, RP-LDA, and the RP-LDA ensemble in succession for known and unknown statistics.
A data point x ∈ Rp belongs to one of two classes C0 and C1 having prior probabilities pi0 and pi1, respectively. Conditioned
on its class, we assume that x is Gaussian distributed, with distinct means and a common covariance between the two classes,
as follows:
x|x ∈ Ci ∼ N (µi,Σ) , i = 0, 1 (1)
We have a training set of n instances of training data distributed as (1). The training set consists of pairs of data points and
their labels. More formally, the set of n training data points is T = {(xi, yi)}ni=1, where xi is a data point and yi ∈ {0, 1} is its
corresponding label. This set contains n0 and n1 sample points from C0 and C1, respectively. In what follows, we denote the
decision rule on point x of each classifier by h(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) and an identifying subscript. The parameters µ˜0, µ˜1, Σ˜,
p˜i0, and p˜i1 take on different values depending on which of the statistics are known by the classifier, if any. This is elaborated
on later. Additionally, we denote by X0 ∈ Rp×n0 the matrix having the vectors in the set {xi ∈ C0} as its successive columns,
and similarly denote by X1 ∈ Rp×n1 the matrix having the vectors in the set {xi ∈ C1} as its successive columns.
In this setting, maximizing the posterior probability P[Ci|xq], given the class-conditional data distribution statistics, yields
LDA. This is the optimal Bayes classifier when applied to data for which the class-conditional distributions are indeed Gaussian
with common covariance and when the statistics are known. Defining a general decision rule
hLDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) := 1
{
(µ˜1 − µ˜0)T Σ˜−1
(
x− µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
> 0
}
,
where 1{·} is the indicator function, the optimal Bayes classifier LDA is then the special case
hLDA(x,µ0,µ1,Σ, pi0, pi1). In practice, the true statistics of the data are unknown and the LDA classifier is learned on X0
and X1 by computing the maximum likelihood estimates µˆ0, µˆ1, Σˆ, pˆi0, and pˆi1 of the true statistics µ0, µ1, Σ, and prior
probabilities pi0 and pi1. These estimates are the sample means µˆ0 = 1n0X01n0 and µˆ1 =
1
n1
X11n1 , pooled sample covariance
matrix Σˆ = (n0−1)Σˆ0+(n1−1)Σˆ1n0+n1−2 , and the prior probability estimates pˆi0 =
n0
n and pˆi1 =
n1
n , respectively, where Σˆ0 =
1
n0−1
(
X0 − µˆ01T
)(
X0 − µˆ01T
)T
and Σˆ1 = 1n1−1
(
X1 − µˆ11T
)(
X1 − µˆ11T
)T
. In this case, the LDA decision rule is
given by hLDA(x, µˆ0, µˆ1, Σˆ, pˆi0, pˆi1). As mentioned in the introduction, when n < p, Σˆ is singular. To deal with this issue, we
consider reducing the dimensionality of the data by random projection.
Random projection is a non-adaptive dimensionality reduction technique. In random projection, a matrix R ∈ Rd×p, with
d < p, whose entries are generated i.i.d. from a zero-mean Gaussian distribution [31], multiplies each data point so that it
is projected onto a lower-dimensional random subspace. The term randomly projected classifier refers to the classifier being
trained on data that has been projected onto the random column space of R; instead of being learned on X0 and X1, the
classifier is learned on RX0 and RX1. Projecting the training data as RX0 and RX1 results in the following statistic estimates
as a function of the old estimates
µˆRP0 = Rµˆ0, µˆRP1 = Rµˆ1, and ΣˆRP = RΣˆR
T
When the projection dimension d is chosen such that d ≤ rank(Σˆ) (noting that rank(Σˆ) ≤ n− 2), the resulting ΣˆRP must be
invertible since R is almost surely of rank d [31]. The decision rule for the RP-LDA classifier, obtained by simply plugging
the new estimates into the LDA decision rule, is hRP-LDA(x, µˆ0, µˆ1, Σˆ, pˆi0, pˆi1), where more generally
hRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) := 1
{
(µ˜1 − µ˜0)TRT (RΣ˜RT )−1R
(
x− µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
> 0
}
.
5The decision rule of this classifier in the special case when the statistics are known is
hRP-LDA(x,µ0,µ1,Σ, pi0, pi1). In this case, the quantities Rµ0, Rµ1, and RΣRT represent the statistics of the class-conditional
distributions of the data in the projected space.
As LDA trained on a single random projection typically performs poorly in practice, we look into ensembles of randomly-
projected classifiers, particularly the ensemble of RP-LDA classifiers formulated in [1]. A more recent random projection
ensemble classification framework based on majority voting is proposed in [22], however this classifier is much more difficult
to implement in practice and to analyze. In [1], the discriminant is an average of M individual RP-LDA discriminants, each
corresponding to a different projection applied to the same training data. The decision rule for this particular RP-LDA ensemble
is hensRP-LDA(x, µˆ0, µˆ1, Σˆ, pˆi0, pˆi1), where more generally
hensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) := 1
{
1
M
M∑
i=1
(µ˜1 − µ˜0)TRTi (RiΣ˜RTi )−1Ri
(
x− µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
> 0
}
. (2)
When the statistics are known, the decision rule takes the form hensRP-LDA(x,µ0,µ1,Σ, pi0, pi1).
From (2), we see that the choice of variance of the entries of each random projection matrix in the ensemble has no effect
on the behavior of the RP-LDA ensemble classifier, as scaling Ri by any real constant yields the same decision rule. In this
work, all random projection matrices are specified as having i.i.d. entries Ri,j ∼ N (0, 1d ), ∀i, j, where the choice of variance
is purely to facilitate the application of random matrix theory results later.
III. ASYMPTOTIC PERFORMANCE ANALYSIS OF THE RP-LDA ENSEMBLE CLASSIFIER
In this section, we pursue the asymptotic analysis of the RP-LDA ensemble classifier misclassification probability. To begin
with, we construct the RP-LDA infinite ensemble and derive an expression for its probability of misclassification. We then
define the asymptotic growth regime and present the asymptotic misclassification probabilities and the generalized consistent
estimator of the classification error.
A. The RP-LDA Infinite Ensemble
We take the limit as M , the number of random projections in the ensemble, goes to infinity. This yields an expectation in the
discriminant rather than a sum and facilitates the analysis by random matrix theory. We call this mathematical object the RP-
LDA infinite ensemble. Although it cannot be realized as a classifier, it can be approximated by a finite ensemble for M large
enough. In this section, we construct the RP-LDA infinite ensemble classifier and derive its probability of misclassification.
1) Construction: Let W ensRP-RLDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) denote the discriminant of (2). In the limit as M → ∞, for fixed d,
p, and n, the discriminant becomes
lim
M→∞
W ensRP-RLDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = (µ˜1 − µ˜0)T
(
lim
M→∞
1
M
M∑
i=1
RTi (RiΣ˜R
T
i )
−1Ri
)(
x− µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
= (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT )−1R
](
x− µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
, (3)
where the second step follows from the law of large numbers and the expectation is with respect to R, conditioned on the
parameters µ˜0, µ˜1, Σ˜, p˜i0, p˜i1. The expectation exists for d ∈
{
1, . . . , rank(Σˆ)− 2
}
∪
{
rank(Σˆ) + 2, . . . , p
}
[1], however,
since we need ΣˆRP to be invertible, we restrict d ≤ rank(Σˆ)− 2. Let
W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT )−1R
](
x− µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
.
We define the RP-LDA infinite ensemble as the classifier with the decision rule
h∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) := 1{W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) > 0}.
2) Derivation of the Error: We now characterize the probability of misclassification of a point x by the randomly projected
LDA infinite ensemble. Denote by ε(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) the probability of misclassification given the parameters µ˜0, µ˜1,Σ˜, p˜i0,
and p˜i1 which, as before, take values according to the knowledge of the class-conditional distribution statistics. Accordingly,
ε(µ0,µ1,Σ, pi0, pi1) corresponds to the error of the RP-LDA ensemble operating under known statistics and ε(µˆ0, µˆ1, Σˆ, pˆi0, pˆi1)
corresponds to the error of the RP-LDA infinite ensemble operating under unknown statistics conditioned on the training set
T (and therefore given the parameters). Lemma 1 presents the expressions for the probability of misclassification given the
parameters and the corresponding expected probability of misclassification over T .
Lemma 1 Let m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1), m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1), and σ2(µ˜0, µ˜1, Σ˜) be defined as
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT )−1R
](
µ0 − µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
(4)
6m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT )−1R
](
µ1 − µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
(5)
and
σ2(µ˜0, µ˜1, Σ˜) = (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT )−1R
]
ΣER
[
RT (RΣ˜RT )−1R
]
(µ˜1 − µ˜0). (6)
The exact probability of misclassification of the RP-LDA infinite ensemble classifier conditioned on the parameters µ˜0, µ˜1,Σ˜,
p˜i0, also known as the PE, is
ε(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = pi0Φ
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)√
σ2(µ˜0, µ˜1, Σ˜)
+ pi1Φ
−m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)√
σ2(µ˜0, µ˜1, Σ˜)
 , (7)
and the corresponding expected misclassification probability over the training set T , also known as the generalization error,
or the EPE is
Eµ˜0,µ˜1,Σ˜,p˜i0,pi1
pi0Φ
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)√
σ2(µ˜0, µ˜1, Σ˜)
+ pi1Φ
−m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)√
σ2(µ˜0, µ˜1, Σ˜)
 . (8)
Proof: By the law of total probability
ε(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = pi0ε0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) + pi1ε1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)
where ε0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) is the probability of misclassification given the parameters and given that the point belongs to C0.
Similarly, ε1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) is the probability of misclassification given the parameters and given that the point belongs to
C1. In terms of the discriminant W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1),
ε0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = P[W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) > 0|x ∈ C0, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1]
and
ε1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = P[W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) < 0|x ∈ C1, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1].
Conditioned on the classes and the parameters as such, the discriminant is a Gaussian random variable. More specifically,
W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)|x ∈ C0, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1 ∼ N (m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1), σ2(µ˜0, µ˜1, Σ˜))
and
W∞−ensRP-LDA(x, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)|x ∈ C1, µ˜0, µ˜1, Σ˜, p˜i0, p˜i1 ∼ N (m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1), σ2(µ˜0, µ˜1, Σ˜)),
where m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1), m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1), and σ2(µ˜0, µ˜1, Σ˜) are as defined by (4), (5), and (6) respectively. From
this it can be shown that
ε0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = Φ
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)√
σ2(µ˜0, µ˜1, Σ˜)

and
ε1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1) = Φ
−m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)√
σ2(µ˜0, µ˜1, Σ˜)

and the expression in (7) follows. Taking the expectation of (7) over the parameters yields the expression in (8).
B. Main Results
1) Deterministic Equivalents: In this section, we first present an asymptotic characterization of the effect of the infinite
ensemble on classification error. This shows that the ensemble regularizes Σ˜ by a function of the projection dimension d. We
then present asymptotic misclassification probabilities of the RP-LDA infinite ensemble under various combinations of known
and unknown statistics. We consider special cases of these under which the expressions are closed form and compare them
to existing analogous results for the LDA and RP-LDA classifiers. Through this we develop a deeper understanding of the
RP-LDA ensemble classifier’s behavior and identify situations in which it may be especially advantageous. Derivation of the
the asymptotic errors is also the first step to developing the error G-estimator in Section III-B2.
Formally, the asymptotic misclassification probabilities ε¯µ˜0,µ˜1,Σ˜ are deterministic sequences of n, p, and d, called deter-
ministic equivalents (DEs), which satisfy
ε(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− ε¯µ˜0,µ˜1,Σ˜
a.s.−−→ 0 (9)
7under the conditions
(a) 0 < lim inf pn < lim sup
p
n <∞
(b) 0 < lim inf dn < lim sup
d
n < 1
(c) 0 < lim inf dp < lim sup
d
p < 1
(d) nin → ci ∈ (0, 1), i = 0, 1
(e) lim sup
p
‖µ0 − µ1‖2 <∞
(f) lim sup
p
‖Σ‖2 <∞
(g) lim inf
p
λmin (Σ) > 0
The subscript in ε¯µ˜0,µ˜1,Σ˜ indicates the parameters of the corresponding classifier. The parameters p˜i0 and p˜i1 are dropped,
because whether they are set to the true prior probabilities or their estimates makes no difference asymptotically. The conditions
(a), (b), (c), and (d) specify the growth regime we wish to study, where the dimensions grow at constant rates to each other.
We consider the general case where p may be greater or less than n. This is represented in (a). The involved derivations require
that d be less than n, specified in (b), and, furthermore, less than rank(Σˆ) − 2 for the expectation in (3) to exist. The third
condition, (c), imposes that d < p. This comes from the definition of random projection as a dimensionality reduction but is
also imposed by the derivations. The fourth condition, (d), likewise follows by definition since n = n0 + n1. Note that here
the constants c0 and c1 are defined distinctly from the prior probabilities pi0 and pi1. This is to account for cases when the
ratio of classes in the sample may not reflect the true distribution of the classes within the population. The two conditions (e)
and (f) are technicalities stemming from the use of random matrix theory tools. The context in which they become necessary
is detailed in the appendix. Finally, condition (g) is necessary so that all members of the sequence, ΣˆRP = RΣˆRT as d, p and
n grow, are invertible.
The DE ε¯µ˜0,µ˜1,Σ˜ can be constructed out of corresponding DEs for each of the statistics of the class-conditional discriminant.
This is presented in Lemma 2. Note that it follows from (9) that
Eµ˜0,µ˜1,Σ˜,p˜i0,p˜i1
[
ε(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)
]
− ε¯µ˜0,µ˜1,Σ˜
a.s.−−→ 0 (10)
and so ε¯µ˜0,µ˜1,Σ˜ doubles as a deterministic equivalent of the generalization error defined in (8).
Lemma 2 Let m¯0,µ˜0,µ˜1,Σ˜, m¯1,µ˜0,µ˜1,Σ˜, and σ¯
2
µ˜0,µ˜1,Σ˜
be deterministic sequences of d, p, and n such that
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− m¯0,µ˜0,µ˜1,Σ˜
a.s.−−→ 0
m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− m¯1,µ˜0,µ˜1,Σ˜
a.s.−−→ 0
σ2(µ˜0, µ˜1, Σ˜)− σ¯2µ˜0,µ˜1,Σ˜
a.s.−−→ 0
for n, p and d growing subject to (a)-(g). By the continuous mapping theorem and other properties of almost sure convergence,
(9) and (10) hold with
ε¯µ˜0,µ˜1,Σ˜ = pi0Φ
 m¯0,µ˜0,µ˜1,Σ˜√
σ¯2
µ˜0,µ˜1,Σ˜
+ pi1Φ
− m¯1,µ˜0,µ˜1,Σ˜√
σ¯2
µ˜0,µ˜1,Σ˜
 . (11)
Now we consider the deterministic equivalent of the misclassification probability with respect to the random projection, that
is, given the parameters µ˜0, µ˜1, Σ˜, p˜i0, and p˜i1. This yields an asymptotic, deterministic expression of the random effect of
the infinite ensemble which approximates the random effect of the finite ensemble in the finite regime. As per Lemma 2, we
derive the deterministic equivalents of each of the class-conditional discriminant statistics with respect to the random projection
ensemble. First we define the quantities ζΣ (Σ) and ζΣˆ (Σ) and then present the DEs in Theorem 1.
Define ζΣ (Σ) as the unique root of the monotonically decreasing function
g(x) = 1− 1
d
tr
{
Σ
(
Σ+
1
x
Ip
)−1}
(12)
over x > 0, that is,
g(ζΣ (Σ)) = 0. (13)
Also let ζΣˆ (Σ) be defined as
ζΣˆ (Σ) =
x∗
1− x∗ 1n tr
{
Σ (x∗Σ+ Ip)
−1
} , (14)
where x∗ is the root of the monotonically decreasing function
h(x) = 1− p
d
+
1
d
tr
{
(xΣ+ Ip)
−1
}
(15)
8over x > 0. The deterministic equivalents of the class-conditional discriminant statistics of the RP-LDA infinite ensemble given
the parameters are as presented in the following theorem.
Theorem 1 (DEs with respect to random projection) Under the growth regime defined by the conditions (c)-(g), the following
asymptotic convergences hold
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− (µ˜1 − µ˜0)T
(
Σ˜+
1
ζΣ˜ (Σ)
Ip
)−1(
µ0 − µ˜0 + µ˜1
2
)
− lnpi1
pi0
a.s.−−→ 0
m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− (µ˜1 − µ˜0)T
(
Σ˜+
1
ζΣ˜ (Σ)
Ip
)−1(
µ1 − µ˜0 + µ˜1
2
)
− lnpi1
pi0
a.s.−−→ 0
σ2(µ˜0, µ˜1, Σ˜)− (µ˜1 − µ˜0)T
(
Σ˜+
1
ζΣ˜ (Σ)
Ip
)−1
Σ
(
Σ˜+
1
ζΣ˜ (Σ)
Ip
)−1
(µ˜1 − µ˜0) a.s.−−→ 0,
where ζΣ˜ (Σ) is as defined by (12) and (13), if Σ˜ = Σ, or (15) and (14), if Σ˜ = Σˆ. The error DE with respect to the random
projection is then given by (11) of Lemma 2.
Proof: See Appendix A-B
By comparing the asymptotic expressions of the class-conditional discriminant statistics in Theorem 1 to their exact
expressions (4), (5) and (6), it follows that the effect of the infinite ensemble projection is a regularization of Σ˜ by the
quantity 1ζΣ˜(Σ) . Since ζΣ˜ (Σ) is a function of d through either (12) and (13) or (15) and (14), depending on whether Σ˜ = Σ
or Σ˜ = Σˆ respectively, the effect of d is to control this regularization parameter. Specifically when Σ˜ = Σˆ, this result is
consistent with the work of [1], which shows that the condition number of the covariance estimate in the projected space,
ΣˆRP, is bounded, and that the bound is a function of the projection dimension, that is, the projection dimension acts as a
regularization parameter. The advantage of expressing this effect as in Theorem 1 is that the DEs exhibit the same form as
the exact (non-asymptotic) RLDA class-conditional discriminant statistics with regularization parameter set to 1ζΣ˜(Σ) . From
this, we deduce that though an RP-LDA infinite ensemble classifier may be more computationally efficient than an RLDA
classifier due to working with data of reduced dimension, it can never surpass the accuracy of an RLDA classifier for which
the regularization parameter has been properly tuned; the possible values to which d can be set restrict the possible values of
1
ζΣ˜(Σ)
to a subset of (0,∞), whereas an RLDA classifier’s regularization parameter can vary over all of (0,∞).
Now, in a similar fashion, we present the DEs for different combinations of known and unknown statistics.
Theorem 2 (Known means and covariance) Let ζΣ (Σ) be as defined by (12) and (13). When the class-conditional data distri-
bution means µ0, µ1 and covarianceΣ are known, the DEs of the class-conditional discriminant statistics m0(µ0,µ1,Σ, p˜i0, p˜i1),
m1(µ0,µ1,Σ, p˜i0, p˜i1), and σ2(µ0,µ1,Σ) are given by
m¯0,µ0,µ1,Σ = −
1
2
(µ1 − µ0)T
(
Σ+
1
ζΣ (Σ)
Ip
)−1
(µ1 − µ0) + lnpi1
pi0
m¯1,µ0,µ1,Σ =
1
2
(µ1 − µ0)T
(
Σ+
1
ζΣ (Σ)
Ip
)−1
(µ1 − µ0) + lnpi1
pi0
σ¯2µ0,µ1,Σ = (µ1 − µ0)T
(
Σ+
1
ζΣ (Σ)
Ip
)−1
Σ
(
Σ+
1
ζΣ (Σ)
Ip
)−1
(µ1 − µ0).
The error DE is then given by ε¯µ0,µ1,Σ as defined in (11) of Lemma 2.
Proof: See Appendix A-C.
Corollary 1 Following from the setting of Theorem 2 where the class-conditional data distribution statistics are known, and
additionally assuming equal priors pi0 = pi1 and covariance Σ = Ip, the error DE is given by
ε¯µ0,µ1,Σ = Φ
(
−‖µ0 − µ1‖2
2
)
.
The asymptotic misclassification probability of the RP-LDA infinite ensemble in Corollary 1 is exactly equal to that of LDA
with known statistics under identical conditions (see [32]). For comparison, the asymptotic misclassification probability of an
RP-LDA classifier with known statistics, that is, with decision rule hRP-LDA(x,µ0,µ1,Σ, pi0, pi1), operating under identical
conditions is given by Φ
(
−‖µ0−µ1‖22
√
d/p
)
(see [30]), which indicates an increasing error with decreasing d. When d = p,
the asymptotic misclassification probability is the same as for LDA operating in the full data space. Thus asymptotically, while
a single projection incurs a loss in performance due to dimensionality reduction compared to LDA when p < n in this setting,
an infinite ensemble of projections incurs no such loss. Additionally, random projection is more computationally efficient than
LDA due to working with reduced dimensions. As mentioned previously, when p > n, direct application of LDA is not possible
anyway.
9Theorem 3 (Unknown means and known covariance) Let ζΣ (Σ) be as defined by (12) and (13). When the class-conditional
data distribution means µ0, µ1 are unknown and the covariance Σ is known, the DEs of the class-conditional discriminant
statistics m0(µˆ0, µˆ1,Σ, p˜i0, p˜i1), m1(µˆ0, µˆ1,Σ, p˜i0, p˜i1), and σ2(µˆ0, µˆ1,Σ) are given by
m¯0,µˆ0,µˆ1,Σ = −
1
2
(µ1 − µ0)T
(
Σ+
1
ζΣ (Σ)
Ip
)−1
(µ1 − µ0)
+
1
2
(
1
n0
− 1
n1
)
tr
{
Σ
(
Σ+
1
ζΣ (Σ)
Ip
)−1}
+ ln
pi1
pi0
m¯1,µˆ0,µˆ1,Σ =
1
2
(µ1 − µ0)T
(
Σ+
1
ζΣ (Σ)
Ip
)−1
(µ1 − µ0)
+
1
2
(
1
n0
− 1
n1
)
tr
{
Σ
(
Σ+
1
ζΣ (Σ)
Ip
)−1}
+ ln
pi1
pi0
σ¯2µˆ0,µˆ1,Σ = (µ1 − µ0)T
(
Σ+
1
ζΣ (Σ)
Ip
)−1
Σ
(
Σ+
1
ζΣ (Σ)
Ip
)−1
(µ1 − µ0)
+
(
1
n0
+
1
n1
)
tr
{
Σ
(
Σ+
1
ζΣ (Σ)
Ip
)−1
Σ
(
Σ+
1
ζΣ (Σ)
Ip
)−1}
The error DE is then given by ε¯µˆ0,µˆ1,Σ as defined in (11) of Lemma 2.
Proof: See Appendix A-D.
Corollary 2 Following from the setting of Theorem 3 where the class-conditional data distribution means are unknown and
covariance is known, and additionally assuming equal priors pi0 = pi1 and covariance Σ = Ip, the error DE is given by
ε¯µˆ0,µˆ1,Σ =
1
2
Φ
−1
2
‖µ0 − µ1‖22 + pn1 −
p
n0√
‖µ0 − µ1‖22 + pn0 +
p
n1
+ 1
2
Φ
−1
2
‖µ0 − µ1‖22 + pn0 −
p
n1√
‖µ0 − µ1‖22 + pn0 +
p
n1
 . (16)
The expression for the asymptotic misclassification probability of the RP-LDA infinite ensemble with unknown means and
known covariance in Corollary 2 is exactly the same as for LDA when p < n under identical conditions (see [32]). The
advantage of the RP-LDA infinite ensemble over LDA is that it is more computationally efficient while being applicable to
the regime p > n.
Before presenting Theorems 4 and 5, we define a few more quantities. Let
κ =
1− p
n
ζ2
Σˆ
(Σ) 1p tr
{
Σ (e˜Σ+ Ip)
−1
Σ (e˜Σ+ Ip)
−1
}
(1 + e)2
−1 (17)
and let e˜ be the quantity obtained by solving the following system of equations in e and e˜
e = ζΣˆ (Σ)
1
n
tr
{
Σ (e˜Σ+ Ip)
−1
}
e˜ =
ζΣˆ (Σ)
1 + e
(18)
We are now ready to present Theorems 4 and 5 which assume unknown covariance.
Theorem 4 (Known means and unknown covariance) Let ζΣˆ (Σ) be as defined by (15) and (14), κ be as defined by (17), and
e˜ be as defined by the system (18). When the class-conditional data distribution means µ0, µ1 are known and the covariance
Σ is unknown, the DEs of the class-conditional discriminant statistics m0(µ0,µ1, Σˆ, p˜i0, p˜i1), m1(µ0,µ1, Σˆ, p˜i0, p˜i1), and
σ2(µ0,µ1, Σˆ) are given by
m¯0,µ0,µ1,Σˆ = −
1
2
ζΣˆ (Σ) (µ1 − µ0)T (e˜Σ+ Ip)−1 (µ1 − µ0) + ln
pi1
pi0
m¯1,µ0,µ1,Σˆ =
1
2
ζΣˆ (Σ) (µ1 − µ0)T (e˜Σ+ Ip)−1 (µ1 − µ0) + ln
pi1
pi0
σ¯2
µ0,µ1,Σˆ
= κζ2
Σˆ
(Σ) (µ1 − µ0)T (e˜Σ+ Ip)−1Σ (e˜Σ+ Ip)−1 (µ1 − µ0) .
The error DE is then given by ε¯µ0,µ1,Σˆ as defined in (11) of Lemma 2.
Proof: See Appendix A-E.
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Corollary 3 Following from the setting of Theorem 4 where the class-conditional data distribution means are known and
the covariance is unknown, and additionally assuming equal priors pi0 = pi1 and covariance Σ = Ip, the error DE is given by
ε¯µ0,µ1,Σ˜ = Φ
(
−‖µ0 − µ1‖2
2
√
1− d
2
np
)
.
When the covariance is unknown, the random projection ensemble introduces a multiplicative factor
√
1− d2np which is a
function of d. For comparison, the asymptotic misclassification probability of LDA when p < n under an identical setting is
Φ
(
−‖µ0−µ1‖22
√
1− pn
)
(see [32]). While p and n are constrained by the nature of the data available, d can be tuned so that
the misclassification probability is minimized. Corollary 3 suggests that, by choosing d as small as possible, we can approach
the asymptotic misclassification probability of LDA with complete knowledge of the statistics. This is at reduced computational
cost and feasible even when p > n in contrast to classical LDA.
Theorem 5 (Unknown means and unknown covariance) Let ζΣˆ (Σ) be as defined by (15) and (14), κ be as defined by
(17), and e˜ be as defined by the system (18). When the class-conditional data distribution means µ0, µ1 and the covariance
Σ are all unknown, the DEs of the class-conditional discriminant statistics m0(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1), m1(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1), and
σ2(µˆ0, µˆ1, Σˆ) are given by
m¯0,µˆ0,µˆ1,Σˆ = −
1
2
ζΣˆ (Σ) (µ1 − µ0)T (e˜Σ+ Ip)−1 (µ1 − µ0)
+
1
2
ζΣˆ (Σ)
(
1
n0
− 1
n1
)
tr
{
Σ (e˜Σ+ Ip)
−1
}
+ ln
pi1
pi0
m¯1,µˆ0,µˆ1,Σˆ =
1
2
ζΣˆ (Σ) (µ1 − µ0)T (e˜Σ+ Ip)−1 (µ1 − µ0)
+
1
2
ζΣˆ (Σ)
(
1
n0
− 1
n1
)
tr
{
Σ (e˜Σ+ Ip)
−1
}
+ ln
pi1
pi0
σ¯2
µˆ0,µˆ1,Σˆ
= κζ2
Σˆ
(Σ) (µ1 − µ0)T (e˜Σ+ Ip)−1Σ (e˜Σ+ Ip)−1 (µ1 − µ0)
+ κζ2
Σˆ
(Σ)
(
1
n0
+
1
n1
)
tr
{
Σ (e˜Σ+ Ip)
−1
Σ (e˜Σ+ Ip)
−1
}
.
The error DE is then given by ε¯µˆ0,µˆ1,Σˆ as defined in (11) of Lemma 2.
Proof: See Appendix A-F.
Corollary 4 Following from the setting of Theorem 5 where the class-conditional data distribution means and covariance
are unknown, and additionally assuming equal priors pi0 = pi1 and covariance Σ = Ip, the error DE is given by
ε¯µˆ0,µˆ1,Σˆ =
1
2Φ
(
− 12
‖µ0−µ1‖22+ pn1−
p
n0√
‖µ0−µ1‖22+ pn0+
p
n1
√
1− d2np
)
+ 12Φ
(
− 12
‖µ0−µ1‖22+ pn0−
p
n1√
‖µ0−µ1‖22+ pn0+
p
n1
√
1− d2np
)
.
For comparison, the asymptotic misclassification probability of LDA when p < n under an identical setting is
1
2
Φ
−1
2
‖µ0 − µ1‖22 + pn1 −
p
n0√
‖µ0 − µ1‖22 + pn0 +
p
n1
√
1− p
n
+ 1
2
Φ
−1
2
‖µ0 − µ1‖22 + pn0 −
p
n1√
‖µ0 − µ1‖22 + pn0 +
p
n1
√
1− p
n

(see [32]). Corollary 4 suggests that, as d gets small, the misclassification probability approaches that of LDA with unknown
means and known covariance given in (16).
To conclude this section, we note that the asymptotic effect of the random projection ensemble is to regularize the covariance
parameter Σ˜. Additionally, under the assumption of equal priors and that Σ = Ip, the RP-LDA infinite ensemble asymptotically
coincides with LDA for p < n in two cases: when all statistics are known or when the means are unknown but the covariance
is known. When the means are known and the covariance is unknown, the DE suggests that the RP-LDA ensemble error can
asymptotically approach the error of LDA with known statistics as d gets smaller. When both the means and the covariance
are unknown, the DE suggests that the RP-LDA ensemble can approach LDA with unknown means and known covariance
as d gets smaller. These findings are demonstrated in the finite scenario by the simulation results illustrated in Figure 3. For
this simulation, we generate a set of 100 training samples with dimensionality p = 50 having the class-conditional distribution
statistics
µ0 =
1
p1/4
[
1Td√pe 0
T
p−d√pe−2 2 2
]T
, µ1 = 0p, and Σ = Ip.
We train LDA and the RP-LDA ensemble with M = 2000 under different combinations of known and unknown means and
covariance. We then evaluate the testing errors for each of these classifiers over an independently generated set of 105 data
samples as the projection dimension d varies from 1 to rank(Σˆ)− 2.
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Fig. 3. A plot of the empirical errors over 105 testing points of several classifiers under different combinations of known and unknown statistics. Here p = 50
and n = 100.
The classifiers behave as predicted by the asymptotic probabilities: LDA with known statistics (which coincides with the
Bayes error in this case) matches RP-LDA M = 2000 with known statistics, RP-LDA M = 2000 with unknown means
matches LDA with unknown means, RP-LDA M = 2000 with unknown covariance tends to LDA with known statistics, and
RP-LDA M = 2000 with unknown statistics tends to LDA with unknown means.
2) Generalized Consistent Estimator of Error: In this section, we derive a generalized consistent estimator εˆ of the error
ε(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1) of the RP-LDA infinite ensemble classifier under unknown statistics µ0, µ1, and Σ. The conventional
plugin estimator of ε(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1) is not consistent in the regime where n, p, and d grow at constant rates to each other.
On the other hand, the G-estimator is by definition a function εˆ of µˆ0, µˆ1, and Σˆ such that
εˆ− ε(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1) a.s.−−→ 0 (20)
as n, p, and d grow under the growth regime defined by conditions (a)-(e) in Section III-B1. It also satisfies
εˆ− Eµˆ0,µˆ1,Σˆ,p˜i0,p˜i1
[
ε(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1)
]
a.s.−−→ 0, (21)
and so εˆ doubles as a G-estimator of the generalization error.
Similar to how we constructed the deterministic equivalent of the error out of individual deterministic equivalents of the
class-conditional discriminant statistics (presented in Lemma 1), we can construct a G-estimator εˆ of the error out of individual
G-estimators mˆ0, mˆ1, and σˆ2 of the class-conditional discriminant statistics. This is formally stated in Lemma 3.
Lemma 3 Let mˆ0, mˆ1 and σˆ2 be functions of µˆ0, µˆ1, and Σˆ such that
mˆ0 −m0(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1) a.s.−−→ 0
mˆ1 −m1(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1) a.s.−−→ 0
σˆ2 − σ2(µˆ0, µˆ1, Σˆ) a.s.−−→ 0
for n, p, and d growing subject to (a)-(g). Then by the continuous mapping theorem and other properties of almost-sure
convergence, we have that (20) and (21) hold with
εˆ = pˆi0Φ
(
mˆ0√
σˆ2
)
+ pˆi1Φ
(−mˆ1√
σˆ2
)
.
Thus, the problem breaks down into deriving the generalized consistent estimators mˆ0, mˆ1, and σˆ2. These are presented
in Theorem 6. Each G-estimator can be constructed out of the corresponding intermediate convergence result presented in
Theorem 1. This is fully detailed in the appendix.
Theorem 6 Let ζΣˆ(Σˆ) be the root of the monotonically decreasing function
f(x) = 1− 1
d
tr
{
Σˆ
(
Σˆ+
1
x
Ip
)−1}
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over x > 0. When the class-conditional data distribution means µ0, µ1 and the covariance Σ are all unknown, the G-estimators
of the class-conditional discriminant statistics m0(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1), m1(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1), and σ2(µˆ0, µˆ1, Σˆ) are given by
mˆ0 = −1
2
(µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0) +
1
n0
tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}
1− 1n tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1} + ln p˜i1p˜i0
mˆ1 =
1
2
(µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0)−
1
n1
tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}
1− 1n tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1} + ln p˜i1p˜i0
σˆ2 =
1 +
1
n tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}
1− 1n tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}

2
(µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
Σˆ
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0).
The G-estimator of error is then given by εˆ as defined in Lemma 3.
Proof: See Appendix B
IV. TUNING THE PROJECTION DIMENSION
The previous section derives a G-estimator of the RP-LDA infinite ensemble error. In this section, we show that the G-
estimator can be as good an estimate of the error of a finite ensemble as the conventional hold-out/testing error or cross-
validation estimates when varying the projection dimension d. This is demonstrated on synthetic data, generated in conformity
with the Gaussian assumptions, in Section IV-A, as well as on several real datasets, which do not necessarily conform to these
assumptions, in Section IV-B.
A. Synthetic Data
In this section, we generate all data points synthetically according to the distribution specified by (1). In addition, as in [27],
we employ stratified sampling, meaning that the data points making up the two classes C0 and C1 are sampled independently
of each other, and so n0 and n1 cannot be used to estimate their prior probabilities. We therefore assume the prior probabilities
are known and use them directly. The data is then generated such that n0n ≈ pi0 and n1n ≈ pi1.
We consider two cases, one where n > p so that Σˆ is already invertible and one where n < p so that Σˆ is singular. In the
first case, classification by LDA is possible, whereas in the second case, it is not. In either scenario, the G-estimator works
well to tune d, as we shall demonstrate.
For the first experiment, we generate n = 400 training points of dimension p = 200 having class-conditional data distribution
statistics
µ0 =
1
p1/4
[
1Td√pe 0
T
p−d√pe−2 2 2
]T
, (22)
µ1 = 0p, (23)
and
Σ =
10
p
1p1Tp + 0.1Ip. (24)
We want to estimate the error of an RP-LDA finite ensemble, with M = 100 and unknown statistics, trained on this data, over
a range of values of projection dimension d and to tune d accordingly.
To compute the error DE ε¯µˆ0,µˆ1,Σˆ for a given d, we use Theorem 5. The root of (15) is determined using the bisection
method over x > 0 with a tolerance of 10−6 as the stopping criterion. The quantity e˜ from the system of equations (18)
is computed using a fixed point iteration method with a tolerance of 10−6 as the stopping criterion. To compute the error
G-estimator εˆ for a given d, we use Theorem 6. The root of f(x) is determined using the bisection method over x > 0 with
a tolerance of 10−6 as the stopping criterion.
We also compute the testing error of the RP-LDA ensemble with M = 100 over an independently generated testing set
of 105 points. This serves as a benchmark for the accuracy of ε¯µˆ0,µˆ1,Σˆ and εˆ. As benchmarks for the performance of the
RP-LDA ensemble as a classifier, we compute the testing error of an LDA classifier under unknown statistics and an LDA
classifier under known statistics, which is the optimal Bayes error for this data, over the same testing set.
Figure 4 plots the aforementioned quantities against d varying from 1 up to rank(Σˆ) − 2 under the assumptions of equal
priors pi0 = pi1 = 0.5 and unequal priors pi0 = 0.7 and pi1 = 0.3, respectively. In both cases, ε¯µˆ0,µˆ1,Σˆ and εˆ follow the trend
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Fig. 4. The RP-LDA infinite ensemble error DE ε¯µˆ0,µˆ1,Σˆ, G-estimator εˆ, and empirical errors of RP-LDA M = 100, LDA with unknown statistics, and
LDA with known statistics over 105 testing points plotted against d for fixed p = 200 and n = 400. The left-hand figure has pi0 = pi1 = 0.5, while the
right-hand figure has pi0 = 0.7 and pi1 = 0.3.
of the RP-LDA ensemble testing error and either quantity can be used to reliably select the projection dimension d which
minimizes the testing error. In the case of equal priors, the testing error estimate points to an optimal projection dimension
of d = 46 for which the testing error is 0.0378, while ε¯µˆ0,µˆ1,Σˆ and εˆ point to an optimal projection dimension of d = 41
for which the testing error is 0.0415. According to the testing error, using the G-estimator to tune d would result in a loss
of 0.0037 in accuracy, but at a much lower computational cost. In the case of unequal priors, the testing error estimate and
ε¯µˆ0,µˆ1,Σˆ indicate an optimal projection dimension of d = 86 for which the testing error is 0.0372, while εˆ points to an optimal
projection dimension of d = 81 for which the testing error is 0.0375. According to the testing error, using the G-estimator to
tune d would result in a negligible loss of 3× 10−4 in accuracy.
Despite initially motivating a randomly projected variant of LDA by the small sample issue and the resulting singularity of
Σˆ, Figure 4 demonstrates that even when this is not an issue and LDA is possible, the RP-LDA ensemble may be a better
choice in terms of accuracy. Note that this is shown analytically for Σ = Ip in Corollary 4. Here we consider a general
covariance. In the case of equal priors, the RP-LDA ensemble has a lower misclassification rate than an LDA classifier trained
on the same data when d > 6. At the optimal d, the RP-LDA ensemble error is 0.0378 while the Bayes error is 0.0259, a
difference of 0.0119. In the case of unequal priors, the RP-LDA ensemble has a lower misclassification rate than an LDA
classifier trained on the same data when d > 36. At the optimal d, the RP-LDA ensemble error is 0.0372 while the Bayes
error is 0.0230, a difference of 0.0142. The conclusion here is that for Σˆ of full rank, an RP-LDA ensemble classifier can
outperform an LDA classifier under unknown statistics and can even approach the Bayes error if d is tuned properly.
For the second experiment in this section, we generate n = 200 training points of dimension p = 400 having the same
class-conditional distribution statistics (22), (23) and (24), as in the first simulation. For these problem dimensions, an LDA
classifier is not possible. We plot the error DE ε¯µˆ0,µˆ1,Σˆ, error G-estimator εˆ, and empirical error of an RP-LDA ensemble
classifier with M=100 over an independently generated set of 105 test points against d. This is shown in Figure 5 for d varying
from 1 up to rank(Σˆ)− 2 under the assumption of equal priors pi0 = pi1 = 0.5 and unequal priors pi0 = 0.7 and pi1 = 0.3.
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Fig. 5. The RP-LDA infinite ensemble error DE ε¯µˆ0,µˆ1,Σˆ, G-estimator εˆ, and empirical error of RP-LDA M = 100 over 10
5 testing points plotted against
d for fixed p = 400 and n = 200. The left-hand figure has pi0 = pi1 = 0.5, while the right-hand figure has pi0 = 0.7 and pi1 = 0.3.
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In both cases, ε¯µˆ0,µˆ1,Σˆ and εˆ follow the trend set by the testing error estimate. In the case of equal priors, the optimal d
according to the testing error would be d = 66 at an error of 0.0751. Using the G-estimator to tune d would result in a loss
of 0.0037 in accuracy at lower computational cost. In the case of unequal priors, the optimal d according to the testing error
would be d = 106 at an error of 0.0814. Using the G-estimator to tune d would result in a loss of 0.005 in accuracy.
These simulations demonstrate that for data distributed as (1), the RP-LDA infinite ensemble error G-estimator εˆ is sufficiently
accurate to tune d reliably when M is large enough. This is true whether n > p or n < p. The simulations also show that
selecting the projection dimension d properly can lead to better performance than LDA under unknown statistics and even
approaching that of the Bayes optimal classifier for such data. In the next section we show that these observations translate to
real datasets as well.
B. Real Data
In this set of experiments, we demonstrate the use of the G-estimator as a reliable estimate of the error of an RP-LDA finite
ensemble with M = 100 over several real datasets and show how this fact can be used to tune the projection dimension d. Our
benchmark is an averaged 10-fold cross-validation. The training data is randomly shuffled and then partitioned into 10 folds
by which a single 10-fold cross-validation estimate is produced. The data is then shuffled again and the process is repeated.
This is done 100 times, yielding 100 instances of the 10-fold cross-validation estimate. These are then averaged to produce
the final estimate. The objective of this procedure is to reduce the variance of the benchmark, although in practice a single
10-fold cross-validation estimate is used.
We first consider the phoneme dataset from [33]. It consists of a total of 4509 instances of digitized speech vectors of the
five phonemes ‘aa’, ‘ao’, ‘dcl’, ‘iy’, and ‘sh’, having 256 features each. We extracted all 1717 instances of the phonemes
‘ao’ and ‘aa’ (which are the closest in pronunciation) in order to construct a binary classification problem. We label ‘ao’ as
belonging to class C0 and ‘aa’ as belonging to class C1, with n0 = 1022 and n1 = 695.
For the first experiment on this dataset, we use all available data samples. The problem dimensions are p = 256, n = 1717,
n0 = 1022, and n1 = 695. We train an RP-LDA ensemble classifier with M = 100 as well as an LDA classifier on this
data. Figure 6 plots the G-estimate εˆ of RP-LDA infinite ensemble error, the averaged 10-fold cross-validation estimate of the
error of the RP-LDA ensemble with M = 100, and the averaged 10-fold cross-validation estimate of the error of LDA with
unknown statistics against d. As the cross-validation estimate is computed on a subset of the complete training set, it is the
bottleneck for how large d can be set without ΣˆRP becoming singular. We vary d from 1 up to the smallest rank minus 2
among the sample covariances resulting from cross-validation.
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Fig. 6. The RP-LDA infinite ensemble error G-estimator εˆ and the averaged 10-fold cross-validation estimates of the errors of RP-LDA M = 100 and LDA
plotted against d for phoneme data with p = 256, n = 1717, n0 = 1022, and n1 = 695.
Figure 6 shows that for this dataset, εˆ follows the trend of the averaged 10-fold cross-validation estimate with d. Both εˆ and
the cross-validation estimate indicate an optimal d of 86. Additionally, according to the cross-validation estimate, the RP-LDA
ensemble with M = 100 outperforms LDA over the range 61 < d < 116.
Next we consider a case where n < p. We construct such a dataset by extracting 64 samples of the phoneme ‘ao’ and 64
samples of the phoneme ‘aa’. The problem dimensions are p = 256, n = 128, n0 = 64, and n1 = 64. Figure 7 plots the
G-estimate εˆ of RP-LDA infinite ensemble error and the averaged 10-fold cross-validation estimate of the error of the RP-LDA
ensemble with M = 100 against d.
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Fig. 7. The RP-LDA infinite ensemble error G-estimator εˆ and the averaged 10-fold cross-validation estimate of the error of RP-LDA M = 100 plotted
against d for phoneme data with p = 256, n = 128, n0 = 64, and n1 = 64.
Once again, εˆ follows the trend of the cross-validation estimate. The cross-validation estimate points to an optimum of
d = 19 at an error of 0.1590, while εˆ points to an optimum of d = 27 at which the cross-validation estimate of error is 0.1630.
Using the G-estimator to tune d, we incur a loss in accuracy of 0.004, but at a much reduced computational cost.
The next dataset we consider is [34] which consists of 76 samples of 689 features extracted from colonoscopic videos of
gastrointestinal lesions. The lesions are either benign or malignant, with 21 occurrences of benign lesions and 55 occurrences
of malignant lesions. There are actually two separate datasets: one in which the videos are recorded under white light and the
other under narrow band imaging. We make use of the former. We sort benign lesions into class C0 and malignant lesions into
class C1. The problem dimensions are p = 689, n = 76, n0 = 21, and n1 = 55. Figure 8 plots the G-estimate εˆ of RP-LDA
infinite ensemble error and the averaged 10-fold cross-validation estimate of the error of the RP-LDA ensemble with M = 100
against d.
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Fig. 8. The RP-LDA infinite ensemble error G-estimator εˆ and the averaged 10-fold cross-validation estimate of the error of RP-LDA M = 100 plotted
against d for gastrointestinal lesion data with p = 689, n = 76, n0 = 21, and n1 = 55.
The G-estimator εˆ follows the trend of the cross-validation estimate and also agrees on the optimal d = 5 at which the
cross-validation estimate of error is 0.1405.
The final dataset we examine is [35]. It is a set of 102 microarrays consisting of 6032 gene expressions each, corresponding
to 52 men who have prostate cancer and 50 men who do not have prostate cancer. We sort microarrays corresponding to healthy
men into class C0 and microarrays corresponding to men who have prostate cancer into class C1. The problem dimensions
are p = 6032, n = 102, n0 = 50, and n1 = 52. Figure 9 plots the G-estimate εˆ of RP-LDA infinite ensemble error and the
averaged 10-fold cross-validation estimate of the error of the RP-LDA ensemble with M = 100 against d. The G-estimator εˆ
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Fig. 9. The RP-LDA infinite ensemble error G-estimator εˆ and the averaged 10-fold cross-validation estimate of the error of RP-LDA M = 100 plotted
against d for prostate data with p = 6032, n = 102, n0 = 50, and n1 = 52.
follows the trend of the cross-validation estimate and also agrees on the optimal d = 14 for which the cross-validation estimate
of error is 0.3217.
The above set of experiments show that the G-estimator εˆ can be relied on to tune the projection dimension d in practical
scenarios where datasets do not necessarily conform to the Gaussian assumptions under which εˆ was derived. They also show
that the RP-LDA ensemble can outperform LDA with unknown statistics (when n > p) if d is tuned properly.
V. CONCLUSION
In conclusion, we have conducted an asymptotic analysis of a classifier composed of an ensemble of randomly projected
linear discriminants. This computationally inexpensive classifier was first introduced in [1] where it was shown to be competitive
with the state-of-the-art SVM. It was also shown that the classifier’s accuracy is sensitive to the projection dimension setting.
This creates a need for a reliable and computationally inexpensive estimator of the classifier error in order to be able to tune
the projection dimension correctly.
Through asymptotic analysis of the RP-LDA ensemble classifier, we constructed a G-estimator of the classification error
under a growth regime in which the data dimensions and projection dimension are assumed to grow at constant rates to each
other. We demonstrated that the G-estimate is sufficiently accurate to reliably tune the projection dimension of a classifier
trained on a given dataset with the goal of achieving the optimal misclassification rate. This provides an alternative to more
computationally costly estimators such as cross-validation. We also showed that the Gaussian assumptions under which the
G-estimator is derived are not too restrictive, as the estimate works well on several real datasets in addition to synthetic datasets.
In the process of deriving the G-estimator, we derived an asymptotic misclassification probability. This showed that the RP-
LDA ensemble classifier behaves as a special case of an RLDA classifier, with the regularization parameter being a function
of the projection dimension. This result indicates that an RP-LDA ensemble classifier cannot outperform an RLDA classifier
for which the regularization parameter has been properly tuned. We also derived other asymptotic errors under different
cases of known and unknown statistics. Assuming equal priors and isotropic population covariance, we obtained closed form
expressions for these quantities. We compared these with existing analogous expressions for LDA and RP-LDA. Most notably,
the results suggest that when the statistics are completely known, the RP-LDA ensemble classifier matches the performance
of LDA with known statistics, which is the optimal classifier when the data is Gaussian. Furthermore, when the covariance
is unknown, the RP-LDA ensemble classifier performance can actually be improved over LDA under identical conditions by
setting d appropriately. When the means are unknown and the covariance is known, the RP-LDA ensemble classifier offers no
additional performance advantage over LDA under this setting besides lower computational cost due to working with reduced
data dimensions.
APPENDIX A
DERIVATION OF DETERMINISTIC EQUIVALENTS
A. Preliminaries
Regardless of the values taken by the parameters µ˜0, µ˜1,Σ˜, p˜i0 and p˜i1, the class-conditional discriminant statistics in (4),
(5), and (6) are random in the projection matrix R. Thus, the first step in deriving DEs of these quantities, is to derive the
DEs with respect to R, that is, with conditioning on the parameters µ˜0, µ˜1,Σ˜, p˜i0 and p˜i1. This first stage yields the result
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of Theorem 1. From there, the various combinations of known and unknown statistics can be substituted for the parameters,
and further work done to obtain DEs with respect to the training set T , where applicable. The class-conditional discriminant
statistics’ DEs with respect to the random projection are derived in the first subsection of this appendix via Lemma 4 (to be
presented in what follows). With the help of this result, the later subsections deal with the proofs of each of the special cases
stated in Theorems 2 to 5.
Lemma 4 Let a and b be p × 1 vectors, independent of R, and γ > 0. If lim sup ‖a‖2 < ∞ and lim sup ‖b‖2 < ∞, then
under assumptions (c), (d), and (f)
aT
(
ER
[
RT
(
RΣ˜RT + γIp
)−1
R
]
−
(
Σ˜+
1
δ(Σ˜)
Ip
)−1)
b a.s.−−→ 0
where δ(Σ˜) satisfies the system of equations given by
δ(Σ˜) =
1
γ
(
1 + pd δ˜(Σ˜)
)
δ˜(Σ˜) =
1
γ
1
p
tr
{
D˜
(
Ip + δ(Σ˜)D˜
)−1}
Proof: Letting R = [r1 · · · rp], Σ˜ be eigendecomposed as Σ˜ = U˜D˜U˜T , and noting that RU˜ has the same distribution as R
since orthogonal transformation preserves the Gaussian distribution,
aTER
[
RT (RΣ˜RT + γIp)−1R
]
b = ER
[
aTRT (RΣ˜RT + γIp)−1Rb
]
= ER
[
aT U˜U˜
T
RT (RU˜D˜U˜
T
RT + γIp)RU˜U˜
T
b
]
= ER
[
aT U˜RT (RD˜RT + γIp)RU˜
T
b
]
= ER
∑
i,j
[
U˜
T
a
]
i
[
U˜
T
b
]
j
rTi (RD˜R
T + γIp)−1rj
 (25)
Equation (25) can be expressed as a sum of summations over indices i = j and i 6= j. The latter term
ER
[∑
i 6=j
[
U˜
T
a
]
i
[
U˜
T
b
]
j
rTi (RD˜R
T + γIp)−1rj
]
converges almost surely to zero and so we have
aTER
[
RT (RΣ˜RT + γIp)−1R
]
b  ER
[∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
rTi (RD˜R
T + γIp)−1ri
]
(26)
The proof of ER
[∑
i 6=j
[
U˜
T
a
]
i
[
U˜
T
b
]
j
rTi (RD˜R
T + γIp)−1rj
]
a.s.−−→ 0 is omitted but can be shown using techniques similar
to those used to develop the asymptotic expression in (26) in what follows.
Letting d˜k denote the kth entry of D˜ and by making use of the matrix inversion lemma (see [36]),
rTi (RD˜R
T + γIp)−1ri = rTi
(
p∑
k=1
d˜krkrkT + γIp
)−1
ri
=
rTi
(∑
k 6=i d˜krkrk
T + γIp
)−1
ri
1 + d˜irTi
(∑
k 6=i d˜krkrkT + γIp
)−1
ri
(27)
Letting αi := rTi
(∑
k 6=i d˜krkrk
T + γIp
)−1
ri and substituting (27) into the asymptotic expression in (26),
ER
[∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
rTi (RD˜R
T + γIp)−1ri
]
=
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
αi
1 + d˜iαi
]
=
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
αi
1 + d˜iEri [αi]
]
+ 
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where Eri [·] is with respect to ri conditioned on the rest of the columns of R and
 =
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
αi
1 + d˜iαi
]
−
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
αi
1 + d˜iEri [αi]
]
=
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
d˜iαi(Eri [αi]− αi)
(1 + d˜iαi)(1 + d˜iEri [αi])
]
Here we have substituted αi in the denominator by its expectation. The error in doing so is . We can show that  converges
almost surely to zero by bounding it by a decaying function of d. First bound  as follows, using the fact that αi > 0 and
d˜i ≥ 0 in the second line
|| ≤
∑
i
∣∣∣[U˜T a]
i
∣∣∣ ∣∣∣[U˜Tb]
i
∣∣∣ ∣∣∣∣∣ER
[
d˜iαi(Eri [αi]− αi)
(1 + d˜iαi)(1 + d˜iEri [αi])
]∣∣∣∣∣
≤
∑
i
∣∣∣[U˜T a]
i
∣∣∣ ∣∣∣[U˜Tb]
i
∣∣∣ER [|d˜iαi| |Eri [αi]− αi|]
By expressing ER
[
|d˜iαi||Eri [αi]− αi|
]
= ER
[
Eri
[
|d˜iαi||Eri [αi]− αi|
]]
and then applying the Cauchy-Schwarz inequality
to the inner expectation, we have
|| ≤
∑
i
∣∣∣[U˜T a]
i
∣∣∣ ∣∣∣[U˜Tb]
i
∣∣∣ER [√Eri [(d˜iαi)2]√Eri [(Eri [αi]− αi)2]] (28)
Consider Eri [(Eri [αi]− αi)2] first. Using the fact that Eri
[
rirTi
]
= 1d Ip, it can be shown that Eri [αi] =
1
d tr
{(∑
k 6=i d˜krkrk
T + γIp
)−1}
.
Applying the preliminary trace lemma (see [36]) to Eri [(Eri [αi]− αi)2], we have
Eri [(Eri [αi]− αi)2] ≤
C
d
where C is a constant. The bound on  in (28) then simplifies to
|| ≤ C
′
√
d
∑
i
∣∣∣[U˜T a]
i
∣∣∣ ∣∣∣[U˜Tb]
i
∣∣∣ER [√Eri [α2i ]]
where C ′ is a constant which incorporates the largest d˜i into the constant C. Now moving onto the term ER
[√
Eri [α2i ]
]
and
recalling that αi = rTi
(∑
k 6=i d˜krkrk
T + γIp
)−1
ri we have
ER
[√
Eri [α2i ]
]
≤
√
ER [Eri [α2i ]]
=
√
ER [α2i ]
≤
√√√√√√ER

∥∥∥∥∥∥∥
∑
k 6=i
d˜krkrkT + γIp
−1
∥∥∥∥∥∥∥
2
2
ER[||ri||42] (29)
where the first line uses Jensen’s inequality and the last line uses the Cauchy-Schwarz inequality, the subordinance property
of matrix norms, and finally the fact that(∑
k 6=i d˜krkrk
T + γIp
)−1
and ri are independent, in that order. It can be shown that∥∥∥∥∥∥∥
∑
k 6=i
d˜krkrkT + γIp
−1
∥∥∥∥∥∥∥
2
2
≤ 1
γ2
so that the term ER
[∥∥∥∥(∑k 6=i d˜krkrkT + γIp)−1∥∥∥∥2
2
]
in (29) bounded. The term ER[||ri||42] is also bounded because all moments
of a Gaussian vector are bounded. We now have
|ε| < C
′′
√
d
∑
i
∣∣∣[U˜T a]
i
∣∣∣ ∣∣∣[U˜Tb]
i
∣∣∣ ≤ C ′′√
d
∥∥∥U˜T a∥∥∥
2
∥∥∥U˜Tb∥∥∥
2
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where C ′′ is yet another constant and the second line follows by the Cauchy-Schwarz inequality. Since U˜ is an orthogonal
matrix, ||U˜||2 = 1, and therefore if lim sup
p
||a||2 < ∞ and lim sup
p
||b||2 < ∞ are satisfied then both
∥∥∥U˜T a∥∥∥
2
≤ ∥∥U˜∥∥
2
‖a‖2
and
∥∥∥U˜Tb∥∥∥
2
≤ ∥∥U˜∥∥
2
‖b‖2 are bounded and we can claim, where K is a constant,
|ε| ≤ K√
d
that is, ε is almost-surely bounded by zero.
By showing that  a.s−→ 0, we have
ER
[∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
rTi (RD˜R
T + γIp)−1ri
]

∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
αi
1 + d˜iEri [αi]
]
In conjunction with (26), this yields
aTER
[
RT (RΣ˜RT + γIp)−1R
]
b 
∑
i
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U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
αi
1 + d˜iEri [αi]
]
(30)
We further develop the asymptotic expression in (30) as follows∑
i
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T
a
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i
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b
]
i
ER
[
αi
1 + d˜iEri [αi]
]
=
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
Eri
[
αi
1 + d˜iEri [αi]
]]
=
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
Eri [αi]
1 + d˜iEri [αi]
]
=
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER

1
d tr
{(∑
k 6=i d˜krkrk
T + γIp
)−1}
1 + d˜i
1
d tr
{(∑
k 6=i d˜krkrkT + γIp
)−1}

By applying the rank-one perturbation lemma (see [36]), the continuous mapping theorem, and the bounded convergence
theorem, it can be shown that
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER

1
d tr
{(∑
k 6=i d˜krkrk
T + γIp
)−1}
1 + d˜i
1
d tr
{(∑
k 6=i d˜krkrkT + γIp
)−1}


∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
 1d tr
{(
RD˜RT + γIp
)−1}
1 + d˜i
1
d tr
{(
RD˜RT + γIp
)−1}

The error in substituting 1d tr
{(
RD˜RT + γIp
)−1}
in the denominator by its expectation can be shown to converge almost
surely to zero by a similar derivation to the preceding one and so we have
∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
 1d tr
{(
RD˜RT + γIp
)−1}
1 + d˜i
1
d tr
{(
RD˜RT + γIp
)−1}


∑
i
[
U˜
T
a
]
i
[
U˜
T
b
]
i
ER
[
1
d tr
{(
RD˜RT + γIp
)−1}]
1 + d˜iER
[
1
d tr
{(
RD˜RT + γIp
)−1}]
= aT U˜
D˜ + 1
ER
[
1
d tr
{(
RD˜RT + γIp
)−1}] Ip
−1 U˜Tb
= aT
Σ˜+ 1
ER
[
1
d tr
{(
RD˜RT + γIp
)−1}] Ip
−1 b (31)
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It follows from (30)-(31) that
aTER
[
RT (RΣ˜RT + γIp)−1R
]
b  aT
Σ˜+ 1
ER
[
1
d tr
{(
RD˜RT + γIp
)−1}] Ip
−1 b (32)
Now it remains to find the deterministic equivalent of ER
[
1
d tr
{(
RD˜RT + γIp
)−1}]
which can then be substituted directly into
the asymptotic expression in (32) by the continuous mapping theorem. By applying the result for the deterministic equivalent
of the trace of the resolvent of a matrix with separable variance profile in [37], we have
1
d
tr
{(
RD˜RT + γIp
)−1}  δ(Σ˜)
where δ(Σ˜) satisfies
δ(Σ˜) =
1
γ + 1d tr
{
D˜
(
Ip + δ(Σ˜)D˜
)−1}
assuming that lim sup
p
‖Σ‖2 <∞. Since 1d tr
{(
RD˜RT + γIp
)−1} ≤ 1γ , then by the bounded convergence theorem we have
ER
[
1
d
tr
{(
RD˜RT + γIp
)−1}]  ER [δ(Σ˜)] = δ(Σ˜)
therefore
aT
Σ˜+ 1
ER
[
1
d tr
{(
RD˜RT + γIp
)−1}] Ip
−1 b  aT (Σ˜+ 1
δ(Σ˜)
Ip
)−1
b (33)
and Lemma 4 follows from (32) and (33).
B. Proof of Theorem 1
To begin with, we derive the following intermediate convergence relations
(µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
](
µ0 − µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
 (µ˜1 − µ˜0)T
(
Σ˜+
1
δ(Σ˜)
Ip
)−1(
µ0 − µ˜0 + µ˜1
2
)
+ ln
pi1
pi0
(µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
](
µ1 − µ˜0 + µ˜1
2
)
+ ln
p˜i1
p˜i0
 (µ˜1 − µ˜0)T
(
Σ˜+
1
δ(Σ˜)
Ip
)−1(
µ1 − µ˜0 + µ˜1
2
)
+ ln
pi1
pi0
(µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
]
ΣER
[
RT (RΣ˜RT + γIp)−1R
]
(µ˜1 − µ˜0)
 (µ˜1 − µ˜0)T
(
Σ˜+
1
δ(Σ˜)
Ip
)−1
Σ
(
Σ˜+
1
δ(Σ˜)
Ip
)−1
(µ˜1 − µ˜0)
where the first relation corresponds to (4), the second to (5), and the final relation to (6). For the initial result concerning (4),
we have for the term ln p˜i1p˜i0 the convergence ln
p˜i1
p˜i0
a.s.−−→ lnpi1pi0 . The asymptotic expression for the remaining term can be obtained
by first inserting γIp to match Lemma 4, resulting in the expression
(µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
](
µ0 − µ˜0 + µ˜1
2
)
This is followed by a direct application of the result in Lemma 4 with a = (µ˜1− µ˜0) and b =
(
µ0 − µ˜0+µ˜12
)
. The designated
a and b vectors are bounded under assumption (e). The initial result concerning (5) can be obtained in the same way.
The initial result concerning (6) can be obtained in a similar fashion by first adding in the γIp term to both expectations
yielding the expression
(µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
]
ΣER
[
RT (RΣ˜RT + γIp)−1R
]
(µ˜1 − µ˜0)
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This is followed by successive applications of Lemma 4. In the first stage,
a = (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
]
Σ and b = (µ˜1 − µ˜0). After applying Lemma 4, we obtain
(µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
]
ΣER
[
RT (RΣ˜RT + γIp)−1R
]
(µ˜1 − µ˜0)
 (µ˜1 − µ˜0)TER
[
RT (RΣ˜RT + γIp)−1R
]
Σ
(
Σ˜+
1
δ(Σ˜)
Ip
)−1
(µ˜1 − µ˜0)
In the second stage, a = (µ˜1 − µ˜0) and b = Σ
(
Σ˜+ 1
δ(Σ˜)
Ip
)−1
(µ˜1 − µ˜0). The designated a and b vectors at each stage are
bounded under assumptions (e) and (f). To recover the intermediate convergence relations involving (4), (5), and (6), we take
the limit as γ → 0. For the limits of the left-hand side of each of the relations to be defined, we introduce condition (g) of
the growth regime, lim inf
p
λmin (Σ) > 0. This ensures that every member of the sequence lim
γ→0
RΣ˜RT + γIp is nonsingular.
The right-hand side convergence results hold for γ > 0. Since RΣ˜RT is nonsingular and its smallest eigenvalue is bounded
uniformly away from zero, the convergence still holds for γ in an open set containing zero. We now have the following
convergence relations
m0(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− (µ˜1 − µ˜0)T
Σ˜+ 1
lim
γ→0
δ(Σ˜)
Ip
−1(µ0 − µ˜0 + µ˜1
2
)
− lnpi1
pi0
a.s.−−→ 0 (34)
m1(µ˜0, µ˜1, Σ˜, p˜i0, p˜i1)− (µ˜1 − µ˜0)T
Σ˜+ 1
lim
γ→0
δ(Σ˜)
Ip
−1(µ1 − µ˜0 + µ˜1
2
)
− lnpi1
pi0
a.s.−−→ 0 (35)
σ2(µ˜0, µ˜1, Σ˜)− (µ˜1 − µ˜0)T
Σ˜+ 1
lim
γ→0
δ(Σ˜)
Ip
−1Σ
Σ˜+ 1
lim
γ→0
δ(Σ˜)
Ip
−1 (µ˜1 − µ˜0) a.s.−−→ 0 (36)
What remains to be determined is the term lim
γ→0
δ(Σ˜) as a function of the true covariance Σ for each of the cases Σ˜ = Σ and
Σ˜ = Σˆ.
1) Known covariance: First consider the case Σ˜ = Σ. Using the definitions of δ(Σ) and δ˜(Σ) in Lemma 4 and the
eigendecomposition of Σ as Σ = VDΣVT , we obtain
δ(Σ) =
1
γ + 1d tr
{
DΣ (δ(Σ)DΣ + Ip)
−1
}
Taking lim
γ→0
of both sides and rearranging, we obtain
1− 1
d
tr
DΣ
DΣ + 1
lim
γ→0
δ(Σ)
Ip
−1
 = 0 (37)
The sequence δ(Σ) can be shown to be bounded for γ ∈ [0,∞). As a result, the sequence lim
γ→0
δ(Σ) is also bounded. By the
Bolzano-Weierstrass theorem, there exists a convergent subsequence of lim
γ→0
δ(Σ). Additionally, any subsequence of lim
γ→0
δ(Σ)
and its limit, if it exists, should satisfy (37). Based on (37), define the polynomial g(x) as
g(x) = 1− 1
d
tr
{
DΣ
(
DΣ +
1
x
Ip
)−1}
= 1− 1
d
p∑
i=1
λi(Σ)
λi(Σ) +
1
x
where λi(Σ) is the ith eigenvalue of Σ. We observe that g(x) is a monotonically decreasing function of x, lim
x→0
g(x) = 1, and
lim
x→∞ g(x) = 1−
p
d . If p > d so that 1− pd is negative, then g(x) has a unique root over x > 0. This is ensured by condition
(c) of the growth regime. Since every subsequence of lim
γ→0
δ(Σ) satisfies g(x), every subsequence converges to the unique root
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of g(x). Thus the limit of the sequence lim
γ→0
δ(Σ) is the root of g(x) over x > 0. We denote this root by ζΣ(Σ), where the
subscript Σ indicates that Σ˜ = Σ. We can express g(x) in terms of Σ by the multiplication
1− 1
d
tr
{
VTVDΣVTV
(
DΣ +
1
x
Ip
)−1}
after which the cyclic property of the trace results in
1− 1
d
tr
{
Σ
(
Σ+
1
x
Ip
)−1}
so that we obtain the alternate form of g(x) in (12).
2) Unknown covariance: Now consider the case Σ˜ = Σˆ. We must derive lim
γ→0
δ(Σˆ) in such a way that it no longer
depends on Σˆ and instead depends on the true covariance Σ. Using the definitions of δ(Σˆ) and δ˜(Σˆ) in Lemma 4 and the
eigendecomposition of Σˆ as Σ = UDUT , we obtain
δ(Σˆ) =
1
γ + 1d tr
{
D
(
δ(Σˆ)D + Ip
)−1}
Taking lim
γ→0
of both sides and rearranging results in
1− 1
d
tr
D
D + 1
lim
γ→0
δ(Σˆ)
Ip
−1
 = 0
The second term can be further manipulated as
1
d
tr
D
D + 1
lim
γ→0
δ(Σˆ)
Ip
−1
 = 1d tr
UTUDUTU
D + 1
lim
γ→0
δ(Σˆ)
Ip
−1

=
1
d
tr
Σˆ
Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip
−1

=
1
d
tr

Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip − 1
lim
γ→0
δ(Σˆ)
Ip
Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip
−1

=
p
d
− 1
lim
γ→0
δ(Σˆ)
1
d
tr

Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip
−1

Now we must deal with the randomness coming from the sample covariance. The sample covariance Σˆ can be expressed
exactly as Σˆ = 1n−2Σ
1/2Y¯Y¯TΣ1/2 for some Y¯ ∈ Rp×(n−2) which has i.i.d. columns distributed as N (0, Ip). To do this, first
it can be shown that
Σˆ =
1
n− 2Σ
1/2Y0
(
In0 −
1n01
T
n0
n0
)
YT0Σ
1/2 +
1
n− 2Σ
1/2Y1
(
In1 −
1n11
T
n1
n1
)
YT1Σ
1/2
for some Y0 ∈ Rp×n0 such that X0 = µ01Tn0 +Σ1/2Y0 and some Y1 ∈ Rp×n1 such that X1 = µ11Tn1 +Σ1/2Y1. The columns
of both Y0 and Y1 are distributed as N (0, Ip). Since the terms 1n01
T
n0
n0
and
1n11
T
n1
n1
each have one eigenvalue which is equal to
1 in both cases, their eigendecompositions can be represented as
1n01
T
n0
n0
= U0

1
0
. . .
0
UT0 and 1n11
T
n1
n1
= U1

1
0
. . .
0
UT1 (38)
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where U0 and U1 have as their first columns the vectors
1n0√
n0
and 1n1√n1 respectively. By using these same bases to eigende-
compose In0 and In1 in (38), we obtain
Σˆ =
1
n− 2Σ
1/2Y0U0

0
1
. . .
1
UT0 YT0Σ1/2 + 1n− 2Σ1/2Y1U1

0
1
. . .
1
UT1 YT1Σ1/2
∼ 1
n− 2Σ
1/2Y0

0
1
. . .
1
YT0Σ1/2 + 1n− 2Σ1/2Y1

0
1
. . .
1
UT1 YT1Σ1/2
=
1
n− 2Σ
1/2
[
Y¯0 Y¯1
] [Y¯T0
Y¯T1
]
Σ1/2
where Y¯T0 ∈ Rp×(n0−1) is the submatrix of Y0 obtained by removing its first column and Y¯T1 ∈ Rp×(n1−1) is the submatrix of
Y1 obtained by removing its first column. Denoting Y¯ =
[
Y¯0 Y¯1
]
, we obtain Σˆ = 1n−2Σ
1/2Y¯Y¯TΣ1/2 where Y¯ ∈ Rp×(n−2)
has i.i.d. columns distributed as N (0, Ip).
By substituting 1n−2Σ
1/2Y¯Y¯TΣ1/2 for Σˆ and making use of the eigendecomposition Σ = VDΣVT along with the cyclic
property of the trace, we obtain
1− p
d
+
1
lim
γ→0
δ(Σˆ)
1
d
tr

 1
n− 2D
1/2
Σ WW
TD1/2Σ +
1
lim
γ→0
δ(Σˆ)
Ip
−1
 = 0 (39)
where W = VT Y¯ ∈ Rp×(n−2) also has i.i.d columns distributed as N (0, I). Equation (39) involves the normalized trace of
the resolvent of the matrix 1n−2D
1/2
Σ WW
TD1/2Σ with separable variance profile. We can apply the result in [37] to obtain its
deterministic equivalent. Applying this result, we have
1− p
d
+
1
d
tr
{
(Ip + e˜DΣ)
−1
}
 0 (40)
where
e = lim
γ→0
δ(Σˆ)
1
n
tr
{
Σ (e˜Σ+ Ip)
−1
}
e˜ =
lim
γ→0
δ(Σˆ)
1 + e
(41)
We will solve for e˜ using (40) and then use the system of equations (41) to solve for the limit of lim
γ→0
δ(Σˆ) following the
same argument in Section A-B1.
Equation (40) suggests that asymptotically e˜ is the root of the polynomial
h(x) = 1− p
d
+
1
d
tr
{
(xDΣ + Ip)
−1
}
= 1− p
d
+
1
d
p∑
i=1
1
1 + xλi (Σ)
(42)
which is monotonically decreasing. As x→ 0, h(x) tends to 1 and as x→∞, h(x) tends to 1− pd , which is negative when
p > d, condition (c) of the growth regime. Thus h(x) has a unique root e˜ over x > 0 which we denote x∗ in Theorem 3. To
prove that e˜  x∗, first subtract (40) from (42) at its root to obtain the relation
1
d
p∑
i=1
1
1 + x∗λi(Σ)
− 1
d
p∑
i=1
1
1 + e˜λi(Σ)
 0
which can be rewritten as
(e˜− x∗)1
d
p∑
i=1
λi(Σ)
1 + x∗λi(Σ) + e˜λi(Σ) + x∗e˜λ2i (Σ)
 0 (43)
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The sum can be bounded from below as
1
d
p∑
i=1
λi(Σ)
1 + x∗λi(Σ) + e˜λi(Σ) + x∗e˜λi(Σ)
≥ p
d
λmin(Σ)
1 + x∗λmax(Σ) + e˜λmax(Σ) + x∗e˜λ2max(Σ)
> 0
Therefore (43) implies e˜  x∗. Multiplication by VTV puts h(x) in terms of Σ as presented in Theorem 3. Using (41) to
solve for the limit of lim
γ→0
δ(Σˆ) in terms of e˜ which we denote by ζΣˆ(Σ), we obtain
ζΣˆ(Σ) =
x∗
1− x∗ 1n tr
{
Σ (x∗Σ+ Ip)
−1
}
where lim
γ→0
δ(Σˆ)  ζΣˆ(Σ) follows by a similar argument to that in Section A-B1 using the Bolzano-Weierstrass theorem.
C. Proof of Theorem 2
By setting µ˜0 = µ0, µ˜1 = µ1,and Σ˜ = Σ in Theorem 1, we directly obtain the expressions for the DEs stated in Theorem
2. The corresponding error DE ε¯µ0,µ1,Σ follows directly from Lemma 2.
D. Proof of Theorem 3
By setting µ˜0 = µˆ0, µ˜1 = µˆ1, and Σ˜ = Σ in Theorem 1, we obtain the following intermediate convergence relations with
respect to R
m0(µˆ0, µˆ1,Σ, p˜i0, p˜i1)− (µˆ1 − µˆ0)T
(
Σ+
1
ζΣ(Σ)
Ip
)−1(
µ0 − µˆ0 + µˆ1
2
)
− lnpi1
pi0
a.s.−−→ 0
m1(µˆ0, µˆ1,Σ, p˜i0, p˜i1)− (µˆ1 − µˆ0)T
(
Σ+
1
ζΣ(Σ)
Ip
)−1(
µ1 − µˆ0 + µˆ1
2
)
− lnpi1
pi0
a.s.−−→ 0
σ2(µˆ0, µˆ1,Σ)− (µˆ1 − µˆ0)T
(
Σ+
1
ζΣ(Σ)
Ip
)−1
Σ
(
Σ+
1
ζΣ(Σ)
Ip
)−1
(µˆ1 − µˆ0) a.s.−−→ 0
The randomness in µˆ0 and µˆ1 can be expressed through random matrices Z0 ∈ Rp×n0 and Z1 ∈ Rp×n1 respectively, each
defined as having i.i.d. Gaussian zero-mean and unit variance entries,
µˆ0 = µ0 +
Σ1/2Z01
n0
µˆ1 = µ1 +
Σ1/2Z11
n1
where Z01n0 ∼ N
(
0p, 1n0 Ip
)
and Z11n1 ∼ N
(
0p, 1n1 Ip
)
. Substituting these into each of the convergence relations above and
taking the expectation over Z01 and Z11 for each yields the deterministic equivalents m¯0,µˆ0,µˆ1,Σ, m¯1,µˆ0,µˆ1,Σ, and σ¯2µˆ0,µˆ1,Σ
respectively. The corresponding error DE ε¯µˆ0,µˆ1,Σ follows directly from Lemma 2.
E. Proof of Theorem 4
By setting µ˜0 = µ0, µ˜1 = µ1, and Σ˜ = Σˆ in Theorem 1, we obtain the following intermediate convergence relations with
respect to R
m0(µ0,µ1, Σˆ, p˜i0, p˜i1)− (µ1 − µ0)T
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1(
µ0 − µ0 + µ1
2
)
− lnpi1
pi0
a.s.−−→ 0
m1(µ0,µ1, Σˆ, p˜i0, p˜i1)− (µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1(
µ1 − µ0 + µ1
2
)
− lnpi1
pi0
a.s.−−→ 0
σ2(µ0,µ1, Σˆ)− (µ1 − µ0)T
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1
Σ
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1
(µ1 − µ0) a.s.−−→ 0
We deal with the random Σˆ that occurs in the intermediate convergence relations using standard random matrix theory results.
For the first two relations, substituting 1nD
1/2
Σ WW
TD1/2Σ (as defined in Section A-B2) for the sample covariance will result in
the same resolvent to which the results in [37] can be applied to obtain the final forms in Theorem 4. The same can be done for
the third relation, except that the expression involves a double resolvent. Applying the result in [38] for deterministic equivalents
of double resolvents leads to the final form presented in Theorem 4. The double resolvent introduces the multiplicative factor
κ. The error DE ε¯µ0,µ1,Σˆ then follows directly from Lemma 2.
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F. Proof of Theorem 5
By setting µ˜0 = µˆ0, µ˜1 = µˆ1, and Σ˜ = Σˆ in Theorem 1, we obtain the following intermediate convergence relations with
respect to R
m0(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1)− (µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1(
µ0 − µˆ0 + µˆ1
2
)
− lnpi1
pi0
a.s.−−→ 0
m1(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1)− (µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1(
µ1 − µˆ0 + µˆ1
2
)
− lnpi1
pi0
a.s.−−→ 0
σ2(µˆ0, µˆ1, Σˆ)− (µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1
Σ
(
Σˆ+
1
ζΣˆ(Σ)
Ip
)−1
(µˆ1 − µˆ0) a.s.−−→ 0
The sample means in each of the intermediate convergence expressions can be substituted by
µˆ0 = µ0 +
Σ1/2Z01
n0
µˆ1 = µ1 +
Σ1/2Z11
n1
and the expectation over Z01 and Z11 taken as in Section A-D. By using the fact that Z01 and Z11 are independent of Σˆ,
this step results in the same expressions as in Theorem 3 except that they contain the sample covariance instead of the true
covariance. To these expressions, we then apply the same steps as in Section A-E to remove the randomness coming from Σˆ.
This yields the final DEs for the class-conditional discriminant statistics presented in Theorem 5. The error DE ε¯µˆ0,µˆ1,Σˆ then
follows directly from Lemma 2.
APPENDIX B
PROOF OF THEOREM 6
To construct εˆ, we construct the G-estimators mˆ0, mˆ1, and σˆ2 as outlined in Section III-B2, Lemma 2. To do this, we make
use of the intermediate covergence relations for each of the discriminant statistics with respect to the random projection given
by (34), (35), and (36) in Section A-B. These converge to their respective DEs. These are convenient to work with because
the expectation term involving R has already been dealt with, but at the same time, the sample statistics are still intact. We
manipulate these intermediate expressions so that they are functions of the sample statistics only. Section B-A and Section
B-B present the derivations of the G-estimators of the class-conditional discriminant means and variance respectively.
A. G-estimator of the class-conditional discriminant means
To derive the G-estimator mˆ0 of m0(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1), we make use of (34) with µ˜0 = µˆ0, µ˜1 = µˆ1, and Σ˜ = Σˆ, which
is an intermediate stage within the convergence from m0(µˆ0, µˆ1, Σˆ, p˜i0, p˜i1) to m¯0,µˆ0,µˆ1,Σˆ and so satisfies
(µˆ1 − µˆ0)T
Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip
−1(µ0 − µˆ0 + µˆ1
2
)
+ ln
pi1
pi0
− m¯0,µˆ0,µˆ1,Σˆ
a.s.−−→ 0
First, we derive the quantity lim
γ→0
δ(Σˆ) in terms of the sample covariance.
Using the definitions of δ(Σˆ) and δ˜(Σˆ) in Lemma 4 and the eigendecomposition of Σˆ as Σˆ = UDUT , we obtain
δ(Σˆ) =
1
γ + 1d tr
{
D
(
δ(Σˆ)D + Ip
)−1}
Taking lim
γ→0
of both sides and rearranging results in
1− 1
d
tr
D
D + 1
lim
γ→0
δ(Σˆ)
Ip
−1
 = 0
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Denote lim
γ→0
δ(Σˆ) by ζΣˆ(Σˆ), where the subscript refers to the fact that we have set Σ˜ = Σˆ and (Σˆ) refers to the fact that this
quantity is derived in such a way that it is a function of the sample covariance. Define the function f(x) as
f(x) = 1− 1
d
tr
{
D
(
D +
1
x
Ip
)−1}
(44)
= 1− 1
d
rank(Σˆ)∑
i=1
λi(Σˆ)
1
x + λi(Σˆ)
(45)
From (45), as x→ 0, f(x) tends to 1 and as x→∞, f(x) tends to 1− rank(Σˆ)d , which is negative when d < rank(Σˆ). Thus
ζΣˆ(Σˆ) is the unique root of f(x). Strategic multiplication by U
TU in (44) puts f(x) in terms of Σˆ as presented in Theorem
5. The estimator of the term lnpi1pi0 is simply ln
pˆi1
pˆi0
. Thus we have
(µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1(
µ0 − µˆ0 + µˆ1
2
)
+ ln
pˆi1
pˆi0
− m¯0,µˆ0,µˆ1,Σˆ
a.s.−−→ 0 (46)
We now find the G-estimator of the first term in (46) by expressing it as follows
(µˆ1 − µˆ0)T
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1(
µ0 − µˆ0 + µˆ1
2
)
= (µˆ1 − µˆ0)T
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1(
µˆ0 − µˆ0 + µˆ1
2
)
+ (µˆ1 − µˆ0)T
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1
(µ0 − µˆ0) (47)
The first term on the right-hand side is the plugin estimator. The second term is its correction. It involves µ0. Our aim now
is to find the G-estimator of this correction term.
By substituting µˆ0 = µ0 + Σ
1/2Z01
n0
and µˆ1 = µ1 + Σ
1/2Z11
n1
, where Z0 ∈ Rp×n0 and Z1 ∈ Rp×n1 have i.i.d. Gaussian
zero-mean and unit variance entries, taking the expectation over Z01 and Z11, and making use of the fact that Σˆ is independent
of Z0 and Z1 and that Z01n0 ∼ N
(
0p, 1n0 Ip
)
and Z11n1 ∼ N
(
0p, 1n1 Ip
)
, this simplifies as follows
EZ01,Z11
(µˆ1 − µˆ0)T ( 1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1
(µ0 − µˆ0)
 = 1
n0
tr
Σ
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1
by which we claim the convergence
(µˆ1 − µˆ0)T
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1
(µ0 − µˆ0)  1
n0
tr
Σ
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1 (48)
To find the G-estimator of the right-hand side of (48), the strategy we use is to substitute the sample covariance Σˆ for the true
covariance Σ and express this asymptotically in terms of the original quantity. We then replace every occurrence of Σˆ by the
identically distributed quantity 1n−2Σ
1/2Y¯Y¯TΣ1/2 where Y¯ ∈ Rp×(n−2) has i.i.d. columns distributed as N (0, I).
Note that 1n−2Σ
1/2Y¯Y¯TΣ1/2 can be expressed as 1n−2Σ
1/2Y¯Y¯TΣ1/2 = 1n−2
∑n−2
j=1 y˜j y˜
T
j where Y˜ := Σ1/2Y¯ and y˜j is the
jth column of Y˜. Now define
Q :=
 1
ζΣˆ(Σˆ)
Ip +
1
n− 2
n−2∑
j=1
y˜j y˜
T
j
−1
We have
1
n0
tr
Σˆ
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1 = 1n
n∑
i=1
1
n0
tr
{
y˜Ti Qiy˜i
}
=
1
n
n∑
i=1
1
n0
tr
{
y˜Ti Qy˜i
}
1 + 1n y˜
T
i Qy˜i
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where Qi is defined as Qi :=
(
1
ζΣˆ(Σˆ)
Ip + 1n
∑
j 6=i y˜j y˜
T
j
)−1
and the last line follows from applying the matrix inversion lemma
(see [36]) to either y˜Ti Qi or Qiy˜i. Noting that Ey˜i [
1
n y˜
T
i Qiy˜i] = 1n tr {ΣQi}, it can be shown that
1
n
n∑
i=1
1
n0
tr
{
y˜Ti Qy˜i
}
1 + 1n y˜
T
i Qy˜i
 1
n
n∑
i=1
1
n0
tr
{
y˜Ti Qy˜i
}
1 + 1n tr {ΣQi}
by bounding the error in making this substitution by a decaying function of d as before. By taking the expectation over y˜i
followed by the rank-one perturbation lemma (see [36]) applied to each term involving Qi, we have the convergence
1
n
n∑
i=1
1
n0
tr
{
y˜Ti Qy˜i
}
1 + 1n tr {ΣQi}

1
n0
tr {ΣQ}
1 + 1n tr {ΣQ}
We can thus claim
1
n0
tr
Σˆ
(
1
ζΣˆ(Σˆ)
Ip + Σˆ
)−1 
1
n0
tr {ΣQ}
1 + 1n tr {ΣQ}
which after rearranging yields the G-estimator
1
n0
tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}
1− 1n tr
{
Σˆ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}  1n0 tr {ΣQ} (49)
From (48) we can see that this is the G-estimator of the bias correction term and thus the expression for mˆ0 follows from
(47). A similar derivation yields the expression for mˆ1.
B. G-estimator of the class-conditional discriminant variance
To derive the G-estimator σˆ2 of σ2(µˆ0, µˆ1, Σˆ), we make use of (36) with µ˜0 = µˆ0, µ˜1 = µˆ1, and Σ˜ = Σˆ, which is an
intermediate stage within the convergence from σ2(µˆ0, µˆ1, Σˆ) to σ¯2µˆ0,µˆ1,Σˆ and so satisfies
(µˆ1 − µˆ0)T
Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip
−1Σ
Σˆ+ 1
lim
γ→0
δ(Σˆ)
Ip
−1 (µˆ1 − µˆ0)− σ¯2µˆ0,µˆ1,Σˆ a.s.−−→ 0
The lim
γ→0
δ(Σˆ) term is derived as in Section B-A and is denoted by ζΣˆ(Σˆ). Now we find the G-estimator of the first term. Again,
the strategy we use is to substitute the sample covariance Σˆ for the true covariance Σ and try to express this asymptotically
in terms of the original quantity. Using the notation defined in Section B-A, we have
(µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
Σˆ
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0)  1
n
n∑
i=1
(µˆ1 − µˆ0)TQy˜iy˜Ti Q(µˆ1 − µˆ0)
=
1
n
n∑
i=1
(µˆ1 − µˆ0)TQiy˜iy˜Ti Qi(µˆ1 − µˆ0)(
1 + 1n y˜
T
i Qiy˜i
)2 (50)
where the last line follows from applying the matrix inversion lemma (see [36]) to each of Qiy˜i and y˜
T
i Qi. It can be shown
that
1
n
n∑
i=1
(µˆ1 − µˆ0)TQiy˜iy˜Ti Qi(µˆ1 − µˆ0)(
1 + 1n y˜
T
i Qiy˜i
)2  1n
n∑
i=1
(µˆ1 − µˆ0)TQiy˜iy˜Ti Qi(µˆ1 − µˆ0)(
1 + 1n tr {ΣQi}
)2
due to the convergence 1n y˜
T
i Qiy˜i  1n tr {ΣQi}. By taking the expectation over y˜i followed by the rank-one perturbation lemma
(see [36]) applied to the 1n tr {ΣQi} term in the denominator, we have the convergence
1
n
n∑
i=1
(µˆ1 − µˆ0)TQiy˜iy˜Ti Qi(µˆ1 − µˆ0)(
1 + 1n tr {ΣQi}
)2  1n
n∑
i=1
(µˆ1 − µˆ0)TQiΣQi(µˆ1 − µˆ0)(
1 + 1n tr {ΣQ}
)2
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This can be expressed as
1
n
n∑
i=1
(µˆ1 − µˆ0)TQiΣQi(µˆ1 − µˆ0)(
1 + 1n tr {ΣQ}
)2 = 1n
n∑
i=1
(µˆ1 − µˆ0)T (Qi −Q)ΣQi(µˆ1 − µˆ0)(
1 + 1n tr {ΣQ}
)2
+
1
n
n∑
i=1
(µˆ1 − µˆ0)TQΣQ(µˆ1 − µˆ0)(
1 + 1n tr {ΣQ}
)2
+
1
n
n∑
i=1
(µˆ1 − µˆ0)TQΣ (Qi −Q) (µˆ1 − µˆ0)(
1 + 1n tr {ΣQ}
)2
It can be shown that the terms involving (Qi −Q) go to zero and so we have, in conjunction with (50),
(µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
Σˆ
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0)  (µˆ1 − µˆ0)
TQΣQ(µˆ1 − µˆ0)(
1 + 1n tr {ΣQ}
)2
from which we obtain1 + 1
n
tr
Σ
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
2(µˆ1 − µˆ0)T (Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1
Σˆ
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0)
 (µˆ1 − µˆ0)T
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
Σ
(
Σˆ+
1
ζΣˆ(Σˆ)
Ip
)−1
(µˆ1 − µˆ0)
The expression for σˆ2 in Theorem 5 then follows from substituting the G-estimator of 1n tr
{
Σ
(
Σˆ+ 1
ζΣˆ(Σˆ)
Ip
)−1}
which can
be deduced from (49).
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