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Wireless sensor networks (WSNs) can be flexibly deployed and used to collect data from various 
environments. By analyzing the collected data, WSNs can be used for such tasks as environment 
monitoring, disaster prevention, and event detection. However, collected datasets sometimes contain 
outliers, which obviously reduce the accuracy of data analysis and the performance of the WSN (e.g., 
the outliers may trigger a false alarm that generates unnecessary fears). Therefore, removing such 
outliers before analyzing the collected data is necessary to improve the performance of the WSNs. 
Outlier detection is the process of data analysis. In WSNs, outlier detection involves two major 
approaches, which are defined as “centralized” and “distributed.” Our proposed algorithms use the 
distributed approach, which enables every sensor node to detect outliers on its own and locally. 
Therefore, in this doctoral thesis, we propose three algorithms for distributed detection of outliers, all 
based on machine learning. The first and second algorithms are based on supervised and unsupervised 
learning, respectively. The third is designed to improve the performance of clustering algorithms 
categorized as unsupervised learning. 
The first algorithm is based on supervised learning. It first uses training data to train a classifier on 
a powerful base node and then distributes this classifier into every remote sensor node. Moreover, this 
method is founded on a widely used assumption in WSNs in which the entire deploying environment 
has the same condition. Using this assumption, we can simply gather the training data by defining a 
normal situation in such an environment. In this simple case, using a user-determined threshold is 
sufficient. For example, if a WSN is deployed to monitor the temperature of a store, we can determine 
a threshold based on the previously collected normal data. The threshold can be used to detect those 
data that represent an outlier. However, when WSN-collected data points contain multiple features, 
the method based on a threshold is not appropriate. Because a situation involving a data point, such as 
a normal situation or outlier, is commonly determined by multiple features, when data points have 
multiple features, a decision bound is used to detect the outliers. In our study, with the help of training 
data, we used a logistic regression function to calculate the decision bound for multiple-feature outlier 
detection. In simulations in which the collected dataset contains a different ratio of outliers, this 
algorithm can provide a believable decision bound. Moreover, the training of the algorithm is executed 
on the sink node, whereas outlier detection is executed on the sensor nodes. 
Although the support vector machine (SVM)-based method can provide an inspired performance 
under the aforementioned assumption, this assumption is not reasonable when the deploying 
environment is very large, as this type of situation is no longer normal. For example, based on their 
different functions, all rooms in a building have their own sub-environments. Therefore, the normal 
situation standard of the rooms is different. In this case, preparing training data must involve labeling 
the situation of considerable data in many sub-environments. Moreover, the sub-environment situation 
commonly changes over time. For example, people regularly enter or leave a room, which makes the 
work of preparing training data more difficult. All of these reasons make preparing training data 
particularly difficult. As a consequence, unsupervised-learning-based methods, which are free of 
training data, are sensible for solving such problems. 
The first unsupervised machine learning algorithm we propose is based on the mean-shift algorithm, 
which is a clustering algorithm, and we introduce two new distance and anchor data points in our 
algorithm for outlier detection. In general, clustering algorithms are usually used when data lack 
additional information or prior experience (e.g., data point labels in the training data). Clustering 
algorithms are then used to divide a dataset into clusters, where a cluster is defined as a set of data 
points having similar properties, such as density, in many data analysis tasks. Moreover, we can create 
a criterion for outlier or event detection by utilizing the results of clustering. In this study, we tested 
our algorithm on a real dataset from Intel Lab, and it generated an ideal result. Specifically, it found 
outliers with a low false positive rate and high recall. For generality, we also tested our method on 
different synthetic datasets. 
A clustering algorithm has a drawback in that the number of calculations is high and clustering 
accuracy sometimes is poor. To enable the clustering algorithm to be faster and more accurate, we 
propose a new algorithm called the peak searching algorithm (PSA). Traditional clustering algorithms 
such as EM and k-means algorithms require extensive iterations to form clusters, which result in slow 
processing speeds. In addition, clustering results are less accurate because of the manner in which 
clusters are formed. To address these problems, we first propose PSA, which uses Bayesian 
optimization to find the peaks of the probability of the dataset to enable clustering algorithms to be 
faster and more accurate, and we then adapt PSA to include the EM and k-means algorithms (PSEM 
and PSk-means, respectively). Simulation results show that our proposed PSEM and PSk-means 
algorithms considerably decreased the number of iterations of clustering to 6.3 times (a reduction of 
1.99) and improved clustering accuracy to 1.71 times (an increase of 1.69) as compared to the 
traditional EM and enhanced version of k-means (k-means++) on both synthetic datasets. Moreover, 
in a simulation of WSN application for outlier detection, PSEM correctly found the outliers in the real 
dataset. In addition, it decreased iterations by 1.88 times and had a maximum accuracy gain of 1.29 
times. 
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