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Asymptotic Analysis of a Volterra Integral Equation 
D. GLENN LASSEIGNE 
Deptartment of Mathematics and Statistics, Old Dominion University 
Abstract. A uniformly valid aymptotic solution is obtained for a class of perturbed Volterra 
integral equations, in which a naive expansion breaks down as t -+ 00. The procedure used 
is an adaption of the formal methodolgy presented in [l] for the construction of a uniform 
asymptotic solution to Volterra equations which possess a boundary layer near t = 0. 
1. INTRODUCTION 
An asymptotic solution for E << 1, uniformly valid in t, is sought for the Volterra integral 
equation having the general form: 
u(t) = E of[r(t - a)]-‘/“F[u(s), .3] ds = d,““F[u(t),t], 
/ (1.1) 
l/2 
where 
euo(t) + e2u1(t) + e3u2(t) + . . . . (1.2) 
With this ansatz, one would 6nd 
t@(t) = I,1’2F[0, t], w(t) = IiY2 (~o(wc$v]), etc. (1.3) 
Further examination requires additional knowledge about the function F. For the pur- 
pose of this paper, it will be assumed that 
F[O, t] N Cotmro, F,[O, t] - -Cltvrl as t + co (1.4 
Using the properties of the Il’2 operator given in [Z], the behaviour of the ansatz (1.2) 
for large time is 
/ 
u(t) - ( 
\ 
&nr(l-r”)t-‘o+# 
r(+-ro) [ 
1 _ eClr(~-ro-rl)~-“+~  . . . , 
Iy2-ro--rl) 1 ro < 1 , ro + rl - i < 1, 
.+#$ [I - ,c$y:i;;;+-r1++ + . . .] ) ro=l,rr<+, 
~[l-&rlogt+~~~], ro = 1 , rl = *, 
$f& [l- P$yqkrl++ +. . .] , ro > 1 , rl < +, 
#T [1-+gP+.j 1 re > 1 , t-1 = i, 
__ (1.5) 
where M = sew F(0, s] ds. Excluded from (1.5) are cases in which the second term of 
the expansion (1.2) remains smaller than the first for all time. For rl < l/2, the ansatz 
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(1.2) loses its validity in algebraically large time, as can be seen from the first, second 
and fourth cases. For ti = l/2, the ansatz appears to lose its validity in exponentially 
large time, although it would be necessary to verify that the third term of the expansion 
does not introduce a nonuniformity for smaller time. 
Before [l], a general technique for constructing a uniformly valid asymptotic solution of 
an integral equation in which the solution varies on more than one time scale did not 
exist. In [l], an asymptotic solution to a perturbed Volterra equation of the form 
m(t) = 
/ 
* K(t - s)F[u(s), s] ds, 
0 
(l-6) 
is found for suitably well behaved K and F. First the appropriate boundary layer 
variable t = ~77 is determined, and secondly, an ansatz is proposed for the aymptotic 
representation of the solution to (1.6) of the form 
u(t) = 2 Emj [yj(t) + Zj(T)], OIm0<ml<m2<..., ,‘$= “j(r) = 0. (1.7) 
j=O 
One important feature of this scheme is that matching of the “inner” and ‘outer” so- 
lutions occurs automatically. In [3], integro-differential equations are solved, and for 
some cases an ansatz using a product of yj(t)and “j(r) with zj(oo) = 1 is appropriate. 
Fredholm equations with a boundary layer at one or both endpoints are considered in 
PI. 
In the previous work, only equations which result in a boundary layer at t=O (or at the 
endpoints of Fredholm equations ) are examined. It is the purpose of this paper to show 
that the methodology can be suitably adapted to examine (l.l), where the nonuniformity 
of a naive expansion occurs for large time. 
2. CONSTRUCTION OF THE SOLUTION 
Only the case ri < l/2 will be considered here. As previously mentioned, the naive 
asymptotic solution (1.2) breaks down in algebraically large time which indicates that 
the solution evolves on at least two time scales: the regular-time variable t and the 
large-time variable t = cwQr, where a = 2/(1- 2ri). 
After determining the appropriate independent variables, it is necessary to choose an 
ansatz for the solution. The method prescribed here is to start with the first term of the 
naive expansion to account for the regular-time dependence, and include a term which 
depends on the large-time variable. For example, 
uw.io(t)+A(~)uo(~)+..., uo(0) = 0, (2.1) 
where the “initial condition” allows for the automatic matching of the “inner” and 
‘outer” solutions. The appropriate equations governing uo(t) and uo (r) are derived 
by following the formal procedure developed in [I]. First, rewrite (1.1) neglecting all but 
the two terms chosen in (2.1); secondly, express all quantities in terms of the regular- 
time variable t; and finally, let E -+ 0. Using the “initial condition”, it is found that 
uo(t) = I,““{F[O, t]} which is exactly the leading term in the naive expansion of the 
solution. Next, express all quantities in terms of the large-time variable r 
EUO (5) + A(+&) = E-““I,‘~ { F(eu, (5) + A(E)uo(T), f]} (2.2) 
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If ro 5 rl, then the equation governing uo(r) is found by computing the limit 
UO(T) = lim E-““I:/’ {F [A(+&) + Ed,, $1 - F b, $1 } 
c-.0 A(E) 
If re > t-1, then the solution remains o(1) and F can be expanded. Utilizing 
expression for uc(t), (2.2) can be simplified to 
UO(T) = A-1(+-"QI,1/2 { [a, (f) + A(+&)] F,, b, f] } 
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(2.3) 
the exact 
(2.4 
Letting e ---* 0, it is found that A = 8 where p = 2(ro - rr)/(l - 2rr) for a consistent 
solution, and the appropriate integral equation for uo(r) is 
C0r(l - r0) 
r(3/2 - ro)TQ-1/2 ’ uo(T) . (2.5) 
which is a linear equation. The solution of (2.5) must be examined to insure that it 
satisfies the “initial condition” of the ansatz. From (2.5) it is found that 
uo(7) w - 
GCor(l - r0)r(3/2 - r0 - n) Tl_-ro_-rl 
r(3/2 - ro)r(2 - r0 - rl) 
as 7+0 (2.6) 
which is consistent only if ro + rl < I. Other cases require a different ansatz. 
When (2.1) is the corrrect ansatz, it is possible to compute a third term of the expansion 
by assuming that 
u - r?&)(t) + E4Jo(7) + e%,(t) + * * * . (2.7) 
Utilizing (2.7) in (1.1) and following the procedure of writing all quantities in terms of 
the regular-time variable t and letting E -+ 0, it is easily found that 
iqt) = 1y2 uo(+'u[W]+ ClCo 
v -r0) po-t1+l/2 
w/2 - r0) > 
. (24 
Finding the exact behviour of &r(t) as t + 00 would require further assumptions on the 
behaviour of FIO, t] and F,[O, t], but we can deduce that ur (t) = 0(t-~0-‘1+~) as t -+ oo 
which removes the nonuniformity present in the naive expansion. 
If t-o + rr = 1 then an ansatz different from (2.1) is necessary. Since using one term 
of the naive expansion did not work, the second ansatz includes two terms of the naive 
expansion and one term that accounts for the large-time behaviour of the solution. 
u - euO(t) + e2uI(t) + A(e)uO(r) + ... . (2.9) 
Writing all quantities in terms of the large-time variable, and letting e -+ 0, the appro- 
priate integral equation for uo(r) is 
-G Q(T) = I,“” - 
{ ( rrl uoc7) _ clcomv - ro) q3p - r0) >> (2.10) 
where A = c2 if ro # 1 and F,,[O, t] is well behaved. Examining the properties of the 
solution, it is found that u,-,(r) - constant ~~~~~~~ + 0 as T + 0, and 
uo(r) - 
cIcoz112r(i - r0) cow-r0) 
l?(3/2-ro) -r(3/2-ro)rrP-r~ +“’ as r+O”’ 
(2.11) 
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Therefore, uo(r) satisfies the “initial condition”, and also removes the nonuniformity 
present in the naive expansion. 
If r. = 1, rl = 0, then it is found that A = c2 log(cmQ); and again assuming that F,,[O, t] 
is well behaved, uo(r) is found exactly: 
uo(r) = ClCO 
[ 
1 - e c:rerfc(Cifi)] (2.12) 
For re > 1, rl < l/2, the ansatz (2.9) is tried, and the integral equation for uo(r) is 
-Cl u&) = I,‘/” - 
{ ( 7” uo(r) _ ~ClW2 - rd 7r1i2T(l - ri)r’l >) * (2.13) 
where A = P’l. The solution to (2.13) satisfies the “initial condition” only if rl < l/4. 
For rl 2 l/4, a new ansatz is necessary. For convenience only the linear case F = 
fo(d - 11@)“(t) is considered. The ansatz chosen includes the first three terms of the 
naive expansion and one term for the large-time dependence, 
u - cue(t) + e2u&) + e3uo(t) + A(c)uo(r) + . . . . 
It is found that A = 8,/3 = 2(1- ri)/(l- 2ri), and 
(2.14) 
‘O(‘) 
MC$?( l/2 - ri)l?( 1 - 2rl) 
+ dPr(l - r$(3/2 - 2r1)72r1-1/2 
(2.15) 
which will satisfy the “initial condition” only if ri < l/3. If rr 2 l/3, then it would be 
necessary to include four terms of the naive expansion and one term to account for the 
large-time dependence. After finding the appropriate integral equation, the solution is 
examined for satisfaction of the “initial condition”. 
3. CONCLUSION 
The solution of a Volterra integral equation in which the naive expansion becomes invalid 
for large time is found by adapting the formal methodology presented in [l] for the 
solution of Volterra equations with a boundary layer at t = 0. Because of the many 
special cases which occur for this one simple class of problems, it does not appear possible 
that a general technique can be developed, but it is hoped that by following the ideas 
presented here and in [1],[3] and (41 progress can be made for individual integral equations 
which arise from many interesting, physical applications. 
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