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Abstract
In this paper, we study asymptotic behavior of the spectrum of the
abstract Gurtin-Pipkin integro-differential equation with the kernel,
depending on the parameter. The coefficients of this equation are un-
bounded and the main part is an abstract hyperbolic equation per-
turbed by terms that include Volterra integral operators.
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1. Introduction
We study functional differential and integro-differential equations with unbounded
operator coefficients in a Hilbert space. The main part of the equation under con-
sideration is an abstract hyperbolic-type equation, disturbed by terms involving
Volterra operators. These equations can be regarded as an abstract form of the
Gurtin-Pipkin equation that describes heat transfer in materials with memory or
sound propagation in viscoelastic media. In [1], for instance, there are countless
examples about this equation.
Let A be a self-adjoint positive operator with domain dom(A) ⊂ H , where H is
a Hilbert space. We introduce a class of second-order abstract models
d2u
dt2
+ Amu+ ku−
∫ t
0
K(t− s)A2ξu(s)ds = f(t), t ∈ R+, m = 1, 2 (1.1)
u(+0) = ϕ0, u
(1)(+0) = ϕ1, (1.2)
where ϕ0 and ϕ1 will be described later. Here, ξ is a real number in the range [0, 1],
k is a non-negative constant and K is the kernel associated to system (1.1).
The system (1.1)-(1.2) with K ∈ C1∩L1(R+) represents an isotropic viscoelastic
model if ξ = 1/2, k = 0, m = 1 and Au = −µ∆u − (λ + µ)▽(div u) or Au = −∆u
where ∆ is the Laplacian and ▽ is the gradient of a tensor field u. Likewise, the
system represents a model of ionized atmosphere if ξ = 0, k > 0, m = 1 and
A = −∆.
In [2] the authors showed that the solutions for system (1.1)-(1.2) with m = 1,
ξ ∈ (0, 1/2) and k = 0 decays polinomially as t→ +∞, even if the kernel K decays
exponentially. They also showed that the dissipation given by the memory effect is
not strong enough to produce exponential stability of the system (1.1)-(1.2) when
ξ ∈ [0, 1/2), k = 0 and m = 1. That is, the corresponding semigroup associated to
this problem does not decay exponentially when ξ ∈ [0, 1/2), but such dissipation is
capable to produce polinomial decay under appropriate norms. While in [5], Fabrizio
and Lazzari, assuming that ξ = 1/2, k = 0 and kernel decays exponentially, obtained
the exponential decay of the system (1.1)-(1.2).
The equation (1.1) is called the Gurtin-Pipkin equation. When we consider spec-
tral properties of boundary-value problems for this specific equation we can establish
that properties of the spectrum essentially depend on the kernel smoothness K(t)
at t = 0.
It is noteworthy that the Gurtin-Pipkin equation appears in various domains
such as mechanics and physics as heat theory, theory of viscoelastic media, and
kinetic theory of gases. In heat theory and theory of viscoelastic media, the kernel
K(t) is determined through experiments. In [4], for instance, the properties of heat
conduction with memory were studied. There, a smooth function was considered as
a kernel. In [8], the properties of solutions were studied under the assumption that
K(t) is smooth, and in [3], solutions of control problems with compact support by
boundary control and distributed control were studied.
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In theory of viscoelasticity, a kernel K(t) is determined through experiments as
well. The obtained curves are often approximated by a finite sum of exponents:
K(t) ≈
N∑
k=1
ck exp(−γkt). (1.3)
The dynamics of one-dimensional viscoelastic medium are described by the following
second-order equation with respect t:
ρ
d2u
dt2
= kuxx + β
duxx
dt
+
∫ t
0
K(t− s)uxx(s)ds. (1.4)
The latter equation, integrating with respect to t, can be transformed to an equation
that is analogous to the Gurtin-Pipkin equation with an additional summand β duxx
dt
,
which corresponds to an instant Kelvin-Voight friction in an original model. If β = 0
then the equation (1.4) will fully correspond to the Gurtin-Pipkin equation with the
following convolution kernel:
K(t) =
N∑
k=1
c′k exp(−γkt) + c0. (1.5)
The Gurtin-Pipkin equation also appears in the theory of strongly nonhomo-
geneous media, in particular, in the averaging procedure of a two-phased medium
containing two liquids. It is assumed that the mixture has a periodic structure
(model case) and the linear size of a cell of periodicity is equal to ǫ, where ǫ is a
small parameter. Every cell of periodicity consists of two phases, namely, a liquid of
the first type and a liquid of the second type. Both liquids are incompressible; the
velocities have the form ǫ2µi (i = 1, 2), where µ1 and µ2 are some constants corre-
sponding to each liquid. The passage to the limit as ǫ tends to 0 in boundary-value
problems for two-phased medium was considered in [14] (see also [15]). There, the
autors assumed that the linearized equations for a viscous compressible liquid hold
for each liquid phase, and the natural conditions of continuity for displacements
and tensions hold on the interface. The passage to the limit as ǫ tends to 0 for the
specified boundary value problem for two-phased media leads to the equation for
maximum sound pressure. This equation has the form
dp
dt
=
∫ t
0
divD(t)▽xp(x, s)ds, x ∈ R
3, (1.6)
where D(t) is the dynamical matrix, whose coefficients dij(t) are time functions
dij(t) =
∞∑
k=1
cijk exp(−γkt) + c
ij
0 . (1.7)
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If the inclusion of one phase into another within a cell of periodicity has the full
symmetry (i.e., it is symmetric with respect of three mutually perpendicular planes
of symmetry in the tree-dimensional case), thenD(t) is a scalar matrix and is defined
by a diagonal element d(t), for which the following representation takes place:
d(t) =
∞∑
k=1
ck exp(−γkt) + c0. (1.8)
If we consider only homogeneous motions of an effective medium (all known functions
depend on one space variable), then the equation for sound pressure will have the
form of the Gurtin-Pipkin equation and
K(t) =
∞∑
k=1
ck exp(−γkt) + c0, (1.9)
where
∞∑
k=1
ck <∞,
∞∑
k=1
γkck =∞, (1.10)
which is essential for the analysis of eigen-oscillations of the medium considered.
The condition (1.10) implies that the value K(0) is finite, but the derivative K ′(t)
has a singularity at t = 0. These conditions can be proved rigorously by methods of
averaging theory (see, e.g., [14]). In [14], the terms of the sequence {−γk} are points
of the spectrum of a special Stokes-type problem with periodic conditions, and the
terms of the sequence {ck} are coefficients in decomposition of the discontinuous
function r(x) such that, on the phase space, r(x) = ρ−11 correspond to the first
liquid and r(x) = ρ−12 to the second liquid with respect to eigen-functions of this
problem where ρ1 and ρ2 are densities of the liquids. Note that the function r(x)
is discontinuous on the hypersurface, then the series
∑∞
k=1 γkck is divergent. Other-
wise, the function r(x) would belong to the space H1 = W 1,2, which contradicts the
presence of discontinuities on the hypersurface. If the microstructure of the mixture
of liquids has continuous density in the space H1 = W 1,2 (i.e., if the mixture does
not have sharp boundaries between phases), then the following conditions hold:
∞∑
k=1
ck <∞,
∞∑
k=1
γkck <∞ (1.11)
This corresponds to the finiteness of K(0) and K ′(0).
In theory of effective models for a two-phased media, the case of a two-phased
medium consisting of an elastic carcass and a weakly viscous liquid is considered.
The passage to the limit with respect to a small size of a cell of periodicity and
a small parameter in a viscosity coefficient leads to a Biot poroelasticity system
introduced and studied in [6, 7, 14]. This system also contains integrodifferential
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summands of the convolution type. If we suppose additionally that the rigidity of
the elastic carcass tends to infinity as ǫ tending to 0, then at the limit, we get an
equation for sound pressure in a liquid that is similar to an equation for a mixture
of two liquids. However, in the representation for elements of a matrix D(t), there
will be no summand cij0 . We can also prove that the following conditions hold:
∞∑
k=1
ck <∞,
∞∑
k=1
γkck =∞. (1.12)
Note that the absence of the summand cij0 affects the properties of the spectrum
of eigen-oscillations of an effective medium. Continuous oscillations are not possible
in this case.
Equations with structure and properties similar to the Gurtin-Pipkin equation
appear in the kinetic theory of gases. In this theory the equations of a solid medium
are derived from laws of pairwise interaction of molecules. A series of equations
for momenta can be derived from the Boltzmann equation by the Grady method.
Momenta are averaging of the distribution function of molecules by coordinates and
velocities with respect to velocity variables with certain weights. In particular, they
are ordinary components of the Navier-Stokes equations of velocity, pressure, and
density (as functions of spatial variables and time). They can be represented as
momenta in a series of momentum equations.
It is known that the spectral properties of the Gurtin-Pipkin equation depend on
properties of the convolution kernel (see [11]). Moreover, note that ifK(0) andK ′(0)
are finite, then the equation is the wave equation, but if K(0) <∞ and K ′(0) =∞,
the solutions and eigen-oscillations have stronger dissipative properties. However,
the wave properties are always preserved. Thus, the considered equation reflects the
properties of media where there are oscillations and dissipations simultaneously and
the scope of these properties is defined by the convolution kernel K(t) at t = 0.
In [9], Vlasov and Rautian analysed the system (1.1)−(1.2) with ξ = 1, k = 0,
m = 2. They established well-defined solvability of initial boundary value problems
for the equations (1.1) and (1.2) in weighted Sobolev space on the positive semi-
axis and examined some spectral propiertes of operator-valued functions. Their
approach to the proof of the theorem about the well-defined solvability of the initial
boundary value problem for the Gurtin-Pipkin equation essentially differs from that
used by Pandolfi in [4]. Unlike the argument given by Pandolfi, Vlasov and Rautian
considered the existence of solutions in weighted Sobolev space W 22,γ(R+, A
2) on the
semi-axis R+.
In the proof of existence theorem, Vlasov and Rautian efficiently utilize the
Hilbert structure of the spaces W 22,γ(R+, A
2), L2,γ(R+, H) and the Paley-Wiener
theorem (for more details, see [9, 11]).
In contrast to the results obtained in [9] and [10], our results of the present paper
are more general, that is to say, we study asymptotic behavior of the spectrum of
the abstract Gurtin-Pipkin integro-differential equation with the kernel, depending
on the parameter ξ, where ξ ∈ (0, 1). On the semi-axis R+ = (0,∞) we consider the
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problem (1.1), (1.2) with ξ ∈ (0, 1), k = 0 and m = 2 and we proceed to analyze
the structure of spectrum of operator L(ζ),
L(ζ) := ζ2I +A2 −A2ξK̂(ζ) (1.13)
where
K̂(ζ) =
∞∑
k=1
ck
ζ + γk
(1.14)
is the Laplace transform of K(t).
Here, we consider the dependence of the asymptotic behavior of the complex
roots as from the properties of the kernel of the equation Kˆ and parameter ξ. For
the case 0 < ξ < 1 with an → ∞, we have that the complex roots tend to the
imaginary axis, whereas in [9], for the case ξ = 1, the complex roots tend to a line
parallel to the imaginary axis.
Throughout the paper, the expression a . b stands for the inequality a ≤ Cb
with a positive constant C; the expression a ≈ b means that a . b . a.
2. Statement of the Main Results
2.1. Correct Solvability
LetH be a separable Hilbert space and A a self-adjoint positive operator in H with a
compact inverse. We associate the domain dom(Aβ) of the operator Aβ, β > 0, with
a Hilbert space Hβ by introducing on dom(A
β) the norm ‖·‖ = ‖Aβ ·‖, equivalent to
the graph norm of the operator Aβ. Denote by {ej}
∞
j=1 an othonormal basis formed
by eigenvectors of A corresponding to its eigenvalues aj such that Aej = ajej , j ∈ N.
The eigenvalues aj are enumerated in increasing order with their multiplicity, that
is, they satisfy: 0 < a1 ≤ a2 ≤ · · · ≤ an · · · ; where an →∞ as n→ +∞.
By W n2,γ(R+, A
n) we denote the Sobolev space that consists of vector-functions
on the semi-axis R+ = (0,∞) with values in H and norm
‖u‖Wn2,γ(R+,An) ≡
(∫ ∞
0
exp(−2γt)
(
‖u(n)(t)‖2H + ‖A
nu(t)‖2H
)
dt
)1/2
, γ ≥ 0.
A complete description of the space W n2,γ(R+, A
n) and its properties are given in the
monograph [16, Chap. I]. Now, on the semi-axis R+ = (0,∞) consider the problem
d2u
dt2
+ A2u−
∫ t
0
K(t− s)A2ξu(s)ds = f(t), t ∈ R+, (2.1)
u(+0) = ϕ0, u
(1)(+0) = ϕ1, 0 < ξ < 1. (2.2)
It is assumed that the vector-valued function Af(t) belongs to L2,γ0(R+, H) for some
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γ0 ≥ 0, and the scalar function K(t) admits the representation
K(t) =
∞∑
j=1
cj exp(−γjt), (2.3)
where cj > 0, γj+1 > γj > 0, j ∈ N, γj → +∞ (j → +∞) and it is assumed that
∞∑
j=1
cj
γj
< 1. (2.4)
Note that if the condition (2.4) is satisfied, then K ∈ L1(R+) and ‖K‖L1 < 1. Now,
if, moreover, we take into consideration the condition
∞∑
j=1
cj < +∞, (2.5)
then the kernel K belongs to the space W 11 (R+).
Definition 2.1. A vector-valued function u is called a strong solution of problem
(2.1) and (2.2) if for some γ ≥ 0, u ∈ W 22,γ(R+, A
2) satisfies the equation (2.1)
almost everywhere on the semi-axis R+, as well as the initial condition (2.2).
In the paper [9, Theorem 1] was shown the existence of strong solution u and the
well-defined solvability of the problems (2.1) and (2.2) for ξ = 1. Here we mention
only the results obtained there, since the proofs are similar for the case 0 < ξ < 1.
Theorem 2.1. Suppose for some γ0 ≥ 0, Af(t) ∈ L2,γ0(R+, H). Suppose also that
condition (2.4) is satisfied. Then
1) If condition (2.5) holds and ϕ0 ∈ H2, ϕ1 ∈ H1, then for any γ > γ0 the
problems (2.1) and (2.2) have a unique solution in the space W 22,γ(R+, A
2) and
this solution satisfies the estimate
‖u‖W 22,γ(R+,A2) ≤ d
(
‖Af‖2L2,γ(R+,H) + ‖A
2ϕ0‖H + ‖Aϕ1‖H
)
. (2.6)
with a constant d that does not depend on the vector-valued function f and the
vectors ϕ0, ϕ1.
2) If condition (2.5) does not hold and ϕ0 ∈ H3, ϕ1 ∈ H2, then for any γ > γ0 the
problems (2.1) and (2.2) have a unique solution in the space W 22,γ(R+, A
2) and
this solution satisfies the estimate
‖u‖W 22,γ(R+,A2) ≤ d
(
‖Af‖2L2,γ(R+,H) + ‖A
3ϕ0‖H + ‖A
2ϕ1‖H
)
. (2.7)
with a constant d that does not depend on the vector-valued function f and the
vectors ϕ0, ϕ1.
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2.2. Spectral Analysis
We now turn to the concepts of spectral analysis, which represent the basis of interest
of this work. Consider the operator-valued function
L(ζ) = ζ2I + A2 − A2ξK̂(ζ), 0 < ξ < 1, (2.8)
where
K̂(ζ) =
∞∑
k=1
ck
ζ + γk
is the Laplace transform ofK(t), and I is the identity operator inH . The eigenvalues
of the operator A satisfy the inequalities 0 < a1 < a2 < · · · < an · · · ; where an →∞
as n→ +∞.
Let us now turn to the question about the structure of the spectrum of the
operator-valued function L(ζ) in the case when the following condition holds:
sup
k
{γk(γk+1 − γk)} = +∞ (2.9)
Remark 2.1. The condition (2.9) was used by Ivanov and Sheronova in [13] to study
the zeroes of the meromorphic function ℓn(ζ)/ζ in the case an = n (n ∈ N). The
same condition is used in the following theorem.
Theorem 2.2. Suppose that the conditions (2.5) and (2.9) are satisfied. Then the
zeros of the meromorphic function
ℓn(ζ) := ζ
2 + a2n
(
1−
1
a
2(1−ξ)
n
∞∑
k=1
ck
ζ + γk
)
, 0 < ξ < 1, (2.10)
form a countable set of real zeroes {µn,k}
∞
k=1, that satisfy the inequalities
−γk < µn,k < xn,k < −γk−1, (2.11)
µn,k = xn,k +O
(
1
a
2(1−ξ)
n
)
, k ∈ N, an →∞, (2.12)
lim
n→∞
µn,k = lim
n→∞
xn,k = −γk, (2.13)
where xn,k are real zeroes of the function
f(ζ) := 1−
1
a
2(1−ξ)
n
∞∑
k=1
ck
ζ + γk
, 0 < ξ < 1, (2.14)
together with a pair of complex-conjugate zeroes µ±n , µ
+
n = µ
−
n which admit the
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asymptotic representations when an →∞
µ±n (ξ) = −
1
2
1
a
2(1−ξ)
n
∞∑
j=1
cj +O
(
1
a
2(1−ξ)
n
)
± i
(
an +O
(
1
a
1−2ξ
n
))
, 0 < ξ < 12 , (2.15)
µ±n (ξ) = −
1
2
1
a
2(1−ξ)
n
∞∑
j=1
cj +O
(
1
a
2(1−ξ)
n
)
± i
(
an +O
(
a1−2ξn
))
, 12 < ξ < 1, (2.16)
µ±n (ξ) = −
1
2
1
an
∞∑
j=1
cj +O
(
1
an
)
± i (an +O (1)) , ξ =
1
2 , (2.17)
The following theorem provides analysis about the asymptotic behavior of com-
plex zeros of the function ℓn, when the condition
∑∞
k=1 ck < +∞ is not satisfied,
and the sequences {ck}
∞
k=1, {γk}
∞
k=1 have the following asymptotic representation
ck =
A
kα
+O
(
1
kα+1
)
, γk = Bk
β +O(kβ−1), k ∈ N (2.18)
as k → ∞, where ck > 0, γk+1 > γk > 0, constants A > 0, B > 0, 0 < α ≤ 1,
α+ β > 1 such that
∞∑
k=1
ck
γk
< 1. (2.19)
Note that from (2.18),
γk+1 − γk = O(k
β−1), k →∞. (2.20)
Thus for some p ∈ N such that p ≥ 1 we have
γk+1 − γk ≈ k
β−p. (2.21)
Moreover, if (2.21) is satisfied as k → ∞ with p ≥ 1, then the condition (2.9) of
Ivanov is satisfied when p < 2β.
Remark 2.2. In the case ck =
A
kα
, γk = Bk
α, an = n, the asymptotic formulas for
the complex zeroes λ±n were provided by S. A. Ivanov in [12].
Theorem 2.3. Assume that the conditions (2.18) − (2.21) are satisfied. Then the
zeroes of the function ℓn form a countable set of real zeroes {λn,k|k ∈ N} such that
· · · − γk < λn,k < xn,k < −γk−1 < λn,k−1 < xn,k−1 < · · · < −γ1 < λn,1 < xn,1 < 0 (2.22)
together with a pair of complex-conjugate zeroes λ±n , λ
+
n = λ
−
n which admit the
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asymptotic representations
λ±n (ξ) = ±ian −
DA
βB1−r
1
a1+r−2ξn
+O
(
1
a
2(r−ξ)+1
n
)
, 0 < r < 1
2
, (2.23)
λ±n (ξ) = ±ian −
DA
βB1−r
1
a1+r−2ξn
+O
(
1
a
2(1−ξ)
n
)
, 1
2
≤ r < 1, (2.24)
λ±n (ξ) = ±ian −
1
2
A
β
1
a
2(1−ξ)
n
ln an +O
(
1
a
2(1−ξ)
n
)
, r = 1, (2.25)
as an →∞, where r :=
α+β−1
β
, the constant D depends of r and is defined as follows:
D :=
i
2
∫ ∞
0
dt
tr(i+ t)
=
1
2
(∫ ∞
0
dt
tr(1 + t2)
+ i
∫ ∞
0
dt
tr−1(1 + t2)
)
=
π
2
exp
(
iπ2 (1− r)
)
sin(πr)
.
3. Proof of Theorems 2.2 and 2.3
Before proving Theorem 2.2, first we shall prove the following statement.
Lemma 3.1. Consider the function
ℓn,N(ζ) := ζ
2 + a2n
(
1−
1
a
2(1−ξ)
n
N∑
k=1
ck
ζ + γk
)
, 0 < ξ < 1, (3.1)
The zeroes of the function ℓn,N form a set of real zeroes {µn,k}
N
k=1, such that
−γk < µn,k < xn,k < −γk−1 < µn,k−1 < xn,k−1 < · · · < −γ1 < µn,1 < xn,1 < 0, (3.2)
µn,k = xn,k +O
(
1
a
2(1−ξ)
n
)
, k = 1, 2, · · ·N, an →∞, (3.3)
where xn,k are real zeroes of the function
f(ζ) := 1−
1
a
2(1−ξ)
n
N∑
k=1
ck
ζ + γk
, 0 < ξ < 1, (3.4)
together with a pair of complex-conjugate zeroes µ±n , µ
+
n = µ
−
n , which admit the
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asymptotic representations when an →∞
µ±n (ξ) = −
1
2
1
a
2(1−ξ)
n
N∑
j=1
cj +O
(
1
a
2(1−ξ)
n
)
± i
(
an +O
(
1
a
1−2ξ
n
))
, 0 < ξ < 12 (3.5)
µ±n (ξ) = −
1
2
1
a
2(1−ξ)
n
N∑
j=1
cj +O
(
1
a
2(1−ξ)
n
)
± i
(
an +O
(
a1−2ξn
))
, 12 < ξ < 1 (3.6)
µ±n (ξ) = −
1
2
1
an
N∑
j=1
cj +O
(
1
an
)
± i (an +O (1)) , ξ =
1
2 (3.7)
Proof. According to The Fundamental Theorem of Algebra, the function ℓn,N has
exactly N + 2 zeroes, of which N are real zeroes (see graphically) and satisfy the
inequality (3.2).
Using the Vieta’s formulas, we conclude that the zeroes xn,k of the function f(ζ)
satisfy the relations:
N∑
k=1
xn,k =
 1
a
2(1−ξ)
n
N∑
j=1
cj
− N∑
j=1
γj,
N∏
k=1
xn,k = (−1)
N
N∏
j=1
γj
(
1−
SN
a
2(1−ξ)
n
)
(3.8)
and zeroes µn,k of the function ℓn,N satisfy:
N+2∑
k=1
µn,k = −
N∑
j=1
γj ,
N+2∏
k=1
µn,k = (−1)
N+2a2n
N∏
j=1
γj
(
1−
SN
a
2(1−ξ)
n
)
(3.9)
where
SN :=
N∑
j=1
cj
γj
. (3.10)
From (3.8) and (3.9), we obtain
N+2∑
k=1
µn,k =
N∑
k=1
(
xn,k +O
(
1
a
2(1−ξ)
n
))
+ 2Reµ±n
N+2∏
k=1
µn,k =
N∏
k=1
(
xn,k +O
(
1
a
2(1−ξ)
n
))
µ+nµ
−
n ,
Here we set µn,N+1 = µ
+
n and µn,N+2 = µ
−
n . Consequently,
Reµ±n = −
1
2
1
a
2(1−ξ)
n
N∑
j=1
cj +O
(
1
a
2(1−ξ)
n
)
, (Reµ±n )
2 + (Imµ±n )
2 = a2n +O
(
1
a
−2ξ
n
)
.
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Observe that, as an →∞ the following holds√
a2n +O
(
1
a
−2ξ
n
)
= ±an
(
1 +
1
a2n
O
(
1
a
−2ξ
n
))1/2
= ±an
(
1 +
1
2a2n
O
(
1
a
−2ξ
n
))
= ±an +O
(
1
a
1−2ξ
n
)
,
Therefore
Imµ±n = ±an +O
(
1
a1−2ξn
)
.
And so when an →∞ we have asymptotic formulas (3.5), (3.6) and (3.7).
Proof of Theorem 2.2. Consider the case
∑∞
k=1 ck < +∞. From this convergence
follows that for any ǫ > 0 we can find N such that
∞∑
k=N+1
ck <
ǫ
10
. (3.11)
Consider a circle with centre µ+n : Dǫ(µ
+
n ) = {ζ : ζ = µ
+
n + ǫe
iϕ, 0 ≤ ϕ < 2π} and
radius ǫ (for zero µ−n the argument is completely analogous).
Set the function ℓn(ζ) in the form
ℓn(ζ) = ℓn,N(ζ) +mn,N(ζ), (3.12)
where
ℓn,N(ζ) = ζ
2 + a2n
(
1−
1
a
2(1−ξ)
n
N∑
k=1
ck
ζ + γk
)
, 0 < ξ < 1,
mn,N(ζ) = −
1
a−2ξn
∞∑
k=N+1
ck
ζ + γk
, 0 < ξ < 1.
Choose a small ǫ > 0 such that in the neighborhood Bǫ(µ
+
n ) = {ζ : |ζ − µ
+
n | < ǫ}
there are no other zeroes of the function ℓn,N(ζ) and so we shall estimate the function
ℓn,N(ζ) on the circle Dǫ(µ
+
n ). For this purpose, note that for ζ ∈ Dǫ(µ
+
n ), we obtain
|ζ − µn,k| ≥
(−1
2
1
a
2(1−ξ)
n
N∑
k=1
ck − µn,k + ǫ cos(ϕ)
)2
+ (an + ǫ sin(ϕ))
2
1/2 ≥ an − ǫ.
Moreover, observe that for ζ ∈ Dǫ(µ
+
n ),
|ζ − µ+n | = ǫ; |ζ − µ
−
n | > 2an − ǫ.
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From the above inequalities, we obtain the following lower bound:∣∣∣∣∣
N∏
k=1
(ζ − µn,k)(ζ − µ
+
n )(ζ − µ
−
n )
∣∣∣∣∣
ζ∈Dǫ(µ
+
n )
≥ (an − ǫ)
N+1ǫ. (3.13)
From inequality
|ζ + γj |ζ∈Dǫ(µ+n ) ≤
∣∣∣∣∣
(
−
1
2
1
a
2(1−ξ)
n
N∑
k=1
ck
)
+ γj + ǫ cos(ϕ)
∣∣∣∣∣+ |an + ǫ sin(ϕ)|
≤
(
1
2
1
a
2(1−ξ)
n
N∑
k=1
ck
)
+ γj + ǫ+ an + ǫ
≤ an + 2ǫ+M1,
where M1 =
(
1
2
1
a
2(1−ξ)
n
∑∞
k=1 ck
)
+ γj, we come to the estimate∣∣∣∣∣
N∏
k=1
(ζ − γk)
∣∣∣∣∣
ζ∈Dǫ(µ
+
n )
≤ (an + 2ǫ+M1)
N . (3.14)
Now, from (3.13) and (3.14) we get
|ℓn,N(ζ)| =
|
∏N
k=1(ζ − µn,k)(ζ − µ
+
n )(ζ − µ
−
n )|
|
∏N
k=1(ζ − γk)|
≥
(an − ǫ)
N+1ǫ
(an + 2ǫ+M1)N
= ǫan
((
1−
N(3ǫ+M1) + ǫ
an
)
+O
(
1
a2n
))
.
Hence, for a an sufficiently large, the following inequality holds
|ℓn,N(ζ)| ≥
ǫan
2
. (3.15)
Now, for a an sufficiently large, we estimate the upper bound of the functionmn,N(ζ):
|mn,N (ζ)| ≤ a
2ξ
n
∞∑
k=N+1
ck
|ζ + γk|
≤ a2ξn
∞∑
k=N+1
ck
an − ǫ
, ζ ∈ Dǫ(µ
+
n ) (3.16)
≤
a
2ξ
n
(an − ǫ)
ǫ
10
≤ a2ξ−1n
ǫ
5
< an
ǫ
5
, 0 < ξ < 1.
12
That is, from inequality (3.15) and (3.16) we get
|ℓn,N(ζ)| ≥
ǫan
2
> an
ǫ
5
> |mn,N(ζ)| (3.17)
and so, using the Rouche’s theorem we conclude that in the circle Dǫ(µ
+
n ) for a an
sufficiently large, the function ℓn(ζ) has one simple zero µ
+
n .
Continuing with the proof of Theorem 2.2, let us first prove that the set of zeroes
of the function
ℓn(ζ)
a2n
=
ζ2
a2n
+
(
1−
1
a
2(1−ξ)
n
∞∑
k=1
ck
ζ + γk
)
, 0 < ξ < 1, (3.18)
coincides with the union of countable series of zeroes {µn,k|k ∈ N} and a pair
of complex-conjugate zeroes µ±n , µ
+
n = µ
−
n . Moreover, let us prove that real zeroes
{µn,k|k ∈ N} satisfy the inequalities (2.11). Secondly, we prove that for the complex-
conjugate zeroes µ±n , asymptotic formulas (2.15), (2.16) and (2.17) indeed hold.
For each n ∈ N fixed, consider on the complex plane a rectangular contour
Γ = {Γ+ ∪ Γ− ∪ Γ∗ ∪ Γ¯∗}, where
Γ± = {ζ ∈ C : Re ζ = ±X, | Im ζ | ≤ Y,X > 0, Y > 0},
Γ∗ = {ζ ∈ C : |Re ζ | ≤ X, Im ζ = ±Y,X > 0, Y > 0},
Γ¯∗ = {ζ ∈ C : ζ¯ ∈ Γ∗}.
Set
f(ζ) = 1−
1
a
2(1−ξ)
n
Kˆ(ζ), g(ζ) =
ζ2
a2n
, 0 < ξ < 1, (3.19)
where Kˆ(ζ) =
∑∞
k=1
ck
ζ+γk
. Similarly to the proof given in [9], we can choose X >
0, Y > 0 such that for all ζ ∈ Γ,
|f(ζ)| < |g(ζ)|. (3.20)
We will prove that for every side of rectangular contour, the inequality (3.20) holds.
For all ζ ∈ Γ−, we have the estimate
|f(ζ)| = |1− a2(ξ−1)n Kˆ(ζ)| =
∣∣∣∣∣1− 1a2(1−ξ)n Kˆ(ζ)
∣∣∣∣∣ ≤ 1 +
∣∣∣∣∣ 1a2(1−ξ)n Kˆ(ζ)
∣∣∣∣∣
= 1 +
1
a
2(1−ξ)
n
∣∣∣∣∣
∞∑
k=1
ck
−X + iy + γk
∣∣∣∣∣ ≤ 1 + 1a2(1−ξ)n
∞∑
k=1
ck
| −X + iy + γk|
≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
| −X + γk|
:= q(X), 0 < ξ < 1.
Set X = XN := (γN + γN+1)/2, where N is a sufficiently large natural number, we
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show that
inf
N
{
q(XN)
X2N
}
= 0. (3.21)
Note that q(XN) is decomposed as
q(XN ) =
1
a
2(1−ξ)
n
(
N∑
k=1
ck
XN − γk
+
∞∑
k=N+1
ck
γk −XN
)
+ 1.
Let δN := γN+1 − γN . Since
XN − γk =
1
2
(γN+1 − γk + γN − γk)
≥
1
2
(γN+1 − γk) ≥
1
2
δN , k = 1, . . . , N
γk −XN ≥
1
2
(γk − γN ) ≥
1
2
δN , k = N + 1, N + 2, . . .
we see that
q(XN) ≤
2
a
2(1−ξ)
n
(
N∑
k=1
ck
γN+1 − γk
+
∞∑
k=N+1
ck
γk − γN
)
+ 1
≤
(
2
δNa
2(1−ξ)
n
∞∑
k=1
ck
)
+ 1 :=
(
2S1
δNa
2(1−ξ)
n
)
+ 1
and
q(XN)
X2N
≤
1
γ2N
(
2S1
δNa
2(1−ξ)
n
+ 1
)
. (3.22)
Taking into account the condition (2.9) and for N sufficiently large, we get
inf
N
{
q(XN)
X2N
}
= 0.
It follows that for a given an, the inequality
1
a2n
>
1
γ2N
(
2S1
δNa
2(1−ξ)
n
+ 1
)
(3.23)
holds for N sufficiently large. Then, for all ζ ∈ Γ−, we get
|g(ζ)| ≥
X2N
a2N
> X2N
(
1
γ2N
(
2S1
δNa
2(1−ξ)
n
+ 1
))
≥ X2N
q(XN )
X2N
≥ |f(ζ)|. (3.24)
14
For all ζ ∈ Γ+, we have
|f(ζ)| ≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
|XN + iy + γk|
≤ 1 +
1
XNa
2(1−ξ)
n
∞∑
k=1
ck := 1 +
S1
XNa
2(1−ξ)
n
< +∞, 0 < ξ < 1.
Hence, if we choose X = XN such that
X2N
a2n
> 1 +
S1
XNa
2(1−ξ)
n
then
X3N − a
2
nXN −
a2n
a
2(1−ξ)
n
S1 > 0.
Let XN > 1, then
X3N − a
2
nXN − a
2
nS1 > X
3
N − a
2
nXN −
a2n
a
2(1−ξ)
n
S1XN > 0
holds, if we choose XN > an
√
1 + S1
a
2(1−ξ)
n
. Hence, |f(ζ)| < |g(ζ)| for all ζ ∈ Γ+.
Now, consider a horizontal segment of the contour
Γ∗ = {ζ ∈ C : |Re ζ | ≤ XN , Im ζ = +Y }.
It follows that, for all ζ ∈ Γ∗ we get
inf
ζ∈Γ∗
∣∣∣∣ ζ2a2n
∣∣∣∣ = Y 2a2n . (3.25)
For all ζ ∈ Γ∗ we have
|f(ζ)| ≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
|x+ iY + γk|
≤ 1 +
1
Y a
2(1−ξ)
n
∞∑
k=1
ck := 1 +
S1
Y a
2(1−ξ)
n
< +∞, 0 < ξ < 1.
Hence, if we choose Y such that
Y 2
a2n
> 1 +
S1
Y a
2(1−ξ)
n
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then
Y 3 − a2nY −
a2n
a
2(1−ξ)
n
S1 > 0.
Let Y > 1, then
Y 3 − a2nY − a
2
nS1 > Y
3 − a2nY −
a2n
a
2(1−ξ)
n
S1Y > 0
holds, if we choose Y > an
√
1 + S1
a
2(1−ξ)
n
. Hence, the inequality (3.20) holds for all
ζ ∈ Γ∗.
In case of ζ ∈ Γ¯∗, the inequality (3.20) holds under the same condition since
f(ζ) = f(ζ¯) and g(ζ) = g(ζ¯). Thus, since |f(ζ)| < |g(ζ)| for all ζ ∈ Γ, then by the
Rouche’s theorem and argument principle, we obtain
N(g)− P (g) = N(f + g)− P (f + g),
where N and P denote, respectively, the number of zeroes and poles inside the
contour Γ, with each zero and pole counted as many times as its order or multiplicity,
respectively, indicate. By the definition of the function g(ζ), N(g)−P (g) = 2. Inside
the contour Γ, the function f + g has N poles: −γN ,−γN−1, ...,−γ1. Therefore,
N(f + g) = N + 2. It is not difficult to note graphically (see also [13]) that the
function f + g has N + 1 or N real zeroes inside the contour Γ, which satisfy
inequality (2.22), and depending on whether µN,n < XN or µN,n ≥ XN . But if
µN,n < XN , then f + g has one complex zero inside Γ and this is not possible since
(f + g)(ζ) = (f + g)(ζ). Consequently, there are exactly two complex zeroes µ±n
inside Γ, where µ+n = µ
−
n .
Proof of Theorem 2.3. As in the Theorem 2.2 we consider the same function
(3.18) and we prove that the set of its zeroes coincides with the union of countable
series of zeroes {λn,k|k ∈ N} and a pair of complex-conjugate zeroes λ
±
n , λ
+
n = λ
−
n .
Moreover, we prove that real zeroes {λn,k|k ∈ N} satisfy the inequalities (2.22).
Secondly, we prove that for the complex-conjugate zeroes λ±n , asymptotic formulas
(2.23)−(2.25) indeed hold.
For each fixed natural number, we will prove that for every side of rectangular
contour Γ = {Γ+ ∪ Γ− ∪ Γ∗ ∪ Γ¯∗}, the inequality (3.20) holds. The f(ζ) and g(ζ)
are the same functions as in (3.19). Now, for all ζ ∈ Γ−, we have the same estimate
|f(ζ)| ≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
| −X + γk|
:= q(X), 0 < ξ < 1.
Set X = XN := (γN + γN+1)/2, where N is a sufficiently large natural number, we
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have
inf
N
{
q(XN)
X2N
}
= 0. (3.26)
Indeed, we note that
q(XN ) =
1
a
2(1−ξ)
n
(
N∑
k=1
ck
XN − γk
+
∞∑
k=N+1
ck
γk −XN
)
+ 1,
then since
XN − γk ≥
1
2
(γN+1 − γk), k = 1, . . . , N
γk −XN ≥
1
2
(γk − γN ), k = N + 1, N + 2, . . .
it follows that
q(XN ) ≤
2
a
2(1−ξ)
n
(
N∑
k=1
ck
γN+1 − γk
+
∞∑
k=N+1
ck
γk − γN
)
+ 1
=
2
a
2(1−ξ)
n
(
N∑
k=1
ck
γk
(
γN+1
γk
− 1
)−1
+
∞∑
k=N+1
ck
γk
(
1−
γN
γk
)−1)
+ 1.
By the above hypothesis (see (2.20) and (2.21)), where for
γk+1 − γk = B(k + 1)
β −Bkβ +O(kβ−1) ≈ kβ−p, 1 ≤ p <∞, k →∞,
p/2 < β holds, we conclude that for all k = 1, . . . , N ,(
γN+1
γk
− 1
)−1
≤
(
γN+1
γN
− 1
)−1
=
γN
γN+1 − γN
≤ C1N
p−β
(
BNβ +O
(
Nβ−1
))
= C1N
p
(
B +O
(
1
N
))
= C1N
pB.
Similarly, we can prove that for all k = N + 1, N + 2 . . . the following expression
holds. (
1−
γN
γk
)−1
≤
(
1−
γN
γN+1
)−1
=
γN+1
γN+1 − γN
≤ C1N
p−β
(
B(N + 1)β +O
(
(N + 1)β−1
))
= C1N
p
(
1 +O
(
1
N
))(
B +O
(
1
N + 1
))
= C1BN
p, N →∞.
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Here and in what follows, C1 > 0. Then
q(XN) ≤
2C1N
pB
a
2(1−ξ)
n
(
∞∑
k=1
ck
γk
)
+ 1 =
2C1N
pB
a
2(1−ξ)
n
S + 1 (3.27)
and
q(XN)
X2N
≤
2C1NpB
a
2(1−ξ)
n
S + 1
γ2N
=
2C1NpB
a
2(1−ξ)
n
S + 1
(BNβ +O(Nβ−1))2
(3.28)
=
2C1Np−2βB−1
a
2(1−ξ)
n
S +O
(
N−2β
)
1 +O
(
1
N
)
+O
(
1
N2
) . (3.29)
This equation converges to zero as N →∞ since 2β > p. This means that
inf
N
{
q(XN)
X2N
}
= 0.
It follows that for a given an, the inequality
1
a2n
>
2C1N
p−2βB−1
a
2(1−ξ)
n
S +O(N−2β) (3.30)
holds for N sufficiently large. Then, for all ζ ∈ Γ−, we get
|g(ζ)| ≥
X2N
a2n
> X2N
(
2C1N
p−2βB−1
a
2(1−ξ)
n
S +O(N−2β)
)
≥ X2N
q(XN )
X2N
≥ |f(ζ)|. (3.31)
For all ζ ∈ Γ+,
|f(ζ)| ≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
|X + iy + γk|
≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
|X + γk|
≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
γk
:= 1 +
S
a
2(1−ξ)
n
< +∞, 0 < ξ < 1.
And so, for all ζ ∈ Γ+, the following is satisfied
|g(ζ)| ≥
X2N
a2n
> 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
γk
≥ |f(ζ)|
if XN > an
√
S
a
2(1−ξ)
n
+ 1.
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Now, consider a horizontal segment of the contour
Γ∗ = {ζ ∈ C : |Re ζ | ≤ XN , Im ζ = +Y }.
It follows that, for all ζ ∈ Γ∗ we get
inf
ζ∈Γ∗
∣∣∣∣ ζ2a2n
∣∣∣∣ = Y 2a2n . (3.32)
Let us denote
Γ∗1 = {ζ ∈ C : 0 ≤ Re ζ ≤ XN , Im ζ = +Y },
Γ∗2 = {ζ ∈ C : −XN ≤ Re ζ ≤ 0, Im ζ = +Y }.
For all ζ ∈ Γ∗1 we have
|f(ζ)| ≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
|x+ iY + γk|
≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
γk
∣∣∣∣x+ iYγk + 1
∣∣∣∣−1
≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
γk
:= 1 +
S
a
2(1−ξ)
n
, 0 < ξ < 1.
Hence, if we choose Y such that Y > an
√
S
a
2(1−ξ)
n
+ 1, then ∀ζ ∈ Γ∗1 the inequality
(3.20) holds. Note that for all ζ ∈ Γ∗2∩[ζ1, ζ2], where ζ1 = −γM+1+iY, ζ2 = −γM+iY ,
1 ≤M < N , M ∈ N, immediately we have the following inequality:
|f(ζ)| ≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
|x+ iY + γk|
≤ 1 +
1
a
2(1−ξ)
n
∞∑
k=1
ck
γk
∣∣∣∣x+ iYγk + 1
∣∣∣∣−1
≤ 1 +
1
a
2(1−ξ)
n
(
M−1∑
k=1
+
∞∑
k=M+2
)
ck
γk
∣∣∣∣ xγk + 1
∣∣∣∣−1 + 1
a
2(1−ξ)
n
cM + cM+1
Y
, 0 < ξ < 1.
And so, for M sufficiently large we have∣∣∣∣ xγk + 1
∣∣∣∣−1 < ( γMγM−1 − 1
)−1
=
γM−1
γM − γM−1
≤ C1(M − 1)
p−β
(
B(M − 1)β +O((M − 1)β−1)
)
= C1(M − 1)
p
(
B +O
(
1
M − 1
))
= C1(M − 1)
pB ≤ C1(N − 1)
pB < C1N
pB, k = 1, 2, . . . ,M − 1.
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∣∣∣∣ xγk + 1
∣∣∣∣−1 < (1− γM+1γM+2
)−1
=
γM+2
γM+2 − γM+1
≤ C1(M + 1)
p−β
(
B(M + 2)β +O((M + 2)β−1)
)
= C1(M + 1)
p
(
1 +O
(
1
M + 1
))(
B +O
(
1
M + 2
))
= C1(M + 1)
pB ≤ C1N
pB, k = M + 2,M + 3, . . . 1 ≤M < N,
then for all ζ ∈ Γ∗2 we get
|f(ζ)| ≤
2
a
2(1−ξ)
n
C1 ·BN
pS +
cM + cM+1
Y
+ 1
≤
2
a
2(1−ξ)
n
C1 ·BN
p · S +
CN+1
Y
+ 1, CN+1 = sup
1≤k≤N+1
ck.
Therefore, for all ζ ∈ Γ∗2, inequality |f(ζ)| < |g(ζ)| holds if
Y 2
a2n
>
2
a
2(1−ξ)
n
C1 · BN
p · S +
CN+1
Y
+ 1
or what is the same if
Y 3 −
(
2
a
2(1−ξ)
n
C1 · BN
p · S + 1
)
a2nY − 2a
2
nCN+1 > 0.
Let Y > 1, then
Y 3 −
(
2C1 · BN
p · S
a
2(1−ξ)
n
+ 1
)
a2nY − 2CN+1a
2
n > Y
3 −
(
2C1 ·BN
p · S
a
2(1−ξ)
n
+ 2CN+1 + 1
)
a2nY > 0
holds, if we choose Y > an
√(
2C1·BNp·S
a
2(1−ξ)
n
)
+ 2CN+1 + 1. Hence, |f(ζ)| < |g(ζ)| holds
for all ζ ∈ Γ∗ if
Y > an ·max
(√(
2C1 · BNp · S
a
2(1−ξ)
n
)
+ 2CN+1 + 1,
√
S
a
2(1−ξ)
n
+ 1
)
.
In case of ζ ∈ Γ¯∗, the inequality |f(ζ)| < |g(ζ)| holds under the same condition since
f(ζ) = f(ζ¯) and g(ζ) = g(ζ¯). The rest is followed by the proof of Theorem 2.2.
To finish the proof of Theorem 2.3 the basic idea followed is to replace the
function
Kˆ(ζ) =
∞∑
k=1
ck
ζ + γk
20
by its approximation expressed by the integral
h(ζ) =
∫ ∞
1
A
tα(ζ +Btβ)
dt,
and then to estimate the function h(ζ) in the region {ζ ∈ C : | arg ζ | < π−δ, δ > 0}.
The approximation of the function Kˆ(ζ) by h(ζ) is established in Lemma 3.2.
Lemma 3.2. If | arg(ζ)| < π − δ, δ > 0, then
|Kˆ(ζ)− h(ζ)| .
1
|ζ |
Proof. This assertion was proved in the paper [9].
Let us prove that complex zeroes of the function ln(ζ) can be asympotically
represented in the form λ±n = ±ian + τnan, n ∈ N as n → ∞, where τn ∈ R is
a numerical sequence. For this purpose, it suffices to show that the asymptotic
representation λ+n satisfies the equation
Kˆ(λ+n )
a
2(1−ξ)
n
=
λ+n
a2n
+ 1,
which is equivalent to the equation
Kˆ(λ+n ) = a
2(1−ξ)
n τn(τn + 2i), λ
+
n = ian + τnan.
Hence, we obtain
τn =
Kˆ(λ+n )
a
2(1−ξ)
n (τn + 2i)
. (3.33)
Denote gn(τ) by
gn(τ) =
Kˆ(ian + τan)
a
2(1−ξ)
n (τ + 2i)
, ζn = ian + τan. (3.34)
Then the equation (3.33) can be rewritten in the form τn = gn(τn). Hence, it can
be concluded that τn is a fixed point of the map τ → gn(τ) for n→∞. Therefore,
it suffices to prove that for n→ ∞ the map τ → gn(τ) is a contraction. Thus, the
desired solution τn ∈ R will be found as the limit of the sequence τ
k
n as k → ∞,
where τkn = g(τ
k−1
n ), τ
0
n = 0, τ
1
n 6= τn.
Let us prove that the mapping τ → gn(τ) is a contraction as n → ∞. This
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follows from the inequality
|g′n(τ)| =
∣∣∣∣∣Kˆ(λ+n )− Kˆ ′(λ+n )(anτ + 2ian)a2(1−ξ)n (τ + 2i)2
∣∣∣∣∣ ≤ 1a2(1−ξ)n
(
|Kˆ ′(λ+n )(2ζn)|+ |Kˆ(λ
+
n )|
)
with |τ | < 1
2
and Lemma 3.3.
Lemma 3.3. On the region {ζ ∈ C : | arg ζ | < π − δ, δ > 0} the following relations
hold: |ζKˆ ′(ζ)| → 0 and |Kˆ(ζ)| → 0 as |ζ | → ∞.
Proof. The proof of this Lemma was displayed in [9]. But here is important to
mention that
gn(τn) = −
i
2
Kˆ(ian)
a
2(1−ξ)
n
[1 +O(τn)], n→∞.
Indeed, according to Taylor series at τn = 0, we get
Kˆ(ian + τnan)
(τn + 2i)
=
Kˆ(ian)
2i
−
τn
4
(Kˆ ′(ian)(2ian)− Kˆ(ian)) +O(τ
2
n) = −
i
2
Kˆ(ian)[1 +O(τn)].
Thus, for the sequence τn ∈ R the following asymptotic formula holds:
τn = −
i
2
Kˆ(ian)
a
2(1−ξ)
n
[1 +O(τn)], n→∞. (3.35)
Further, in order to obtain asymptotic formulas (2.23)−(2.25) we use the following
Lemma 3.4.
Lemma 3.4. If | arg ζ | < π − δ, δ > 0, then
Kˆ(ζ) =
ABr−1
β|ζ |r
∫ ∞
0
dt
tr(exp(iϕ) + t)
+O
(
1
|ζ |
)
, for 0 < r < 1, (3.36)
Kˆ(ζ) =
A
β
ln
∣∣ ζ
B
+ 1
∣∣
ζ
+O
(
1
|ζ |
)
, for r = 1. (3.37)
Proof. The proof of this Lemma was displayed in [9].
And so, the following asymptotic formula, in the case 0 < r < 1,
−
i
2
Kˆ(ian) = −
i
2
ABr−1
β|an|r
∫ ∞
0
dt
tr(i+ t)
+O
(
1
|an|
)
= −
AD
βB1−r
1
arn
+O
(
1
an
)
,
can be obtained using the Lemma 3.4 and result
D =
i
2
∫ ∞
0
dt
tr(i+ t))
=
1
2
π
sin(πr)
exp(i
π
2
(1− r)), arg(ian) =
π
2 = ϕ.
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That is to say
τn = −
i
2
Kˆ(ian)
a
2(1−ξ)
n
[1 +O(τn)] =
(
−
AD
βB1−r
1
a
r+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
))
[1 +O(τn)].
Set M := − AD
βB1−r
. Then
τn =
M
a
r+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
)
+
+
(
M
a
r+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
))
O
(
M
a
r+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
))
=
=
M
a
r+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
)
+O
(
1
a
r+1+2(1−ξ)
n
)
+O
(
1
a
2r+2(1−ξ)
n
)
+O
(
1
a2n
)
.
For the case 0 < r < 1, we obtain the asymptotic formula
τn =
M
a
r+2(1−ξ)
n
+ O
(
1
a
2r+2(1−ξ)
n
)
, 0 < r < 1
2
, (3.38)
τn =
M
a
r+2(1−ξ)
n
+ O
(
1
a
1+2(1−ξ)
n
)
, 1
2
≤ r < 1. (3.39)
For the case r = 1, using again the Lemma 3.4, we have
−
i
2
Kˆ(ian) = −
i
2
A
β
ln
∣∣ ia
B + 1
∣∣
ian
+O
(
1
an
)
= −
1
2
A
β
ln
√
a2n
B2 + 1
an
+O
(
1
an
)
= −
1
2
A
β
ln an
an
+O
(
1
an
)
.
That is, we obtain another asymptotic formula,
τn = −
i
2
Kˆ(ian)
a
2(1−ξ)
n
[1 +O(τn)]
= −
1
2
A
β
ln an
a
1+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
)
+
+
(
−
1
2
A
β
ln an
a
1+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
))
O
(
−
1
2
A
β
ln an
a
1+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
))
= −
1
2
A
β
ln an
a
1+2(1−ξ)
n
+O
(
1
a
1+2(1−ξ)
n
)
. (3.40)
We recall that
λ±n = Imλ
±
n + Reλ
±
n = ±ian + τnan (3.41)
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and so from asymptotic formulas (3.38) − (3.40), we have
Reλ±n (ξ) =
M
ar+1−2ξn
+O
(
1
a
2(r−ξ)+1
n
)
, 0 < r < 1
2
, (3.42)
Reλ±n (ξ) =
M
ar+1−2ξn
+O
(
1
a
2(1−ξ)
n
)
, 1
2
≤ r < 1, (3.43)
Reλ±n (ξ) = −
1
2
A
β
ln an
a
2(1−ξ)
n
+O
(
1
a
2(1−ξ)
n
)
, r = 1. (3.44)
We consider the dependence of the asymptotic behavior of the complex roots as
from the properties of the kernel of the equation Kˆ and parameter ξ. If we consider
the case ξ ∈ (0, 1), for an →∞, then the complex roots tend to the imaginary axis.
Indeed,
i) For the case r = 1, we get Reλ±n (ξ)→ 0 for all ξ ∈ (0, 1).
ii) The rest of the case, i.e. when r ∈ (0, 1), we have Reλ±n (ξ)→ 0 if and only if
r + 1− 2ξ > 0, that is, ξ < r+1
2
for an →∞.
4. Remarks and Comments
In this paper we analyzed asymptotic behavior of the spectrum of the operator-
valued function L(ζ), first for the case
∑∞
k=1 ck < +∞, and the second when condi-
tion
∑∞
k=1 ck < +∞ does not satisfies. For the first case, we obtained the asymptotic
formulas (2.15), (2.16) and (2.17) for different values of ξ where Reµ±n (ξ) → 0 as
an → 0. That is, in our case, the solutions of system (1.1)-(1.2) does not decay
exponentially for all ξ ∈ (0, 1) unlike [2] and [5].
In the second case, for the sequences {ck}
∞
k=1, {γk}
∞
k=1, was considered the asymp-
totic representation
ck =
A
kα
+O
(
1
kα+1
)
, γk = Bk
β +O(kβ−1), k ∈ N
together with the following additional conditions (2.20) and (2.21). From the asymp-
totic formulas (2.23), (2.24) and (2.25) we obtained the following analysis: consid-
ering the dependence of the asymptotic behavior of the complex zeroes as from the
properties of the kernel of the equation Kˆ and parameter ξ we obtained that the
complex zeroes tend to the imaginary axis for all ξ ∈ (0, 1). Indeed, for r = 1, we get
Reλ±n (ξ)→ 0 for all ξ ∈ (0, 1). Here, the solutions for system (1.1)-(1.2) again does
not decay exponentially for all ξ ∈ (0, 1). For the rest case, i.e. for r ∈ (0, 1), the
solutions for the system (1.1)-(1.2) does not decay exponentially only if ξ ∈ (0, r+1
2
)
because Reλ±n (ξ)→ 0 if and only if ξ ∈ (0,
r+1
2
).
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We get a different case when we consider r + 1 − 2ξ < 0, i.e., if ξ ∈ ( r+1
2
, 1)
the solutions for system (1.1)-(1.2) decay exponentially. Indeed for all r, ξ such that
r ∈ (0, 1) and ξ ∈ ( r+1
2
, 1) we have
Reλ±n (ξ) =Ma
(r+1−2ξ)
n +O
(
a(2ξ−1)n
)
, 0 < ξ < 1
2
,
Reλ±n (ξ) =Ma
(r+1−2ξ)
n +O
(
1
a
(2ξ−1)
n
)
, 1
2
< ξ < 1,
Reλ±n (ξ) =Ma
r
n +O (1) , ξ =
1
2
,
where M := − AD
βB1−r
. Here, Reλ±n (ξ)→ −∞ as an →∞.
If ξ = r+1
2
, then the asymptotic formulas (3.42) and (3.43) depend only on r.
Indeed, for all r ∈ (0, 1), we have
Reλ±n = −
AD
βB1−r
+O
(
1
arn
)
Reλ±n = −
AD
βB1−r
+O
(
1
a
(1−r)
n
)
.
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