Spatially isotropic families of max-stable processes have been used to model extreme spatial or space-time observations. One prominent model is the Brown-Resnick process, which has been successfully fitted to time series, spatial data and space-time data. This paper extends the process to possibly anisotropic spatial structures. For regular grid observations we prove strong consistency and asymptotic normality of pairwise maximum likelihood estimates for fixed and increasing spatial domain, when the number of observations in time tends to infinity. We also present a statistical test for isotropy versus anisotropy. We apply our test to precipitation data, and present some diagnostic tools for model assessment.
Introduction
In Davis, Klüppelberg, and Steinkohl [6] a stationary max-stable Brown-Resnick space-time process is suggested and applied to precipitation data. This model is isotropic in space and a possible estimation method is pairwise maximum likelihood estimation based on the bivariate density of the model. Strong consistency and asymptotic normality of pairwise maximum likelihood estimates of space-time BrownResnick processes are proved in [6] , provided the domain of observations increases jointly in space and time. Their approach is restricted to isotropic spatial dependence.
In the present paper we generalise the spatial part of the Brown-Resnick model to allow for anisotropy in space, which is often required for environmental data, which are rarely isotropic. All parameters are summarised in the semivariogram of an underlying Gaussian space-time process, which parameterises the model. Throughout the paper we denote it by the dependence function or structure of the model. It defines the dependence structure of the max-stable process and, as a consequence, the tail dependence coefficient between two process values evaluated at two location and two time points. We modify this function to allow for spatially anisotropic effects.
Furthermore, since in real world applications, observations are often recorded over a large number of time points, but only at a comparably small number of spatial locations, we also consider the case of a fixed spatial domain and an increasing temporal domain. For both settings, fixed and increasing spatial domain, we prove strong consistency and asymptotic normality of the pairwise maximum likelihood estimates in the anisotropic model based on regular grid observations. This requires in particular to prove space-time and temporal mixing conditions in both settings for the anisotropic model.
We also provide tests for isotropy versus anisotropy again in both settings. The asymptotic normality of the parameter estimates determines in principle the rejection areas of the test. However, the covariance matrices of the normal limit laws are not available in closed form. We formulate a subsampling procedure in the terminology of the Brown-Resnick space-time process and prove its convergence for fixed and increasing spatial domain.
We conclude with an analysis of space-time block maxima of radar rainfall measurements in Florida. Firstly, we present a simple procedure to test whether they originate from a max-stable process. As this cannot be rejected, we fit the Brown-Resnick space-time model to the data, using pairwise maximum likelihood estimation. Subsequently we apply the new isotropy test. Both the estimation and the test are based on the setting of a fixed spatial domain and increasing time series. In particular, since the Brown-Resnick space-time process satisfies the strong mixing conditions for increasing spatial and time domain as well as for fixed spatial and increasing time domain, the estimation and test procedure are independent of the specific setting: it works in both settings in exactly the same way, taking the different asymptotic covariance matrices into account. Finally, we assess the goodness of fit of the estimated model by a simulation diagnostics based on a large number of i.i.d. simulated anisotropic Brown-Resnick space-time processes. As a result, there is no statistical significance that the anisotropic Brown-Resnick space-time process with the fitted parameters should be rejected.
Our paper is organised as follows. In Section 2 we present the Brown-Resnick space-time model, which allows for anisotropic effects in space, and various dependence measures, including the dependence function with the model parameters. In Section 3 we compute the pairwise maximum likelihood estimates for the new model and prove their strong consistency and asymptotic normality for both settings, fixed and increasing spatial domain. Section 4 presents hypothesis tests for spatial isotropy and derives rejection areas based on a subsampling procedure. A data analysis is performed in Section 5 with focus on model assessment. The isotropy test rejects spatial isotropy for these data. Based on two other test procedures, we conclude that the anisotropic Brown-Resnick space-time process with the given dependence parameters is an appropriate model for the block-maxima data.
Spatially anisotropic Brown-Resnick processes
Throughout the paper we consider a stationary Brown-Resnick space-time process with representation η(s, t) = ∞ j=1 ξ j e W j (s,t)−δ(s,t) , (s,
where {ξ j : j ∈ N} are points of a Poisson process on [0, ∞) with intensity ξ −2 dξ and {W j (s, t) : s ∈ R d , t ∈ [0, ∞)} are independent replicates of a Gaussian process {W (s, t) : s ∈ R d , t ∈ [0, ∞)} with stationary increments, W (0, 0) = 0, E[W (s, t)] = 0 and covariance function Cov[W (s (1) , t (1) ), W (s (2) , t (2) )] = δ(s (1) , t (1) ) + δ(s (2) , t (2) ) − δ(s (1) − s (2) , t (1) − t (2) ).
The univariate margins of (2.1) follow standard Fréchet distributions. The space-time representation (2.1) goes back to de Haan [8] .
There are various quantities to describe the dependence in (2.1):
• In geostatistics, the nonnegative dependence function δ is termed the semivariogram of the process {W (s, t)}:
).
• For h = (h 1 , . . . , h d ) ∈ R d and u ∈ R, the tail dependence coefficient χ(h, u) is given by (cf. Davis, Klüppelberg, and Steinkohl [5] , Section 3)
2)
, and Φ denotes the standard normal distribution function.
• For D = {(s (1) , t (1) ), . . . , (s (|D|) , t (|D|) )} and x = (x 1 , . . . , x |D| ) > 0, the finite-dimensional margins are given by
Here, V D denotes the exponent measure, which is homogeneous of order -1. In the case of bivariate margins; i.e., D = {(s (1) , t (1) ), (s (2) , t (2) )}, the exponent measure is given by (2) )}, then (cf. Beirlant, Goegebeur, Segers, and Teugels [1] , Section 9.5.1)
• The Brown-Resnick space-time process (2.1) can be obtained as the weak limit of pointwise maxima of rescaled independent copies of a stationary Gaussian space-time process {Z(s, t) : s ∈ R d , t ∈ [0, ∞)} with mean 0, variance 1 and correlation function
for all s ∈ R d and t ∈ [0, ∞). For a spatially isotropic process there exists another correlation functionγ that satisfies γ(h, u) =γ( h , u), where · denotes the Euclidean norm. The concept goes back to Brown and Resnick [3] for a time series model, the spatial model to Kabluchko, Schlather, and de Haan [16] and the space-time setting to Davis, Klüppelberg, and Steinkohl [5] and Huser and Davison [13] . For further details see [5] , Section 2.
Pairwise maximum likelihood estimation
We extend the pairwise maximum likelihood procedure described in Davis, Klüppelberg, and Steinkohl [6] for spatially isotropic space-time Brown-Resnick processes to the anisotropic case. We focus on the difference introduced by the spatial anisotropy and refer to the corresponding formulas in [6] , where also a short introduction to composite likelihood estimation and further references can be found. The pairwise likelihood function uses the bivariate distribution function of (η(0, 0), η(h, u)) for h ∈ R d and u ∈ R, which is given as G(y 1 , y 2 ) = exp{−V (y 1 , y 2 )}, y 1 , y 2 > 0, (3.1) where V is the exponent measure. For the sake of notation, we suppress the index D. Recall from (2.3) that V satisfies
with dependence function δ given by
with parameters C j > 0 and α j ∈ (0, 2] for j = 1, . . . , d + 1. For covariance structures of {W (s, t) : 
We focus on data on a regular spatial grid and at equidistant time points. More precisely, we assume that the spatial observations lie on a regular d-dimensional lattice,
for M ∈ N, and that the time points are given by the set T T = {1, . . . , T } for T ∈ N. For the computation of the pairwise likelihood it is common not to include observations on all available space-time pairs, but only on those that lie within some prespecified spatio-temporal distance. This is motivated by the fact that pairs that lie sufficiently far apart in a space-time sense have little influence on the dependence parameters, see Nott and Rydén [17] , Section 2.1. To express this notationally, we take inspiration of [17] and use a design mask adapted to the anisotropic setting,
We are now ready to define the pairwise log-likelihood function and the resulting estimate.
Definition 3.1 (Pairwise estimate for the anisotropic Brown-Resnick process). The pairwise loglikelihood function that includes space-time pairs, whose maximum componentwise spatial lag and maximum time lag are given by r ∈ N d 0 and p ∈ N 0 , respectively, such that (r, p) = (0, 0), is defined as
where
and
The pairwise maximum likelihood estimate (PMLE) is given by
We consider two scenarios to obtain the asymptotic properties of the PMLE. The first one is based on regularly spaced observations with an increasing spatio-temporal domain. For this scenario we closely follow the proofs in Davis et al. [6] and show that the properties of strong consistency and asymptotic normality also hold if the dependence structure δ allows for spatially anisotropic effects as in (3.3) . In the second scenario, the observations are taken from a fixed spatial domain and an increasing temporal domain. 
Increasing spatio-temporal domain
where 0 < α j ≤ 2 and C j > 0 for j = 1, . . . , d + 1. Denote by
the parameter vector. Assume that the true parameter vector θ lies in a compact set
for some c > 0. Suppose also that the following identifiability condition
for observations of the Brown-Resnick process (2.1) is strongly consistent, that is,
Proof. The proof uses the method of Wald [21] . One aim is to show that for some chosen maximum space-time lag (r, p) ∈ N d+1 0 \ {0} and θ ∈ Θ ,
as M, T → ∞. This is done by verifying the following two statements:
Furthermore, we need to show:
(C) The limit function PL(θ) is uniquely maximized at the true parameter vector θ ∈ Θ .
We show (A). The convergence holds because q θ (·) is a measurable function of lagged versions of η(s, t) for s ∈ S M , t ∈ T T . Proposition 4.3 of Davis et al. [6] implies a strong law of large numbers. What remains to show is that the convergence is uniform on the compact parameter space Θ . This can be done by carefully following the lines of the proof of Theorem 4.1 of [6] , adapting it to the spatially anisotropic setting. For details we refer to Buhl [4] , Theorem 4.4. We find that there is a positive finite constant K 1 , independent of θ, such that 11) and that E sup θ∈Θ where in the last step we used relation (3.11) . The number of space-time points used in the boundary term R is of order M d−1 , independent of T . Therefore, there exists a positive constant K 2 , independent of M and T , such that
Continuing (3.12), we obtain
As a next step and for convenience, we rewrite the boundary term R (M,T ) (θ). For (h, u) ∈ N d+1 define the set of boundary points G M,T (h, u) as
Using Proposition 4.3 of Davis et al. [6] and (3.11) we have that, uniformly on Θ ,
Finally, we prove (C). Let θ = θ . For s ∈ S M and t ∈ T T , Jensen's inequality yields
and it directly follows from (3.6) that PL(θ) ≤ PL(θ ). As θ = θ , the identifiability condition (3.10) precludes equality and yields (C).
Remark 3.3. There are combinations of maximum space-time lags that lead to non-identifiable parameters. However, Theorem 3.2 still applies to all identifiable parameters (cf. [6] , Remark 4.2).
Next we prove asymptotic normality of the PMLE defined in (3.8). As in the proof of Theorem 3.2 we follow the lines of proof of [6] , Section 5, adapting the arguments to the anisotropic setting. We start with some basic results needed throughout the remainder of the section.
Lemma 3.4. Assume that all conditions of Theorem 3.2 are satisfied. Then for s (1) , s (2) ∈ R d and t (1) , t (2) ∈ [0, ∞), the following assertions hold:
(a) The gradient of the bivariate log-density satisfies
(b) The Hessian matrix of the bivariate log-density satisfies
The absolute values are taken componentwise.
Proof. Assume identifiability of all parameters C j , α j for j = 1, . . . , d + 1. For y 1 , y 2 ∈ (0, ∞) and for (h, u) ∈ R d+1 \ {0} lengthy but simple calculations of derivatives of (3.1) yield
By compactness of the parameter space, as required in (3.9), we can bound those first partial derivatives as well as the second order partial derivatives from above and below. So it remains to show that for
where the function δ(h, u) can be treated as a constant since it is bounded away from 0 by (3.9). Hence, for the rest of the proof we refer to that of Davis et al. [6] , Lemma 5.1.
For a central limit theorem we need certain mixing properties for a space-time setting (cf. [6] , Section 5.1 and Huser and Davison [13] , Section 3.2).
Definition 3.5 (Mixing coefficients and α-mixing
(a) For k, , n ≥ 0 the mixing coefficients are defined as
Recall from (2.2) that, for (h, u) ∈ R d+1 , the tail dependence coefficient of the Brown-Resnick process is given by
Corollary 2.2 of Dombry and Eyi-Minko [10] links the α-mixing coefficients with the tail dependence coefficients, and we will use this for the next result. Proposition 3.6. Let {η(s, t) : s ∈ R d , t ∈ [0, ∞)} be the Brown-Resnick process (2.1). Then the process {η(s, t) : s ∈ Z d , t ∈ N} is α-mixing, where the mixing coefficients in (3.15) satisfy for H r as in (3.4)
Proof. Note that for h ∈ R d we have 
2) and (3.16), we find for all k, ≥ 0,
This implies α-mixing.
For the next estimates we will use Lemma A.1.
(2) We use (3.17) to obtain
(3) We find, using again (3.16),
Now we formulate the main result of this section.
Theorem 3.7 (Asymptotic normality for large M and T ). Assume the same conditions as in Theorem
18)
; r, p) and
Proof. A Taylor expansion of the score function ∇ θ P L (M,T ) (θ) around the true parameter vector θ yields for someθ ∈ [ θ, θ ] :
Note the following:
• The central limit theorem for the gradient of q θ (cf. Davis et al. [6] , Proposition 5.
• Using again the central limit theorem for the gradient of q θ and similar arguments as in the proof of strong consistency (Theorem 3.2), J 2 P → 0 as M, T → ∞.
• As {η(s, t) : s ∈ Z d , t ∈ N} is α-mixing, the process
is α-mixing as a set of measurable functions of mixing lagged processes. Uniform convergence holds because of Lemma 3.4 which implies that
Furthermore, asθ ∈ [ θ, θ ] and θ is strongly consistent, we have that I 1 a.s.
→ −F 1 as M, T → ∞.
• Concerning I 2 , the law of large numbers applied to
results in the fact that, similarly as in the proof of Theorem 3.2, I 2 a.s.
Finally, summarising those results, Slutzky's Lemma yields (3.18).
Fixed spatial domain and increasing temporal domain
As before we compute the PMLE based on observations on the area S M × T T , but now we consider M fixed, whereas T tends to infinity. We formulate the following temporal α-mixing coefficients (cf. Ibragimov and Linnik [14] , Definition 17.2.1 or Bradley [2] , Definition 1.6).
Definition 3.8. [Temporal mixing coefficients and temporal α-mixing] Let {η(s, t) : s ∈ S M , t ∈ N} be a space-time process.
(a) For n ≥ 0 the temporal α-mixing coefficients are defined as
Then the process {η(s, t) : s ∈ S M , t ∈ N} is temporally α-mixing, where the mixing coefficients (3.19) satisfy
Proof. We use Equation (3) and Corollary 2.2 of Dombry and Eyi-Minko [10] and (2.2) to obtain for n ∈ N α(n)
where the last inequality follows from 1 − Φ(x) ≤ exp{− 1 2 x 2 } for x > 0. We estimate α(n) for large n further by
In the double sum a temporal lag u = |t (1) − t (2) | ≥ n appears exactly u − (n − 1) times. This yields
Convergence of the series (3.21) now follows from Lemma A.1.
In the following we show that strong consistency of the PMLE still holds, if the spatial domain remains fixed. 
Proof. For θ ∈ Θ and t ∈ N, set
Following carefully the lines of the proof of Theorem 3.2, the following conditions hold for fixed spatial domain:
as T → ∞ uniformly on the compact parameter space Θ . We use similar arguments as in the proof of Theorem 3.2 adapted to the fixed spatial region. The main argument is that q M θ (·) is a function of temporally mixing lagged processes, then we apply again Theorem 2.7 of Straumann [20] .
(B) The limit function P L M (θ) is uniquely maximized at the true parameter vector θ ∈ Θ . Now we formulate the main result of this section. 
2 ) with
Proof. By its definition as a function of lagged temporally mixing processes, (∇ θ q M θ (t; r, p)) t∈N is also temporally α-mixing with coefficients α (n) = α(n − p). Furthermore, it is centred as
because regularity conditions of the pairwise log-likelihood (3.5), implied by Lemma 3.4, allow interchanging differentiation and integration. Now note that Lemmas 3.4 and 3.9 imply that
< ∞ for t ∈ N and every maximum spatial lag r and time lag p, and that
Therefore, the conditions of Theorem 18.5.3 of Ibragimov and Linnik [14] (see also Bradley [2] , Theorem 10.7) are satisfied and we conclude that
Taylor expansion of the score function ∇ θ P L (M,T ) (θ) around the true parameter vector θ yields for someθ ∈ [ θ, θ ] :
• Uniform convergence holds because of Lemma 3.4 which implies that
By temporal α-mixing, sinceθ ∈ [ θ, θ ], and θ is strongly consistent, we have I a.s.
Finally, summarising those results, Slutzky's Lemma yields (3.22).
Test for spatial isotropy
We use the results of Section 3 to formulate statistical tests for spatial isotropy versus anisotropy based on the model (3.3),
. We derive the necessary results for d = 2, generalisations to higher dimensions are possible, but notationally much more involved. Again we consider the two cases of an increasing and fixed spatial domain. A test for isotropy versus anisotropy is a test of
Increasing spatial domain
From Theorem 3.7 we know that, under suitable regularity conditions, the PMLE
is asymptotically normal; more precisely, for M 2 spatial observations on a regular grid and for T equidistant time points we have
whereΣ 1 ∈ R 6×6 is the asymptotic covariance matrix given in Theorem 3.7. Our test is based on the spatial parameters only. Moreover, we test the two equalities in H 0 separately and use Bonferroni's inequality to solve the multiple test problem. 
Proof. We obtain the left hand side of (4.3) and (4.4) by multiplying A 1 and A 2 to (4.2), respectively. This yields the limits on the right hand side by the continuous mapping theorem.
We define
Then the multiple test problem (4.1) becomes
Since the variances in (4.3) and (4.4) are not known explicitly, we find the rejection areas of the two tests by subsampling as suggested in Politis, Romano, and Wolf [18] , Chapter 5. Their main Assumption 5.3.1, the existence of a weak limit law of the estimates, is satisfied by Lemma 4.1.
We formulate the subsampling procedure in the terminology of the space-time process {η(s, t) : s ∈ S M , t ∈ T T }. We choose space-time block lengths b = (b 1 , b 2 , b 3 ) ≥ (1, 1, 1 ) and the degree of overlap e = (e 1 , e 2 , e 3 ) ≤ (M, M, M ). The blocks are indexed by i = (i 1 , i 2 , i 3 ) ∈ N 3 with i j ≤ q j for q j := M −b j e j + 1, j = 1, 2 and q 3 := T −b j e j + 1. This results in a total number of q = q 1 q 2 q 3 blocks, which we summarise in the set
Now we estimate θ C and θ α based on all observations in a block, hence getting q different estimates, which we denote by θ C,b,i and θ α,b,i .
In order to find rejection areas for the isotropy test, we will use Lemma 4.1, and take care of the unknown variance in the normal limit by a subsampling result. (iii) e does not depend on M or T .
In the following θ stands for either θ C or θ α . Define the empirical distribution function
7)
and the empirical quantile function
Then the following statements hold for M, T → ∞:
(a) Denote by Φ σ (·) the distribution function of a mean 0 normal random variable Z with variance
and recall that 2Φ σ (·) − 1 is the distribution function of |Z|. Then
(c) For β ∈ (0, 1),
Proof. We apply Corollary 5.3.1 of Politis et al. [18] . Their central Assumption 5.3.1; i.e., the existence of a continuous limit distribution, is satisfied by Lemma 4.1. Assumptions (i)-(iii) are also presumed by Politis et al. [18] . The required condition on the α-mixing coefficients is satisfied by Proposition 3.6 and Lemma A.1 and the result holds.
From (4.9), we find rejection areas for the test statistics τ M,T θ at confidence level β ∈ (0, 1) as (recall that θ stands for either θ C or θ α )
Bonferroni's inequality
applies and solves the multiple test problem.
Fixed spatial domain
First note that an analogue of Lemma 4.1 holds with rate √ T instead of M √ T and with the asymptotic covariance matrixΣ 2 as given in Theorem 3.11.
The subsampling statement corresponding to Theorem 4.2 reads then as follows. Proof. We apply Corollary 5.3.2 of Politis et al. [18] . The required temporal mixing condition is satisfied by Lemmas 3.9 and A.1. Remark 4.4. We can apply the same procedure of subsampling as in Section 4.1. This is justified by the fact that τ b 3 /τ T → 0 implies τ b /τ M,T → 0 as T → ∞ under conditions (i)-(iv) of Theorem 4.3. In particular, the rejection area for τ T θ (where again θ stands for either θ C or θ α ) is found as
Data analysis
We fit the Brown-Resnick space-time process (2.1) with dependence structure given by the model (3.3) as
to radar rainfall data. The data used for the analysis are rainfall measurements on a square of 120km×120km in Florida over the years 1999-2004. The raw data consist of measurements in inches on a regular grid in space every two kilometres and every 15 minutes. Since there exist wet seasons and dry seasons with almost no rain we consider only the wet season JuneSeptember.
Data transformation and marginal modelling
We first follow Steinkohl [19] , Chapter 7, and adapt the block-maxima method in space and time as follows: We calculate cumulated hourly rainfall by adding up four consecutive measurements. Then we take block-maxima over 24 consecutive hours and over 10 × 10 km 2 areas; i.e., the daily maxima over 25 locations, resulting in a 12 × 12 grid in space for all 6 × 122 days of the wet seasons giving a time series of dimension 12 × 12 and of length 732. By removing possible seasonal effects, we transform the data to stationarity. We obtain the observations
Taking daily maxima removes for every location most of the dependence in the time series. This implies that marginal parameter estimates found by maximum likelihood estimation are consistent and asymptotically normal. To give some details: for each fixed location (s 1 , s 2 ), we fit a Gumbel distribution Λ µ,σ (x) = exp{−e − x−µ σ } with parameters µ = µ(s 1 , s 2 ) ∈ R and σ = σ(s 1 , s 2 ) > 0 to the associated time series and obtain estimates µ = µ(s 1 , s 2 ) and σ = σ(s 1 , s 2 ).
Depending on different statistical questions and methods, we transform (5.1) either to standard Gumbel or standard Fréchet margins. In the first case we set 2) and in the latter case, with Λ µ, σ denoting the Gumbel distribution with estimated parameters, ((s 1 , s 2 ), t) ) , t = 1, . . . , 732. (5.3)Gumbel Empirical−2 0 2 4 6 −2 0 2 4 6
Location (6,8)
Gumbel EmpiricalGumbel EmpiricalWe assess the goodness of the marginal fits by qq-plots of the observations (5.2) versus the standard Gumbel quantiles for every spatial location. Figure 1 depicts the qq-plots at four exemplary spatial locations (1, 1), (6, 8) , (9, 4) and (11, 10) . 1 Confidence bounds are based on the Kolmogorov-Smirnov statistic (cf. Doksum and Sievers [9] , Theorem 1 and Remark 1). All graphs show a reasonably good fit.
In the following data analysis, we regard (5.3) as realisations of the space-time Brown-Resnick process (2.1) with dependence structure δ as in (3.3):
2 , u = t (1) − t (2) , for two spatial locations s (1) = (s
1 , s
2 ) and
2 ) and two time points t (1) and t (2) .
Testing for max-stability in the data
Before applying a max-stable model like the Brown-Resnick process (2.1) to data, we want to check if the latter originate from a max-stable process. A diagnostic tool is based on a multivariate Gumbel model (cf. Gabda, Towe, Wadsworth, and Tawn [11] ), and we explain first the method in general. We assume a space-time model of a general spatial dimension d ∈ N. As before, we denote the regular grid of space-time observations by
We define a hypothesis test based on the standard Gumbel transformed space-time observations (5.2) by
Under H 0 all finite-dimensional margins are max-stable; particularly, for every D ⊆ S M × T T , the multivariate distribution function of {η 1 (s, t) : (s, t) ∈ D} is given by
where V D is the exponent measure. Since V D is homogeneous of order -1, the random variable
has univariate Gumbel distribution function .5) i.e., µ D := log V D (1, . . . , 1) is the location parameter and, since 1 ≤ V D (1, . . . , 1) ≤ |D|, we have 0 ≤ µ D ≤ log |D|. These considerations can be used to construct a graphical test for significant deviations from max-stability. We apply this test to the standardized Gumbel transformed data (5.2). As indicated above, taking daily maxima removes for every location most of the dependence in the time series. For this test we want to take every precaution to make sure that we work indeed with independent data. Preliminary tests show that spatial observations, which are a small number of B 2 days apart (to be specified below), show only very little time-dependence.
Consequently, we define time blocks of size B 1 of spatial observations, which are separated by time blocks of size B 2 as Johnson, Kotz, and Balakrishnan [15] , Section 9.6), we perform a bias correction.
For the diagnostic we take K ∈ N and consider subsets D with cardinality |D| = K. We randomly choose m := min{R,
possible subsets and obtain in total N = m·R subsets, which we denote by D 
Dm − µ Dm versus the standard Gumbel distribution. As a measure of variability of the estimates, non-parametric block bootstrap methods are applied to obtain 95% pointwise confidence bounds. Using bootstrapmethods, we preserve the dependence between different subsets D in the confidence intervals. Under H 0 , the bisecting line should lie within these confidence bounds.
As there is very little time dependence in the daily maxima, we choose B 1 = 2 and B 2 = 1, which yields R = 732 3
= 244 mutually independent time blocks of spatial data. We perform the described procedure for K = 2, 3, 4, 5, which entails m = R = 244. Thus we obtain a total number of N = 244 2 = 59536 considered subsets. The power of this diagnostic test increases with K (cf. Gabda et al. [11] ) as it gets less likely to include sets of space-time points that are K-wise independent. Figure 2 shows the results for the different choices of K. The red bisecting lines lie inside the confidence bounds. Hence, there is no statistically significant evidence of the space-time process generating the data not to be max-stable.
Pairwise maximum likelihood estimation
We apply the pairwise maximum likelihood estimation method to the standard Fréchet transformed data (5.3). The parameters to estimate are those of the function δ in (3.3) ; i.e., C 1 , C 2 , C 3 ∈ (0, ∞) and α 1 , α 2 , α 3 ∈ (0, 2].
In the definition of the pairwise log-likelihood function (3.5), the maximum space-time lags are specified by the numbers r 1 , r 2 and p, respectively. By the model (3.3) for δ, the parameters of the different dimensions (space and time) are separated in the extremal setting. We therefore estimate the parameter sets separately, setting two out of the three maximum lags r 1 , r 2 or p equal to 0, respectively. Furthermore, we know that we should not include too many lags in space or time into the likelihood, since independence effects can introduce a bias in the estimates, see for example Nott and Rydén [17] , Section 2.1, or Huser and Davison [13] , Section 4. For this reason, we performed the PMLE for maximum spatial and temporal lags up to 3. Setting r 1 , r 2 or p equal to 1 results in non-identifiability of the corresponding parameters α 1 , α 2 or α 3 , respectively; hence, in their estimation, only maximum lags greater than 1 are considered. Tables 5.1 and 5. 2 present the results, where the 3 components indicate how many lags were used for the parameters (C 1 , C 2 , C 3 ) in the respective component in Table 5 .1 and likewise for parameters (α 1 , α 2 , α 3 ) in Table 5 .2.
The combination of a rather large estimate for C 3 and a rather small estimate for α 3 indicates that there is only little extremal temporal dependence, see Steinkohl [19] , Section 7.2. Table 5 .2: Estimates of the parameters α1, α2 and α3 for different maximum spatial and temporal lags.
Isotropic versus anisotropic model
Using the results of Section 4, we want to apply the test (4.1) for spatial isotropy for the hypothesis
For the block maxima of the precipitation data we have d = 2, M = 12 and T = 732. This corresponds to the situation of a fixed spatial domain with τ T = √ 732. We use the PMLEs based on maximum lags 2 and 3, which can be read off from Tables 5.1 and 5.2. We obtain the rejection areas from Theorem 4.3. We choose b 1 = b 2 = 5. Concerning the number of time points in each subsample, we take b 3 = 600. This results in τ b 3 = √ b 3 = √ 600. In order to obtain a large number of subsamples, we further choose e 1 = e 2 = e 3 = 1 as the degree of overlap. Tables 5.3 and 5.4 present the results of the two tests at individual confidence levels β = 2.5% giving a test for (4.1) at a confidence level 2β = 5% by Bonferroni's inequality. The differences ( C 2 − C 1 ) and ( α 2 − α 1 ) can be obtained from Tables 5.1 and 5.2. max. lag Since we can reject the individual hypothesis that C 1 = C 2 at a confidence level of 2.5%, we can reject the overall hypothesis H 0 of (4.1) at a confidence level of 5% and conclude that our data originate from a spatially anisotropic max-stable Brown-Resnick process.
max. lag
τ T C 2 − C 1 τ T ( C 2 − C 1 ) Rej (T ) θ C 2.5%-CI for C 2 − C 1 Reject C 1 = Cτ T α 2 − α 1 τ T ( α 2 − α 1 ) Rej (T ) θα 2.5%-CI for (α 2 − α 1 ) Reject α 1 = α
Model check
Finally, having fitted the Brown-Resnick space-time model (2.1) to the precipitation data, we want to assess the quality of the fit. We take inspiration from Section 5.2 of Davison, Padoan, and Ribatet [7] and compare maxima taken over subsets of the space-time precipitation data with simulated counterparts. Similarly as in Section 5.2, we consider subsets of the observations on a regular grid for L spatial locations and for time points 1, . . . , B 1 ,
We follow the procedure as in (5.6) to extract R ∈ N independent realisations of {η 1 (s, t) : (s, t) ∈ D} out of the standard Gumbel transformed space-time observations (5.2). This yields in turn R independent realisations of the random variable η D = max{η 1 (s, t) : (s, t) ∈ D}, which we summarise in the ordered vector η data := (η . To this end we need reliable Monte Carlo values as elements of η sim . We obtain them by simulating empirical order statistics as follows. We simulate m · R independent copies of the Brown-Resnick space-time process on D with dependence structure δ as in (3.3) with the PMLEs from Tables 5.1 and 5 .2, where we take estimates based on maximum lags of 2 or 3 into account. We transform the univariate margins to standard Gumbel. This results in corresponding m · R independent simulations of η D and we consider them as m blocks of size R. We order the R values in each block and define η The vectors η data and η sim are compared by qq-plots. If the fit is good, the points in the plots lie approximately on the bisecting line. Pointwise 95%-confidence bands are determined by the 2.5% and the 97.5% quantiles of the simulated order statistics. As in Section 5.3, we choose B 1 = 2. The number of simulations is N = m · R = 100 · 244 = 24400. Figure 3 presents the results for four exemplary groups of locations. The plots reveal a good fit.Simulations
1 .
I
1 is obviously finite, and to estimate I y α dy, which is finite by finiteness of the gamma function.
