ABSTRACT This paper investigates an iterative learning control for single-input, single-output, and linear time-invariant discrete system. The special design of the learning gain matrix is introduced, where a finite uniform quantizer is incorporated with an encoding and decoding mechanism to realize the zero-error convergence of a tracking problem. Furthermore, the boundary-level calculation is considerably improved using lifting technique and infinity-norm of vectors under this mechanism. Some illustrations of the simulations verify the theoretical results.
it is difficult to achieve zero-error convergence when there is a bounded quantization error. In [24] , instead of quantifying the output signal, the tracking error signal is first calculated and then quantized. Based on the sector-bounded method, as the tracking error decreases, the quantization error also decreases; therefore, the error quantization method achieves zero-error tracking performance. A comparative study is provided in [25] , which uses a lifting representation of linear systems. However, there is a major drawback in these studies: the logarithmic quantizer in the zero neighborhood requires infinite quantization precision, which is difficult to implement practically. To facilitate the engineering applications, a recent paper [26] uses a uniform quantizer that considers infinite and finite quantization level. Furthermore, to gradually improve the quantization precision, an encoding and decoding mechanism is introduced. Therefore, as the number of iterations increases, the system output converges to the desired value.
However, the problem in [26] is that when the quantization level is finite, there is an exponential term α N inside the quantization level calculation, which leads to the calculation results to be extremely large. In fact, the actual quantization level we need is fairly small, so this observation results in the following question: can we employ a rigorous estimation method to compress the calculated quantization level into a very small range so that it is sufficiently close to the actual maximum input of quantizer? Clearly, such a precise estimation of the range helps us select a suitable quantizer in practical implementation.
As a preliminary attempt, we associate the lifting technique, a major technique in the discrete-time ILC, to provide a more precise calculation of the quantizer boundary level. By lifting signals along the time axis into supervectors, the original state space model can be formulated to the form of lifted-system. In this way, the two-dimensional processes evolving from both the time domain and iteration domain are reformulated as one-dimensional processes that evolve just in the iteration domain. Thus, this eliminates the system dynamics along the time axis when designing and analyzing the updated law, and only the evolution along the iteration axis is left, which is the most important point to study. In this paper, we adopt the lifting technique to investigate the design of finite uniform quantizer incorporating with an encoding-decoding mechanism. As is shown below, the use of this lifting technique greatly simplifies our calculation of the boundary level as well as convergence analysis. Indeed, the lifting technique eventually leads to the calculated quantization level of the finite quantizer compressed to a very small range. Furthermore, for a given system, if we can select an appropriate learning gain matrix, the calculated quantization level will be even closer to the actual maximum input value, which is clearly demonstrated in simulations.
Comparing with the existing literature, our novelties are two-folds: we provide a considerably precise calculation of the boundary level for standard uniform quantizer, which is pivotal for practical implementations, and we present a lifting-technique-based framework for convergence analysis of quantizer ILC. Detailed comparisons between different selections of learning gain matrices are also given.
The rest of this paper is organized as follows. Section II presents the problem formulation with details on the encoder and decoder. Section III provides the algorithm and its convergence by using the lifting technique. Furthermore, two illustrative simulations examples to verify the proposed mechanism are presented in Section IV. Finally, Section V elaborates the conclusion of the study.
II. PROBLEM FORMULATION
Consider the following single-input, single-output, and linear time-invariant discrete system:
where k = 1, 2, · · · represents the number of iterations and t denotes an arbitrary time instant with N being the iteration length, t ∈ I N 0, 1, . . . , N . x k (t), u k (t) and y k (t) are the state, input, and output, respectively. System matrices A, B, and C are with appropriate dimensions. Without loss of generality, we assume CB = 0 corresponding to the case that the system relative degree is one. The results in this paper can be extended to the time-varying case without any additional efforts but revising the notations.
For further analysis, the following assumptions are required.
Assumption 1: The desired reference y d (t) is realizable in the sense that there exist x d (0) and u d (t) such that
Assumption 2: The identical initialization condition is satisfied for all iterations; that is
where x d (0) is the initial value of the desired state defined in Assumption 1. Remark 1: Assumption 1 is often referred to as a realizable condition. For the linear system, such an assumption is naturally valid when CB is of full rank. Assumption 2 is a well-known identical initialization condition that has been widely applied. We employ this condition to avoid tedious discussions and derivations in the following investigation so as to ensure that our focus is on the quantization problem.
We can construct the lifted-system presentation by stacking the signals in vectors, then the system dynamics (1) can be written equivalently as
where
A block diagram of ILC using quantized output.
and
denote the input vector, output vector, the response to the initial state, and the Markov parameter matrix.
Remark 2:
The matrix H is lower triangular Toeplitz, meaning that all the entries along each diagonal are identical. The coefficients h 1 , h 2 , · · · , h N are Markov parameters. In this paper, we consider time-invariant system for simplicity, and thus the system matrix H is Toeplitz. However, the lifted framework can be extended to time-varying case straightforward but H is no longer a Toeplitz matrix. That is, the diagonal elements of H can be nonidentical.
For simplicity, in this paper, it is assumed that only the signal at the output side should be quantized before transmission. The extension to the input side can be derived in a similar manner. The framework is shown in Fig. 1 .
Here, we apply a uniform quantizer Q(·) with finite level to the system output, which is defined as 
The main objective of this paper is to design a learning algorithm that enables accurate tracking performance in the presence of quantization errors caused by the finite-level quantizer. That is, as the number of iterations tends to infinity, i.e., k → ∞, the system output approaches the desired reference trajectory asymptotically, achieving zero error tracking performance over the entire time interval. Meanwhile, the boundary level of the above uniform quantizer should be calculated precisely. It is easy to see that a uniform quantizer results in a sustained error and cannot be eliminated by learning controller. To solve this problem, we use an encoding-decoding mechanism to improve quantization precision. In particular, the output is first encoded and then quantized for transmission and then, the received information is decoded before being employed in the learning algorithm. Using a quantized output with the encoding and decoding mechanism, the corresponding block diagram of an ILC is shown in Fig. 2 , where the encoder and decoder are represented by ''E'' and ''D'', respectively. Here, the finite-level quantization is regarded as a part of the encoder.
In particular, the encoder φ k (t) is designed as
where 0 represents a zero vector with the same dimensions of the system output. y k (t) is the input of the encoder, s k (t) is the output, and ζ k (t) is the internal state of the encoder. Q(·) is the uniform quantizer defined in (5) . b k is a regulating sequence that adjusts the difference between the system output and the encoder state. We assume
The decoder ψ k (t) is designed as
whereŷ k (t) is the output of the decoder, which can be considered as an estimate of the actual output y k (t).
Remark 3:
The encoder and decoder is the sender of the output and the receiver of the controller. If we further consider the quantized mechanism at the input side, another encoder and decoder should be designed as the sender of the input and the receiver of the plant. Both encoders and decoders should work independently of each other. This is the general formulation of two-sided quantization framework with encoding and decoding mechanism.
III. MAIN RESULTS
In this study, we employ the P-type learning algorithm as the basic learning structure to accommodate the effect of quantization error. The update law for the learning controller VOLUME 7, 2019 is designed as follows:
where l t+1 (m) is an element of (t + 1) row of the matrix L for m ∈ {1, 2, . . . , N }, and
will be defined below. However, differing from the existing literatures, the design of learning gains in this paper is non-causal, which means that the input u k+1 (t) updated in (8) depends not only on u k (θ ) and
Due to the fact that the data in the entire time series can be obtained from the previous iteration, this non-causal learning algorithm can be realized in practical applications
Here, we analyze the characteristics of the encoding and decoding mechanism. By substituting the formulation of s k from (6) into the estimate of the system outputŷ k (t) in (7), we obtain
is the quantization error. Obviously, from (6) and (7) we know that ζ k (t) andŷ k (t) share the same dynamics at arbitrary time instant t. Besides, by the mathematical induction method and noticing the initial equalityŷ 0 (t) = ζ 0 (t), it is evident to conclude thatŷ
holds for all iteration number k and time instant t ∈ I N [26] . That is to say, at arbitrary time instant t, the output value of the decoder is consistent with the state of the encoder. More importantly, this consistency is helpful in eliminating quantization errors. Then, we obtain
Therefore, we can conclude from this formula that the difference between the estimated output value and the actual output value is actually the product of the adjustment sequence b k and the quantization error boundary η k+1 (t) for the (k + 1)th iteration. In rewriting (10) as lifting representation, we haveŷ
Theorem 1: Assume that Assumptions 1-2 hold for the system (1). The update law (8) is employed with encodingdecoding mechanism. If the learning gain matrix L satisfies
and the quantization level v satisfies (13) , as shown at the top of the next page, where e 1 = [e 1 (1) , e 1 (2), · · · , e 1 (N )] T denotes the tracking error at the first iteration. The tracking error is bounded as follows:
where ρ is given in (12) . Clearly, the tracking error e k ∞ is linearized and bounded by the scaling sequence b k under the condition that the estimation error is bounded, thus we further select the scaling sequence such that b k → 0. Then, we have e k ∞ → 0 as k → ∞, which indicates that the system output achieves asymptotically zero-error tracking performance along the iteration axis. While using mathematical induction method to prove this theorem, our proof consists of two major parts. First, we will derive the estimation of tracking error along the iterative axis. Then, we will prove the boundedness of quantization error using the previous estimated error bound inductively and the other results are straightforward.
Proof: From equation (10) and ILC law (8), we have
where e k (t) = y d (t) − y k (t) denotes the actual tracking error at time t of the kth iteration. Using the lifting system representation, (15) can be described as the following supervector form
According to the definition of e k and (16)
Taking l ∞ -norm on both sides of the last equation, we obtain
Denote ϕ = I − HL ∞ . If ϕ ≤ ρ < 1 is satisfied, then we have
So far, we have completed the estimation of tracking error. In the following, we will apply the mathematical induction method to verify the boundedness of the estimation error.
When k = 0, from equation (6), we can get
where e 1 = [e 1 (1) , e 1 (2), · · · , e 1 (N )] T denotes the lifted tracking error at the first iteration.
Combining (5) with (19), we obtain
Therefore, the upper bound v for the initial iteration should satisfy
We then consider the first iteration i.e., k = 1, from (11) and conditionŷ k − ζ k = 0, we have
Consider y 2 − y 1 in (22)
Then, from (20) , (22) can be rewritten as follows
Combining (5) and (23) leads to
The upper bound v for the first iteration consequently satisfies
Then, we assume that max η l ∞ ≤ 1 2 for l = 1, 2, · · · , k. Our target is to show that max η k+1 ∞ ≤ 1 2 . Consider the (k + 1)th iteration
Consider y k+1 − y k in (26)
Then, (26) can be rewritten as follows
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Therefore, combining (5), (20) , (24) and (27) 
Hence, we have completed the inductive step, indicating that the finite-level quantizer is unsaturated in the (k + 1)th iteration; that is, max η l ∞ ≤ 1 2 will always be valid for all l ∈ N .
Finally, we prove the boundedness of quantization levels expressed in (13); thus, the proposed scheme can be referred to as the finite-level quantizer-based scheme. Notably, the quantization level is finite for k = 0 and k = 1. When k → ∞, from conditions
We have shown that the estimation error is still bounded when a finite quantizer is used. Hence, we prove the rest of the conclusions. From (18) , it is noticed the error bound in (14) is obtained. Moreover, if we further select the scaling sequence such that b k → 0, we have e k ∞ → 0 as k → ∞, and then, we guarantee that the system output obtains an asymptotic zero-error tracking performance along the iteration axis. Hence, the proof is completed.
Remark 4: For the sake of simplicity, we assume that the system is an SISO linear time-invariant system. The obtained results can be extended to the general multi-input multioutput (MIMO) system,
In this case, the Markov parameter matrix H is formulated as follows:
Clearly, H is a block lower triangular matrix and thus learning gain matrix L should revised accordingly. In addition, the proposed quantized ILC scheme (8) is also applicable to nonlinear systems as it is defined for discrete time instants rather than the lifted formulation. However, the calculation of the upper bound for the quantization level may require more efforts. In other words, the calculation approach given in this paper is mainly for linear systems but it will not affect the practical application of the quantized ILC as long as we guarantee a sufficiently large upper bound for the specified systems. Comparing (13) and the calculated quantization level v in [26] , we can provide some intuitive understanding the improvement of upper bound calculation. In particular, when the iteration number exceeds two, i.e., k ≥ 2, there is an additional term α N in the upper bound expression (see (23) in [26] ) with α > 1 being sufficiently large. It is evident that α is not a very small number as it is introduced to ensure a contraction mapping (see [26] for more details); thus, α N increases exponentially as the amount number of time instants N within an iteration increases, leading to rather conservative calculation of the bound (one can refer to the simulation results in the next section to get a visualized comparison). This term is removed by using the lifted formulation in this paper and thus, the upper bound of the finite-level quantizer can be much closer to the actually required upper bound than that given by [26] . Besides, from (13), we can easily conclude that the calculated boundary value v is related to the selection of gaining matrix L for a given system with desired trajectory y d and b k is simply choose as ϕ k . Therefore, we make a guess whether it is possible to make the calculated boundary v as close as possible to the maximum input value max t |E k (t)| (E k (t)
) of the quantizer by selecting the appropriate L. We choose two special matrices L 1 and L 2 to test our conjecture,
where L 1 is a lower triangular matrix and L 2 is a diagonal matrix. It should be stated clearly that we choose the nonzero elements in L 1 and L 2 as the same as those in L for comparison. These two additional selections are common in traditional P-type learning algorithms as they satisfy the causal requirements. The simulation results will be shown in the next section.
Remark 5:
Here we provide some comments on the selection of learning gain matrix L. In the main theorem, the condition on L is to satisfy I − HL ∞ ≤ ρ < 1, which is in matrix norm sense. Denote = HL = [γ ij ] 1≤i,j≤N ; then, the above condition can be formulated as max i j =i |γ ij | + 1 − γ ii | ≤ ρ. Clearly, if we select the lower triangular L 1 or diagonal L 2 , the above conditions can be fulfilled by selecting suitable diagonal elements l i (i), 1 ≤ i ≤ N . An illustration of learning gain matrix selection is given in the next section. 
IV. SIMULATION EXAMPLES A. EXAMPLE 1
To verify the effectiveness of the proposed mechanism, consider the following liner time-invariant, SISO system
The desired trajectory is defined as y d (t + 1) = 1/3 sin(t/20) + 1 − cos(3t/20), 0 ≤ t ≤ 100. According to Assumption 2, we set the initial state to x k (0) = x d (0) = 0 for all k, and the initial input is simply set to u 0 (t) = 0, ∀t ∈ [0, 100]. We have h 1 = 1 and 100 i=2 |h i | = 0.5372 by calculating the Markov parameters of the system (31), which means that h i is a relatively small value for i = 2, 3, . . . , 100. These parameters are plotted in Fig. 3 . Thus, the learning gain matrix L ∈ R N ×N with N = 100 is selected as a matrix with primary diagonal elements being one and other elements being randomly generated between 0.001 and 0.002. In this case, the diagonal elements of HL are close to 1 and the other elements are sufficiently small, leading to the satisfaction of the condition I − HL ∞ < 1. Besides, I − HL 1 ∞ < 1 and I − HL 2 ∞ < 1 are always established for the lower triangular and diagonal matrices of L 1 and L 2 . b k can simply be set as ϕ k . The algorithm is executed for 50 iterations.
The output of the decoderŷ k (t) is the measured output, while the system output y k (t) is the actual output. Fig. 4 shows the tracking performance of the measured and actual outputs for the final iteration (i.e., 50th iteration). The desired, measured, and actual outputs are indicated by solid, dotted, and dash-dotted lines, respectively. It can be observed from the figure that three lines almost coincide with each other, indicating that the tracking performance is sufficiently good after 50 iterations. That is, by using a finite-level uniform quantizer, the zero-error convergence is realized.
In Fig. 5 , the maximum tracking error profiles of max t |e k (t)| and max t |ê k (t)| along the iteration axis is indicated by the solid and dashed lines, respectively, where e k (t) = y d (t) − y k (t) represents the actual tracking error and e k (t) = y d (t) −ŷ k (t) represents the measured tracking error. To prove the validity of the proposed method that the calculated results of the quantization level are compressed into a relatively small bound, we compare it to the boundary values calculated by [26] . The result is shown in Fig. 6 , where v 0 represents the calculation bound of the quantization level in [26] denoted by dotted line, v, v 1 and v 2 represent the bounds in this paper when the gain matrices are selected as L, L 1 , and L 2 , denoted by solid, dashed, dash-dotted lines, respectively. The inset is a partial enlargement of v, v 1 and v 2 . It is obvious from Fig. 6 that the calculated bounds of the quantization levels obtained by using the lifting technique are much far smaller than that in [26] . This is due to the fact that the introduction of α in [26] (the main reason leading to the particularly large calculation results) can be avoided using such a technique, which greatly simplifies our proof of convergence.
Define max t |E k (t)|, max t |E 1k (t)|, and max t |E 2k (t)| respectively as the maximum input value of the quantizer when the learning gain matrix is selected as L, L 1 and L 2 , which are denoted by solid, dashed, dash-dotted lines in Fig. 7 , respectively. We can easily get from Fig. 7 and the inset in Fig. 6 that, for a given system, the selection of learning gain does not have much influence on the actual input of the quantizer, but has obvious influence on the calculation results. By selecting the appropriate gain matrix L, the calculated boundary can further be reduced so that the actual input value of the quantizer is as close as possible to the calculated boundary value. In particular, as shown in the inset in Fig. 6 , when the learning gain matrix is chosen as L 2 , namely diagonal matrix, the accuracy of the calculated boundary value is obviously better than that of the non-diagonal matrix. We define d, d 1 , and d 2 as the difference between calculation results and maximum input value for three cases (for example, d = v − max t |E k (t)|). As is shown in Fig. 8 , the maximum difference is approaching 6 if learning gain matrices L and L 1 are chosen, while if L 2 is selected, the difference drops to less than 3, which further illustrates the credibility of the calculated boundary.
B. EXAMPLE 2
To illustrate the effectiveness of the proposed mechanism in practical applications, the permanent magnet linear motor model [26] , [27] is utilized.
where is the sampling period and = 0.01 s. x and v are the motor position and rotor velocity, respectively. Moreover, R is the resistance of stator, m is the rotor mass, and ψ f is the flux linkage with R = 8.6, m = 1.635 kg, ψ f = 0.35 Wb. k 1 = π/τ and k 2 = 1.5π/τ with τ = 0.031 m as the pole pitch.
The desired trajectory is similarly defined as y d (t + 1) = 1/3[sin(5t) + 1 − cos(15t)], 0 ≤ t ≤ 100. According to Assumption 2, we set the initial state to x k (0) = x d (0) = 0 for all k, and the initial input is simply set to u 0 (t) = 0, ∀t ∈ [0, 100]. The learning gain L ∈ R N ×N is selected as a Toeplitz matrix with a primary diagonal element of 15, and other elements of a random number between 0.001 and 0.002 such that I −HL ∞ < 1 always holds. Besides, as the lower triangular and diagonal matrices of L, I − HL 1 ∞ < 1 and I − HL 2 ∞ < 1 are always established. b k can simply be set as ϕ k . The algorithm is executed for 50 iterations.
Similarly, in Fig. 9 , v 0 represents the calculated bound of the quantization level in [26] , v, v 1 , and v 2 represent the bounds in this paper when the gain matrices are selected as L, L 1 , and L 2 , respectively, and the inset is a partial enlargement of v, v 1 and v 2 . It is easy to see that the results in Fig. 9 are consistent with the results shown in Fig. 6 ; that is, using the lifting technique, the calculation bounds of the quantization level are effectively compressed. The specific values of the calculated boundary of the first 10 iterations of the four cases are presented in Table 1 given at the top of the this page.
We also denote max t |E k (t)|, max t |E 1k (t)| and max t |E 2k (t)| respectively to represent the maximum input value of the quantizer when the learning gain matrix is selected as L, L 1 and L 2 . d, d 1 , and d 2 are defined similarly to the previous example. The results are shown in Figs. 10 and 11. Combining Fig. 10, Fig. 11 , and the inset in Fig. 9 , we observe that if an appropriate gain matrix is selected, the accuracy of the calculated boundary will obviously increase to the case that the actual input is not much different. Besides, the three calculation boundaries are very close in the inset in Fig. 9 , where particularly v and v 1 almost coincide. This is because we choose the main diagonal of the gain matrix to be a larger number 15, while the other elements are very small or 0, which makes the infinite norm scores of the three matrices close and further results in a small difference in the calculated boundary. By contrast, the main diagonal elements of the three gain matrices selected in Example 1 is a smaller number 1 and the difference is much more obvious in the inset of Fig. 6 . Moreover, comparing Fig. 11 with Fig. 8 , we note that in this practical model of permanent magnet linear motor, the difference between maximum input and calculation results is smaller than that in Example 1. Clearly, these simulation results have verified that the proposed scheme in this paper can provide a more precise calculation of the boundary level. 
V. CONCLUSIONS
In this paper, the ILC for single-input, single-output, discretetime linear systems under the finite-level uniform quantizer incorporating with an encoding-decoding mechanism is investigated. Based on the introduction of the lifting technique, we successfully reduced the calculated boundary value of the finite quantizer to a small level so that the difference between the calculation results and the actual maximum input value is considerably small. As a result, the presented approach can be referred to select suitable finite-level uniform quantizer in practical applications. At the same time, we also considered the influence of the selection of the gain matrix on the calculation boundary by analysis and simulations. The results obtained show that choosing the appropriate learning gain matrix can further narrow the difference. For further research, it is of great value to extend the systems to general nonlinear systems and consider event-triggered scheme to further reduce the communication burden in networked control structure.
