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Abstract 
The motivation for this paper is to contribute to  a unified 
approach to modeling, realization, approximation and anal- 
ysis for systems with a rich class of uncertainty structures. 
The specific focus is on what is the appropriate framework to 
model components with uncertainty, and what is the appro- 
priate notion of approximation for such components. Compo- 
nents and systems are conceptualized in terms of their behav- 
iors, which can be specified by parametrized equations. More 
questions are posed than are answered. 
1 Introduction 
In building hierarchical system models from components, it is 
convenient to have basic building blocks, with models of re- 
sistors, capacitors, masses, springs, ducts, valves, etc., and an 
abstract data type for their representation. As a simple exam- 
ple consider the equations d/dt(cv) = i for an ideal capacitor 
with capacitance c. We need not belabor how inappropriate 
an a priori choice of inputs and outputs would be, but the 
form of our behavioral model could also involve some unfor- 
tunate a priori assumptions. Suppose we write the component 
as c~ - i = 0 and proceed to interconnect it with other com- 
ponents and begin some circuit analysis. At some point we 
must choose a (possibly uncertain) value for c.  Unfortunately, 
we will be unable to investigate nonparametric uncertainty in 
c such as nonlinearities, time-variations or parasitics in the 
capacitor model, because we used the apparently harmless 
identity d/dt(cw) = cd/dt(v) .  We must redo the component 
model without making this assumption, just as we would need 
to redo the model if we had chosen an inappropriate input- 
output partition. 
While this example is trivial and would only be a minor 
inconvenience, it illustrates that once we begin considering 
uncertainty or nonlinearities in our components, this issue of 
an appropriate representation is not obvious. We would pre- 
fer a component model that made no unnecessary a priori 
assumptions, whether they be an input-output partitioning 
or an assumption about the way the component’s uncertainty 
description can be refined. During analysis we may want to 
think of c as, in turn, a real parameter, an uncertain real 
parameter, a time-varying parameter, a static nonlinear func- 
tion, a dynamic element with parasitics, a nonlinear function 
depending on external variables, and so on. At what point 
in the modeling process should these assumptions be fixed? 
What are reasonable ways to represent uncertainty in compo- 
nents and what is an appropriate notion of approximation at 
the component level? 
A number of recent developments are relevant to answering 
these questions: 
1. The emergence of the behavioral setting for system the- 
ory [19] as the natural paradigm for modeling. In this 
theory, a component is represented by a relation between 
variables which all play a symmetric role, with no a pri- 
ori input/output (I/O) distinction. This provides a more 
natural modeling technique, since such 1/0 partitions are 
usually not available at the component modeling stage 
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(for more discussion see [19, 91). Moreover, behaviors are 
conceptually the adequate setting for uncertainty model- 
ing, as discussed below and in [16]. 
2. The development of a multi-dimensional system theory 
to understand parameter-dependent and uncertain sys- 
tems [ll, 13, 11. In this point of view, uncertainty is 
represented by a linear-fractional dependence on a set of 
andetermanates, which can be manipulated in algebraic 
form and must only be given system-theoretic interpre- 
tation at the analysis stage. Correspondingly, a mul- 
tidimensional theory of minimality and model reduction 
[l, 31 has emerged, where many aspects of standard state- 
space realization theory are extended to this more general 
situation. 
3. The theory of the gap metrzc [ lo ,  171, which has identi- 
fied the natural topology in which system approximation 
should be performed in regard to questions of stability. 
Interestingly, this establishes a connection between the 
previous areas, since it points to the system graph as the 
natural object for approximation; in other words the cor- 
rect metric is obtained by deleting the 1/0 partition! 
These advances suggest the possibility of a unified approach 
to modeling, realization, approximation and analysis for sys- 
tems involving a rich class of uncertainty structures. A system 
would be conceptualized in terms of its behavior, which can be 
specified by parametrized equations. Such parameters would 
be abstract indeterminates for questions of minimality and 
realization, but could be given a concrete dynamical interpre- 
tation for the problems of approximation (in the gap metric 
sense) and analysis. In this way one would provide a generic 
“data type” for system modeling, for which a series of reduc- 
tion, approximation and analysis routines could be developed 
at a very general level. The development of such approach in- 
volves formulating the appropriate theoretical questions, and 
investigating to what degree they can be turned into tractable 
computational tasks. While it fair to say that at this point 
we have more questions than answers, this paper is written 
with the objective of laying out such questions, in the hope of 
stimulating research in this area. 
Background is given in Section 2. Section 3 contains a stan- 
dard form for behavioral modeling in terms of parametrized 
equations, adapted from [15]. Section 4 studies equivalence 
and minimality of these representations, and Section 5 intro- 
duces an approximation theory inspired in the gap. 
2 Preliminaries 
2.1 Behaviors 
The behavioral approach to system theory has been motivated 
by the realization that the “signal-flow’’ idea is not a primi- 
tive concept in dynamical modeling: components do not have 
intrinsic inputs and outputs, except when they are deliber- 
ately built to have them (for example, a computer). A more 
natural modeling philosophy is to let all variables be a priori 
on an equal footing. These and other ideas have led Willems 
[19] to propose an alternative axiomatic foundation for system 
theory, from which we extract the following 
Definition 1 A dynamzcal sys tem C as a trzple C = (T,V, B ) ,  
wath If C R the tzme axas, V the sagnal space, and I3 c V’ the 
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behavior. 
In Definition 1, one identifies a set of variables w ( t )  evolving 
over time, and a system is defined by restricting the univer- 
sum VT of all signals to an allowed behavior B. Note that the 
variables w play a priori a symmetric role; for additional moti- 
vation and details on this approach, see [19, 91. An interesting 
class of systems is given by the general form 
B = { w ( t )  : Rw = 0 } ,  (1) 
where R is a differential operator (for T = R) or a difference 
operator (for T = Z). These arise frequently in models derived 
from physical laws; for example the forced mass-spring system 
mx -k kx - F = 0 
corresponds to R = [ m s  + k I ,  -I], w = col(z, F ) .  This is an 
example of a linear system, which means that the behavior 8 
is a linear subspace of VT. Such systems have received most 
of the attention in the literature on behaviors, leading to new 
versions of linear system theory (see [19]) and optimal control 
(see e.g. [20, 61). 
(2) 
2.2 The Gap Metric 
A separate stream of research in recent years (see [lo, 171) 
has studied the weakest topology and/or metric in which sys- 
tems should be approximated if stability properties must be 
preserved. While these papers are written in the 1/0 set- 
ting, they remarkably end up pointing to the system behavior 
as the adequate object for these problems, as we now briefly 
discuss. 
The gap between two subspaces SI and SZ of a Hilbert 
space 31 is defined as d(S1,Sz) = llPsl - PszII where Psi 
is the orthogonal projection onto Si. This defines a metric, 
taking values between 0 and 1, that can also be rewritten as 
d ( s 1 , ~ 2 )  = max(J(Sl,Sz), (J(s~,s~)) (3) 
where the directed gap d i s  defined as 
This latter expression has a natural interpretation in terms of 
an “approximation game”, where subspace S1 must choose a 
signal in its unit ball which is the furthest away from subspace 
Sz . 
The application of this concept to system theory is as fol- 
lows: given two 1/0 systems PI and Pz, the 312 (Lz) gap 
between them is defined as the subspace gap between their 
312  (Lz) graphs. We focus here on the 3 1 2  gap of [lo], al- 
though other versions are available [17]. The graph of an 1 /0  
operator G in 312 is defined as { ( y ,  U )  E 312 : y = Pu}, which 
is nothing more than the intersection with 3 1 2  of the system 
behavior B = {w = ( y ,  U )  : y - Pu = 0). 
The 312  gap can be computed by introducing normalized 
coprime factorizations for the systems, with equivalent com- 
plexity to a 2 block am synthesis problem (see [lo]). How 
does the gap relate to stability issues? Consider the standard 
plant-controller interconnection, described by the equations 
[-IC -:I [:] = O  (5) 
and assume that the interconnection is stable. The generalized 
stability margin is defined as 
Note that bp,c can also be interpreted in terms of the behav- 
ior. If B p  and BC are the behaviors of P and C in (5) ,  then 
it can be shown that 
which says that BP is now trying to find a signal of unit norm 
which is closest to the behavior of Bc. For this inf-inf problem 
there is symmetry, bp,C = b c , P .  The main property of the gap 
theory [lo] is that any plant at a distance less than p from 
the nominal will be stabilized by any controller stabilizing the 
nominal plant with a stability margin of p. Formally: 
Proposition 1 Let the interconnection of PI and C be stable, 
with margin bp,  ,e. T h e  interconnection of P2 and C as stable 
for all P2 satisfying d(P1, Pz) < ,B if, and only if, p < bPI , c .  
Heuristically (for a proof see [lo]), if d(P1, P2) < b p l , c  then 
(4) says that the furthest a unit norm signal in Bp2 can be 
from Bpl is not enough to reach Bo, which is further away 
due to (7). This implies that Bp2 and Bc intersect trivially 
over ‘ H 2 ,  a necessary condition for stability. 
2.3 Uncertainty 
In many situations one does not have such strong information 
as in (1) available: the simplest generalization is when the 
equations depend on some unknown parameters 6 E 0, i.e. 
we have an operator Re in (1). While this could be considered 
a family of systems, it can also be thought as one system with 
behavior 
B = U { ~ ( t )  : ROW = 0}, (8) 
0 € 0  
which fits more naturally with the modeling of less structured 
“uncertainty” sources. These arise, and are often prevalent, in 
complex systems where detailed models are either unavailable 
or must be sacrificed for coarser, simpler descriptions, which 
are relations in signal space, for example the static “conic 
sector” relation 
with II an indefinite quadratic form. Such relations do not fit 
naturally in a 1/0 point of view since they are not functions; 
standard robust control has handled this situation by defining 
a family  of functions which “covers” the relation, in some, 
often not very precise sense. For example the family f (A)  = 
a + b A ,  with a ,  b constants and A(t) a memoryless contractive 
gain, can be chosen to cover (9), in the sense that 
B = UCCf (Ab2,  w 2 ) ) .  (10) 
a 
Note that in this case the “covering” only implies that the 
behavior is the union of the graphs of the 1/0 maps, but does 
not mean that the “true” system (which could be nonlinear) is 
a special instance of this family. In fact, the idea that the true 
system should be a specific element of the parametrization 
is an artifice of the 1/0 point of view, which has made the 
notion of “uncertainty” unnecessarily mysterious. Stability 
and performance questions asked for a set of 1/0 systems in 
the worst-case are more naturally viewed as questions about 
the behavior B, which is parametrized in this way. 
This viewpoint simplifies the theory conceptually, and it 
could be argued that such parametrizations should be avoided, 
focusing on “intrinsic” descriptions of the behavior such as 
(9). In fact, a useful generalization of (9) is the Integral 
Quadratic Constraint (IQC) 
(nw, w) = J w(w)II(w)w(w)dw 5 0 (11) 
which has been promoted by Megretski [12] as a general mod- 
eling tool for uncertainty, showing that it leads to strong the- 
oretical properties. Note that such IQCs are “behavioral” in 
nature and need not be given an 1 /0  interpretation. Many 
such IQCs could be superimposed to model a particular com- 
ponent, and in addition they can be used for signal charac- 
terization (see [14]). 
, 
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In real world problems, however, it is common to encounter 
a combination of very structured uncertainty sources such as 
real parameters (8), together with the less structured IQCs. 
Somewhere in the middle lie unmodeled LTI dynamics, which 
correspond to  LTI systems which have been undermodeled by 
a low-order approximation. A general modeling tool should 
provide a standard “data type” in which to represent these 
different descrktions of a: subsequent theory and computa- 
tional algorithms should provide a way to interconnect, sim- 
plify, model reduce, analyze and possibly design systems in 
this standard form. 
3 A Data Type for Modeling 
In this section we present a proposed parametrization of be- 
haviors, which has the potential of covering the various types 
of uncertainty described in Section 2. The following exposi- 
tion is based on previous work [8, 14, 151, with a slight change 
in emphasis. 
Definit ion 2 A dynamacal s y s t em C as parametrazed as a n  
amplicat uncertaan s y s t e m  af the  behavaor i s  wratten in the f o r m  
where G(A) i s  a f a m i l y  of bounded equation operators. 
In other words, the behavior is described by a parametrized 
set of equations, which directly extends the representation of 
parametric uncertainty in (8). The parameter A, however, 
need not vary on a finite dimensional space. 
For example, we can use an LTI system as a parameter 
(“LTI uncertainty”) and describe systems which are essen- 
tially LTI, but where an accurate model of the form R( $ ) U  = 
0 would be of too high an order. By approximating R by Ro 
in a frequency band of interest, we can write the implicit un- 
certain description 
d d [EO( z) + AW( -))U d t  = 0 
where W is a frequency weighing function and A an LTI op- 
erator with I[All, 5 1. 
By allowing time-variation in the operator A, Definition 2 
extends to  descriptions based on quadratic constraints. We 
have already given an example of a memoryless operator to 
capture static constraints (9). An operator with memory can 
be nsed to  parametrize a general IQC of the form (ll), as 
shown in 1141: by factoring rI(w) = P(w)*P(w) - Q(w)*Q(w), 
we have 
{w E 12 : / v(w)’II(w)v(w)dw 5 0 } = 
U {W E 12 : ( P  - AQ)w = 0). 
IlAll<l 
Note that the use of an LTV operator as a parameter is no 
indication of time variation, or for that matter linearity, in 
the underlying system. If a nonlinear, time invariant system 
is described by an IQC as in (ll), we would still parametrize 
this constraint in terms of an LTV operator, “covering” the 
behavior in the weak sense described in Section 2.3. 
To recapitulate, by considering the set of solutions to a 
parametrized family of equations, we are able to represent 
“nominal” equations of the form (l), parametric and LTI un- 
certainty and the above types of quadratic constraints. In 
addition to representing separately the various types of un- 
certainties, these can be put together in the following stan- 
dard way. Take for example the intersection of the constraints 
(PI - AIQ1)w = 0, (Pz - AzQz)v = 0. In fact, these can be 
written jointly in the form 
~ 
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Figure 1: Implicit LFT system 
which is an implicit description in terms of spatially structured 
parameter A. More generally, these parameters could have 
the block diagonal form 
A = diag [6iI,,, . . . , SLIT, ,  AL+I, .  . . , AL+F] 
(15) 
where the blocks 6,I,, , AL.c3 are real parameters or dynamic 
operators. The S I  blocks allow repetition in one of these op- 
erators. In each case, there is a restricted class A of allowed 
parameters. 
Note that the previous superimposition maintains the form 
(P-AQ)v = 0, and the complexity is transferred to  the struc- 
ture of A. More generally, one could use a linear fractional 
parametrization of the form 
(A*M)w = 0, (16) 
where 
and the LFT operator is defined as 
A + M  := D + CA ( I  - A A ) - ~  B (18) 
and corresponds to the feedback diagram of Figure 1. This 
would allow rational dependence of the equation coefficients 
on the parameter. 
The difficulty with this parametrization is that one has to 
ensure the well posedness of such LFT (i.e. the existence 
of the operator inverse). A way to study this well posedness 
simultaneously with the parametrized behavior is to  introduce 
latent variables z (as opposed to the “manifest” variables w, 
see [19]) as indicated in Figure 1, and write the equations 
[I-@A -AB D 
This reduces the problem to the case of affine dependence. 
Correspondingly, from now on we will only study the gen- 
eral affine parametrization of (19). Note that any finite- 
dimensional dynamics present in the operators A, B, C ,  or 
D can be represented as a state space realization in the differ- 
entiation operator & (or the delay operator). With this mod- 
ification, A is augmented to  include a block $I, and without 
loss of generality matrices A, B ,  C and D are constant. 
We formalize this as follows: the allowable class of uncer- 
tainty, 0, is taken to be an L+F tuple of operators, 61 through 
SN and A L + ~  through AL+F. Each 6, and A3 is restricted to 
be a certain ty e of operator: LTV, LTI, a real parameter, or 
the operator ;ii. For example, a particular choice for 0 is the 
following. 
2 
0 := { e  = (61,. . . , b L )  : lls,ll 5 1) ; (20) 
in this example, 0 consists of arbitrary (equivalently LTV) 
contractive operators from C2 to  La. Another choice could 
be the 6, being real parameters such that Jb,I 1. 1. Associ- 
ated with 0 is an L-tuple of integers r, which establishes the 
multiplicity of each 6,, and is used to  define the uncertainty: 
A(r ,e )  := diag[&I,,,... ,S L I , , , A L + ~ , . . .  , A L + F ] . ( ~ ~ )  
r := ( T I , . . .  , rL) ,  (21) 
Let matrix M (referred to  as the representation matrzx)  
with the following structure be given 
where A E l i tnxn, B E l i tnxq,  C E l i tTxn, and D E l i tTxq, and 
let r be given. For a fixed 0, and hence A(r, e) ,  denote Be as 
the following set of time trajectories: 
Be := {U E V : 3 z E Z s.t. equation (19) is satisfied}. 
The behavior B of system C is then defined as follows: 
(24) 
(25) 
The triple ( M ,  r, 0) is referred to  as a representation for sys- 
tem E. 
4 Equivalent Representations and 
4.1 Weak and Strong Equivalence 
Let the uncertainty class 0 be given. ( M ,  r, 0) and (A?, I, 0) 
are said to  be weakly equivalent representations if they 
parametrize the same behavior: 
Minimality 
I3 = a. (26) 
Be = B e  ' de€@.  (27) 
( M ,  r, 0)  and (fi, i;, 0) are said to be strongly equivalent if 
It is clear that strong equivalence implies weak equivalence; 
the converse, however, is typically not true. To illustrate the 
difference between these two notions of equivalence, let 0 con- 
sist of the uncertainty structure defined in equation (20) and 
consider the three following system equations: 
U1 = 61v2; 
U1 = -61vz; 
211 = 6162u2. 
All of the above systems capture the same behavior; it 
thus follows that all representations for these systems will 
be weakly equivalent. For different values of hi, however, the 
behaviors of the above systems are all different, and are thus 
not strongly equivalent. 
A class of strongly equivalent representations for a given 
(M,r,O) is of the form (i'k,r,@), where &f is defined as 
where T is an invertible matrix such that TA(r, e )  = A(r, O)T 
for all 8 E 0, L is any matrix of compatible dimension, and P 
is any invertible matrix of compatible dimension. The above 
does not parametrize all strongly (and thus weakly) equiva- 
lent representations; for example, there might exist a repre- 
sentation with fewer latent variables (n) or fewer equations 
( T ) ,  or both. For the special case where 0 = { g}, (C, A )  is 
an observable pair, and M is full row rank, it can be shown 
that the above captures all equivalent representations [6], [18] 
(note that when 0 consists of a single operator, the notions 
of strong and weak equivalence are the same). 
Let the uncertainty structure 0 be fixed, and let represen- 
tation ( M ,  r, 0) be given. If for all other weakly (strongly) 
equivalent representations (k, f ,  0)  the size of matrix k is 
greater than or equal to the size of M ,  ( M ,  r, 0) is said to be 
a weakly (strongly) min imal  representation. Returning to the 
special case of 0 = { $} (for which strong and weak equiva- 
lence are the same), it can be shown that a representation is 
minimal if and only if (C, A) is an observable pair and M is 
full row rank. Thus equation (31) parametrizes all equivalent 
minimal representations when 0 = { &}. 
A natural question arises as t o  when a representation is 
minimal for a given 0, and how to construct minimal repre- 
sentations. This appears to be a difficult problem; to date, 
only when special cases for 0 are considered and an 1/0 ver- 
sion of equivalence is adopted have computationally tractable 
methods for constructing minimal representations been ob- 
tained. This is discussed below. 
4.2 1 / 0  Equivalence 
When the B and D matrices in representation matrix M are 
restricted to be of the form 
and the manifest variables are partitioned into v = (y, U) ,  the 
following 1/0 equations are obtained: 
z = A(r,e)(AZ + &U), 
y = Cz + Duu. 
(33) 
(34) 
Define 
which are obtai-ned from the corresponding representation ma- 
trices M and M .  Representations (M,r, 0) and (M,I,  0)  are 
said to be weakly I /O equivalent if 
\dB E 0,# E 0 s.t. A(r, 0) * M,, = A(;., 8) * kt0, 
t/8 E 0 , 3 0  E 0 s.t. A(r, e) M,, = A(;., 8) * Ik,. 
( M ,  r, 0) and (k,?, 0) are said to be strongly 1/0 equzwa- 
lent if 
A(r, e) * M,, = A(;., e) * Ak0 Vf3 E 0. (36) 
In general, 1/0 equivalence is a more restrictive notion of 
equivalence; the 1/0 equivalence of two representations does 
not imply that they parametrize the same behavior. For ex- 
ample, the following two sets of equations are 1/0 equivalent, 
but capture different behaviors: 
(37) 
i = ou 
y =  z y = ou 
When the uncertainty class 0 is of the type described in 
equation (20) (LTV uncertainty) and the notion of strong 1/0 
equivalence is adopted, a computationally tractable method 
for constructing minimal representations is presented in [l] 
and [7]. The conditions for equivalence and minimality are 
algebraic in nature, as in the 1-D case (i.e., when 0 is a single 
operator); the notions of controllability and observability can 
be introduced, and it can be shown that a representation is 
minimal if and only if it is both controllable and observable. 
Similarly, it can be shown that all minimal representations 
are related via similarity transformations. Other notions such 
as Kalman decomposition and balanced realizations can be 
introduced, as in the 1-D case. 
4.3 
All the notions of equivalence are related as per the following 
diagram: 
weak strong 
equivalence +== equivalence 
I/O e== I/O 
Strong Equivalence and LTV Uncertainty 
' U  
strong 
U 
weak 
equivalence equivalence 
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One can also ask the question of how equivalence is related 
for different types of uncertainty class 0. It is clear that the 
following relation holds: 
LTV LTI parametric 
equivalence ==+ . equivalence a equivalence 
Thus a strong case can be made for considering strongly 
equivalent representations for LTV uncertainty: if given a 
representation one substitutes for it a strongly equivalent rep- 
resentation for LTV 0, it will also be equivalent irrespective 
of what kind of equivalence or what type of uncertainty is de- 
sired at  some later stage. Thus if one does not know a-priori 
how the model will be used or whether the uncertainty is LTV, 
LTI, or parametric, the right equivalence class to consider is 
that induced by strongly equivalent representations and LTV 
uncertainty. 
Another reason for considering strong equivalence and LTV 
0 is that strong equivalence is much easier to check for than 
weak equivalence, and that working with LTV uncertainty 
typically leads to  more tractable conditions than when work- 
ing with LTI or parametric uncertainty; as of the writing of 
this paper, the only type of equivalence which has yielded 
computationally tractable methods for determining whether 
two realizations are equivalent and for constructing minimal 
representations is strong I/O equivalence for LTV 0. Current 
research includes extending these techniques to the more gen- 
eral case of strong equivalence for LTV 0. It is conjectured 
that for uncertainty other than LTV 0 or when the notion 
of weak equivalence is adopted, the question of equivalence 
and the characterization of minimality are NP-Hard in the 
number of elements in 0, L + F .  
4.4 LTV Uncertainty and Modeling 
A natural question is the following: how conservative is the 
LTV assumption in terms of model reduction if we know a 
priori that the uncertainty is LTI or consists of real parame- 
ters? From a purely algebraic standpoint, LTV uncertainty is 
equivalent to  treating the elements of 0 as non-commuting in- 
determinates 131. It is a straight forward matter to construct 
representations which are minimal when the elements of 0 
are assumed to be non-commuting but are not minimal when 
the elements commute (as is the case for LTI or parametric 
uncertainty): G(A) = 6162 - 6261. 
Recently several algorithms have been presented to con- 
struct low order LFT representations for uncertain state space 
models for systems with parametric uncertainty [5], [4] (the 
notion of equivalence used here is that of strong 1/0 equiv- 
alence). Both of these methods try to  exploit the special 
structure of commuting uncertain parameters, where 6,6, = 
6,6,Vi, j. The claim made in this section is that an general 
the constructed realizations obtained with these methods are 
of order no lower than if the parameters are assumed not to 
commute: Non-minimal models are usually the artifice of the 
modeling methodology; for real systems it is extremely un- 
likely that parameters will enter in a manner where the prop- 
erty of commuting or non-commuting is an issue. Thus not 
only does working with commuting indeterminates not result 
in any substantial advantage when dealing with real systems, 
the added computational complexity is simply not warranted. 
4.4.1 First Principles Example 
We present an example where non-minimality is the result of 
the modeling methodology. In [5], a model of an electromag- 
netic suspension system is considered; an uncertain represen- 
tation is constructed by applying their proposed algorithm to 
a state-space representation of the system equations with un- 
certainty in the elements of the matrices A,  B, C ,  and D. The 
resulting representation is compared against one obtained by 
a direct representation algorithm, which typically results in 
artificially high uncertainty dimension, and it is shown that 
~ 
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their proposed algorithm results in a lower-order represen- 
tation. If the uncertain model were constructed from first 
principles, however, and not from the state-space data, the 
resulting uncertain model would be minimal; this is outlined 
below. 
x = g -  f l m ,  
e = Ri + L8, 
f = k ( i / ( z  + zo))2. 
(38) 
(39) 
Equations (38), (39), and (40) are the equations which de- 
scribe the dynamics of the magnetic suspension system. Per- 
forming a taylor series expansion of f and eliminating the 
higher order terms yields 
The suspension system is an interconnection of two subsys- 
tems, the mass and the electromagnet. Each of these models 
is represented by an implicit LFT system. The interconnec- 
tion variables are the position of the ball and the magnetic 
force on the ball. The model of the mass has no uncertainty, 
and the uncertainty structure for the electromagnet is given 
by A = diag[S1,624,63I3,64,6~] where 61 = k, 62 = 10 (the 
nominal current), 63 = (z + q)-’, 64 = R, and 6 5  = L-l.  
This yields 
When the two systems are interconnected and an input- 
output partition is chosen, the uncertainty structure will not 
change. In this case the input is naturally chosen as e and the 
output as z. This representation has the same uncertainty 
structure as that found in [5] and is in fact minimal. 
For this example, if the uncertainty description is deter- 
mined from the initial equations rather than the state-space 
terms, a minimal model is obtained. 
4.4.2 Curve Fitting Example 
In the following example, state space terms are curve fitted 
using parameters. In [4], an algorithm which assumes that the 
uncertainty consists of real parameters is proposed to gener- 
ate low order realizations, and is applied to  a phugoid motion 
model. Using this algorithm, a realization with an uncertainty 
block of A = diag[&&, 62161 was obtained; the original uncer- 
tainty structure was A = diag[blb,  62171. If the uncertainty 
elements are assumed not to  commute, the algorithms in [l] 
and [7] result in uncertainty structure A = diag[61I6,6~17], 
which is of the same total size; thus the commuting nature 
of the uncertain parameters does not affect the total order of 
the realization. 
5 Approximations and Gaps 
Having discussed issues of exact reducibility for systems in our 
standard form, the next question is approximate reducibility: 
can one define a notion of distance between parameterizations 
of the type (19), such that “close” systems inherit desirable 
properties? The answer will of course depend on the proper- 
ties considered; following the model of the gap metric theory, 
we focus on the question of approximation from the point of 
view of stability. 
The material reviewed in Section 2.2 suggests a path to fol- 
low. In fact, returning to the definitions for the gap metric, we 
see that the “approximation game” in (4) can still be posed 
when the subspaces S, are replaced by more complicated be- 
haviors. This leads us to the following 
Definition 3 The 3c2  gap between two systems E1 = 
(T,V,B1) and C2 = (T,V,B2) is defined as d(C1,Cz) = 
max(4x1, ~ 2 1 ,  (4x2 ,  cl)), where 
Provided that the Bi are cones of signals (which holds for 
all systems which admit the parameterization (12)), it fol- 
lows from Definition 3 that d is in fact a metric, with values 
between 0 and 1. 
Analogously to  (7), we could also define the stability margin 
of a stable interconnection between two systems Cl and C2 
bY 
With regards to  the computation of these quantities for sys- 
tems Ci described by (Mi,ri,&) as in Section 3, stability 
margin evaluation is in fact of the same complexity as robust- 
ness analysis: the question bcl,cz < CY is equivalent to  testing 
for non-trivial solutions to  the constraints 
el E el, z E B~~ n 3cz, 
e2 E e2,y E B~~ n 3c2, 
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(45) 
(46) 
(47) 
which is equivalent to a robustness analysis question in im- 
plicit form (see [IS]). 
As for the gap evaluation, we can write 
which appears to  be difficult; also, it is not clear how to exploit 
the parameterization in (48). By changing the order of the 
middle sup-inf (in general a conservative step), we obtain 
where z(&, nB2, Be, 1 - 3 2 2 )  is the standard subspace gap. So 
the upper bound (49) can be interpreted as a sup-inf game 
over the uncertainty, superimposed to  a gap-type calculation, 
still in principle very hard. With the objective of further 
simplifying the analysis, one can force 61 = 82 and provide a 
notion of approximation in correspondence with the notion of 
strong equivalence in Section 4 (Definition 3 corresponds to  
the notion of weak equivalence): 
Definition 4 The strong 3c2 gap between two representations 
(M,r,O) and (A?,E,O) is defined b y  ds((M,r,t9), (a,E,8)) := 
max[d((M,r ,e) ,  (k ,e ,e)) ,d((A?,w,  ( M , ~ , o ) ) I  where 
Note that this second gap is a function of the parameteri- 
zation, not just the two behaviors. This method of approxi- 
mation is more difficult to  interpret than Definition 3, but it 
provides an upper bound for it: it follows from (49) that if 
( M ,  r, 0) and (A?, e ,  e) parametrize C and 9 respectively, 
An illustrative example: let 
It is clear that B1 = B2, so the gap of Definition 3 is 0. 
However, the strong gap between the representations is 1, 
corresponding to 0 = 1. 
The potential payoff of this conservatism is a more tractable 
computation: we have now only one supremum added to  the 
standard gap computation. This is still potentially hard, and 
its precise computational properties are an open question for 
research [2]. 
Assuming the quantities can be computed, is it true that 
gap perturbations smaller than the stability margin preserve 
stability? An additional difficulty here is that certain con- 
trollability restrictions in the sense of [19] are required to en- 
sure that the 3c2 behaviors give enough information about the 
complete behavior. These are automatically satisfied for the 
110 systems of Section 2.2, but the correct extension to  the 
general uncertain case is an area of future research. 
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