Abstract -For some channels, channel side information at the transmitter (CSIT) may not improve channel capacity. For example, for binary input and symmetric output memoryless channels, uniform input distribution is capacity achieving with or without CSIT. However, we show that CSIT can help reduce the complexity of codes if the code is designed using channel knowledge and provide for lower bounds on complexity. A code optimization problem for minimizing complexity for a given rate loss is also posed.
I. INTRODUCTION
Channel Side Information at the transmitter (CSIT) does not improve channel capacity when the capacity achieving distribution is the same for the case with CSIT and the case without it. In such cases, is CSIT still useful? For binary input symmetric output channels, we show that CSIT can reduce the linear code complexity defined in terms of parity check matrix density D [1] .
II. A GEOMETRIC LOWER BOUND
A lower bound for code complexity employing iterative decoding can be found through a geometric interpretation of EXIT charts. We illustrate this new approach for the Binary Erasure Channels (BEC). Consider a memoryless BEC with N channel states. The channel erasure probability is qi with probability Ai, which is called channel share parameters in a parallel channel setting [2] . The average erasure probability is q. Consider the EXIT chart in figure 1 where the mutual information of the variable node and check node input messages are represented by x and y respectively. We have areas S1=q∫λ and S0+S1=∫ρ as a function of the degree distributions. Assume the rate of the code is ( D and ε can be lower bounded by replacing S0 with ∆. We observe that the area ∆ decreases monotonically with decreasing yo, where yo is the intersection point of the variable node curve with the y axis. Because it is possible to use the channel knowledge to obtain degree distributions such that yo is smaller than for the case without CSIT for fixed check edge degree distribution, the density of a code can be reduced with CSIT. This is the geometric interpretation on how CSIT reduces complexity. 
where Xi's are given by 1 1
For a general MBIOS channel, L1=2 and L2=(2 ln 2) -1 and for BEC, they are equal to 1. wi is as defined in [1] adapted for i th channel state. For the case without CSIT, the asymptotic density can be proven to be higher because the Xi's are replaced by the corresponding Ai's.
IV. CODE DESIGN AND SIMULATION RESULTS
Based on the analysis, we can pose an optimization problem where the objective is to minimize the complexity given a fixed rate loss. We use a modified version of the differential evolution algorithm [3] for this purpose. We choose a two-dimensional fitness criterion consisting of the error probability and complexity and search for the least complexity degree distributions. Figure 2 compares the codes obtained with the geometrical bound and the analytical bound from the previous sections. We choose a BEC with channel state probability [0.4 0.6] and erasure probability [0.6 0.4]. We observe that in addition to their respective lower bounds, the optimized codes for the case with CSIT also have lower complexity than the case without CSIT. The complexities of the actual codes are off the lower bounds partly owing to non-optimality of iterative decoding. Also to be noted is the convergence of the bounds derived analytically and geometrically for the case without CSIT. 
