Abstract. Let G = N ⋊A, where N is a stratified group and A = R acts on N via automorphic dilations. Homogeneous sub-Laplacians on N and A can be lifted to left-invariant operators on G and their sum is a sub-Laplacian ∆ on G.
Introduction
Let N be a stratified Lie group of homogeneous dimension Q. Let G be the semidirect product N ⋊ A, where A = R acts on N via automorphic dilations. The group G is a solvable extension of N that is not unimodular and has exponential volume growth. For all p ∈ [1, ∞], let L p (G) denote the L p space with respect to a right Haar measure µ on G.
Consider a systemX 1 , . . . ,X q of left-invariant vector fields on N that form a basis of the first layer of the Lie algebra of N and letX 0 be the standard basis of the Lie algebra of A. The vector fieldsX 0 on A andX 1 , . . . ,X q on N can be lifted to left-invariant vector fields X 0 , X 1 , . . . , X q on G which generate the Lie algebra of G and define a sub-Riemannian structure on G with associated left-invariant Carnot-Carathéodory distance ̺. A horizontal left-invariant vector field on G is any R-linear combination of X 0 , X 1 , . . . , X q .
Let ∆ be the left-invariant sub-Laplacian on G defined by
The operator ∆ extends uniquely to a positive self-adjoint operator on L 2 (G). Here is our main result. We refer to Section 4.1 below for a precise definition of the Riesz transforms Y ∆ −1/2 and Y ∆ −1 Z. The spaces H 1 (G) and BM O(G) in the above statement are the Hardy and bounded mean oscillation spaces associated with the metricmeasure space (G, ̺, µ) and its Calderón-Zygmund structure. It should be noted that the standard Calderón-Zygmund theory for doubling metric-measure spaces [1] does not apply to (G, ̺, µ), which has exponential volume growth. Instead we exploit the non-doubling Calderón-Zygmund theory of Hebisch and Steger [8] and the corresponding Hardy and BMO theory developed in [12, 22, 23] .
Boundedness of Riesz transforms associated with Laplacians and sub-Laplacians has been studied in a variety of settings. Here we recall those results which have a direct connection with ours and refer to the cited works and references therein for a broader discussion. We remark that we are interested in L p -boundedness with respect to a right Haar measure; in the case of a left Haar measure, the Riesz transforms Y ∆ −1/2 considered here are not L p -bounded for any p ∈ [1, ∞] [9] . In the case N = R Q is abelian, the operator ∆ is a full Laplacian (although it is not the Laplace-Beltrami operator on the hyperbolic space R Q ⋊ R). In this case, various parts of Theorem 1.1 are contained in already known results. Weak type (1, 1) and L p -boundedness (1 < p ≤ 2) of the first-order Riesz transforms Y ∆ −1/2 is in [8, Theorem 2.4] (previous partial results are in [18] ). Weak type (1, 1) and L p -boundedness (1 < p < ∞) of the second-order Riesz transforms Y ∆ −1 Z is in [4, 5] . H 1 → L 1 boundedness of first-and second-order Riesz transforms is studied in [19] in the particular case Q = 2. The main novelty of our result lies in the fact that we can consider nonabelian N and, correspondingly, nonelliptic ∆.
Other Riesz transforms on solvable extensions of stratified groups were previously studied in the literature for distinguished full Laplacians, especially in the context of Iwasawa N A groups of rank 1 [4, 5, 25] . All these results involving a full Laplacian make strong use of spherical analysis on semisimple Lie groups. This tool is not available for the analysis of the sub-Laplacian ∆ on G (unless N is abelian), hence here new techniques are needed.
Due to the noncommutativity of G, the Riesz transform
, at least when N is abelian [4, 5] , and therefore the Riesz transforms Y ∆ −1 Z are the only ones for which it makes sense to investigate L p -boundedness. Hence Theorem 1.1 gives a complete picture regarding L p -boundedness of secondorder Riesz transforms associated with ∆, as well as L p -boundedness for p ≤ 2 for the first-order Riesz transforms Y ∆ −1/2 . Note that the adjoint of Y ∆ −1 Z is Z∆ −1 Y , so it is natural that the L pboundedness range for these Riesz transforms is symmetric with respect to p = 2. The same does not hold for first-order transforms, and
For the operators ∆ −1/2 Y very few results appear to be available in the literature: in the case Q = 2, it is known that the operators ∆ −1/2 Y are not bounded from [19] ; on the other hand, in the case Q = 1 (i.e., the "ax + b group" case), ∆ −1/2 Y is known to be of weak type (1, 1) and L p -bounded for p ∈ (1, ∞) for a particular choice of Y (i.e., when Y ∈ RX 1 ) [6] . While the existing results do not exclude that ∆ −1/2 Y may be bounded for p < 2 in greater generality, they seem to indicate that methods different from the ones employed in the present paper would be necessary for such an investigation.
Indeed the proof of our results goes through showing that the Riesz transforms under consideration are singular integral operators of Calderón-Zygmund type, which implies weak type (1, 1) as well as H 1 → L 1 boundedness. As it is well-known, Riesz transforms can be subordinated to the heat semigroup e −t∆ and their boundedness properties can be derived from estimates of suitable derivatives of the heat kernel h t . It should be noted that, while small-time estimates for heat kernels associated to sub-Laplacians are available in great generality, precise large-time estimates on exponentially growing groups are known only in particular cases. Here we obtain weighted L 1 estimates
for any ǫ ≥ 0 and all t ∈ (0, ∞), where | · | ̺ denotes the ̺-distance from the identity and Y is any horizontal left-invariant vector field. These estimates imply, via Calderón-Zygmund theory, the boundedness of the Riesz transforms Y ∆ −1/2 for p ∈ (1, 2]. The above heat kernel estimates extend those in [8] (where only the case N abelian is considered and explicit formulas for the heat kernel are exploited, which are not available in our generality) and enhance those in [12] (where unweighted estimates were proved for general N ).
As for the second-order Riesz transforms Y ∆ −1 Z, the argument for N abelian in [4, 5] is based, among other things, on a precise characterisation and asymptotic analysis of a fundamental solution of ∆ −1 , which is made possible by the fact that this fundamental solution is radial (after multiplication by a suitable power of the modular function). These properties are no longer available in the case N nonabelian and a different route is followed here, based on estimates of the second-order derivatives Y (Zh t )
* of the heat kernel (here f → f * is the usual
* dt of the kernel is shown to satisfy estimates of Calderón-Zygmund type as before. The "part at infinity"
* dt, instead, turns out to be integrable. More precisely, in the case Y, Z ∈ span{X 1 , . . . , X q }, we can prove that
and the "extra decay" for large t yields
In the case one of Y and Z (or both) is a multiple of X 0 , instead, a more careful analysis is employed, exploiting additional cancellations occurring in the integration in t.
Our analysis is essentially based on a formula [14, 7] expressing the heat kernel h t on G in terms of the corresponding heat kernel h N t on N , as well as on a formula proved in [12] expressing the distance ̺ on G in terms of the sub-Riemannian distance on N . Through a number of manipulations, estimates for derivatives of h t are then reduced to estimates for derivatives of h N t , which are well-known. In these respects, our methods appear to be more robust than those used in previous works in the case N abelian: instead of symmetry and radiality properties (which are not available for general N ), here we directly exploit the semidirect product structure of G = N ⋊ A to relate analysis on G to analysis on N .
The L p -boundedness of first-order Riesz transforms given in Theorem 1.1(i) might be the starting point to discuss properties of homogeneous Sobolev spaces defined in terms of the sub-Laplacian ∆, in the spirit of the work done for nonhomogenous Sobolev spaces on nonunimodular groups in [17] and for both homegeneous and nonhomogeneous Sobolev spaces on unimodular groups in [2] .
Moreover, it would be interesting to investigate boundedness properties for Riesz transforms associated with the sub-Laplacian with drift ∆−X, where X is a suitable horizontal left-invariant vector field, for which a multiplier theorem was proved in [12] . Some results in this direction were obtained in [10] .
The structure of the paper is as follows. In Section 2 we recall a number of known facts regarding the groups G and N , the sub-Riemannian structure, and the related Calderón-Zygmund theory. In Section 3 we derive weighted L 1 -estimates for certain derivatives of the heat kernel. Finally, in Section 4 we prove our main result, Theorem 1.1.
Let us fix some notation that will be used throughout. R + and R 
Preliminaries
The material presented in this section summarises a number of definitions and results extensively discussed in [12] , to which we refer for details and references to the literature.
2.1. Stratified groups and their extensions. Let N be a stratified group. In other words, N is a simply connected Lie group, whose Lie algebra n is equipped with a derivation D such that the eigenspace of D corresponding to the eigenvalue 1 generates n as a Lie algebra. The eigenvalues of D are positive integers 1, . . . , S and n is the direct sum of the eigenspaces of D, which are called layers: the jth layer corresponds to the eigenvalue j. Moreover n is S-step nilpotent, where S is the maximum eigenvalue.
The exponential map exp N : n → N is a diffeomorphism and provides global coordinates for N , that shall be used in the sequel without further mention. Any chosen Lebesgue measure on n is then a left and right Haar measure on N , which we fix throughout. The formula δ t = exp((log t)D) defines a family of automorphic dilations (δ t ) t>0 on N , and Q = tr D is called the homogeneous dimension of N .
Let A = R, considered as an abelian Lie group. Again we identify A with its Lie algebra a. Then A acts on N by automorphic dilations, and we can define the corresponding semidirect product G = N ⋊ A, with operations
and identity element 0 G = (0 N , 0). G is a solvable Lie group, and the Lie algebra g of G is natually identified with the semidirect product of Lie algebras n ⋊ a. The left and right Haar measures µ ℓ and µ on G are given by
and the modular function m is given by m(z, u) = e −Qu . In particular G is not unimodular and has exponential volume growth. In the following the right Haar measure µ will be used to define Lebesgue spaces
is a Banach * -algebra with respect to convolution and involution given by
2.2. Sub-Riemannian structure. Consider a systemX 1 , . . . ,X q of left-invariant vector fields on N that form a basis of the first layer of n. These vector fields provide a global frame for a sub-bundle HN of the tangent bundle T N of N , called the horizontal distribution. Since N is stratified, the first layer generates n as a Lie algebra and consequently the horizontal distribution is bracket-generating. Let g N be the left-invariant sub-Riemannian metric on the horizontal distribution of N which makesX 1 , . . . ,X q into an orthonormal basis, and ̺ N the associated Carnot-Carathéodory distance on N . Since the horizontal distribution is bracketgenerating, the distance ̺ N is finite and induces on N the usual topology. Moreover, sinceX 1 , . . . ,X q are left-invariant and belong to the first layer, the distance ̺ N is left-invariant and homogeneous with respect to the automorphic dilations δ t .
LetX 0 = ∂ u be the canonical basis of a. The vector fieldsX 0 on A and X 1 , . . . ,X q on N can be lifted to left-invariant vector fields on G given by
Analogously as above, the system X 0 , . . . , X q generates the Lie algebra g and defines a sub-Riemannian structure on G with associated horizontal distribution HG, subRiemannian metric g and left-invariant Carnot-Carathéodory distance ̺. Let |x| ̺ = ̺(x, 0 G ) be the distance of x ∈ G from the identity; similarly, let |z| N = ̺ N (z, 0 N ) be the distance of z ∈ N from the identity. The following relation between the Carnot-Carathéodory distances on G and N is in [12, Proposition 2.7] . 
Proposition 2.2. For all Borel functions
For a (smooth) function f on G we define the horizontal gradient
The close relation between the horizontal gradient ∇ H and the sub-Riemannian distance ̺ is clearly expressed by the following well-known estimate (see, e.g., [24, VIII.1.1] and [12, Lemma 5.4] ). Here we denote by R y the right translation operator defined by R y f (x) = f (xy) for all f : G → C and x, y ∈ G. T φ = φ * k for some convolution kernel k (which in general is a distribution on G) and all φ ∈ C ∞ c (G); if k is a locally integrable function, then
for almost all x ∈ G, where the integral kernel K of T is given by 
, and bounded from
Remark 2.5. In view of Lemma 2.3, the condition (2.6) with b = 1 can be replaced by the stronger condition
3. Heat kernel estimates for the sub-Laplacian ∆ 3.1. The sub-Laplacian and its heat kernel. Let ∆ be the sub-Laplacian defined in (1.1). We recall now some well-known properties of ∆ and the associated heat kernel (see, e.g., [24] and [12, Section 4.1] for further details).
Since the horizontal distribution on G is bracket-generating, ∆ is hypoelliptic. Moreover ∆ is essentially self-adjoint and positive with respect to the right Haar measure; in fact, for all f, g ∈ C ∞ c (G),
where ·, · denotes the inner product of L 2 (G). In particular ∆ extends uniquely to a positive self-adjoint operator on L 2 (G). The heat kernel t → h t is a semigroup of probability measures on G. By hypoellipticity of ∂ t + ∆, the distribution (t, x) → h t (x) is in fact a smooth function on R + × G and satisfies
It is also possible to obtain small-time "Gaussian-type" estimates for h t and its group-invariant derivatives. Let Σ and Σ 0 denote the sets of finite sequences of elements of {1, . . . , q} and {0, . . . , q} respectively (note that Σ ⊆ Σ 0 ). For α = (j 1 , . . . , j k ) ∈ Σ 0 we write |α| = k and X α = X j1 · · · X j k . Similarly one definesX α when α ∈ Σ.
Proposition 3.1. For all x ∈ G, α ∈ Σ 0 , and t ∈ R + ,
where C α , b α , ω α ∈ R + . In particular, for all t 0 ∈ R + , ǫ ∈ R + 0 and α, β ∈ Σ 0 ,
for all t ∈ (0, t 0 ].
Proof. For the first estimate, see, e.g., [24] , [21] , or [11, Theorem 2.3(e)]. By integrating this estimate on G and using (2.3),
for all t ≤ t 0 . This proves the second estimate in the case β = 0. The general case follows from the semigroup property: indeed, from h t = h t/2 * h t/2 and h * t/2 = h t/2 it follows that
for all t ≤ t 0 , by submultiplicativity and symmetry of the weight e 
Proof. Note that
the latter identity follows from homogeneity considerations, including the identity
for all λ, t ∈ R + and z ∈ N , and the fact that h 
The following identities and estimates involving the first derivative of the function ξ → ξ Ψ t (ξ) will be useful in the sequel. 
(ii)
Proof. The proof of (i) is given in [12, Proposition 4.2] . The identity (ii) follows from (i) and
which we now prove. Note first that 
where the constant C α,β does not depend on δ.
Proof. It is sufficient to prove the analogous estimates where ξ δ + (cosh u) δ in the left-hand side is replaced by ξ δ and by (cosh u) δ respectively. In the first case, the inner integral in ξ is convergent and by rescaling it is equal to a constant (bounded uniformly in δ ∈ [0, 1/2]) times (cosh θ+cosh u) δ−1−β cosh(αu). Consequently the integral in u is controlled by a constant times
and the estimate follows.
In the second case, the inner integral in ξ is convergent and by rescaling it is equal to a constant times (cosh θ + cosh u) −1−β (cosh u) δ cosh(αu). Consequently the integral in u is controlled by a constant times
We now derive weighted L 1 -estimates for h t and its horizontal gradient, whose unweighted version is proved in [12, Proposition 4.2]. 
Proof. Fix t 0 ∈ R + sufficiently large that ǫ/t 1/2 0 ≤ 1/2. By (2.4) it suffices to show that
for all j ∈ {0, 1, . . . , q} and t ∈ R + . In the case t ≤ t 0 , these estimates are given by Proposition 3.1. Therefore in the rest of the proof we will assume that t ≥ t 0 .
If γ t = ǫ/t 1/2 and t ≥ t 0 , then γ t ∈ [0, 1/2] and therefore, for all (z, u) ∈ G, by Proposition 2.1,
where the implicit constant does not depend on t ∈ [t 0 , ∞). We discuss first the estimate for X j h t in the case j > 0. Recall that X j = e uX j . Then, by (3.4) and differentiation under the integral sign,
Therefore, by (3.6) and Proposition 3.2,
Since t ≥ t 0 , by (3.5) the above integral is controlled by a constant (independent of t) times
By applying Lemma 3.4 (with α = β = 1/2), the integral in u and ξ is controlled by a constant times e (γt−1)θ , hence
This proves the estimate for X j h t in the case j > 0. A similar argument, using Lemma 3.4 with α = β = 0, gives the estimate for h t .
It remains to discuss the estimate for X 0 h t . Note that, again by (3.4),
(3.8)
Here the fact that
, integration by parts and the identity sinh u + cosh u = e u were used. The norm e γt|·|̺ I 1 1 of the summand I 1 can be controlled analogously as above (here Lemma 3.4 is applied with α = β = 1). As for I 2 , we observe that, by (3.6) and Proposition 3.2,
Consequently, by Lemma 3.3(i), since t ≥ t 0 , e γt|·|̺ I 2 1 is bounded by a constant times
By applying Lemma 3.4 (with α = β = 0), the integral in u is controlled by a constant times e (γt−1)θ (1 + θ), hence
and we are done.
Remark 3.6. Simple modifications of the proof of Proposition 3.5 yield that
for all ǫ ∈ R + 0 , t ∈ R + and α ∈ Σ with |α| > 0.
Similar techniques as above yield estimates for certain second-order derivatives of the heat kernel, which show an "extra decay" for large time. 
Proof. Choose t 0 sufficiently large that ǫ/t 
Hence, for all l = 1, . . . , q,
By proceeding as in the proof of Proposition 3.5 and applying Proposition 3.2, if we define γ t = ǫ/t 1/2 , then we obtain that, for t ≥ t 0 ,
where Lemma 3.4 (with α = 0 and β = 1), Proposition 3.2 and the fact that γ t ≤ 1/2 were used.
An analogous decay for t large can be obtained for certain third-order derivatives of the heat kernel. 
Proof. Choose t 0 sufficiently large that ǫ/t 1/2 0 ≤ 1/2. For t ≤ t 0 the desired estimate follows from Proposition 3.1. Consider now the case t ≥ t 0 . From (3.9) we deduce that, for all k, l = 1, . . . , q,
By proceeding as in the proof of Proposition 3.7, if we define γ t = ǫ/t 1/2 , then we obtain that, for t ≥ t 0 ,
where Lemma 3.4 (with α = 1/2 and β = 3/2), Proposition 3.2 and the fact that γ t ≤ 1/2 were used. This proves the desired estimate when k = 0 = l. Consider now the case where k = 0 = l. Starting from (3.9) and proceeding as in the derivation of (3.8), one easily obtains that
where
The estimate e γt|·|̺ I 1 1 t −3/2 for t ≥ t 0 is then proved analogously as above (here Proposition 3.2 and Lemma 3.4 with α = 1 and β = 2 are used). As for I 2 , from Lemma 3.3(i) and Proposition 3.2 we obtain, for t ≥ t 0 ,
where Lemma 3.4 (with α = 0 and β = 1) and the fact that γ t ≤ 1/2 were used. As for the case where
The desired estimate then follows from the estimate e γt|·|̺ X k X 0 (X j h t ) * 1 t −3/2 for t ≥ t 0 , which has just been proved, and the estimate e γt|·|̺ X k (X j h t ) * 1 t −3/2 for t ≥ t 0 , which is in Proposition 3.7.
Finally, we obtain some pointwise estimates for second-order derivatives of the heat kernel for large time.
Proposition 3.9. For all t 0 ∈ R + , l, j ∈ {0, . . . , q}, there exists C t0 ∈ R + such that, for all t ≥ t 0 and (z, u) ∈ G,
Proof. Suppose first that j, l ∈ {1, . . . , q}. By (3.10), (3.3) and (3.5), we deduce that
and the integral in θ and ξ is immediately seen to be convergent. Assume instead that j ∈ {1, . . . , q} and l = 0. From (3.8), (2.1) and (3.3) it follows that
(3.13)
Analogously as in (3.11) , one can see that
Moreover, by (3.3) and Lemma 3.3(i),
and again the integral in θ and ξ is convergent. In conclusion
Note that, if l ∈ {1, . . . , q} and j = 0, then
Finally, assume that j = l = 0. From (3.12) , by proceeding analogously as in the derivation of (3.8),
(3.14)
Similarly as before, one then sees that 
Then iY is self-adjoint and C ∞ c (G) is dense in the domain of Y with respect to the graph norm (see, e.g., [16] ). Similarly, the sub-Laplacian ∆ is self-adjoint, and moreover it has trivial L 2 kernel, so via the spectral theorem we can define its fractional powers ∆ α (α ∈ R) as self-adjoint operators on L 2 (G). 
and the right-hand side tends to 0 as n → ∞ by the properties of the Borel functional calculus; this and the uniform boundedness of the Y F n (∆) immediately imply that Y F n (∆) → Y ∆ −1/2 in the strong operator topology. Note now that F n (∆)Y is densely defined and ( Finally, if (G n ) n∈N is as in part (vi), then the sequence ( √ G n ) n∈N satisfies the assumptions of part (v), so the range of G n (∆) 1/2 is contained in the domain of Y , and
and part (vi) follows.
We can now define the first-order Riesz transforms we are interested in as the 
where the series converges in the strong L 2 operator topology. Let k n denote the convolution kernel of the operator T n , which is given by
For every n ∈ Z, by Proposition 3.5. The required boundedness properties of Y ∆ −1/2 then follow from Theorem 2.4 and Remark 2.5.
Proof of Theorem 1.1(ii).
Notice that by linearity it suffices to prove the result when Y = X j and Z = X l , for every j, l ∈ {0, . . . , q}.
By Proposition 4.1, the operator X j ∆ −1 X l is L 2 -bounded and its adjoint is X l ∆ −1 X j . Hence it is enough to prove that X j ∆ −1 X l is of weak type (1, 1), bounded on L p (G) for p ∈ (1, 2], and bounded from H 1 (G) to L 1 (G). Moreover, again by Proposition 4.1, and both this limit and the convergence of the series are meant in the strong L 2 operator topology.
Let k n denote the convolution kernel of the operator T n , which is given by
2 n (X l h t/2 ) * * X j h t/2 dt, and note that
2 n (X j h t/2 ) * * ∇ H X l h t/2 dt.
(4.1)
Thanks to Proposition 3.9, the above integral is absolutely convergent and the convergence is uniform on compact subsets of G.
To prove that k (∞) is in L 1 (G) we need to distinguish different cases.
I. Case j, l ∈ {1, . . . , q}. By Proposition 3.7,
II. Case j ∈ {1, . . . , q}, l = 0. Recall from (3.13) the decomposition X j (X 0 h t ) * (z, u) = I 1 + I 2 .
By (4.1) it is enough to prove that Remark 4.2. In view of the estimates of Propositions 3.7 and 3.8, one can prove that, in the case j, l ∈ {1, . . . , q}, the operator T (∞) in the above proof satisfies the size and smoothness assumptions (2.5) and (2.6) of Theorem 2.4 too.
