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Abstract
We prove a generalization of the parallel adversary method to multi-
valued functions, and apply it to prove that there is no parallel quantum
advantage for approximate counting.
1 Introduction
It is known that the Brassard-Høyer-Tapp [3] algorithm for approximate quan-
tum counting is asymptotically optimal [8]. This was proved using the polyno-
mial method [2]. However, the polynomial method is not immediately amenable
to the parallel setting, where no lower bound has been published.
The optimality of Brassard-Høyer-Tapp is also known to be a consequence
of the adversary method of Ambainis [1, 10, 4]. The adversary method has
been extended to the parallel setting in [5]. To handle approximate algorithms,
we will need a slight generalization of the adversary method to multi-valued
functions. Finally, we prove as a corollary that there is no quantum advantage
to parallelizing the approximate counting algorithm.
2 Generalized Adversary Method
For approximate quantum algorithms, we are no longer computing a single-
valued function. Instead, the goal is that, with high probability, the result of
the measurement is an element of a set of desired values F (x). We will show
that all the same arguments for the adversary method go through, under the
condition that the adversary matrix Γ has the property that Γxy = 0 whenever
F (x) ∩ F (y) 6= ∅.
For the queries, we assume an oracle which can be called on n qubits, and
we will assume that we can call p such oracles in parallel, with the desire to see
how performance improves as a function of p. The oracle Ox can be summarized
by a Boolean vector x whose component xi indicates whether a result qubit will
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be flipped for input i. Here the inputs i are values up to N = 2n representing
computational basis states with n qubits.
In building a quantum algorithm that makes parallel queries to an oracle, we
can without loss of generality assume that the p parallel queries are performed
simultaneously, and no other computation is performed simultaneously with the
oracles. These reduction arguments are the same as in Zalka’s argument [11] on
lower bounds for parallel search algorithms. Thus, including the oracle result
qubits but omitting ancillary qubits, the parallel oracle call is
O⊗px |i1, . . . , ip; b1, . . . , bp〉 = |i1, . . . , ip; b1 ⊕ xi1 , . . . , bp ⊕ xip〉.
The algorithm then alternates such parallel oracle calls with arbitrary unitary
operations:
|ψtx〉 = UtO
⊗p
x Ut−1O
⊗p
x · · ·U1O
⊗p
x U0|0〉.
If after T steps, we have with high probability computed a state spanned by the
basis F (x), then given another oracle y such that F (x)∩F (y) = ∅, we must have
that |ψTx 〉 and |ψ
T
y 〉 are distinguishable with high probability, so that |〈ψ
T
x |ψ
T
y 〉|
is sufficiently small.
The heart of the adversarymethod is to monitor the progress of the algorithm
in separating the results of two oracles x and y by watching the decay of the
weighted sum of inner products of the resulting states:
W t =
∑
x,y
Γxyδxδy〈ψ
t
x|ψ
t
y〉,
where Γ is a chosen adversary matrix for F , and δ is a normalized principal
eigenvector of Γ. Note that W 0 = λ(Γ) is just the spectral norm of Γ. The
requirement that Γxy = 0 whenever F (x)∩F (y) 6= ∅ means that if the algorithm
is successful, WT is a small multiple of W 0.
To achieve a lower bound on the algorithm, the adversary method then
bounds |W t −W t+1| from above. Following the argument of [5], we consider
the parallel oracle as a single serial oracle that outputs (xi1 , . . . , xip) on input
(i1, . . . , ip). This allows us to apply the original argument for the serial case to
bound |W t−W t+1| from above in terms of the maximum of the spectral norms
of matrices corresponding to each input (i1, . . . , ip):
Γi1···ipxy =
{
Γxy if (xi1 , . . . , xip) 6= (yi1 , . . . , yip)
0 otherwise.
Thus we get:
Theorem 1 For any adversary matrix Γ for a multi-valued function F , in a
setting with p parallel oracles, we have a lower bound
Q
p‖
2 (F ) = Ω
(
λ(Γ)
maxi1,...,ip λ(Γ
i1···ip)
)
.
where
Γi1···ipxy =
{
Γxy there exists j such that xij 6= yij
0 otherwise.
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As in [4], we can reduce this to a combinatorial computation using the bound
on the spectral norm for entrywise product matrices given by [6]:
Theorem 2 Let X and Y be sets of inputs to a multi-valued function F such
that F (x) ∩ F (y) = ∅ whenever x ∈ X and y ∈ Y , and let R ⊆ X × Y be
a relation. Set Ri1···ip = {(x, y) ∈ R : there exists j such that xij 6= yij}. Let
h, h′ denote the minimal number of ones in any row and any column of R,
respectively, and let ℓ, ℓ′ denote the maximal number of ones in any row and
any column in any of the relations Ri1···ip , respectively. Then
Q
p‖
2 (F ) = Ω
(√
hh′
ℓℓ′
)
.
3 Applications
We can apply Theorem 2 to the problem of approximate counting. In this case,
F (x) is a subset of the set of numbers equal to |x|1 up to relative error ε/2.
Then we can construct two sets of inputs which will never have intersecting
values as X = {x : |x|1 = K} and Y = {y : |y|1 = (1 + ε)K}. These sets have
the relation R = {(x, y) : x ∈ X, y ∈ Y, x ≤ y}.
Then we can immediately compute h =
(
N−K
εK
)
different y containing x and
h′ =
(
(1+ε)K
K
)
different x contained in y. Looking at the relations Ri1···ip , the
worst case for ℓ is when exactly one of the indices ik is not in x and the rest
are in x, leading to exactly one j = k where xij 6= yij ; this gives ℓ =
(
N−K−1
εK−1
)
different y. For ℓ′, the worst case is when all of the ij are distinct and in y;
to upper bound the number of choices of x there are p ways to choose the at
least one ik that is not in x (so double counting when there are more than one
ij not in x), and
(
(1+ε)K−1
K
)
ways to choose x given that ik is not in x. Thus
ℓ′ ≤ p
(
(1+ε)K−1
K
)
. As a result we get
Q
p‖
2 (F ) = Ω


√√√√ (N−KεK ) · ((1+ε)KK )(
N−K−1
εK−1
)
· p
(
(1+ε)K−1
K
)

 ,
which simplifies to the following:
Theorem 3 The query complexity of p-parallel approximate counting is
Q
p‖
2 (F ) = Ω
(
1
ε
√
N
pK
)
,
which is tight since running p disjoint parallel counters on parts of the problem
achieves the bound.
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4 Discussion
These lower bounds have important practical consequences. Approximate quan-
tum counting and related algorithms are the basis for a quadratic speedup of
Monte Carlo simulations [7], which have broad applicability across technology
and finance.
In the NISQ era [9], without error correction, decoherence severely limits
the quantum circuit depth, which in known approximate quantum counting al-
gorithms is required to be inversely proportional to the desired accuracy. One
might hope that with extra qubits one could parallelize the algorithm and lower
the required circuit depth. The present result, however, shows that such paral-
lelization only yields a classical benefit. Instead, circuit depth must be lowered
by other techniques specific to Monte Carlo simulation, such as importance
sampling.
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