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Precise identification of parameters governing quantum processes is a critical task for quantum
information and communication technologies. In this work we consider a setting where system
evolution is determined by a parameterized Hamiltonian, and the task is to estimate these parameters
from temporal records of a restricted set of system observables (time traces). Based on the notion
of system realization from linear systems theory we develop a constructive algorithm that provides
estimates of the unknown parameters directly from these time traces. We illustrate the algorithm
and its robustness to measurement noise by applying it to a one-dimensional spin chain model with
variable couplings.
The promise of quantum technologies for tasks such as
computation, communication, and metrology is motivat-
ing the construction of devices that are precisely engi-
neered at the nanoscale, and whose quantum dynamics
are exceptionally well characterized and controlled [1].
The fragility and sensitivity of typical quantum devices
make achieving such objectives extremely challenging,
and significant research efforts over the past two decades
have focused on addressing these challenges.
Process tomography is the most generally applied tech-
nique for characterizing an unknown quantum dynamical
process [1, 2]. However, all variants of process tomogra-
phy are very resource demanding, e.g., in the required
number of measurements settings and number of input
state preparations. In addition, it is often unsuitable
in resource-constrained situations where one may only
have measurement access to certain observables or sub-
systems; e.g., see Fig. 1. Furthermore, process tomogra-
phy does not utilize often available partial information
about the system. One such common scenario is when
the structure of a dynamical model can be obtained from
underlying physics and what is to be determined are some
unknown parameters in the model. This is the quantum
version of parameter estimation in classical system sci-
ences, and some previous work has considered variants
to quantum tomography for this problem [3].
In this work, we consider a new approach to quantum
parameter estimation. Whereas process tomography typ-
ically measures a complete basis of system observables
at one time instant, we ask what can be achieved if a
temporal record of a small set of system observables is
collected? We refer to such a successive record of ob-
servable expectations as an measurement time trace, and
develop a method that enables information about dynam-
ical parameters to be extracted from such time traces.
Our method takes into account a priori information and
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Measurable spins 
FIG. 1: A spin (or qubit) lattice as an example illustrating
the type of system considered in this work. The spins inter-
act with each other through nearest-neighbor or long-range
couplings and certain local observables are measurable for a
subset of the spins (circled above). The task is to identify the
parameters defining the Hamiltonian of the interconnected
system from a time trace of expectation values of these ob-
servables.
fits naturally into resource constrained situations, and
as such we expect that it will be very experimentally
relevant and feasible. Additionally, because our scheme
utilizes a time trace, it can identify the generator of dy-
namics (e.g., a Hamiltonian) as opposed to the dynamical
map (e.g., a unitary at a fixed time), which is typically
what process tomography achieves. This is advantageous
since in physically realistic scenarios the generator of dy-
namics is more compactly specified than the map. This
will be discussed in more detail below.
Several authors have considered parameter estima-
tion from various types of time-dependent measurement
records [4–14]. Particularly relevant to this work, Cole et
al. used Fourier analysis to identify a single qubit Hamil-
tonian from one measurement observable [5], and De-
vitt et al. presented a scheme to identify any two-qubit
Hamiltonian from the temporal evolution of the concur-
rence measure of entanglement [6]. Subsequent work by
Burgarth et al. [8, 9] and Di Franco et al. [10] gener-
alized this approach to estimate the coupling strengths
in a many-qubit network from measurements on a small
part of the network. Recently, Burgarth et al. presented
a framework for quantum system identification based on
input/output information and formalized the notion of
equivalence between system realizations [15].
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2Our approach differs from existing work on quantum
system identification in two critical aspects. Firstly,
we develop a constructive algorithm for identification
of arbitrary Hamiltonian quantum dynamics that takes
advantage of available prior knowledge of the system
(e.g., network structure or partial knowledge of param-
eters). The technique can also be employed when such
prior information is absent. Secondly, in contrast to most
existing system identification schemes, we do not require
state tomography of a restricted set of subsystems, but
rather develop a technique that produces parameter es-
timates based only on the collected measurement time
traces.
Setup – We consider the task of identifying the Hamil-
tonian of an unknown quantum dynamical process. As-
sume that the dimension of the system is finite and
known, and that the dynamical process can be prepared
at some well-characterized initial states. Further, we as-
sume that the dynamical evolution of the process is uni-
tary (no decoherence). This condition can be relaxed and
the approach will be extended to the non-unitary case in
a future publication.
A parameterized form of the Hamiltonian governing
the quantum dynamical process can be written as,
H =
∑M
m=1
am(θ)Xm, (1)
where θ is a vector consisting of unknown parame-
ters, am ∈ R are some known functions of θ, and
Xm are known Hermitian operators [26]. Assume that
the dimension of the quantum process is N , and thus
iH ∈ su(N), i.e. the Lie algebra consisting of all the
N × N skew-Hermitian matrices. An orthonormal ba-
sis of N2 − 1 matrices {iXm} can be chosen for su(N),
where the Hilbert-Schmidt inner product is defined as
〈iXm, iXn〉 ≡ tr (X†mXn), and hence am = tr (HXm).
For example, i2σ
1
α⊗σ2β form a basis for the two-qubit al-
gebra su(4), where σα, σβ can be Pauli matrices σx, σy,
σz, or the identity matrix I2, and superscripts label the
qubits [27]. The numbers Cjkl such that
[iXj , iXk] =
∑N2−1
l=1
Cjkl(iXl), j, k = 1, · · · , N2 − 1,
are the structure constants of the Lie algebra su(N) with
respect to this basis. Each element Xm is Hermitian
and thus can be considered an observable for the system.
Furthermore, we can consider the am as our unknown
parameters, because solving for θ from am is simply an
algebraic problem.
Note that in Eq. (1), typically M  N2 − 1 because
of physical constraints on system energy, locality, and
weight of interactions. For instance, the Hamiltonian for
the spin lattice system in Fig. 1 contains only weight-
one and weight-two basis elements Xm [28], and further-
more, the weight-two interactions might be restricted to
only being between nearest-neighbor spins on the lattice.
By utilizing measurement time traces our identification
algorithm can estimate the process at the Hamiltonian
level where there are only M unknown parameters. In
contrast, process tomography generally does not consider
time traces and therefore must estimate the process at
the unitary level where there are in general N2 − 1 un-
known parameters.
Observable dynamics – The dynamics of the expec-
tation value of an observable Xk, written as xk =
〈ψ|Xk |ψ〉, can be derived as
x˙k =
∑N2−1
l=1
(∑M
m=1
Cmklam
)
xl. (2)
Collecting the xk in a vector x ∈ RN2−1, we obtain a
linear equation describing the complete dynamics:
x˙ = Ax, xk(0) = 〈ψ(0)|Xk |ψ(0)〉 , (3)
where the matrix A ∈ R(N2−1)×(N2−1) has elements
Akl =
∑M
m=1 Cmklam. Using the antisymmetries of the
structure constants, it can be shown that AT = −A. The
vector x, often called the coherence vector [16], is a com-
plete representation of the quantum state . Eq. (12) ex-
plicitly describes the quantum dynamics as a linear time
invariant (LTI) system and hence it enables application
of results from classical linear systems theory.
Typically, some observable expectation values may be
easily measured, e.g., local observables of a collection of
spins are tracked as function of time, see Fig. 1. Often the
measured observables belong to the chosen su(N) basis,
but if not, each observable Oi can be expanded in this ba-
sis as Oi =
∑
j o
(i)
j Xj . Collect the unique basis elements
present in the expansion of all measured observables in
the set M = {Xν1 , Xν2 , ..., Xνp}, where ν is a vector
of length p. For example, if O1 = o
(1)
3 X3 + o
(1)
5 X5 and
O2 = o
(2)
2 X2 + o
(2)
3 X3, with o
(j)
k ∈ R, then p = 3 and
M = {X2, X3, X5}. Generally, p N2 − 1.
In the following we will use time traces of the measured
observable expectation values to identify the unknown
Hamiltonian parameters. To this end, we first need to
derive the dynamical equation governing the time evolu-
tion of these observables. Parallel to the study of control-
lability in classical nonlinear systems theory [17], we give
a constructive procedure to obtain the closed dynamics
for these observables. For the Hamiltonian in Eq. (1), let
∆ = {Xm}Mm=1. Define an iterative procedure as
G0 =M, and Gi = [Gi−1,∆] ∪ Gi−1, (4)
where [Gi−1,∆] ≡ {Xj : tr (X†j [g, h]) 6= 0, where g ∈
Gi−1, h ∈ ∆} [29]. In geometric control theory, the se-
quence of Gi are referred to as the filtration associated to
∆ [17]. Since su(N) is finite, this iteration will saturate
at a maximal set G¯ after finite steps, and we refer to this
set as the accessible set. Intuitively, the set G¯ contains
3the elements of the system that couple to the measured
observables. Then, writing all the xk with Xk ∈ G¯ in a
vector xa of dimension K ≤ N2 − 1, the dynamics for
this vector is given by
x˙a = A˜xa, (5)
where A˜ is a K ×K sub-matrix of A, i.e., only the el-
ements necessary to describe the evolution of the subset
of observable averages collected in xa.
Identification algorithm – A necessary condition for the
identifiability of am is that it be present in the matrix
A˜, because otherwise it would not participate in the dy-
namical equation (5), and there would be no way to infer
its value from examining the observables in M. In or-
der to estimate these identifiable parameters we utilize
the notion of a system realization constructed from the
measurement time traces. In linear systems theory there
are many methods for constructing a realization of a lin-
ear dynamical system based on measurement results [18],
and in the following we adapt one of these, the eigen-
state realization algorithm (ERA) [19], for the purposes
of Hamiltonian parameter estimation.
The estimation setting we consider is the following.
Suppose we have access to the expectation values of
the observables in M at regular time instants j∆t for
some sampling period ∆t [20]. Denote these values as
{y(j∆t)}, and they may have to be collected from av-
eraging measurements on several runs of the experiment
under the same initial state. Note that y(j∆t) is the
output of the following discretized form of Eq. (5):
xa(j + 1) = A˜dxa(j), y(j) = Cxa(j), (6)
where for brevity of notation we use xa(j) ≡ xa(j∆t)
and y(j) ≡ y(j∆t), and A˜d = eA˜∆t. The p ×K matrix
C picks up the entries in xa(j) that correspond to ex-
pectation values of elements ofM. Also assume that the
system is prepared at a fixed, known initial state x(0),
and the corresponding initial state for Eq. (6) is xa(0).
Then these relations can be solved easily to obtain an
explicit form for the outputs: y(j) = CA˜jdxa(0). Hav-
ing access to the time trace y(j), one may try to solve
this set of equations directly. However, since A˜d is a
transcendental function of am, determining the parame-
ters this way is usually infeasible. Instead, we will utilize
ERA and formulate a new relationship so that parameter
estimation only requires solving polynomial equations.
The first stage of the estimation algorithm is to con-
struct a minimal realization of the system based on in-
put/output information. This is achieved by ERA in
three steps, as follows.
Step 1: Collect the measured data into an rp × s
matrix (generalized Hankel matrix) as:
Hrs(k) =
y(k) y(k + t1) · · · y(k + ts−1)
y(j1 + k) y(j1 + k + t1) · · · y(j1 + k + ts−1)
...
...
...
y(jr−1 + k) y(jr−1 + k + t1) · · · y(jr−1 + k + ts−1)

with arbitrary integers ji (i = 1, · · · , r−1) and tl (l = 1,
· · · , s− 1).
Step 2: Find the singular value decomposition (SVD)
of Hrs(0) as
Hrs(0) = P
[
Σ 0
0 0
]
QT =
[
P1 P2
] [Σ 0
0 0
] [
QT1
QT2
]
,
where P ∈ Rrp×rp, Q ∈ Rs×s are both orthonormal,
and Σ is a diagonal matrix with the non-zero singular
values of Hrs(0) determined up to numerical accuracy ,
i.e., Σii >  for all i ≤ nΣ where nΣ is the dimension
of Σ. The matrices P1, P2, Q1, Q2 are partitions with
compatible dimensions.
Step 3: Form a realization of the system (6) as
Aˆd = Σ
− 12PT1 Hrs(1)Q1Σ
− 12 , Cˆ = ETpP1Σ
1
2 , where ETp =
[Ip, 0p, · · · , 0p]. The pair (Aˆd, Cˆ) reproduces the input-
output relations specified by Eq. (6), that is:
y(j) = CA˜jdxa(0) = CˆAˆ
j
dxˆ(0), for all j ≥ 0, (7)
provided that xˆ(0) ≡ Σ 12QT1 e1, where e1 is the first col-
umn of Is.
This completes the specification of the ERA algorithm.
Then let Aˆ = log Aˆd/∆t [20]. This results in a realiza-
tion of the continuous-time linear system in the form of
the triple (Aˆ, Cˆ, xˆ(0)). Now, to estimate the Hamilto-
nian parameters we use an invariant of different realiza-
tions, the transfer function [18], to form equations for the
unknown parameters. Specifically, the transfer function
from an initial state x(0) to the measurement observables
specified by C can be written asG(s) = C(sI−A)−1x(0),
where s ∈ C is the Laplace variable. Equating the trans-
fer functions for the original system with unknown pa-
rameters and the ERA realization we get:
C(sI− A˜)−1xa(0) = Cˆ(sI− Aˆ)−1xˆ(0). (8)
The right hand side of Eq. (8) is completely determined
by the measured data, and the left hand side can be
simplified as the ratio Q(s)/P (s) [18], where
P (s) = det(sI−A˜), Q(s) = det
(
s
[
I 0
0 0
]
−
[
A˜ xa(0)
C 0
])
.
(9)
The coefficients of Q(s), P (s) are all polynomials of the
Hamiltonian parameters am. Equating these coefficients
with those in the right hand side of Eq. (8), we obtain
4a system of polynomial equations. Solving these multi-
variate polynomial equations leads to the identification
of am.
A judicious choice for the initial state is crucial to this
identification scheme. For instance, if xa is zero or an
eigenvector of A˜, it leads to no sensitivity in the out-
put to any of the unknown parameters. Care must be
taken to avoid such degenerate cases. In fact, running
the algorithm with multiple initial states leads to more
polynomial equations with low order and thus helps to
solve these equations more efficiently.
This system identification algorithm can result in mul-
tiple estimates of the unknown parameters, all of which
satisfy the input/output relations captured by Eq. (8).
This is because several system Hamiltonians can gener-
ate the same map between an input state and measure-
ment time trace, and hence are equivalent from an in-
put/output perspective [15]. When the algorithm results
in multiple parameter estimates and more specification
is needed, one has to appeal to prior information, or add
resources such as additional input states or observable
time traces.
Example – Consider the following Hamiltonian for a
one-dimensional chain of n qubits:
H =
∑n
k=1
ωk
2
σkz +
∑n−1
k=1
δk
(
σk+σ
k+1
− + σ
k
−σ
k+1
+
)
.
This Hamiltonian is often used as a model for a
spin “wire” that enables quantum state transfer [21].
Suppose that only one end of the spin chain is ob-
servable, and choose
〈
σ1x
〉
as the observable that is
tracked. Choosing the generalized Pauli operators as
our basis and calculating the filtration per Eq. (4)
yields the accessible set as G¯ = {2−n/2σ1x, 2−n/2σ1y} ∪
{2−n/2σ1z · · ·σk−1z σkx, 2−n/2σ1z · · ·σk−1z σky}nk=2. The sys-
tem matrix A˜ is 2n × 2n and has the following simple
structure
A˜ =

0 ω1 0 −δ1
−ω1 0 δ1 0 0
0 −δ1 0 ω2 0 . . .
δ1 0 −ω2 0 . . . . . . 0
0
. . .
. . .
. . .
. . .
. . . −δn−1
. . .
. . .
. . . 0 δn−1 0
0 0 −δn−1 0 ωn
δn−1 0 −ωn 0

with xa = [x¯1, y¯1, ..., x¯n, y¯n], where x¯1 ≡
〈
σ1x
〉
, y¯1 ≡
〈
σ1y
〉
and x¯k ≡
〈
σ1z · · ·σk−1z σkx
〉
, y¯k ≡
〈
σ1z · · ·σk−1z σky
〉
for k ≥
2. In this basis C = [1, 0, 0, ..., 0]. All parameters in the
Hamiltonian appear in A˜, and therefore the necessary
condition for identifying all parameters is satisfied for an
estimation strategy that uses only time traces of
〈
σ1x
〉
.
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FIG. 2: Assessing the robustness of parameter estimation al-
gorithm. The x-axis in both figures is the standard deviation
of the measurement noise, σ.
Choosing an initial state |0〉+i|1〉√
2
|0 · · · 0〉 (with corre-
sponding coherence vector [0, 1, 0, · · · , 0]T), and running
ERA results in a realization (Aˆ, Cˆ, xˆ(0)). The transfer
function is given by
C(sI−A˜)−1xa(0) = q2n−2s
2n−2 + · · ·+ q2s2 + q0
s2n + p2n−2s2n−2 + · · ·+ p2s2 + p0 ,
where the detailed expressions of the coefficients pi and
qi as polynomials of ωk and δk can be calculated via
Eq. (11). These equations can be solved by mature nu-
merical toolboxes such as PHCpack [22] to obtain the
unknown parameters ωk and δk. In the Supplementary
Material we simulate time traces for this model with
n = 3 and solve these polynomial equations to explicitly
demonstrate the parameter estimation algorithm [20]. In
the absence of measurement noise, the parameters can
be perfectly identified up to sign of δk. The sign ambigu-
ity is because the coupling strengths only occur to even
order in the polynomial equations when the local observ-
able being measured is
〈
σ1x
〉
. Additional measurements
or prior information are required to determine the sign.
Experimental measurements of observable expectation
values will inevitably be noisy, and therefore we also
assess the performance of our estimation algorithm in
the presence of measurement noise. Consider the case
where the measurements in the 3-qubit example speci-
fied in the Supplementary Material are corrupted by ad-
ditive Gaussian noise, i.e., y(j) =
〈
σ1x
〉
(j) + η(j), with
η(j) ∼ N (0, σ). The observable 〈σ1x〉 (j) lies in the range
[−1, 1], and we consider noise with σ values 0.01, 0.05,
0.10, 0.15, 0.20, and 0.25. For each σ, we generate 4000
Gaussian noise trajectories and estimate the five param-
eters, θ = (ω1, ω2, ω3, δ1, δ2), from each noisy measure-
ment trace. Fig. 2 shows summary statistics that demon-
strate the accuracy and robustness of the estimation pro-
cedure. The relative error in the mean of the parameter
estimates,
¯ˆ
θi−θi
θi
× 100% [30], remains small, whereas the
standard deviation of the estimates scales approximately
linearly with σ. Further characterization of the robust-
ness of the procedure to measurement noise is presented
5in the Supplementary Material. We note that the robust-
ness of our method is a function of the realization algo-
rithm (ERA) and realization invariant used to construct
the polynomial equations. In fact, we experimented with
another invariant, the Markov parameters of a system,
and discovered that it is not as robust to noise as the
transfer function approach presented here.
Conclusion – We have developed a robust algorithm to
identify the unknown parameters of a quantum Hamilto-
nian from the time traces of a set of system observables,
which naturally takes into account prior information and
restrictions on measurement access. A direction for fu-
ture work is the generalization of this algorithm to pa-
rameter estimation for open quantum systems governed
by Lindblad evolution [23], in which case the evolution
of the coherence vector is described by an affine time-
invariant system of equations [16].
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6SUPPLEMENTARY INFORMATION FOR “QUANTUM HAMILTONIAN IDENTIFICATION FROM
MEASUREMENT TIME TRACES”
Choosing the sampling period
The starting point for our system identification algorithm is a time trace representing sampled outputs of the system.
Forming the realization Aˆ is equivalent to reconstructing the continuous time system, and therefore we expect that
a judicious choice of sampling period ∆t in the original time trace is important to obtain accurate results from the
algorithm. In this section we outline the requirements for ∆t.
From A˜T = −A˜, we know that the eigenvalues of A˜ are all pure imaginary numbers. Therefore the observable
dynamics determined by x˙a = A˜xa is a summation of sinusoidal functions, whose frequencies are given by the
eigenvalues of A˜. To perfectly recover the continuous time dynamics, we will require the sampling time ∆t to satisfy
the Nyquist Sampling Theorem [24], which states that the sampling frequency needs to be at least twice the highest
frequency in the observable dynamics. The highest angular frequency is given by max |σ(A˜)|, where σ(A˜) denotes the
spectrum of A˜. This in turn yields the corresponding highest frequency as max |σ(A˜)|/2pi. Hence, Nyquist Sampling
Theorem imposes a requisite condition on the sampling frequency fsampling as
fsampling > 2
max |σ(A˜)|
2pi
, (10)
which leads to
∆t =
1
fsampling
<
pi
max |σ(A˜)| . (11)
Eq. (11) is a condition on how to choose the sampling period ∆t, and the right hand side is a time scale describing
the system. Of course, in a Hamiltonian parameter estimation problem, we usually do not know the eigenvalues of
the matrix A˜. Hence we will need to guess a suitable sampling time and then refine it with an adaptive method if
necessary.
Choosing a sampling period satisfying Eq. (11) becomes particular important when taking the matrix logarithm of
Aˆd. A sampling period less than required by the Nyquist Sampling Theorem implies that this logarithm is defined
uniquely. To see this, note that Eq. (11) implies
max |σ(A˜∆t)| < pi. (12)
Since (Aˆ, Cˆ, xˆ(0)) from ERA is a minimal realization of the original system represented by (A˜,C,xa(0)), the eigen-
values of Aˆ must also be the eigenvalues of A˜. Therefore, we obtain
max |σ(Aˆ∆t)| < pi. (13)
Now let us quote the following Theorem from Page 20 in Ref. [25], which introduces the notion of principal
logarithm:
Theorem 1.31 Let A ∈ Cn×n have no eigenvalues on R−. There is a unique logarithm X of A all
of whose eigenvalues lie in the strip {z : −pi < Im(z) < pi}. We refer to X as the principal logarithm
of A and write X = log(A). If A is real then its principal logarithm is real.
Here R− denotes the negative real axis. Since the eigenvalues of Aˆ are purely imaginary, bounded as Eq. (13), and
Aˆd = e
Aˆ∆t, we know that Aˆd has no eigenvalues on R−. Therefore, the Theorem above applies and there is a unique
principal logarithm. Furthermore, note that the conclusion that the eigenvalues of the principal logarithm lie in the
strip {z : −pi < Im(z) < pi} is consistent with the properties of Aˆ provided that the sampling time is sufficiently small
so as to satisfy Eq. (13).
Therefore we see that the accuracy of the algorithm relies on the sampling time of the measurement time trace
being sufficiently small.
Example: three qubit XX spin chain
In this section we explicitly demonstrate our system identification algorithm for the spin chain example in the main
text, with n = 3 qubits.
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FIG. 3: Measurement time trace for observable
〈
σ1x
〉
for the XX spin chain example with n = 3 qubits. The dots show a
sampled measurement trace for initial state |0〉+i|1〉√
2
|00〉.
Consider the following Hamiltonian:
H =
3∑
k=1
ωk
2
σkz +
2∑
k=1
δk
(
σk+σ
k+1
− + σ
k
−σ
k+1
+
)
, (14)
with nominal true parameter values ω1 = 1.3, ω2 = 2.4, ω3 = 1.7, δ1 = 4.3, δ2 = 5.2 (all parameters have units 1/sec).
Choose the initial state as |0〉+i|1〉√
2
|0 · · · 0〉, and the corresponding coherence vectors xa(0) is [0, 1, 0, · · · , 0]T. Let us
assume that we measure the observable 〈σ1x〉 as in the main text. The Laplace transform of the output y(t) can be
written as
Y(s) = C(sI − A˜)−1xa(0) = q4s
4 + q2s
2 + q0
s6 + p4s4 + p2s2 + p0
, (15)
where
p4 = 2δ
2
1 + 2δ
2
2 + ω
2
1 + ω
2
2 + ω
2
3 ,
p2 = δ
4
1 + 2δ
2
1δ
2
2 − 2δ21ω1ω2 + 2δ21ω23 + δ42 − 2δ22ω2ω3 + 2δ22ω21 + ω21ω22 + ω22ω23 + ω21ω23 ,
p0 = δ
4
1ω
2
3 + 2δ
2
1δ
2
2ω1ω3 − 2δ21ω1ω2ω23 + δ42ω21 − 2δ22ω21ω2ω3 + ω21ω22ω23 ,
(16)
and
q4 = ω1,
q2 = ω1ω
2
2 − δ21ω2 + 2δ22ω1 + ω1ω23 ,
q0 = −δ21ω2ω23 + ω1ω22ω23 − 2δ22ω1ω2ω3 + δ42ω1 + δ21δ22ω3.
(17)
Fig. 3 shows measurement time traces for the initial state |0〉+i|1〉√
2
|00〉 when simulated for T = 20s with ∆t = 0.0598s.
Using this data we construct the Hankel matrix Hrs(0) with r = 167, s = 167 and all ji = 1 and tl = 1. Then,
performing the remaining ERA steps we obtain a realization (Aˆd, Cˆ, xˆ(0)). Further taking the logarithm results in
a realization (Aˆ, Cˆ, xˆ(0)) of the continuous system. This realization has the same dimension as the original A˜d,
i.e., nΣ = 6.
For the parameter estimation stage of the algorithm we need to pick the five lowest order polynomial equations
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FIG. 4: Box plots for estimates formed from noisy measurement records. Each group of box plots is for estimation using
measurement records with noise of standard deviation indicated by σ. The inset shows box plots for σ = 0.01 separately since
the range of relative error in parameter estimates in this case is much smaller than for the other cases. The five box plots in
each group are for estimates of parameters (from left to right): ω1, ω2, ω3, δ1, δ2.
from Eqs. (16) and (17) (since there are five unknown parameters in this system):
ω1 = 1.3
2δ21 + 2δ
2
2 + ω
2
1 + ω
2
2 + ω
2
3 = 101.4
ω1ω
2
2 − δ21ω2 + 2δ22ω1 + ω1ω23 = 37.173
δ41 + 2δ
2
1δ
2
2 − 2δ21ω1ω2 + 2δ21ω23 + δ42 − 2δ22ω2ω3 + 2δ22ω21 + ω21ω22 + ω22ω23 + ω21ω23 = 1966.4892
−δ21ω2ω23 + ω1ω22ω23 − 2δ22ω1ω2ω3 + δ42ω1 + δ21δ22ω3 = 1407.01176
These equations can be solved by mature numerical toolboxes such as Singular, Macaulay 2, SOSTools, and PHCpack.
In particular, we applied PHCpack [22] to obtain the following estimates for the parameters:
ωˆ1 = 1.3, ωˆ2 = 2.4, ωˆ3 = 1.7, δˆ1 = ±4.3, δ2 = ±5.2.
The estimates exactly match the true parameters, except for the indeterminate sign for the coupling parameters.
As discussed in the main text, this uncertainty in the sign is a result of the equivalence of systems under some
input/output maps, and cannot be resolved unless additional measurements and/or initial states are introduced.
Robustness to noise
As shown in the main text, the Hamiltonian parameter estimation algorithm we have developed is robust to
measurement noise. To demonstrate this, we perturbed the measurement of observable
〈
σ1x
〉
with additive Gaussian
noise trajectories; i.e., y(j) =
〈
σ1x
〉
(j) + η(j), with η(j) ∼ N (0, σ). We consider noise with σ values 0.01, 0.05, 0.10,
0.15, 0.20, and 0.25. For each σ, we generate 4000 Gaussian noise trajectories and estimate the five parameters,
θ = (ω1, ω2, ω3, δ1, δ2), from each noisy measurement trace.
Fig. 2 in the main text shows the mean and standard deviation of the 4000 estimates for each parameter. To further
characterize the variation of the estimates in that figure, we also shows box plots for the relative error in estimates, in
9Fig. 4. The red + in each box plot indicates the mean of the estimates. The red line in each box indicates the median
while the bottom and top of each box indicate the 25th and 75th percentile of the data, respectively. The end points
of the whiskers represent the 9th and 91st percentiles. Interestingly, some parameter estimates are more sensitive to
noise than others. In this example, ωˆ1 and ωˆ3 are the most sensitive.
Note on nΣ
The rank of Hankel matrix, nΣ, is the size of the reconstructed realization Aˆd (or Aˆ), and is an informative
parameter. If nΣ < K, this means that the original dynamical systems lacks complete controllability or observability.
An obvious way in which this can happen is if, for example, some coupling parameters for a network of qubits are
actually zero and thus part of the network is decoupled from the portion being measured. That part of the system is
then irrelevant for the dynamics captured in the Hankel matrix and is non-identifiable from the measured observables.
