Abstract-Most of the current imaging methods in microwave induced thermoacoustic tomography (MITAT) system assume that the heterogeneous sound velocity (SV) and density distribution are given or subject to Gaussian distribution. These situations generally are not satisfied. To improve multi-targets thermoacoustic sources imaging quality in a heterogeneous tissue, an iterative TR adjoint imaging method is proposed. The proposed iterative TR adjoint method can reconstruct thermoacoustic sources from the measured data even if the prior heterogeneous information of the tissue is unknown. This method estimates misfit between synthesized and observed measured signals, and iteratively updates supposed model parameters which give the heterogeneous tissue structure. In this iterative procedure, error kernels of SV, density and the approximate point source position information can be obtained independently. After the time of flight (TOF) convergence criterion is reached, a regular time reversal (TR) method with updated model will give out the final imaging result. The proposed TR adjoint imaging method is based on strictly theoretical derivation, and some simulations are presented to validate the method.
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INTRODUCTION
The basic idea of microwave induced thermoacoustic tomography (MITAT) is that a microwave pulse heats up organ tissue with a tiny temperature change, and then the tissue generates transient thermoacoustic waves [1] .
Because the electrical properties (in particular electrical conductivity) are responsible for MITAT signals, the produced MITAT image reveals the physiological and pathological status of the tissue. Many studies [2] [3] [4] [5] have approved that tumor tissue will generate strength of thermoacoustic signals 3-7 times compared with surround normal tissue, because the tumor has high electrical properties, and fat tissue hardly generates signals. Compared to the conventional microwave and ultrasound systems, MITAT has high contrast and sensitivity for the tumor electrical conductivity, and high resolution due to the short wavelength of ultrasound wave.
The aim of an MITAT system is to image the thermoacoustic sources distribution in a biologic tissue from received ultrasound signals. However, the heterogeneity of the density and sound velocity (SV) distribution of a biological tissue have adverse effect on the imaging results. Literatures [6, 7] discovered that using an incorrect SV distribution would deteriorate both the amplitudes and the locations of the features. Different from the ultrasound or X-ray system, in which the transmitters position information is known, thermoacoustic sources information is unknown in MITAT system. Inspired from seismic study [8, 9] , a method with time reversal technique and adjoint theory is proposed in this paper for the MITAT imaging. This method has some outstanding advantages: the SV and density heterogeneous information can be discovered, and the thermoacoustic sources imaging can be improved only using the received signals. In addition, the method employs full wave simulative technique to calculate the wave field, so the finite frequency characteristics of the MITAT can also be obtained. Fig. 1 depicts a typical breast tumor detection measurement configuration for a two-dimensional case.
PHYSICAL PRINCIPLE OF MITAT AND IMAGING INVERSE PROBLEM
The thermoacoustic wave generated by a source will propagate through the heterogeneous medium, and it is finally received by ultrasound transducer (UT) array on the surface. The corresponding Figure 1 . Schematic of the MITAT imaging problem. 1 -Heterogeneous tissue; 2 -Fat; 3 -Muscle of breast wall; 4 -Skin; 5 -Ultrasound transducers (UT) array receivers; 6 -Microwaveinduced thermoacoustic source. mathematic equations can be written as:
where d(y, t) are measured signals by transducers and y the positions of UT elements. The question that arises in Equation (1) is that generally, we do not know c(x) and ρ(x) before the inverse process. And the heterogeneous acoustic medium will seriously affect the imaging initial value f . So the inverse aims involved in MITAT system are the heterogeneous medium parameters c(x), ρ(x) and the initial value f (x, t).
To solve Equation (1), many methods in terms of some special measurement configuration are developed [10] [11] [12] [13] . Based on priori information of the heterogeneous medium parameters or the homogenous hypotheses, the phase information of the measured data can be used to reconstruct the initial value f , such as filtered back project or eigen function expansions etc. The decay at large value of time can also be used as follows: for a sufficiently large time T , one can assume that the solution is practically zero at t = T . Thus, imposing zero initial conditions at t = T and solving in the reverse time direction, one arrives at t = 0 for an approximation of f . This method is named Time Reverse (TR), which was developed by the Frink etc. [14, 15] . TR method has many advantages, such as spatial-time domain filter feature and stability for medium parameters distortion. With same prior information of the heterogeneous medium, TR method can achieve the best quality among these imaging methods. In addition, TR method can also easily employ a numerical computing technique to fulfill the wave filed computation, and then reproduce the finite frequency characteristics of a MITAT signals.
However, when the heterogeneous medium parameters are unknown, the initial value f cannot be determined by above methods, i.e., the waveform or delay change in the measured data may come from the medium parameters or the initial value itself. But this analysis hints that if we predict some 'synthesized signals' at receivers using a supposed medium parameters and initial value, we can obtain the difference informations from the actual and supposed medium parameters. So we can iteratively update the supposed medium parameters and initial value until the error between the synthesized and actual observed signals reaches a proper minimum, and then we will get the best estimated model parameters. After this, a better image can be generated by a regular TR method.
TR ADJOINT METHOD
In Fig. 1 , the heterogeneous tissue structure parameters can be denoted by m(ρ, c), where ρ is the density and c the sound velocity distribution. Initial value f can be embodied as w(t)δ(x − x s ). w(t) is the source's waveform, and δ(x − x s ) is its position. Our objective is to minimize a measure of the misfit between a set of data, such as waveforms or travel-times, and a complementary set of synthetics.
In order to recover the model parameters of m, we firstly suppose sources located at 
where the misfit is defined by the waveform difference. Where m is current our hypothetic model parameters, and we wish to obtain an updated model m+δm that brings us closer to a minimum of the misfit function F . We make a quadratic Taylor expansion of F (m) around a particular m firstly,
where the gradient vector g(m) is defined in terms of the first derivative of the misfit function by
And the Hessian matrix H(m) is defined as the second derivatives of the misfit function. An updated model m + δm may be obtained with or without the Hessian H. If the gradient and Hessian are both available, then the inverse approach is known as a Newton method; if only the gradient is available, then it is a gradient method. For complex, heterogeneous models, computation of the gradient is still feasible, but Hessian is not.
Based on Equation (4), the problem involved in our article for recovering the actual model parameters is transformed to obtain the δm. If we get it, the actual model parameters can be easily obtained by m + δm; on the other hand, Equation (4) also tells us that when there exists δm, misfit function error can be evaluated by gradient g(m). If we have a particular g(m) based on a given model m with δm, some optimal approximation methods can be applied to minimize δF , and we can obtain the estimated value of δm. After this procedure, we can use an updated model m + δm to calculate a new synthesized signals s(y, t), then evaluate new δF and estimate new δm until the δF reaches a proper minimum value. Now the mathematical problem of MITAT imaging can be understood as following: we want to use Equation (2) as a criterion to obtain a δm with gradient g(m) information, and the synthesized signals s(y, t) are governed by Equation (1). These two parts can be combined together easily by using the scale Lagrange multiplier [16] :
where λ(x, t) remains to be determined. Ω is the inter space bounded by the surface S. To facilitate mathematical treatment, we can rewrite the fist function in Equation (1) as:
where κ(x) = (ρc 2 ) −1 , q(x) = ρ −1 , and Equation (5) can be rewritten as:
With Lagrange multiplier, we deduce how the parameters κ(x), q(x) and f (x, t) affect the misfit function. On taking the variation of Equation (7), we get:
After simple algebra, we arrive at:
When there were no perturbations in the model parameters κ(x), q(x) and f (x, t), the variation in Equation (9) is stationary with respect to perturbations δs provided that the Lagrange multiplier λ satisfies the equation
Subject the free surface boundary condition and the end conditionŝ
to Equation (9) , meanwhile employ the nature of the Lagrange multiplier wave field, define the adjoint wave field in terms of the Lagrange multiplier wave field as
Equation (9) reduces to
Moreover, we use the initial value to define f = w(t)δ(x − x s ), and Equation (13a) can be rewritten as
Here K q means the sensitivity to m's q error, and we name it q kernel. K κ means the κ sensitivity kernel, and k s is the sensitivity kernel to the given source position. As in MITAT system, all sources are irradiated at the same time, so the waveform item w(t s ) is not variable. Because s + comes from the perturbation sources, it must be adjoint with a synthesized procedure, so it is named as adjoint wave field. Equation (13b) means that we can calculate the sensitivity kernel based on a given model m through interacting between the adjoint wave field s + and synthesized wave field s, and they are embodiment of g(m). After this, the model m and source position can be iteratively updated to achieve the actual values.
NUMERICAL IMPLEMENTATION AND SIMULATIVE RESULTS
From the kernel expressions (13b), it is obvious that to perform the time integration, simultaneous access to the synthesized wave field s at time t and the adjoint wave field s + at time T − t are required.
Numerical Implementation
To avoid the storage for all the time steps of both s and s + , we can employ the TR method to obtain the interaction between s(x, t) and s + (x, T − t) in a unique time step. Observed that in a time invariable medium, TR method can reproduce wave field at T − t time step, this procedure can be fulfilled by imposing time reversed received signals as the initial condition and locating these signals at the receiver. Fig. 2 is an implementation flowchart of our proposed TR adjoint method.
There are still four problems involved in our TR adjoint numerical implementation, and they should be considered. The first problem is that in Equation (13b), if we want to get K κ kernel, at least three time steps wave filed should be stored for the calculation of second order time derivative of synthesized wave field, which will increase the storage burden. To decrease the storage burden, we can take Equation (6) 
Using Equation (14), we only calculate the spatial derivative of the synthesized wave field two times at one time step, and the wave field at different time steps is not necessary to storage any more.
The second problem is how to obtain the sound velocity kernel K c from the K κ kernel. In Equation (1), the model parameter is defined by ρ and c, not κ, q. To get K c , one way is to calculate the K q firstly and update the density parameter, then get the sound velocity misfit kernel K c from K κ . As mentioned that the received signals are pressure p, there exists p = ρc 2 . When there are same perturbations for ρ and c, the latter has more numerical effect on p. In a realistic consideration, such as the tumor detection in breast model, there only exist 10% perturbations for them, so the density perturbations can be neglected in general case. Based on the assumption and definition of (a) (b) Figure 2 . TR adjoint method flowchart and conjugate gradient framework. There are three major parts in our flowchart. The first is initial m parameters setup and sources location estimation. Generally, the initial m parameters ρ and c are set to a homogenous value. These sources location estimation can employ once TR or back-projection method with the observed signals and initial m parameters, then pick the maximum value as f . In the second part, s(y, t) are synthesized and stored based on current model and f , then adjoint wave filed s + interacts with s, s + using forward simulation with adjoint sources defined by Equation (12) , s using TR method to obtain the T − t time step wave field. All the wave field simulations in the second part use pseudo-spectrum time domain (PSTD) numerical technique. After the second part, whether the synthesized signals converge to the observed signals should be judged. We use time of fight (TOF) to evaluate the error between them. If the synthesized signals do not converge to the observed signals, the misfit kernels should be calculated based on Equation (13b). When we have these kernels, current model m and source f location can be updated based on conjugate gradient method, then new m and f can be taken into part 2 again. When the convergence criterion is reached, a regular TR method is employed to image the observed signals using an updated m model. (a) TR adjoint method flowchart. (b) Conjugate framework.
where δ ln c = δc/c, and it is the sound velocity perturbation to the given value. Substituting Equations (14) and (15) into Equation (13a), we get the final equation:
where k ln c is SV sensitivity kernel to the given value (current SV), so it is a relative value. The third problem is what numerical method should be used to implement the wave-field computing. For MITAT signal has a bandwidth of 0.5-1000.0 kHz [17] , time domain method has more advantages, and pseudo-spectrum time domain method [18] is a good choice. In PSTD, the time and spatial derivatives of Equation (1) are transformed to the spectrum domain, and effectively calculated by the (Inverse) fast Fourier transfer ((I)FFT).
The last problem is about the iterative and conjugate gradient strategy. We use Fig. 2(b) as our conjugate gradient strategy. After we have the misfit kernels, where we suppose that v and F k (m + vp k ) are quadratic relationship, with which we want to predict the v which makes F k (m + vp k ) become zero using a known v = 0, F k (m k ) value. So v can be determined by:
·p k . Conjugate gradient search vector p can be obtained by:
In our conjugate gradient iterative process, F k (m k ) is normalized to one receiver andg k (m k ) normalized to one pixel. And time of fight (TOF) is used as convergence criterion, which is the time value index the maximum amplitude value of the signal.
Simulation Model Configuration and Regular TR Method Results
In Fig. 3 , we first illustrate the model parameters depending feature of the regular TR method.
As shown in Fig. 3(b) , we cannot get a perfect focus image for the actual 7 point sources, because the SV parameter is set as homogenous 1650 m/s, i.e., there is 10% perturbation from the actual maximum SV value.
Multi Sources TR-adjoint Result
Also we use Fig. 3(a) model and depict the backward s, forward wave field s + , then calculate the k ln c kernel by given 7 point sources irradiating a homogenous 1500 m/s SV model. The density and source position error current have not been considered yet. Figure 4 depicts the final k ln c and corresponding SV modified model at the second iterative procedure depicted by Fig. 2(a) .
The SV modified model based on Fig. 4 (a) k ln c kernel is depicted in Fig. 4(b) . It comes from the Fig. 4(a) , which is a relative SV misfit kernel, so the absolute error is k ln c m, where m is current SV value, and then updated SV can be obtained by Fig. 2(b) strategy. The maximum (a) (b) Figure 3 . Actual model parameters and the parameters dependence feature of the regular TR method. (a) Model, sources and UT array. Three 18 mm radii and SV 1800 m/s heterogeneous medium areas (dark circles) are symmetrically located at a 65 mm radius circle. The 512 elements UT array (dotted circle) are evenly located at a 90 mm radius circle. Six point sources (gray points) are located symmetrically on a 65 mm radius circle, and another is located at the center, the angle between the two sources is 40 degree. All the sources have normalized strength, Gaussian waveform. The total pixels are 472×472, and extern 20 pixels PML surround the model. 
Iterative and Optimization
By now, we can get the k ln c kernel and use it to get the updated SV model. Next, we give the iterative result based on the Fig. 2 flowchart. After 3 iterative procedures, the maximum value of k ln c kernel decreases slightly from 4.85 × 10 −6 to 2.2 × 10 −6 , and the circle form appearances for these irradiating sources are the same. The maximum value of SV modified model is 1770.8 m/s, which is very close to the actual value 1800 m/s. To depict the result after 3 iterative processes, Fig. 5 gives the TOF comparison between the observed signals and synthesizes signals for source 0.
In our simulation, the TOF average square error (ASE) is used as the converge criterion, and the time point index the maximum value of each synthesized signal of the receiver is recorded. TOFs are gray solid, green dashed, and red solid lines depicted in Fig. 5(a) , and the observed signal's TOF is depicted as blue dot lines. Normalized ASE is defined as the average value of all 512 received signals, which
Based on this definition, normalized ASE at iteration 0 is 9.10E-10; iteration 1 is 6.48E-11; iteration 2 is 4.4E-11. And then we depict the imaging result generated by a regular TR method with updated model m in Fig. 5(b) . To compare the focus feature with and without using our proposed TR adjoint method for all the point sources, 3 spatial pressure values extracted from Fig. 3(b), Fig. 5(b) , and original source pressure are plotted in Fig. 5(c) . In other words, center row data in Fig. 3(b) and Fig. 5(b) are picked out. In Fig. 5(c) , the black dotted line is the original source pressure waveform; the blue dashed line is imaging result wave form without using the updated SV parameter; red solid line is imaging result wave form with using the updated SV parameter. Comparing the blue dashed and red solid lines, the latter is more close to the original pressure wave form. It is shown from Fig. 5(b) blue dashed line has many vibrations, because the incorrect SV model cannot make all the observed reversed signals with in-phase focus to a point. The red solid line depicted in Fig. 5(b) shows that the imaging result has very good focus feature.
Source Positioning
Except that the SV model updating can be obtained by using the TR adjoint method, the source location error can also be obtained, which means that in general, the supposed irradiating sources used in the TR adjoint method are imprecise, and we can estimate the error between the supposed and correct source locations by the fourth function in Equation (16) . In Fig. 6 , we move the center source along the horizon direction. Each time the supposed source moves 10 pixels from the left to the right, and the synthesized signals are generated by this source in an actual SV model. The corresponding K s kernel is depicted in Fig. 6(b) . It can be seen from Fig. 6(b) that the K s kernel indexes the supposed source departure from the correct position.
DISCUSSION AND CONCLUSIONS
By now, we present the proposed original TR adjoint method for MITAT imaging thermoacoustic sources, and many things need to be considered again. The first thing is about the irradiating sources' number. Only, at most, 7 sources are used in our article, as shown in Fig. 4(b) . More heterogeneous details can be obtained using more sources, and better imaging results can be expected by a final updated model. The second thing is about the computing efficiency. As depicted in Fig. 2(a) , in an iterative cycle, there are 2 computing processes for all sources, and the time consumption of each PSTD computing is about 18 minutes fulfilled by a matlab R7.2 edition codes in a server computer with eight 2.4 GHz CPUs, 48G Byte memories, 64 bit windows 7 operation system. Our codes use only one CPU resource. The total time-consumption of 3 iterations for 7 sources is about 48 minutes, and the memory usage is about 700 MByte, which depends on the simulative scale. The advantage of our numerical implementation is that the time-consumption depends only on the simulative scale, and the finite frequency information of the MITAT signals can be accurately reproduced. Based on the computing efficiency, in our article, only 3 iterative results are presented. After the last iteration, the normalized ASE of the TOF is 4.4E-11, which means that average absolute error of each TOF at one receiver is 0.29 µs. If the SV of MITAT signal is 1500 m/s, it is about 0.45 mm error in spatial. The total scale is 200 × 200 mm, which is discretized in 512 × 512 pixels, so scale of each pixel is about 0.39 mm, i.e., the 0.45 mm spatial error is about 1.15 pixels. We think that it has reached a good iterative convergence condition.
Another simulative case with maximum SV perturbation 33% model has also been tested. In this test, the maximum SV is 2000 m/s, and the background is still 1500 m/s. The results validate the proposed method.
The proposed TR adjoint method for the MITAT thermoacoustic sources imaging has many outstanding advantages. First of all, better imaging result generated by a regular TR method with updated model can be expected. Secondly, the heterogeneous details can be obtained at the same time. In some medical imaging application, these details are as important as thermoacoustic targets. Thirdly, the sources position estimation can also be improved by the proposed method. In addition, the SV information and source position estimation only come from the observed received signals.
