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AN UNCOUNTABLE JO´NSSON ALGEBRA IN A MINIMAL
VARIETY
JORDAN DUBEAU AND KEITH A. KEARNES
Abstract. We construct a Jo´nsson algebra of cardinality ω1 in the variety of
Jo´nsson-Tarski algebras.
1. Introduction
A Jo´nsson algebra is an infinite algebra J in a countable algebraic language, which
has no proper subalgebra of the same cardinality as J . For example, the natural
numbers, 〈N;S, 0〉, in the language of the successor function and 0 is a Jo´nsson
algebra. Indeed, any infinite algebra that has no proper subalgebras at all is a
Jo´nsson algebra. Since Jo´nsson algebras have countable languages, those Jo´nsson
algebras that have no proper subalgebras must be countable.
Uncountable Jo´nsson algebras are more difficult to construct and are more interest-
ing. Keisler and Rowbottom announced in [8] that if V = L, then there is a Jo´nsson
algebra of every infinite cardinality. Erdo˝s and Hajnal showed in [2] that if GCH
holds, then there is a Jo´nsson algebra of cardinality κ+ for every infinite cardinal κ.
Without GCH, they proved that there is a Jo´nsson algebra of cardinality ωn for every
finite n.
Jo´nsson algebras in specific varieties have been investigated. Some such results
are surveyed in [1], but we list a few of the results here. Scott classified the Jo´nsson
algebras in the variety of commutative groups in [11]: they are the Pru¨fer p∞-groups,
Zp∞ , hence all have cardinality ω0. Shelah constructed Jo´nsson groups of cardinality
ω1 and of any cardinality λ for which λ
+ = 2λ in [12]. Ol’shanskii constructed Tarski
Monsters in [10], which are special kinds of countable, noncommutative, Jo´nsson
groups. McKenzie showed in [9] that, under GCH, any Jo´nsson algebra in the variety
of semigroups must be the underlying semigroup of a group. Hanf announced in [4]
that if there is a Jo´nsson algebra of cardinality κ, then a Jo´nsson algebra of cardinality
κ can be found in the variety of commutative loops. Whaley proved in [18] that there
are no Jo´nsson algebras of regular cardinality in the variety of lattices.
2010 Mathematics Subject Classification. Primary: 03C05; Secondary: 03C55, 08A30, 08B99.
Key words and phrases. Jo´nsson algebra, Jo´nsson-Tarski algebra, minimal variety.
This material is based upon work supported by the National Science Foundation grant no. DMS
1500254.
1
2 JORDAN DUBEAU AND KEITH A. KEARNES
The question we consider is: Is there a Jo´nsson algebra in a minimal variety?
This question is motivated by the observation that, if J is one of the known Jo´nsson
algebras, then some cyclic (= 1-generated) subalgebras of J seem to satisfy more
identities than J itself does.
In Section 2 of this paper we prove that there is no residually finite Jo´nsson algebra
in a minimal variety (Corollary 2.4). In Section 3 we prove that the variety of
Jo´nsson-Tarski algebras is minimal (Corollary 3.3), and in Section 4 we describe an
uncountable Jo´nsson algebra in the variety of Jo´nsson-Tarski algebras (Theorem 4.4).
2. Residually finite Jo´nsson algebras
We started our investigation into whether there is a Jo´nsson algebra in a minimal
variety by examining minimal locally finite varieties, where much is known. For
example, the minimal, locally finite varieties containing a nontrivial solvable member
have been classified, [5, 13, 15], and none contain a Jo´nsson algebra. The minimal,
locally finite, idempotent varieties have been classified [16, 17], and none contain a
Jo´nsson algebra. In this section we will prove that there is no residually finite Jo´nsson
algebra in a minimal variety, but first let us explain the connection to Jo´nsson algebras
in minimal locally finite varieties.
It is known that any minimal locally finite variety V possesses a “localization
functor” e : V → e(V), where the target variety e(V) is a minimal, locally finite, term
minimal variety (see [6]). Moreover, the target varieties have been classified into 20
types of minimal, locally finite, term minimal varieties, [14]. This suggests a path
to proving that there is no Jo´nsson algebra in a minimal, locally finite variety. First
one should examine the 20 types of minimal, locally finite varieties of the form e(V),
and prove that none of them contains a Jo´nsson algebra. Then one should show that
the localization functor reflects the absence of Jo´nsson algebras.
We were able to complete the first step for 19 of the 20 types, but we were unable
to complete this step for varieties e(V) of the type generated by strictly simple, G0-
algebras of type 5, whose complex nature is examined in [7]. The method we used was
to recognize that 19 of the 20 types of minimal, locally finite, term minimal varieties
consist of residually finite algebras. Then, we observed that there is no residually
finite Jo´nsson algebra in a minimal variety. We record the proof of this last statement
in this section.
The 20th type of minimal, locally finite, term minimal variety need not consist of
residually finite algebras, and we were not able to determine whether there are vari-
eties of this type which contain Jo´nsson algebras. We were also unable to prove that
the localization functor reflects the nonexistence of uncountable Jo´nsson algebras. So,
while it seems this circle of ideas might still represent a viable path toward proving
the nonexistence of uncountable Jo´nsson algebras in minimal, locally finite varieties,
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in this section we shall only explain why there are no residually finite Jo´nsson algebras
in minimal varieties.
Theorem 2.1. Let θ be a congruence on a Jo´nsson algebra J .
(1) If |J/θ| = |J |, then J/θ is also a Jo´nsson algebra.
(2) If |J/θ| < cf(|J |), then J/θ is cyclic.
(2)′ If θ is a uniform congruence (all θ-classes have the same size) and |J/θ| < |J |,
then J/θ is a cyclic algebra that is generated by any one of its elements.
Proof. Let κ = |J | and let ν : J → J/θ be the natural map.
To prove the contrapositive of Item (1), assume S ≤ J/θ is a proper subalgebra of
J/θ of size κ. Then ν−1(S) is a proper subalgebra of size κ of J , contradicting the
assumption that J is Jo´nsson.
To prove Item (2), note that the θ-classes partition J into (< cf(κ))-many subsets.
Necessarily one of these classes, say j/θ, has size κ. Since J is Jo´nsson, the subalgebra
〈j/θ〉 generated by this class is J itself. The Second Isomorphism Theorem implies
that the quotient J/θ is generated by the single θ-class j/θ.
Item (2)′ is like Item (2) with a minor difference. Let λ = |J/θ| < |J | = κ and let
µ be the class size for θ. Necessarily, µ · λ = κ > λ, so µ = κ and every θ-class j/θ
has size κ. As in the proof of (2), this implies that every element of J/θ generates
J/θ. 
Corollary 2.2. Let J be a Jo´nsson algebra which has a finite bound n on the size of
its cyclic subalgebras. J is not residually finite.
Proof. Suppose to the contrary that J is residually finite and has a finite bound n
on the size of its cyclic subalgebras. Choose n+ 1 elements ai ∈ J , i = 0, . . . , n. For
each i < j select a congruence θij on J that has finite index and satisfies (ai, aj) /∈ θij .
If θ = ∩i<jθij , then J/θ is finite. By Theorem 2.1 (2), there is an element a ∈ J such
that a/θ generates J/θ. Hence
|J/θ| = |〈a/θ〉| = |〈a〉/θ| ≤ |〈a〉| ≤ n.
But ai/θ 6= aj/θ for any i < j, so |J/θ| ≥ n + 1, which is a contradiction. 
The hypothesis of the previous corollary asserting that J has a finite bound on the
size of its cyclic subalgebras will hold if J belongs to a variety whose free algebra on
one generator, FV(1), is finite. Call such a variety 1-finite.
Corollary 2.3. A 1-finite variety contains no residually finite Jo´nsson algebra. Hence
a locally finite variety contains no residually finite Jo´nsson algebra. ✷
Corollary 2.4. There is no residually finite Jo´nsson algebra in a minimal variety.
Proof. Suppose that J is a residually finite Jo´nsson algebra in a minimal variety V.
Then J has a nontrivial finite quotient, which necessarily generates V, hence V is
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a finitely generated variety. Finitely generated varieties are locally finite, so this
corollary follows from Corollary 2.3. 
In fact, we do not know if there are any uncountable, residually finite Jo´nsson alge-
bras at all.1 The results above do place a cardinality bound on the size of residually
finite Jo´nsson algebras, which we record.
Theorem 2.5. If J is a residually finite Jo´nsson algebra, then |J | ≤ 22
ω
. If J is
defined in a finite language, then |J | ≤ 2ω.
Proof. Let V = V(J) be the variety generated by J , and let A ∈ V be any finite
member. All cyclic algebras in the subvariety V(A) ≤ V have size bounded by
|FV(A)(1)| ≤ |A|
|A|, which is finite. Since the finite quotients of J are cyclic, J has a
maximal finite quotient that lies in this subvariety. That is, J has a least congruence
θA such that J/θA ∈ V(A) (and |J/θA| ≤ |A|
|A| will hold). Now J is embeddable in∏
A∈V ,|A|<ω
J/θA,
since J is residually finite. The factors in this product are finite, while the number of
factors in this displayed product equals the number of finite algebras in V. A variety
in a countable language has at most 2ω finite members, leading to the cardinality
bound
|J | ≤
∣∣∣∣∣∣
∏
A∈V ,|A|<ω
J/θA
∣∣∣∣∣∣ ≤ ω
2ω = 22
ω
when the language is countable. A variety in a finite language has at most countably
many finite members, so the same calculation produces the bound |J | ≤ 2ω when the
language is finite. 
We shall leave open the following questions.
Question 1. Is there an uncountable, residually finite Jo´nsson algebra?
Question 2. Is there an uncountable Jo´nsson algebra in a minimal, locally finite
variety?
Henceforth we concentrate on constructing a non-locally finite, minimal variety
that contains an uncountable Jo´nsson algebra. Specifically, we construct a Jo´nsson
algebra of cardinality ω1 in the variety of Jo´nsson–Tarski algebras.
1〈N;S, 0〉 and the unital ring 〈Z; ·,+,−, 0, 1〉 are examples of countable, residually finite Jo´nsson
algebras.
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3. The variety of Jo´nsson-Tarski algebras is minimal
A Jo´nsson-Tarski algebra is an algebra A = 〈A; ·, ℓ, r〉 in the language L of one
binary operation · and two unary operations ℓ and r, which satisfies identities ex-
pressing that
A×A→ A : (x, y) 7→ x · y, and A→ A×A : z 7→ (ℓ(z), r(z))
are inverse bijections. These identities are
ε(ℓ): ℓ(x · y) = x,
ε(r): r(x · y) = y, and
ε(·): ℓ(z) · r(z) = z.
Let Σ = {ε(ℓ), ε(r), ε(·)} denote the set of these identities.
We call the language of the binary symbol · the “multiplication sublanguage”, Lm,
and the language of the two unary symbols only, ℓ and r, the “unary sublanguage”,
Lu. Call an L-term an “m, u-term” if it has the form w(u1(xi1), . . . , uk(xik)) where
w(x1, . . . , xk) is an Lm-term and the uj(xij ) are Lu-terms. Let MU denote the set
of m, u-terms in the language L.
Lemma 3.1. Every L-term is Σ-equivalent to a term in MU .
Proof. The set of L-terms is the smallest set containing the variables and closed under
multiplication and ℓ and r. We argue by induction on complexity that each L-term
is Σ-equivalent to a term in MU .
MU contains the variables and is closed under multiplication, so we only need to
show that, for any t ∈MU , ℓ(t) and r(t) are Σ-equivalent to terms in MU .
If t ∈ MU contains at least one occurrence of the multiplication symbol, then
t = p · q where p, q ∈MU . Then ℓ(t) = ℓ(p · q) and r(t) = r(p · q) are Σ-equivalent to
p and q respectively, which belong toMU . If t ∈MU does not contain an occurrence
of the multiplication symbol, then t is a term in the sublanguage Lu. In this case
ℓ(t) and r(t) are also terms in the sublanguage Lu, so they are in MU . 
Lemma 3.2. If s and t are L-terms, then either
(1) Σ entails the identity s = t, or
(2) Σ ∪ {s = t} entails x = y.
Proof. We argue by induction on the total number of multiplication symbols occurring
in s = t.
Replace s and t with Σ-equivalent m, u-terms, each involving a minimal number
of multiplication symbols. This does not affect the assumptions nor the conclusions
of the theorem. Now we consider cases.
Case 1. At least one of s or t has at least one multiplication symbol.
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Proof of this case. In this case, the identities ℓ(s) = ℓ(t) and r(s) = r(t), which are
both derivable from s = t, each have fewer total multiplication symbols that s = t.
By induction we have either
(I) Σ entails ℓ(s) = ℓ(t) and r(s) = r(t), or
(II) Σ ∪ {ℓ(s) = ℓ(t)} entails x = y or Σ ∪ {r(s) = r(t)} entails x = y.
Under Item (I), Σ entails s = ℓ(s) · r(s) = ℓ(t) · r(t) = t, and we get Item (1) of
the theorem statement. Under Item (II), Σ ∪ {s = t} entails both ℓ(s) = ℓ(t) and
r(s) = r(t), hence entails x = y. This gives us Item (2) of the theorem statement.
For the rest of the proof we may restrict attention to the case where s and t are
Lu-terms. We write a term like ℓ(ℓ(r(ℓ(r(r(z)))))) as ℓℓrℓrr(z) and refer to z as the
variable of the term. We refer to the sequence of ℓ’s and r’s (which is ℓℓrℓrr in this
example) as the prefix. We refer to the number of symbols in the prefix (which is
six in this example) as the length of the term. We refer to the underlined symbol
ℓℓrℓrr(z) as the rightmost operation symbol of the term.
The rest of the argument is by induction on the sum of the lengths of s and t in
the identity s = t. The theorem is true if this identity has the form x = x (a variable
equals itself), so we shall assume that the prefix of s is nonempty, and that the length
of s is at least that of t.
Case 2. s and t have different variables and the same prefix.
Proof of this case. In this case we show that Σ ∪ {s = t} entails x = y. If the
common prefix of s and t is empty, then s and t are already distinct variables, so
Σ∪{s = t} entails x = y. Otherwise we may assume that s is PQ(x) and t is PQ(y)
where PQ is the prefix, P is a possibly empty string, and Q is either ℓ or r. Now, by
substituting the terms xℓ · xr and yℓ · yr for x and y, where xℓ, xr, yℓ, yr are distinct
new variables, we find that Σ ∪ {s = t} entails PQ(xℓ · xr) = PQ(yℓ · yr), which
reduces modulo Σ to P (xQ) = P (yQ). By induction, Σ ∪ {P (xQ) = P (yQ)} entails
x = y, so we conclude that Σ ∪ {s = t} entails x = y.
Case 3. s and t have different variables and different prefixes.
Proof of this case. In this case we also show that Σ ∪ {s = t} entails x = y. We
may assume that s is P (x) and t as P ′(y) where P is nonempty and is the prefix of
s, while P ′ may be an empty string and is the prefix of t. Hence s = t is expressible
as P (x) = P ′(y). Substituting z for y we derive P (x) = P ′(z) from P (x) = P ′(y).
From P ′(y) = P (x) = P ′(z) we derive the identity P ′(y) = P ′(z), which is an identity
whose total length does not exceed that of s = t, where the prefixes on both sides are
equal and the variables on both sides are different. Citing Case 2 we conclude that
Σ ∪ {s = t} entails x = y.
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Case 4. s and t have the same variables, but different rightmost operation symbols.
Proof of this case. In this case we express s = t as PQ(x) = P ′Q′(x) where Q is
a single operation symbol, ℓ or r, Q 6= Q′, the length of PQ(x) is at least that of
P ′Q′(x), and we allow P ′Q′ to be empty.
We first treat the case where P ′Q′ is not empty, so {Q,Q′} = {ℓ, r}. Substituting
xℓ · xr for x, where xℓ and xr are new variables, we derive from PQ(x) = P
′Q′(x)
the identity P (xℓ) = P
′(xr) or P (xr) = P
′(xℓ). Either is an identity of shorter total
length and of a type which was handled in earlier cases. Hence Σ ∪ {s = t} =
Σ ∪ {PQ(x) = P ′Q′(x)} entails x = y.
Next we treat the case where P ′Q′ is empty, so s = t is PQ(x) = x. We assume
that Q = ℓ, and omit the argument for the similar case where Q = r. Thus, it is our
aim to show that Σ∪{Pℓ(x) = x} entails x = y. Substitute xℓ ·xr for x in Pℓ(x) = x
and apply r to both sides to obtain the second equality in
rP (xℓ) = rPℓ(xℓ · xr) = r(xℓ · xr) = xr.
Thus, from Σ ∪ {Pℓ(x) = x} we have derived rP (xℓ) = xr, which is an identity of
the type considered in Case 3, where the lengths of the terms on each side have not
changed. From the Case 3 argument we derive x = y.
Case 5. s and t have the same variables, and the same rightmost operation symbols.
Proof of this case. We express s = t as PQ(x) = P ′Q(x) where Q is a single
operation symbol, ℓ or r. From Σ ∪ {PQ(x) = P ′Q(x)} we derive by substituting
xℓ · xr for x the identity PQ(xℓ · xr) = P
′Q(xℓ · xr), which reduces modulo Σ to
P (xQ) = P
′(xQ). This is an identity whose terms have strictly smaller length, so by
induction we either have that x = y is derivable from Σ ∪ {P (xQ) = P
′(xQ)} (hence
from Σ ∪ {s = t}) or else Σ entails P (xQ) = P
′(xQ). In the first of these cases, we
are done. In the second of these cases, where Σ entails P (xQ) = P
′(xQ), we get that
Σ also entails the identity obtained from P (xQ) = P
′(xQ) by substituting Q(x) for
xQ, namely Σ entails s = t. Thus the assertion of the theorem holds. 
Corollary 3.3. The variety of Jo´nsson-Tarski algebras is minimal.
Proof. If the variety J axiomatized by Σ were not minimal, then there would exist
an identity s = t that does not hold throughout J , but which holds in some minimal
subvariety of J . For this identity we would have Σ 6|= s = t and Σ∪{s = t} 6|= x = y,
contrary to Lemma 3.2. 
4. Jo´nsson Jo´nsson-Tarski algebras
Our goal in this section is to construct a Jo´nsson algebra on the set ω1 in the
variety of Jo´nsson-Tarski algebras. We start with the easier project of constructing
a Jo´nsson Jo´nsson-Tarski algebra structure on ω.
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To construct a Jo´nsson-Tarski algebra on a set J , it suffices to describe the table
for the multiplication operation, since it is possible to read the tables for ℓ and r off
of the multiplication table. Moreover, the only condition that a multiplication table
must satisfy for it to be a table for a Jo´nsson-Tarski algebra is that it be the table of
a bijection J × J → J , which means that every element of J occurs in one and only
one cell of the multiplication table.
Theorem 4.1. There exists a Jo´nsson Jo´nsson-Tarski algebra, Jω, with universe ω.
Proof. We define our Jo´nsson Jo´nsson-Tarski algebra with the following multiplica-
tion table:
· 0 1 2 3 4 · · ·
0 1 2 5 9 14 · · ·
1 0 4 8 13 19 · · ·
2 3 7 12 18 25 · · ·
3 6 11 17 24 32 · · ·
4 10 16 23 31 40 · · ·
...
...
...
...
...
...
. . .
This table was created by first placing the numbers 0, 1, and 2 in the upper left
corner in a certain pattern. The rest of the table was filled by placing the remaining
natural numbers in the remaining empty cells in increasing order moving diagonally
up and to the right.
In this table, the product m · n is placed in the cell located in the m-th row and
n-th column. For example, 3 · 4 = 32, by definition, so 32 is placed in the cell in the
3rd row and 4th column. To read off the ℓ and r operations from this multiplication
table, recall that any n ∈ ω occurs in one and only one cell of the table. The value
of ℓ(n) is the row header for that cell containing n, while r(n) is the column header
for that cell. For example, ℓ(13) = 1 and r(23) = 2.
An important feature of this algebra, Jω, is that the functions ℓ and r are regressive.
That is, ℓ(n) < n and r(n) < n when n 6= 0. This can be checked by hand for n = 1
and 2, and then proved for larger n using the following formula for the multiplication
p · q =
(
p+ q + 1
2
)
+ q, if p+ q > 1,
which is not hard to establish.
An immediate consequence of regressiveness is:
Claim 4.2. If n ∈ ω, then 0 is in the subalgebra of Jω generated by {n}.
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Proof of Claim. Since ℓ is regressive, the sequence n, ℓ(n), ℓ(ℓ(n)), . . . must eventually
include 0.
Claim 4.3. Jω is generated by {0}.
Proof of Claim. Suppose otherwise, and let n ∈ ω be the least natural number not
in the subalgebra S = 〈{0}〉. Clearly n > 0, so ℓ(n), r(n) < n, which implies that
ℓ(n), r(n) ∈ S. But now n = ℓ(n) · r(n) ∈ S, contradicting the choice of n.
The claims show that any n ∈ ω generates Jω, so Jω has no proper (nonempty)
subalgebras. This establishes that Jω is Jo´nsson. 
It is impossible to construct a Jo´nsson Jo´nsson-Tarski algebra Jω1 on ω1 that has
the same properties as Jω, namely the properties that ℓ and r are regressive functions,
and that each element of Jω generates the whole algebra. In the first place, single
elements can only generate countable subalgebras, so the uncountable algebra Jω1
cannot be 1-generated (or even countably generated). In the second place, as pointed
out to us by Don Monk, Fodor’s Lemma prevents the existence of a Jo´nsson Jo´nsson-
Tarski algebra on ω1 which has both ℓ and r regressive. To see this, note that if ℓ is
regressive on ω1, then it is constant on a set S stationary in ω1. If r is also regressive
on ω1, so regressive on S, then r is constant on a stationary subset T ⊆ S. If ℓ and
r are both constant on T , then the map ω1 → ω1 × ω1 : α 7→ (ℓ(α), r(α)) is constant
on T . But in a Jo´nsson-Tarski algebra this map is a bijection.
Nevertheless, we do have:
Theorem 4.4. There exists a Jo´nsson Jo´nsson-Tarski algebra, Jω1, with universe
ω1.
Proof. We will construct the multiplication table for Jω1 by transfinite recursion. The
main part of the argument will involve explaining, for each countable limit ordinal
λ, how to extend a given Jo´nsson-Tarski multiplication on λ to a Jo´nsson-Tarski
multiplication on λ+ω, thereby enlarging a Jo´nsson-Tarski algebra Jλ to a Jo´nsson-
Tarski superalgebra Jλ+ω. Our construction will be guided by the desire to maintain
the following Property Ω:
For each pair of countable limit ordinals α < β the subalgebra of Jβ
generated by any element of the form α+ n, n ∈ ω, is α + ω.
Theorem 4.1 provides a Jo´nsson-Tarski multiplication defined on ω which satisfies
Property Ω.
Now assume that λ is an infinite countable limit ordinal, and that we have a
Jo´nsson-Tarski multiplication with Property Ω defined on λ. We explain how to
extend the λ× λ Jo´nsson-Tarski multiplication table that has Property Ω to a (λ +
ω)× (λ+ ω) multiplication table that has Property Ω.
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Call λ + n “even” if n is even, and “odd” if n is odd. Say that λ + n is “divisible
by 4” or is “0 (mod 4)” if n ≡ 0 (mod 4). ETC.
We first explain where to place the value λ+ n in the multiplication table of Jλ+ω
when λ + n is divisible by 4. Place this ordinal in the cell whose column header is
r(λ + n) = λ + n + 2, and whose row header is specified as follows. Choose ℓ to be
any bijection from the countably infinite set of ordinals in {λ + k | k ≡ 0 (mod 4)}
onto the set λ, and then the row header for the cell containing λ+n will be ℓ(λ+n).
For the ordinals λ + n that are 2 (mod 4), we again define r(λ + n) = λ + n + 2.
Then we let ℓ be the map defined by ℓ(λ + n) = λ + n−2
4
. The function ℓ maps the
set of ordinals that are 2 (mod 4) bijectively onto the set {λ+ k | k ∈ ω}.
So far, we have defined ℓ so that it is a bijection from the set of even ordinals ≥ λ
onto the set λ + ω, while r(λ + n) = λ + n + 2 holds whenever λ + n is even. The
multiplication table as described so far is indicated in Figure 1. The placement in
the figure of the ordinals that are divisible by 4 is only suggestive: they are shown in
the correct columns, but all we know about which rows they occupy is that there is
one ordinal of the form λ+ n, n ≡ 0 (mod 4), in each row whose row header is < λ.
λ0 1 2 ω ω+1 ω+2 λ+1 λ+2 λ+3 λ+4 λ+5 λ+6 λ+7 λ+8 λ+9 λ+10λ+11λ+12
2
1
0
ω
ω+2
ω+1
λ
λ+5
λ+4
λ+3
λ+2
λ+1
. . . . . .
...
...
λ+2
λ+6
λ+10
λ
λ+4
λ+8
Figure 1. The Jo´nsson-Tarski algebra Jλ+ω after placing even ordinals.
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Finally, we use the odd ordinals to populate the rest of this (λ + ω) × (λ + ω)
table. We begin by partitioning the set of odd ordinals above λ into countably many
countable sets labelled Lλ+n for n ∈ ω, as indicated by the columns of Table 1.
Lλ Lλ+1 Lλ+2 Lλ+3 · · ·
λ+ 1 λ+ 3
λ+ 5 λ+ 7 λ+ 9
λ+ 11 λ+ 13 λ+ 15 λ+ 17
λ+ 19 λ+ 21 λ+ 23 λ+ 25 · · ·
Table 1. Partition of odd ordinals into the sets Lλ+n.
This way of partitioning of the odd ordinals above λ has the property that λ+n ∈
Lλ+m implies m < n.
Let each set Lλ+n fill the L-shaped region of the table in Figure 2 corresponding
to λ+n. By that, we mean the region containing all cells at addresses (λ+n, α) and
(α, λ+ n) for all α ≤ λ + n. We can do this since the set of these cells is countably
infinite, and so is Lλ+n. It could be, from our placement of the even ordinals, that
some of the cells in this region are already occupied. However, it can be easily seen
that at most two cells in each L-shaped region will be occupied by even ordinals,
since no two even ordinals were assigned the same ℓ-value and no two even ordinals
were assigned the same r-value. Thus, each L-shaped region will still have infinitely
many cells in which to place the elements of Lλ+n. See Figure 2.
Once the elements of the sets Lλ+n have been placed in the table, we will have filled
the square (λ+ω)×(λ+ω). Moreover, we have arranged that, whenever λ+n ∈ Lλ+m
we have m < n, and we either have ℓ(λ+ n) = λ+m or r(λ+ n) = λ+m. We now
argue that this construction extends the original λ× λ table in a way that preserves
Property Ω.
We assume that Property Ω holds for the subalgebra Jλ of Jλ+ω, so to show that
Property Ω holds for Jλ+ω it suffices to show that any λ+ n generates the set λ+ ω.
As a first step, we argue that any λ+n generates λ. Toward this end, we argue that
any λ+n, n > 0, generates some λ+m, where m < n. If n is odd, then λ+n belongs
to Lλ+m for some m < n, hence either ℓ(λ + n) = λ +m or r(λ + n) = λ +m. If n
is 2 (mod 4), then ℓ(λ+ n) = λ+ n−2
4
, and n−2
4
< n. Finally, if n is 0 (mod 4), then
ℓ(r(λ + n)) = ℓ(λ + n + 2) = λ + (n+2)−2
4
= λ + n
4
, and n
4
< n. This completes the
proof that any λ+ n generates some smaller λ+m, hence generates λ.
Now, λ generates the set of all even ordinals between λ and λ + ω, since r adds 2
to any even ordinal. Next, ℓ is a bijection from the set of even ordinals between λ
and λ + ω onto the set λ + ω. So, once we have generated all of the even ordinals,
we can generate all of λ+ ω by applying ℓ.
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λ0 1 2 ω ω+1 ω+2 λ+1 λ+2 λ+3 λ+4 λ+5 λ+6 λ+7 λ+8 λ+9 λ+10λ+11λ+12
2
1
0
ω
ω+2
ω+1
λ
λ+5
λ+4
λ+3
λ+2
λ+1
. . . . . .
...
...
λ+2
λ+6
λ+10
λ
λ+4
λ+8
Figure 2. Placement of the odd ordinals. The set Lλ+1 will fill the
L-shaped region corresponding to λ+1, and similarly for the set Lλ+4.
This concludes the argument that Property Ω extends from λ to λ + ω.
Since we have defined a Jo´nsson-Tarski algebra Jλ+ω on λ + ω for any countable
limit ordinal λ, and done it in a way so that the table on λ + ω extends the table
on λ, and Property Ω is preserved at each extension stage, we get a Jo´nsson-Tarski
algebra Jω1 on ω1 satisfying Property Ω. It follows that the subalgebras of Jω1 are
exactly the unions of sets of the form λ+ ω. That is, they are exactly the countable
limit ordinals. This is enough to prove that Jω1 is Jo´nsson. 
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