Novel information hiding for digital images based on binary encoding methods and pixel scrambling techniques is presented. First, a pixel scrambling technique is used to rearrange the pixels of a covert image to form a scrambled matrix by using a specified scrambling rule. Then, the gray values of all the pixels in the scrambled matrix are sequentially transformed into many sets of eight-digit binary codes. Subsequently, the eight-digit binary codes are encoded into a host image to form an overt image by using a specific encoding rule. Besides the eight-digit binary codes (information codes), the overt image contains five other groups of binary codes (specification codes), i.e., identification codes, gray-level codes, dimension codes, scrambling number codes, and scrambling time codes, to denote the parameters used for scrambling and encoding. According to the test results, the proposed method performs well. Moreover, the overt image and the host image look almost the same, and the decoded covert image is exactly the same as the original covert image.
Introduction
Image scrambling techniques are important image encoding methods that have been applied to digital image processing, information hiding, and digital watermarking to enhance information security.
Image scrambling techniques can be classified into two types according to image pixel arrangements. For the first type, matrix transformations, e.g., the Arnold transformation [1] [2] [3] and the p-Fibonacci transformation [4, 5] , are used. Because successful inverse transformations need the correct transformation parameters, the scrambling techniques can be protected by the secrete parameters. Although the methods perform well, the reconstruction of the encoded images requires external keys, and the transformations is complex. For the second type, coordinate movements, e.g., the cellular automata [6, 7] , the torus automorphism [8] , and chaotic sequences [9] , are used. Because successful image reconstruction needs the correct scrambling path parameters, the scrambling techniques can be protected by the secrete parameters. Although the methods perform well, external keys are needed for the image reconstruction, and some distortion may be found in reconstructed images.
However, some studies have explored assembling image scrambling techniques and other image encrypting methods to increase image security. Ye and Li [10] combined an image scrambling technique and a watermarking technique. Hennelly and Sheridan [11] and Zhao et al. [12, 13] combined image scrambling techniques and fractional Fourier transforms to hide covert images. Meng et al. [14] used an image scrambling technique and an iterative Fresnel transform technique to hide covert images. Wang et al. [15] combined an image scrambling technique and a binary Fourier transform technique by using computer-generated hologram techniques to hide covert images. Liu and Zhang [16] combined a point-set projection technique with a watermarking technique to hide covert images. Lu et al. [17] integrated an image scrambling technique with a double random-phase encoding technique to hide covert images. All the combination methods had very good robustness, but they all needed external keys during covert-image reconstruction and reconstructed covert images may contain some distortion. This paper will propose a method that combines a binary encoding method [18] and a pixel scrambling technique to hide covert images in host images to form overt images. The proposed method can be applied to equilateral or nonequilateral images, and overt images look almost the same as their corresponding host images. External keys are not needed during covert-image reconstruction, but conventions to derive encoding parameters are needed for decoding covert images. In addition, the proposed method is simple and secure. Most of all, and there is no distortion for reconstructed covert images.
The proposed encoding method can be applied to both digital and optical types of overt image. Although the encoding mechanisms of the two types of overt image are different, their encoding techniques are similar. Therefore, this paper will focus on just the digital type of overt image. For the optical type of overt image, one can refer to [18, 19] .
Theory

A. Pixel Scrambling and Descrambling Techniques for Encoding Information
Let C be an r × c covert image to be encoded and let D be an r × c matrix formed from the pixel scrambling of C. The processes for deriving D from C are presented below. First, map the pixels of C to form a pixel string A with r × c elements according to a specified order (from the first row to the last row and from the first column to the last column for the same row). Then, take every nth pixel in A (from the first pixel to the last pixel and recycled) to form the elements of D in sequence (from the first row to the last row and from the first column to the last column for the same row). After a pixel in A has been taken once, it is removed from A. The pixel-taking operations are repeated until all of the pixels in A are removed and relocated in D. An example for the scrambling processes from a 3 × 3 covert image C to a 3 × 3 matrix D is shown in Fig. 1 .
The descrambling processes from an r × c matrix D Ã to an r × c covert image C Ã are presented below. Because the three parameters r, c, and n are all known in advance for this case, we can simulate the scrambling processes introduced by the last paragraph to derive the mapping between the elements of C and D. The mapping from D Ã to C Ã is the inverse mapping from C to D for element positions, so we can easily map the elements from D Ã to C Ã by referencing C and D. An example of the descrambling from a 3 × 3 matrix D Ã to a 3 × 3 covert image C Ã is shown in Fig. 2 . For the case with n ¼ 2, because r ¼ 3 and c ¼ 3 are known, the pixel mapping between the covert image C in Fig. 1(a) and the matrix D in Fig. 1(c) can be derived by a scrambling operation as shown in Fig. 1 . Then, the pixel mapping from C to D is known; e.g., the element 11 of D corresponds to the element 12 of C, and the element 22 of D corresponds to the element 11 of C. Therefore, the pixel mapping from D Ã to C Ã can be easily derived [ Fig. 2(b) ]; e.g., the element 11 of C Ã corresponds to the element 22 of D Ã and the element 22 of C Ã corresponds to the element 23 of D Ã . On the other hand, the case with n ¼ 3 for the pixel mapping between D Ã and C Ã can be derived according to the pixel mapping between the covert image C in Fig. 1(a) and the matrix D in Fig. 1(d) ; so C Ã [ Fig. 2(c) ] can be easily derived.
B. Encoding and Decoding Methods for a PixelScrambled Matrix
Let H be an M × N host image used to encode a pixelscrambled matrix D to form an M × N overt image H Ã , where the matrix D is pixel scrambled from a covert image C. All of the pixels in H Ã are classified into six categories to respectively encode identification codes, gray-level codes, dimension codes, scrambling number codes, scrambling time codes, and information codes. The identification codes are used to check whether the codes in H Ã are encoded with the proposed encoding method; the gray-level codes are used 
to denote the gray-level value of C; the dimension codes are used to denote the two dimensions (the parameters r and c) of C; the scrambling number codes are used to denote the pixel number jumping (the parameter n); the scrambling time codes are used to denote the times of repeated scrambling. The information codes are used to encrypt D, and they are encoded in the second to the last row of H Ã . On the other hand, the other five categories of codes are encoded in the first row of H Ã with the arrangements specified by the designer.
For reducing the number of the equations used in this paper, we define a common equation, i.e., Eq. (1). Let an integer k be composed of eight binary codes
, and another integer be denoted k 0 according to
For the identification codes, the number of codes must be large enough to avoid incorrect judgment, and the codes are binary, e.g., 110010101001011 001010011.
The gray-level codes are used to denote the graylevel value g ðg ≥ 2Þ of the covert image C, and they are eight-digit binary codes g 1 , g 2 , g 3 , g 4 , g 5 , g 6 , g 7 , and g 8 . The relationship between g and g 1 -g 8 is similar to Eq. (1), but every symbol k should be replaced by the symbol g, and g 0 ¼ 2.
The dimension codes are two sets of eight-digit binary codes. The first set of binary codes is used to denote the row dimension r ðr ≥ 1Þ of C, and it includes r 1 , r 2 , r 3 , r 4 , r 5 , r 6 , r 7 , and r 8 . The relationship between r and r 1 -r 8 is similar to Eq. (1), but every k should be replaced by r, and r 0 ¼ 1. The second set of binary codes is used to denote the column dimension c ðc ≥ 1Þ of C, and it includes c 1 , c 2 , c 3 , c 4 , c 5 , c 6 , c 7 , and c 8 . The relationship between c and c 1 -c 8 is similar to Eq. (1), but every k should be replaced by c, and c 0 ¼ 1.
The scrambling number codes are eight-digit binary codes n 1 , n 2 , n 3 , n 4 , n 5 , n 6 , n 7 , and n 8 , and they are used to denote the n ðn ≥ 2Þ value for forming D from C. The relationship between n and n 1 -n 8 is similar to Eq. (1), but every k should be replaced by n, and n 0 ¼ 2.
The scrambling time codes are eight-digit binary codes t 1 , t 2 , t 3 , t 4 , t 5 , t 6 , t 7 , and t 8 , and they are used to show t ðt ≥ 1Þ times that pixel scrambling is repeated. The relationship between t and t 1 -t 8 is similar to Eq. (1), but every k should be replaced by t, and t 0 ¼ 1.
The information codes are used in the encoding process to encrypt D into the M × N host image H to form an M × N overt image H Ã as shown below.
1. Set a binary array R with N elements. Some of the elements of R are determined according to identification codes, gray-level codes, dimension codes, scrambling number codes, and scrambling time codes. The other elements of R are not used, and they are all set to be 0.
2. Map the elements of D to form the elements of a scrambled-data string E according to
are known, transform the scrambled-data string E into a binary-data string G according to
4. Use the elements of G (from the first element to the last element) to form the elements of a ðM − 1Þ × N data matrix S (from the first row to the last row and from the left side to the right side for the same row). Since the data number L of G may be smaller than ðM − 1Þ × N, there are ðM − 1Þ × N − L dummy elements in S not formed from the elements of G. As a result, the values of dummy elements are all set to be 0.
5. Combine the row array R with N elements and the ðM − 1Þ × N matrix S to form a M × N binary matrix T. The first row of T is copied from R, while other rows of T are copied from S in sequence.
6. Modulate the element Hðu; vÞ of the host image H to form the element H 0 ðu; vÞ of a modulated matrix Figure 3 shows an assumed host matrix H, an assumed binary matrix T, the resulting modulated matrix H 0 , and the resulting overt matrix H Ã .
The decoding processes to reconstruct a scrambled matrix D Ã from the overt matrix H Ã are presented below.
Use the overt matrix H
Ã to determine a M × N binary matrix T according to
3. According to the identification codes in R, we can check whether this overt image contains the codes proposed by this paper.
4. Use the elements of S (from the first row to the last row and from the left side to the right side for the same row) to form the elements of a binary-data string G (from the first element to the last element).
5. Derive an r × c (r and c can be determined from the two sets of dimension codes in R) data string E from G according to
where 1 ≤ k ≤ r × c and m is determined from 2 m−1 < g ≤ 2 m . (g can be determined from the gray-level codes in R.)
6. Transform E into the r × c scrambled matrix
For an r × c image D scrambled from an r × c image C, the image scrambling degree δ is defined as [20] δ ¼ 
A greater δ value indicates that C and D are more different. For checking image quality, this paper will resort to peak signal-to-noise ratio (PSNR) values of the two images H and H Ã . The definition of PSNR is [21] 
where
If the PSNR value is higher than 30, it will be difficult for the naked eye to identify the difference between H and H Ã ; i.e. the image H Ã looks almost the same as H [22] . The test of the covert image C in Fig. 4 (a) is introduced below. Since the dimension of H is 256 × 256, the dimension of the binary row array R is 1 × 256. The 1st to 24th elements of R are used as the identification codes, and they are designated as 11001010 1001011001010011. The 25th to 32nd elements of R are used as the gray-level codes. Since the gray-level value is 2, the gray-level codes are designated as 00000000 (i.e., 2 ¼ P 8 i¼1 g i × 2 i−1 þ 2). The 33rd to 48th elements of R are used as the dimension codes. Since the size of C is 64 × 120, the two sets of dimension codes for r and c are 00111111 (i.e., 64 ¼ P 8 i¼1 r i × 2 i−1 þ 1) and 01110111 (i.e., 120
, respectively. The 49th to 56th elements of R are used as the scrambling number codes. Since the scrambling number value n is set to be 17 here, the codes are 00001111 (i.e., 17
. The 57th to 64th elements of R are used as the scrambling time codes. Since the scrambling times value t is set to be 5 here, the codes are 00000100 (i.e.,
. The 65th to 256th elements of R (dummy elements) are not used, and all of them are set to be 0.
First we scramble the 64 × 120 covert image C into a 64 × 120 matrix D by using the proposed pixel scrambling technique with n ¼ 17 and t ¼ 5. The pixel-scrambled matrix D is shown in Fig. 6(a) . Then we transform D into a scrambled-data string E with 7680 (¼64 × 120) elements and transform E into a binary-data string G with 61440 (¼64 × 120 × 8) elements. Subsequently, we copy the elements of G to form the elements of a 256 × 256 data matrix S. The 61441st to 65280th elements of G are all set to be 0.
Furthermore, we transform G into a 255 × 256 matrix S, and we combine the 1 × 256 binary row array R and the 255 × 256 matrix S to form a 256 × 256 binary matrix T. The matrix T is shown in Fig. 6(b) , where a white pixel denotes "1" and a black pixel denotes "0". In addition, the host image H is modulated to form a modulated image H 0 . Then, the corresponding elements of the matrices T and H 0 are added to form an overt image H Ã . The overt image H Ã is shown in Fig. 6(c) , and it looks almost the same as the host image H in Fig. 5 .
The above processes are used to encrypt the covert image C in Fig. 4(a) . (1) C is used to form D and R; (2) D and R are used to form T; (3) H is modulated to form H 0 ; (4) combine T and H are combined to form H Ã . The decrypting processes are (1) H Ã is modulated to form H 0 ; (2) H 0 is subtracted from H Ã form T; (3) T is separated into R and D; (4) D and R are used to form C. Because the matrices reconstructed in the decrypting processes are all the same as the matrices created in the encrypting processes, we do not show them again. The image encrypting test for the covert image in Fig. 4(b) is similar to that for the covert image in Fig. 4(a) , so we do not introduce the former in detail. For the covert image in Fig. 4(b) , the parameters n ¼ 14 and t ¼ 2 are used. The pixel-scrambled matrix D is shown in Fig. 7(a) , and the binary matrix T is shown in Fig. 7(b) .
The PSNR values between H and H Ã are all greater than 46 for the two covert images. Therefore, the two images H and H Ã look almost identical for the two cases. Moreover, for each case the PSNR value between the original covert image C and the reconstructed covert image C Ã is infinity; i.e., there is no distortion during the covert image reconstruction.
Discussion
Only the binary encoding method and the pixel scrambling technique are demonstrated for clear and brief explanations in this paper, but changing the definitions of parameters or changing specified pixels for encoding parameters can easily increase the security of the proposed method. Therefore, ease of use and high security are the main advantages of the proposed method. On the other hand, needing bigger host-image sizes (for binary encoding) and needing longer running times (for pixel scrambling) are the main disadvantages of the proposed method.
We calculate the image scrambling degree percentages (100% × scrambling degree=maximum scrambling degree) of the scrambled images for different n and t values. For t ¼ 1, the image scrambling degree percentages for n ¼ 2 to n ¼ 128 are shown in Fig. 8 . In Fig. 8(a) , corresponding to the covert image in Fig. 4(a) , the image scrambling degree percentages are always greater than 80% for n ≥ 6. (The case with n ¼ 20 has the maximum image scrambling degree, 1.85.) In Fig. 8(b) , corresponding to the covert image in Fig. 4(b) , the image scrambling degree percentages are always greater than 80% for n ≥ 4. (The case with n ¼ 16 has the maximum image scrambling degree 0.27.)
For specified n values, the image scrambling degree percentages for t ¼ 1 to t ¼ 300 are shown in Fig. 4(a) . Fig. 9 . In Fig. 9(a) , corresponding to the covert image in Fig. 4(a) , the condition n ¼ 17 is used, and the -image scrambling degree percentages are always greater than 80% for t ≥ 1. (The case with t ¼ 249 has the maximum image scrambling degree, 1.94.) In Fig. 9(b) , corresponding to the covert image in Fig. 4(b) , the condition n ¼ 14 is used, and the image scrambling degree percentages are always greater than 80% for t ≥ 1. (The case with t ¼ 53 has the maximum image scrambling degree 0.27.)
The image scrambling degree percentages for different n and t values are shown in Fig. 10 . In Fig. 10(a) , corresponding to the covert image in Fig. 4(a) , when n ≥ 6 and t ¼ 1, the image scrambling degree percentages are always greater than 80%. In Fig. 10(b) , corresponding to the covert image in Fig. 4(b) , when n ≥ 4 and t ¼ 1, the image scrambling degree percentages are always greater than 80%.
According to the data in Figs. 8-10 , we can find that the scrambling number n ≥ 6 can always make the image scrambling degree percentages greater than 80% for every case with t ¼ 1. Because a case with t ¼ 1 needs encoding only one time and a case with t ≥ 2 needs encoding plural times, encoding cases with t ≥ 6 and t ¼ 1 are preferred if saving time is important for a user. Figure 11 shows the three Lena images [from Fig. 4(b) ] scrambled by using the p-Fibonacci transformation with p ¼ 1 [ Fig. 11(a) ], the Arnold transformation [ Fig. 11(b) ], and the proposed method [ Fig. 11(c) ]. The image scrambling degree percentages for different t values for the p-Fibonacci transformation and the Arnold transformation are shown in Figs. 12(a) and 12(b), respectively. In Fig. 12(a) , Fig. 4(b) . the image scrambling degree percentages are not stable, and they are greater than 80% for some discrete t values. (The case with t ¼ 141 has the maximum image scrambling degree, 0.25.) In Fig. 12(b) , the image scrambling degree percentages are stable and they are always greater than 80% for t ≥ 4. (The case with t ¼ 5 has the maximum image scrambling degree 0.28.) In contrast, the image scrambling degree percentages based on the proposed method are very stable, and they are always greater than 80% for t ≥ 1 and n ≥ 6 [ Fig. 8(b) ]. For t ¼ 1, the image scrambling degree is 0.20 for the p-Fibonacci transformation, the image scrambling degree is only 0.07 for the Arnold transformation, and the image scrambling degree is 0.27 for the proposed method (n ≥ 4). Therefore, the image scrambling degree of the proposed method is higher than the p-Fibonacci or Arnold transformation for t ¼ 1. Therefore, the proposed method performs better than the p-Fibonacci transformation and the Arnold transformation for the smallest t.
Conclusion
The proposed method can encrypt a covert image by combining the binary encoding method and the pixel scrambling technique for a host image H to derive a overt image H Ã . The two images H and H Ã look almost the same, and the reconstructed covert image is exactly the same as the original covert image. Furthermore, the extraction of a hidden covert image from an overt image without authorization can be very difficult, whereas the extraction of the hidden covert image can be easy for authorized users. Moreover, the host image H is not needed to decode the encoded image from the overt image H Ã . 
