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ABSTRACT
The aim of this research was to develop an improved analysis and synthesis model 
for utilization in speech synthesis. Conventionally, linear prediction has been used in 
speech synthesis but is restricted by the requirement of an all-pole, minimum phase 
model. Here, cepstial homomorphic deconvolution techniques were used to approach 
the problem, since there are fewer constraints on the model and some evidence in 
the literature that shows that cepstial homomorphic deconvolution can give improved 
performance. Specifically the spectral root cep strum was developed in an attempt to 
separate the magnitude and phase spectra. Analysis and synthesis filters were 
developed on these two data streams independently in an attempt to improve the 
process.
It is shown that independent analysis of the magnitude and phase spectra is 
preferable to a combined analysis, and so the concept of a phase cepstrum is 
introduced, and a number of different phase cepstia are defined. Although extremely 
difficult for many types of signals, phase analysis via a root cepstmm and the Hartley 
phase cepstrum give encouraging results for a wide range of both minimum and 
maximum phase signals. Overall, this research has shown that improved synthesis 
can be achieved with these techniques.
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Chapter 1
INTRODUCTION
1.1 Introduction
speech synthesis is the ability to generate speech automatically, enabling machines 
to talk. Speech synthesis systems are one of the main functions in text to speech 
synthesis systems. Text to speech synthesis systems have a wide range of application 
areas such as message announcement systems, automatic telephone systems and 
especially when visual information retrieval is not possible, due to the remoteness of 
user access or disability of the user. For remote users several applications are 
possible such as web or internet access, emails, fax, or message reader. For disabled 
people there are vast opportunities for the application of text to speech synthesis. For 
visually impaired people, a reading system would read any text in newspapers, 
emails, internet sites, food labels in supermarkets, signs and maps for directions. For 
the disabled people who might have speaking difficulties it may be their talking 
voice enabling them to communicate with the outside world. For children with 
speech disorders the correct pronunciation may be developed by speech synthesis 
systems. The applicability of text to speech systems are vast, however their success 
depends on their closeness (and naturalness) to original speech. The most important 
features needed are accuracy, intelligibility and naturalness of the speech produced. 
Different areas of research tiy to improve the quality and naturalness of synthetic 
speech [73] [120]. A Brief historical review adopted from a range of references 
[19] [54] [110][112][114] will follow in the next section.
1.2 Brief history of speech synthesis
Synthetic speech produced mechanically may be traced back to the late 18^  ^ century. 
In 1773 G Kratzenstein was able to produce vowel sounds via tubes producing 
different formant resonances. Later Wolfgang von Kempelen produced a machine 
which was able to produce words and sentences [36]. These attempts were followed 
by Hermholtz and others by systems which would produce different sounds 
electronically by manipulating the spectrum region of sinusoids.
It was in the 1930’s that the first VODER (Voice Demonstrator Recorder) was 
developed by Homer Dudley at Bell labs, based on the idea of an excitation (periodic 
or turbulent) exciting a manually operated vocal tract filter model. A more detailed 
analysis of speech sounds was possible with the introduction of the sound 
spectrograph. Formant patterns of sounds were recorded for detailed studies of these 
sounds. Formant synthesizers by which the formants of vowels were manipulated 
manually were developed by G. Faut [40]. The introduction of rules for formant 
structures and sounds were possible with this development. The progress from then 
onwards has increased with the advances in the computational power.
1.3 Speech analysis and synthesis methods
Three of the major types of speech synthesis methods developed were; articulatory, 
concatenative and formant synthesis techniques. Articulatory synthesis [60] [102] 
aims to model the human vocal organs to reproduce speech mechanically. In this 
type of synthesis the emphasis is on the modeling the various organs producing the 
speech sounds such as the vocal cords, tongue, lips...etc. A set of area functions for 
the vocal tract and its articulators are obtained from imaging systems such as 2 
dimensional x-rays, MRI, CT scanners...etc, which are performed on the human 
vocal organ during sound production. The data obtained is used to attempt to model 
the true vocal tract and articulator’s configuration for each sound. Results obtained 
cannot accurately model the complexity of the soft tissues of the vocal organs [40]. It 
is an area of ongoing research [38] [45] [124] [139].
The second synthesis method which has had a lot of attention commercially, is the 
concatenative synthesis system, [13] [21] [50] [86] which involves the concatenation 
of pre-recorded segments of speech (syllables, demisylabels.. .etc) to produce a 
sequence of words or phrases. This type yields natural sounding speech, however the 
tiade off is the need for extensive storage memory and the limitation of speaker 
variation. The most important issues in this type is the effective concatenation across 
the boundaries of the pre-recorded segments. This has led to research into the length 
of the chosen pre-recorded segments. The longer the segments the less the amount of 
concatenation is needed, however, the more storage is needed.
Formant synthesis [39] [49] [52] [63] [86] [94] [115] is based on analyzing speech 
segments to produce a set of vocal tract filter model parameters for each sound. The 
assumption that the human speech production mechanism is based on the concept of 
a vocal tract filter model excited by either a quasi periodic or random white noise 
like excitation producing the different sounds, is applied to this type of synthesis. A 
formant synthesizer may consist of a set of filters (setup with different stmctures) 
configured with various coefficients, excited by an excitation to produce the 
different sounds.
In general, speech synthesis is concerned with modeling high quality intelligible 
synthetic speech sequences, using parameters obtained from a preceding speech 
analysis stage. Speech analysis aims at separating a speech sequence into two distinct 
components, an excitation and a vocal tract filter impulse response. Linear prediction 
LP is one of the most widely used techniques, due to its simplicity and overall good 
results. It is based on the modeling of the magiitude spectrum of the vocal tract filter 
with an all-pole filter model [10] [25] [37] [68] a brief discussion is presented in 
section 4.1. The emphasis of this technique is on the modeling of the formants of the 
speech spectrum. In principle, a method by which equal emphasis is given to the 
resonances as well as the anti-resonances of the speech spectrum, should produce 
higher quality speech synthesis, since from observation of the acoustical properties 
of speech it can be shown that certain types of speech sounds are represented better 
via the anti-resonances of its spectrum, as discussed in section 2.2.1. It would be 
more appropriate to devise an analysis and synthesis system which would give 
similar importance to peaks and spectral valleys (poles and zeros) of speech which 
would be more representative of all sound categories. For this reason, homomorphic
deconvolution analysis and synthesis in both its complex and real forms, (as 
discussed in chapters 3 and 4), techniques have been looked at in this research and 
more specifically spectral root deconvolution as an AS technique.
Speech analysis has relied on the sole use of the magnitude spectmm for information 
extr action. This has been based on the belief that the short-time phase spectrum has 
very little, or no, effect on the human perception of synthesized speech and hence, 
phase analysis of speech has little importance in speech processing applications [66] 
[93] [129]. However, later research has shown that information derived from phase 
analysis can be as important as information derived from the magnitude spectrum 
[74] [87]. Consequently, speech applications and especially speech synthesis may 
produce superior results if processing techniques include the true phase information, 
in synthesized speech signals and especially in the case of unvoiced consonant 
sounds as discussed in chapter 5. Phase analysis has most commonly relied on 
Fourier analysis techniques. However, there are difficulties in analyzing the Fourier 
phase spectrum [72]; specifically in its introduction of discontinuities due to the way 
the phase spectrum is calculated as discussed in section 6.3. The homomorphic 
deconvolution techniques for speech processing have been more commonly used in 
speech recognition applications. For speech analysis and synthesis hybrid techniques 
of homomorphic deconvolution and linear prediction were better established [83] 
[103].
The first aim of this reseaich was to shed light on the homomorphic deconvolution 
techniques which could be applied to the analysis and synthesis of speech. The 
second aim was to study the feasibility of the analysis of the phase spectrum of 
speech. Both of these aims were geared towards designing techniques which would 
produce higher quality speech synthesis by increasing the naturalness of synthetic 
speech. In chapter 2 of this thesis a broad overview of the speech production 
mechanism and the acoustics of the speech are presented. Having a prior knowledge 
of how speech sounds are produced should help in the development of appropriate 
analysis techniques for the synthesis process. In chapter 3 the theoiy of the log and 
root homomorphic deconvolution techniques are established in both their real and 
complex forms. Chapter 4 presents these techniques applied to speech processing. 
The techniques were tested on a set of various synthetic signals produced to portray 
the voiced and unvoiced speech segments. The voiced segments were vm"ied from
minimum, maximum and mixed phase excitation signais. The magnitude spectrum 
obtained via the real and complex forms of both log and root cepsha was applied to 
the analysis and synthesis filters developed as alternative techniques to the linear 
prediction analysis and synthesis filters. The filters created were capable of 
incorporating both magnitude and phase information of the signal. The details of this 
process are discussed in chapter 5. In chapter 6 various techniques were applied to 
phase analysis of speech. The analysis of the speech phase spectmm was achieved 
from the Fourier phase cepstrum obtained via the log and root cepstmm. The results 
were tested against the two techniques which avoided the use of the tiigonometrical 
functions used in the traditional Fourier tiansforms. The differential phase and 
Hartley phase cepstia were applied to the clean synthetic signals. Moreover, for 
either technique, a new set of noisy signals was used to test these techniques further. 
Chapter 7 discusses the conclusions and thoughts for future work in this area of 
research.
Chapter 2
ARTICULATION AND THE SPEECH 
PRODUCTION MECHANISM
2.1 Introduction
Speech processing techniques may be applied directly to speech data, without any 
prior loiowledge of how speech sounds are formed. However, a broad knowledge of 
how speech sounds are produced and of the basic physiology of the speech 
production mechanism would undoubtedly help in the understanding of the problems 
encountered in speech synthesis and the determination of the most appropriate 
methods for generating good quality synthetic speech. Section 2.2 provides an 
overview of the anatomy of the speech production mechanism [3 5] [61] [104].
A broad overview of the linguistic features with a specific acoustic description of 
voiced and unvoiced phonetic speech production is given in section 2.3. The digital 
speech models for speech processing techniques and specifically the conventional 
linear time-variant model are discussed in section 2.4. The conclusions and 
summary aie presented in section 2.5.
2.2 Anatomy of the speech production mechanism
The major organs responsible for the production of speech are; the lungs, trachea, 
vocal cords, larynx, pharynx, soft and hard palates of the mouth, teeth, tongue and 
lips, and nasal cavity, as shown in figure 2.1.
The combination of these organs fomi a complicated tube called the vocal tract that 
connects the lungs to the lips. The vocal tract is responsible for shaping the airwaves 
through its passage, producing the different sounds, as will be discussed in the 
following sections .
The speech production mechanism may be divided into three major sections; a power 
source, sound source and sound modifier. The lungs and the compressive actions of 
the muscles produce the airflow needed to create the different sounds [86], and can 
be regarded as the power source. Hie larynx is perceived as the sound source as it is 
the region in which most sound waves are generated.
Nasal cavity
Hard palateTeeth
Soft palate
Pharynx
Larynx
GlottisTontme'
Vocal cords
Figure 2.1 Speech production organs
( After P.Denes [35] )
The vocal cords or folds are located within the larynx and it is their vibration, caused 
by the air flow from the lungs, which produce the source of acoustic vibration. The 
vocal folds are made up of elastic stmctures of tendons which may vary in thickness, 
length and shape.
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The tendons and muscles which make up the vocal cords may vary in length . 
Typically, the average length of the vocal cords in men is between 17-24 mm 
whereas, in women, the length is approximately between 13-17 mm. The vocal 
cords may change in their thickness, length and position by the tension exerted by the 
surrounding muscles. The constriction between the vocal cords is called the glottis. 
The theory of the different vibrations of the folds is called Myoelastic aerodynamic 
theory o f phonation o f voicing [125]. The vocal tract is perceived as a sound 
modifier; containing the articulators, which is a term used to group the soft and hard 
palates, tongue, lips and teeth. The articulators may change position and, in 
conjunction with the presence or absence of the static nasal cavity, will produce 
different acoustic shapes of the vocal tract, modifying the different sounds produced. 
Each sound produced via the speech mechanism is mapped to one of the phonetic 
alphabet set of a language.
2.3 Linguistic features of speech
Every language has a distinct set of phonemes from which different sounds of speech 
may be represented. Phonemes are the smallest entity in the language representing 
either the vowels or the consonants of a language. The following discussion will be 
based on spoken English. Each phoneme may be articulated in a different manner 
producing different sounds for that same phoneme. A phoneme is articulated as 
acoustic waves pass via the vocal tiacTs different shapes, producing an articulated 
phoneme called a phone. Numerous phones may be created for each phoneme. Each 
set of phones classifying a specific phoneme is called an allophone. Allophones may 
substitute each other without the loss of intelligibility, however the naturalness of the 
speech may be reduced [86]. Different combinations of phonemes create the different 
syllables making up the words, phrases and sentences in any language. Most 
linguistic feature analysis of phonemes are based upon their subdivision into two 
sub-categories; vowels and consonants.
2.3.1 Vowels
The phonetic description of vowels is very complex . For the purpose of this research 
a brief description is presented [35] [63]. Although in the written English language.
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there are five vowels in the alphabet system, the numerous combinations of these 
create a larger group of phonetic vowel sounds. Table (2.1) shows the 14 vowel 
phonemes of General American English, on which the discussion of vowels is based. 
Vowels are classed as voiced phonemic sounds, since the vocal cords vibrate during 
their production. The vibrations produced pass via the vocal tract with a certain 
configuration to produce a vowel. If the vocal tr act changes configuration during this 
process, from one vowel to another, a dynamic vowel is produced, called a 
‘diphthong’ [86]. The diphthong differs from the vowel in that it is not characterized 
by one vocal ti act configuration. The thr ee diphthongs of the English language are 
portrayed in table (2.1) in the red color.
The articulator description of vowels, is a complex task, as it depends on the position 
of the tongue and lip configuration in its production. The tongue is a very flexible 
muscular component of the vocal tract [35], and each part of the tongue (tip, blade, 
back and front) may move independently of the other. Therefore, a set of cardinal 
vowels (adopted from the word cardinal points of a compass) [131] independent of 
any language are used as a reference guide for the description of all other vowels. 
Eight vowels; [i, e, £*, a, u, o, au, uh] called the cardinal vowels create a map of the 
tongue positions, called the vowel quadrilateral shown in figure(2.2) [62].
Vowels
Phoneme symbol Example sound Phoneme symbol Example sound
ee beat u book
I bit 00 boot
e bait uh cut
£ bet er bird
ae bat ai bite
a bought au bout
0 boat oi boil
Table 2.1: Vowel phonemes of General American English
( Adapted from P. Denes [35] )
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Vowels are given articulator labels based on this vowel map. The label given 
depends on two factors, firstly, the position of the tongue relative to the mouth 
(high, low, mid-high and mid-low) and secondly, the position of sound production in 
relation to the position of the vowel quadrilateral (front, back and central).
Lip configuration is usually based on spreading the lips as in producing the vowel in 
the word ‘he’ or rounding the lip as in the vowel in the word ‘boot’.
In practice any lip configuration may be applied in the production of any vowel. 
However, in general, for the English language, usually spreading of lips is adopted 
with front vowels while rounding of lips to the back vowels.
Front Central Back
High I
Mid-high e
Mid-low
Low
Figure 2.2: Vowel phonemic quadrilateral.
( Adapted from P. Ladefoged [62] )
2.3.2 Consonants
Consonants are classified as a mixture of unvoiced and voiced phonemic sounds. In 
the American English language there are 24 phonemic constant sounds which are 
portrayed in table 2.2.
Consonants are described in relation to two main aspects; place and manner of 
articulation.
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Place of articulation:
The place of articulation describes the location in the vocal tract where a complete or 
near complete constriction is made to produce a sound [86].
The following labels are given to the places of articulation created;
1) Bilabial'. Sounds are created when the lips come together such as in the first 
sound in the word “play”. The phonemes /p/, /b/, Iml and /w/ are classed as 
bilabial sounds.
2) Labiodentals'. Sounds are created when the lower lip and upper front teeth 
such as in the first sound of the word “fine”. Labiodentals are created from 
the phonemes /f/ and Ini.
3) Dental'. Sounds are created with the use of the tip of the tongue and the upper 
front teeth, such as the of the first phoneme in the word “thigh”. The 
phonemes /tli/, /th/, /I/,and /r/ are dental sounds.
Consonants
Phoneme symbol Example sound Phoneme symbol Example sound
P pea V verb
t tea then
k key z zoo
b bee zh pleasure
d do dzh jail
g go m mail
f fin n nail
th thin ng sing
s sing 1 line
sh shin r rib
ch chin w will
h honk y yes
Table 2.2 Phonemic constant sounds of General American English
( Adapted fr om P. Denes [35] )
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4) Alveolar: Sounds are produced at the tip of the tongue and the alveolar ridge. 
The alveolar ridge is located behind the upper teeth. This sound is such as the 
first sound in the word “tenth”. The alveolar sounds are /t/, /d/, /n/, /s/ and 
/z/.
5) Palatal: Sound are produced at the fiont of the tongue and the hard palate, 
such as the first sound produced in the word “jam”. The phonemes belonging 
to this group are /sh/, /zli/, /cli/, /dzli/ and /y/.
6) Velar: Sounds are produced at the back of the tongue and the soft palate, such 
as in the sound at the end of the word “hang”. The phonemes of this gioup are 
/k/, /g/, /ng/ and /w/.
7) Glottal: The sound fh/ is produced at the glottis.
It may be noted that the phoneme /w/ is classed as both bilabial ( needs rounded lips) 
and velar (produced at the back of the tongue) [35].
The second feature by which the consonants are described is the manner of 
articulation, which describes the way in which the sound is articulated.
Manner of articulation:
Consonants, according to the manner of articulation, may be divided into; stops or 
plosives, fricatives, affricates, nasals and approximants [61].
1) Plosives are produced by releasing a short burst of air pressure. This task is 
accomplished through the following stages;
a) Stoppage of the airflow; which is achieved by a complete closure of the 
vocal tract and the raising of the soft palate.
b) As the air pressure increases in the vocal tract it is released suddenly 
producing a short burst of air causing one of the following stop 
consonants/p/, /b/, /t/, /d/, Ik/ and /g/.
2) Fricatives are produced by allowing air to flow tlii'ough a narrow 
constriction in the glottis allowing a limited airflow thiough the constriction 
causing a turbulence. Fricative sounds are /f/, /v/, /th/, / ^ ,  /s/, /z/, /sh/, /zh/ 
and /h/.
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3) Affricates are sounds produced by creating a complete stop of airflow 
followed by a restriction of airflow. Affricate sounds are /ch/ and /dzh/.
4) Nasals are created just as the plosives except that the soft palate is lowered 
assign the nasal cavity to the vocal tract allowing the air flow to pass through 
the nose creating the nasal sounds /ml. Ini and /ng/.
5) Approximants are produced by the movement of two articulators just close 
enough to effect the sound by narrowing the flow path without causing a 
turbulence creating the sounds /w/, /y/ and /r/. The sound /I/ is called a lateral 
approximant and even though the tip of the tongue touches the upper gums 
the airflow may pass from both sides of the tongue.
Table 2.3 shows the consonant phonemic set with the combination of manner and 
place of articulation. It must be noted that phonemes in red are classed as voiced 
consonants.
PLACE OF ARTICULATION
O\
Bilabial Labio­
dentals
Dental Alveolar Palatal Velar glottal
Plosive P b t d k g
Fricative f  V th th s z sh zh h
Affricate ch dzh
Nasal m n ng
Approximant w r y w
Lateral
Approximant
1
Table 2.3: Manner and place of articulation of consonant phonemic set.
( Adapted from P. Denes [35] )
2.4 Acoustics of the speech production system
The speech production system may be viewed in signal processing terms as a 
filtering operation. The vocal tiact is viewed as a filter which is excited by an 
excitation produced by a soimd somce (vocal cords vibration), creating different
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sounds. In essence, speech portions are viewed as the result of a convolution of an 
excitation with the impulse response of the vocal tract filter.
The vocal tract may be characterized as being a set of intricate tubes varying in their 
cross sectional areas, and shapes. Each vocal tract shape has a different resonating 
cavity which may be configured by a set of formants “ F; “ , where Fi is the lowest 
fonnant [101]. This change in formant sets plays an important role in shaping the 
sounds produced in the speech production mechanism. For voiced sounds, the vocal 
cords open and close in a certain pattern repeating itself, producing periodic sound 
waves. This action produces a quasi-periodic pulse-like excitation at the multiples of 
a fundamental frequency. The fundamental frequency is determined by the number 
of glottal openings per second, which is determined by the tension exerted on the 
vocal cords, by the muscles, and the mass and length of these cords. Table 2.4 shows 
an example of the fundamental frequencies produced according to the lengths of 
these vocal cords.
Gender Vocal cord length Average fundamental frequency
Male 17-24 mm 125 Hz
Female 13-17mm > 200 Hz
Child(8yrs) 10 mm > 300 Hz
Table 2.4 Average fundamental frequency for different genders.
( Adapted from C .Rowden [104] )
The vocal tract acts like a filter to the quasi-periodic pulses, amplifying those 
harmonics which aie close, in frequency, to its own formant ftequencies [35]. When 
the vocal cords are stationary, air flows via the glottis creating a turbulent airflow 
exciting the vocal tract. An aperiodic excitation with characteristics similar to white 
random noise excites the vocal tract, producing an unvoiced sound.
Distinct sounds are produced by the convolution of the different excitations with the 
varying shapes of the vocal tract.
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2.4.1 Acoustics of phoneme production
Acoustic features are used as a guide to the characterizations of the perception of the 
phonemes produced. The acoustic features of a phoneme are an important factor in 
distinguishing them from each other. In the case of the production of a vowel sound, 
the vocal tract with its unique configuration produces a set of formants, which is 
attached to that vowel sound. Therefore, any vowel may be distinguished via the 
formants produced. In fact, studies have shown that vowels may be characterized by 
the first two formants only [56]. The third formant is necessary for phoneme 
identification only in the case of the vowel ’er' [62]. In this case the third formant 
frequency is relatively low which is a consequence of being followed by the 
phoneme 'r'.
The rule in general for formants frequencies in vowels may be summarized as 
follows:
o high vowels tend to have low frequency first formants 
o low vowels tend to have high frequency first formants 
o front vowels tend to have high frequency second formants 
o back vowels tend to have low frequency second formants.
In other words, first formants are effected by the height of the tongue whereas 
second formants are effected by the position of the tongue [55]. In addition the 
rounding of the lip increases the length of the vocal ti act and decreases the mouth 
opening size, hence lowers the formant frequencies especially the second formant 
frequency [7].
It must be noted that different vocal cord frequencies of the vibrations exciting a 
static vocal tract produce the same formants.
As vocal tract lengths vary among different speakers so do the fundamental 
frequencies for each vowel, an issue which lead to the creation a vowel triangle 
in which the first two fonnants of each vowel for different speakers are plotted 
against each other. The vowel triangle is used for the distinguishing process 
between the different vowels over a variety of speakers.
Acoustical features of consonants are much more varied to that of the vowels as 
there are different types of consonants, as discussed earlier.
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Each consonant type has a different set of acoustical characteristics as follows:
1) Plosives or Stops
Most consonants and plosives in particular usually occur in consonant-vowel 
(CV) or vowel-consonant (VC) sequences [55]. The vocal tract in these types of 
sequences changes its configuration rapidly which produces different formant 
frequencies rapidly. Therefore, an important factor in the distinguishing between 
plosives via their acoustic properties is the tracking of the transition of their first 
three formants [55] .
The tracking of the first formant is used to establish the existence of a plosive.
The first formant (Fi) frequency in a stop is always at a minimum [55], and 
therefore there will always be an increase in Fi frequency if followed by a 
vowel in a CV sequence and a decrease in a VC sequence 
Another important distinguishing feature in VC sequence at the end of a word is 
the lengthening of the duration of the proceeding vowel.
Plosives may be divided, for acoustic description, into two groups; unvoiced (/p/, 
/t/ and !kf) and voiced (/b/, /d/ and /g/) [97]. Each phoneme in the unvoiced 
plosive set has a voiced counterpart, which has the same articulation gesture. 
Plosive pairs are distinguished from each other via the second and third formants, 
as these formants are sensitive to the plosives place of articulation [55]. This may 
be established by recognizing the following rules;
1. If the second and third formant frequencies increase rapidly, the plosive 
is labeled as one of the pair [/b/,/p/].
2. If a shaip decrease in the third formant frequency with a slight decrease 
in the second formant frequency occurs, the plosive is labeled as one of 
the pair [/d/,/t/].
3. Closeness of the second and third formants indicates the touch of the 
tongue and roof of mouth and hence the existence of one of the plosive 
pair [/g/,/lc/].
The distinguishing between voiced and unvoiced plosives needs a further subdivision 
of the plosive set into aspirated and unaspirated plosives. Aspiration is a term given
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due to the turbulence caused after the release of the air burst for plosives. All 
unvoiced plosives are aspirated except when they are followed by the phoneme /s/. 
Aspiration produces a region of minimum energy in the spectrum, between the 
release of the burst and the onset of the following vowel. This featme produces a 
delay of about 25-100 ms between the stop and the start of the following vowel, 
called the stop gap. The length of the stop gap interval is known as the voice onset 
time (VOT) [55].
For unaspirated voiced stops the (VOT) is «< 20 ms as the burst release after the 
stop and vowel onset. hi voiced plosives except when occurring in the beginning of 
a word the stop gap contains low energy frequency with a pitch over-tone called 
‘voice-bars’ as the vocal cords vibrate during the closure of the vocal tract [61]. 
However, in noisy environments and in continuous speech these distinguishable 
features may be blurred. This may complicate the process of accurate plosive 
determination [62]. hi such cases different analysis approaches must be adopted for 
plosive determination such as phase analysis of plosive spectrums an issue discussed 
in chapter 6 in more detail.
2 )Fricatives
Fricatives are distinguished acoustically, as a sub-group from the consonant group, 
for having the longest intervals of noise-like waveforms in their spectrums, except 
for the /li/ fricative. Fricatives may be grouped into four [unvoiced, voiced] pairs. 
The pairs [/s/,/z/] and [/sli/,/zh/] are called strident fricatives as they are characterized 
by having much more intense energy in the high frequency regions than their non- 
stiident counterparts; [/f/,/v/] and [/th,/th/].
As a general rule, for an adult male speaker, the majority of noise energy is 
concentrated, for the [/s/, /z/] pair, in the region above 4kHz and, for the pair [/sh/, 
/zh/] falls up to the region of about 3 kHz [55].
However, for non stiident fricatives, where the noise energy is very weak, the 
determination of fricative pairs is achieved via the fricative-vowel relationship. The 
second formant tiansition in the pair [/v/,/f/] is lower than for the pair [/th/,/di/] when 
attached to a vowel. Voiced fricatives have a vowel-like appearance due to the 
modulation of the noise segment in the spectrum due to the vibration of the vocal
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cords [55] [62] [100]. Distinguishing between the fricatives in each pair is achieved 
via, the existence of peaks in their spectra.
3) Affricates:
The acoustic description of affricates is based on the basis of their division into two 
portions, a stop and a fricative. The friction portion tends to be shorter than the 
friction portion of a fricative consonant. As for fricatives, the affricates are 
distinguished by the voicing feature [41] [55].
4) Nasals:
The radiation of the sound in the nasal cavity produces a region of energy features 
similar to a vowel but lower, called the nasal murmur. This murmur is seen as 
evidence of the onset of a nasal consonant. Nasals are distinguished from each other 
by the characteristics of the second format of the preceding vowel as follows:
a) In the case of the nasal /m/ the formants are lowered and this is mostly 
evident on the second formant.
b) In the case of the nasal /n/ the formants are lowered as the case for the /m/ 
however the third formant is somewhat higher than for /m/.
c) In the nasal /ng/ the second and third formants are bought closer together.
It is important to note that this relationship occurs only when the nasals are coupled 
with the same vowel.
5) Approximants:
Approximants are no different than the rest of the consonant phoneme set in that the 
distinguishing of the different approximant phonemes acoustically depends on the 
tr acking of the first three formants frequencies of the sounds spectrum. It may be 
summarized as follows:
a) In the case of /y/, a small rise in the first formant with a slight fall in the 
second formant and a sharp fall in the third formant frequencies occurs as the 
existence of the /y/ phoneme in a syllable.
b) In the case of an /I/, as the tongue touches the roof of the mouth a sudden 
semi stoppage of the air flow produces a sudden change in the pattern of the
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formant frequencies with an introduction of a very low intensity frequency in 
the spectinm.
c) hi the case of the occurrence of a /w/, a sudden rise is visible on the second 
formant frequency.
d) In the case of the /r/ as discussed earlier, it produces a very low third formant 
frequency usually below 2 kHz.
The previous description of the acoustic properties of phonemes encounter 
complications when applied to speech processing methods and certain aspects of 
these descriptions must be taken into consideration. A brief summary, to highlight 
some of the problems which are encountered in the processing of continuous 
speech, produced fr om a sequence of different phonemic sound combinations will be 
discussed in the following section.
2.4.2 Some considerations for continuous speech
Continuous speech consists of a sequence of different combinations of phonemic 
sounds. The acoustic features of continuous speech differ in many ways from those 
phonemes taken in isolation.
The first difference is between the duration of continuous speech and the total 
duration of the same phonemic sounds produced in isolation. This is the result of an 
effect called ’’coarticulation”.
Coarticulation is an effect arising fr om the result of neighboring sound characteristics 
modifying the adjacent sounds in continuous speech. The vocal tiact makes certain 
modifications to its shape in advance such as rounding the lips in the word ‘sue’ in 
the production of the phoneme /s/, in anticipation of the following vowel. The vocal 
tiact configuration is not unique to any one phoneme in the phonemic combination 
[55]. This is apparent in the consonant-vowel-consonant (CVC) sequences where the 
second formant of the first consonant contains features of the oncoming vowel and 
the second formant in the last consonant has features of the termination of the 
preceding vowel [64]. The boundaries between the different sounds are blurred or 
smoothed when concatenated and hence the distinguishing characteristics for each
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sound becomes unclear. The combination of a sequence of the same continuous 
speech produced together will always have the same formant pattern [97]. The use of 
combination of syllables or semi syllables or speech units for speech synthesis 
which includes coarticulation effects are used in speech synthesis [109]. It must be 
noted that coarticulation does spread out into syllables and phrases according to the 
type of conversational speech [130] which is a feature of natural speech. A second 
important feature is prosody in natural speech. Prosody is an effect which stresses 
the importance of certain speech segments, part of speech (eg. question) , and 
speakers attitudes and emotions [51] [64] [109] [116] [132]. Synthetically it is 
achieved by changes in pitch and duration of speech segments [119] [132] [134] 
[135].
Although the effects of coarticulation and prosody add to the complexity of 
accurate speech synthesis, it also adds to the accuracy of speech perception and 
naturalness. Coarticulation and prosody are not the only factors effecting speech 
synthesis techniques but, they are important factors, and it is a wide area of research 
in speech processing [134] [135].
2.5 Discrete speech models
In speech processing, the discrete speech production mechanism may be represented 
by either linear or nonlinear based models [6] [42] [100] [101]. The nonlinear model 
attempts to represent the complexity of the physiological speech production 
mechanism, where a portion of the airflow backs up of from the vocal tract towards 
the glottis producing a nonlinear effect in the process [34] [100] [121]. In the 
nonlinear model, the glottal pulse and the radiation of the sound at the lips are seen 
as two separate spectral shaping entities in addition to the spectral shaping occurring 
at the vocal tiact [56].
However, for simplicity, most speech synthesis techniques adopt the linear speech 
model in which the glottal pulse, radiation at lips and vocal tract spectral shaping are 
represented as one entity with one transfer function [6] [86]. Work using this linear 
speech model has been shown to produce relatively good results in speech processing 
applications.
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2.5.1 Linear time-variant speech production model
The linear speech production model assumes the existence of an input signal that is 
passed via a linear time-variant filter, to produce an output speech signal.
The filter is fed with parameters which attempt to model the vocal tract 
configuration at a certain sound production instant.
The model is based on the assumption that the output is produced by a source of 
excitation e(n) convolved with a vocal tract filter system response h(n) such that;
s{ ti)  =  e {n )  * h{n) (2 .1)
The input signal or excitation e(n) can be represented by one of two forms, periodic 
or aperiodic, modeling three types of speech signals; voiced, unvoiced or mixed.
For voiced speech signals, the source produces a quasi periodic train of pulses with a 
specified pitch period, whereas for unvoiced speech the source produces a sequence 
of random white noise. In the mixed case the input is a combination of periodic and 
aperiodic sequences.
pitch
parameter
vocal tract 
parametersquasi-periodic
pulses
voiced time variant 
filter
h(n)
Speech outputgam
parameter unvoiced
random white 
noise
Figure 2.3 Linear time-variant speech model
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In all cases a gain term controls the intensity of the input to the filter [100] [101], 
The full linear speech model system is presented in figure (2.3).
The filter may either be an all-pole model or a pole-zero model depending on the 
type of processing technique adopted, an issue discussed in chapter 4. The poles of 
the filter model the formants of the speech spectrum whereas in the case of the pole- 
zero model, the zeros represent the anti-formants of the speech spectrum. The all­
pole filter model produces a good representation of most phonemes especially for 
vowels, however for certain consonant phonemes which are distinguished by the 
resonances (poles ) and the anti-resonances (zeros) of their spectrum such as in 
nasals and fricatives these filters are not adequate. This issue is discussed in chapter 
4 as the model with both types of filters are discussed in the application of analysis 
and synthesis filters to speech. Another important issue discussed in chapter 6 are the 
phase response analysis and synthesis for speech production in an attempt to model 
consonant sounds which need the phase response for accurate synthesis [67]. The 
inclusion of true phase responses is also incorporated to investigate the increase of 
naturalness in synthetic speech.
2.6 Conclusions and summary
In this chapter the physiology of the speech production system is described. Speech 
sounds are produced by airwaves passing via the vocal cords located in the larynx. If 
the vocal cords are vibrating, the airwaves are modulated by the muscle tension 
exerted on them producing a voiced sound, otherwise an unvoiced sound is 
produced.
Each language may be represented by a phonetic set which describes the speech 
sounds of the language. However, for speech processing this set is expanded to 
represent many different sounds. In this chapter, this process was discussed for the 
vowels and consonants of the general English language.
Vowels are characterized by two coordinates, the position of the tongue and the place 
of their production in relation to the cardinal reference vowels in the vowel 
quadraterial. Although vowels uttered by different speakers overlap in the vowel 
triangle, for one speaker the vowels may be distinguished fairly accurately via the 
first two formants in its spectrum.
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Consonants are described via their place and manner of articulation. Consonants are 
usually preceded or followed by a vowel rapidly changing the vocal tract 
configuration. Thus, the main characterization of consonants is achieved by 
tracking the transition of the first three formants.
However distinct the features of isolated phonemes are, in practical speech 
processing situations, speech is analyzed as a segment of a word or phrase, and the 
distinct characters become blurred.
Coarticulation effects modify the acoustic features of neighboring phonemes, an 
issue which is beneficial to the naturalness of speech synthesis. Prosody, is 
concerned with the relation of syllables and phrases in a sentence. It also implies the 
emotion and intention of the speaker issues which should give synthetic speech a 
more natural effect.
The issue of discrete speech models for speech processing applications was 
discussed in this chapter, highlighting the basic assumptions of non-linear and 
linear speech models. Although non-linear models represent the complexity of the 
speech production mechanism better, linear models are traditionally used for 
simplicity and their good results. The linear speech model assumes the speech 
waveform as consisting of two components, an excitation and a filter modeling the 
vocal tract. The excitation may be either white noise or a quasi periodic waveform. 
Traditionally the vocal tract filter model adopted is based on an all-pole filter model. 
The all-pole filter model provides more accurate results for voiced speech segments 
as the formants dominate their spectimm. However, for unvoiced segments a pole- 
zero model would produce better results in these situations. Modeling the phase of 
speech is another motivation for producing more accurate results especially in 
phonemes best modeled with zeros and poles in their spectrum such as stops. Later in 
this thesis, some of these issues are addressed by introducing and developing speech 
analysis and synthesis by homomoi*phic deconvolution as discussed in chapter 4 
(homomorphic deconvolution), chapter 5 (analysis and synthesis filters) and chapter 
6 (phase analysis and synthesis).
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Chapter 3
HOMOMORPHIC DECONVOLUTION
3.1 Introduction
The first origins of Homomorphic deconvolution (HD) systems were introduced in 
1960 by Bogert and Tukey (of Bell Telephone Laboratories and Prince town 
University) [12] [24] [85]. Their investigation was performed on the analysis of 
seismic data obtained from earthquakes and subtenanean explosions [24]. 
Homomorphic deconvolution systems are a class of systems which deals with the 
modeling of the poles and zeros of data via the frequency domain. These systems 
map the data from one convolutional space to another, so that the data may be 
analyzed in a more efficient manner [65]. HD techniques are most suitable for 
signals which contain echoes or repetitions of a fundamental component [53] of 
which no loiowledge is obtained prior to analysis [123]. Areas of applications include 
marine and earth seismology, for earth and sea depth calculations and ocean bed 
mappings [24]. Another area in which these techniques have been applied 
successfully is speech processing [85] and specifically speech recognition [23] [105] 
[137]. The application of HD techniques to speech analysis and synthesis will be 
discussed in chapter 4 [81] [82]. Such systems can be used to separate the vocal tract
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response from the excitation, assuming the linear model of speech production as 
described in chapter 2 [22] [43] [65].
HD is a frequency domain analysis technique which relies on the application of a 
non-linear function to separate the components of a compound signal [24] [123].
At the heart of the HD systems lies a two-stage tiunsform called the cepsh um.
A cepstrum is defined by;
c(T) = 3 - '[ / ( 3  [s{t)] )] (3.1)
where /(.) is some non-linear function to be specified, 3[.j and 3 “  ^[.] are the Fomier 
and the inverse Fourier tiansforms, sb)is the original time dependent signal and c { t )  
is the cepstrum, also a function of time r but given the specific term ‘queffency’.
As shown in figure 3.1, the separation of the compound signal is performed in the 
new quefrency domain using a time gating procedure or ‘lifter’ on the cepstrum 
produced, a process referred to as ‘liftering’. The terms “quefrency”, “lifiering” and 
“cepstrum” were paraphrased from the terms “frequency”, “filtering” and “spectrum” 
[14] [24] to avoid confusion between the time domain and the new quefrency 
domain. Separation can only be achieved, if the components being analyzed have 
sufficiently different properties so that they occupy different quefrency regions. The 
overall process is often referred to as ‘cepstral analysis’ or ‘cepstral deconvolution’ 
in preference to the more cumbersome term ‘homomorphic deconvolution’.
s(f) Non-linearfunction
lifter
Hict))3 [.] Inverse Non­linear function
Figure 3.1 Block diagram of Homomorphic Deconvolution process.
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Consider the situation where s(t) is the output of a noiseless linear system, with 
impulse response hit) and input signal e(t), then;
5(/)=e(0*/i(0 (3.2)
where represents the operation of linear convolution.
The objective of a cepstral deconvolution process is to separate the two components, 
e{t) and h(t), from the output signal ^ (r), usually with very little additional apriori 
information about the system or its input.
The cepstrum cWwill consist of two components one part relating to the system 
impulse response and the other relating to the input signal. By applying a suitable 
lifter and the reverse cepstral process, an estimate of the system impulse response is 
produced. The nature of the non-linear function has a significant impact on the 
process and is an issue dealt with in sections (3.1) and (3.2).
For discrete processes, an equivalent discrete cepstral deconvolution process exists 
and is defined by;
)]| (3 3)
where z[.] and [.] are the Z transform and the inverse Z transforms.
For the discrete data set t  (n)},{c(77)} is also discrete. Wliereas, the discrete signal 
sin) will be real and causal and thus exists for « î- 0 only, in general the cepstrum 
c ( t ] )  will have both negative and positive quefrency values centred about %=0. The 
development of logarithmic deconvolution in both its real and complex forms is 
presented in section 3.2. The theory of the spectral root deconvolution in real and 
complex form is developed in section 3.3. The issue of short time cepstral analysis is 
presented in section 3.4.The conclusions and summary are presented in section 3.5.
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3.2 Logarithmic Homomorphic Deconvolution (LHD)
The basis of LHD is the application of the logarithm function as the non-linear 
operator on the spectium to produce the log cepstrum by which the multiplicative 
relationship in the frequency domain is transformed into an additive relationship in 
the quefrency domain [24] [100] [123].
There exist two versions of the LHD, a more general complex log cepstrum where 
the logarithm function is applied to the complex Fourier spectrum of the signal and a 
more specific case where the logarithm function is applied to the magnitude 
spectrum of the signal. In the latter case, the phase spectrum is discarded.
3.2.1 Complex logarithm cepstrum (CLC)
Consider the output of a discrete linear system excited by a unit impulse.
The Z transform Y(z) is of the form:
a A and
where and j are the zeros and poles inside the unit circle, and {&%} and
{di. }are the reciprocals of the zeros and poles outside the unit circle. The latter are 
represented in the reciprocal foim to ensure that | | and | dj^  | -< 1 just as
|c^| 1. The factor z''' represents the offset or time delay from the origin, and may
be cancelled by the introduction of a phase shift to the signal and the value G is a 
positive system gain [100] [106]. The values and p^are the number of
zeros and poles inside and outside the unit circle respectively.
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Applying the logarithm function to equation (3.4) and ignoring the term z~’’ 
then;
In ( r ( 2 ) ) = I n ( G ) + f ; i n  ) + g l „*=1 k=\
- i  ‘ Shi ( l - )
(3.5)
it=l k=l
Since in(l—p)——p —^ ^ —  ......  | 1 (3.6)
an infinite series in powers of ju
then ln(l-a^z“* ) = - £ — for\a^z~^ X1 (3.7)
7/= l  ^  '
and In(1 -6*z) = - S  —^ {6/r- 1 ^ 1 (3.8)7/= l  7
with similar expressions being deduced for the {c. } and {<7. } tenus.
It can be observed that the right hand side of equation (3.7) is just the Z transfbnu of 
a time sequence of tenus in the form of |  |  but evaluated only for time ?j y 0.
Considering the right hand side of equation (3.8), and substituting -v for;? then;
k  -V- g ,  f  (3.9)
Similaily, this is the Z transfoim of the sequence J - ^  i evaluated for v -c 0.I " J
The complex log cepstriun is defined as the inverse Z transform of equation (3.5) 
evaluated on the unit circle.
Thus c(t7)= ln(G).^ (;?) for p = 0 (3.10a)
c { n ) = - ' t ^  + for n^O  (3.10b)k^ i 7^ k=i V
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c[ii)= g A à l  _ g A l  for n ^ O  (3.10c)
k=\ ^  k=\ 'H
For each term derived from poles and zeros inside the unit circle, the series will 
converge for values of | z | >-1 or | z | >-| q | ,
Similarly convergence is assured for poles and zeros outside the unit circle where
\A<\bk\ or\A<\dk\-
Thus for all possible poles and zeros, the cepstrum is convergent since it is evaluated 
on the unit circle, except where a pole or zero is located exactly on the unit circle. In 
this case the cepstium is ill-defined (see section 6.3) .
It can be deduced fi'om equations (3.10) that, for a minimum phase system
c(t7) = 0 for p -< 0
Thus the sequence of cepstral coefficients, c(?7) in this case, are confined to the 
positive quefrency values starting at c(o) and converging with increasing p. The 
closer the poles and zeros of the system are to the origin of the z-plane, the greater 
the degree of convergence of the cepstrum and the more localized the cepstral 
coefficients become [112].
For a real system, all poles and zeros must either be real or form complex conjugate
alpairs. So for any value of rf the terms —  and the conjugate —-  can be paired.7? rj
Let
then
therefore a’l  = | and a^k= | |
-\- a*  ^ IAdding corresponding pairs of terms gives; = '^^' .2cospZa/, which is
real. Thus the complex cepstrum of a real system is a real sequence of quefrency 
values.
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The complex log cepstinm preserves the magnitude and phase components of the 
chosen spectrum as shown;
c(77)=3~Uln>5(a))]
= 3 “  ^ ] n |^ W | + ln ( )
= 3"^[ln| S(®)|]+3-^[/Z5{®)]
= c„,(7/)+c^ ÿ(77) for -oo^n^oo (3.11)
It can be observed that the complex log cepstrum cifi) consists of two components, a 
real even component c,„ (77) which is defined as the real log cepstrum and a real odd 
component 0 ^(77) which is defined as the phase cepstrum. An important condition 
for the result in equation (3.11) to hold is that zs{o}) must be free of discontinuities 
and therefore needs a phase unwrapping process (see section 6.3).
As already shown, for a discrete minimum phase system excited by a single impulse, 
the complex cepstral coefficients are restricted to the positive low quefrency values 
immediately to the right of t?=0, while for a maximum phase system they are 
located at negative low quefrency values immediately to the left of 7 7 = 0 . Under these 
circumstances there must be a direct relationship between the log cepstiiim (77) 
and the phase cepstirim (77).
For a minimum phase response system;
9 (7 )= (3.12)
while for a maximum phase response system ;
(3.13)
Hence for purely minimum or maximum phase response systems, the system may be 
modeled via the real log cepstrum only (see section 3.2.2). Provided that the phase
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spectrum is continuous over all co, the system response may also be calculated via 
the phase cepsti'um to within a scaling factor [100]. The calculated phase spectrum 
however will always contain discontinuities because of the techniques used for its 
calculation (section 6.3). Although different approaches have been adopted in the 
past to resolve this problem [123], in the case of signals where the phase information 
was thought to be non critical or was too complex to compute, the phase response 
has been disregarded [123] and the real log cepstrum can be used on its own to 
provide a partial system description.
3.2.2 Real logarithm cepstrum (RLC)
The real log cepstrum RLC may be calculated directly from the magnitude spectrum 
of a discrete time signal as follows:
c,„W=3-‘ [ln|5W|] (3.14)
Consider the Z transform of the same discrete linear system as described in equation 
(3.4), the magnitude system transfer function | y ( z )  | may be obtained as follows:
|r{z)| = [}'(z).7*(z)]^ (3.15)
where
î ï ( l - a ^ )S ( l -6 ^ - ')
Y*{z)=g M --------- ^ ----------  (3.16)
k=l k=\
and where, | a | |  {cjj and {dl\ are the conjugates of {ajAi,{bk}Àck) a^ nd {d/J.
However, for a real system {ai^\[biAi,{ck) and {d^} contain conjugate pairs ( to that
Y(z) exists), then
{«*■}={«*}» {ciJ}={c*,} and
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Thus,
ln(|r(z)|)=i
/ \ /»( ( \ hjq hjq / \
2(ln(G))+ i; in ( l-< !tz “‘ )+ 2 ;ta |l-« i.2 )+  Z M i~ h ^ ) +A:=l Jt=l A"=l A'=l (3.17)
The ln(.) terms in equation (3.17) can be expanded in the same manner as for 
equations (3.6), (3.7) and (3.8), and it may be observed that the real log cepstrum is
L -'/lan even function consisting of a set of terms in the form of andI ’ J 1 “ J
duplicated on the left and right hand sides of the quefrency axis. As an example, the 
RLC for the impulse response of a synthetic filter, with four poles at 0.7886 ± 
jO.4286 and at 0.0014 ± j 0.600 and two zeros at 0.1665 ± jO.3637 is shown in figure
(3.2).
Thus,
/dr 77 = 0 (3.18)
-  ^  ] for n ^ 0  (3.19)+
I
Quefrency (sam ples)
Figure 3.2 : RLC illustration with duplicate cepstral values on both quefrency axis.
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3.2.3 The RLC of the output of a linear system
Consider the signal s(t), the output of a linear system, as defined by equation (3.2). 
Then
(3.20)
where |5(ûi)| is the magnitude spectrum of the output of a linear system,
\e (co\ is the magnitude spectrum of the input signal 
and \ h ( o ) }  is the magnitude spectrum of the impulse response of the system 
and
ln|5(cy]| = lnl£(fy)| +\n\H{co\ (3.21)
Thus the RLC of the signal s(t) is given by:
(3.22)
The RLC is the sum of the cepstrum of the excitation, c {^rj), and the cepstrum of the 
impulse response of the system, Provided the spectral properties of e{t) and
A Hare distinct then the liftering procedure outlined in section (3.2.3) can separate 
the two cepstral components and the magnitude spectral properties of the two 
components can be inspected independently.
For a mixed-phase signal, the real log cepstrum is insufficient for a complete 
reconstruction since phase information is missing [106].
In the LFID the non-linear operator used is pre-determined (the logarithm and its 
exponential), which does not necessarily produce the optimum solution for every 
signal. A system where more conti’ol over the non-linear operator is possible should 
produce better results.
Another homomorphic deconvolution system with a different non-linear operator is 
the spectral root homomorphic deconvolution system (SRD) [65]. It has been shown 
that for certain classes of signals, the SRD outperforms the LHD [106 ].
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3.3 Spectral Root Homomorphic Deconvolution (SRD)
In the SRD the logarithm and exponential functions are substituted by a power,
I
(,)^and (y  as the non-linear operator and its inverse. In contrast to the LHD, the 
operator takes a range of values which will produce a set of cepshal solutions to the 
deconvolution process. The solution is optimized by the correct choice of y, an 
issue which is addressed in section (3.2.4). One advantage of the SRD over the LHD 
is its performance in noisy signals [5].
3.3.1 Complex root cepstrum (CRC)
Consider the same system as described in section (3.2.1). The power y, is applied to 
equation (3.4) rather than In (.) to take the form:
{r{z)Y = G^.ià----------------  (3.23)
A'=I k-\
and
+ .....................V A / / A 2 1 3 1
, y ( y - l )  ( y - 2 ) - ( y - 7 7  +  l )  {akZ~'^f
= - 2 + M y - i ) (y -2 ) (y -3 )^3 l_3 ..........  (3^4)yi-----------ÿ  .............
For fractional and negative values of y , the series will converge provided| -< 1.
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Let I
after Lim [65], 
then
Z-' = s(r,)
=  1(1
Following from equations (3.8) and (3.9);
for  77 =  0  
for  77 >- 0
(3.25)
(3.26)
for  y -  0
for  - v - <  0
(3.27)
Similar expressions maybe derived for } and }.
In the cepstral domain, the overall cepstral values are determined by the discrete 
convolutions of all such series of cepstral values. However, the cepstral coefficients 
for poles and zeros inside the unit circle, (minimum phase system), are confined to 
the right hand side of the quefrency axis, while the cepstr al coefficients for the poles 
and zeros outside the unit circle, (maximum phase system), are confined to the left 
hand side of the quefrency axis (as for the LHD) [77] [100].
For each series expansion of the form shown in equation (3.24), there will be a
corresponding series expansion with a\ in place of , in order for the transfer
function of equation (3.23) to be real. It can be shown that the discrete convolution of 
the pair of series is also a series in ascending negative powers of ‘z’ but with real 
coefficients [100]. Thus the overall result is a real valued root cepstrum. The CRC 
will converge as long as each series in the convolution converges. The rate of 
convergence will be governed by the rate of the slowest converging series. This rate 
of convergence is not only governed by the poles and zeros of the system but also by 
the choice of the value of y an issue discussed in section (3.2.4).
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The complex root cepstium (as in the case of the complex log cepstmm) preserves 
the magnitude and phase components of the signal analyzed.
= 3 ”* |«5(<»]j^  *3"  ^ fQy 00^77<-00  ^ ^
It can be observed that the relationship between the magnitude and phase 
components is a convolution and, as for the complex log cepstrmn, the phase 
spectium must be continuous before further processing can be applied. The 
application of an imwi apping algorithm is necessary, and moreover, when the values 
of both forward and inverse y are non integer, the unwrapping stage must be applied 
twice [65] [100]. Therefore, as in the case for the CLC, the phase component is 
usually disregarded and only the real root cepstium is considered [65] [100]. In 
chapter 6, the independent analysis of phase via the phase cepstrum is considered.
3.3.2 Real root cepstrum (RRC)
The real root cepstr um may be calculated directly from the magnitude spectrum of a 
discrete time signal:
c(j7)=3-‘[|5(®)|’’ ] (3.29)
Following the same argument as for the RLC, and from equations (3.15) and (3.16) 
the RRC may be obtained as follows:
|(y(z)y -  V • ;
*=1 t=l k=l
The terms in equation (3.30) can be expanded by the same method as for equations 
(3.26) and (3.27) producing a real root cepstrum that is an even function, comprising
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a duplicated version of cepstial coefficients on both left and right hand sides of the 
quefrency axis, as illustrated in figure(3.3).
E<
Quefrency (samples)
Figure 3.3 :Real root cepstrum at y = 0.6.
3.3.3 Special cases of the SRD
Three special cases exist for the SRD at the values of y -  +1, y = -l and as y ^ 0  
Consider the special case of an all-pole transfer function of the form;
r(z)= 1
Pi
A=1
(3.31)-k
Then when y  is set equal to -1, the root cepstrum for y { z )  is:
4v]=z-' 1+
k = \
={pk}
(3.32)
for l^/c<Pi where pq = 1
where p becomes k in this instance which is a finite cepstral series. For all other 
values of y, the cepstium will be an infinite series and so for an all-pole transfer
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function, y=-l must give the optimum rate of convergence. It should be noted that at 
7 = -l the CRC coefficients are equal to the linear prediction coefficients for an all­
pole system [106].
Similarly, for an all-zero transfer function of the form:
r(z)=i+2> tz -‘- (3.33)k=l
when 7  is set toi, the root cepstrum for y { z )  is: 
c(/7)=Z-> 1+
■
(3.34)
for \<k< w h e r e  p^ = 1 .
which is a finite cepstral series. For all remaining values of 7 , the cepstrum will be 
an infinite series. Therefore, for an all-zero model transfer function, 7 = 1  must give 
the optimum rate of convergence. It is noted that in this special case, {u/f }is the finite 
impulse response of the all-zero transfer function which is also the spectral root 
cepstium, i.e. the SRD is identical to the signal.
Another special case arises as 7 - ^ 0  [65]. Let cjipf) be the CLC, and let Cy{ri) be the 
CRC,
then
lim_o , - c A r i ) ^ c X v )  forV/ / H (3.36)
The LHD may be seen as a special case of the SRD system for 7 ^ 0 . An illustration 
of this is shown in figine (3.4) for fom’ values of 7  as 7  -^0 . The figure shows the 
complex cepstium however the result is also true for the real cepstrum.
Following on from these special cases it must be the case that for pole-zero 
combinations, all values of 7  produce cepstra with an infinite number of terms but
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an optimum value of y will exist for any particular transfer function, for which the 
rate of convergence of the cepstial terms will be at a maximum. This optimum value 
will lie between y=±l [65] [106].
3.3.4 Choice of the value of y
For any particular system transfer function, y may be selected to improve the rate of 
convergence, however several factors affect the choice y to produce the optimum 
result. Firstly, the choice of y depends on the a priori knowledge about the poles and 
zeros of the analyzed system. Specifically, the value of y is related to the ratio of 
poles to zeros of the system. Where poles dominate the system, the optimum value 
of y will tend towards -1 while, if zeros dominate, the optimum value will tend 
towards +1 [65]. Moreover, depending on whether more emphasis is required on 
modeling the poles or on modeling the zeros of a system, the value of 7  progresses 
between the range ± 1 .
Figure (3.5) presents the zero plot which shows how the system zeros ‘track’ radially 
on the z-plane as 7 is optimized. In the case of the previous system described, as 
7 ->-0.8 the nearer the zeros lie to the z-plane origin, thus optimizing the rate of 
convergence.
A second factor influencing the choice of an optimum 7 value is the lifter size in 
the quefr ency domain. The lifter and 7 values are dependent on each other, which 
makes the task of optimization more complex [106] [107]. However, an error 
measure which optimizes the SRD technique has been proposed [107], which takes 
into account both 7 and lifter size for optimization. The technique was originally 
devised to take into account the CRC, with both magnitude and phase cepstrum, 
however due to the complexity of analyzing phase, the phase component was 
dropped [106]. The error measure produces an optimum value of 7 for a certain 
lifter size producing the optimum rate of convergence for the RRC.
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Quefrency (samples)
E<
Quefrency (samples)
a) Comparison o f CLC and CRC at 7  =  0.5 b) Comparison o f CLC and CRC at 7  =  0.2
Quefrency (samples) Quefrency (samples)
c) Comparison o f CLC and CRC at 7  =  0.07 d) Comparison o f CLC and CRC at 7  = 0.01
Figure 3.4 Comparison of CRC and CLC as 7  ->  0 .
A third factor influencing the choice of 7 is the fact that the optimum value of 7 
changes across fr ames of data of a non-stationary signal and hence the value chosen 
must provide the best overall optimization [106]. An example application in which 
this is apparent is in speech processing.
Tests show that the optimum value of 7 varies according to different vowels and 
speaker gender [128] however, the optimum 7 value for speech in general was 
observed to be -0.3 [65] [106]. The application of the RRC error measure, would 
produce the best optimum value of 7 over the whole data range but would require 
re-optimization for each frame of data. Generally, this is too computationally 
intensive to be practical.
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0.6
0.4
^  0.2 aS' 0I 
-  -0.2
-0.4
-0.6
- 0.8
■1 -0.5 0 0.5 1 1.5
Real Part
Figure 3.5 ; Zero track for y= (0.4, 0.3, 0.2, - 0 .5 , - 0 .6 ,  -0 .7 ,  - 0 .8 , - 0 . 9 ) .  
(closest approach to zero occurs at 7  «  —0.8  )
3.3.5 The RRC of the output of a linear system
Again consider the signal (^r), the output of a linear system, as defined in equation
(3.2). From equation (3.20) and applying the power 7 ,
\s(œ)\r=\E(co)Y.\H(co)Y 
Thus the RRC of the signal s(t) is given by;
Cs(ri)=Ce(vyc)Xri)
(3.37)
(3.38)
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The RRC is the convolution of the cepstLaim of the excitation Cg (77) and the cepsti'um 
of the impulse response c/, (77).
At first glance the cepstrum as a convolution of two components would appear to 
complicate the process of their separation. However, as the spectral properties of 
each component are distinct from each other the rates of convergence for each 
component are different. Provided the optimum rate of convergence is achieved 
maximum compression of each component occurs and separation is achieved via a 
liftering process and the magnitude spectrum of each component may be obtained.
3.4 Short-time eepstral analysis
The theoretical development discussed in sections (3.1) and (3.2), defines continuous 
eepstral analysis over an infinite range of the analog signal. However, in practice, 
eepstral analysis is performed over a finite time interval only. Capturing the chosen 
interval is perfoimed by applying a window function to the signal, that modifies the 
signal as a result of this localized selection.
Consider a signal s(t) of infinite duration, observed over a finite duration Iq to .
The windowed signal may be expressed as;
s(r) = s(O.M>(f) 
where w(/) = 1
~  ^ elsewhere. (3.39)
Now consider the CLC of s(t) , c(-r), 
then
c(T)=3-'[ta(3[?(r)])]
= 3 -‘[ln(s[4).«<()])] (3.40)
Now let
S[û})=^ S((oyw((o) (3.41)
where s{œ) is the complex spectrum of the signal over an infinite time span,
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w(û}) is the complex spectmm of the applied window 
and s (cd) is the complex spectrum of the modified signal.
Thus,
c(t)=3"  ^ [ln(yW*^FW)] (3.42)
Now
and
then
S{o))=^ Sji(û})+JSf{û)] (3.43)
W(w)=Wr {(o)+J Wf id)) (3.44)
5 W  = (w)* JVji (co )- -S j  Wj ( o } ) ) + j  [ S i  (<o)* Wr  [o) ) +  S r  [æj^Wi [a?)) (3.45)
whereby;(ft?) and îVr{û)) are the real components and Si[co) and Wi(co) are the 
imaginary components of the complex spectra of the signal and window respectively. 
From equation (3.45), it can be seen that the real and imaginary components of s{co) 
contain combinations of both real and imaginary components of the window 
specti'um. It can be observed that the property of additive cepstra is lost with the 
application of a window function, complicating the deconvolution process.
The effect of the window can be reduced by ensuring a time symmetric window 
function such that Wj (a;)=0 [100].
Then equation (3.45) reduces to;
S(®)=( SM oW nia)  )+;( S,{w )*w M  )=Sw))*wM  (3,46)
and since
(3.47)
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then
c(T)=3-^[ln|yW| ]+3"^[/zyW]
= c„j(t)+C0(t) (3.48)
where
and
(3.50)
c„,(t) is an even function while c^ »(r) is an odd function of frequency [100].
The consequence of this, is that a modified cepstium is obtained but where the 
modification depends not only upon the window spectrum, Wr{0 ) but also on the 
properties of the spectrum of the signal, S^ co) .
Another effect due to the application of a window function to the signal is the 
introduction of phase distortion, due to the phase contribution of the time offset of 
the window. This modifies the signal phase spectrum while leaving the magnitude 
spectrum unchanged [100]. This effect may be removed by ensuring the centiing of 
the window function about the time origin. The latter condition is nqt needed for the 
RLC (or indeed the RRC) as the phase is disregarded.
As discussed in chapter 4, specific assumptions can be made about the generation of 
S(£o) under certain conditions that may still allow effective eepstral deconvolution in 
spite of the effect of the short time windowing.
The same considerations apply to the SRD. However, the resulting cepstrum is a 
number of convolved cepstra, which as discussed in section (3.2.3) depends on the 
choice of the optimmn value of y for efficient deconvolution.
Another consideration when implementing eepstral domain analysis techniques on a 
sampled time domain signal is to avoid aliasing in the eepstral or quefrency domain. 
Aliasing may occur because even though a critically sampled time signal produces a
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critically sampled frequency domain spectrum, in the case of the application of a 
non-linear function to the latter, the production of a critically sampled cepstrum is 
not guaranteed. Hence aliasing may occur in the quefrency domain. This is most 
apparent in the case of phase spectrum analysis as here a spectrum has a large rate of 
zero crossings. One method to avoid this problem is to interpolate [100] the 
specti’um under analysis before the non-linearity is introduced an issue discussed in 
chapter 4.
3.5 Conclusions and summary
In this chapter, the origins of homomorphic deconvolution (HD) have been 
introduced. An overview of the basis of this technique has been presented. It is a 
frequency domain analysis technique, which involves the modeling of the poles and 
zeros representing systems. HD is most suitable for systems in which the system and 
its input have sufficiently different spectral properties for the deconvolution process 
to be applied (such as speech processing which will be discussed in detail in chapter 
4). HD relies on the application of a non-linear function for this process of 
deconvolution.
An overview of the traditional technique of HD systems, the logarithmic 
homomorphic deconvolution technique (LHD), with both its complex and real 
methods have been discussed in sections (3.1.1 and 3.1.2). Another technique based 
on a different non-linear, function namely the spectral root homomorphic 
deconvolution (SRD) technique has been discussed as an alternative in section (3.2). 
It has been found to produce better results than the LHD for certain applications [65]. 
Even though both of the discussed deconvolution techniques have the capability of 
analyzing the phase component of a system, phase has been usually disregarded. This 
is due to the restriction, in phase processing, that the phase spectrum must be in its 
continuous form without any discontinuities, which entails a phase unwrapping 
process or the use of alternative techniques for the analysis of phase. This will be 
discussed in detail in chapter 6. The parameters for the choice of the y value was 
discussed in detail in section (3.2.3), to show how the LHD technique is a special 
case of the SRD. The correct choice of the y value produces the optimum 
convergence rate of the data, accomplishing the best separation of spectral
48
components. Finally, the discussion of short time cepstial analysis and how the 
windowing process modifies the signal is presented. Under short-time analysis the 
appealing effect of the RLC, substituting the convolution with summation is lost. 
Overall, the ability to optimize the RRC by changing the value of y leads to a more 
effective deconvolution process in theory. It is, therefore, the RRC that has been 
applied, as described in chapter 4, to develop more effective analysis and synthesis 
filters.
49
Chapter 4
THE APPLICATION OF HD TO SPEECH 
ANALYSIS
4.1 Introduction
In chapter 3, the principles of HD were developed to show how a linear system can 
be modeled in the quefrency domain via a set of eepstral coefficients. Two eepstral 
techniques were discussed; the LHD and the SRD methods in both their real and 
complex forms. In this chapter, the application of these techniques to the analysis of 
speech is presented using the simple linear model of speech production (see section 
2.5.1) as the basis for the HD process. Examples are shown, using synthetic speech 
signals, representing both the voiced and unvoiced cases. These are used to evaluate 
the performance of these HD processes.
Section 4.2 develops the conventional LHD process firstly in its simplified real form 
and then in its complex form. The effectiveness of the LHD is investigated for 
various models of voiced and unvoiced speech. Section 4.3 then develops an 
investigation of the RRC using the same synthetic examples for voiced and unvoiced 
speech excitations. The method is then expanded to include the CRC. The 
conclusions are presented in section 4.4.
50
4.2 Speech analysis via the LHD
Consider the discrete speech model described in section 2.3.1 where the speech 
signal s{n) may be defined as:
s{n)=e{n)’^ h{n) (4.1)
where e(«) is the excitation and /?(») denotes the impulse response of the vocal tract 
filter model. The deconvolution of these two components is achieved by the 
calculation of the LHD of the spechum in the manner based on the discussion in 
section 3.1. The possibility of the separation is based on the assumption that under 
specific conditions, the two cepstial components are located in two different 
quefrency regions, combined by an additive relationship. As the vocal tract spectral 
component varies smoothly across the fiequency domain, the eepstral coefficients 
modeling the vocal tiact impulse response will be located around the origin of the 
quefrency domain in the low quefrency range. The spectral component related to the 
excitation varies rapidly across the fiequency domain and its coiTesponding eepstral 
coefficients, are in general, located away fiom the quefrency origin. A suitable 
liftering procedure [51] [1 0 0 ] is adopted to extract the coefficients which model the 
vocal tract filter. Figme 4.1 portrays the analysis procedure using the LHD, where 
ci?]) derrotes the cepstrum of the frame of speech, which is then liftered by 
multiplying the cepstrum by two functions, /j (77) and 72(77), to produce two distinct 
cepstra, one representing the excitation, (77) and the other representing the vocal 
tract model, c/, (77). Here 71(77)=!, for all j ]< q  and 0 elsewhere, and 72(77) = ! for all 
7]>-q arrd 0 elsewhere, where q represents the chosen order of the system.
i M
Figure 4.1 Speech analysis via the LHD.
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4.2.1 Cepstra! analysis of voiced speech via RLC
The excitation of the speech model, as mentioned previously (see section 2.5.1) may 
be of two different types, either voiced or unvoiced. To illustrate the RLC produced 
for voiced speech, consider a simplified model for the glottal excitation present in 
the voiced speech;
(« ) = >'T ] (4.2)
; - 0
where S{n) is the Kronecker ( unit) pulse, is the amplitude of the r pulse and T 
represents the pitch period .
The z-transfonn of e^ (w);
Q
/•=0
Letting z  ^ =  x ,
;=0
(4 3)
0*4)
r= 0
where {7?,.} are the roots of equation (4.3) and \b,.x\< I,
(The above relates to the conditions necessary for a minimum phase sequence and
the coiTesponding maximum phase conditions are = x  and 
section 3.1.2.)
b. as derived in
For the magnitude spectrum, we have
fQ-i f  2-1 r n|£vWr= n
\.r=0 ^ (/-=0 V
(4.5)
and applying the logarithm gives
ln| E y(x)|= .^  j ^  In ^  ( l-7 > * x ) i  .
2 [ f=0 r-0  J
(L6)
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Expanding the ( l - / t ) )  terms in equation 4.6, with | /(x)|^l and applying an inverse 
Z“transform evaluated on the unit circle, the RLC is given by:
2;!
-  Z  7?
r=0
for 7]=kT where k is an integer, k^O.
(4.7); (77)=0 for k = 0 and all other values of 77
The RLC, Ce(7/), is an infinite sequence of regularly spaced pulses separated by the 
pitch period of €,,(77) and zero everywhere else. In the case of a sampled frequency
domain, the quefrency domain is periodic about ~ ,  where A7^ is the chosenû)ÿ
sampling interval in the fiequency domain. For the usual case where, for N  samples 
taken in the time domain there are also N  samples in the discrete spectrum, the 
cepstrum will also be periodic every N  samples. Thus an infinite train of eepstral 
values are alliased roimd the quefrency axis. The excitation eepstral coefficients are 
replicated at multiples of the pitch period introducing aliasing [126]. No clean 
separatioir of vocal tract response and excitatioir is guaranteed here, since pulses 
from the excitatioir cepstrum can appear near the low-order quefrency values. To 
illustrate these effects, a (256 samples) syirthetic signal, consisting of a series of 
three pulses, 50 samples apart, with exponential decaying amplitudes (minimum 
phase) is produced, as shown in figure 4.2. A manual calculation from equation 4.6 
is shown in appendix 4. The coiTesponding log-magnitude spectrum and the resulting 
RLC are shown in figure 4.3 and figure 4.4 respectively. The RLC is an infinite 
series of decaying cepstial coefficients separated by the pitch period. The eepstral 
coefficients are wrapped around the que&ency domain introducing aliasing in this 
domain. Thus the appearance of eepstral coefficients belonging to the excitation in 
the region around the low-order quefiency values complicates the separation of the 
speech components mider analysis.
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Time (samples)
Figure 4.2 : Exponential decreasing 
amplitude periodic synthetic signal.
Frequency (samples)
Figure 4.3: Log magnitude of periodic 
synthetic signal.
Linear interpolation in the time domain reduces the overlap of components in the 
quefrency domain as shown in figure 4.5 where the signal ey(/z)has been interpolated 
by 4:1 zero-padding.
0.1
Q u e f r e n c y  ( s a m p l e s )
Figure 4.4: RLC of periodic synthetic signal.
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Q u e f r e n c y  ( s a m p l e s )
Figure 4.5: RLC of interpolated periodic synthetic signal.
Now each sequence decays significantly such that they no longer encroach on the 
low order region. To illustrate this phenomenon, a four pulse excitation is filtered by 
the filter ( 4 poles and 2 zeros) described in section 3.1.2 to simulate the production 
of a voiced speech frame. Figuie 4.6 illustrates the signal used. The log-magnitude 
spectrum of the voiced synthetic signal is shown in figure 4.7.
Time (samples)
I
Frequency (samples)
Figure 4.6 Voiced speech synthetic signal 
(minimum phase excitation signal).
Figure 4.7 Log-magnitude of voiced speech 
synthetic signal.
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The RLC produced (see figure 4.8), contains cepstra of both components; filter 
impulse response and excitation. The fifth eepstral peak from each excitation 
cepstium lies in the low-order quefrency regions.
II
Quefrency (samples)
Figure 4.8 The RLC of voiced speech synthetic signal.
1. fifth peak lies in low-order quefrency region.
2. corresponding peak in negative quefirency.
To ensure that the excitation components do not occur in the low-order quefrency 
region, an interpolation of 4:1 zero padding is applied in the time domain before 
calculating the RLC. Figure 4.9 shows the log-magnitude spectrum of the 
interpolated voiced synthetic signal. Adopting the interpolation reduces the effects of 
aliasing for the accurate separation of the two cepstra ( as seen in figure 4.10).
Frequency (sam ples)
Figure 4.9 The log-magnitude spectrum of interpolated 
voiced speech synthetic signal.
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Q u e f r e n c y  ( s a m p l e s )
Figm e 4.10 The RLC of interpolated voiced speech synthetic signal.
Figure 4.11 compares the hue filter magnitude frequency response to that derived 
from the filtered cepshum ( as shown in figures 4.9) using a 20 sample lifter. The 
non-inteipolated spechum shows significant deviations, whereas a more accurate 
recovery is possible with interpolated spechomi (see figure 4.12).
Frequency (samples)
Figure 4.11: Recovered log-magnitude specti'um 
of non-interpolated voiced synthetic signal.
Frequency (samples)
Figure 4.12: Recovered log-magnitude specti'um 
of interpolated voiced synthetic signal.
57
Another factor that affects separation is the choice of the lifter size, by which the 
correct cepstial coefficients may be isolated to ensure the best recovery of the vocal 
tract frequency response. A Study by Oppenheim [81] suggest that lifter size should 
be less than the pitch period for optimum recovery. However, the later study by 
Verhelst and Steenhaut [126] suggests that for optimum recovery the lifter size 
must be less than half the pitch period. Figure 4.13 shows the recovered system log- 
magnitude spectrum, using different lifter sizes, compared to the true system log- 
magnitude specti'um for the example shown in figure 4.6. It may be observed that an 
optimum recovery of the system log-magnitude spectrum in this case is achieved as 
long as the lifter size is less than the pitch period and greater than the system filter 
order. As soon as the lifter size is equal to the pitch period the cepstrum component 
of the excitation is included in the calculation and the separation feature is lost as can 
be seen in figure 4.13(d). In practical speech analysis, the lifter is constrained to less 
than half the pitch period and greater than a value calculated at twice the bandwidth 
of the analyzed signal in kHz.
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a) Lifter = 5
Frequency (samples)
b) Lifter =10
Frequency (samples)
c) Lifter =20
Frequency (samples)
d) Lifter =35
Frequency (samples)
e) Lifter =40
Frequency (samples)
f) Lifter =50
Frequency (samples)
  Tine log-magnitude spectrum.
  Recovered log-magnitude spectrum.
Figure 4.13: Recovered system magnitude spectrum of voiced speech synthetic signal (pitch 
period = 50) via different lifter size.
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4.2.2 Cepstral analysis of unvoiced excitations via RLC
For unvoiced speech, the excitation is assumed to be modeled by Gaussian white 
noise. Here, are random, uncorrelated samples in the discrete time domain
with zero mean and variance . For a random sequence of infinite duration, the 
magnitude spectmm of {e„(«)} is uniform over all frequency with value g and the 
corresponding RLC is just a single pulse at 77 = 0 of height log o . However, where 
the sequence is finite (i.e. windowed), as illustrated in figure 4.14, the
situation changes. The corresponding log-magnitude spectmm and the resulting RLC 
are shown in figure 4.15 and figure 4.16 respectively.
e<
Time (samples)
Figure 4.14 : Unvoiced synthetic signal
Frequency (samples)
Figure 4.15: Log magnitude of unvoiced 
synthetic signal.
The spectrum of the time window is convolved with the noise spectmm, the result 
being that cepstral values of the windowed noise appear at various quefrency 
locations [100].
Thus, the potential for accurate separation of the unvoiced speech components is 
compromised. Time domain interpolation in this case (unvoiced excitation) does not 
improve the separation of the different components since the cepstral coefficients 
belonging to the excitation are distributed over the whole region of the quefrency 
domain even when the signal is interpolated as seen in figure 4.17. ( For practicality, 
since intei-polation is beneficial in the case of voiced speech this procedure is 
retained in the case of unvoiced speech even though it gives no advantage).
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!2.5
1.5
200
Q u e f r e n c y  ( s a m p t e s )
Figure 4.16: RLC of unvoiced synthetic signal.
200 400 600 800
Q u e f r e n c y  ( s a m p l e s )
Figure 4.17: RLC of interpolated unvoiced synthetic signal.
Once again the filter used in section 4.3.1 is introduced to simulate an unvoiced 
synthetic signal. Figure 4.18 shows the amplitude/time output of the synthetic filter 
when excited by the noise sequence {e„(w)}, while figure 4.19, and figure 4,20 show 
die log-magnitude spectrum and RLC respectively, for a 4:1 interpolated time signal.
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IE<
Time (samples) Frequency (samples)
Figure 4.18; Unvoiced synthetic 
speech signal.
Figure 4.19:Log-magnitude spectrum of 
interpolated unvoiced synthetic signal.
2G0 400 éOO
Quefrency (samples)
1D0 12CG
Figure 4.20: RLC of unvoiced synthetic 
speech signal.
Figure 4.21 displays the recovered log-magnitude spectra via the RLC with different 
lifter sizes. It may be obseiwed that the recovered log-magnitude frequency response 
is not as accurate as for the recovery for voiced excitation. This follows from the 
basic feature of the unvoiced excitation cepstrum where values are distributed over 
the whole quefrency domain, including the low order regions. Hence the recovered 
vocal tiact model spectrum will always be distorted by the existence of some 
excitation cepstral coefficients in the low-order quefrency region. For this example, 
the lifter size of 6 cepstral coefficients appears to produce the closest recovery. It 
may be observed that a large lifter size in the unvoiced case will increase the 
distortion as a larger number of excitation cepstral coefficients will be included in 
the recovery process.
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a) Lifter =4
Frequency (samples)
b) Lifter =5
Frequency (samples)
c) Lifter =6
Frequency (samples)
d) Lifter =10
Frequency (samples)
e) Lifter =12
Frequency (samples)
f) Lifter =15
cS’E
E
Frequency (samples)
  True log-magnitude spectmm.
  Recovered log-magnitude spectmm.
Figure 4.21: Recovered system magnitude spectrum of unvoiced speech synthetic signal via 
different lifter sizes.
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4.2.3 Cepstral analysis of voiced excitations via CLC
In the previous section, the application of the RLC to the analysis of speech was 
described with the intioduction of models for both voiced and unvoiced speech. In 
the case of the RLC, the phase information contained in the signal is discarded and 
the RLC only provides a model of the magnitude spectr um of the vocal tract filter 
and excitation. In the case of the CLC, both the magnitude and phase infonnation is 
included (see section 3.1.1) and the complex spectra of the vocal tract filter is 
separated from the complex spectrum of the excitation via a lifter applied to the 
CLC.
With the inclusion of the phase information, equation 3.20 now becomes;
I =1 (4.8)
where {co) , (pjr {(o) and <p^ {cd) are the phase spectrum of the speech, excitation and 
vocal tract filter model respectively.
From equation 3.11 and given that 0s M+ 0h W  , then the CLC is given by;
(vhcm, fo)+ W)+ (77) (4.9)
Here, (7;) and (7/ ) , are real even components of the cepstrum identical to those
obtained via the RLC, while the phase cepstral components, (77) and (77) , are
real and odd functions representing the phase information. Consider the same 
minimum phase signal as in section 4.2.1 (un-interpolated form) shown in figure 4.6. 
The CLC of the synthetic signal contains two real components. The first component 
(even component) is ideirtical to the RLC of the signal as may be observed from 
figures (4.22) and (4.10). The second component (odd component) as shown in 
figure 4.23, represents the phase log cepstrum (PLC) related to the phase spectra of 
vocal tract filter and the excitation. Again it is assumed that the phase cepstral 
components for the vocal tract filter and excitation occupy separate quefrency 
regions, and, for the simultaneous separation of excitation and vocal tract, these must
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be the same regions as for the corresponding magnitude infonnation. One practical 
issue here is the difficulty in conectly computing the logarithm of a complex 
function; the phase computation involves the calculation of phase angles to modulo 
Ik and thus contains discontinuities which must be removed fiom the signal phase 
specti'um before the complex cepstium can be conectly derived [82] [94], In this 
example as the vocal tiact filter model and excitation are both minimum phase, no 
discontinuities will be present as all the zeros corresponding to these components are 
within the unit circle (see sections. 1.1). Hence the CLC may be computed directly by 
the addition of the even and odd cepstral components.
S a
E<
Quefrency (samples)
Figure 4.22 Even component of CLC 
of minimum phase signal.
Quefrency (samples)
Figure 4.23 Odd component (PLC) 
of CLC of minimum phase signal.
I
Quefrency (samples)
Figure 4.24 CLC of minimum phase synthetic signal.
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It may be observed from figure 4.24, that the assumption that both the phase cepstra 
and magnitude cepstra of each component (vocal tract and excitation) lie in the same 
region is applicable, and hence the same lifter should theoretically separate both 
cepstra.
It must be noted that a time offset, or delay in the time signal, will not effect the 
magnitude spectium or its cepstrum but this does not hold for the phase cepstrum. To 
show this effect, consider the same minimum phase excitation signal with a 10 
sample offset exciting the previous filter, (as shown in figure 4.25). It may be 
observed from figure 4.26 that the even component of the CLC is an exact match to 
the RLC of the signal with no time delay.
< OJ
Time (samples)
Figure 4.25: Minimum phase signal 
with 10  sample delay.
Quefrency (samples)
Figure 4.26: Even component of CLC of 
time delayed signal.
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Quefrency (samples)
Figure 4.27: PLC of time delayed signal.
200 400 $00 SX) 1000 12D0
Qusfrency (samples)
Figure 4.28: CLC of time delayed signal.
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However, in the case of the time-delayed signal, the phase cepstrum produces a 
gi'eater valued phase log cepstmm (PLC ), ( as seen in figure 4.27) when compared 
to the RLC for the same signal. Hence, the RLC values are masked by the values of 
the PLC once the two components are combined and, (as may be observed from 
figure 4.28), therefore the separation of filter and excitation components is not 
possible.
This situation is particularly relevant to the short-time analysis of speech when the 
position of each sequential analysis frame has an arbitrary alignment with the 
imderlying signal, hi this example since the vocal tract filter model and excitation are 
both minimum phase, the time delay may be removed by applying a sliding window 
to adjust the frame alignment to remove the time delay (i.e. the left hand side of the 
window is aligned with a pitch pulse) .
However, in die case of a maximum phase excitation exciting the minimum phase 
vocal tr act filter model the elimination of this effect is not possible. To illustrate this 
effect consider the filter output signal (as used in section 4.3.2) for a two pulse 
maximum phase excitation such as portrayed in figure 4.29.The phase spectium in 
this case contains discontinuities as seen in figure 4.30. An imwrapping routine must 
be applied before the CLC can be obtained. The unwrapped phase spectium is shown 
in figuie 4.31.
As previously described, the CLC may be produced by the summation of the even 
component (RLC, seen in figure 4.32) and the odd component (PLC, seen in figure 
4.33). The CLC produced (figure 4.34) is similar to the CLC of the minimum phase 
delayed time signal produced in the previous example (figuie 4.28). Although no 
apparent time delay exists, as the excitation is maximum phase there is an implied 
negative time delay offset from the right hand side of the frame. An attempt to 
remove this negative time delay of the excitation creates a positive delay for the 
minimum phase impulse response. The signal is shifted to the middle of the fr ame to 
apply a neutral delay. In this example an exact position where the delay may be 
neutralized was very difficult to accomplish. Figures 4.35a and 4.35b show the PLC 
with different window adjustments. To deal with this issue a sliding short time 
window frmction must be employed, which would be complex and impractical. It is 
apparent that the production of a PLC with a complete time delay removal is not
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possible. Hence, it may be concluded that a combined analysis of magnitude and 
phase spectra using log cepstral analysis is not possible in practical situations.
E<
Time (samples)
Figure 4.29 Filter output of maximum 
phase excitation.
I , I
Frequency (samples)
Figure 4.30 Wrapped phase .
Frequency (samples)
E 4)4
Figure 4.31 Unwrapped phase.
200 400 600 SOO 1000 1200
Quefrency (samples)
Figure 4.32 RLC of synthetic signal.
Quefrency (samples)
Figure 4.33: PLC of synthetic signal.
Quefrency (samples)
Figure 4.34: CLC of synthetic signal.
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Quefrency (samples)
20C -103 6CQ eon 1000 tMO
Quefrency (samples)
Figure 4.35a: PLC of synthetic signal 
with sliding window(position 365).
Figure 4.35b: PLC of synthetic signal, 
with sliding window(position 480).
4.2.4 Cepstral analysis of unvoiced excitations via CLC
In the case of synthetic unvoiced speech, it has been observed from the RLC, 
(section 4.2.2) that the excitation cepstral coefficients are spread across the whole 
quefrency domain complicating the deconvolution process. The inclusion of the 
phase spectrum component further complicates this task. Figure 4.36 and figure 4.37 
show the wrapped phase of the synthetic imvoiced excitation and the attempted 
unwrapped phase spectium respectively.
Frequency (samples)
Figure 4.36: Wrapped phase of unvoiced 
synthetic signal.
Frequency (samples)
Figure 4.37: Unwrapped phase of unvoiced 
synthetic signal.
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It may be observed that the PLC, as for the previous maximum phase excitation, 
masks the RLC cepstral values (figure 4.38).
400 £00 800 1Û0G 1203
Quefrency (samples)
Figure 4.38: PLC of unvoiced synthetic signal.
It has been shown that in most cases the phase component of the unvoiced sequence 
is ignored due to the complexity of its unwrapping and the resulting CLC [100]. 
However, as the phase component is important for certain classes of unvoiced speech 
such as for fricatives and plosives, efforts should be made for alternative techniques 
for phase spectrum analysis, as will be seen in chapter 6.
4.3 Speech analysis via the SRD
The SRD follows essentially the same process as that applied to the LED, described 
in section 4.2, except that the Tog’ function is replaced by a power ( Y.  The same 
assumptions made about the excitation and vocal tract components occupying 
different quefrency regions (discussed in section 4.2) also apply for the SRD. 
However, the relationship is not additive but convolutional. The separation depends 
on the differing rates of convergence of the cepstral coefficients for each component 
(see section 3.3.5).
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4.3.1 Cepstral analysis of voiced excitations via RRC
As far as the RRC (introduced in section 3.2.2 as a variant of the familiar RLC), is 
concerned, the resultant cepstTum is very similar in structure to its RLC counterpart 
particularly when 7  is small. However, where the analysis of voiced speech is 
undertaken there are small differences in the outcome which should be recognized. 
Considering the model voiced excitation of section 4.3.1 (equation 4.2), the 
magnitude spectium to the 7 power of this signal is given by;
6-1/ . , \ ln;-=0\ E v {x ) \  ^  = 6-1/  *  Zr=0 (4.10)
From section 3.2. (equation 3.2.4); each (l - 6 ,.x)2 term expands as;
(l —Z/,.x}2 — 1——6..%+... + (4.11)
with conditions for convergence being identical to those of section 4.2.1.
The RRC overall consists of a convolution of a series of cepstral terms relating to 
each time-domain excitation pulse. Each term gives rise to a cepstral value at integer 
multiples of the pitch period T in the quefrency domain with intervening values 
being zero. The combined value at each multiple of T samples, is derived from the 
contiibutions at that place from each series. The major difference between this result 
and that fr om the RLC, is that there is also a contiibution from each excitation pulse 
located at 77=0 . Figuies 4.39a and 4.39b (a close-up), show the RRC of a 4 pulse 
excitation. A significant pulse at the zeroth cepstral coefficient is clearly indicated. 
If this excitation is used as input to the minimum phase filter, then the cepstral 
coefficients of the RRC of the resultant filter output will give low-order values 
relating to the filter tiansfer function as described in section 3.2. Again there will be 
a contribution from each pole and zero at //=0 . The result is shown in figure 4.40a 
and 4.40b (a close-up). In the RRC case, the deconvolution process, depending on 
the rate of convergence of the series of cepstral coefficients, is manipulated via the 
chosen root power (.y, and hence, as described in section 3.2.3, there will exist a 
value of 7  where an optimum system magnitude recovery may be achieved.
71
200 4X 600 800 >009 12N
Quefrency (samples)
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Quefrency (samples)
Figure 4.39a: RRC of the synthetic 
periodic pulses.
Figure 4.39b: RRC of the synthetic 
periodic pulses (samplesl-2 0 0 ).
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Quefrency (samples)
0 20 40 00 00 100 120 140 1(0 too 200
Quefrency (samples)
Figure 4.40a: RRC of synthetic minimum 
phase excitation.
Figure 4.40b: RRC of synthetic minimum 
phase excitation (samplesl-2 0 0 ).
Figures 4.41a, 4.41b and 4.41c show magnitude response recovery (lifter = 20) with 
y at 0.7, 0.05 and -0.3 respectively. It may be observed that best recovery for this 
example, with a 2 0  sample lifter, is achieved at 7 = -0 .3 , a result that agrees with 
observations by Lim for speech [65].
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a) 7  =  0.7
Frequency {samples)
b) 7 =  0.05
Frequency (samples)
c) 7 = -0.3
Frequency (samples)
  True magnitude system response.
  Recovered magnitude system response.
Figure4.41 : Recovered magnitude response using RRC at different 7 .
4.3.2 Cepstral analysis of unvoiced excitations via RRC
For unvoiced speech, the same assimiption made for the RLC (in section 4.2.2) about 
the modeling of unvoiced excitations with Gaussian white noise is applicable here. 
The possibility of the clean separation of the different components of the speech 
signal will not be possible (as for the RLC in section 4.2.2). Even though with the 
RRC an optimum value of 7  may be calculated, the dispersion of the excitation 
cepstral coefficients in the quefrency region is inevitable. Again a short lifter is used. 
Figure 4.42, figure 4.43 and figure 4.44 show the RRC and recovered system 
magnitude response (for the same signal described in section 4.3.2 and shown in 
frgui'G 4.18) after applying 7  = 0.7 , 7  = 0.05, and 7 = -0.3 respectively. It may be 
observed from the above figures that imlike the RLC , for each signal, various
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cepstra may be produced depending on the value of the chosen 7 , from which 
various magnitude system responses may be recovered. As can be observed in the 
case of the unvoiced excitation ( as for this example), with a smaller 7  , a relatively 
more accurate recovery is possible.
<  OS
Quefrency (samples) Frequency (samples)
Figure 4.42 (a) RRC at 7  = 0.7. (b) Recovered magnitude response.
«D KO KB IOOT 12»
Quefrenqr (samples) Frequency (samples)
Figure 4.43 (a) RRC at 7  = 0.01. (b) Recovered magnitude response.
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Quefrency (samples) Frequency (samples)
Figure 4.44 (a) RRC at 7  = - 0.3 . (b) Recovered magnitude response.
4.3.3 Cepstral analysis of voiced excitations via CRC
In sections 4.2.3 and 4.2.4 the application of the CLC to the analysis of simulated 
speech signals with both voiced and unvoiced excitations was discussed with the 
conclusion that an accurate analysis of the combined magnitude and phase response, 
is not possible. In this section the possibility of the combined analysis of magnitude 
and phase via the CRC is investigated. Unlike the CLC, the CRC reflects the time 
domain shift by a shift of 7 7  in the quefrency domain.
Consider the simulated voiced-speech signal;
s ( n ) ~  ^ j 3 j , Ô { n - r T - T ) * h { n )
r=0
(4.12)
where T is the pitch period, 7 is delay in the time domain and Q is the number of 
pitch pulses in the signal under analysis.
Then,
Êr^ OS{oJ>)= .H((o) 04 13)
Let =/•=0 j'=0 (4.14)
where x = e
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For the case where the excitation is minimum phase then;
= 3 “‘ [(5 («?))’']
= 3 - ‘f (1-6^%) |*3-'[(Ar(w)X] ^ '■=0 J
^ 0{t] -  y r ) * ( ^  à^S{î] ± k T ) \ ’^ hir]) (4 15)
where -  7 7) represents the delay in the cepstrum, ^  ^ sin + kT ) cepstral
coefficients of the excitation and hirj) are the cepstral coefficients of the impulse 
response in the 7 -cepstral domain. The } are obtained from the coefficients 
arising from the convolution of all series expressions of the terms {[-byxY for
For the maximum phase case, equation (4.14) must be written as:
}-0 r —Q b,.
-1 (4.16)
in order for the series expansion of the 
Thus,
-1 terms to be convergent.
/  « \c{ri)=ô{7] -  y t - ( { Q - I Y t Y  Y,à„ôij] ±kT)  *^(77)V. *=0 j (4.17)
where ô{iT-yT-({Q-\)yT)  represents the time shift (7 7 ) added to the (7 7 ) term 
multiplied by one less than the number of pitch pulses (g -l). The {âi }^ are obtained 
from the coefficients arising from the convolution of all series expansion of the terms
r 1---- Xfor
by x l . The system impulse response may be recovered by isolating 
just one of the pulses in the quefrency domain using a suitably positioned lifter.
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Usually one would wish to recover the principal pulse, being that with largest 
amplitude ( and the first tenn in the series of fe}) . A search algorithm must be 
implemented to locate this maximum pulse.
In order to investigate the effectiveness of the CRC on the recovery of the system 
magnitude and phase response, the same three examples of section 4,3.4, as used for 
the CLC, will be applied.
The first example, for which the CRC will be produced, is the four pulse minimum 
phase excitation with no offset ( see figiue 4.6 ). Figiue 4.45 shows the CRC with the 
first cepstial value being at zero quefrency position as expected. An appropriate lifter 
of 20 cepstial coefficients and y = -0.3 was used to recover the magnitude (figme 
4.46) and phase (figuie 4.47) responses of the system. The accuracy of the recovery 
of the phase response is dependent on the phase spectrum being continuous (as in 
this example) i.e. free from discontinuities. In the case of the same minimum phase 
excitation signal with a 10 sample offset, two observations may be made. Firstly the 
offset of 10  samples in the time domain produces 1 0 . 7  sample offset in the 
quefrency domain. Secondly, the phase spectrum analyzed will contain 
discontinuities (figuie 4.48) due to the introduction of the time-delay. Before any 
further analysis can be adopted, the phase spectrum must be unwrapped (figure 
4.49). Figure 4.50 shows the CRC produced for this time-delayed minimum phase 
excitation signal. By applying a suitable lifter, the magnitude and phase responses of 
the system may be recovered. Since the cepstral values selected by the lifter contain 
both magnitude and phase information in the 7 - cepstial domain, the lifter must 
select cepstral values on either side of the principal pulse (i.e. the maximum cepstial 
value). Even though the original filter response is assumed to be minimum phase, the 
effect of imposing the (.)^  function in the frequency domain leads to a cepstrum 
which is, in effect, now ‘mixed phase’ due to the movement of zeros (and poles) (see 
section 3.2.3). The lifter needs to be wider than that used previously. When the 
principal pulse is closer to the left hand side of the quefr ency axis than half the lifter 
width, a portion of the lifter must be applied to samples on the right hand side of the 
quefrency axis. In effect the quefrency axis is treated as if it lies on a continuous 
cylinder with the lifter fr ee to slide around without boundaries being imposed. It may 
be observed that although the phase spectrum has been unwrapped, the algorithm
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Quefrency (samples) Frequency (samples)
Figure 4.45 CRC of minimum phase excitation. Figure 4.46 Recovered magnitude response.
«
Ia.
Frequency (samples)
200 400 600 aoo
Frequency (samples)
Figure 4.47: Recovered phase response. Figure 4.48: Wrapped phase spectrum 
(delayed).
Frequency (samples) Quefrency (samples)
Figure 4.49: Unwrapped phase spectrum Figure 4.50:CRC of time-delayed signal, 
(from delayed excitation).
imposes a gradient shift on the unwrapped phase proportional to the original time 
offset. It may be observed from figures 4.51 and 4.52, that the recovery of both
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components contain errors. This is to be expected, since any eiTors in the phase 
spectrum will introduce enors in the magnitude recovery as well as the phase.
Frequency (samples) Frequency (samples)
Figure 4.51: Recovered magnitude response. Figure 4.52: Recovered phase response.
An attempt to remove the giadient and impose odd symmetry ( figure 4.53) to the 
unwrapped phase is made in order to coiTect for the errors introduced to the 
recovery. Figure 4.54 shows the CRC of the manipulated phase spectinm (figure 
4.53).
Frequency (samples)
MO 400 CO) aco lOOO 1200
Quefrency (samples)
Figure 4.53: Manipulated phase spectrum. Figure 4.54: CRC of signal.
The recovered magnitude response (figure 4.55) is a closer match to the true 
magnitude response. However, the remaining errors in the phase spectrum (figure 
4.56) still affect the total accuracy of recovery. The recovered phase response is still 
not completely discontinuity free, which is a defect in most imwrapping algorithms, 
an issue discussed in chapter 6 . An investigation into varying the value of y for the
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manipulated phase spectrum, produced a better recovery at 7 = 0 .9 (figures 4.57 
and 4.58) for both components in the CRC which contrasts with the value of the 
optimum 7 found in the RRC.
The reason seems to lie in the representation of the unwrapped Fourier phase which 
will still retains one discontinuity at either 0 Hz or at half-sampling frequency 
(figures 4.49 and 4.53). At 7 = 1 , this discontinuity is exactly a multiple of Itc but at 
any other value of 7 is not. This leads to errors, during the inverse procedure, in 
modeling both magnitude and phase.
7  = 0.3
Frequency (samples)
7  = 0.3
Frequency (samples)
Figure 4.55: Recovered magnitude response. Figure 4.56: Recovered phase response.
7  = 0.9
Frequency (samples) Frequency (samples)
Figure 4.57: Recovered magnitude response. Figure 4.58: Recovered phase response.
In section 4.3.4 the analysis for the case of the maximum phase excitation with no 
time delay proved to be a difficult issue using the CLC, even when applying an
80
adjustable sliding window function. However, in the case of the CRC, an appropriate 
recovery for both magnitude and phase response of the system is possible. It is 
apparent fi'om equation (4.17), as discussed earlier, that the shift in the time domain 
is represented by a modified shift in the queftency region. Figme 4.59 shows the 
CRC for two maximum phase excitation signals; without offset and with 10 sample 
offset. The shift is removed in both cases by applying a suitable lifter to the CRC.
200 « 0  603 600 1000
Quefrency (samples)
a) No time offset implemented.
Quefrency (samples)
b) 10 sample time offset implemented.
Figure 4.59: CRC of maximum phase excitation .
In the case of the signal with no time offset an accmate recovery for both 
components is possible as shown in figmes 4.60 and 4.61.
However, in the case of the signal with the time offset, although the recovery of the 
magnitude response using y = 0.9 was good (figure 4.62) the recovery of the phase 
response (figiue 4.63) was not very accurate, as the problem of phase unwrapping 
still poses a problem in tlie phase analysis.
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Frequency (samples) Frequency (samples)
Figure 4.60: Recovered magnitude response. Figure 4.61: Recovered phase response.
Frequency (samples) Frequency (samples)
Figure 4.62:Recovered magnitude response. Figure 4.63: Recovered phase response.
4.3.4 Cepstral analysis of unvoiced excitations via CRC
In the case of the CRC for unvoiced excitations the same observations apply as to the 
CLC described in section 4.3.2. The randomness of the phase component 
complicates the task of analyzing this component accurately. As in the complex 
versions of the cepstrum for voiced signals the recovery of the magnitude system 
response is achieved in conjunction with the phase component of the system. 
However, in the unvoiced case, the excitation phase component is virtually 
inseparable fiom the system phase component. Figures 4.64 and 4.65 display the 
system magnitude and phase responses with 7 = 0.9 for both recoveries. An
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attempt to manipulate each component (magnitude and phase) separately, by 
applying different values of 7 for each component brings about an improved 
perfonnance. It may be observed that, as shown in figures 4.66 ( 7  = 0 .3 ) and 4.67 
( 7  = 0.01 ), a better recovery for the magnitude response is possible via separate 
analysis. This is due to the compression of the phase component by applying a much 
smaller 7  value for the magnitude recovery. However, good phase recovery is still 
difficult.
Frequency (samples) Frequency (samples)
Figure 4.64 : Recovered magnitude response Figure 4.65: Recovered phase response
for unvoiced excitation via CRC 7  = 0 . 9 .  for unvoiced excitation via CRC 7  = 0.9
Frequency (samples)
Figure 4.66: Recovered magnitude response 
for unvoiced excitation via CRC 7  = 0 . 3 .
Frequency (samples)
Figure 4.67: Recovered phase response 
for unvoiced excitation via CRC 7  = 0.01
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This result suggests that a better strategy would be to implement the separate analysis 
of magnitude and phase response, for both voiced and unvoiced excitations, leading 
to better recovery. Moreover, the phase analysis using the CLC and CRC does not 
produce reliable results, an issue discussed in more detail in chapter 6.
4.4 Conclusions and summary
It has been shown that in HD, analysis of a speech segment is achieved by 
deconvolving the segment into an excitation and an impulse response of the vocal 
tiact filter model. In the case of a voiced excitation it is assumed that under specific 
assumptions the two components have cepstral coefficients occupying two different 
quefrency regions with an additive relationship in the LHD and a convolution 
relationship in the SRD. In the SRD, the separation is based on increasing the rate of 
convergence of the cepstral coefficients by choosing an optimum power of 7 . 
Synthetic voiced excitation models were used in order to study the effects of the 
RLC and RRC.
It may be concluded fiom the previous examples that in HD analysis of speech a 
voiced/unvoiced decision about the frame of speech under analysis is necessary. 
Based on this decision, the lifter size for separation of both components (vocal tract 
filter and excitation) is made. For unvoiced frames of speech a small lifter size is 
chosen which is usually a value about one or two coefficients above the estimated 
system filter order. This limits the interference of the excitation components. Voiced 
frames of speech require a greater lifter size, constrained to lie between twice the 
bandwidth of the speech (in kHz) and half the pitch period. In summary it may be 
said that in practical speech HD analysis, the following procedures are to be 
adopted;
o  A frame of speech is interpolated by zero padding, 
o  A voiced/unvoiced detector is implemented, 
o  An unvoiced lifter size is chosen according to system order, 
o  A voiced lifter size is chosen according to the bandwidth of the speech and 
the estimated pitch period.
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Chapter 5, discusses the design of analysis and synthesis filters using the information 
obtained via the RLC and RRC processing.
In the complex version of both LHD and SRD techniques the phase response is 
retained, however a combined analysis of magnitude and phase proved to be a 
complex matter and did not produce good results. Hence, the analysis of magnitude 
and phase response would have to be done separately and combined at the synthesis 
stage to produce good results. This opens die way for the use of different phase 
analysis methods which may simplify the task and produce more accuiate results. 
The issue of phase analysis and alternative methods to the conventional Fouiier 
phase analysis is discussed in chapter 6 .
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Chapter 5
ANALYSIS AND SYNTHESIS FILTER DESIGN
5.1 Introduction
The analysis of speech waveforms involves the separation of components of the 
speech (excitation and vocal tract impulse response) according to the speech model 
as described in figure 2.2 ( see section 2.5.1). The excitation and vocal tract filter 
model are represented with a number of parameters (vocal tract cepstral coefficients, 
gain, voiced-unvoiced decision and pitch period for voiced frame. The synthesis of 
speech is concerned with the formation of synthetic speech waveforms from the 
speech parameters acquired from the analysis process.
Although linear prediction (LP) has been generally used for analysis and synthesis 
(AS), in this research, the use of cepstral techniques have been investigated as an 
alternative. The motivation for this investigation is an attempt to produce higher 
quality speech synthesis when compared to that of using conventional LP, 
overcoming the limitations due to restrictions imposed on LP analysis and synthesis 
techniques [68] [86] [100].
A novel teclinique described in this chapter, is the design and implementation of AS 
filter pairs, derived from the cepstral parameters. This allows for the design of 
cepstrum-based AS systems which directly ‘mirror’ those employed with LP based 
systems.
8 6
Although a practical synthesis system would use only the extracted parameters, the 
investigation of excitation-driven synthesis filters, with the excitation being derived 
from the analysis filter, enables the evaluation of these cepsti'al-based AS filters to be 
caii'ied out (see section 5.6). The evaluation of the CLC and CRC filters, need the 
tr ue excitation, in order for any discrepancies in the synthesized signal to be attached 
to error in the AS filter pairs. There is also the potential for further analysis on the 
analysis filter output (excitation) to further improve the quality of the synthesis 
process. In particular, the development of phase analysis as described fully in chapter 
6  requires the initial filtering or ‘spectral flattening’ of the original signal prior to the 
application of the phase cepstrum. Finally, the prefened CRC method retains the 
convolutional relationship between the filter and excitation in the cepstral domain. 
An appropriate analysis filter remains necessary to separate these components (see 
section 5.5). Figure 5.1 represents the analysis and synthesis model used. This 
chapter builds upon the linear model developed in chapter 2  and the principles of 
cepstral analysis introduced in chapter 3 and developed in chapter 4. A brief 
overview of the traditional LP technique used for AS filters is presented in section 
5.2. The previous development issues of cepstial analysis of speech are overviewed 
in section 5.3. The designs of synthesis digital filters, using the RLC and RRC 
cepshal coefficients, are discussed in sections 5.4 and 5.5 respectively. The analysis 
filter design using cepstial coefficients is detailed in section 5.6 In section 5.7 the 
design of RLC and RRC analysis and synthesis filter pairs is discussed, with the 
conclusions and summary outlined in section 5 .8 .
Synthesis FilterAnalysis Filter
Analysis
coefficients
speech
ANALYSIS
excitation
SYNTHESIS
Synthetic
speech
Figure 5.1 Analysis and synthesis of speech using digital filters.
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5.2 Linear prediction analysis and synthesis
Linear prediction (LP) is a well known technique which has been applied to many 
applications for its simplicity and overall good results [9] [47] [6 8 ] [8 6 ]. Only a brief 
overview of the basic principles of this technique, and its main disadvantages for the 
analysis and synthesis(AS) of speech will be discussed here. LP for analysis and 
synthesis of speech is applied to the familiar linear time-variant speech model 
described in section 2.1.1. LP analysis is based on the prediction of speech values 
from the linear combinations of previous samples and system coefficients. An error 
is defined as the difference between the predicted and true output samples and the 
mean squared error, over a certain time interval, is minimized to obtain an optimum 
set of system coefficients. The error minimization process produces a set of linear 
equations (Yule-Walker Equations) which may be solved using a number of 
different mathematical procedures [6 8 ] [69] [80] [108].
Synthesis of speech waveforms using LP coefficients, produced via the usually used 
autocorrelation method, loses all original phase information and imposes a minimum 
phase response on the model transfer function since poles of the all-pole synthesis 
filter must lie inside the unit circle to ensure stability. As discussed in chapter 2, a 
more accurate representation of many phones is obtained using a mixed phase model. 
The basic assumption in LP techniques is that the excitation to the filter may be one 
of two types either white noise or an impulse [64] [69]. This assumes that for a 
voiced segment of speech the spectrum of the excitation is fiat, while, in fact, the 
voiced speech excitation is composed of a set of uniformly spaced harmonics, 
introducing errors in the LP analysis [10] [118].
The filters modeling the vocal tract are based on the auto-regressive (all-pole) filter 
model. However the above restriction in the synthesis filter structure, may degrade 
the produced synthetic speech. As discussed in chapter 2, in the case of nasal 
phonemes, stops and fricatives, zeros in the synthesis filter play an essential role in 
their accurate acoustic modeling. Although zeros may be modeled by a large 
number of poles, if the spectrum to be modeled has a number of influential zeros, 
the number of poles needed to model the zeros become excessively large [64]. Tests 
have been carried out on pole-zero LP modeling using different techniques. 
However, the results do not produce significant improvement over the results
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produced by the traditional all-pole models [10]. In summary the tlnee main 
restrictions in LP analysis and synthesis techniques are;
• an all-pole filter model
• the input excitation must have a flat spectrum
• the output has a minimum phase spectr um.
If these restr ictions can be overcome it should be possible to produce higher quality 
speech synthesis. It must be noted that much research has been done on producing 
more efficient LP analysis and synthesis [10] [11] [47] [58] [71] [111] [133]. 
Potentially, these disadvantages may be overcome by the use of cepstral-based 
synthesis filters, thus providing the motivation for the development of the work that 
follows.
5.3 Cepstral Analysis and Synthesis of synthetic speech
Cepstral AS techniques exploit the fact that the spectrum of a speech waveform 
may be separated into a rapidly varying spectr al component, related to the excitation, 
and a slowly varying spectral component, the vocal tr act frequency response ( see 
section 4.2). It would appear to be a classic situation where homomorphic 
deconvolution systems should perform well.
The theory of Homomorphic AS of speech was developed by Oppenheim in the late 
1960’s [81] [82]. The analysis and synthesis was performed using the LHD 
techniques as discussed in sections 4.2 .
Later, hybrid Homomorphic prediction models based on a combination of HD and 
LP techniques were produced for the predictive coding of speech [8 ] [29] [58] [83] 
[133]. In hybrid models the parameters of a minimum phase vocal tract filter model 
produced via the LHD, are followed by LP techniques for the coding of speech. In 
the late 1980’s, homomorphic vocoders mostly based on analysis by synthesis 
techniques were developed to reduce bit rates in the communication system [29] 
[30] [31].
A novel technique for developing AS filters is introduced in the following sections, 
modeling the basic process shown in figme 5.1. Filters derived fiom cepstral AS 
capable of pole/zero modeling, have no restrictions on the input excitation spectr um
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and in its complex form, can model a mixed phase system. This should in theory, 
improve the quality of the synthetic speech produced [98].
In this research, cepstral coefficients produced for AS filters are obtained from the 
cepsti'um recovered from the original speech spectrum.
5.4 Synthesis filter design using the RLC coefficients
The extiacted vocal tract cepstral coefficients are used in the synthesis process to 
produce an impulse response h(n) in the time domain. The obtained impulse response 
represents the response of an all-zero filter which is an approximation to the true 
vocal tract impulse response . Figure 5.2 shows the process of obtaining a vocal tract 
impulse response h[n) from the RLC c(t]) using a low order lifter function/fe) [81].
3 "HJ
Figure 5.2: Construction of vocal tract impulse response via RLC.
Based on the voiced and unvoiced decision, a synthetic speech segment is generated 
by convolving the chosen synthetic excitation with the impulse response h(n) as was 
described in figure 2.5.1. This technique has been successfully reported for 
applications in both coding and speech synthesis [81] [82] [133]. These researchers 
report improved quality of the produced synthetic speech, specifically, the work 
developed by Oppenheim [81] [82] which was based on the above speech cepstral 
analysis and speech synthesis filter method. Just as the cepstmm from a signal gives 
an infinite sequence which must be truncated in the quefrency domain via the lifter 
/(«), the vocal tract impulse response generated by the process outlined in
figure 5.2, is also infinite in length. In order to implement an FIR filter based on this 
process, a further truncation ( or liftering) must be imposed on the discrete time- 
domain.
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Thus, the implemented filter response is given by ; 
h { n ) = h { n ] . l  (o) (5.1)
where ï { n )  is a time-domain window which is usually rectangular.
One issue which appears not to have been discussed in the earlier literature is the 
length of T { n ) .  Investigations here suggest that, at least for voiced speech, the length 
of î { n )  should be one pitch period. If it is set shorter than this, then errors in the 
synthetic speech signal are evident ( figure 5.3a ) while for a length equal to the pitch 
period ( figure 5.3b ) the next pitch pulse effectively masks the effect of truncation. 
For the unvoiced case the lifter size becomes less important as no pitch period exists.
Time (samples) Time (samples)
a) / (»)=: 25 samples. b) I (w)=50 samples.
Figure 5.3: Synthesized minimum phase excitation via FIR filter.
Since the cepstral coefficients are derived from the magnitude spectrum, it is only the 
magnitude frequency response of the synthetic FIR filter that models the 
corresponding magnitude fr equency response of the vocal tract. All original phase 
information is discarded. The work by Oppenheim involved the generation of zero, 
minimum and maximum phase synthesis filters for speech quality comparison. As 
discussed in section 3.1.1, the synthetic phase response of a homomorphic 
deconvolution synthesis system, obtained via the RLC, is derived from the real 
cepstrum itself. Cepstral coefficients on both sides of the origin (positive and 
negative quefiencies) are retained for a zero phase system (even symmetry). 
Consider the same minimum phase excitation signal example, as introduced in
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section 4.3.8, delayed by 30 samples and synthesized with zero phase as shown in 
figure 5.4. A suitable minimum phase response may be obtained from the RLC as 
discussed in section 3.1.2. For a minimum phase response, only the (positive 
quefrency) cepstral coefficients are retained and compensated for the loss of cepstral 
energy, by a scaling factor of 2 , [80] to produce the synthetic minimum phase 
response (figure 5.5). It may be observed that the obtained phase response is an 
accurate match to the tine minimum phase response of the system. Thus the synthetic 
excitation is an accurate representation of the original minimum phase excitation 
signal ( see figure 5.6).
I
V V
Time (samples)
Figure 5.4: Synthesized signal with a 
zero phase response.
Frequency (samples)
Figure 5.5: Minimum phase response 
obtained via RLC.
Synthesizing the speech with a synthetic minimum phase response should in theory 
produce better results than with a zero phase response [81] [99] [100]. This is 
confirmed with the result produced in figure 5.6. Moreover, provided the accurate 
separation of both magnitude responses ( system and excitation ) is achieved an 
accurate representation of system minimum phase response ( figure 5.7) and 
synthetic maximum phase excitation (figure 5.8) is possible.
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Time (samples)
Figure 5.6: Synthesized minimum phase 
excitation signal.
Frequency (samples)
Figure 5.7: Minimum phase response 
obtained via RLC.
Time (samples)
Figure 5.8: Synthesized maximum phase 
excitation signal.
5.5 Synthesis filter design using the RRC coefficients
Homomorphic deconvolution via the RRC as a tool for the analysis and synthesis of 
speech was first proposed by Lim [65] in the late 1970’s. Preliminary tests showed 
higher quality performance for speech synthesis via the RRC when compared to the 
RLC proposed by Oppenheim [82] ( described in section 5.4).
In this research the use of the RRC as a method for obtaining the cepstral coefficients 
for speech analysis and synthesis filter pairs is investigated. The techniques 
discussed in section (3.3.2) are adopted for the synthetic signals tested in this section.
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It has been shown (section 5.4) that the synthesis of simulated voiced speech via a 
synthesis FIR filter with cepstral values obtained via the RLC, with the 
incorporation of the synthetic minimum phase obtained from the RLC, produced 
good results. The minimum phase response obtained is an accurate match to the true 
minimum phase response, hi this section, results are presented for the design of a 
minimum phase FIR synthesis filter obtained via the RRC. A major difference 
between these two techniques (RLC and RRC), lies in the cepstral energy recovery 
process. Since the impulse response of the system is now recovered by a sliding 
window, retaining the first or largest impulse response in the cepstral series, the gain 
of the synthesis filter will be incoiTect. In practice a compensatory factor must be 
incorporated in order to restore the system impulse response energy. In the case of 
the RLC the total energy of the system impulse response is preserved in the first 
cepstial value. In the case of the RRC, the compensatory factor is found from the 
proportion of the cepstral energy of the liftered portion of the cepstrum compared to 
the energy of the whole of the cepsti’um and the value of the power of y used. This 
creates the need for a non-linear compensation factor, an issue which needs further 
development. The compensation for the loss of cepstral energy in this case is not a
linear function as for the RLC. For the example of figure 4.24 a — power isr
introduced, to produce a close match to the phase response. Figure 5.9 portrays the 
phase response obtained from the RRC by choosing the positive quefrency cepstral 
values only (y = 0.3), where figure 5.10 displays the synthesized speech with the 
obtained phase incorporated.
Frequency (samples) Time (samples)
Figure 5.9: Minimum phase response 
via RRC.
Figure 5.10: Synthesized minimum phase 
excitation signal.
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However as r -^0,  the RRC should produce results close to the RLC (section 
3,3.3). This is shown to be the case with the correct compensatory factor. Figure 5.11 
and figure 5.12 show the phase response and synthesized excitation respectively.
Frequency (samples)
Figure 5.11: Minimum phase response 
with compensation.
Time (samples)
Figure 5.12: Synthesised minimum phase 
excitation signal with compensation.
The correct compensation factor is essential for the implementation of the minimum 
phase response fi’om the RRC.
5.6 Analysis filter design using cepstral coefficients
Analysis filters are applied in this research for several reasons. Firstly, the use of the 
cepstral root synthesis filters for speech applications need to be tested and evaluated, 
therefore the excitation signal must be extiacted from the original speech signal in 
order for any errors in the synthesis filter to be apparent. In the case of the CLC, the 
action of the cepstr al lifter, separates the vocal tr act response fr om the excitation (see 
equation 3.22) and both components can be recovered directly from the cepstrum. 
However, as has been shown in section 4.2.3, only the simplest of minimum phase 
signals provides for clean separation and, for most other examples (voiced or 
unvoiced), it fails. While the RLC provides for good separation over a wider range 
of models, in this case, only the magnitude spectrum of the excitation can be 
recovered, siirce the phase iirformatioir has been discarded, hr the case of the CRC,
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the cepstrum still takes the convolutional form (see equation 3.38) and, while the 
vocal tract component can be isolated via a suitable sliding lifter, the excitation can 
still not be recovered without the introduction of some form of analysis lifter. 
Secondly, for phase analysis, the output of a zero-phase analysis filter would provide 
the phase components of excitation and vocal tract after the removal of the 
magnitude response, which facilitates the analysis of the phase responses of the 
system.
For the above reasons, it seemed desirable to develop AS filter pairs directly from 
cepstral information, in much the same way as such filter pairs are used in linear 
prediction AS [26] [47] [58]. As far as this Author can see, no such development has 
previously appeared in the literature of HD.
However, a crucial difference is that since LP synthesis filters are all-pole, the 
analysis filter transfer function takes the form of the reciprocal of the synthesis 
transfer function. The analysis filter, in this case, has a finite set of zeros, inside the 
unit circle, at identical locations to the poles of the synthesis filter. The situation in 
the case of the filters derived via HD is less straight forward. The synthesis filter is 
an all-zero FIR filter with a frequency response matching that of the original system 
but where the FIR filter zeros may lie both inside and outside the unit circle on the z- 
plane (i.e. mixed phase). Taking the inverse of the transfer function (as for LP) leads 
to an all-pole analysis filter but where it is possible for some poles to lie outside the 
unit circle, leading to instability. Consequently, an alternative design procedure must 
be adopted in this case. The following sections describe the design of AS filter pairs 
via RLC and the RRC techniques.
5.7 Design of RLC analysis and synthesis filter pairs
In the case of LP, an AS filter pair can be designed directly from the time-domain 
representation of the system via the set of LP filter coefficients. The analysis filter 
(an FIR filter) is formed directly from the coefficients of the synthesis filter by taking 
the reciprocal of the transfer function.
Since the LP process (via the autocorrelation function) guarantees that the poles of 
the synthesis filter lie inside the unit circle then both analysis and synthesis filters are
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stable and form an exactly reciprocating pair i.e. their frequency responses exactly 
cancel. Initial efforts in designing AS filter pairs via the cepstrum aimed to follow a 
similar design process. However, in the case of the zero phase analysis filter the 
poles would lie both inside and outside the unit circle, hi the case of a minimum 
phase system (see section 6 .2 ), the coiTesponding analysis filter should be stable 
provided the cepstial process has worked efficiently. But in practice there is no 
guarantee of this. So the design proceduie adopted here is to create the two filters 
fr om a common magnitude frequency response obtained from the cepstral analysis 
process. In the case of the RLC, the design procedure is shown in figure (5.13). 
Having obtained the log magnitude spectrum from the cepstral coefficients the 
reciprocal of the magnitude spectrum (after applying the exponent) is obtained. 
Applying a further inverse Former transform produces an analysis filter impulse 
response, while the synthesis filter impulse response is generated via the procedure 
previously described in section 5.4.
The results obtained for the 4 pulse synthetic voiced sample of figure 4.25 produces 
an analysis filter impulse response (frgrue 5.14) and a synthesis filter impulse 
response (figure 5.15) which have to be true inverses of each other. The results 
produced by cross-coiTelating the two impulse responses provides the assmance of 
the true inversion (see figure 5.16). The estimate excitation produced via this 
tecluiique is shown in (figiue 5.17).
h i v )
exp(.)
Figure 5.13: Modeling analysis and synthesis filters impulse responses via RLC.
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îE<
Time (samples)
E<
Time (samples)
Figure 5.14: Synthesis filter impulse response. Figure 5.15: Analysis filter impulse response.
Time (samples)
Figure 5.16: Cross correlation of analysis 
and synthesis filter impulse responses.
2CQ 40T! « 0  6CC 1000 1200
Time (samples)
Figure 5.17: Estimate excitation via RLC 
AS filter pair.
Both impulse responses must be truncated but not necessarily by the same degree. 
While this method guarantees filter stability, since both filters are all-zero filters, the 
process of truncation will introduce a deviation in the filter response from the tme 
response. This is a disadvantage when compared to the design of LP analysis and 
synthesis filters, but can be reduced by retaining relatively large filter orders.
A similar design has been adopted with the RRC, but where finding the inverse of 
the magnitude spectrum requires the adoption of a different procedure. Figure (5,18) 
shows the process for the RRC analysis and synthesis.
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Figure 5.18: Modeling analysis and synthesis filter's impulse responses via RRC.
The impulse response for the analysis filter is obtained by applying the negative 
power of to the magnitude spectrum. Applying a further Fouiier transform and
appropriate liftering produces the two filter impulse responses; synthesis filter 
impulse response (figure 5.19) and analysis filter impulse response (figure 5.20).
E<
Time (samples)
Figure 5.19: Synthesis filter impulse 
response (via RRC y = 0.3 ).
Time (samples)
Figure 5.20: Analysis filter impulse 
response (via RRC y = 0.3 ).
The same procedure for testing the inversion condition for the impulse responses 
obtained via the RLC is applied for the RRC case. Figure 5.21 shows that the two
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impulse responses are close inverses of each other. Hence, the AS filter pair will 
always be stable and capable of producing high quality synthesis.
Time (samples]
Figure 5.21: Cross correlation of AS 
filter impulse responses (via RRC).
Time (samples)
Figure 5.22: Estimate excitation 
produced via RRC AS filter pairs.
Since the AS filters are zero phase, the estimate excitation (figure 5.22) should 
contain the magnitude and phase spectmm of the true excitation in addition to the 
phase response of the system. Hence, for the AS filters to be complete, one of the 
common filters [57] [71] [76] [79] [127] would have to be incorporated in the 
process.
In order to evaluate the AS filter pairs, the estimated excitation produced from the 
analysis filter is used to re-synthesize the signal. However, as for the RLC AS filter 
pair, the truncation process of the impulse responses will introduce errors if the 
order of the filters is too low, as shown in figure 5.23. If the filter order is large 
enough, an accurate synthesis of the original signal is produced ( in this case a filter 
order of 51 cepstral coefficients appears to produce a good result).
Figures 5.24 and 5.25 shows the results obtained for two speech examples. The first 
example is a frame of female voiced speech, while the second is for male voiced 
speech, both recorded with a sampling frequency of 44.4 kHz. The analyses were 
carried out on frames of 512 samples (figures 5.24a and 5.25a). The excitation 
produced for the first example (figure 5.24b) is a case where the pitch frequency of 
the voiced excitation is locked to the first formant frequency. Hence the excitation 
lacks visible pitch pulses these havmg been filtered. However, the synthesis, with
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the use of this excitation obtained from the analysis filter produces an accurate 
synthesized speech signal(figures 5.24e). The AS filters perform the task accurately.
a) Order = 11
Time (samples)
b) Order = 17
Time (samples)
c) Order == 21
Time (samples)
d) Order = 35
Time (samples)
e) Order = 51
Time (samples)
f) Order = 101
Time (samples)
Figure 5.23: Synthesized signal with different filter order ( impulse response truncation effect).
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I
E<
Time (samples) Time (sampies)
Time (samples)
CLE<
Time (sampies)
E<
Time (samples)
a) Voices speech frame ( 512  samples). b) Estimated excitation,
c) Synthesis filter impulse response. d) Analysis filter impulse response,
e) Synthesized speech via cepstral synthesis filter.
Figure 5.24 : Cepstral AS process performed on voiced frame of phrase
‘Sizzling sausages’.
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Time (samples) Time (sampies)
Time (samples)
v v
Time (sampies)
Time (samples)
a) Voices speech frame ( 512 samples). b) Estimated excitation,
c) Synthesis filter impulse response. d) Analysis filter impulse response,
e) Synthesized speech via cepstral synthesis filter.
Figure 5.25 : Cepstral AS process performed on voiced frame of word 
‘Greasy’from Timit database.
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5.8 Conclusions and summary
In this chapter a brief summary of the conventional analysis and synthesis filter 
design via linear prediction was discussed. The main restrictions in this technique 
were outlined. The benefits of cepstral AS filters may be summarized as being ;
1) All-zero filters capable of representing both the zeros and poles of the speech 
spectrum.
2) Representing a minimum, maximum or mixed phase vocal tract impulse 
response.
3) May be used to analyze mixed phase excitations.
4) RRC are known to have good noise immunity and hence the synthesis 
techniques via RRC have better noise immunity.
Conventional cepstial speech synthesis obtains the synthesis parameters from the 
extraction of cepsti al coefficients without the need for an analysis filter. However, in 
this research a filter pair (analysis and synthesis) is introduced in the same manner as 
for LP analysis and synthesis filters. The intioduction of the all-zero AS filters for 
the synthesis process is introduced for several reasons;
1 ) The evaluation of the performance of the RRC needs the use of the original 
excitation, in order for any errors to be related to the synthesis filter.
2) Gives the potential of adapting the all-zero AS filters for mixed phase 
excitation analysis.
3) The removal of the magnitude response of the system facilitates the analysis 
of the phase responses of the system and excitation left in the excitation 
component.
To ensure filter stability a modification in the process of obtaining the inverse filter 
must be adapted for HD analysis and synthesis. In the RLC, instead of obtaining the 
inverse of the analysis filter transfer function, the reciprocal of the magnitude 
specti'um is used to obtain the analysis impulse response. In the case of the RRC,
the negative power of is applied to the magnitude spectrum to obtain the impulse
response of the analysis filter. A truncation error will be introduced from this 
technique. Increasing the order of the filters would reduce the discrepancies which 
may occur. Both HD techniques produced stable AS filters by which synthetic voiced
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speech signals and real speech signals were analyzed and synthesized correctly. 
However, this process involved synthesizing speech with zero phase filters. The 
inti'oduction of the true phase is examined in chapter 6 , where the problems with the 
conventional Fourier phase analysis are discussed. The introduction of Hartley phase 
analysis will be introduced as a means for obtaining the phase response of the system 
to combine with the AS filters produced in this chapter.
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Chapter 6
PHASE ANALYSIS OF SPEECH-LIKE SIGNALS
6.1 Introduction
Speech synthesis techniques have been dependent on the use of the information 
obtained from the magnitude spectrum only. The true phase spectrum component 
was not considered to be of the same importance [6 6 ] [93] [129]. However, research 
has shown that in fact the phase is of the same or even higher importance in speech 
processing [2 ] [3] [4] [23] [33] [48] [8 8 ] [89] [95] [138]. One of the functions of the 
phase component in speech is to define the location of pitch pulses in relation to the 
analysis frame. In short-time analysis, the reconstruction of the speech without phase 
information, would result in the alignment of the pitch pulses to the start of each 
frame. This would result in gaps between the pulses of consecutive frames, imposing 
interruptions in the continuity across consecutive frame boundaries.
Phase is also important in the formation of certain speech sounds, for instance in the 
case of plosives, where a region of minimum energy, the glottis closure instant, is 
one of its distinguishing features (section 2.2.1). In its spectrum if the closure falls in
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the middle of the speech frame under analysis, the synthesis via the magnitude 
response only would not include the position of this closui e or minimum energy. 
Hence, the inclusion of phase information should improve the synthesis of speech. 
From the linear time-variant model of speech production (see section 2.3.1)
^g{CO) =  (j)E{(O) +  0 } j i ^ )  (6 .1)
where <z>^ (û))is the speech signal phase response, is the excitation phase 
response and (pjj (c  ^ is the system phase response.
The objective in the phase analysis of speech is to separate the phase response of the 
system filter (vocal tiact) (Ph [(o) and the phase specti'um of the excitation fi'om 
the combined phase specti'um of the speech signal (ps(<^ )- Since the phase spectra 
^g(6))and are additive, separation should be a simple proceduie which might
be achieved via a phase cepstium provided that the two phase components have 
distinct phase spectial properties. However, the issue of the separation of phase 
components is not as straight forward as in the case of the magnitude spectral 
components dealt with in chapter 4. Some of these difficulties are discussed and are 
dealt with in this chapter.
In section 6.2 a brief discussion of the z-plane representation of phase and the 
distributions of the zeros of different signals on the unit circle is presented, to aid in 
the understanding of phase analysis. Section 6.3 discusses the Fourier phase 
specti'um analysis and reports the problems with this process for phase analysis. The 
Fourier phase cepstium with both the logarithmic and spectial root techniques are 
discussed in section 6.4. The differential phase spectium and its cepstium are 
discussed in section 6.5 as an alternative to the Fomier phase spectrum and its 
cepstium as a means of overcoming the problem of phase imwrapping and offset 
removal in this technique. In section 6 . 6  and 6.7 the Hartley phase spectrum and 
Hartley phase cepstium are introduced as alternatives to the previous techniques as 
they avoid the use of the tiignometiical function in the calculation of the phase 
response in the Fourier phase analysis and avoids the problem of integration in the 
differential phase analysis. Finally, a summary of the techniques used is presented in 
section 6 .8 .
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6 , 2  Z-plane analysis of phase
An understanding of the role of the phase response in the analysis of a signal can be 
assisted by observing the z-plane analysis of the signals under inspection. A brief
description of z-plane analysis, of interest to the problem in hand, will be discussed
in this section.
The z-transform of a time sequence s{n) is given by;
'^(z) = X  s(n) z~" (6 .2 )
H=0
which can be re-written as;
5(z) = j(0)z"^ ^ a „ z"  (6.3)
where «(«) =
H=0
s{n)
s{0)
N
Let Q{z) = ^ a „ z "  and then the roots of Q{z) = 0 are the zeros of the signal.
/;=0
In the case of the linear model of speech production, the assumption is made that the 
vocal tract filter is minimum phase while according to Quateri the voiced excitation 
is maximum phase [20]. This model can only apply to voiced speech when 
successive pitch pulses are increasing in height. However, for decreasing pitch 
pulses, the excitation is minimum phase (as shown in section 4.3) and where the 
height of the pitch pulses are variable or for unvoiced speech , where the excitation is 
random, the excitation must be considered as mixed phase. In the work presented 
here, no special assumptions concerning the excitation phase response are made, hi 
spite of this generality, it is still necessary to find distinct properties for the vocal 
tract and excitation, in order that the phase components may be separated by a phase 
cepstium.
In figure (6.1) a geometric representation of the frequency response of a system on 
the z-plane is shown. Consider a zero at location ‘A’ within the unit circle. The 
magnitude spectium at frequency co is given by the length of AB and the phase 
response (j> (œ), related to the same zero at location ‘A’, is portrayed by the angle (p.
For a system represented by a set of zeros, the combined phase response is given by 
the sum of individual phases [117].
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Imaginary
Real
Figure 6.1: Magnitude and Phase of a ‘zero’ on the unit circle.
Adopted from Stram and Kirk [117].
In the case of an all-zero model, zeros inside the unit circle contribute to the system 
phase response while zeros close to the unit circle contribute to the excitation phase 
response. These properties can form the basis for the analysis of the vocal tract phase 
response from a frame of speech by the use of z-plane selection [91]. The main 
disadvantage in this technique is the need for a root finding algorithm to apply to 
large order polynomials. These are not only computationally intensive but are prone 
to significant computational errors. Moreover, this technique would be unsuitable for 
synthesis as these errors are emphasized in the synthesis process [91].
In this research work, the z-plane representation was used in order to assist the 
understanding of tlie process of the phase analysis of the signals studied.
Figure 6.2 displays the z-plane plot of the impulse response of the minimum phase 
filter model (described in section 4.2.3). It may be observed that all the zeros 
(minimum phase system) lie on a concentric ring within the unit circle. The key 
features of the system response are described by inegularities in this concentric 
sti’ucture. Applying an excitation to the filter produces a second ring of zeros which 
may lie inside ( figure 6.3), outside or on the unit circle. Figures 6.4 and 6.5 show 
a close up of the positive quadrant of the unit circle, for a minimum and maximum
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phase excitation respectively. It may be observed that as expected in the minimum 
phase case, all the zeros belonging to the excitation lie within the unit circle, 
whereas for the maximum phase excitation the zeros lie outside the unit circle. For 
mixed phase excitations (uniform and random pulse amplitudes) a combination of 
zeros is generated on and around (inside and outside) the unit circle.
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Figure 6.2 : ‘Zeroes’ of system phase response on unit circle.
no
0.6
0.6
0.4
0.2
COCC -0.2
-0.4
-0.6
- 0.8
■1 -0.5 0 0.5 1
Real Part
Figure 6,3 ; ‘Zeroes’ of minimum phase signal on unit circle.
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Figure 6.4 : ‘Zeroes’ of minimum phase excitation signal 
on positive quadrant (unit circle).
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Figure 6.5 : ‘Zeroes’ of maximum phase excitation signal 
on positive quadrant (unit circle).
0.4 0.6
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Figure 6.6 : ‘Zeroes’ of mixed phase excitation (uniform amplitude) signal 
on positive quadrant (unit circle).
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Figure 6.7 : ‘Zeroes’ of mixed phase excitation (random amplitude) signal 
on positive quadrant (unit circle).
It may be seen that in this clean ( i.e devoid of any random component ) signal, a 
distinct separation exists between the zeros belonging to the excitation and the zeros 
belonging to the filter. However, in true speech and in unvoiced excitations this 
distinct separation is not always evident.
6.3 Fourier phase spectrum
The Fourier phase 0s (co) is defined as;
(psico) = tan' (6.4)
where -K«ps[(o)-<7r, Sj{co) and6'^ (û>) are the imaginary and real components of the 
complex Fourier spectrum of the signal. However, the use of the ‘arctangent’ 
function in the calculation of the phase spectrum may introduce discontinuities in the 
phase spectrum This is attiibuted to the fact that although the ti'ue phase spectrum 
extends between ± «o, the use of the inverse trigonometrical function wraps the
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phase to constrain it between the limits ± tz . The discontinuities that arise are called 
‘extrinsic discontinuities’ [84], as in the case of the introduction of an offset in the 
time domain impulse response, where the signal is delayed by t samples,
the signal’s spectrum is altered by a quantity . This quantity has no effect on 
the magnitude spectrum, as it has unit magnitude, however it alters the phase 
spectrum by the addition of an angle cor to the phase (j>{(ü), Hence, as the range of 
phase values extends outside the range of ±7T , extrinsic discontinuities in the phase 
spectrum due to the use of the arc tangent function occur.
Thus,
9{a) = (j>{(jù) -  on (6.5)
where S{œ) is the shifted signal phase spectrum, (p{oS) is the original signal phase 
spectrum and arc is d, slope of constant angle conesponding to the time offset. A 
phase spectium with extrinsic discontinuities contains rapid phase transitions and 
these features make the phase spectrum difficult to analyze. In order to separate the 
system phase and excitation phase via a phase cepstrum, the phase must be free of 
discontinuities. Hence, an efficient phase unwrapping algorithm is needed to remove 
these discontinuities before suitable phase analysis can be performed [80] [1 2 2 ]. 
Many different techniques have been developed to perform phase unwrapping [32] 
[44] [70] [75] [78] [90] [122] [136], though no algorithm is 100 % effective when 
applied to complex signals such as speech. It should be realized that an additional 
type of discontinuity arises in the phase spectrum known as an ‘intrinsic 
discontinuity’ [90], which originates from a zero (or a pole) of the signal on or very 
close to the unit circle (section 6 .2 ) which, in the case of the speech model, this is 
assumed to be associated with the excitation to the system. The positions of such 
discontinuities may be identified, as they occur when both the real and imaginary 
amplitudes of the Fourier tiansfbrm components cross zero simultaneously at 
frequencies where zeros lie on or close to the unit circle in the z plane. A set of rules 
must exist for the removal of these discontinuities.
Unless all these discontinuities, both intrinsic and extrinsic, are removed, accurate 
effective analysis of the phase may be restricted. Removing the intrinsic
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discontinuities removes some phase information from the signal but since the 
required phase is associated with zeros lying inside the unit circle, then removing 
these intrinsic discontinuities is equivalent to the removal of the zeros lying on the 
unit circle which are related to the excitation signal.
To illustiate these effects, synthetic signals (single impulse and periodic pulses) have 
been used as examples. The same minimum phase filter ( 4 poles and 2 zeros), as 
discussed in section 3.1.2, has been excited by one or more unit impulses. A frame 
size of 256 samples was interpolated 8:1 times in each case. Although not strictly 
needed for simple cases, interpolation helps in the identification of discontinuities, 
for more complex signals.
In the first example, a Fomier transform has been applied to a single discrete 
impulse response h{7i) and the 4 pulse rnininurm phase excitation signal (figme 4.6), 
with no time offset, (in either case), to produce a frequency response 77(6?). Applying 
the Discrete Fomier tr ansform (DFT) to the inter polated signals is one of the factors 
which facilitates phase analysis [49]. The phase spectra ^(æ) , as seen in figures 6 . 8  
arrd figure 6.9, are odd symmetric, discontinuity fi'ee functions. The phase response 
is minimmn phase so it does not extend beyond ±ti and no ambiguities occur. In 
both cases, the excitation commences with a pulse startirrg at time zero (no delay) 
and so tliere are no extrinsic discontinuities, and since the phase response 
corTesponds to the zeros inside the unit circle, there are no intrinsic discontinuties.
Frequency (samples)
Figure 6.8 : Fourier phase specti'um 
of single pulse excitation. of
Frequency (samples)
Figure 6.9 : Fourier phase spectrum 
multi pulse minimum phase excitation.
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However, in the case where the signal is delayed by a 10 sample offset, the 
introduction of extrinsic discontinuities occur as shown in figure 6 . 1 0  (a and b) for 
the single pulse and multi-pulse minimum phase excitation signal respectively. There 
are however, no intrinsic discontinuities in these examples. A conventional phase 
unwrapping algorithm was applied [59] and figure 6.11 (a and b) presents the phase 
spectra after discontinuities have been removed. It can be observed that the 
unwrapped phase consists of the system phase information superimposed on a 
gradient proportional to the original time offset as in equation 6 .1 1 .
Frequency (samples) Frequency (samples)
a) Single pulse excitation. b) Multi pulse minimum phase excitation.
Figure 6.10: Fourier phase spectrum.
Frequency (samples) Frequency (samples)
a) Single pulse excitation. b) Multi pulse minimum phase excitation.
Figure 6.11 : Unwrapped Fourier phase of spectrum.
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The gradient corresponding to the time offset will pose a problem for the creation of 
the phase cepstrum, an issue discussed in section 6.4. The maximum phase and 
mixed phase excitation signals also produce wrapped phase spectra as shown in 
figure 6 .1 2 (a, b and c).
900 1000 1503 3000
Frequency (samples)
a) Multi-pulse maximum phase 
excitation signal.
1000 1500 2000
Frequency (samples)
b) Multi pulse mixed phase random 
excitation signal.
Frequency (samples)
c) Multi pulse mixed phase uniform 
excitation signal.
Figure 6.12: Fourier phase spectrum.
It may be observed that, as discussed in section 4.2.3, in the case of the maximum 
phase excitation signal although there is no physical time delay, the implied time 
delay produces a wrapped phase response. The unwrapped phase has the giadient 
corresponding to the time offset imposed on the phase response(see figine 6.13a).
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Examples of mixed phase excitation signals for two different situations are shown. 
Figure (6.13b) displays the case of the random pulse mixed phase excitation signal 
where the zeros, belonging to the excitation, are very close to the unit circle, hence 
the separation of the clean signal should be possible. However, in the case of the 
uniform mixed phase excitation signal, the zeros are on the unit circle and hence, the 
introduction of the intiinsic discontinuities from the signal itself are visible (figure 
6.13c).
I
Frequency (samples)
a) Multi-pulse maximum phase 
excitation signal.
Frequency (samples)
b) Multi pulse mixed phase random 
excitation signal.
%
Frequency (samples)
c) Multi pulse mixed phase uniform 
excitation signal.
Figure 6.13 : Unwrapped Fourier phase spectrum
118
The mixed phase excitation produces a combination of zeros inside, outside and on 
the unit circle (see figure 6.7). The discontinuity removal algorithm cannot conectly 
identify the zeros belonging to the required component. Moreover, in the case 
where both types of discontinuities occm\ if it is not possible to unwr ap with 1 0 0 % 
accuracy, the phase cepstrum may fail in the separation process (see section 
6.4).Therefore, in these cases an alternative technique to produce the phase, 
avoiding the unwrapping will produce better phase cepstia.
6.4 Fourier phase cepstrum
Phase analysis via the cepstium, is usually performed in combination with the 
magnitude spectrum within the conventional complex cepstrum. As has been 
discussed in sections 4.2.3 and 4.3.4 there may be some advantage in the analysis 
and recovery of the phase responses (excitation and system), independently of the 
magnitude response, hr principal a phase cepstrum derived from the discontinuity 
fr*ee phase spectrum may be used to separate the two phase spectral components (i.e. 
vocal tract phase response and excitation phase spectrum).
The definition of a phase cepstrum conforms to the basic str ucture of HD as shown in 
figure 6.14.
Non-Linear
frmction
Figure 6.14; Process for obtaining a phase cepstrum.
In this case, the non-linear function must perform two tasks. Firstly, magnitude 
spectral information must be removed and secondly a non-linear operator ( e.g. log or 
power (,) )^, may be applied to assist in the separation of the phase components.
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6.4.1 Phase log cepstrum (FLC)
Consider a minimum phase system with an impulse response h(n) and corresponding 
frequency response h [o) )  . The phase response may be retrieved by:
= (6.6)
Hence the PLC is defined as follows: 
c,, = 3 -  [log ]]
= 3"' [ # .( « ) ]  (6.7)
where is the discontinuity free phase 
and where (a;) = ((%;)+ (a?) ( see equation 6 .1)
then, (;/)=% (77)+%  (77) where (77), (77) and (77) are the PLC’s of the
signal, excitation and system response respectively.
However, the production of the PLC is more complex in cases where the signal 
contains a time delayed or a multiple pulse excitation. If we consider an impulse 
response h(n) with a time delay r :
h { n - T ) ^ e - j ^  .Hio))  (6 .8 )
The phase cepstrum may be derived as follows;
As can be seen the phase cepstrum consists of the phase cepstrum of the impulse 
response, //(zz), with an added hyperbolic component corresponding to the delay, 
which will make it impossible to separate the phase spectra directly.
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Examples of the PLC of the impulse response and the minimum phase excitation 
signal without an offset are shown in figures 6.15(a and b). A liftering procedure is 
performed to accomplish the separation of the system phase response from the 
excitation phase in figme 6.15b. Figures 6.16a and 6.16b show the recovered system 
phase for various lifter sizes. It may be observed fiom figure 6.16b that any lifter 
above 1 2  samples, but less than half the pitch period, produced satisfactory system 
phase response recovery.
However, in practice, recovery should be accomplished with the fewest coefficients 
possible, which may be achieved by the applying a narrow liftering process.
I  oi-\ r - j \
Quefrency (samples 1:100-1948:2048)
a) Single pulse excitation.
Quefrency (samples (1:150 -1898:2048))
b) Multi pulse minimum phase excitation.
Figure 6.15: PLC of various minimum phase excitation.
Frequency (samples)
1000 1600 
Frequency (samples)
a) Single pulse excitation phase response. b) System phase response of multi pulse 
minimum phase excitation. 
Figure 6.16: Recovered phase response from PLC.
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In the case of the un wrapped phase of the minimum phase excitation signal with an 
offset (figure 6 .11), the application of a IDFT forms the phase cepstrum which is an 
odd symmetrical function as can be seen in figure 6.17(a and b). The gradient from 
the time offset overwhelms any features associated with the system phase response. 
The separation of the two phase spectra is not possible from the cepstrum. This is 
also the case in the multi-pulse maximum and mixed phase excitation signals without 
a physical time offset; the cepstrum is overwhelmed by the cepstral component due 
to the gradient of the implied time offset, see figure 6.18(a and b).
I
E<
Quefrency (samples 1-100 and 1948-2048)
< i
Quefrency (samples 1-100 and 1948-2048)
a) Single pulse excitation signal. b) Multi pulse minimum phase 
excitation signal.
Figure 6.17: PLC of delayed excitation signal.
Quefrency (samples)
a) Multi pulse maximum phase 
excitation signal.
o .E<
Quefrency (samples)
b) Multi pulse mixed phase random 
excitation signal.
Figure 6.18: PLC of maximum and mixed phase excitation signal (no offset).
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As described in section 4.2.3, this effect may be removed by applying a sliding 
window in the time domain to align the pitch pulses of the voiced excitation with the 
analysis window. However, this would only produce results for the minimum phase 
excitation pulse. For any other time delayed signal (multiple excitation in maximum 
and mixed phase cases) removing the offset via the sliding window will not be 
sufficient to remove any implied delay in the maximum phase part of the signal 
hindering the recovery of the phase response of the system via its phase cepstra. 
Thus, in all but the simplest cases, separation of the phase components via the PLC is 
not readily accomplished.
6.4.2 Phase root cepstrum (PRC)
An alternative approach via the root cepstrum overcomes some of the difficulties 
encountered in the previous section. Consider the complex specti'imi;
(6 .10)
where W = (^) +4>h (^) (see equation 6 .1).
In choosing (.)^  as the non-linear function then,
(s(ffl))»'=|s(ffl)|’'e''*W  (6.11)
Thus the PRC is defined as;
where and cjjij]) are the PRC’s of the excitation and the system respectively.
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It has been shown that in the CRC, a time domain shift of t is portrayed as a shift of 
r.y in the quefrency domain (section 4.3.3). This is also the case in the PRC, and 
hence the cepstrum produced for a time delayed impulse response or time delayed 
minimum phase excitation, provided the correct unwrapping is applied, recovers the 
system phase by applying a simple sliding window to the cepstrum as part of the 
liftering process.
The same single and multi-pulse minimum phase excitation signals, considered in 
section 6.4.1, are considered here. It may be observed that accurate phase recovery is 
possible for all the examples with no time delay (at power 7 = 0.3 ); single impulse, 
multi-pulse minimum phase excitation (figure 6.19 b and d) and maximum phase 
excitation (figure 6 .2 0 ).
Quefrency (samples (1:100 -1948:2048)) Frequency (samples)
a) PRC o f single pulse excitation 
(impulse response).
b) Recovered system phase spectrum o f single 
pulse excitation signal.
e"
Quefrency (samples (1:150 -1898:2048))
c) PRC of multi pulse minimum phase 
excitation.
Frequency (samples)
d) Recovered system phase spectrum o f  
multi-pulse minimum phase excitation signal.
Figure 6.19: Recovered system phase response via the PRC.
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In the case of the mixed phase excitation signals, recovery is not possible at power 
7  = 0.3 (figm-es 6.21 and 6.22).
Quefrency (samples) Frequency (samples)
a) PRC b) Recovered system phase response
Figure 6.20: PRC and recovered system  phase response for m aximum phase excitation signal
(no delay) power=0.3.
Quefrency (samples)
a) PRC
Frequency (samples)
b) Recovered system phase response
Figure 6.21: PRC and recovered system  phase response from random m ulti-pulse m ixed phase 
excitation signal (no delay) power=0.3.
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As discussed in section 4.3,3, a shift in time is represented as a shift in the quefrency 
region, which has the possibility of being removed by a sliding window function. 
However, in the phase analysis, although the shift may be removed the phase 
response is still not recovered accurately. Figure 6.23 shows different recoveries 
using various powers of y . I t  may be observed that the impulse response with an 
offset of 10 samples ( extrinsic discontinuities occurrence) may not be recovered 
accurately except at power 7 = 1.0 . The existing discrepancy caused by the extrinsic 
discontinuities of the signal are increased and distorted by the scaling of a fractional 
power of 7 .
E<
Quefrency (samples) Frequency (samples)
a) PRC. b) Recovered system phase response.
Figure 6.22: PRC and recovered system phase from uniform m ulti -p u lse  mixed phase signals without any
time delay via PRC power=0.3.
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Frequency (samples) Frequency (samples)
a) PRC at power =1.0. b) PRC at power =- 0.3.
Frequency (samples) Frequency (samples)
c) PRC at power = 0 .3 . d) PRC at power = 0 .01 .
Figure 6.23: Recovered phase of impulse response with time delay via PRC at various powers.
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îQuefrency (samples) Frequency (samples)
a) PRC at power =1.0. b) Recovered system phase at power=1.0.
(Multi-pulse minimum phase excitation signal with delay)
Frequency (samples)Quefrency (samples)
c) PRC at power = 1.0 . d) Recovered system phase at power=l .0.
(Multi-pulse maximum phase excitation signal with delay)
Figure 6.24: PRC at power 1.0 and recovered system phase response with time delay at
power 1.0.
In the case of the PRC, the phase is obtained via the sine and cosine of the phase 
spectrum and hence if the phase is in multiples of I k  , the phase cepstrum may be 
produced undistorted. From this it is concluded that the PRC is effective for a value 
of y = 1.0 only. Since, for y = 1.0, the functions cos((Z>) and sinW can be obtained 
directly from the Fourier transform of the signal, no phase unwrapping is needed in 
this case. The intioduction of intrinsic discontinuities due to the excitation in the 
mixed phase case might be expected to hinder the recovery of the system phase. 
Flowever, in the case of the clean signals, which are being used in this testing the
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iiitiinsic discontinuities are produced via regularly spaced zeros sited on or very 
close to the unit circle producing regularly spaced spikes in the PRC. A lifter is then 
used to isolate one of these regions producing the recovered phase spectrum (only at 
power = 1.0 ) for either type of mixed phase excitation signal (figure 6.25).
Quefrency (samples) Frequency (samples)
a) PRC at power =1.0. b) Recovered system phase at powei= 1.0
(Multi-pulse (uniform height) mixed phase excitation signal with delay)
Frequency (samples)Quefrency (samples)
c) PRC at power =1.0. d) Recovered system phase at power=l .0
(Multi-pulse (random height) mixed phase excitation signal with delay)
Figure 6.25: PRC and recovered system phase response for mixed phase with time delay at
power 1.0.
129
It would be desirable to recover the system phase via the PRC from a noisy mixed 
phase excitation signal. This test was applied by adding different levels of noise to 
our random and uniform mixed phase excitation signal. Three levels of noise were 
added to the mixed phase excitation signal for testing; 40dB (figure 6.26a and b), 
30dB (figure 6.29a and b) and 20dB (figure 6.32a and b). The added noise corrupts 
the PRC produced (see figures 6.27, 6.30 and 6.33). Moreover, the higher the level of 
the added noise, the less accurate the recovery process becomes (see figures 6.28, 
6.31 and 6.34).
<
Time (samples) Time (samples)
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.26: Mixed phase excitations with added noise of 40 dB SNR.
Quefrency (samples)
1000 1500
Quefrency (samples)
a) PRC random mixed phase excitation signal, b) PRC uniform mixed phase excitation signal. 
Figure 6.27: PRC of mixed phase excitations with added noise of 40 dB SNR.
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Frequency (samples)
a) Recovery from random mixed phase 
excitation signal.
Frequency (samples)
b) Recovery fr om unifonn mixed phase 
excitation signal.
Figure 6.28: Recovered system phase from mixed phase excitations with added noise of 40 dB 
SNR.
Time (samples) Time (samples)
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.29: Mixed phase excitations with added noise of 30 dB SNR.
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B<
Quefrency (samples)
10X) IMO 20»  2S»
Quefrency (samples)
a) PRC random mixed phase excitation signal, b) PRC uniform mixed phase excitation signal.
Figure 6.30: PRC of mixed phase excitations with added noise of 30 dB SNR.
%
Frequency (samples)
a) Recovery from random mixed phase 
excitation signal.
Frequency (samples)
b) Recovery from uniform mixed phase 
excitation signal.
Figure 6.31: Recovered system phase from mixed phase excitations with added noise of 30 dB 
SNR.
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Time (samples)
W  1 »  300 2M n o
Time (samples)
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.32: Mixed phase excitations with added noise of 20 dB SNR.
000 1000 1500 3000
Quefrency (samples) Quefrency (samples)
a) PRC random mixed phase excitation signal, b) PRC uniform mixed phase excitation signal. 
Figure 6.33: PRC of mixed phase excitations with added noise of 20 dB
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IFrequency (samples) Frequency (samples)
a) PRC random mixed phase excitation signal, b) PRC uniform mixed phase excitation signal.
Figure 6.34: Recovered system phase from mixed phase excitations with added noise of 20 dB 
SNR.
It may be observed that when compared to the PLC, the PRC is able to isolate the 
system phase response accurately for the majority of synthetic signals presented. 
The PRC is relatively insensitive to the value of 7 which acts solely as a scaling 
factor. However, it is apparent that when y = 1.0, there is significant advantage since 
the cos(^ ) and sin((^ ) components can be obtained directly from the FT without the 
need for phase unwrapping.
The presence of intrinsic discontinuities will present difficulties when they are 
irregularly spaced across the spectrum. The method of PRC performs poorly in the 
cases where noise is present in the signal.
The PRC method, does not allow the exploitation of the use of different values of 7 
for the recovery process and therefore in the next section the investigation into the 
method of differential phase analysis is studied as an alternative phase spectrum 
analysis.
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6.5 Phase differential spectrum and its cepstrum (PDC)
Although the PRC worked for a range of signals, it has problems concerning the 
existence of time offsets on the signals and the removal of the extiinsic 
discontinuities generated by the use of the arctangent in the Fourier phase function. 
Although in the clean synthetic signals these problems were overcome by the 
unwrapping algorithms to remove the discontinuities and the application of the 
sliding window in the quefr ency domain, this may not be an easy task where noise is 
added to these signals to simulate true speech signals. Hence, different techniques, 
whereby the use of the unwrapping may be avoided, should produce better results. 
One of the techniques proposed, by which the extrinsic discontinuities are non­
existent is the differential phase specti'um analysis.
The differential phase spectrum is calculated from the real and imaginary Fourier 
components avoiding the need for unwrapping its phase spectrmn [92], however in 
its discrete form requires an accurate difference algorithm.
The issue of time offset, with Fomier phase, may be resolved by creating the 
differential of the phase and assuming that the system differential phase response is 
zero mean. The time offset may be removed by imposing zero mean.
The differential phase spectrum, usirrg, the same notation as in equation ( 6.4 ), is 
given by [96];
dâ(û?)______
dû)
and fr om equation (6.5) ,
dcû dû)p(ùi)
dco dû) - T
(6 .1 2 a)
(6 .1 2b)
where, r  is a displacement due to the time delay and P{co) is the square of the 
magnitude spectrum.
The PDC is defined as;
’0(7/) =  F -1 ddjcpydm (6 .1 2 c)
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It must be noted that as the phase spectra are related in an additive form (equation 
6 .1), the differential of these phases are also additive and hence their phase cepstia 
are additive. Hence no log is needed to convert any multiplication to addition in this 
technique. The differential phase of the single pulse excitation, with the offset 
removed is presented in figure 6.35. The application of a DFT, produces a cepstrum 
of the differential phase as presented in figure 6.36 (a close up of the first 100 and 
last 100 samples are shown for clarity). The cepstrum created has even symmetry in 
this case, since the original differential phase has even symmetry. After the process 
of liftering, as proposed in the first example, an IDFT is performed to recover the 
differential system phase as shown in figure 6.37. The system phase response is 
recovered by the re-integration of the differential phase as presented in figure 6.38.
Frequency (samples)
Figure 6.35 Differential phase spectrum  
of single pulse excitation signal (offset).
e<
Quefrency (sampies)l-IOO and 1948-2048
Figure 6.36 Differential phase cepstrum  
of single pulse excitation signal (offset).
Frequency (samples)
Figure 6.37:Recovered differential phase 
single pulse excitation signal w ith offset.
s «r
Frequency (samples)
Figure 6.38: Recovered System phase for single
pulse excitation signal with offset by integration.
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In the next example the minimum phase excitation signal with an offset (figure 4.6) 
is used for system phase response recovery via the PDC technique. The same 
procedure is followed as for the single impulse example. Figmes 6 . 3 9  and 6.40 
display the DPS and the PDC of the signal respectively. A close up the PDC by 
plotting only the first 100 and last 100 cepstral values are shown in hguie 6.41. The 
liftering process used is exactly the same as that used for the PRC where the 
principal pulse is chosen and a lifter of 27 values on either side is captured to recover 
the system phase response displayed in figme 6.42.
Frequency (samples)
Figure 6.39 DPS o f minim um  phase  
excitation signal (offset).
Quefrency (samples)
Figure 6.40 PDC of m inim um  phase 
excitation signal (offset).
Quefrency (samples)1-75 and 1973-2048
Figure 6.41: PDC of minimum phase  
excitation signal (offset) (close up).
Frequency (samples)
Figure 6.42: Recovered System phase of
phase excitation signal (offset) by integration.
137
Ill the case of mixed phase excitation signals, attempting to produce the differential 
phase will magnify the problem of the existence of intrinsic discontinuities. The PDC 
produced (figure 6.43) shows that this line of analysis is not possible as a cepstrum 
may only be performed on a continuous spectrum. These simulation leads us to 
conclude that although differential Fourier system phase may be recovered for single 
impulse response systems and cases where no intrinsic discontinuities occur 
(minimum and maximum phase cases), it proves to be a very difficult task for mixed 
phase signals. Moreover, even in the cases where the differential phase produced 
accurate phase recovery in more complicated signals still faces the problem of the 
accuracy of reintegration of the recovered phase.
Quefrency (samples)1-75 and 1973-2048
Figure 6.43: PDC of mixed phase excitation signal.
Although, it has been observed that for signals where extrinsic and intrinsic 
discontinuities occur, provided accurate extrinsic discontinues phase unwrapping is 
possible the recovery in periodic pulse minimum, maximum and mixed phase clean 
synthetic signals is possible via the PRC. However, it should be easier if we can 
constrain the discontinuities to one type. This can be achieved, using the Hartley 
transform to produce the Hartley phase spectrum without the use of the arc tangent 
function. Hence, the Hartley phase spectrum contains only intrinsic discontinuities 
which may be compensated for in real speech as will be discussed in the next section. 
For the case of the unvoiced signal it has been shown in previous sections (4.3.7 and
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4.3.9) that the randomness of the phase spectrum prevent the conect analysis using 
the usual cepstral analysis techniques.
The application of some non-linear function may help to develop the method further 
but has not been pur sued here.
6.6 Hartley Transform
The Hartley Transform (HT) was proposed as an alternative to the Fourier Transform 
in 1942 by Ralph Vinton Hartley [46]. Based on the Fourier transform technique, it 
has the added advantage of speed and more compatibility for numerical computing as 
its tr ansfonn of a real sigiral is also a real frmctiori [15] [18] [27] [28].
The transform was studied arrd analyzed in the mid 1980’s by Bracewell who 
assessed the benefits of the use of the HT to different applications areas [16] [17]. 
The HT has identical properties to the Fourier transform in its linearity and scaling 
properties. However it has a symmetry property in that its inverse and forward 
transforms are duplicates of each other. In addition its transform may be represented 
by two separate fiequency domain frmctions; magnitude and phase firnctions. The 
magnitude spectrum is identical to the magnitude spectrum derived from the Fourier 
tiansfbrm. However, the Hartley phase is a boimded function between the
limits ± V2 . In additioir, the wrapping of the Fourier phase due to extrinsic 
discontinuities fi'om the arctangent function are non-existent in the Hartley phase as 
no inverse trigonometrical function is used in the calculation.
6.6.1 Hartley Transform definition (HT)
The Hartley transfomr is given by;
1h {co) =  —  I  s(t)casait dt ^2 tc^
1= —==• J y(riCcos ûT  + sin dtV2;r - C O
(6.13)
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The HT has a property of symmetry, in which identical forward and inverse 
transforms form a transform pair such that the inverse Hartley transform (IHT) is 
given by;
I ”s { t ) = ^ =  I H{o}){cos ox + sin ÛX) dt (6.14)-^ 27T _ oo
In addition, the HT of a real signal is a real spectr um combining both magnitude and 
phase information. For the discrete signal s(n), the Hartley transform (HT) may be 
defined as;
j v-iH{o)) = ~j=^s{n){cos{(m ) + sin(tm)) (6.15)V #
The relationship between the Hartley spectrum and the Fourier spectrum is derived 
as follows;
Let the Fourier spectrum be given by;
S(û)) = sM+JSj{û)),  
where Sr(co)  is the real Fourier transform component and Sj(co) is the imaginary 
Fourier transform component and where,
Sr (û)) = M{û})cos{^ (cd)) (6.16)
and
SI {ai} = M{o)} sin((Z)(û7)) (6.17)
where.
M{co) = .yjsl(o>)+Sf{m) (6 .18)
m (o)) being the Fourier magnitude spectrum and {^w) is the Fourier phase spectrum 
derived fiom equation 6.4.
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Then from equations 6.15 and ignoring the scaling factor it can be shown that; 
the HT of a signal s{n) is;
— Sr {o))~ S j (o))
= M{œ]{co&{(p{û)))-sm{^{û)))) (6.19)
6,7 The Hartley Phase Spectrum (HFS)
The Hartley phase spectmm (HPS) is defined as ;
M(co) (6.20)
=  cos(^(û7) -  sin((ÿ(â7)))
The Hartley phase, V(w) , is a continuous function of frequency. However, as M(co) 
and H(co) are calculated from the real and imaginary components of the Fourier 
transform and these components may approach zero amplitude simultaneously 
(which occurs when there are zeros or poles lying on the unit circle), V(co) can 
abruptly change sign introducing intrinsic discontinuities into the Hartley phase 
spectrum. It should be remembered from section 6.3, that in a Fourier phase 
spectrum, the intrinsic discontinuity, where a zero lies in the unit circle, will cause
the phase to jump either from + ~  to a change of - ; r ,  or from to + ~  a
change of +?r. In the case the Hartley phase the corresponding correction to these is 
found from equation 5.20.
Let
or let
F(û)) -  cos((?> + :^)+sin((ÿ + ;7:) 
= -l.(cos(9 + sm(9)
V (£0) = cos((ÿ -  ;r) + sm((ÿ -  tt) 
= -\XcosO+sm&)
(6 .21)
(6.22)
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So that in either of the Fourier cases, the corresponding correction in the Hartley 
phase is a multiplication of the Hartley phase by -1. This correction may cause an 
ambiguity in the Hartley phase which must be identified for correct analysis.
The second important property as previously acknowledged is that F(û)) is a 
bounded function as can be shown from:
F(û))  =  cos (0 (û J))  +  s in (^ (a ) ) )  
= V 2 s in L (û 7 )+ ^ l
Hence the maximum and minimum values of F((ü) at any value of (^a?) must be 
between the limits ± Vz .
The Hartley phase ti'ansform of a single impulse response with no offset was applied 
as presented in figure 6.44. It can be seen that the Hartley Phase spectrum has no 
symmetry, in contrast to the odd symmetric Fourier phase spectmm. It is bounded by 
the limits ± V2 . A conversion of the Hartley Phase in figure 6.44 to its Fourier phase 
counteipart has been performed via equation 6.23 and is shown in figure 6.45. As can 
be seen the odd symmetry is regained. The Fourier phase produced from the Hartley 
phase is identical to the original system phase. This leads to the conclusion that the 
Hartley phase spectrum preserves the same information as the Fourier phase 
spectrum. Figure 6.46 shows the HPS of the minimum phase excitation signal with 
no time offset, the phase spectium is a continuous bounded spectmm. Applying the 
same 10 sample offset in the time domain to the impulse response produces a
discontinuity free Hartley phase bounded by +V2 as can be seen in figure 6.47. A 
close up of the Hartley phase spectia of the various signals with an offset are shown 
in figures 6.48-6.51.
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Frequency(samples)
Figure 6.44 Hartley Phase single impulse 
no offset
I
fIII
Figure 6.45 Fourier Phase derived from 
Hartley phase.
Frequency(samples)
Figure 6.46 Hartley phase of minimum phase 
excitation signal with no time delay.
Frequency(samples)
Figure 6.47 Hartley phase of single 
impnlse response with offset.
1000 1SOO
Frequency{samples)
Figure 6.48 Hartley phase of minimum phase
excitation signal with offset.
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Frequ9ncy(samples 1 to 256) Frequency(samples 1 to 256)
Figure 6.49 Hartley phase of maximum 
phase excitation signal (offset).
Figure 6.50 Hartley phase of maximum 
phase (uniform) excitation signal (offset).
Frequency(samples 1 to 256)
Figure 6.51 Hartley phase of mixed 
phase (random) excitation signal (offset).
6.8 The Hartley phase cepstrum (HPC)
The generalized cepstral process is defined as;
c(t)=3 "^|/(3 [5(«)])] (see equation 3.1)
In the Hartley phase cepstrum process the Fourier and inverse Fourier 
transforms are replaced by the Hartley transform and its inverse [101].
The HPC is defined as the HT of the Hartley phase spectrum as given by;
v(r) =  - j =  ( v  (<39)(cos(t»r) +  sin(6?r)) dco (6 .24)V 2 Æ
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The same signals considered in section 6.5 are used to investigate the use of 
the HPC. As for the Fourier phase cepstmm in both forms (PLC and PRC) 
for the discrete output signal of a discrete linear system, there will be two 
components, one related to the system phase response and the other related to 
the phase spectium of the input signal to the system.
The Hartley phase spectrum seen in figui’e 6.46 contains two phase spectia, 
and as long as the Hartley phase spectrum is discontinuity free then, as with 
other Cepstial techniques, the system phase information will be distinct from 
the phase information related to the input sigial. As has been performed in 
the earlier Fourier phase technique a DFT is applied in the fr equency domain 
to the phase spectrum to produce a HPC as seen in figure 6.52a. In figure 
6.52b an accurate recovery of the system phase response is possible via the 
HPC. Applying a time offset to the same sigial produces a cepsümm from 
the discontinuity-free HPS (figure 6.46), shown in frguie 6.53a. It may be 
observed that the cepstial values are clustered around a large impulse at the 
position of the time domain delay of the signal. This is similar to the 
observation in the PRC however, the position is not scaled by a power of y . 
The Hartley phase is recovered by detecting the impulse position and shifting 
it to zero before selecting the cepstial values. The recovered phase is an 
accurate representation of the tiue system phase using a lifter of 2 1  samples 
(figure 6.53b). It may also be observed from figure 6.54a that although the 
cepstium contains a cepstial component belonging to the excitation.
1 A I\ r w
Quefrency(samples 1:100-1948:2048) Frequency(samples)
a) HPC b) Recovered system phase response.
Figure 6.52 HPC and recovery of single pulse excitation signal ( no offset).
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Ê<
Quefrency(samples 1:100-1948:2048)
a) HPC b) Recovered system phase response.
Figure 6.53 HPC and recovery of single puise excitation signal (offset).
Qu9ftency(samples) Frequency(satnples)
a) HPC b) Recovered system phase response.
Figure 6.54 HPC and recovery of minimum phase excitation signal ( no offset).
the liftering process separates the cepstral components belonging to the system 
phase recovering its spectrum accurately (figure 6.54b). As for the case in the PRC, 
the HPC produces good results in all clean synthetic signals used. Figures 6.55-6.58 
show that in all cases where no discontinuities occur, if the principal impulse is 
located and shifted to zero, an accurate recovery of the system phase is possible. 
Even in the cases, where intrinsic discontinuities occur, since the zeros occur 
periodically, the isolation of the unwanted components is still possible and
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reasonable recovery is possible (figures 6.59, 6.60 and 6.61). This task is not possible 
using the traditional PLC or even in the PDG.
Frequenoy(samples)Quefrercy(samples)
a) DHPC b) Recovered system phase response.
Figure 6.55 HPC and recovery of minimum phase excitation signal (offset).
Quefrency(samples)
a) HPC b) Recovered system phase response.
Figure 6.56 HPC and recovery of maximum phase excitation signal (no offset).
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Quefrency(samples) Frequency(samples)
a) HPC b) Recovered system phase response.
Figure 6.57 HPC and recovery of maximum phase excitation signal (offset).
Frequency(samples)
a) HPC b) Recovered system phase response.
Figure 6.58 HPC and recovery of mixed phase(random) excitation signal (no offset).
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a) HPC b) Recovered system phase response.
Figure 6.59 HPC and recovery of mixed phase(random) excitation signal (offset).
Quefrency(samples) Frequency(samp!es)
a) HPC b) Recovered system phase response.
Figure 6.60 DHPC and recovery of mixed phase(uniform) excitation signal ( no offset).
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a) HPC b) Recovered system phase response.
Figure 6.61 HPC and recovery of mixed phase(uniform) excitation signal (offset).
However, the real test for this technique (as for the PRC) is the application on the 
mixed phase signals with the addition of noise, to simulate the true speech signals 
where the intrinsic discontinuities are randomly dispersed. Figures 6.62, 6.65 and 
6 .6 8  show the mixed phase signals with an added noise at SNR of +40, +30 and 
+20 dB respectively. It may be observed that, at the lowest ratio of 40 dB, the PRC 
contains the random cepstra component belonging to the added noise superposed 
above the signal cepstrum (see figure 6.63). Hence the system phase recovery is no 
longer as accurate as the clean signal case (figure 6.64). Moreover, the higher the 
noise ratio the more distorted the cepstra becomes (figures 6 . 6 6  and 6.69), leading to 
an erroneous system phase recovery (figures 6.67and 6.70).
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a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.62: Mixed phase excitations with added noise of 40 dB SNR,
SOO ItOO «00 2000
Quefrency(samples) Quefrency(samples)
a) PRC random mixed phase excitation signal. b) PRC uniform mixed phase excitation signal. 
Figure 6.63: HPC of mixed phase excitations with added noise of 40 dB SNR.
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Frequency(samples)
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.64; Recovered system phase from mixed phase excitations with added noise of 40 dB 
SNR.
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.65: Mixed phase excitations with added noise of 30 dB SNR.
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I
tooo 1500 2000 2SC0
Quefrency(samples) Quefrency(samples)
a) PRC random mixed phase excitation signal, b) PRC uniform mixed phase excitation signal.
Figure 6.66: HPC of mixed phase excitations with added noise of 30 dB SNR.
Frequency{samples)
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.67: Recovered system phase from mixed phase excitations with added noise of 30 dB 
SNR.
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a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal
Figure 6.68: Mixed phase excitations with added noise of 20 dB SNR.
Qu9frency(samples) Quefrency(saniples)
a) PRC random mixed phase excitation signal, b) PRC uniform mixed phase excitation signal. 
Figure 6.69: HPC of mixed phase excitations with added noise of 20 dB SNR.
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Frequency(samples) Frequency(samples)
a) Random mixed phase excitation signal. b) Uniform mixed phase excitation signal.
Figure 6.70: Recovered system phase from mixed phase excitations with added noise of 20 dB 
SNR.
6.9 Phase analysis of speech
In order to test the techniques described in sections 6.4, 6.5, 6 . 6  and 6.7 on real 
speech, two fi-ames of speech were selected from the Timit database each being 
filtered and downsampled 4:1, one voiced (figure 6.71a) and the other unvoiced 
(figure 6.71b).
E<
Time (samples)
II
Time (samples)
a) Voiced speech. b) Unvoiced speech.
Figure 6.71 Voiced and unvoiced test speech frames.
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Figure 6.72 shows the minimum phase response of the voiced and unvoiced speech 
frames obtained via the linear prediction method, as a basis for comparison.
I
II
Frequency (samples) Frequency (samples)
a) Voiced speech. b) Unvoiced speech.
Figure 6.72; Recovered system minimum phase response obtained via linear prediction.
In the case of the DPC it may be observed from the DPS shown in figure 6.73 , that 
because of the effects of the intrinsic discontinuities phase analysis will be difficult.
I
£Io
Frequency (samples)
Figure 6.73: Differential phase spectrum of voiced speech frame.
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Figures 6.74 a, 6.75a and 6.76a show the recovered system phase response of the 
same voiced speech frame. It may be observed that the phase responses obtained are 
remarkably different, and without further investigation no explanation can be 
presented.
I
Frequency (samples) Frequency (samples)
a) Voiced. b) Unvoiced
Figure 6.74: Recovered system phase from various speech frames via various PLC.
Frequency (samples)
IIIL
Frequency (samples)
a) Voiced. b) Unvoiced
Figure 6.75: Recovered system phase from various speech frames via various PRC.
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II
Frequency(samples) Frequency(sartiples)
a) Voiced. b) Unvoiced
Figure 6.76: Recovered system phase from various speech frame via HPC.
Figure 6.74 b, 6.75b and 6.76b show the recovered system phase response of the 
same unvoiced speech frame. In this case it may be observed that the phase 
responses obtained appear more similar.
6.10 Conclusion and summary
The potential of the analysis of the phase spectrum of signals has been studied in this 
chapter. A number of techniques have been investigated for this purpose. The first 
technique investigated was the PLC phase analysis. The PLC performed well on 
recovering the system phase response from the impulse response and minimum phase 
excitation sigial, provided any time offset or delay is removed via a sliding time 
domain window. However, in any case where this is not possible, such as the 
maximum and mixed phase excitation signals, the cepstrum produced is 
overwhelmed by the cepstial components due to the gradient of the time offset.
The second technique investigated was the PRC, which performs well on most 
signals at a power y = 1.0. In this situation no extrinsic discontinuities occur and 
phase unwrapping is not needed. Moreover, signals in which intrinsic discontinuities 
are spread regularly across the phase spectrum, may be isolated using the usual 
liftering procedure and hence overcomes any corruption in the recovery process. The
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main drawbacks of the PRC is the inability to exploit the appealing feature of a 
variable power of y and secondly its poor performance on noisy signals.
The third technique to be investigated was the PDC as an attempt to consider 
applying a variable power of y on a root differential phase cepsü'imi phase analysis 
process. However, although the time offset and extrinsic discontinuity phase 
imwrapping maybe avoided via the PDC, signals with intrinsic discontinuities posed 
a problem in this technique, and hence the process using PDC was abandoned.
The fourth and final technique investigated as an alternative was the HT phase 
analysis, using the PHC. It is a process of calculating the phase via the addition of 
sine and cosine components of the phase spectrum avoiding the introduction of 
extrinsic discontinuities to the obtained phase. The phase spectmm is an odd 
synrmetiical real function bounded by the limits ± Æ . It is shown that the recovery 
of the system phase response via the HPC produces similar results to those obtained 
via the PRC for the minimum, maximum and mixed phase sequences in both clean 
and noisy sequences. However, the attractiveness of the HT techniques over the PRC 
is the simplicity (real function), and speed of the process [17]. Lastly, in section 6.9, 
the phase analysis of two frames of (voiced aird unvoiced) speech are analyzed using 
the previous phase cepstra teclmiques discussed.
159
CHAPTER 7
CONCLUSIONS AND FUTURE WORK
This thesis presents an investigation into how analysis and synthesis of speech may 
be improved via the use of cepstral deconvolution techniques.
The study starts by presenting a brief overview of the acoustics of the speech 
production mechanism. A general understanding of the main concepts of the 
anatomy of the speech production mechanism and how the variation in their 
configuration affects the different sounds produced is important. It undoubtedly helps 
in understanding the problem areas in which synthetic speech diverges from the 
natural speech. Sounds are produced by the expelled air from the lungs which is 
passed via the glottis. If the vocal cords are vibrating during this process the airwaves 
are modulated by the muscle tension applied to them producing a voiced sound, 
otherwise an unvoiced sound is produced. Each sound produced loosely corresponds 
to a phoneme in the phonetic alphabet set of a language (general English in this 
case).
In continuous speech the features distinguishing phonemes in isolation are confused 
due to the different effects when concatenating sounds into words and phrases, such 
as coarticulation. The inclusion of prosody [123] [124] can greatly enhance the 
naturalness of synthetic speech. This study tiies to open a window towards finding 
resolutions to some of these problems via the incorporation of the analysis of the 
system and excitation phase spectra.
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Traditionally, speech synthesis is achieved via linear prediction analysis, which is 
based on an all-pole analysis and synthesis filter model. This technique gives 
emphasis on the poles of the system, and hence vowel modeling is of high quality. 
However, in the case where zeros play an important role in the acoustical modeling 
of speech, such as in stops, fiicatives and nasals, a pole and zero model may 
produce higher quality synthesis.
Speech is perceived as being produced via a linear speech model, consisting of a 
vocal tract filter model excited by an input signal ( quasi-periodic pulse or white 
noise). The output is regarded as an excitation convolved with a vocal tract filter 
system response. Hie theory of homomorphic deconvolution in the logarithmic and 
spectral root form are intr oduced in both their real and complex forms.
The homomorphic deconvolution is a frequency domain analysis technique, which 
depends on applying a non-linear function on the spectmm to separate two distinct 
components of a compoimd signal (excitation and vocal tract), via a liftering 
process. The LHD is achieved by substituting the non-linear function with the log to 
produce a cepstrum. Although at first glance the log may be seen as an elegant way 
of reducing the convolution relationship to an additive relationship, in the discrete 
case the windowing process does not allow this unless certain assumptions are 
made. Hence, the SRD is introduced where the non-linear function is substituted by a 
power y . In this case although the convolutional relation still exists in the cepstral 
domain, the flexibility in the use of a different range of y values can improve 
performance, since y changes the rate of convergence of the two cepstral 
components, increasing the efficiency of the separation.
The choice of y depends on the system transfer function and is varied between -1 
and +1 depending on whether more importance is given to modeling the poles or 
modeling the zeros. For voiced speech it has been found that the best solutions are 
obtained at y = -0.3. After presenting the theory of homomorphic deconvolution, the 
application of this theory to speech analysis is developed . Various synthetic signals 
were produced to model minimum, maximum and mixed phase voiced speech 
signals and unvoiced speech. These models were used extensively to test the 
performance of the LHD and SRD techniques. Analyzing the magnitude spectrum of 
the signals presented in this research via the RLC and the RRC produced similar
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results, however, as studies showed that the RRC is more immune to noise, it will 
be a better choice for obtaining the analysis/synthesis filter cepstral coefficients.
The introduction and design of AS filters is a novel contribution which particularly, 
has its utility in association with the root cepstrum. Since the filter excitation 
components in the root-cepstral domain are still convolutional, a method is needed 
to separate these components in the time domain. Such filters can model either 
magnitude and phase together, or via separate filters, the magnitude and phase 
components independently. The issue of stability with the filter design is 
emphasized.
Conventionally, speech synthesis has been performed, via the magnitude spectrum 
component of the speech only, as it was believed that the phase spectrum had no 
importance in speech. However later studies have shown that the phase spectrum is 
as important, if not more important, than the magnitude spectrum alone in the 
synthesis of speech. Hence in this study the use of homomorphic deconvolution in 
their complex forms are developed, in an attempt to analyze magnitude and phase of 
speech in combination. However, it is shown that due to the complexity of the phase 
analysis, and its effect on the accuracy of the analysis of the magnitude spectrum, it 
is more feasible to perform an independent analysis on each component.
This thesis introduces the concept of a phase cepstrum to achieve the separation of 
the filter and excitation phase components. Although the basic procedure is similar to 
that for the cepstral analysis of the magnitude spectrum, because of the difficult 
nature of phase, this cepstmm has to be developed in a way that enables the complex 
stmcture of the phase to be modeled. A number of different phase cepstra were 
defined. The main requirement for a phase cepstmm is that the phase spectmm from 
which it is formed, is a continuous function of frequency. Hence for any Fourier 
transform based calculation, the phase must first be unwrapped to remove any 
exti’insic discontinuities.
In the case of the PLC, any time offset must be removed via a time domain sliding 
window. For the multi-pulse minimum phase excitation signal this is achievable, 
and an accurate signal recovery is possible. However, in the case of the maximum 
and mixed phase excitation signal it proved to be a more complex task. There exists 
an implied time offset from the signal itself which is not possible to remove and the
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phase cepstmm produced is overwhelmed with the cepstial coefficients of this 
feature.
In the case of the phase root cepstmm, PRC, any time offset is mapped into the 
quefiency domain, where the sliding window is applied to remove the shift. This is a 
more practical issue for implementation procedure than applying the window in the 
original time domain. The property of applying a varying y was not possible in the 
case of the phase analysis. The only accurate recovery was possible at y = l . Any 
fi actional power of y resulted in creating discontinuities at multiples of fr actional k . 
Moreover, in the case where y = 1, it was found that no phase unwrapping was 
needed. The PRC in signals with added noise did not produce accurate recovery 
except at very low level noise.
The DPC technique is investigated as no phase unwrapping is needed and moreover a 
hybrid root differential cepstrum may be developed with a varying y to get a better 
optimum solution. In the mixed phase excitation signal case, the existence of 
intrinsic discontinuities flaw the technique as the DPC is corrupted by these 
discontinuities. No method was foimd to overcome this problem.
The PHC was the final phase cepstrum technique discussed in this research. This 
technique is novel in that it employs a Hartley transform rather than a Fourier 
transform to represent the signal phase components and has a phase spectmm which 
is both bounded and free from extrinsic discontinuities. The spectral components of a 
real time signal are also real and so avoids the need for complex analysis.
This technique was able to correctly analyze most synthetic signals imder test but 
still performs less well imder noisy conditions.
Overall, this thesis presents research aimed at improving the linear model of speech 
production. Cepstral techniques have been investigated as a replacement for the 
conventional linear prediction. The advantage being that fewer constraints are 
imposed in HD techniques. In particular the SRD has been investigated fully based 
on reports from the literature that it has superior properties to the more familiar LHD. 
Analysis/synthesis filter pairs were developed to be use in conjunction with the SRD 
which enable filter response and excitation to e separated ad analyzed independently. 
It has been shown that simultaneous analysis of both magnitude and phase via a 
complex cepstmm gives inferior results and so a strategy of independent analysis of
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magnitude and phase was persued. This has led to the development of a class of new 
phase cepstial techniques which can separate filter and excitation phase information. 
However, these techniques are in their early stages and further development is 
needed for phase analysis to cope with a broader range of real signals.
Finally, when combined, these HD analysis techniques should allow for significant 
improvement in the quality of speech synthesis.
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Appendix A
Consider a discrete periodic time sequence.
^(«)=<?(«)+0.7 5(//-50)+0.49 ^ (w-100) (A4.1)
Taking the z-tiansforms,
5(^)=1 + 0.7 (z"^  ^)+ 0.49 (z“ ®^ f (A4.2)
Let z  = x , then 
»S'(x)=l + 0.7 %+ 0.49 
Let the roots o f 5(x) be {Zjo, i^}
(A4.3)
From equation 4.6
6-1 J^ L_ 
-  S  rjr=0
efe)=0
for T ]= k T  where k  is an integer, - o ^ - < k ^ o o
for all other values o f  r j . (A4.4)
Cg (50) 0.7x 2x cos 1.0472) = 0.35
Cg(l00) = - l  X2xcos (2X1.0472)j = 0.1225
Cg(l50)=-i|^^t|Zl^ x2xcos(3x1.0472)
,(200) = - .
c,(250)=--
(-0.7)^
4
^ { - 0.7)5
x2xcos (4xl.0472)J =
= -0.1143 
 0.03
x2x  cos (5x1.0472) = 0.0168
for {k = l) 
for (/c = 2)
for (A: = 3)
for (/c=4)
for (/c = 5)
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For the RLC, there will be a corresponding anti-causal sequence (of the same 
amplitudes) migrating from right to left across the quefrency domain. The plot of this 
RLC (from figure (4.4)) is shown again here for convenience.
0.3 - -
O 25 - -
iD
E  0.1 - -
^  0.05 - -
A . il ,  A A
O  05
V 1
' -
100 ISO 200
Q u e f r e n c y  ( s a m p l e s )
Figure 4.4: RLC periodic synthetic signal.
The two pulses at 250 samples (/c = 5) and at 6 samples ( also (/c = 5)in the anti-causal 
sequence) lie within the low-order regions o f  the quefrency domain where the vocal 
tract information would be expected to occur, thus causing corruption in the 
separation o f components.
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