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The ultimate precision limit in estimating the Larmor frequency of N unentangled rotating spins
is well established, and is highly important for magnetometers, gyroscopes and many other sensors.
However this limit assumes perfect, single addressing, measurements of the spins. This requirement
is not practical in NMR spectroscopy, as well as other physical systems, where a weakly interacting
external probe is used as a measurement device. Here we show that in the framework of quantum
nano-NMR spectroscopy, in which these limitations are inherent, the ultimate precision limit is still
achievable using control and a finely tuned measurement.
INTRODUCTION
Nuclear Magnetic Resonance (NMR) spectroscopy is a
revolutionary field that has had a considerable impact on
science and medicine alike. It enables chemists to deduce
molecular proprieties, and is best known for magnetic res-
onance imaging. The main idea behind the technology
is that applying a large external magnetic field creates a
macroscopic magnetization of the test sample. When a
resonance pulse is implemented, the magnetization vec-
tor is transferred into the transverse plane, where it pre-
cesses around the external magnetic field axis. The os-
cillatory magnetic field of the sample can be sensed clas-
sically, and its spectral decomposition carries the target
information[1–5].
Nano-scale NMR is a recent extension of this idea,
that focuses on the measurement of the NMR spectra
of minute samples. The main challenge stems from the
fact that the net polarization of these samples cannot be
detected using macroscopic devices. While various direc-
tions are being pursued to confront this challenge, one of
the most promising is the Nitrogen-Vacancy (NV) based
spectrometer which relies on a quantum emitter as a nano
scale detector. The NV center is a natural candidate,
since in the past decade it has been shown to be an ex-
cellent magnetometer on the nano-scale [6, 7], and many
successful experiments have been carried out in platform
similar to fig. 1 [8–14]. To date, most ensemble experi-
ments in the field have been conducted with bulk NVs,
since surface effects and finite polarization limit the sen-
sitivity attained by the shallow ones. These experiments
were able to measure impressively narrow spectra[14].
However, since the effective sample volume scales with
the NV’s depth, the use of shallow NVs is inevitable if
one aims to interrogate ultra-small samples.
Whether the sensing is quantum or classic, the ac-
quired signal is
S ∼ NA cos (ωN t) , (1)
where N is the number of nuclei in the ensemble, ωN
is their Larmor frequency and A is the signal amplitude
generated by a single nucleus. In the quantum case A
is replaced by φ, the phase acquired from a single nu-
cleus, which is a function of the interaction strength and
the interrogation time. The uncertainty of the frequency
measurement of the signal (1) scales inversely with the
derivative and thus can be written as
∆ωN =
C
Nt
=
1
Ntφ
, (2)
where the first equality is correct for either classic or
quantum sensing with some constant C, while the second
is correct only for the quantum case. We know, however,
that in a noisy environment the optimal precision, achiev-
able by performing Ramsey spectroscopy on each nucleus
[15, 16] is
∆ωN ≤ 1√
Nt
. (3)
Comparing Eqs. (2) and (3) yields the restriction φ ≤
1√
N
. Since the phase is a function of the interaction be-
tween the sensor and the nuclei, which increases as the
sensor is brought into close proximity with the sample,
the behavior of the signal must change when φ ∼ 1√
N
.
Therefore, there is a critical depth dc, for which the be-
havior of the signal transforms from classical to quan-
tum (see the right side of Fig. 1). For common param-
eters of liquids, an interrogation time of TNV2 = 1 ms
and a fully polarized nuclear spin ensemble, we find that
dc ∼ 140 nm (see section 3 for details). For finite polar-
ization, pol, the critical distance changes dc ∼ pol2/3T 2/32 ,
such that for pol = 1% it drops to dc ∼ 6.5 nm for the
same T2. We henceforth refer to Eq. (2) as ”Heisen-
berg scaling with N” or as the ”weak limit” for reasons
that will readily become apparent, and to Eq. (3) as the
Ramsey limit or the standard quantum limit (SQL).
Here we provide and analyze a nano-NMR protocol
and show that for an NV with a given depth, for short
measurement times, our protocol achieves a ”Heisenberg-
like” scaling with N, which is greatly reduced by the
weak NV-nucleus coupling, whereas for long measure-
ment times, the scaling changes to the SQL with respect
to N and does not depend on the coupling. Moreover,
we show that using an adaptive measurement method,
for long measurement times, the uncertainty scales ef-
fectively, up to a prefactor, as the fundamental Ramsey
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2Figure 1. The NV center (red) is situated at a depth d below
the diamond surface. The nuclear spin ensemble (blue), which
is located on top of the surface, is partially polarized due to
the external magnetic field B. The local magnetic field at
the NV’s position is only affected by the nuclear spins within
a hemisphere of radius d centered above the NV’s position
(dashed red line), since the dipolar interaction creates an ef-
fective cut off. The sensor is initialized and then measured
after a given time, in order to reproduce the probability dis-
tribution which is analogous to the classic NMR signal (top
right). However, as the sensor is brought into close proxim-
ity with the sample, strong back-action causes the signal to
change (bottom right). This change dramatically affects the
precision of the frequency estimation.
limit that requires individual addressing of each nucleus.
Alternatively, for a given measurement time, the preci-
sion of the protocol changes from the weak limit to the
SQL for increasingly shallow NVs. In other words, even
when using shallow NVs for probing an ensemble with
finite polarization in the weak coupling limit - where the
NV-nucleus coupling constant multiplied by the measure-
ment time is much smaller than pi - our protocol achieves
an accuracy scaling that does not strictly depend on the
coherence time of the NV or the NV-nucleus coupling
constant and follows the SQL with respect to N.
The paper is organized as follows. We start with a
simplified model for nano-NMR to introduce our proto-
col and the main results. Then we explain how this model
can be adapted to include more realistic settings and we
modify our results accordingly. Finally, we discuss possi-
ble modifications to the protocol and provide an overview
of the work.
RESULTS
Simplified Model: Constant Coupling
Let us start with a simplified model that captures the
essentials. The physical system consists of a quantum
sensor, taken to be a two level system with energy gap
ω0, and an ensemble of N spin-1/2 nuclei with energy
gap ωN as described by the Hamiltonian
H0 =
ω0
2
σz +
ωN
2
N∑
i=1
Iiz, (4)
where σi/I
j
i is the Pauli matrix of the sensor/j-th nucleus
in the i direction. The NV and the nuclei interact with
a constant coupling
H1 = gσz
N∑
j=1
Ijx. (5)
Our protocol for the estimation of ωN starts by initializ-
ing the system to the state |ψi〉 = | ↑X〉S ⊗ | ↑X · · · ↑X〉
and the interaction is suppressed. Note, that we explic-
itly assume that the nuclear spins are completely polar-
ized in the x direction. The propagation in the interac-
tion picture with respect to the sensor’s energy gap is
|ψt〉 = | ↑X〉S⊗
(
cos
(ωN
2
t
)
| ↑X〉 − i sin
(ωN
2
t
)
| ↓X〉
)⊗N
.
(6)
Then H1 is turned on while H0 is turned off, so the prop-
agation by an additional time τ will result in
|ψτ 〉 = 1√
2
(| ↑Z〉S |ψ+〉+ | ↓Z〉S |ψ−〉) , (7)
where |ψ±〉 =
(
cos
(
ωN
2 t
)
e∓igτ | ↑X〉 − i sin
(
ωN
2 t
)
e±igτ | ↓X〉
)⊗N
.
The reduced density matrix of the sensor after both
steps is
ρS =
1
2
(
1 〈ψ−|ψ+〉
〈ψ+|ψ−〉 1
)
, (8)
where the off diagonal element is given by
〈ψ+|ψ−〉 = (cos (2gτ) + i sin (2gτ) cos (ωN t))N . (9)
To obtain the product it is convenient to write the com-
plex number (9) in a polar representation
Φ = N arctan [tan (2gτ) cos (ωN t)] ≈ 2Ngτ cos (ωN t)
(10)
r =
(
1− sin2 (2gτ) sin2 (ωN t)
)N/2 ≈ e−2N(gτ)2 sin2(ωN t),
(11)
where the approximations are made using the assumption
of weak coupling, gτ  1. We henceforth refer to the ac-
cumulated phase, Φ, as ”the signal” since it corresponds
to the ”classical” signal (1) with the aforementioned ac-
cumulated phase φ = 2gτ , and we refer to r as the decay.
The decay is caused by the entanglement between the NV
and nuclear spin ensemble, as illustrated in fig. 2. For
times ωN t = npi the dynamics is purely classical because
the rotation around the x axis is trivial, whereas for other
times the rotation causes the sensor state to be entangled
3NV Nuclei
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⊗ 𝑁
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⊗
Figure 2. The protocol — The NV and the nuclear spins are
initialized at the x direction. The nuclei are then allowed,
using an appropriate pulse sequence, to propagate according
to the free Hamiltonian H0 for a time t, which results in a
rotation by θ = ωN t around the z axis. Then, by changing
the external pulse sequence, the system propagates under the
interaction Hamiltonian H1 for a duration of τ . This results
in a rotation of the nuclei around the x axis by an angle of
±φ = ±2gτ depending on the sensor’s state. The sensor will
experience an effective dephasing depending on the extent of
its entanglement with the ensemble.
with the collective state of the ensemble. Therefore, the
dimensionless quantity characterizing the decay, N (gτ)
2
,
is interpreted as the back-action. Because the coupling
constant g depends on the distance between the sensor
and the sample, the transition from weak to strong back-
action is dictated by the NV’s depth for a given τ . This
transition is the one predicted in the introduction, as it
occurs when φ = 2gt ∼ 1√
N
. Substituting Eqs. (10) and
(11) into (9),
〈ψ+|ψ−〉 = reiΦ ≈ e−2N(gτ)2 sin2(ωN t)ei2Ngτ cos(ωN t).
(12)
The measurable quantity associated with (12) is the
probability distribution,
P|↑Y 〉 =
1
2
(
1 + e−2g
2Nτ2 sin2(ωN t) sin(2gNτ cos(ωN t))
)
,
(13)
which is related to eq. (12) by P|↑Y 〉 =
1
2 (1− Im [〈ψ+|ψ−〉]). The function (13) is the non-
approximate form of (1). It is drawn on the right hand
side of Fig. 1 with N = 3 · 105 and gτ = 5 · 10−5 (top) or
gτ = 0.01 (bottom) which correspond to weak and strong
back-action respectively.
In order to determine the precision of the estimation of
ωN we use the tools of quantum metrology. The Fisher
Information for the discrete probability {pi}i dependent
on a parameter g is defined as I =
∑
i
(
dpi
dg
)2
pi
[17]. For a
quantum system one can optimize over all possible mea-
surement bases. This leads to the definition of Quan-
tum Fisher Information (QFI) [18]. For a density matrix
ρ =
∑
i pi (g) |Ψi (g)〉〈Ψi (g) |, the QFI about g is given
by I = ∑pi+pj 6=0 2pi+pj ∣∣∣〈Ψj |dρdg |Ψi〉∣∣∣2 [15]. The preci-
sion of any measurement is bounded by the Cramer-Rao
bound, ∆g ≤ 1√I . Since this is a tight bound, we use
it henceforth to quantify precision. For the density ma-
trix (8) the QFI can be expressed as the relevant Bures
distance [15, 19]:
I =
(
dr
dωN
)2
1− r2 + r
2
(
dΦ
dωN
)2
, (14)
thus, eqs. (10), (11) and (14) lead to
I = φ2N2t2 sin2(θ)e−φ2N sin2(θ)
[
1 +
φ2 cos2(θ)
1− e−φ2N sin2(θ)
]
,
(15)
where θ = ωN t. In the limit of weak back-action,
N (gτ)
2  1,
P|↑Y 〉 =
1
2
(1 + sin(Nφ cos(ωN t))) , (16)
I ≈ φ2N2t2 sin2 (θ)
[
1 +
cos2(θ)
N sin2(θ)
]
. (17)
The QFI in this limit is optimal when
sin2 (θopt) = 1, (18)
since the derivative of the signal is then maximal and the
decay is negligible. For the optimal time (18), the QFI
(15) is
I = 4φ2N2t2, (19)
which corresponds to the uncertainty ∆ω = 12Ngτt as in
(2) with φ = 2gτ . Thus, in the limit of weak back-action,
we achieve an uncertainty that scales as N−1 in exchange
for the large factor (gτ)
−1
.
Achieving better precision, however, requiresNg2τ2 
1, where consequently, the decay starts to affect the quan-
tum sensor. The optimal time (18), therefore, must
change to account for the decay. The new time is ap-
proximately
sin2 (θopt) =
1
Nφ2
, (20)
for which the QFI (15) is
I ≈ Nt
2
e
(21)
and corresponds to the uncertainty ∆ω = 1t
√
e
N . The de-
cay, therefore, ”corrects” the apparent Heisenberg scaling
for high precision. This is a surprising result, as the un-
certainty is limited solely by the coherence time of the
nuclei as in [12, 20–24] and it does not depend on the
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Figure 3. The maximal value of the QFI (15) (red) for gτ =
0.01 and t = 1 as a function of N (log scale). The optimal
QFI follows the weak back-action limit (green) given by (19)
when N(gτ)2  1. As N increases the back-action corrects
the scaling until N(gτ) > 1, where the QFI approaches the
strong limit given by (21). In the strong back-action regime,
the QFI of our scheme is only smaller by a factor of e−1 from
the optimal QFI, Nt2, achieved by Ramsey spectroscopy on
each individual nucleus (blue).
coupling constant g. Moreover, if we could manipulate
and read-out each nucleus individually, the optimal QFI
would be attained by the Ramsey limit (3). Therefore,
up to the numerical factor of e−1 our protocol is the op-
timal one. Figure 3 compares the different QFI scalings
to our protocol. To obtain this QFI we assume opti-
mization of θ and the measurement basis, which requires
knowledge of ωN . As shown in fig. 4, the QFI increases
with N(gτ)2, but it also becomes increasingly narrow,
such that a more accurate estimation of ωN is required
to achieve it. This, however, can be resolved by using
an adaptive measurement protocol - first a non-optimal
measurement is performed to acquire an estimate of ωN ,
and the next measurement’s duration is optimized ac-
cording to the previous measurement’s outcome. This
can be repeated until the optimal precision is attained.
An analysis of this model using multiple sensors can be
found in [25].
Spatially dependent coupling
In the previous section we presented the simplified
model with the interaction Hamiltonian (5). This is an
approximate form of the dipole-dipole interaction Hamil-
tonian, which can be written as
HDD =
N∑
k=1
∑
i,j={x,y,z}
g˜ki,jσiI
k
j . (22)
In the interaction picture with respect to sensor’s energy
gap, after taking the rotating wave approximation, the
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Figure 4. The QFI (15) for t = 1 and N = 105 for different
values of gτ . As the back-action N(gτ)2 gets stronger the
peak of the QFI increases until it reaches an optimum since
it no longer depends on the interaction .The increase in QFI
comes at the cost of it becoming increasingly narrow. There-
fore, to achieve the optimal scaling (21) a good estimate of
ωN is already required. This can be attained by using an
adaptive protocol as explained in [25].
remaining terms are
HIDD ≈ σz
N∑
i=1
(
gi0I
i
z + g
i
1I
i
x + g
i
2I
i
y
)
. (23)
If we further assume that the nuclei can be driven in the
x direction sufficiently fast compared to the interaction
and the entanglement generation rate, we arrive at the
Hamiltonian
H˜1 = σz
N∑
i=1
giIix. (24)
The difference between (24) and the toy model (5) is that
the coupling differs from one nucleus to the other. It de-
pends, in fact, on the position of the nucleus and, there-
fore, also on time. Further description of the interaction
requires specific realization of the sensor, henceforth we
use the NV center. In a spherical coordinate system,
where the NV is found at the origin, the NV’s magneti-
zation axis coincides with the z axis and the i−th nucleus
position is denoted by {ri, θi, ϕi}, the coefficients gi are
given by
gi (t) ≡ g (r¯i (t)) = −3
2
J [ri (t)]
−3
sin [θi (t)] cos [θi (t)] cos [ϕi (t)] ,
(25)
with the physical coupling constant J = µ0h¯γeγN4pi =
0.49MHz · nm3, where µ0 is the vacuum permeabil-
ity, h¯ is the reduced Plank constant and γe/N are the
electronic/nuclear gyro-magnetic ratios. Repeating the
derivation of the previous section with the interaction
(24), eq. (9) becomes
〈ψ+|ψ−〉 =
N∏
j=1
(cos (2Gj) + i sin (2Gjτ) cos (ωN t)) ,
(26)
5where Gj =
τ∫
0
dtgj (t). In the limit of weak coupling,
Gi  1, (26) can be approximated to
〈ψ+|ψ−〉 = e−2
∑N
i=1G
2
i sin
2(ωN t)e2i
∑N
i=1Gi cos(ωN t). (27)
There is therefore a dependence only on s1 =∑
i
Gi, s2 =
∑
i
G2i and the QFI reads,
I ≈ 4t2s21 sin (θ)2 exp
(−4s2 sin2 (θ)) . (28)
The quantity that determines the behavior of the optimal
QFI is s2:
I ≈
{
4t2s21 s2  1, sin2 (θ) = 1
t2 1e
s21
s2
s2  1, sin2 (θ) = 14s2
. (29)
The regime of interest is s2  1, where, as we read-
ily show, a modified SQL scaling can be achieved. Note
that I ≤ t2N/e, where equality is attained only for ho-
mogeneous couplings.
To obtain the QFI in a nano-NMR scenario, we need
therefore to find the relevant s1, s2. The results will of
course depend on the parameters of the problem. We de-
note by n = NV the nuclei number density, D the diffusion
coefficient of the sample, d the depth of the NV and α
the NV’s tilting angle, measured between the normal to
the diamond surface and it’s magnetization axis. Let us
first calculate s1 assuming N  1,
s1 = γe 〈B〉 τ = nτ
∫
d3rg (r¯) = −pinJ sin (2α) (30)
While s1 is proportional to the average magnetic field, it
can be observed that s2 goes as the magnetic field auto-
correlation,
s2 = γ
2
e
τ∫
0
dt
τ∫
0
dt0
∫
d3rd3r0g (r¯) g (r¯0)P (r¯, r¯0, t− t0)
(31)
= γ2e
τ∫
0
dt
τ∫
0
dt0 〈B (t)B (t0)〉
where 〈·〉 is an average over realizations and P (r¯, r¯0, t)
is the stationary diffusion propagator from r¯, to r¯0 with
time difference t−t0. The correlation decays with a char-
acteristic time of τD ≡ d2D , which dictates the behavior
of s2. Although the full expression of s2 is involved [26],
the asymptotic behavior is rather simple,
s2 =
{
γ2eB
2
rmsτ
2 τ  τD
γ2eB
2
rmsττD τ  τD
, (32)
where B2rms is the instantaneous fluctuation in the mag-
netic field:
γ2eB
2
rms = γ
2
e 〈B2〉 =
∫
d3r g (r¯)
2
(33)
= pinJ2
(
35− 3 cos (4α)
256d3
)
.
The mean field, (30), and Brms, (33), can be estimated
more explicitly,
γe |〈B〉| ≈ n
nwater
48MHz, (34)
γ2eB
2
rms ≈
n
nwater
(44.5KHz)
2
(
10nm
d
)3
, (35)
where we took α = 54.7◦ and nwater = 33 nm−3 as the
water number density. We use these quantities for the
remainder of the article in our quantitative estimates.
The validity condition of the second order approxi-
mation in Gi can be put into physical terms with the
definitions (30) and (33) ; e.g. Eqs. (27) and (28) are
valid when Brms|〈B〉|  1, which means that the polarization
should be larger than the statistic polarization. Hence,
for increasingly shallow NVs, higher orders should be
taken into account (see discussion in [25]).
We are now fully equipped to calculate the optimal
QFI by substituting s1 and s2 (Eqs. (30) and (32) re-
spectively) into (29). In the weak back-action regime,
s2  1, the optimal QFI reads:
I = 4γ2e 〈B〉2 τ2t2. (36)
For strong back-action the optimal QFI depends explic-
itly on τD,
I ≈
{ 〈B〉2
eB2rms
t2 ≈ 17.5nd3e t2 τ  τD
〈B〉2
eB2rms
τ
τD
t2 ≈ 17.5nd3e ττD t2 τ  τD
, (37)
where the optimal θ is given by
sin2 (θ) ≈
{
1
4(γeBrmsτ)
2 τ  τD
1
4(γeBrms)
2ττD
τ  τD
. (38)
Note that the transition from (36) to (37) occurs when
γeBrmsT
NV
2 = 1, which defines the critical depth dc in
terms of the physical parameters.
The result (36) and the short times limit of (37) are
similar to those of the simplified model, with the differ-
ence that due to the dipolar interaction and the geome-
try, there is an additional dependence on the NV’s tilting
angle. In (37) this is translated into a change in the to-
tal number of particles in (21) by an effective number
N ≈ 17.5nd3, which is proportional to the number of
particles in the effective interaction region.
The long times regime of Eq. (37) may look puzzling
since for large enough τ we can get an arbitrarily large
6QFI, which seems paradoxical. This arbitrarily large QFI
is due to the fact that we consider an infinite sample vol-
ume; i.e. an infinite amount of nuclear spins. Restricting
ourselves to a finite volume, V , with N nuclei yields the
restriction 〈B〉
2
eB2rms
τ
τD
t2 ≤ Nt2 by imposing the SQL. This
limitation on τ can be taken to be τ  τV [25], where
τV = V
2/3/D is the volumetric diffusion time; i.e., the
characteristic time it takes for a particle to move from
one of the volume’s boundaries to another. For suffi-
ciently long times, τ  τV , the QFI scaling changes to
I ≈ nV t
2
e
=
N
e
t2. (39)
This is the equivalent of (21). In the simplified model the
sensor is coupled equally to all the nuclei from the start;
therefore, the QFI scales with the total number of nuclei,
while in reality the dipolar interaction creates an effective
cut off, such that in short times the QFI scales as nd3
and only after a long time, τ  τV , when all the nuclei
have passed through the interaction region, does the QFI
scale with the total number of nuclei. As in Eq. (21), in
this model the QFI is not limited by the coherence time
of the NV, TNV2 , but only by the coherence time of the
nuclei TN2 which is usually longer by orders of magnitude.
Undriven nuclei
In the previous section we assumed that we can drive
the nuclei sufficiently fast to achieve the approximate dy-
namics given by (24). In some experimental settings this
is unfeasible for practical reasons. Hence, in what fol-
lows, we drop this assumption. The approximate dipolar
Hamiltonian (23) is rewritten as
H1 = σz
N∑
i=1
(
gi0I
i
z + g
i
1I
i
+ + g
i
2I
i
−
)
. (40)
The NV is then driven with pi pulses every time τp so
that the effective pulse frequency ωp =
pi
τp
is close to ωN .
This yields the effective Hamiltonian [25]
H1 ≈
2gi±
pi
σz
[
Iix sin (ϕi)− Iiy cos (ϕi)
]
, (41)
and the remaining free Hamiltonian
H0 =
δω
2
N∑
i=1
Iiz (42)
where δω = ωN − ωp and gi± =
− 32J [ri (t)]−3 sin [θi (t)] cos [θi (t)]. Following the
same protocol as before [25] the signal is
Φ =
2
pi
γe 〈B〉 τ sin (δωt) , (43)
where the average magnetic field is as in the driven case,
(30). The decay, however, changes to
r = exp
{
−γ2e
[(
BUDQrms
)2
cos2 (δωt) +
(
BUDCrms
)2]
τ2
}
,
(44)
for times τ  τD, where
(
BUDQrms
)2
=
4
pi2
B2rms
(
2 sin2(α)(−13 cos(2α) + 1)
13 cos(4α) + 51
)
,
(45)(
BUDCrms
)2
=
4
pi2
B2rms
(
28 cos(2α) + 13 cos(4α) + 87
52 cos(4α) + 204
)
,
(46)
are the quantum and classical contributions to the in-
stantaneous fluctuation of the magnetic field and Brms
is given by (33).
Comparing Eqs. (43) and (44) to the results of the
previous section (30) and (32), note that the signal is the
same upto a prefactor of order 1 and a constant known
phase. The decay, however changes, so it is non-zero
for any given time t. This is expected, since previously
the interaction caused all the nuclei to rotate around the
same axis, which resulted in an entanglement induced
decay. Without the external drive, the interaction causes
each nuclear spin to rotate around a different axis in the
xy plane of the Bloch sphere, which induces additional
classical dephasing (see supplementary fig. S2). It is
worth pointing out that the quantum contribution (45)
can be negative, but the total Brms is always real and
positive. When the decay is small, γeBrmsτ  1, we
retrieve the result (36) up to a prefactor ∼ 1, since it
only depends on the signal.
If the decay is dominant, the classical and quantum de-
cay compete when optimizing the QFI. On the one hand
the strong back-action regime requires γe
∣∣BUDQrms ∣∣ τ > 1,
which implies that τ has to be large enough. On the other
hand, the classical dephasing causes an exponential de-
crease in the QFI, e−(γeB
UDC
rms τ)
2
, that depends only on
τ . To limit this effect we require γeB
UDC
rms τ < 1. Hence,
when the nuclei are undriven fine tuning of τ is required
in order to optimize these competing processes. The op-
timal protocol will no longer be universal and will depend
on the physical parameters.
First, we assume strong back-action, in order to de-
rive the analog protocol to the previous sections, and to
emphasis our last statement regarding the decay. The
optimal t satisfies
cos2 (δωt) =
1
γ2e
∣∣∣∣(BUDQrms )2∣∣∣∣ τ2 , (47)
7for which the QFI is
I ≈ 〈B〉
2
t2
esgn((B
UDQ
rms )2)
∣∣∣∣(BUDQrms )2∣∣∣∣e
−γ2e(BUDCrms )
2
τ2 . (48)
As aforementioned, the QFI, (48), has a reduction by
an exponential factor compared to the previous result
(37), arising from the classical dephasing. As long as∣∣∣(BUDCrms )2∣∣∣ ≤ ∣∣∣(BUDQrms )2∣∣∣ we can satisfy the strong back-
action requirement, while limiting the classical decay by
taking τ2 = 1
γ2e |(BUDCrms )2| . This results in a reduction by
a reasonable factor of e−1. This inequality is a function
of the NV’s tilting angle alone, and is correct for α ≥ pi3 .
Since the NV’s natural tilting angle is α ∼ 0.32pi this is
approximately the case, where the slight deviation will
lead to further reduction of the QFI by a small factor.
Another issue with this strategy is that it is not guaran-
teed that τ = 1
γeBUDCrms
≤ TNV2 , and indeed for a typical
number density and an NV depth of d = 140 nm, the
time required is τ ≈ 3 ms > TNV2 .
Obtaining other scalings is possible by optimizing t and
τ , depending on the parameters; for example, by choosing
cos2 θ = 1, τ2 = 1
γ2e
[
(BUDQrms )
2
+(BUDCrms )
2
] we achieve
I = 〈B〉
2
eB2rms
t2, (49)
which is the same result as in (37). Note that this is the
case of ”critical back-action”, when γeBrmsτ = 1, there-
fore smaller τ will lead to the weak back-action limit and
larger τ will cause an exponential decrease. Since the
same typical parameters yield τ ≈ 2 ms, the lack of exter-
nal drive reduces Eq. (37) by a factor of e−1. The results
for τ  τD can be derived by using reasoning similar to
the previous section. However, the long times limit of
(37) and (39) will typically no longer be achievable be-
cause the optimal τ will be much longer than TNV2 .
Finite polarization
We now consider the more general case, where the
spin’s polarization is finite. We assume that the spins
are statistically polarized, such that the initial density
matrix of the system is
ρi = | ↑X〉〈↑X |NV (p| ↑X〉〈↑X |+ (1− p) | ↓X〉〈↓X |)⊗N .
(50)
For the interaction Hamiltonian (24), following our pro-
tocol, the individual spin’s signal and decay (in the limit
τ  τD) are
Φ = 2 〈B〉 (2p− 1) cos (ωN t) , (51)
r = e−2γ
2
eB
2
rmsτ
2[4p(1−p)+(2p−1)2 sin2(ωN t)], (52)
where 〈B〉 and B2rms are given by (30) and (33). The sig-
nal, therefore is the same as the one of a fully polarized
ensemble, (30) with 〈B〉 → pol · 〈B〉, where we denote
the polarization by pol = 2p−1. The decay, on the other
hand, consists of two terms: one that can be associated
with the polarized dynamics and the other with the un-
polarized dynamics. The former, is the same term as the
in the fully polarized case (32), multiplied by the polar-
ization squared, (2p−1)2. The latter is the constant term
which is proportional to the Bernoulli variance and stems
from classical dephasing. For a small decay the QFI will
then be
I = 4γ2e 〈B〉2 · pol2τ2t2, (53)
while for a large decay, as in the previous section, an
optimization over t and τ is required according to the
physical parameters. The two possibilities presented in
the last section translate here to
τ21 =
1
4γ22B
2
rms
, sin (θ1) = 1 (54)
τ22 =
1
4B2rmspol
2 sin2 (θ2)
(55)
which yield
I1 = pol2 〈B〉
2
eB2rms
t2, (56)
I2 = 〈B〉
2
t2
eB2rms
e−2γ
2
eB
2
rms(1−pol2)τ2 , (57)
respectively.
CONCLUSION
We provide a protocol for nano-NMR that achieves the
SQL up to a prefactor in the strong back-action regime.
Moreover, the uncertainty does not depend on the co-
herence time of the sensor or the probe-nuclear coupling.
Our analysis shows that the full SQL, with respect to
the number of nuclei, requires a fully polarized sample,
an ability to manipulate the nucleus-sensor interaction
via a sufficient external drive, and interrogation times
longer than the characteristic volumetric diffusion time.
Deviation from these standards results in a reduced ef-
fective number of particles, which is a function of the
aforementioned parameters and the NV’s tilting angle.
These difficulties, however, can be mitigated by using
multiple sensors. These features make it highly applica-
ble for sensing very small samples, which is the ultimate
goal of the field.
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Supplementary material of achieving the SQL in Quantum NMR spectroscopy
without single nucleus addressing
I. SIMPLIFIED MODEL ANALYSIS
The system consists of N spin-1/2 nuclei with energy gap ωN and a quantum sensor - a spin-1/2 particle with
energy gap ω0. The current natural choice for a sensor is an NV center, but the analysis is not limited to a specific
realization. The free Hamiltonian of the system is
H0 =
ω0
2
σz +
ωN
2
N∑
i=1
Iiz, (1)
where σj/I
k
j is the Pauli operator in the j direction of the sensor/k-th nucleus. Our goal is to estimate ωN , when we
can only read-out the NV’s state and assuming the interaction Hamiltonian
H1 = gσz
N∑
i=1
Iix, (2)
with some constant g, which is a simplified version of the dipole-dipole interaction. We propose a new protocol as
follows. First initialize the system to the state
|ψ0〉 = | ↑X〉S ⊗ | ↑X · · · ↑X〉, (3)
where superscript S stands for ”sensor” and the other registers are the N nuclei. The next step is to suppress the
dipolar interaction, by applying an appropriate external drive, and propagate the state of system, (3), according to
(1) in the interaction picture with respect to the sensor’s energy gap for a time t,
|ψt〉 = 1
2N/2
| ↑X〉S ⊗
(
e−i
ωN
2 t| ↑Z〉+ ei
ωN
2 t| ↓Z〉
)⊗N
= | ↑X〉S ⊗
(
cos
(ωN
2
t
)
| ↑X〉 − i sin
(ωN
2
t
)
| ↓X〉
)⊗N
. (4)
Now by changing the drive, we can turn on H1 and turn off H0. The propagation of (4) according to (2) by time τ
results in
|ψτ 〉 = e−iH1τ |ψt〉 = 1√
2
| ↑Z〉S ⊗
(
cos
(ωN
2
t
)
e−igτ | ↑X〉 − i sin
(ωN
2
t
)
eigτ | ↓X〉
)⊗N
(5)
+
1√
2
| ↓Z〉S ⊗
(
cos
(ωN
2
t
)
eigτ | ↑X〉 − i sin
(ωN
2
t
)
e−igτ | ↓X〉
)⊗N
The reduced density matrix of the sensor after this step is
ρS =
1
2
(
1 〈ψ2|ψ1〉
〈ψ1|ψ2〉 1
)
, (6)
where
|ψ1〉 =
(
cos
(ωN
2
t
)
e−igτ | ↑X〉 − i sin
(ωN
2
t
)
eigτ | ↓X〉
)⊗N
, (7)
|ψ2〉 =
(
cos
(ωN
2
t
)
eigτ | ↑X〉 − i sin
(ωN
2
t
)
e−igτ | ↓X〉
)⊗N
. (8)
The off diagonal element is explicitly,
〈ψ1|ψ2〉 =
N∏
i=1
(
cos2
(ωN
2
t
)
e2igτ + sin2
(ωN
2
t
)
e−2igτ
)
= (cos (2gτ) + i sin (2gτ) cos (ωN t))
N
(9)
We can rewrite (9) in polar representation, 〈ψ1|ψ2〉 = reiΦ, with
Φ = N arctan [tan (2gτ) cos (ωN t)] , (10)
r =
(
cos2 (2gτ) + sin2 (2gτ) cos2 (ωN t)
)N/2
=
(
1− sin2 (2gτ) sin2 (ωN t)
)N/2
. (11)
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2In the weak coupling limit, gτ  1, eqs. (10) and (11) can be approximated by
Φ ≈ 2Ngτ cos (ωN t) (12)
r ≈
(
1− (2gτ)2 sin2 (ωN t)
)N/2
≈ e−2N(gτ)2 sin2(ωN t). (13)
The off-diagonal elements in this limit are therefore,
〈ψ1|ψ2〉 = reiΦ ≈ e−2N(gτ)2 sin2(ωN t)ei2Ngτ cos(ωN t) (14)
The QFI is given by the Bures distance [1, 2]
I = Ir + IΦ =
(
dr
dωN
)2
1− r2 + r
2
(
dΦ
dωN
)2
. (15)
The first term, Ir, is the information obtained from the change in the eignvalues, and the second term, IΦ, is the
information obtained from the rotation, i.e. the change in the eigenstates. Let us analyze each one of these terms
(denoting θ = ωN t). Ir reads:
Ir = N
2t2 cos2 (θ) sin2 (θ) sin4 (2gτ)
(
1− sin2 (θ) sin2 (2gτ))N−2 1
1− (1− sin2 (θ) sin2 (2gτ))N . (16)
Optimizing this term over θ yields (optimum is obtained at θ = 0) Nt2 sin (2gτ)
2
. Hence given a small gτ this
expression is bounded by ≈ 4Nt2 (gτ)2 .
Let us move on to IΦ, the information due to rotation:
IΦ = N
2t2 cos2 (2gτ) sin2 (2gτ) sin2 (θ)
(
1− sin2 (2gτ) sin2 (θ))N−1 . (17)
Optimizing this term over θ yields (optimum is obtained at sin2 (θ) = 1
(N) sin2(2gτ)
)
IΦ = Nt
2 cos2 (2gτ)
(
1− 1
N
)N−1
≈ N
e
t2 cos2 (2gτ) . (18)
and in the limit of gτ  1 it is
IΦ =
N
e
t2. (19)
Note that in order to get this information we need to tune θ such that sin2 (θ) = 1
(N) sin2(2gτ)
, hence we must have
2N (gτ)
2
> 1. For 2N (gτ)
2
< 1, the optimal θ is pi/2 and given this optimization the expression behaves as
I ≈ 4N2t2 (gτ)2 . (20)
We can therefore conclude that in the relevant limit, i.e. gτ  1, N  1, Ir (information obtained from the length
of the Bloch vector) is negligible compared to IΦ (information obtained from rotation of the Bloch vector) and thus
I ≈ IΦ. This can be summarized as follows:
Ir IΦ
N (gτ)
2
> 1/2 4Nt2 (gτ)
2 N
e t
2
N (gτ)
2
< 1/2 4Nt2 (gτ)
2
4N2t2 (gτ)
2
=⇒
I
N
e t
2
4N2t2 (gτ)
2
(21)
and the optimal values θ that correspond to the optimal IΦ:
θ
N (gτ)
2
> 1/2 pik + arcsin
(
1√
N2gτ
)
N (gτ)
2
< 1/2 pi/2
(22)
3where k ∈ Z. We would like to point that I ≈ IΦ only in the limit of gτ  1, for larger values of gτ this is no longer
the case.
We obtained that for N (gτ)
2  1, I = Ne t2, hence a QFI that is comparable to the ultimate limit. It remains to find
the measurement basis that saturates the QFI. We can do that by finding the eigenbasis of the symmetric-logarithmic
derivative, however in this case, since almost all the information is in Φ we can find a simple approximation. Given a
measurement basis that creates an angle of α (in X − Y plane of the Bloch sphere) with σx the probabilities read:
p± = 0.5 (1± r) cos2
(
α− Φ
2
)
+ 0.5 (1∓ r) sin2
(
α− Φ
2
)
= 0.5± 0.5r cos (α− Φ) . (23)
Hence the FI given this measurement basis is I = sin2 (α− Φ) 11−r2 cos2(α−Φ)r2
(
dΦ
dωN
)2
, which attains its maximum
(r2
(
dΦ
dωN
)2
) at α = pi2 + Φ. namely the optimal operator to measure is cos (αopt)σx + sin (αopt)σy, where
αopt ≈ N arctan [tan (2gτ) cos (θopt)] + pi2 . This is an approximation as we neglect the the contribution of the classical
(radial) part of the QFI. The dependence on the measurement basis is illustrated in fig. S1.
0 0.2 0.4 0.6θ
0
N/e
I
(1
/t
2
)
Figure S1: Comparison between the FI with different measurements and the QFI (red, solid line). The optimal measurement
basis attains the QFI for θopt (blue, dotted line), a different measurement basis (green, dashed line) leads to a worse performance.
II. SPATIALLY DEPENDENT COUPLING
The following extends the results of the previous section to a more realistic scenario. We focus our analysis on
the NV center, but it could be easily extended to other quantum sensors. In reality, the simplified model interaction
Hamiltonian (2) should be replaced with the corresponding dipole-dipole interaction term,
H1 = σz
N∑
j=1
gj (r¯j) I
j
x. (24)
In spherical coordinate system, where the NV is situated at the origin and the NV’s magnetization axis coincides with
the zˆ axis, denoting by {rj , θj , ϕj} the coordinates of the j-th nucleus, which are also time dependent, the coupling
constants can be written as,
gj = −3Jr−3j sin θj cos θj cosϕj , (25)
with the physical coupling constant J = µ0~γeγN4pi = 0.49MHz · nm3 , where µ0 is the vacuum permeability, ~ is
the reduced plank constant and γe/N are the electronic/nuclear gyro-magnetic ratios. The coupling constant can be
rewritten in terms of the definitions in A as
gj = −Jr−3j
(
ζ˜1Y
(1)
2 (Ωj) + ζ˜−1Y
(−1)
2 (Ωj)
)
, (26)
where Ω is the solid angle. The protocol is identical, and the analysis follows the same lines as in the simplified model.
Nevertheless, when writing the reduced density matrix of the sensor, eq. (9) changes due to the spatial dependency
4of (24) to
〈ψ1|ψ2〉 =
N∏
j=1
(
cos2
(ωN
2
t
)
e2iGj + sin2
(ωN
2
t
)
e−2iGj
)
, (27)
where Gi =
τ∫
0
dtgj (t). We define the single nucleus module and phase as
Φj = arctan [tan (2Gj) cos (ωN t)] and (28)
rj =
√
cos2 (2Gj) + sin
2 (2Gj) cos2 (ωN t) =
√
1− sin2 (2Gj) sin2 (ωN t). (29)
Substituting (28) and (29) into (27), we end up with
〈ψ1|ψ2〉 =
N∏
j=1
(
1− sin2 (2Gj) sin2 (ωN t)
)1/2
exp {i arctan [tan (2Gj) cos (ωN t)]} . (30)
Under the weak coupling assumption Gj  1 we can approximate (30),
N∏
j=1
exp
(−2G2j sin2 (ωN t)) exp {i2Gj cos (ωN t)} = exp
−2 N∑
j=1
G2j sin
2 (ωN t)
 exp
i2 N∑
j=1
Gj cos (ωN t)
 . (31)
When N  1,
N∑
j=1
Gi →
〈
N∑
j=1
Gj
〉
=
τ∫
0
dt
〈
N∑
j=1
gj (t)
〉
= N
τ∫
0
dt
(
1
V
∫
d3rg (r¯)
)
= nτ
∫
d3rg (r¯) ≡ γe 〈B〉 τ = −pinJτ sin (2α) ,
(32)
where we denoted by n = NV the nuclei number density, α is the NV’s tilting angle and g (r¯) =
Jr−3
(
ζ˜1Y
(1)
2 (Ω) + ζ˜−1Y
(−1)
2 (Ω)
)
. In the second equality of (32) we assumed that the average magnetic field is
time independent. This is equivalent to the assumption that the liquid is an incompressible fluid, since fluctuations in
the average magnetic field of a fully polarized sample can only arise from density fluctuations. The average magnetic
field (32) is calculated in B. In the last equality we cite the result (B1),
We evaluate the second moment by adding an average over realizations〈
N∑
j=1
G2j
〉
→ N
τ∫
0
dt′
τ∫
0
dt′′ 〈g (r¯ (t′)) g (r¯ (t′′))〉 . (33)
Assuming that the correlation C2 (t
′, t′′) ≡ 〈g (r¯ (t′)) g (r¯ (t′′))〉 is stationary,〈
N∑
j=1
G2j
〉
→ N
τ∫
0
dt˜′
t˜′∫
−t˜′
dt˜′′C2 (t′′) . (34)
The physical quantity associated with eq. (34) is
B2rms =
N
γ2e
lim
t→0
C2 (t) = f2
n
d3
(
µ0γN~
4pi
)2
. (35)
The proportion factor f2 in (35) is a function of the NV’s tilting angle and is equal to
f2 =
35pi − 3pi cos(4α)
256
. (36)
The full calculation of (36) is found in C. The result of (34) for an arbitrary time is quite complex [3], but for times
τ  τD, where τD = d2D is the diffusion time, it can be simplified to the instantaneous limit〈
N∑
j=1
G2j
〉
→ γ2eB2rmsτ2, (37)
5while for long times τ  τD, 〈
N∑
j=1
G2j
〉
→ γ2eB2rmsττD = τS (ω = 0) , (38)
where S (ω) =
∞∫
−∞
dtC2 (t) e
−iωt is the power spectrum. Assuming |〈B〉|  Brms, which means that the net po-
larization is larger than the statistical one, we can stop our expansion in moments of Gj at second order. Since
Brms ∝ d−3/2, for an increasingly shallow NV, eventually Brms ∼ |〈B〉|, and than higher moment should be taken
into account. Some calculations of the third moment can be found in D. Using the definitions (32) and (35), eq. (31)
can be written as
〈ψ1|ψ2〉 = exp
(−2γ2eB2rmsτ2 sin2 (ωN t)) exp (i2γe 〈B〉 τ cos (ωN t)) , (39)
for times τ  τD. From eq. (39) we identify the total accumulated phase Φ and decay r as
Φ = 2γe 〈B〉 τ cos (ωN t) , (40)
r ≈︸︷︷︸
ττD
exp
(−2γ2eB2rmsτ2 sin2 (ωN t)) . (41)
The QFI can now be estimated by substituting eqs. (40) and (41) into the formula (15),
I = 4γ2eτ2t2 sin2(θ)e−4γ
2
eB
2
rmsτ
2 sin2(θ)
[
〈B〉2 +B2rms
4γ2eB
2
rmsτ
2 cos2(θ)
1− e−4γ2eB2rmsτ2 sin2(θ)
]
. (42)
The first term in (42) is the information that can be extracted by the signal (or phase accumulation), while the second
term is the information that comes from the noise. The latter’s contribution is smaller by a factor of
(
Brms
〈B〉
)2
and,
therefore, negligible under the assumption |〈B〉|  Brms. When the back-action is negligible, meaning γ2eB2rmsτ2  1,
the QFI is approximately
I ≈ 4γ2eτ2t2 sin2 (θ) 〈B〉2 . (43)
Hence, the QFI (43) is optimal for sin2 θ = 1, for which
I ≈ 4γ2eτ2t2 〈B〉2 . (44)
Eq. (44) is equivalent to the eq. (20) in sec. I, with Ngτ replaced by the γe 〈B〉 τ . When the back-action is strong,
the optimal θ changes such that,
sin2 (θ) =
1
4γ2eB
2
rmsτ
2
, (45)
then the QFI is
I ≈ 〈B〉
2
eB2rms
t2 ≈ 17.5nd
3
e
t2, (46)
where in the last equality we substituted an NV’s tilting angle of α = 54.7◦. This is the same result as in the previous
section, with the difference that due to the dipolar interaction and the geometry, there is a dependence on the NV’s
tilting angle and the effective number of particles is nd3. When τ  τD the decay changes to
r ≈︸︷︷︸
ττD
e−2γ
2
eB
2
rmsττD sin
2(ωN t). (47)
The QFI given (40) and (47) is
I = 4γ2eτ2t2 sin2(θ)e−4γ
2
eB
2
rmsττD sin
2(θ)
[
〈B〉2 +B2rms
4γ2eB
2
rmsτ
2
D cos
2(θ)
1− e−4γ2eB2rmsττD sin2(θ)
]
. (48)
6Still under the assumption |〈B〉|  Brms the noise contribution can be neglected. Since the signal (40) doesn’t
change, as the average field does not depend on diffusion, the QFI also remains the same in the small back-action
limit γ2eB
2
rmsττD  1, where the decay is negligible. Hence the small back-action limit recovers (44). Strong back-
action will lead to a change in (45), since the decay dictates the optimal θ,
sin2 (θ) =
1
4γ2eB
2
rmsττD
. (49)
Substituting (49) into (48) yields the optimal QFI,
I = 〈B〉
2
eB2rms
τ
τD
t2. (50)
We note that eq. (50) is problematic since the QFI grows linearly with τ indefinitely. More over, if D →∞ the QFI
diverges. The latter is explained by the fact that for τD → 0 the back-action is always small, therefore, the relevant
QFI is (44) and not (50). The first problem arises from the fact that we took into account an infinite volume with an
infinite number of spins. Hence, as more spins pass through the effective interaction region the information increases.
We have to take into account finite volume effects when the QFI (50) is no longer in accord with the standard quantum
limit, namely,
〈B〉2
eB2rms
τ
τD
t2 > Nt2. (51)
Eq. (51) leads to the following condition on the interrogation time τ ,
τ ≥ 1
17.5
τD
(
V
d3
)
. (52)
Perhaps, a more intuitive form for (52) can be written in terms of the volumetric diffusion time τV ≡ V 2/3D ,
τ ≥ 1
17.5
τV
(
V 1/3
d
)
, (53)
and since usually V
1/3
17.5d > 1 (53) can be regarded as τ  τV . The volumetric diffusion time is the approximate time
it takes for a nucleus to travel from one end of the volume to the other by diffusion. Therefore, for times bigger than
this, it is clear that boundary effect will start to play an important role. For such long times the diffusion propagator
approaches to uniform distribution over the volume, which changes the decay to
r ≈︸︷︷︸
ττV
e−
2
nV γ
2
e〈B〉2τ2 . (54)
The result (54) is a general property, as the propagator should always approach the uniform distribution for times
τ  τV . The QFI can again be calculated using the formula (15) with (40) and (54),
I = 4t2γ2e 〈B〉2 τ2 sin2(θ)e−
4γ2e〈B〉2τ2 sin2(θ)
N
1 + 4γ2e 〈B〉2 τ2 cos2 (θ)
N2
(
1− e− 4γ
2
e〈B〉2τ2 sin2(θ)
N
)
 . (55)
The noise term is negligible as even for strong back-action γ2e 〈B〉2 τ2/N  1 it is decreased by a factor of 1/N . The
optimal QFI is achieved in the strong back-action limit for
sin (φ) =
N
4γ2e 〈B〉2 τ2
, (56)
for which the QFI is
I ≈ N
e
t2. (57)
Eq. (57) is equivalent to eq. (19), meaning that effectively at long interrogation time, the dipolar interaction acts as
a constant coupling g = γe〈B〉N .
7III. UNDRIVEN NUCLEI
In the following we would like to drop the assumption that we drive the nuclei in the xˆ direction in order to achieve
(24). This is an interesting scenario both experimentally, as applying an external drive on the nuclei might prove to
be challenging, and analytically since it will introduce another type of dephasing to the quantum probe. The free
Hamiltonian of the system is
H0 =
ω0
2
σz +
ωN
2
N∑
i=1
Iz, (58)
and the full dipolar interaction Hamiltonian is
HDD =
∑
i,j∈{x,y,z}
σi
N∑
k=1
gki,jI
k
j (59)
The interaction Hamiltonian (59) in the interaction picture with respect to the NV’s energy gap is
H1 ≈ σz
N∑
i=1
(
gi0I
i
z + g
i
1I
i
+ + g
i
2I
i
−
)
, (60)
where we made the rotating wave approximation gki,j  ω0. As customary in spectrum measurements, the NV is
driven with pi-pulses every time τp, so that the effective Hamiltonian (60) is
H1 = h(t)σz
(
gi0I
i
z + g
i
1I
i
+ + g
i
2I
i
−
)
, (61)
where
h(t) =
1
(N + 1)τp
N∑
n=0
(−1)n Θ (t− nτp) Θ (t− (n+ 1)τp) (62)
We expand the function h into a Fourier series,
h(t) =
∞∑
m=−∞
ame
imωt (63)
Substituting the expansion (63) into (62) gives an equation for the coefficients am,
∞∑
m=−∞
ame
imωt =
1
(N + 1)τp
N∑
n=0
(−1)n Θ (t− nτp) Θ (t− (n+ 1)τp) . (64)
Multiplying both sides of (64) by e−ikωt and integrating,
ak =
N∑
n=0
(−1)n 1
(N + 1)τp
(n+1)τp∫
nτp
dte−ikωt =
i
k(N + 1)ωτp
(
e−ikωτp − 1) N∑
n=0
(−1)n e−iknωτp , (65)
where in the last equality we assumed k ∈ Z/ {0}. We set ω = ωp ≡ piτp , the pulse frequency, for which the expression
simplifies and is non-zero only for odd k,
ak =
i
pik(N + 1)
(
(−1)k − 1
) N∑
n=0
(−1)n(k+1) =︸︷︷︸
k odd
− 2i
kpi(N + 1)
N∑
n=0
1 = − 2i
pik
. (66)
To determine a0, we integrate both sides of eq. (64),
a0 =
N∑
n=0
(−1)n 1
(N + 1)τp
(n+1)τp∫
nτp
dt1 =
1
N + 1
N∑
n=0
(−1)n =
{
0 N odd
1 N even
. (67)
8We continue under the assumption that N is odd. In this case, substituting the results (66) and (67) into the expansion
(63),
h (t) = −2i
pi
∞∑
n=−∞
1
2n+ 1
ei(2n+1)ωpt. (68)
The Hamiltonian (61), can now be rewritten using (68) in the interaction picture with respect to the nuclear spins
energy gaps,
H1 = −2i
pi
∞∑
n=−∞
1
2n+ 1
ei(2n+1)ωpt
[
gi0σzI
i
z + g
i
1σzI
i
+e
iωN t + gi2σzI
i
−e
−iωN t] , (69)
When ω ∼ ωN such that δω ≡ ωN − ω  ωN we can approximate (69), assuming ωN  gi0, gi1, gi2,
H1 ≈ −2i
pi
σz
[−gi1Ii+eiδωt + gi2Ii−e−iδωt] = −2gi±pi σz [Iix sin (δωt− ϕi) + Iiy cos (δωt− ϕi)] , (70)
where we used the explicit spatial forms gjk = − 32r−3j cos θj sin θje(−1)
kiϕj (see sec. A) and denoted gj± =
− 32r−3j cos θj sin θj . We now follow our previous protocol using the effective interaction (70). The system is ini-
tialized to the state
|ψi〉 = | ↑X〉S ⊗ | ↑X · · · ↑X〉. (71)
We shall work in the interaction with respect to Href =
ω0
2 σz +
ωp
2
∑N
j=1 I
j
z , in which the free Hamiltonian (58) and
the effective interaction Hamiltonian (70) are
H0 =
δω
2
N∑
i=1
Iiz (72)
H1 =
2gi±
pi
σz
N∑
i=1
[
Iix sin (ϕi)− Iiy cos (ϕi)
] ≡ 2gi±
pi
σz
N∑
i=1
hi. (73)
The system (71) is allowed to evolve for a time t under the Hamiltonian H0, (72),
|ψt〉 = | ↑X〉S
(
cos
(
δω
2
t
)
| ↑X〉 − i sin
(
δω
2
t
)
| ↓X〉
)⊗N
(74)
The eigenvectors of the single nucleus Hamiltonian, hi = I
i
x sin (ϕi)− Iiy cos (ϕi), are
| ↑ϕi〉 =
1√
2
(
e−
i
2 (ϕi+pi/2)| ↑Z〉 − e i2 (ϕi+pi/2)| ↓Z〉
)
, with corresponding eigenvalue 1 (75)
| ↓ϕi〉 =
1√
2
(
e−
i
2 (ϕi+pi/2)| ↑Z〉+ e− i2 (ϕi+pi/2)| ↓Z〉
)
, with corresponding eigenvalue − 1. (76)
Eq. (75) can be rewritten in the x basis,
| ↑ϕi〉 = −i sin
(ϕi
2
+
pi
4
)
| ↑X〉+ cos
(ϕi
2
+
pi
4
)
| ↓X〉, with λ = 1 (77)
| ↓ϕi〉 = cos
(ϕi
2
+
pi
4
)
| ↑X〉 − i sin
(ϕi
2
+
pi
4
)
| ↓X〉, with λ = −1. (78)
The reverse transformation to (77) is
| ↑X〉 = cos
(ϕi
2
+
pi
4
)
| ↓ϕi〉+ i sin
(ϕi
2
+
pi
4
)
| ↑ϕi〉 (79)
| ↓X〉 = i sin
(ϕi
2
+
pi
4
)
| ↓ϕi〉+ cos
(ϕi
2
+
pi
4
)
| ↑ϕi〉. (80)
9We can write (74) in the eigenbasis (77) using (79),
|ψt〉 = | ↑X〉S
(
cos
(
δω
2
t− ϕi
2
− pi
4
)
| ↓ϕi〉 − i sin
(
δω
2
t− ϕi
2
− pi
4
)
| ↑ϕi〉
)⊗N
. (81)
Now we can easily propagate (81) according to the interaction Hamiltonian (73) for a time period τ ,
|ψτ 〉 = 1√
2
| ↑Z〉S
(
cos
(
δω
2
t− ϕi
2
− pi
4
)
ei
2Gi±
pi | ↓ϕi〉 − e−i
2Gi±
pi i sin
(
δω
2
t− ϕi
2
− pi
4
)
| ↑ϕi〉
)⊗N
(82)
+
1√
2
| ↓Z〉S
(
cos
(
δω
2
t− ϕi
2
− pi
4
)
e−i
2Gi±
pi | ↓ϕi〉 − ei
2Gi±
pi i sin
(
δω
2
t− ϕi
2
− pi
4
)
| ↑ϕi〉
)⊗N
,
Where Gi± =
τ∫
0
dtgi± (t). Eq. (82) leads us to define the states kerψ1 and |ψ2〉 by |ψτ 〉 ≡ 1√2
(| ↑Z〉S |ψ1〉+ | ↓Z〉S |ψ2〉).
Using (82) we can calculate the overlap,
〈ψ2|ψ1〉 =
N∏
i=1
[
cos2
(
δω
2
t− ϕi
2
− pi
4
)
ei
4Gi±
pi + sin2
(
δω
2
t− ϕi
2
− pi
4
)
e−i
4Gi±
pi
]
(83)
=
N∏
i=1
[
cos
(
4Gi±
pi
)
+ i sin
(
4Gi±
pi
)
sin (δωt− ϕi)
]
.
We can write each term in the product (83) in a polar representation
Φi = arctan
[
tan
(
4Gi±
pi
)
sin (δωt− ϕi)
]
, (84)
ri =
√
1− sin2
(
4Gi±
pi
)
cos2 (δωt− ϕi). (85)
In the weak coupling regime, gi±τ  1, eqs. (84) and (85) can be approximated,
Φi ≈
4Gi±
pi
sin (δωt− ϕi) , (86)
ri = exp
(
−8
(
Gi±
pi
)2
cos2 (δωt− ϕi)
)
. (87)
The total signal Φ =
∑N
i=1 Φi, can be evaluated by the average as N →∞,
Φ ≈
〈
N∑
i=1
Φi
〉
=
4nτ
pi
J
∫
d3r
r3
(−3
2
) cos θ sin θ sin (δωt− ϕ) (88)
=
4nτ
pi
J
[
− 3
4i
eiδωt
∫
d3r
r3
cos θ sin θe−iϕ +
3
4i
e−iδωt
∫
d3r
r3
cos θ sin θeiϕ
]
=
4nτ
pi
J
1
2i
[
ζ˜−1eiδωt
∫
d3r
r3
Y
(−1)
2 (Ω)− ζ˜1e−iδωt
∫
d3r
r3
Y
(1)
2 (Ω)
]
,
where in the last equality we used the notations in (A13). We can identify these integrals as I±11 from sec. B,
Φ ≈ 4nτ
pi
JI
(1)
1 sin (δωt) = −2nτJ sin (δωt) sin (2α) ≡ γe 〈B〉 τ sin (δωt) . (89)
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Figure S2: The NV and the nuclear spins are initialized at the x direction. The nuclei are then allowed, using an appropriate
pulse sequence, to propagate according to the free Hamiltonian H0 for a time t, which results in a rotation by θ = ωN t around
the z axis. Then, by changing the external pulse sequence, the system propagates under the interaction Hamiltonian H1 for a
duration of τ . This results in a rotation of each nucleus around a random axis in the x− y plane (dashed line) by an angle that
depends on the NV’s state and the rotation axis. The randomness of the rotation axis will generate entanglement between the
nuclei and the NV which will cause an effective dephasing of the NV. We refer to this effect as ”classical— dephasing” as it
arises from the classical uncertainty of the rotation axis.
The mean field (89) is the same as (32) up to a prefactor of 2pi . The total decay can be evaluated at times τ  τD by
the instantaneous correlation function,
C02 (t) ≡ C2 (τ = 0, t) =
8n
pi2
(
~µ0γN
4pi
)2(
−3
2
)2 ∫
d3r
r6
cos2 θ sin2 θ cos2 (δωt− ϕ) (90)
=
8n
pi2
(
~µ0γN
4pi
)2(
−3
4
)2 [
e2iδωt
∫
d3r
r6
cos2 θ sin2 θe−2iϕ + e−2iδωt
∫
d3r
r6
cos2 θ sin2 θe2iϕ + 2
∫
d3r
r6
cos2 θ sin2 θ
]
=
4n
pi2
(
~µ0γN
4pi
)2 [
cos (2δωt) I
(1,1)
2 + I
(1,−1)
2
]
,
where the integrals (see sec. C)
I
(1,1)
2 (α) =
−28pi cos(2α) + 13pi cos(4α) + 15pi
2048d3
, (91)
I
(1,−1)
2 (α) =
28pi cos(2α) + 13pi cos(4α) + 87pi
2048d3
. (92)
We can rewrite (90) so it will be more similar to the previous section,
C02 (t) =
4n
pi2
(
~µ0γN
4pi
)2 [
2 cos2 (δωt) I
(1,1)
2 + I
(1,−1)
2 − I(1,1)2
]
. (93)
The decay consists of two terms - the oscillating part that is associated with entanglement and the constant decay
due to classical dephasing. The idea of classical dephasing is demonstrated in fig. S2 - the interaction Hamiltonian
causes each nucleus to rotate around a random axis in the xy plane. The randomness inflicts an effective dephasing on
the NV. This dephasing is mitigated by the NV’s tilting, which dictates a preferred direction and effectively restricts
the rotation axis only to a section of the Bloch sphere. This can be seen directly from eqs. (91), (92) and (93),
where the oscillating part of the decay vanishes for α = 0 while the classical dephasing is maximal. We note that
C02 (0) =
2
pi2
(
B2rms
)
with drive
. The decay for times τ  τD is therefore,
r ≈ e−γ2eC02 (t)τ2 . (94)
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If the back-action γeBrmsτ  1 then we retrieve (44) with the mean field (89). For strong back-action, there are two
apparent choices. We can choose to follow our previous logic and set,
cos2 (δωt) =
pi2
8nτ2
(
~µ0γeγN
4pi
)2 ∣∣∣I(1,1)2 ∣∣∣ , (95)
which is the analog to eq. (45). The QFI for the times t that follow (95) will be
I ≈ 1∣∣∣I(1,1)2 ∣∣∣ esgn(I(1,1)2 )
( 〈B〉
Brms
)2
with drive
e−γ
2
eτ
2C02(t= pi2δω ), (96)
where sgn (x) is the sign function and the values of the mean field and Brms in
(
〈B〉
Brms
)2
with drive
are given by eqs.
(32) and (35). The QFI (96) has an exponential decrease compared to eq. (46), due to the classical dephasing, and a
decrease by a factor of
∣∣∣I(1,1)2 ∣∣∣, because less entanglement was generated. This former can be mitigated by choosing a
sufficiently small τ , like τ2 = 1
γ2eC
0
2 (t=pi/2δω)
, for which the QFI’s differ only by a factor of e. Another strategy could
be to maximize the signal with cos2 (δωt) = 1 and choose
τ =
1
γe
√
C02 (t = 0)
=
pi√
2γe (Brms)with drive
, (97)
for which
I = 2
e
( 〈B〉
Brms
)2
with drive
. (98)
A caveat should be made about the eqs. (97) and (98), as it appears that even at the presence of classical dephasing,
the same QFI scaling can be achieved. While this statement is theoretically true, eq. (97) suggests it might take a
very long interrogation time, far greater than the NV’s T2 time. For water density, n = 33nm
−3, an NV depth of
d = 30nm and tilting angle of 54.7◦ eq. (93) leads to γeBrms = 5.5KHz, and therefore by (97) τ ≈ 183µs.
We would like to conclude this section with a remark about the initial basis. If we repeat the derivation in the Y
basis eqs. (89) and (93) change to
Φ = 2nτ
~µ0γeγN
4pi
cos (δωt) sin (2α) ≡ γe 〈B〉 τ sin (δωt) , (99)
C02 (t) =
4n
pi2
(
~µ0γN
4pi
)2 [
2 sin2 (δωt) I
(1,1)
2 + I
(1,−1)
2 − I(1,1)2
]
. (100)
which is are a bit more similar to the signal and decay with the external drive.
IV. FINITE POLARIZATION
The following extends the ideas of sec. II in order to consider the more general case, where the spin’s polarization
is finite. The initial density matrix of the system
ρi = | ↑X〉〈↑X |S (p| ↑X〉〈↑X |+ (1− p) | ↓X〉〈↓X |)⊗N , (101)
where we denoted the probability of a single nucleus to be found at the | ↑X〉 state as p and accordingly 0 ≤ p ≤ 1.
Repeating our protocol, we find the evolution of (101) under the free Hamiltonian (1) for a time t,
ρt = | ↑X〉〈↑X |S
[
p
(
cos
(ωN
2
t
)
| ↑X〉 − i sin
(ωN
2
t
)
| ↓X〉
)(
cos
(ωN
2
t
)
〈↑X |+ i sin
(ωN
2
t
)
〈↓X |
)
(102)
+ (1− p)
(
cos
(ωN
2
t
)
| ↓X〉 − i sin
(ωN
2
t
)
| ↑X〉
)(
cos
(ωN
2
t
)
〈↓X |+ i sin
(ωN
2
t
)
〈↑X |
)]⊗N
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=
1
2
| ↑X〉〈↑X |S [(1 + (2p− 1) cos (ωN t)) | ↑X〉〈↑X |+ (1− (2p− 1) cos (ωN t)) | ↓X〉〈↓X |
+i (2p− 1) sin (ωN t) | ↑X〉〈↓X | − i (2p− 1) sin (ωN t) | ↓X〉〈↑X |]⊗N .
We then propagate the system (102) according to the Hamiltonian (24), H1 = σz
∑N
j=1 g
jIjx, for a time τ , denoting
Gj =
τ∫
0
gj(t′)dt′,
ρτ =
1
4
| ↑Z〉〈↑Z |S
N∏
j=1
⊗ [(1 + (2p− 1) cos (ωN t)) | ↑X〉〈↑X |+ (1− (2p− 1) cos (ωN t)) | ↓X〉〈↓X | (103)
+i (2p− 1) sin (ωN t) e−2iGj | ↑X〉〈↓X | − i (2p− 1) sin (ωN t) e2iGj | ↓X〉〈↑X |
]
+
1
4
| ↓Z〉〈↓Z |S
N∏
j=1
⊗ [(1 + (2p− 1) cos (ωN t)) | ↑X〉〈↑X |+ (1− (2p− 1) cos (ωN t)) | ↓X〉〈↓X |
+i (2p− 1) sin (ωN t) e2iGj | ↑X〉〈↓X | − i (2p− 1) sin (ωN t) e−2iGj | ↓X〉〈↑X |
]⊗N
+
1
4
| ↑Z〉〈↓Z |S
N∏
j=1
⊗ [(1 + (2p− 1) cos (ωN t)) e−2iGj | ↑X〉〈↑X |+ (1− (2p− 1) cos (ωN t)) e2iGj | ↓X〉〈↓X |
+i (2p− 1) sin (ωN t) | ↑X〉〈↓X | − i (2p− 1) sin (ωN t) | ↓X〉〈↑X |]⊗N
+
1
4
| ↓Z〉〈↑Z |S
N∏
j=1
⊗ [(1 + (2p− 1) cos (ωN t)) e2iGj | ↑X〉〈↑X |+ (1− (2p− 1) cos (ωN t)) e−2iGj | ↓X〉〈↓X |
+i (2p− 1) sin (ωN t) | ↑X〉〈↓X | − i (2p− 1) sin (ωN t) | ↓X〉〈↑X |]⊗N .
The reduced density matrix of the sensor, given by tracing out the nuclei in eq. (103),
ρNV =
1
2
| ↑Z〉〈↑Z |+ | ↓Z〉〈↓Z |+ | ↑Z〉〈↓Z | N∏
j=1
(cos (2Gj)− i (2p− 1) sin (2Gj) cos (ωN t)) + h.c.
 . (104)
As in previous sections, we rewrite the off-diagonal elements of the density matrix (104) in polar representation
Φj = arctan [(2p− 1) cos (ωN t) tan (2Gj)] , (105)
rj =
√
cos2 (2Gj) + (2p− 1)2 sin2 (2Gj) cos2 (ωN t) =
√
1−
[
1− (2p− 1)2 cos2 (ωN t)
]
sin2 (2Gj) (106)
=
√
1−
[(
1− (2p− 1)2
)
+ (2p− 1)2 sin2 (ωN t)
]
sin2 (2Gj) =
√
1−
[
4p (1− p) + (2p− 1)2 sin2 (ωN t)
]
sin2 (2Gj).
Eqs. (105) and (106) are identical to eqs. (28) and (29) respectively when p = 0 or p = 1, as expected. Eq.
(105), hence shows, that the signal is equal to the one in a fully polarized ensemble multiplied by the polarization,
pol ≡ 2p − 1, in the weak coupling limit Gj  1. The decay (106), however, consists of a two terms - one that can
be associated with the polarized dynamics and the other with the unpolarized dynamics. The first, is the same term
as the in the fully polarized case, multiplied by the polarization squared, pol2 = (2p − 1)2. The other is a constant
term proportional to the Bernoulli variance, which associated with the classical dephasing. The dynamics can be
thought in the following way - the polarized spins follow the protocol as before, while the unpolarized spins create
only classical magnetic field fluctuations which makes the sensor dephase. The calculation of the mean magnetic field
and Brms is the same as in sec. II. The QFI for times τ  τD,
I = 4γ2eτ2t2 sin2(θ)pol2e−4γ
2
eB
2
rmsτ
2[(1−pol2)+pol2 sin2(θ)]
[
〈B〉2 +B2rms
4γ2eB
2
rmsτ
2 cos2(θ)
1− e−4γ2eB2rmsτ2[(1−pol2)+pol2 sin2(θ)]
]
, (107)
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where 〈B〉 and Brms are the ones of a fully polarized ensemble given by eqs. (32) and (35). In the weak back-action
limit, γeBrmsτ  1 , the optimal QFI is given for sin2 θ = 1, for which,
I = 4pol2 (γe 〈B〉 τ)2 t2. (108)
Eq. (108) is identical to (44) up to a reduction by a factor of pol2, which is expected as 〈B〉partialy polarized =
pol · 〈B〉fully polarized. In the strong back-action limit, we can differ to the two strategies of sec. III, choosing
τ21 =
1
4γ2eB
2
rmsτ
2
, sin2 (θ) = 1, (109)
or
τ22 =
1
4γ2eB
2
rmspol
2 sin2 (θ)
(110)
Eq. (109) leads to the QFI,
I1 = t
2
e
(
pol · 〈B〉
Brms
)2
, (111)
while eq. (110) leads to the QFI
I2 = t
2
e
( 〈B〉
Brms
)2
e−4γ
2
eB
2
rmsτ
2(1−pol2). (112)
V. MULTIPLE NVS - CONSTANT COUPLING
Finally, we extend our protocol to consider multiple sensors. Given M sensors the free Hamiltonian in the interaction
picture with respect to their energy gap is
H0 =
ωN
2
N∑
j=1
Ijz . (113)
The simplified interaction Hamiltonian is
H1 = g
N∑
i=1
M∑
j=1
σjzI
i
x (114)
The system is initialized to the state
| ↑X〉⊗MS ⊗ | ↑X〉⊗N . (115)
The first step of the protocol, propagation of the nuclei for a time t according to the free Hamiltonian, remains the
same,
|ψt〉 = | ↑X〉⊗M
(
cos
(
θ
2
)
| ↑X〉 − i sin
(
θ
2
)
| ↓X〉
)⊗N
. (116)
The main difference is that the second rotation, given by the propagation of (116) according to the interaction (114),
is now affected by the total Z spin of the sensors,
|ψτ 〉 = 1√
2M
∑
x¯∈{0,1}M
|x¯〉S
(
cos
(
θ
2
)
ei2gτ
∑
i xi | ↑X〉 − ie−2igτ
∑
i xi sin
(
θ
2
)
| ↓X〉
)⊗N
, (117)
where we substituted | ↑X〉S , | ↓X〉S by |0〉S , |1〉S for brevity. The density matrix of (117) is
ρτ =
1
2M
∑
x¯,y¯∈{0,1}M
|x¯〉〈y¯|
(
cos2
(
θ
2
)
ei2gτ(
∑
i xi−
∑
i yi)| ↑X〉〈↑X |+ e−i2gτ(
∑
i xi−
∑
i yi) sin2
(
θ
2
)
| ↓X〉〈↓X |+ ...
)⊗N
.
(118)
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The reduced density operator of the sensors is thus
ρτ =
1
2M
∑
x¯,y¯∈{0,1}M
|x¯〉〈y¯|
[
cos2
(
θ
2
)
ei2gτ(
∑
i xi−
∑
i yi) + e−i2gτ(
∑
i xi−
∑
i yi) sin2
(
θ
2
)]N
(119)
=
1
2M
∑
x¯,y¯∈{0,1}M
|x¯〉〈y¯|
(
cos
[
2gτ
(∑
i
xi −
∑
i
yi
)]
+ i sin
[
2gτ
(∑
i
xi −
∑
i
yi
)]
cos θ
)N
.
So in general, the density matrix reads
ρ =
1
2M
∑
x¯,y¯∈{0,1}M
r (x¯− y¯) eiΦ(x¯−y¯)|x¯〉〈y¯|. (120)
Since there is a dependence only on the sum of x¯, y¯, let us denote these sums as sx, sy and rewrite (120),
ρ =
1
2M
M∑
sx,sy=0
r (sx − sy) eiΦ(s1−s2)
√
n (sx)
√
n (sy)
 1√
n (sx)
∑
x∈sy
|x〉
( 1√
n (sy)
∑
y∈s2
〈y|
)
. (121)
In the form (121), it is clear that the matrix acts non-trivially only on symmetric states in the total angular momentum
basis. Let |s1〉 stand for the symmetric state of the sum s1, then the density matrix reads
ρ =
1
2M
M∑
sx,sy=0
r (sx − sy) eiΦ(s1−s2)
√
n (sx)
√
n (sy)|sx〉〈sy|. (122)
Hence, the density matrix is basically an M + 1 by M + 1 matrix (M being the number of NVs) with:
ρj,k =
1
2M
(cos (2gτ (j − k)) + i sin (2gτ (j − k)) cos (φ))N
√(
n
j
)√(
n
k
)
. (123)
The QFI for multiple NV’s can be estimated numerically by the relation [2]
I = 8
1− Tr{
√√
ρ(θ)ρ(θ + dθ)
√
ρ(θ)}
dθ2
t2. (124)
The results are depicted in fig. S3 - the number of NVs does not change the optimal θ and as the number of sensors
increases the QFI approaches the SQL in the strong back-action regime.
The QFI demonstrates the promise of achieving the SQL using multiple sensors. However, the measurement basis
can generally be highly entangled. To estimate whether the optimal basis is entangled, we would like to estimate the
FI of a measurement in the Y basis. It is easier to work in the form (119), where the transformation to the Y basis
yields
ρτ =
1
22M
∑
x¯,y¯∈{0,1}M
∑
a¯,b¯∈{0,1}M
(−i)
∑
i xi−yi (−1)x¯·a¯+y¯·b¯ |a¯〉〈b¯|× (125)
(
cos
[
2gτ
(∑
i
xi −
∑
i
yi
)]
+ i sin
[
2gτ
(∑
i
xi −
∑
i
yi
)]
cos θ
)N
.
Therefore, the probability to get a result z¯ is
Pz¯ =
1
22M
∑
x¯,y¯∈{0,1}M
(−i)sx−sy (−1)(x¯+y¯)·z¯ (cos [2gτ (sx − sy)] + i sin [2gτ (sx − sy)] cos θ)N . (126)
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Figure S3: (a) The QFI estimated numerically by eq. (124) for different numbers of NVs with N = 500 and gτ = 0.01 resulting
in weak back-action. The optimal QFI is achieved for θ = pi
2
as the single NV case. More NVs result in a higher QFI, which
is still far from the SQL. (b) The QFI estimated numerically by eq. (124) for different numbers of NVs with N = 5000 and
gτ = 0.1 resulting in strong back-action. The optima θ remains the same, regardless of the number of NVs. As the number of
NVs grows the QFI becomes wider approaches the SQL.
Eq. (126) can be written in terms of the sums
Pz¯ =
1
22M
∑
x¯,y¯∈{0,1}M
(−i)sx−sy asx,szasy,sz (cos [2gτ (sx − sy)] + i sin [2gτ (sx − sy)] cos θ)N (127)
=
1
22M
M∑
sx,sy=0
(−i)sx−sy asx,szasy,sz (cos [2gτ (sx − sy)] + i sin [2gτ (sx − sy)] cosφ)N
=
1
22M
M∑
s=0
a2s,sz +
2
22M
M∑
sx=0
M∑
sy=sx+1
asx,szasy,szRe
[
(−i)sx−sy (cos [2gτ (sx − sy)] + i sin [2gτ (sx − sy)] cos θ)N
]
where sh =
∑
i hi and as,sz =
∑min{s,sz}
k=max{s+sz−M} (−1)
k (sz
k
)(
M−sz
s−k
)
. The FI will be given by
F =
∑
z¯∈{0,1}M
(
∂Pz¯
∂ωN
)2
Pz¯
=
M∑
sz=0
(
∂Psz
∂ωN
)2
Psz
. (128)
The numerical evaluation of eq. (128) is presented in fig. S4 - in the weak back-action regime it appears that the
Y basis is within reasonable agreement with the QFI, meaning it is close to the optimal measurement basis. When
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Figure S4: (a) The FI estimated numerically by eq. (128) with N = 500, gτ = 0.01 and M = 50 resulting in weak back-action.
The optimal QFI is achieved for θ slightly smaller than pi
2
as predicted by S3a. The value of the FI is in reasonable agreement
with S3a, which implies that the optimal measurement basis is not entangled. (b) The QFI estimated numerically by eq. (128)
with N = 5000, gτ = 0.1 and M = 50 resulting in strong back-action. The optimal θ deviates strongly from S3b and the FI
does not reach it’s optimum value. It is therefore not clear whether there exists an unentangled basis that can reproduce the
QFI.
the back-action is strong, however, the optimal θ of the FI in the Y basis (θ ≈ 0.03) differs strongly from the one of
the QFI (θ ≈ 0.19), which results in a decreased optimum. Though it is not substantial, it is still unclear whether an
unentangled measurement basis can achieve the QFI.
Appendix A: Angular momentum decomposition of the dipole-dipole interaction
In following we show that the diople-dipole interaction Hamiltonian of two spins S¯ and I¯,
HDD/J = − |r¯|−3
(
3
(
S¯ · rˆ) (I¯ · rˆ)− S¯ · I¯) , (A1)
with J = µ0γNV γB4pi = 0.49MHz · nm3, can be decomposed into six parts associated with conservation of angular
momentum [4],
A = −4
√
pi
5
|r¯|−3 Y 02 (Ω)SzIz, B = −
1
4
(
4
√
pi
5
)
|r¯|−3 (S+I− + S−I+)Y 02 (Ω), (A2)
C = −3
2
|r¯|−3
(
2
√
(
2pi
15
)
)
(SzI+ + IzS+)Y
−1
2 (Ω), D =
3
2
|r¯|−3
(
2
√
(
2pi
15
)
)
(SzI− + IzS−)Y 12 (Ω),
E = −3
4
(
4
√
(
2pi
15
)
)
Y −22 (Ω)S+I+, F = −
3
4
(
4
√
(
2pi
15
)
)
Y 22 (Ω)S−I−,
where HDD/J = A + B + C + D + E + F and Y
m
l (Ω) are the spherical harmonics. We start by writing the inner
product in (A1) explicitly,
HDD/J = − |r¯|−3 (3 (Sx sin(θ) cos(ϕ) + Sy sin(θ) sin(ϕ) + Sz cos(θ))× (A3)
(Ix sin(θ) cos(ϕ) + Iy sin(θ) sin(ϕ) + Iz cos(θ))− SxIx − SyIy − SzIz)
The product of the two z components will yield
A = − |r¯|−3 (3 cos2(θ)− 1)SzIz (A4)
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which is equivalent to (A2) using the definition Y 02 (Ω) =
1
4
√
5
pi
(
3 cos2 θ − 1). The sum of the terms proportional to
SxIx and SyIy in (A3) can be rewritten with the spin lowering and raising operators S± = Sx ± iSy, I± = Ix ± iIy
− |r¯|−3 [(3 sin2(θ) cos2(ϕ)− 1)SxIx + (3 sin2(θ) sin2(ϕ)− 1)SyIy] (A5)
= −1
4
|r¯|−3 [(3 sin2(θ) cos2(ϕ)− 1) (S+ + S−)(I+ + I−)− (3 sin2(θ) sin2(ϕ)− 1) (S+ − S−)(I+ − I−)] (A6)
= −1
4
|r¯|−3 [(S+I− + S−I+) (3 cos2(θ)− 1)+ 3 (S+I+ + S−I−) sin2(θ) cos(2ϕ)] . (A7)
The first contribution in (A5),
B = −1
4
(
4
√
pi
5
)
|r¯|−3 (S+I− + S−I+)Y 02 (Ω) (A8)
is the second term in (A2). The terms A and B do not change the total angular momentum of the two spins,
therefore, they are proportional to the spherical harmonic with m = 0. The terms proportional toSxIy SY Ix in (A3)
yield similarly
−3 |r¯|−3 (SxIy + SyIx) sin2(θ) sin(ϕ) cos(ϕ) (A9)
=
3
4
|r¯|−3 i [S+I+ − S−I−] sin2(θ) sin(2ϕ). (A10)
Summing (A10) with the remaining contribution of (A7) results in the terms E and F in (A2) with the definition
Y ±22 =
1
4
√
15
2pi e
±2iϕ sin2 θ. The two operators E/F raise/lower the angular momentum by two quanta, and therefore
together with the spherical harmonic with m = −2/2 they conserve angular momentum. The remaining elements of
(A3) can be rewritten as
−3 |r¯|−3 [Sz (Ix cos(ϕ) + Iy sin(ϕ)) + Iz (Sx cos(ϕ) + Sy sin(ϕ))] cos(θ) sin(θ) (A11)
−3
2
|r¯|−3 [(SzI+ + IzS+) e−iϕ + (SzI− + IzS−) eiϕ] cos(θ) sin(θ), (A12)
which using the definition Y ±12 (Ω) = ∓ 12
√
15
2pi e
±iϕ cos θ sin θ leads to the terms C and D in (A2).
For reasons of convenience, in the next sections we use the notations
ζ0 = −1, ζ˜0 = −4
√
pi
5
(A13)
ζ1 =
3
2
, ζ˜1 =
3
2
(
2
√
2pi
15
)
ζ2 = −3
4
, ζ˜2 = −3
4
(
4
√
2pi
15
)
ζ−m = ζm, ζ˜−m = (−1)m ζ˜m.
Appendix B: Calculating the mean field
In the following section we shall calculate the mean field integral in a planar geometry, meaning, in a setting where
the NV is situated in a depth d below a planar diamond surface and the nuclear spins occupy the entire half-space
above the diamond. The result of the section is
γe 〈B〉 = piJ sin (2α) , (B1)
The calculation is carried out in a spherical coordinate system, where the NV is found at the origin and the zˆ axis is
perpendicular to the diamond surface.
The mean field at the NV’s location is a function of the following integrals,
I
(m)
1 = ζ˜m
∫
d3r
Y
(m)
2
r3
, (B2)
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where ζ˜m are defined by (A13). In the given geometry ϕ ∈ [0, 2pi] , θ ∈
[
0, pi2
]
, r ∈ [ dcos θ ,∞], therefore,
I
(m)
1 = ζ˜m
2pi∫
0
dϕ
1∫
0
d cos θY
(m)
2 (Ω)
rco∫
d/ cos θ
dr
r
= ζ˜m
2pi∫
0
dϕ
1∫
0
d cos θY
(m)
2 (Ω) ln
(rco
d
cos θ
)
, (B3)
where rco is some cut off radius, that shouldn’t effect the final result. For a non-tilted NV, meaning, when the NV’s
magnetization axis coincides with the zˆ axis, the integration over φ will eliminate the total contribution for m 6= 0
due to the cylindrical symmetry. The remaining integral
I
(0)
1 = 2piζ0
1∫
0
d cos θ(3 cos2 θ − 1) ln
(rco
d
cos θ
)
= −4pi
3
. (B4)
If the NV is tilted the mean field can be calculated using the spherical harmonics rotation property,
Y
(m)
2 (r¯) =
2∑
m′=−2
[
D
(2)
mm′ (R)
]∗
Y
(m′)
2 (r¯
′) , r¯′ = Rr¯, (B5)
where D
(2)
mm′ (R) are the Wigner matrices with rotation R. In our case r¯ in (B5) are the coordinates in a system
whose zˆ axis is aligned with the NV’s magnetization axis and r¯′ are the coordinates in a rotated system whose zˆ axis
is perpendicular to the diamond surface. Following the same argument as before, the integral (B3) is non-zero only
for m′ = 0,
I
(m)
1 = 2piζ˜m
1∫
0
d cos θ
2∑
m′=−2
[
D
(2)
mm′ (R)
]∗
Y
(m′)
2 (Ω) ln
(rco
d
cos θ
)
(B6)
= 2piζ˜m
[
D
(2)
m0 (R)
]∗ 1∫
0
d cos θY
(0)
2 (Ω) ln
(rco
d
cos θ
)
= −4pi
3
ζ˜m
ζ˜0
[
D
(2)
m0 (R)
]∗
, (B7)
where in the last equality we used eq. (B4). The rotation R of the NV is by an angle α around the Y axis, hence,
the Wigner matrix has a simple form
I
(1)
1 =
pi
2
sin (2α) = I
(−1)
1 (B8)
In a scenario where only the SzIx part of the dipole-dipole interaction is present, the mean field will be
〈B〉 = ~µ0γN
4pi
n
(
I
(1)
1 + I
(1)
−1
)
=
~µ0γN
4
n sin (2α) . (B9)
For a tilting angle of α = 54.7 and the number density of water n = 33 nm−3,
γe 〈B〉 ≈ 48MHz (B10)
Appendix C: Calculating B2rms
In following section we would like to calculate B2rms in a planar geometry as described in B. Similar to the mean
field, it is a function of the integrals
I
(m1,m2)
2 = ζ˜m1 ζ˜m2
∫
d3r
Y
(m1)
2
r3
Y
(m2)
2
r3
. (C1)
These arise from the instantaneous limit (t→ 0) of the more general form,
I
(m1,m2)
2 (t) = ζ˜m1 ζ˜m2
∫
d3r
∫
d3r0
Y
(m1)
2 (Ω)
r3
Y
(m2)
2 (Ω0)
r30
P (r¯, r¯0, t) , (C2)
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where P (r¯, r¯0, t) is the diffusion propagator in the appropriate geometry. In the following we calculate (C1) in a
planar geometry and show that
〈
B2rms
〉
= 2
(
~µ0γN
4pi
)2
n
(
I
(1,1)
2 + I
(−1,1)
2
)
= n
(
~µ0γN
4pi
)2
35pi − 3pi cos(4α)
256d3
. (C3)
We start with the radial integration of (C1),
I
(m1,m2)
2 = ζ˜m1 ζ˜m2
∫
d3r
Y
(m1)
2
r3
Y
(m2)
2
r3
= ζ˜m1 ζ˜m2
2pi∫
0
dϕ
1∫
0
d cos θY
(m1)
2 (Ω)Y
(m2)
2 (Ω)
∞∫
d/ cos θ
dr
r4
(C4)
=
ζ˜m1 ζ˜m2
3
2pi∫
0
dϕ
1∫
0
d cos θY
(m1)
2 (Ω)Y
(m2)
2 (Ω)
(
cos θ
d
)3
. (C5)
Assuming the NV is not tilted, there will be non-zero contributions only when m2 = −m1 due to the cylindrical
symmetry,
I
(0,0)
2 =
2pi
3d3
1∫
0
d cos θ
(
3 cos2 θ − 1)2 cos3 θ = pi
4d3
. (C6)
I
(±1,∓1)
2 =
3pi
2d3
1∫
0
d cos θ cos5 θ sin2 θ =
pi
16d3
. (C7)
I
(±2,∓2)
2 =
3pi
8d3
1∫
0
d cos θ cos3 θ sin4 θ =
pi
64d3
. (C8)
(C9)
As in the previous sections, when the NV is tilted the spherical harmonics can be rotated using (B5),
I
(m1,m2)
2 =
∑
m′1,m
′
2
[
D
(2)
m1m′1
(R)
]∗ [
D
(2)
m2m′2
(R)
]∗ ζ˜m1 ζ˜m2
3
2pi∫
0
dϕ
1∫
0
d cos θY
(m′1)
2 (Ω)Y
(m′2)
2 (Ω)
(
cos θ
d
)3
. (C10)
The polar symmetry will enforce m′1 = −m′2,
I
(m1,m2)
2 =
∑
m′
[
D
(2)
m1m′ (R)
]∗ [
D
(2)
m2−m′ (R)
]∗ ζ˜m1 ζ˜m2
3
2pi∫
0
dϕ
1∫
0
d cos θY
(m)
2 (Ω)Y
(−m)
2 (Ω)
(
cos θ
d
)3
. (C11)
Denoting the rotation angle as α we can rewrite (C11) as
I
(m1,m2)
2 (α) =
∑
m′
[
D
(2)
m1m′ (R)
]∗ [
D
(2)
m2−m′ (R)
]∗ ζ˜m1 ζ˜m2
ζ˜m′ ζ˜−m′
I
(m′,−m′)
2 (α = 0) . (C12)
In the special case, where the dipolar interaction is proportional to SzIx, only m1,m2 = ±1 are relevant, for which
I
(1,1)
2 (α) = I
(−1,−1)
2 (α) = −
3(4pi cos(2α) + pi cos(4α)− 5pi)
1024d3
(C13)
I
(−1,1)
2 (α) = I
(1,−1)
2 (α) =
12pi cos(2α)− 3pi cos(4α) + 55pi
1024d3
(C14)
Eqs. (C13) and (C14) lead to (C3).
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Appendix D: Third order integrals
As the distance from the surface decreases, Brms ∼ 〈B〉, and higher orders of the correlation function become
important. These are generally hard to calculate, so here we shall focus on the instantaneous limit, where t∫
0
dt′f ′ (t′)
3 ≈ t3 ∑
m1,m2,m3
Cm1,m2,m3I
(m1,m2,m3)
3 , (D1)
where
I
(m1,m2,m3)
3 = ζ˜m1 ζ˜m2 ζ˜m3
∫
d3r
Y
(m1)
2
r3
Y
(m2)
2
r3
Y
(m3)
2
r3
(D2)
and Cm1,m2,m3 are coefficients determined by NV’s tilting and the interaction Hamiltonian. In the following we
calculate (D2),
I
(m1,m2,m3)
3 = ζ˜m1 ζ˜m2 ζ˜m3
∫
d3r
Y
(m1)
2
r3
Y
(m2)
2
r3
Y
(m3)
2
r3
= ζ˜m1 ζ˜m2 ζ˜m3
2pi∫
0
dφ
1∫
0
d cos θY
(m1)
2 (Ω)Y
(m2)
2 (Ω)Y
(m3)
2 (Ω)
∞∫
d/ cos θ
dr
r7
(D3)
=
ζ˜m1 ζ˜m2 ζ˜m3
6
2pi∫
0
dφ
1∫
0
d cos θY
(m1)
2 (Ω)Y
(m2)
2 (Ω)Y
(m3)
2 (Ω)
(
cos θ
d
)6
. (D4)
For a non-tilted NV the only contribution will be from m1 +m2 +m3 = 0, denoting I
(m1.m2,m3)
3 (α = 0) ≡ J (m1.m2,m3)3 ,
J
(2,−2,0)
3 =
ζ˜2ζ˜−2ζ˜0
6
2pi∫
0
dϕ
1∫
0
d cos θY
(2)
2 (Ω)Y
(−2)
2 (Ω)Y
(0)
2 (Ω)
(
cos θ
d
)6
(D5)
= − 3pi
16d6
1∫
0
d cos θ sin4 θ
(
3 cos2 θ − 1) cos6 θ = − 4pi
3003d6
,
J
(1,1,−2)
3 =
ζ˜1ζ˜1ζ˜−2
6
2pi∫
0
dϕ
1∫
0
d cos θY
(1)
2 (Ω)Y
(1)
2 (Ω)Y
(−2)
2 (Ω)
(
cos θ
d
)6
(D6)
= − 9pi
16d6
1∫
0
d cos θ sin4 θ cos8 θ = − pi
286d6
,
J
(1,−1,0)
3 =
ζ˜1ζ˜−1ζ˜0
6
2pi∫
0
dϕ
1∫
0
d cos θY
(1)
2 (Ω)Y
(−1)
2 (Ω)Y
(0)
2 (Ω)
(
cos θ
d
)6
(D7)
= − 3pi
4d6
1∫
0
d cos θ sin2 θ cos8 θ(3 cos2 θ − 1) = − 7pi
429d6
,
J
(0,0,0)
3 =
ζ˜0ζ˜0ζ˜0
6
2pi∫
0
dϕ
1∫
0
d cos θY
(0)
2 (Ω)Y
(0)
2 (Ω)Y
(0)
2 (Ω)
(
cos θ
d
)6
(D8)
= − pi
3d6
1∫
0
d cos θ cos6 θ
(
3 cos2 θ − 1)3 = − 160pi
1001d6
.
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The tilted case is more complex since,
I
(m1,m2,m3)
3 =
∑
m′1,m
′
2,m
′
3
[
D
(2)
m1m′1
(R)
]∗ [
D
(2)
m2m′2
(R)
]∗ [
D
(2)
m3m′3
(R)
]∗
× (D9)
ζ˜m1 ζ˜m2 ζ˜m3
6
2pi∫
0
dϕ
1∫
0
d cos θY
(m′1)
2 (Ω)Y
(m′2)
2 (Ω)Y
(m′3)
2 (Ω)
(
cos θ
d
)6
.
The integral will be non-zero for m1 +m2 +m3 = 0. The order of the m value will determine the coefficient,
I
(m1,m2,m3)
3 =
∑
m′1,m
′
2,m
′
3
[
D
(2)
m1m′1
(R)
]∗ [
D
(2)
m2m′2
(R)
]∗ [
D
(2)
m3m′3
(R)
]∗ ζ˜m1 ζ˜m2 ζ˜m3
ζ˜m′1 ζ˜m′2 ζ˜m′3
K
(m′1,m
′
2,m
′
3)
3 , (D10)
where
K
(m′1,m
′
2,m
′
3)
3 =

J
(2,−2,0)
3 {m′1,m′2,m′3} = {2,−2, 0}
J
(1,−1,0)
3 {m′1,m′2,m′3} = {1,−1, 0}
J
(1,1,−2)
3 {m′1,m′2,m′3} = {1, 1,−2} or {m′1,m′2,m′3} = {−1,−1, 2}
J
(0,0,0)
3 {m′1,m′2,m′3} = {0, 0, 0}
0 else
. (D11)
For the SzIx interaction the decay is,(
~µ0γeγN
4pi
)3
τ3
(
I
(1,1,1)
3 + I
(1,1,−1)
3 + I
(1,−1,1)
3 + I
(−1,1,1)
3 + I
(1,−1,−1)
3 + I
(−1,1,−1)
3 + I
(−1,−1,1)
3 + I
(−1,−1,−1)
3
)
(D12)
= −
(
~µ0γeγN
4pi
)3
τ3
pi(257 sin(2α)− 18 sin(6α))
4004d6
Appendix E: The power spectrum in our protocol
In the last section of the main text we claim:〈
N∑
j=1
G˜2j
〉
∝ nJ
2τ
2pi
S (δω) , (E1)
where S (ω) is the power spectrum. Here we would like to derive this relation explicitly. We start with the average of
G˜2j , 〈
N∑
j=1
G˜2j
〉
=
N∑
j=1
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)
〈
sin (ωpt1 − ϕj(t1)) sin (ωpt2 − ϕj(t2)) gj± (t1) gj± (t2)
〉
(E2)
=− 1
4
N∑
j=1
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
iωp(t1+t2)
〈
e−iϕj(t1)gj± (t1) e
−iϕj(t2)gj± (t2)
〉
− 1
4
N∑
j=1
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−iωp(t1+t2)
〈
eiϕj(t1)gj± (t1) e
iϕj(t2)gj± (t2)
〉
+
1
4
N∑
j=1
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
iωp(t1−t2)
〈
e−iϕj(t1)gj± (t1) e
iϕj(t2)gj± (t2)
〉
+
1
4
N∑
j=1
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−iωp(t1−t2)
〈
eiϕj(t1)gj± (t1) e
−iϕj(t2)gj± (t2)
〉
.
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We recognize the terms inside the average as the stationary correlation functions:
nJ2C
(m1,m2)
2 (t) ≡ nJ2ζ˜m1 ζ˜m2
∫
d3r
r3
∫
d3r0
r30
Y
(m1)
2 (Ω)Y
(m2)
2 (Ω0)P (r¯, r¯0, t). (E3)
Eq. (E2) can be rewritten in terms of (E3) as
1
nJ2
〈
N∑
j=1
G˜2j
〉
= −1
4
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
iωp(t1+t2)C
(−1,−1)
2 (t1 − t2) (E4)
− 1
4
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−iωp(t1+t2)C(1,1)2 (t1 − t2)
+
1
4
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
iωp(t1−t2)C(−1,1)2 (t1 − t2)
+
1
4
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−iωp(t1−t2)C(1,−1)2 (t1 − t2) .
If τ  τD all these correlations in (E4) are approximately constant in time and therefore
1
nJ2
〈
N∑
j=1
G˜2j
〉
≈− 1
4
I
(−1,−1)
2
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
iωp(t1+t2) − 1
4
I
(1,1)
2
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−iωp(t1+t2) (E5)
+
1
4
I
(−1,1)
2
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
iωp(t1−t2) +
1
4
I
(1,−1)
2
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−iωp(t1−t2)
= −τ
2
2
I
(1,1)
2
(
−2i
pi
)2
+
τ2
2
I
(−1,1)
2
(
−2i
pi
)(
2i
pi
)
=
2τ2
pi2
pi(13 cos(4α) + 51)
1024d3
=
γ2eB
2
rmsτ
2
nJ2pi2
If τ  τD we can use:
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)C(t1 − t2) = 2
τ∫
0
dt1
t1/
√
2∫
−t1/
√
2
dt˜2h(t1)h(t1 − t˜2)C(t˜2) (E6)
≈ 2
τ∫
0
dt1
∞∫
−∞
dt˜2h (t1)h
(
t1 − t˜2
)
C
(
t˜2
)
= 2
∫
dω1
2pi
∫
dω2
2pi
∫
dω3
2pi
τ∫
0
dt1
∞∫
−∞
dt˜2hω1e
iω1t1hω2e
iω2(t1−t˜2)Sω3e
iω3 t˜2
(E7)
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We shall solve all the integrals (E4) at once:
τ∫
0
dt1
τ∫
0
dt2h(t1)h(t2)e
−im1ωpt1−im2ωpt2C(m1,m2) (t1 − t2) (E8)
= 2
∫
dω1
2pi
∫
dω2
2pi
∫
dω3
2pi
τ∫
0
dt1
∞∫
−∞
dt˜2hω1e
iω1t1hω2e
iω2(t1−t˜2)S(m1,m2)ω3 e
iω3 t˜2e−i(m1+m2)ωpt1+im2ωp t˜2
= 2
∫
dω1
2pi
∫
dω2
2pi
∫
dω3
τ∫
0
dt1hω1e
iω1t1hω2e
iω2t1S(m1,m2)ω3 e
−i(m1+m2)ωpt1δ (ω3 − ω2 +m2ωp) (E9)
= 2
∫
dω1
2pi
∫
dω2
2pi
τ∫
0
dt1hω1hω2S
(m1,m2)
ω2+m2ωpe
i[ω1+ω2−(m1+m2)ωp]t1 (E10)
= 2
∫
dω1
2pi
∫
dω2
2pi
hω1hω2S
(m1,m2)
ω2+m2ωp
−i (ei[ω1+ω2−(m1+m2)ωp]τ − 1)
ω1 + ω2 − (m1 +m2)ωp (E11)
= 4
∫
dω1
2pi
∫
dω2
2pi
hω1hω2S
(m1,m2)
ω2+m2ωpe
i[ω1+ω2−(m1+m2)ωp]τ/2 sin [(ω1 + ω2 − (m1 +m2)ωp) τ ]
ω1 + ω2 − (m1 +m2)ωp (E12)
≈ 4piτ
∫
dω1
2pi
∫
dω2
2pi
hω1hω2S
(m1,m2)
ω2+m2ωpe
i[ω1+ω2−(m1+m2)ωp]τ/2δ (ω1 + ω2 − (m1 +m2)ωp) (E13)
=
τ
pi

∫
dω1 |hω1 |2 S(−m2,m2)ω1−m2ωp m1 = −m2∫
dω1
∣∣hω1−m2ωp ∣∣2 S(m2,m2)ω1−2m2ωp m1 = m2 = τpi
∫
dω1 |hω1 |2 S(±m2,m2)ω1−m2ωp . (E14)
Substituting (E14) into (E4) we arrive at〈
N∑
j=1
G˜2j
〉
=
τ
2pi
∫
dω1 |hω1 |2
(
S
(−1,1)
ω1−ωp − S
(1,1)
ω1−ωp
)
(E15)
Since S (ω − ωN ) ∝ S(−1,1)ω − S(1,1)ω , we can conclude〈
N∑
j=1
G˜2j
〉
=
τ
2pi
∫
dω1 |hω1 |2 S (ω − δω − ωp) ≈
τ
2pi
S (δω) , (E16)
where we used the fact that |h(ω)| is a narrow function that peaks at ±ωp.
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