Supersymmetric non-linear sigma-models with boundaries revisited by Koerber, Paul et al.
ar
X
iv
:h
ep
-th
/0
30
92
29
v1
  2
5 
Se
p 
20
03
Preprint typeset in JHEP style - PAPER VERSION hep-th/0309229
Supersymmetric non-linear σ-models with boundaries
revisited
Paul Koerber∗, Stijn Nevens∗ and Alexander Sevrin
Theoretische Natuurkunde, Vrije Universiteit Brussel
Pleinlaan 2, B-1050 Brussels, Belgium
E-mail: koerber@tena4.vub.ac.be, stijn@tena4.vub.ac.be,
asevrin@tena4.vub.ac.be
Abstract: We study two-dimensional supersymmetric non-linear σ-models with bound-
aries. We derive the most general family of boundary conditions in the non-supersymmetric
case. Next we show that no further conditions arise when passing to the N = 1 model.
We present a manifest N = 1 off-shell formulation. The analysis is greatly simplified com-
pared to previous studies and there is no need to introduce non-local superspaces nor to
go (partially) on-shell. Whether or not torsion is present does not modify the discussion.
Subsequently, we determine under which conditions a second supersymmetry exists. As
for the case without boundaries, two covariantly constant complex structures are needed.
However, because of the presence of the boundary, one gets expressed in terms of the other
one and the remainder of the geometric data. Finally we recast some of our results in
N = 2 superspace and discuss applications.
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1. Introduction
Non-linear σ-models in two dimensions with N = (2, 2) supersymmetries play a central
role in the description of strings in non-trivial NS-NS backgrounds. In the absence of
boundaries, a case relevant to type II strings, their geometry has been intensively studied
in the past, see e.g. [1]–[10]. Much less is known for the case with boundaries which
is relevant for type I string theories and D-branes. Partial results were known for some
time, see e.g. [11]–[15], however only recently a systematic study was performed, [16]–[17],
resulting in the most general boundary conditions compatible with N = 1 supersymmetry.
Subsequently, these results were extended to N = 2 supersymmetry [18] (see also [19] for
some specific applications and [20] for a different approach).
While impressive, the results of [16] and [17] remain somewhat surprising. Not only
are the derivations quite involved, but the presence of a Kalb-Ramond background seems
to require a non-local superspace description of the model. This already occurs in the
very simple setting where open strings move in a trivial gravitational background but in
a non-trivial electro-magnetic background. It is clear that in order to study the open
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string effective action through the calculation of supergraphs, the original motivation for
the present investigation, a local superspace description is called for.
In this paper we reanalyze the models studied in [16] and [17] and we resolve many
of the difficulties encountered there. We start by reconsidering a non-supersymmetric
non-linear σ-model and study the most general boundary conditions. In the next section
we extend this to models with supersymmetry. Motivated by the methods used in [21]
and [22] (in quite a different setting however), we use a superspace formulation which is
manifestly invariant under only one combination of the two bulk supersymmetries. In this
way the analysis of boundary conditions compatible with N = 1 supersymmetry is greatly
facilitated and one finds that, just as for the case without boundaries, N = 0 automatically
implies N = 1. In addition, no non-local terms are needed and the cases with or without
Kalb-Ramond background are treated on the same footing. The price we pay for this is
that we loose manifest bulk d = 2 super Lorentz covariance.
Next we investigate under which conditions the N = 1 supersymmetry gets promoted
to an N = 2 supersymmetry. As for the case without boundaries, one needs two separately
integrable covariantly constant complex structures. The metric has to be hermitian with
respect to both of them. However, the presence of boundaries requires that one of them
gets expressed in terms of the other one and the remainder of the geometric data.
Finally, we briefly study the N = 2 superspace formulation.
2. No supersymmetry
Varying the bosonic two-dimensional non-linear σ-model action1,
S =
∫
dτdσ
(
1
2
X˙a gab X˙
b −
1
2
Xa′ gabX
b′ +Xa′ bab X˙
b
)
, (2.1)
we get, apart from the well-known bulk contribution, a boundary term2,
∫
dτ δXa gab
(
−Xb′ + bbc X˙
c
)
. (2.2)
The boundary term vanishes if we either impose Neumann boundary conditions in all
directions,
Xa′ − bab X˙
b = 0, (2.3)
or Dirichlet boundary conditions in all directions,
δXa = 0. (2.4)
In order to introduce mixed boundary conditions we need a (1, 1)-tensor Rab(X) satisfying,
RacR
c
b = δ
a
b. (2.5)
1Derivatives with respect to τ and σ are denoted by a dot and a prime respectively.
2When describing open strings, one deals with two boundaries. The present discussion is readily gener-
alized to this case.
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This allows us to construct the projection operators P±,
Pa±b ≡
1
2
(δab ±R
a
b) . (2.6)
With this we impose simultaneously Neumann,
Pa+b
(
Xb′ − bbc X˙
c
)
= 0, (2.7)
and Dirichlet boundary conditions,
Pa−bδX
b = 0. (2.8)
In other words P+ and P−, project onto Neumann and Dirichlet directions respectively.
The boundary conditions, eqs. (2.7) and (2.8), can also be rewritten as,
Xa′ = Pa−bX
b′ + Pa+bb
b
cP
c
+dX˙
d,
δXa = Pa+bδX
b. (2.9)
It is not hard to see that using these conditions the boundary term eq. (2.2) vanishes
provided the metric is invariant under the (1, 1) tensor,
RcaR
d
bgcd = gab. (2.10)
Using eq. (2.5) this gives Rab = Rba.
Requiring time independence, i.e. if Xa(τ, σ) satisfies the boundary conditions, so
should Xa(τ + δτ, σ), we can put δXb = X˙bδτ in eq. (2.8) and find,
Pa−bX˙
b = 0. (2.11)
Using then [δ, ∂/∂ τ ] = 0 on the boundary,
0 = [δ, ∂/∂ τ ]Xc = 2Pd+[aP
e
+b]P
c
+d,eδX
aX˙b, (2.12)
yields the condition,
Pd+[aP
e
+b]P
c
+d,e = 0. (2.13)
The necessity of eq. (2.13) can also be seen in the case where b is exact, bab = ∂aAb−∂bAa.
Then using eq. (2.11), one can rewrite eq. (2.1) as,
S =
∫
dτdσ
(
1
2
X˙a gab X˙
b −
1
2
Xa′ gabX
b′
)
+
∫
dτAaP
a
+bX˙
b. (2.14)
Varying eq. (2.14), one indeed obtains eq. (2.7) provided eq. (2.13) holds. As a consequence,
the integrability condition, eq. (2.13), implies that the commutator of two infinitesimal
displacements in the Neumann direction remains in the Neumann direction3,
Pa−b
(
δ1X
cδ2X
b
,c − δ2X
cδ1X
b
,c
)
= 2Pa+[d,e]P
d
+bP
e
+cδ2X
bδ1X
c = 0. (2.15)
3Note that Pc+d,eP
d
+[aP
e
+b] = P
c
−fP
f
+d,eP
d
+[aP
e
+b]
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Summarizing, we can have Neumann, eq. (2.7), and Dirichlet, eq. (2.8), boundary
conditions, provided there exists a (1, 1)-tensor R which satisfies,
RacR
c
b = δ
a
b, (2.16)
RcaR
d
bgcd = gab, (2.17)
Pd+[aP
e
+b]P
c
+d,e = 0. (2.18)
Eq. (2.16) tells us that R is an almost product structure for which the metric is preserved,
eq. (2.17). The last condition, eq. (2.18), tells us that the projection operator P+ is
integrable. Note that this is weaker than requiring that R is integrable. The latter would
require that
RadR
d
[b,c] +R
d
[bR
a
c],d = 0, (2.19)
holds. This is equivalent to the integrability of both P+ and P− as can be seen from
Pd+[bP
e
+c]P
a
+d,e = −2P
a
−e
(
RedR
d
[b,c] +R
d
[bR
e
c],d
)
. (2.20)
3. N = 1 supersymmetry
3.1 The superspace formulation
We work in N = 1 superspace with a single real fermionic coordinate θ and we have the
supersymmetry generator Q and fermionic derivative D such that,
Q2 = +
i
4
∂
∂τ
, D2 = −
i
4
∂
∂τ
. (3.1)
We introduce bosonic N = 1 superfields Xa and fermionic superfields Ψa, a ∈ {1, · · · ,D}.
From the point of view of the target manifold the former will be coordinates while the latter
are vectors. The X superfields contain the bulk scalar fields and half of the bulk fermionic
degrees of freedom. The Ψ superfields contain the other half of the bulk fermionic fields
and the auxiliary fields. In this section, we will stick to Neumann boundary conditions and
postpone the analysis of more general boundary conditions to the next subsection. On the
boundary, the fermionic degrees of freedom are halved and no auxiliary fields are needed
anymore. In other words, the boundary conditions should be such that Ψ gets expressed
as a function of X so that only X lives on the boundary. In order to do so we assume that
the σ derivatives act only on the X superfields. In this way only the variation of X will
result in a boundary term. We take as action,
S =
∫
dτdσdθ
10∑
j=1
L(j), (3.2)
where,
L(1) = O
(1)
ab (X)DX
aX˙b,
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L(2) = O
(2)
ab (X)DX
aXb′,
L(3) = O
(3)
ab (X)Ψ
aXb′,
L(4) = O
(4)
ab (X)DΨ
aΨb,
L(5) = O
(5)
ab (X)DΨ
aDXb,
L(6) = O
(6)
ab (X)Ψ
aX˙b,
L(7) = T
(1)
abc (X)Ψ
aΨbΨc,
L(8) = T
(2)
abc (X)Ψ
aΨbDXc,
L(9) = T
(3)
abc (X)Ψ
aDXbDXc,
L(10) = T
(4)
abc (X)DX
aDXbDXc, (3.3)
where both O
(j)
ab (X) and T
(j)
abc (X) are a priori undetermined functions of X
a. On dimen-
sional grounds, it is not hard to see that this is the most general action we can write down
under the assumption that only X ′ and not Ψ′ appears. Any other term one can write
reduces upon partial integrating D or ∂/∂τ to the terms listed above. In the next we are
going to simplify eq. (3.3) as much as possible.
• By varying X, one immediately gets the boundary condition,
O
(3)
ba (X)Ψ
b = −O
(2)
ba (X)DX
b. (3.4)
In order that this identifies Ψ in terms of X, we require that O(3) is invertible.
• Performing the integral over θ, one finds that DΨ|θ=0 is auxiliary. Requiring that the
auxiliary field equations of motion can be solved for the auxiliary fields necessitates
that O(4) is invertible as well.
• Partially integrating D in L(4) shows that O
(4)
[ab] can be absorbed in T
(2). As such we
take from now on O
(4)
ab = O
(4)
ba .
• Performing a field redefinition Ψa → Ψa+N ab(X)DX
b affects almost all terms except
O(3) and O(4). Of particular interest to us is the effect on O(5) and O(6),
O
(5)
ab → O
(5)
ab +O
(4)
ac N
c
b,
O
(6)
ab → O
(6)
ab −
i
4
N cbO
(4)
ca . (3.5)
• After this, we can completely eliminate L(5) through partial integration which affects
T (3) and modifies O(6) on top of eq. (3.5) to,
O
(6)
ab → O
(6)
ab −
i
4
O
(5)
ab −
i
2
N cbO
(4)
ca . (3.6)
• As we already mentioned, O(4) is invertible, so one sees from eq. (3.6) that a suitable
choice for N can be found such that L(6) vanishes as well.
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• Rewriting ∂/∂τ = 4iD2 and partially integrating one D shows that O
(1)
[ab] can be
absorbed in T (4). So from now we take we take O
(1)
ab = O
(1)
ba .
• We are still free to perform a field redefinition of the form Ψa →Mab(X)Ψ
b. After
this, O(1) and O(2) are unchanged, O(5) and O(6) remain zero and O(3) and O(4)
transform as,
O
(3)
ab → M
c
aO
(3)
cb ,
O
(4)
ab → M
c
aO
(4)
cd M
d
b. (3.7)
As O(3) is invertible, we can make a suitable choice for M such that O
(3)
ab = −4 gab,
with gab the target space metric. With this, we exhausted the field redefinitions of
Ψ.
Concluding we found that without any loss of generality we can put in eq. (3.3),
O
(1)
[ab] = O
(4)
[ab] = 0, O
(5)
ab = O
(6)
ab = 0, O
(3)
ab = −4 gab. (3.8)
We now proceed with the comparison of eqs. (3.2), (3.3) and (3.8) with the non-linear
σ-model lagrangian eq. (B.2). We assume that the auxiliary fields have already been
eliminated in eq. (B.2). Performing the θ integral in eq. (3.2) and eliminating the auxiliary
fields DΨa|θ=0, one finds by identifying the leading bosonic terms X˙X˙ , X˙X
′ and X ′X ′
to the corresponding terms in eq. (B.2) that the remaining freedom in the O tensors gets
fully fixed,
O
(1)
ab = 2i gab, O
(2)
ab = −4i bab, O
(4)
ab = 8 gab. (3.9)
Next we want to identify the fermions DXa|θ=0 and Ψ
a|θ=0 with the bulk fermions ψ
a
+
and ψa− which appear in eq. (B.2). We first perform the θ integral in eq. (3.2) using eqs.
(3.3), (3.8) and (3.9) and subsequently eliminate the auxiliary fields. The leading terms
quadratic in the fermions in the lagrangian are given by,
2i gab
(
iDXa +Ψa
)
∂=
(
iDXb +Ψb
)
+ 2i gab
(
iDXa −Ψa
)
∂=|
(
iDXb −Ψb
)
, (3.10)
where we used the boundary condition which follows from the lagrangian,
Ψa = i babDX
b. (3.11)
Comparing this to the corresponding terms in eq. (B.2), we identify,
ψa+ = iDX
a +Ψa,
ψa− = η(iDX
a −Ψa), (3.12)
where η ∈ {+1,−1} allows one to differentiate between Ramond and Neveu-Schwarz bound-
ary conditions. It will not play an essential role in this paper.
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Next, we determine the T tensors by comparing the rest of the terms to eq. (B.2). A
somewhat tedious but straightforward calculation4 yields a unique solution,
T
(1)
abc = −
8i
3
Tabc, T
(2)
abc = 8
{
[ba]c
}
, T
(3)
abc = −8iTabc, T
(4) = 0. (3.13)
With this we have the full model in N = 1 superspace. Its lagrangian is explicitly
given by,
L = 2igabDX
aX˙b − 4ibabDX
aXb′ − 4gabΨ
aXb′ + 8gab∇Ψ
aΨb
−
8i
3
TabcΨ
aΨbΨc − 8iTabcΨ
aDXbDXc, (3.14)
where the covariant derivative ∇Ψa is given by,
∇Ψa = DΨa +
{
a
bc
}
DXcΨb. (3.15)
3.2 The boundary conditions
Varying eq. (3.14) yields a boundary term,
−4
∫
dτdθ (Ψagab + iDX
abab) δX
b. (3.16)
This vanishes if we take Neumann boundary conditions in all directions,
Ψa = i babDX
b, (3.17)
or Dirichlet boundary conditions in all directions,
δXa = 0. (3.18)
The more general case which involves both Dirichlet and Neumann boundary conditions
requires the introduction of an almost product structure Rab(X) satisfying eq. (2.5). Using
the projection operators defined in eq. (2.6), we impose Neumann,
Pa+b
(
Ψb − i bbcDX
c
)
= 0, (3.19)
and Dirichlet boundary conditions,
Pa−bδX
b = 0. (3.20)
From eqs. (3.20) and (3.19), we obtain,
δXa = Pa+bδX
b,
Ψa = Pa−bΨ
b + iPa+bb
b
cP
c
+dDX
d. (3.21)
From this one observes that, as was to be expected, δX is completely frozen in the Dirichlet
directions while Ψ gets a component in the Neumann directions when there is a non-trivial
Kalb-Ramond background. Eq. (3.20) implies,
Pa−bDX
b = Pa−bX˙
b = 0. (3.22)
4See appendix C for a shortcut.
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This equation requires that certain compatibility conditions are satisfied which follow from
the second expression in eq. (3.1). Indeed acting with D on the first equation in eq. (3.22),
we get5,
0 = −
i
4
Pa−bX˙
b + Pa−d,eP
d
+bP
e
+cDX
cDXb, (3.23)
where we used the first equation in eq. (3.21). This is indeed consistent with the second
expression in eq. (3.22) provided,
Pd+[aP
e
+b]P
c
−d,e = 0, (3.24)
or equivalently eq. (2.13) holds.
With this, we can rewrite the boundary term in the variation as,∫
dτdθ (Ψa + iDXcbc
a) gabδX
b =
∫
dτdθ
(
Pa+c + P
a
−c
) (
Ψc + iDXdbd
c
)
gabδX
b
=
∫
dτdθ
(
Pa+c
(
Ψc + iDXdbd
c
)
gabδX
b +
(
Ψa + iDXdbd
a
)
gabP
b
−cδX
c
)
, (3.25)
where, in order to make the last step, we had to impose,
Rab = Rba, (3.26)
which, using eq. (2.5) is equivalent to eq. (2.10). Imposing the Neumann, eq. (3.19), and
the Dirichlet, eq. (3.20), boundary conditions, the boundary term in the variation of the
action indeed vanishes.
So we conclude that any N = 0 non-linear σ-model with given boundary conditions,
allows for an N = 1 supersymmetric extension given in eq. (3.14). The Neumann and
Dirichlet boundary conditions, eqs. (3.19) and (3.20), require the existence of an almost
product structure R which satisfies eqs. (2.16-2.18)
We now briefly compare our results to those obtained in [16] and [17]. In the present
derivation, whether or not a Kalb-Ramond background is present, does not play any role.
When the Kalb-Ramond background vanishes, bab = 0, eqs. (2.16-2.18) precisely agree with
the conditions derived in [16]. However as supersymmetry is kept manifest, the derivation
of these conditions are tremendously simplified. Contrary to [16], we remained off-shell all
the time. A drawback compared to [16], is the loss of manifest d = 2 bulk super Lorentz
covariance in the present formulation. For a non-trivial Kalb-Ramond background, the
comparison with the results in [17] is a bit more involved. A first bonus compared to [17]
is that we here have a regular superspace formulation, i.e. non-local superspace terms are
not needed here. Combining eqs. (3.12), (3.22) and (3.19), we schematically obtain the
following boundary condition for the fermions,
ψ− = η
R− b++
1 + b++
ψ+, (3.27)
where b++
a
b stands for P
a
+cb
c
dP
d
+b. The (1,1)-tensors, R and (1+b++)
−1(R−b++), should
be identified with the (1,1)-tensors r and R in [17]. It is then straightforward to show that
eqs. (2.16-2.18) imply the conditions in eq. (3.22) of [17].
5Essentially we observe here that if DX lies in a Dirichlet direction, then so does D2X. Note that next
to D2 = −i/4 ∂/∂τ , also [D, δ] = 0 and as in eq. (2.12) [δ, ∂/∂τ ] = 0 lead to the same condition.
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4. More supersymmetry
4.1 Promoting the N = 1 to an N = 2 supersymmetry
The action, eq. (3.14), is manifestly invariant under the supersymmetry transformation,
δXa = εQXa, δΨa = εQΨa, (4.1)
where the supersymmetry generator Q was defined in eq. (3.1). We now derive the condi-
tions under which the action eq. (3.14) exhibits a second supersymmetry. The most general
transformation rules consistent with dimensions and statistics that we can write down are,
δXa = εˆJ a(1)b(X)DX
b + εˆJ a(2)b(X)Ψ
b,
δΨa = εˆK a(1)b(X)DΨ
b + εˆK a(2)b(X)X˙
b +
εˆL a(1)bc(X)Ψ
bΨc + εˆL a(2)bc(X)Ψ
bDXc + εˆL a(3)bc(X)DX
bDXc. (4.2)
The only other term which could have been added in the variation of Ψ is εˆK a(3)b(X)X
′b.
We did not add it as it would require us to go on shell when evaluating eq. (4.2) on the
boundary6.
Requiring the bulk terms in the variation of eq. (3.14) to vanish under eq. (4.2) yields,
J(1) =
1
2
(J + J¯), iJ(2) = −4K(2) =
1
2
(J − J¯) , K(1) = −
1
2
(J + J¯),
La(1)bc =
i
2
(
∂[bJ
a
c] − ∂[bJ¯
a
c]
)
−
i
2
(J + J¯)daTdbc ,
La(2)bc = −
1
2
(
∂bJ
a
c + ∂bJ¯
a
c + 2(J + J¯)
da{dbc}
)
,
La(3)bc = −
i
2
(J + J¯)daTdbc , (4.3)
while J and J¯ satisfy,
ga(b J
a
c) = ga(b J¯
a
c) = 0,
∇+c J
a
b = ∇
−
c J¯
a
b = 0 . (4.4)
Before investigating the vanishing of the boundary terms in the variation, we impose the
supersymmetry algebra. In particular the first supersymmetry has to commute with the
second one, which is trivially realized because of {Q,D} = 0. Subsequently, we need that
[δ(εˆ1), δ(εˆ2)]X
a =
i
2
εˆ1εˆ2X˙
a, [δ(εˆ1), δ(εˆ2)]Ψ
a =
i
2
εˆ1εˆ2Ψ˙
a, (4.5)
holds on-shell. This is indeed true provided
JabJ
b
c = J¯
a
bJ¯
b
c = −δ
a
c , N
a
bc[J, J ] = N
a
bc[J¯ , J¯ ] = 0 , (4.6)
6Upon redefining K(1), L(1), L(2) and L(3), it is proportional to the Ψ equation of motion. We refer the
reader to the discussion in appendix C.
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with the Nijenhuistensor N[A,B] given by,
Nabc[A,B] = A
d
[bB
a
c],d +A
a
dB
d
[b,c] +B
d
[bA
a
c],d +B
a
dA
d
[b,c] . (4.7)
A noteworthy fact is that the algebra closes off-shell. This has to be contrasted with
the case without boundaries where the N = (2, 2) algebra closes off-shell modulo terms
proportional to [J, J¯ ] times equations of motion. If we would modify the transformation
rules with an equation of motion term as in eq. (C.9), then one indeed obtains off-shell
closure modulo terms proportional to [J, J¯ ].
We now turn to the boundary term in the supersymmetry variation of the action.
Using an obvious matrix like notation, one shows that it vanishes provided 7,
P−(J − J¯)P− = 0,
P+(J − J¯)P+ = P+[b, J + J¯ ]P+ + P+b (J − J¯)bP+, (4.8)
holds. Invariance of the boundary conditions, eqs. (3.19) and (3.20), under the N = 2
supersymmetry transformations requires,
P−(J + J¯)P+ = −P−(J − J¯)bP+,
P+(J + J¯)P− = P+b(J − J¯)P−. (4.9)
Using the antisymmetry of J and b and the symmetry of R, it is clear that the second
equation in eq. (4.9) is the transposed of the first one. It is surprising that conditions
(4.8) and (4.9) are strictly algebraic. Indeed, all derivative terms disappear using the
integrability condition eq. (2.13). Using these conditions, together with the previously
obtained equations, we can express J¯ in terms of J ,
J¯ = (1 + b++)
−1(1− b++)J++(1 + b++)(1 − b++)
−1 + J−− −
(1 + b++)
−1(1− b++)J+− − J−+(1 + b++)(1− b++)
−1
= MJM−1, (4.10)
with
M =
R− b++
1 + b++
, M−1 =
R+ b++
1− b++
. (4.11)
Note that eqs. (4.4) and (4.6) are invariant under J → J and J¯ → −J¯ , while this change
in eqs. (4.8) and (4.9) turns eq. (4.10) into
J¯ = −(1 + b++)
−1(1− b++)J++(1 + b++)(1− b++)
−1 − J−− +
(1 + b++)
−1(1− b++)J+− + J−+(1 + b++)(1 − b++)
−1
= −MJM−1. (4.12)
7The integrable projection operator P+ defines a foliation, i.e. a set of branes which together fill the
whole target space. We could restrict to one (or two) of these branes and call its (their total) worldvolume
γ. If we require the endpoints of the open string to lie on the submanifold γ, the boundary will always be
a part of γ. Conditions (4.8) and (4.9) then only hold on γ. We will not follow this approach here and
require these conditions on the whole of target space.
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The latter, eq. (4.12), are called A-type boundary conditions while the former, eq. (4.10)
are B-type boundary conditions. In the above, we used the notation, b++ ≡ P+bP+,
J−+ ≡ P−JP+, etc. Using the conditions involving J , it is quite trivial to show that J¯
is indeed an almost complex structure under which the metric g is hermitian. However,
the covariant constancy and integrability of J does not imply that J¯ as given in eq. (4.10)
or eq. (4.12) is covariantly constant or integrable. This imposes further conditions on the
allowed boundary conditions, geometry and torsion !
In the case there is no torsion, T = 0, we find from eqs. (4.4) and (4.6) that the
geometry is Ka¨hler. Without further conditions on the geometry, there can be only one
independent Ka¨hler form so that J = J¯ with either B-type or A-type boundary conditions.
For the B-type boundary conditions, eq. (4.10), one finds the well known results,
[J,R] = [J, b++] = 0. (4.13)
This implies that the D-brane worldvolume is a Ka¨hler submanifold with Ka¨hler form J++
and that b is a (1,1)-form with respect to J++. Turning to A-type boundary conditions,
eq. (4.12), one gets,
b++J++b++ = J++, J−− = b++J+− = J−+b++ = 0. (4.14)
The latter implies the existence of a second almost complex structure J˜ ,
J˜ ≡ b++J++ + J+− + J−+, (4.15)
which is integrable in the case of a space filling brane. The following relation exists between
the dimension of the brane and the rank of b,
dim(brane) =
1
2
(D + rank(b)) . (4.16)
In the special case b = 0, also J++ = 0 and the brane worldvolume becomes a lagrangian
submanifold. For a more detailed treatment we refer to [23], [24] and [18].
Concluding, we find that a second supersymmetry is allowed provided two almost
complex structures, J and J¯ , exist which are separately integrable and covariantly constant,
albeit with two different connections. Till this point, this is exactly equal to the situation
without boundaries. However when boundaries are present, it turns out that one of the two
complex structures can be expressed in the other one and the remainder of the geometric
data.
4.2 Generalized boundary conditions
Having at our disposal J and J¯ , we can generalize eq. (3.12) to,
ψa+ =
(
eαJ
)a
b(iDX
b +Ψb),
ψa− = η
(
e±αJ¯
)a
b(iDX
b −Ψb), (4.17)
where α is an arbitrary angle. This amounts to applying an R-rotation to the original ψ+
and ψ−. Using eqs. (4.4) and (4.6), one can show that both possibilities are symmetries of
the bulk action. However, only one of them survives on the boundary.
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For A-type boundary conditions eq. (4.17) with the minus sign leaves the boundary ac-
tion invariant while taking the plus sign leads to a new model, with the boundary condition,
(3.27), replaced by,
ψ− = η e
−αJ¯ R− b++
1 + b++
eαJψ+
= η
R− b++
1 + b++
e2αJψ+, (4.18)
where we used eq. (4.12). For the B-type boundary conditions it’s the other way around,
eq. (4.17) with the plus sign leaves the boundary action invariant while taking the minus
sign leads to a new model, with the boundary condition, (3.27), replaced by,
ψ− = η e
αJ¯ R− b++
1 + b++
eαJψ+
= η
R− b++
1 + b++
e2αJψ+, (4.19)
where we used eq. (4.10).
4.3 N = 2 superspace
The fact that the supersymmetry algebra, eqs. (4.2) and (4.3), closes off-shell, hints towards
the existence of an N = 2 superspace formulation without the need of introducing further
auxiliary fields. However, the structure of eqs. (4.2) and (4.3) shows that the constraints
on the N = 2 superfields will be generically non-linear. As we will limit ourselves to linear
constraints, we will need to “improve” the transformation rules with terms which vanish on-
shell as in eqs. (C.10) and (C.11). However, as is clear from the discussion in appendix C,
off-shell closure is then only achieved when J and J¯ commute, thereby imposing important
restrictions on the geometry.
We denote the fermionic coordinates of N = 2 superspace by θ and θ¯. We introduce
the fermionic derivatives D and D¯ which satisfy,
{D, D¯} = −i∂τ , D
2 = D¯2 = 0. (4.20)
We now want to introduce superfields, which upon integrating out the extra fermionic
coordinate, reduces to the fields introduced in section 3.1. We will restrict ourselves to the
simplest case where only linear constraints are used. In order to achieve this we introduce
the N = 1 derivative Dˆ (it corresponds to the D in the previous sections) and the “extra”
derivative Dˇ,
Dˆ ≡
1
2
(
D + D¯
)
, Dˇ =
i
2
(
D − D¯
)
, (4.21)
which satisfy,
Dˆ2 = Dˇ2 = −
i
4
∂τ , {Dˆ, Dˇ} = 0. (4.22)
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We introduce the N = 2 superfields Xa and Ψa. When passing from N = 2 to N = 1
superspace, we do not want to introduce extra auxiliary degrees of freedom. In order to
achieve this, the Dˇ-derivatives of the fields should satisfy constraints. The most general
linear constraints one can write down are,
DˇXa = Ca1 bDˆX
b + Ca2 bΨ
b,
DˇΨa = Ca3 bDˆΨ
b + Ca4 bX˙
b + Ca5 bX
b′, (4.23)
where Cj , j ∈ {1, · · · , 5} are constant. Eq. (4.22) implies integrability conditions,
C21 = −1+ 4iC2C4, C
2
3 = −1+ 4iC4C2,
C2C5 = C5C2 = 0,
C1C2 = C2C3, C3C5 = C5C1, C3C4 = C4C1. (4.24)
These integrability conditions allow one to solve the constraints, eq. (4.23), in terms of
an unconstrained, fermionic, dimension -1/2 superfield Λ, and an unconstrained, bosonic,
dimension 0 superfield Y ,
X = (Dˇ − C1Dˆ)Λ + C2Y,
Ψ = (Dˇ − C3Dˆ)Y + C4Λ˙ + C5Λ
′. (4.25)
Motivated by the results in appendix C, we propose the following parameterization for the
tensors Cj, j ∈ {1, · · · 5},
C1 =
1
2
(J + J¯), C2 = −
i
2
(J − J¯), C3 =
1
2
(J + J¯ +K),
C4 = −
1
8
(J − J¯), C5 = −
1
8
(2J + 2J¯ +K), (4.26)
where J2 = J¯2 = −1. In order that eq. (4.24) is satisfied, one needs
K2 = −{J + J¯ ,K}, 2[J, J¯ ] = K(J − J¯) = (J¯ − J)K. (4.27)
This has two obvious solutions:
K = −2(J + J¯), (4.28)
or
K = 0 and [J, J¯ ] = 0. (4.29)
Taking the first possibility, eq. (4.28), in eq. (4.23), one sees, upon passing to N =
1 superspace, that this would correspond to a linearized version of the supersymmetry
transformations in eqs. (4.2) and (4.3). Hence, this would only cover the trivial case of a
flat target space.
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So if we want to stick to linear constraints we read from eqs. (C.10) and (C.11) that
we need to opt for eq. (4.29)! In that case, the two commuting integrable structures J and
J¯ are simultaneously diagonalizable. We choose complex coordinates so that,
Jαβ = J¯
α
β = iδ
α
β, J
α¯
β¯ = J¯
α¯
β¯ = −iδ
α¯
β¯, α, β ∈ {1, · · ·m},
Jµν = −J¯
µ
ν = iδ
µ
ν , J
µ¯
ν¯ = −J¯
µ¯
ν¯ = −iδ
µ¯
ν¯ , µ, ν ∈ {1, · · · n}, (4.30)
and all other components vanishing. In these coordinates, where we denote the bosonic
superfield now by Z, eq. (4.23) with eq. (4.26) takes the form,
DˇZα = +i DˆZα, DˇZ α¯ = −i DˆZ α¯,
DˇΨα = +i DˆΨα −
i
2
Zα′, DˇΨα¯ = −i DˆΨα¯ +
i
2
Z α¯′, α ∈ {1, · · ·m}, (4.31)
or equivalently,
D¯Zα = DZ α¯ = 0, D¯Ψα =
1
2
Zα′, DΨα¯ =
1
2
Z α¯′, (4.32)
and
DˇZµ = +Ψµ, DˇZ µ¯ = −Ψµ¯, DˇΨµ = −
i
4
Z˙µ, DˇΨµ¯ = +
i
4
Z˙ µ¯, µ ∈ {1, · · · n}.(4.33)
Eqs. (4.31) and (4.33) are the boundary analogs of the two-dimensional chiral and twisted
chiral superfields respectively.
We will only consider the case where only one type of superfields is present. Contrary
to the case without boundaries, this yields two different cases. Having only chiral (twisted
chiral) superfields results in a Ka¨hler geometry with B(A)-type supersymmetry. Taking
exclusively chiral superfields (n = 0), we introduce two potentials K(Z, Z¯) and V (Z, Z¯)
and the action,
∫
d2σd2θK(Z, Z¯),αβ¯
(
−2iDZαD¯Z β¯ − 8iΨαΨβ¯
)
+
∫
dτd2θ V (Z, Z¯). (4.34)
Passing to N = 1 superspace one gets the action eq. (3.14) with,
gαβ¯ = K,αβ¯, bαβ¯ = −
1
2
V,αβ¯ ,
gαβ = gα¯β¯ = 0, bαβ = bα¯β¯ = 0. (4.35)
Solving the constraints in terms of unconstrained superfields Λ and Y ,
Zα = D¯Λα, Z α¯ = DΛα¯, Ψα = D¯Y α +
1
2
Λα′, Ψα¯ = DY α¯ +
1
2
Λα¯′, (4.36)
and varying the action with respect to the unconstrained superfields, we get the boundary
term,
∫
dτd2θ
(
δΛα
(
−4iK,αβ¯Ψ
β¯ + V,αβ¯D¯Z
β¯
)
+ δΛα¯
(
4iK,α¯βΨ
β + V,α¯βDZ
β
))
. (4.37)
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The boundary term vanishes provided we introduce an almost product structure R which
satisfies,
Rαβ¯ = R
α¯
β = 0,
Rαβ¯ ≡ gαγ¯R
γ¯
β¯ = Rβ¯α ≡ gβ¯γR
γ
α. (4.38)
Using the almost product structure to construct projection operators P+ and P−, we find
that the boundary term in the variation indeed vanishes if we impose,
Pα−γδΛ
γ = P α¯−γ¯δΛ
γ¯ = 0,
Pα+β
(
Ψβ −
i
4
gβγ¯V,γ¯δD¯Z
δ
)
= P α¯+β¯
(
Ψβ¯ +
i
4
gβ¯γV,γδ¯D¯Z
δ¯
)
= 0. (4.39)
Demanding compatibility of the first two equations with Pα−βδZ
β = P α¯−β¯δZ
β¯ = 0 requires,
Pα+δ,ε¯P
δ
+βP
ε¯
+γ¯ = P
α¯
+δ¯,εP
δ¯
+β¯P
ε
+γ = 0. (4.40)
Finally from DZα = Pα+βDZ
β and D2 = 0 and likewise from D¯Z¯ α¯ = P α¯+β¯D¯Z¯
β¯ and D¯2 = 0,
we get,
Pα+[δ,ε]P
δ
+βP
ε
+γ = P
α¯
+[δ¯,ε¯]P
δ¯
+β¯P
ε¯
+γ¯ = 0. (4.41)
The conditions obtained here are completely equivalent to those in eqs. (2.16-2.18) and
(4.10) for a Ka¨hler geometry.
We now briefly turn to the case where we take exclusively twisted chiral superfields
(m = 0). The action,
S =
∫
d2σd2θ
(
−8K,µν¯Ψ
µDˆZ ν¯ + 8K,µ¯νΨ
µ¯DˆZν + 2K,µZ
µ′ − 2K,µ¯Z
µ¯′
)
, (4.42)
correctly reproduces the bulk theory, however it does not give the right boundary terms.
In other words, the N = 2 superspace description of type A boundary conditions remains
unknown.
5. Conclusions/discussion
In this paper we studied d = 2 non-linear σ- models in the presence of boundaries. In the
absence of supersymmetry, we found that the boundary conditions require the existence
of an almost product structure R compatible with the metric and such that the projector
P+ = (1 +R)/2 is integrable. Supersymmetrizing the model yields no further conditions.
We obtained a manifest N = 1 supersymmetric formulation of the model. Whether or not
torsion is present does not essentially alter the discussion.
Crucial in this was M, eq. (3.27) (see also eq. (4.11)) which relates the left movers to
the right movers. In the case of constant magnetic background fields it was for the first
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time written down in [25]. In terms of formal power series we can rewrite it in the following
form,
M =
1− b++
1 + b++
P+ − P−
= e−2arctanh b++ P+ − P−, (5.1)
which suggests that M in the spinor representation would allow for the analysis of BPS
configurations in non-trivial Kalb-Ramond backgrounds along the lines followed in [26] and
[27].
Further restrictions are found when requiring more supersymmetry. Indeed, the exis-
tence of a second supersymmetry demands the presence of two complex structures J and
J¯ both covariantly constant and such that the metric is hermitian with respect to both of
them. Furthermore, one of the two should be expressed in terms of the other one, the met-
ric, the Kalb-Ramond field and the almost product structure. Just as for the case without
boundaries, no general manifest N = 2 supersymmetric description, involving only linear
superfield constraints, can be given. However, we showed that at least the type B Ka¨hler
models can be adequately described in N = 2 superspace. It would be quite interesting to
further investigate the N = 2 superspace geometry, in particular for the A-type boundary
conditions in the presence of non-trivial U(1) backgrounds.
An important application of the present paper would be the following. A crucial
ingredient in the study of D-brane dynamics is its effective action. While quite a lot is
known about the effective action in the abelian case, at least in the limit of constant
field strengths, only partial results are known for the non-abelian case. In [28] (see also
[29]), the effective action was obtained through fourth order in α′. This analysis showed
that derivative terms play an essential role in the non-abelian effective action and cannot
be neglected. The complexity of the results in [28] makes one wonder whether a closed
expression to all order in α′ might ever be obtainable. If such a closed expression exists,
one should by taking the abelian limit, obtain a closed expression for the abelian effective
action including all derivative corrections! So before tackling the full non-abelian problem,
it looks more reasonable to first study the abelian case. Partial results, using various
methods, were obtained in [30]. A powerful way to obtain the effective action passes over
the calculation of the β-functions [31]. While all calculations till now have been done in
x-space, the results of the preceding section would allow a superspace calculation. The
starting point would be the action,
∫
d2σd2θ
∑
α
(
−2iDZαD¯Z α¯ − 8iΨαΨα¯
)
+
∫
dτd2θ V (Z, Z¯), (5.2)
with the chiral superfields defined in eq. (4.32). Taking Neumann boundary conditions
in all directions and making a background field expansion, would allow for a systematic
analysis of the β-functions directly in superspace. The simplicity of eq. (5.2) indicates that
a systematic study of the derivative correction to the effective action might be possible.
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A. Some conventions and notations
We denote the worldsheet coordinates by τ and σ and the light-cone coordinates are,
σ=| = τ + σ, σ= = τ − σ ⇒ ∂=| =
1
2
(∂τ + ∂σ), ∂= =
1
2
(∂τ − ∂σ). (A.1)
The target-space coordinates are denoted by Xa, a ∈ {1, · · ·D}. The target space data
is encoded in the metric gab(X) = gba(X) and the Kalb-Ramond field bab(X) = −bba(X).
The torsion is given by the curl of the Kalb-Ramond field,
Tabc = −
3
2
b[ab,c]. (A.2)
We introduce two connections,
Γ a(±)bc ≡ {
a
bc} ± T
a
bc, (A.3)
where the first term is the standard Christoffel connection. The connections are used to
define covariant derivatives,
∇(±)a V
b = ∂aV
b + Γ b(±)caV
c,
∇(±)a Vb = ∂aVb − Γ
c
(±)baVc . (A.4)
The curvature tensors are defined as,
[∇(±)a ,∇
(±)
b ]V
c =
1
2
V dR c(±)dab ± T
d
ab∇
(±)
d V
c, (A.5)
and we get explicitly,
R a(±)bcd = Γ
a
(±)bd,c + Γ
a
(±)ecΓ
e
(±)bd − c↔ d,
R
(±)
abcd = Γ
(±)
abd,c + Γ
(±)
eadΓ
e
(±)bc − c↔ d. (A.6)
The curvature tensors R
(±)
abcd are anti-symmetric in the first and the last two indices, and
they also satisfy,
R+abcd = R
−
cdab. (A.7)
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B. The N = (1, 1) non-linear σ-model
Besides the target-space coordinates Xa which are worldsheet scalars, we also have real
worldsheet fermions ψa+ and ψ
a
−, which are target-space vectors. Including the auxiliary
fields F a, the d = 2, N = (1, 1) supersymmetry transformations are given by,
δXa = iε+ψa+ + iε
−ψa−,
δψa+ = −ε
+∂=|X
a − ε−F a,
δψa− = −ε
−∂=X
a + ε+F a,
δF a = −iε+∂=| ψ
a
− + iε
−∂=ψ
a
+. (B.1)
The d = 2 non-linear σ-model is lagrangian is given by,
L = 2(gab + bab)∂=|X
a∂=X
b + 2i gab ψ
a
+∇
(+)
= ψ
b
+ + 2i gab ψ
a
−∇
(−)
=| ψ
b
−
+R
(−)
abcdψ
a
−ψ
b
−ψ
c
+ψ
d
+ + 2(F
a − iΓ a(−)cdψ
c
−ψ
d
+)gab(F
b − iΓ b(−)efψ
e
−ψ
f
+). (B.2)
When there are no boundaries, one can show that the lagrangian eq. (B.2) is invariant
under the supersymmetry transformations eq. (B.1) without any further conditions.
C. “Deriving” the boundary superspace N = 1 action from the bulk action
The well-known superspace N = (1, 1) bulk action reads,
Sbulk = 2
∫
dτdσD+D−
[
(gab + bab)D+Φ
aD−Φ
b
]
, (C.1)
where D2+ = −i∂6=, D
2
− = −i∂= and {D+,D−} = 0. Working out the superspace deriva-
tives, one finds (B.2). This action is however not supersymmetric on the boundary. We
change coordinates to
θ = θ+ + θ−, D =
1
2
(D+ +D−) ,
θ˜ = θ+ − θ−, D˜ =
1
2
(D+ −D−) , (C.2)
where D2 = D˜2 = − i4
∂
∂τ
and, importantly {D, D˜} = − i2
∂
∂σ
. Consider the following
“improved” action:
S = −4
∫
dτdσDD˜
[
(gab + bab)D+Φ
aD−Φ
b
]
= −4
∫
dτdσdθD˜
[
(gab + bab)D+Φ
aD−Φ
b
]
. (C.3)
This is explicitly supersymmetric on the boundary and, using D+D− = −2DD˜ −
i
2
∂
dσ
,
modulo boundary terms equivalent to (C.1). Moreover, identifying
Φa = Xa ,
D˜Φa = −iΨa , (C.4)
and working out the D˜ derivative, one finds the model (3.2),(3.8),(3.9) and (3.13).
Another possibility is the action (C.3) with D and D˜ interchanged. Using (C.4) in
(3.12),
ψa+ = i(DΦ
a + D˜Φa),
ψa− = iη(DΦ
a − D˜Φa) , (C.5)
one sees that this is equivalent to putting η → −η.
Of course, the argument in the preceding paragraphs does not replace the exhaustive
analysis of section 3.1, because it is not a priori clear that the most general boundary model
could be written in the form (C.3). In fact, this procedure does not work when one tries to
derive σ-models in N = 2 boundary superspace from the N = (2, 2) superspace σ-models.
We proceed to derive the second supersymmetry from the form of this symmetry in
the bulk,
δΦa = εˆ+J
a
bD+Φ
b + εˆ−J¯
a
bD−Φ
b . (C.6)
Since only one of these symmetries will survive on the boundary we put εˆ+ = εˆ− =
1
2 εˆ.
Using (C.4) we find for the bottom and top components of (C.6),
δXa = εˆJ a(1)b(X)DX
b + εˆJ a(2)b(X)Ψ
b,
δΨa = εˆK a(1)b(X)DΨ
b + εˆK a(2)b(X)X˙
b + εˆK a(3)b(X)X
′b
εˆL a(1)bc(X)Ψ
bΨc + εˆL a(2)bc(X)Ψ
bDXc + εˆL a(3)bc(X)DX
bDXc , (C.7)
but now with,
J(1) =
1
2
(J + J¯), iJ(2) = −4K(2) =
1
2
(J − J¯),
K(1) =
1
2
(J + J¯), K(3) = −
1
4
(J + J¯),
La(1)bc =
i
2
(
∂[bJ
a
c] − ∂[bJ¯
a
c]
)
,
La(2)bc = −
1
2
(
∂bJ
a
c + ∂bJ¯
a
c
)
,
La(3)bc = 0, (C.8)
while J and J¯ are the same tensors as in section 4.1. There is however more freedom
than in the bulk. In section 4.1 the most general susy transformation leaving the action
invariant and for which the algebra closes off-shell, was considered. When requiring only
on-shell closure one finds that one can add the following transformation to (C.7),
δΨa = εˆKab
(
1
2
DΨb −
1
8
Xb′ +
1
2
Kda{dbc}ΨbDXc +
i
4
KdaTdbc
(
ΨbΨc +DXbDXc
))
,
(C.9)
where K is an arbitrary antisymmetric tensor, ga(bK
a
c) = 0. Note that K multiplies the
dimension-1 equation of motion, so that this transformation vanishes on-shell. So the most
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general susy transformation looks like,
δXa = εˆJ a(1)b(X)DX
b + εˆJ a(2)b(X)Ψ
b,
δΨa = εˆK a(1)b(X)DΨ
b + εˆK a(2)b(X)X˙
b + εˆK a(3)b(X)X
′b
+ εˆL a(1)bc(X)Ψ
bΨc + εˆL a(2)bc(X)Ψ
bDXc + εˆL a(3)bc(X)DX
bDXc, (C.10)
with,
J(1) =
1
2
(J + J¯), iJ(2) = −4K(2) =
1
2
(J − J¯) ,
K(1) =
1
2
(J + J¯ +K), K(3) = −
1
8
(2J + 2J¯ +K) ,
La(1)bc = −
1
2
(
∂[bJ
a
c] + ∂[bJ¯
a
c]
)
+
i
4
gad Ked Tbce ,
La(2)bc =
i
2
(
∂bJ
a
c + ∂bJ¯
a
c − ig
ad Ked {ebc}
)
,
La(3)bc =
i
4
gad Ked Tbce . (C.11)
The algebra closes off-shell if and only if,
• ([J, J¯ ] = 0 and K = 0) or
• K = −2J − 2J¯ .
The latter leads to eq. (4.2) with eq. (4.3).
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