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Abstract
The field of catalysis is of paramount importance. Catalysts allow chemical reactions to
be carried out with lower energy than otherwise possible. They play an important role
in the reduction of harmful emissions from todays vehicles and are crucial for designing
alternative energy sources for tomorrows vehicles. Many catalysts take the form of nano-
sized particles which brings about challenges for their design and characterisation. In
this thesis, aberration corrected electron microscopy is utilised for atomically resolved
investigations of the structure of catalytically active nanoparticles as freshly produced and
to provide insights of deactivation in treated and used catalysts.
Platinum and palladium nanoparticles are used for the reduction of harmful emissions
from diesel car exhausts. Here, fresh insights are provided into the loss of activity in
genuine road aged diesel oxidation catalysts. They include the segregation of alloys in
the bimetallic variant in which the less active palladium moves to the surface where it can
more easily form an oxide. Nano-beam diffraction was used in this study as well as for a
model platinum system. The seldom used nano-beam diffraction technique was employed
to provide additional structural information on very small nanoparticles, including those
that contained defects. Using nano-beam diffraction, no oxides were found in the platinum
model catalyst and loss of activity was due to sintering.
Ex-situ studies can only provide before and after information. Here, results from the
latest developments in environmental scanning transmission electron microscopy are pre-
sented with model catalysts, namely atomically dispersed platinum and palladium. Single
atoms of the metals were observed at temperatures as high as 500 ◦C and in O2 which
represents the current state of the art in this field. The limitations of the Z contrast tech-
nique is also investigated for heavy atoms located on heavy supports, such as atomically
dispersed gold on ceria.
Intricacies in the reduction of Co3O4 to CoO are provided using in-situ transmission
electron microscopy in H2 at elevated temperatures. A new fuse wire like transformation
is seen in large crystals in addition to dislocations to accomodate strain into the crystal
structure.
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Chapter 1
Introduction
1.1 Importance of Catalysts
The vast majority of all chemical derived products made today have involved the use of
catalysts at some point in their manufacture. A catalyst significantly reduces the amount
of energy required for a chemical reaction, improves reaction rates and can improve the
yield of the desired product. For these reasons, catalysis is a $100 Billion per year industry
and a critical science for reducing the impact of industry on the environment.
Catalysts play a direct role in the reduction of toxic and greenhouse emissions from
industrial process. Perhaps the most well known application of a catalyst is in the emis-
sions control of petrol [1] and diesel [2] automobiles by the use of catalytic converters.
Another popular topic on the automobile and energy front is the development of catalysts
for improving the efficiency of storing energy with alcohol and H2 fuel cells [3]. Catalysts
also make alternative sources of oil viable, including the conversion of natural gas into
diesel fuel [4].
The origin of industrial catalysis was arguably born out of the pioneering work of
Humphrey Davy and Edmund Davy who discovered that certain reactions could be carried
out at lower temperatures than normal in the presence of Pt wire [5,6]. The word catalysis
did not appear until Berzelius coined it in 1830 as a general term to describe the sudden
increase in reaction rates with catalysts [7]. The precise, scientific definition of a catalyst
was not provided until 1896 by Ostwald [7]. According to Ostwald, a catalyst is a material
which changes the reaction rate of a chemical reaction without itself being consumed.
Today, catalysis can be explained in terms of energetics. Figure 1.1 is a simplified
energy diagram showing how the catalyst provides an alternative reaction route; which
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Figure 1.1: Energy diagram showing that catalysis provides an alternative reaction route
which requires significantly less energy to activate, Ea,with compared the natural reaction
path, Ea,without. The catalysis route may require several processes to occur, such as ad-
sorption, which have their own associated energies. The difference in energy between the
products and reactants is known as the free energy ∆G
requires less energy than the natural reaction route hence the reaction can take place at
considerably lower temperatures than is normally possible.
Catalysis is often separated into two branches: heterogenous catalysis and homoge-
nous catalysis. The former catalyses reactants that are in a different phase (state of matter)
than itself and the latter is a catalyst which is in the same phase as the reactants. The topic
of this thesis concerns solid state heterogenous catalysis.
Catalysts were traditionally bulk quantities of materials in the form of powder or wire,
but it was often found that powders were catalytically active at room temperature whereas
wires were not. Catalysis is known to occur primarily at the surface of materials, therefore,
a catalyst with high surface area is desirable. The use of nanocatalysts in the form of
nanoparticles allows the minimal amount of material to be used whilst allowing the highest
possible surface area.
The electrical and chemical properties of materials at the bulk scale are well known
but when materials are shrunk down below 100 nm in one or more dimensions, the re-
lationship between size and the materials chemical and physical properties is not always
15
straightforward. Below 10 nm, the nature of the atoms at the surface becomes more im-
portant with atoms at steps and kinks often contributing to sudden increases in reaction
rates.
As an example, in 1987, Masatake Haruta and his group investigated the catalytic
properties of Au nanoparticles [8]. They found that their nanoparticles were remarkably
active for the oxidation of CO [8] but only when below 5 nm in diameter. This implied
that nanoscale Au could form an Au−O bond despite bulk Au being completely inert.
This revelation sparked a surge in nanoparticle research but the exact reason why some
nanoparticles are catalytically active is still a hot topic in research [9].
1.2 Need for Electron Microscopy
A problem with nano-catalysts is that they are very small and difficult to see. The presence
of nanoparticles in solution can be inferred by its optical properties as Michael Faraday
did in 1847 [10]. Conventional optical microscopes provide insufficient resolution to ob-
serve nanoparticles below 100 nm let alone deduce their structure. The wavelengths of
light are too large to deduce the atomic structure of nanoparticles so alternative techniques
must be used. X-rays have been used to deduce the crystal structure of materials but it is
largely a bulk technique. High energy electrons on the other hand can be manipulated with
magnets to form a small beam suitable for nano-area studies and provide superior resolu-
tion. The electron microscope is the most popular electron characterisation technique for
nanomaterials.
There are several types of electron microscopes. This thesis primarily concerns the
transmission electron microscope (TEM) and the related scanning transmission electron
microscope (STEM).
1.3 Overview of Thesis
Despite the advances in electron microscopy resolution and the extensive development
of the technique, there are still many unanswered questions surrounding the activity and
structural dynamics of nanoparticle catalysts. More recently, nanoparticles are being re-
placed with very small clusters and atomically dispersed forms. This thesis provides some
insights into the reason behind loss of activity in commercial and model nanoparticle sys-
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tems in addition to providing new insights of the microscopy of atomically dispersed cat-
alysts using aberration corrected electron microscopy and in-situ environmental electron
microscopy.
Chapter 2 provides a review of electron diffraction, which is the basic principle behind
transmission electron microscopy and provides a critical analysis of the latest techniques
relevant to (S)TEM and high resolution TEM (HRTEM). An overview of catalysis with
critical analysis of the current state of the art of knowledge in nanoparticle structures and
activity is provided in Chapter 3. Chapter 4 reports results from the study of two commer-
cial nanoparticle catalysts, namely diesel oxidation catalysts and more detailed insights
than currently available into the loss of activity of these catalysts. Chapter 5 investigates
the initial structural changes in treated model nanoparticle catalysts relevant to chapter 4,
including the use of the nano-beam diffraction technique. Chapter 6 shows results from
the latest state of the art in-situ environmental electron microscopy including the obser-
vation of single atoms in gases whose intensities are quantified. Also in Chapter 6 is a
theoretical study of the presence of heavy single atoms on a heavy support which reveals
the shortcomings of the Z contrast imaging method in electron microscopy. Chapter 7 is
an in-situ environmental reduction study of a catalyst precursor where new intricacies of
the reduction mechanism are outlined. Chapter 8 provides insights into the structure of
Pt-Pd–ZnO model catalysts which may also have technological uses. In the final chapter,
Chapter 9, concluding remarks are presented with suggestions for further work.
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Chapter 2
Electron Optics and Electron
Microscopy Techniques
2.1 Interaction of Electrons with Thin Crystals
2.1.1 Introduction
In the optical microscope, a light source illuminates a transparent specimen. The trans-
mitted light is then focused and inverted multiple times by a series of lenses to achieve the
necessary magnification. If the transmitted light was allowed to travel long enough and
the specimen consisted of well ordered slits, then a pattern of light would be formed some
distance from the object. The pattern would then be a diffraction pattern.
Diffraction is a phenomenon of waves which occurs when they interact with physical
objects. Classically, diffraction can be seen as an apparent change in direction between the
incident wave and diffracted wave. However in the context of this work it is best described
as the spreading out of waves after interaction with an object and the interference between
the resulting waves. The electrons that transmit in an electron transparent specimen inter-
act with the object as a whole but also with the individual atoms. For TEM imaging, the
diffraction of electrons by atoms is harnessed by a lens system to form an image.
Assuming that the crystal is very thin, the TEM image contrast will arise primarily
from elastically scattered electrons, namely from diffracted electrons. When the crystal
becomes thicker, inelastic scattering becomes more important and the image may be dom-
inated by mass/thickness contrast. Regardless of how thick the crystal is, some energy is
lost by other inelastic events such as the generation of X-rays. For the special high angle
imaging mode of STEM, inelastic scattering dominates the image hence the image shows
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mass/thickness contrast.
The diffraction of electrons through a transparent specimen is of great importance for
understanding image contrast but the diffraction patterns themselves can also be recorded
to yield complementary and unique structural information. In this chapter, conditions
for the analysis of diffraction patterns are reviewed with emphasis on diffraction from
nanoparticle sized crystals. Following on from the diffraction sections, the (S)TEM in-
strument and its imaging modes is briefly described and how changing certain parameters
can dramatically change the image contrast.
2.1.2 Real and Reciprocal Lattice
A perfect crystal is a repetition of a 3D pattern of atoms or ions. The translational symme-
try of the crystal can be described mathematically with an array of points called a lattice.
The required translational symmetry for 3D lattices is satisfied by 14 lattices called the
Bravais lattices [11]. The simplest of these in 3D is the cubic system and its three variants:
simple cubic (sc), face centred cubic (fcc) and body centre cubic (bcc). Most precious
metals including Pt and Pd are fcc. The crystal is formed by attaching a set of atoms (a
basis) to each lattice point so that the same structure is repeated.
The smallest volume that satisfies the translational symmetry of the Bravais lattices is
called the unit cell. Each unit cell is defined in terms of unique vectors, a, b and c that are
called the unit cell vectors. The type of lattice dictates the angles between these vectors
and the values they can take relative to each other. Any point within a perfect crystal can
be described by combinations of these vectors. Atomic coordinates within each cell can
be defined in fractions of the unit cell vectors.
An atomic plane is described with miller indices (h k l) which are defined as the re-
ciprocal ratio of the plane interceptions respectively with the a, b and c axis within a
unit cell [11]. The notation (h k l) describes a specific atomic plane, whereas the notation
{h k l} describes a set of equivalent planes. Crystallographic directions are described as
unit vectors in terms of the crystal symmetry. A crystal direction is represented as [U V W ]
and a set of equivalent directions represented as 〈U V W 〉 where U , V and W are integers.
For cubic crystals, U , V , W and h, k and l in 〈U V W 〉 are interchangeable because the
directions are always perpendicular to the plane (h k l).
The periodic properties of a crystal make it suitable for an alternative mathematical
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approach in reciprocal space. In the same way a periodic signal in time can be transformed
into reciprocal space to produce constituent frequencies, a crystal can be converted into
its spatial frequencies. In real space, directions are important in addition to magnitude so
the reciprocal frequencies are also expressed as vectors. Any point in reciprocal space is
defined by a reciprocal lattice vector, g. This vector is expressed in terms of reciprocal
lattice vectors a∗, b∗ and c∗ which describe the unit cell in reciprocal space. A particular
reciprocal lattice vector composed of h, k and l integers of a∗, b∗ and c∗ respectively
describes the reciprocal of the vector between atomic planes. The magnitude of g is 1/d
where d is a particular atomic plane spacing. For cubic materials, g is perpendicular to the
atomic plane because the reciprocal lattice vectors remain parallel to the equivalent real
lattice vectors.
2.1.3 High Energy Electron Diffraction
According to Louis de Broglie, electrons behave as waves. If given sufficient energy,
they will have a wavelength a small fraction of the distance between atomic planes. After
X-rays were found to diffract experimentally, Lawrence Bragg provided a mathematical
model that explained how X-rays constructively interfere as they pass through a crystal
[12, 13]. The result was the famous Bragg equation given as [12, 13]
nλ = 2d sin θB (2.1)
where n is the diffraction order, λ is the X-ray (or electron) wavelength, d is the atomic
plane separation and θB is the Bragg angle. 2θB is the angle between the direction of the
incident and diffracted wavefront. (2.1) gives the basic conditions necessary for construc-
tive interference of X-rays and electrons. Using crystals, experimental methods are based
on fixing one or more of these variables. For a TEM, λ is fixed as is d for a particular
atomic plane. For a 200 kV TEM, the electrons will have wavelength 2.51 pm, which is
much smaller than an atomic plane spacing. The relation in (2.1) implies that the angle
between the incident and diffracted wavefront will be on the order of < 10 mrad.
The Bragg equation (2.1) does not specify which atomic planes will diffract and which
ones will not. Max Von Laue used vectors to show that there is a relationship between the
incident wave and diffracted wave when represented as wavevectors k and k′ respectively
when travelling through a series of planes described by miller indices. The difference
between the two wavevectors is K and it must obey the following rules for diffraction to
occur
K · a = h K ·b = k K · c = l (2.2)
20
where the symbols have their previously defined meanings. Using (2.1) and (2.2), it is
possible to prove that a particular reciprocal lattice vector g is the same asK and is related
to d according to
K = ghkl = 1/d (2.3)
where ghkl describes a particular reciprocal lattice vector that has miller indices combina-
tions of reciprocal lattice vectors. (2.3) says that g is the reciprocal of the atomic plane
separation. Therefore, (2.1), (2.2) and (2.3) describe the physical origin of the reciprocal
lattice and how it is related to the crystal symmetry and dimensions.
A more convenient way of expressing the relationship between the crystal orientation
and diffraction conditions is possible in the form of the Wiess zone law, given as [14, 15]
hU + kV + lW = N (2.4)
where N is an integer. The relation in (2.4) is best imagined as a reciprocal lattice plane
perpendicular to the electron beam. However, there are many equivalent reciprocal lattice
planes stacked on top of each other but (2.1) and (2.2) are not satisfied at all the reciprocal
lattice points. Using a construct called an Ewald sphere it is possible to visualise (2.1) and
(2.2) in reciprocal space. The Ewald sphere is shown in Figure 2.1. It has radius k = k′ and
the edge defines the points at which (2.2) and (2.1) are satisfied. It cuts through each recip-
rocal lattice plane but only intercepts a fraction of the reciprocal lattice points as shown in
Figure 2.1(a). The first intercepted lattice plane is called the zero order Laue zone (ZOLZ)
and higher ones are called higher order Laue zones (HOLZ). In 3D, the 3D reciprocal
lattice becomes a 2D projection on a diffraction pattern as shown in Figure 2.1(b). The
reciprocal lattice sites present in the diffraction pattern are called reflections.
It has been shown that the diffracted intensities do not entirely rely on either the Bragg
or Laue conditions. Differences in the intensity of diffracted beams have been observed
with minor crystal tilts. A vector used to describe the distance away from the Bragg
location is called the excitation error, s and is defined as
K = g + s (2.5)
The value of s is pivotal in the contrast of defects [14]. The Bragg and Laue conditions
are not met exactly because of the finite size of the crystal. Figure 2.1(c) shows a pictorial
definition of s. An understanding of how intensities arise in the diffraction pattern are
outlined below.
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Figure 2.1: Diagram showing (a) how the Ewald sphere intercepts the reciprocal lattice
planes and (b) the definition of the excitation error, s and (c) a 3D view of the Ewald
sphere in reciprocal space and the projection of the intercepted reciprocal lattice points
into the diffraction pattern below
2.1.4 Diffracted Intensities
The Bragg and Laue formalisms explain the symmetry of diffraction patterns from per-
fect single crystals but do not take into account the underlying diffracting mechanism. A
quantum mechanical treatment on the interaction of electrons with atomic potentials lead
to the discovery that atoms spherically scatter plane waves. By taking into account the
scattering of electrons by atoms it is possible to understand how diffracted intensity arises
in the diffraction pattern and how image contrast arises.
Each atomic species scatters a plane wave with different phase and amplitude. The
atomic form factor fi(θ) describes the relative scattering amplitude of an atom compared
to an electron. Assuming a perfect crystal, it is only necessary to sum up the scattering
amplitudes of each atom within a unit cell, taking into account their relative positions. The
result is a scattering amplitude for a unit cell, often given the name structure factor. It is
expressed as [13, 14, 15]
F =
∑
i
fi(θ) exp (2pii(hxi + kyi + lzi)) (2.6)
where h, k and l are the miller indices of a particular atomic plane and x, y and z are num-
bers describing atomic coordinates within a unit cell in terms of a, b and c respectively.
fi(θ) is the atomic form factor of atomic species i. The diffracted intensity is given by
|F |2.
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The structure factor (2.6) says that particular atomic planes will diffract with different
amplitudes compared to others. The relative positions of atoms can also lead to destructive
interference causing reciprocal lattice points to be omitted from the diffraction pattern. A
well known example are the mixed index terms of fcc materials, such as {1 0 0}which will
destructively interfere and therefore have F = 0. Such diffracted beams that normally do
not appear as per (2.6) = 0 are known as forbidden reflections.
The arrangement of atoms in a crystal is finite. By summing up the amplitudes and
phases of atoms in the entire crystal in similar fashion to (2.6) it is possible to deduce
that reciprocal lattice points will be shaped in the diffraction pattern [14]. The summation
across the whole crystal yields what is called the shape effect. The final appearance of the
reciprocal lattice points is governed by how that shape is intercepted by the Ewald sphere.
Perhaps the most striking examples are caused by the presence of ultra-thin crystals em-
bedded in large thin film matrices [14].
A general example of shape effects is given in [14, 16] for a rhombus of sides Nx, Ny
and Nz unit cells which will have intensity about g as
I = |F |2 sin (piNxK · a)
2
sin (piK · a)2
sin (piNyK ·b)2
sin (piK ·b)2
sin (piNzK · c)2
sin (piK · c)2 (2.7)
where the symbols have their previously defined meanings. (2.7) is important for (S)TEM
specimens because the specimen is thin in one or more directions. If a crystal is tilted
slightly, often the reciprocal lattice points will appear stretched in one direction with non
zero s contributing to intensities around the perfect Bragg reflection, these are called rel-
rods. Examples for discs, rods and spheres can be found in most books (e.g. [14, 15]). In
Figure 2.2, the shape effects associated with a cubic nanoparticle are shown. They show
that there are intensity oscillations in the directions corresponding to the cube faces. If it
is a fcc material, then the oscillations would be in the 〈0 0 1〉 directions.
A similar analysis has been applied to X-ray diffraction peaks, which follow similar
rules to electron diffraction. It has been shown that X-ray diffraction of small crystals
causes the peaks to flatten out into stumpy broad peaks. The average grain size dav is
given by the Scherrer equation [13]
dav =
KSchλ
B cos θ
(2.8)
where KSch is the Scherrer constant related to the shape and index of the crystals, B is
the full width half maximum in radians and θ is the angle. This is relevant to electron
diffraction because electron diffraction patterns from polycrystalline materials often pro-
duce rings. The rings are simply a collection of reciprocal lattice points from many crystals
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Figure 2.2: A reproduced figure from [16] showing (a) the intensity distribution around a
reflection in X-ray diffraction for a cubic nanoparticle viewed along one of its faces (b)
as (a) but 2D representation that would appear in an electron diffraction pattern and (c)
expected intensity distribution in an X-Ray diffraction pattern
that only share the same vertical axis. A diffraction pattern like this can be analysed in the
same way as an X-ray powder diffraction pattern.
There appears to be very little experimental diffraction data regarding these shape ef-
fects for small crystals such as nanoparticles. X-ray diffraction is bulk technique so it can’t
detect the shape of individual nanoparticles unless there is ensemble of identical particles.
In electron microscopy, selected area diffraction (SAD) techniques are most commonly
used which has similar limitations to X-ray diffraction in terms of scale.
Alloyeau et al used nanodiffraction to analyse the structure of bimetallic CoPt nanopar-
ticles approximately 10 nm in diameter. They used this technique to prove the structure of
individual nanoparticles and found that there is a structure transition above 3 nm. Cow-
ley and co-workers have perhaps been the most prolific users of nanodiffraction using it
to probe the structures of individual nanotubes, particles and other structures [17, 18]. It
would seem that nanodiffraction studies are often limited to model catalysts with simple
supports. Perhaps nanodiffraction or nanobeam diffraction could yield useful information
regarding interface structures between nanoparticle and support. More recently nanod-
iffraction patterns have been combined with STEM images for diffractive imaging [19].
2.1.5 Double Diffraction
Nanoparticles used for heterogenous catalysis applications are often supported on a metal
oxide such as Al2O3 [20]. It is possible for electrons to diffract more than once between the
loaded nanoparticles and the support. The structure factor (2.6) states that for fcc materials,
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mixed indices atomic planes cannot diffract. If double diffraction were to occur, two
allowed indices h1k1l1 + h2k2l2 would generate another allowed h3k3l3 reciprocal lattice
point [14, 21]. In this way, reciprocal lattice points associated with a zero structure factor
cannot appear in fcc materials with a single atom basis. An exception is in hexagonal
materials where the primitive unit cell contains more than one atom of the same species.
For example in hexagonal [1 1 0] orientation, the normally forbidden (0 0 1) can appear
because adding up the vectors of two allowed lattice points described by g1 and g2 gives
the new forbidden lattice point at g3
g3 = g1 + g2 (2.9)
To reiterate what was said in the above paragraph, consider the double diffraction of an
fcc material of the (0 0 2) and (1 1 1) planes, this would generate a reciprocal lattice point
corresponding to (1 1 3) which is an allowed reflection. Genuinely forbidden reflections,
corresponding to fractional indices atomic planes have been reported in some thin Au
nanoparticles but the presence of these forbidden reflections have been attributed to surface
defects [22], stacking faults [23] and thickness effects [24].
Double diffraction can lead to the appearance of reciprocal lattice points not associated
with any crystal involved. The effect can be striking if the lattice parameters for each
material are different. For example, if the nanoparticle and support are on top of one
another then it is possible for the diffracted beam from the nanoparticle to act as a new
(0 0 0) beam in the support. In this case, it is possible that satellite reciprocal lattice sites
will appear in addition to the primary spots of the two crystals [21].
2.1.6 Moire´ Patterns
Moire´ patterns arise from the interference caused when two crystals of different lattice
parameter or orientation overlap [14]. The Moire´ patterns can appear as extra fringes on
the image or can even resemble a new crystal if the two crystals involved are orientated
sufficiently. Moire´ patterns were once used to highlight dislocations in thin films because
early TEMs did not have sufficient resolution to image them directly [25].
For the analysis of nanoparticles on substrates the Moire´ effect is particularly impor-
tant because it is possible to extract useful information from the image (via fast Fourier
transform, FFT) if a diffraction pattern cannot be obtained. A general equation that gives
the Moire´ fringe spacing D is [14]
D =
d1d2
(d21 + d
2
2 − 2d1d2 cos θ)
1
2
(2.10)
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where d1 and d2 are the atomic plane spacings of the two lattice fringes observed and θ is
the rotation angle between the two in radians. The rotation between the two lattice fringes
causes the rotation to be magnified in the Moire´ pattern.
2.2 The (Scanning) Transmission ElectronMicroscope In-
strument
Figure 2.3 shows a lens diagram of a typical (S)TEM. In the figure, the location of im-
portant lenses, apertures and image planes are indicated. Correction and deflector coils
are not shown because they do not contribute to the critical geometry of the ray diagram
and the function of the optical elements. The electron source of the microscope is either a
filament, such as LaB6 or a field emission gun (FEG). The workings of them are described
elsewhere (e.g. [15]) but the most important difference for TEM is that the illumination
from FEG instruments is more coherent [26]. For STEM it is the 1000x increase in source
brightness. The narrower energy spread is beneficial for both TEM and STEM.
Coherency in the electron source is related to its brightness and effective size. Coher-
ence is a term that describes how well each progressive wave from a source are related to
each others phase. A temporally coherent source will produce wave-packets identical to
each other in frequency and time. A spatially coherent source is one which electrons will
all originate from a single apparent source. A spatially and temporally coherent source
will be both bright and very small which allows electrons with the same phase to interact
with the specimen. It is therefore possible that phenomena caused by the phase differ-
ence of diffracted beams relative to the source will produce additional phase information
compared to an incoherent source such as a conventional filament source such as LaB6.
The first lenses under the gun are the condenser lenses; the condenser lenses are re-
sponsible for the illumination of the specimen. In combination with the condenser aper-
ture, they determine the convergence angle, α, of the electron beam at the specimen. By
adjusting the crossovers between multiple condenser lenses, the convergence angle can
also be controlled. Adjusting the location of the crossover determines the spot size of the
electron beam at the specimen.
The pre-objective lens or other mini-lenses may be used for specific modes of oper-
ation. TEM requires a nearly parallel beam of electrons whereas convergent and nano
beam diffraction (CBD, NBD respectively) are special nano-area probes formed in a TEM
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Figure 2.3: A schematic diagram showing the function of the various lenses involved for
TEM imaging.
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instrument with increased and variable convergence angles.
The post specimen lens in a TEM gathers most of the useful transmitted beams exiting
the specimen. The crossover after this lens is the location of reciprocal space (called the
back focal plane) and the location of the objective lens aperture. Adjusting the strength of
the objective lens causes the back focal plane to shift position and this shift corresponds
to a change in the image phase contrast. The objective lens suffers from spherical aberra-
tions which cause wider angle beams to be focused at shorter focal points and this limits
resolution. The effect of aberrations are discussed later in more detail.
The intermediate lenses and projector lenses, invert and refocus the electrons to achieve
the required magnification and are responsible for switching between imaging and diffrac-
tion mode in a TEM. An aperture inserted between the intermediate lenses at the inter-
mediate image plane allows electrons to be selected for diffraction analysis from only a
specific area of the specimen. This produces a selected area diffraction pattern (SAD).
A modern (S)TEM may have other features such as an X-ray detector or an in-column
energy filter for energy electron less spectroscopy (EELS). TEM images are normally
recorded using a Peltier cooled CCD camera [27].
2.3 TEMMode and Image Contrast
In TEM mode, the specimen is illuminated with an almost parallel beam of electrons. The
transmitted electrons are gathered by the post-specimen magnetic field of the objective
lens and the intermediate and projector lens display an image of variable magnification on
the image screen or CCD camera. The term defocus, ∆f , is used to describe the deviation
of strength from the imaging lens’s gaussian value. Adjusting the defocus (∆f ) means that
the back focal plane changes position slightly so the image projected is slightly different.
Contrast from TEM images falls into two main categories: diffraction contrast and
phase contrast. Theoretical models explaining the diffraction contrast in materials from
a TEM point of view were developed by Hirsch et al in the 60s [14]. The basic princi-
ple is that the time independent Shro¨dinger equation is solved for a periodic potential as
Bethe originally did in the 1920s. The periodic potential means that the incident wave
and diffracted waves split into Bloch waves where there are two principle types. One with
maxima at atomic columns and another with maxima between atomic columns. The ap-
pearance of the crystal also depends on the orientation of a crystal which relates to the
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diffraction conditions of the electrons because it effects how the two types of Bloch waves
interact with each other.
The Bloch wave approach requires the knowledge of complex amplitudes for the trans-
mitted beam and for each diffracted beam. It is possible to acquire a two beam case where
the transmitted beam g000 and a single diffracted beam ghkl are the dominant reflections
but in reality many beams are strong.
The phase contrast approach is usually described by the phase object approximation
developed by Cowley and co-workers [28]. The specimen electron wavefunction, ψ(r) is
given by [29]
ψ(r) = ψ0 exp(−iσcφp(x, y)) (2.11)
where ψ0 is the amplitude of the incident wave, σc is the relativistic interaction constant
given by σc =m/(h¯2k). φp(x, y) is the atomic potential projected into the z direction which
is given as [29]
φp(x, y) = −8pi
2h¯2
m0
n∑
j=1
aj
bj
exp
[
− 4pi
2
bj
(x2 + y2)
]
(2.12)
where aj and bj are fitting parameters. By allowing ϕ(x, y) = −σcφp(x, y), substituting
into (2.11) and expanding the sum but ignoring the second order terms (assuming ϕ(x, y)
 0), then (2.11) becomes
ψ(x, y) ' 1 + iϕ(x, y) (2.13)
The assumption that second order terms in the expansion of the precursor to (2.13) is called
the weak phase object approximation (WPOA). The WPOA is the basis of most HRTEM
image theories.
The intensity is |ψ|2 but this does not include the effect of the microscope optics. A
function, called the contrast transfer function is used to describe how one point in the
image is transferred into the image. The contrast transfer function is given as [15]
T (u) = A(u)E(u)2 sin (χ(u)) (2.14)
where A(u) and E(u) are the aperture and envelope (electron source) terms. The details
of A(u) and E(u) are described elsewhere but E(u) adds an envelope term to T (u) which
has the effect of imposing an information limit. The sinχ(u) term is called the phase
contrast transfer function and is dependant on the phase function χ(u) which is defined
as [15]
χ(u) = pi∆fλu2 +
1
2
piCsλ
3u4 (2.15)
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Figure 2.4: Typical CTF for a corrected and uncorrected TEM including E(u) with the
following parameters. Uncorrected: Cc = 1.4 nm and focal spread = 2.60 nm. Corrected:
Cc = 1.6 nm and focal spread = 2.98 nm. Both: objective lens stability = 0.5 ppm, energy
spread = 0.7 eV, convergence = 0.03 mrad
where all symbols have their previously defined meanings. Figure 2.4 shows a contrast
transfer function of an aberration corrected and uncorrected microscope at different defo-
cus values. Without aberration correction, the CFT oscillates at high spatial frequencies
therefore limiting resolution. With aberration correction, it does not oscillate meaning the
phase of different spatial frequencies is similar. Adjusting the defocus to produce the flat-
test curve with a conventional TEM requires the use of a ∆f which balances out the u4
term, this is called the Scherzer defocus.
Another advantage of aberration correction is that the shape of the CTF (Figure 2.4)
can be adjusted by changing Cs. This means that the image contrast can be finely adjusted.
Some groups increase the contrast over a particular range of spatial frequencies to image
particular details in crystals [30,31]. The negative aberration correction approach results in
a negative phase imaging condition (as shown in Figure 2.4 for the corrected microscope).
The negative aberration correction, when combined with a positive ∆f , results in atomic
columns appearing white against a dark background [31].
It is believed that in the negative Cs, positive ∆f imaging mode, the contrast of atomic
columns is improved because of increased channelling effects. Channeling occurs when
electrons are localised around a particular atomic column, hence their contrast is increased
[32]. This usually occurs in a high symmetry zone axis [32]. Chen and Van Dyck have
argued that images of materials (such as Si) will show black atomic columns when phase
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contrast dominates but white when channeling effects dominate [32]. This phase reversal
can also occur due to changes in thickness at a given ∆f [32].
With or without aberration correction, several groups have pointed out that HRTEM
images may not be accurate enough for sensitive structural analysis [33]. Other aberrations
such as coma (beam tilt) and first order astigmatism can effect the image contrast. These
aberrations can be corrected, even without an aberration corrector, but misalignments can
cause image quality issues. Misalignments with in-column energy filters can also cause
image distortion.
Image analysis is often accompanied by the analysis of the images Fourier transform
which is accomplished by the fast Fourier transform (FFT) algorithm which produces
an artificial diffraction pattern (or optical diffractogram) for analysis of reciprocal space.
However, the accuracy of the FFT is dependant on the image quality. Alternative means,
namely exit-wave reconstruction, has also been employed to resolve atomic sites at sur-
faces [34]. This requires the collection of many images and ultimately relies on the align-
ment of the microscope.
Furthermore, the HRTEM image contrast itself is not without uncertainty. HRTEM
simulations over the past few decades have shown that the effect of beam and crystal tilt
can play a key role in the appearance of small crystals and can sometimes distort the
appearance of crystal planes [35].
Limiting the range of electrons that make up the image can also aid in the analysis
of specimens. The objective aperture shown in Figure 2.3 allows a confined range of
diffracted electrons to enter the imaging system thereafter. Selecting a single diffracted
beam results in an image where the intensity solely arises from that particular diffracted
beam. Anything else appears dark, hence dark field. Conversely, selecting the direct (0 0 0)
beam, is called a bright field image because it shows only effects arising from mass and
thickness contrast.
2.4 (S)TEMMode and Image Contrast
The modern STEM instrument was invented by Albert Crewe and co-workers [36]. Instead
of a parallel beam of electrons, the electrons are converged to a point. The focal position
of the electron beam is called the electron probe. In many ways, the (S)TEM technique is
very similar to the SEM which was invented after the TEM [37]. The STEM was one of
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the first instruments to enable the imaging of single atoms [38], with aberration correction,
it is now possible to obtain 0.5 A˚ resolution [39] which is greater than any TEM at the time
of writing.
STEM mode is essentially a convergent beam technique. The optic diagram of STEM
probe formation is shown in Figure 2.5. The beam is so small that no image can be
acquired from a given probe position, instead a Ronchigram is projected [40]. A Ronchi-
gram is a diffraction pattern where virtually every diffracted beam interacts with one an-
other [40,41]. The central region of the Ronchigram when in focus is the infinite magnifi-
cation image [40].
The probe position is controlled by a set of scanning coils, these are not shown in
the diagram. The STEM technique is only dependant on the optics above the specimen,
whereas in TEM, the optics of the entire column are important for imaging. The projector
and intermediate lenses do nothing to influence the image of a STEM instrument; but they
match the collection angle for forward scattered electrons to suitably shaped detectors and
energy loss spectrometer (EELS).
A stationary probe formed by a modern STEM is very small (0.1 nm). At each probe
position the STEM probe will project a diffraction pattern onto the recording media deter-
mined by the camera length similar to TEM diffraction mode. The diffraction pattern may
appear as a Ronchigram, a diffraction pattern in which all diffracted beams overlap and
interfere with each other. Under-focusing the probe will produce a shadow image [40],
which is similar in appearance to a TEM image.
A STEM forms an image by scanning the probe across the specimen and plotting the
measured intensities measured by one or more detectors as a function of probe position
to form an image. The magnification is set purely by the scanning region and not any
lenses. The resolution is limited by the shape, size and the intensity of the probe because
the signal originates solely from the atoms influenced by the probe.
The contrast observed in the recorded image depends on which electrons are being
collected. The electrons in the direct beam are collected by a detector aligned with the
microscope optic axis. These electrons are used to form a bright field STEM image. The
technique is called bright field STEM (BF-STEM). The technique is analogous to a con-
ventional TEM image, as opposed to a bright field TEM (BF-TEM) image which only uses
the direct beam to form an image. Generally, the BF-STEM image is similar to a TEM
image and is composed primarily of diffraction contrast and absorption.
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Condenser Lenses
Condenser Aperture
Objective Lens
Coherently scattered
electrons β ~ 2θB  from 
electron diffraction
Annular Dark 
Field Detector
Incoherently scattered 
electrons β > 40 mrad 
Direct beam < 10 mrad 
Bright Field detector, EELS
Inner angle
40 - 100 mrad 
Outer angle
100 - 200 mrad
Figure 2.5: Schematic showing the optic diagram of STEM mode. The scanning coils are
not shown
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The same STEM probe can be used with special detector to collect high angle scattered
electrons that originate from electron-nucleus (Rutherford) scattering. The inner angle of
the detector is generally> 40 mrad and the outer angle is generally< 200 mrad. Intensity
is plotted in similar fashion to the bright field STEM technique except that the detector is
annular. In the dark field STEM image intensities are proportional approximately to Zn
where 1.5 < n < 2.0 [38, 42, 43]. This makes the technique ideally suited for the study
of heterogeneous solid state catalysts which often employ high Z material nanoparticles
on low Z supports [44]. This technique is called high angle annular dark field STEM or
HAADF-STEM.
A complication with the HAADF-STEM technique is that the image intensity is not
absolute. The detector signal is adjusted by using brightness/contrast settings and during
image acquisition, there may be additional processing to assign the full look up table
(LUT) values to the images intensities. Several groups have attempted to remedy this
problem by expressing the intensities as a function of the initial probe intensity [45,46,47].
Using this technique, it has been possible to assign an atomic column to a number of atoms.
Quantitative analysis has been done by calibrating the detector [48] to detect compositional
variations in bimetallic nanoparticles [49] and analysing the thickness of MoS2 crystals
[50]. Careful and systematic control over the electronics is required to use the normalised
intensities effectively.
2.5 Aberrations
The classical axially symmetric cylindrical magnetic lenses are not perfect. They suffer
from optic defects called aberrations. Lenses made for photonics (light) optics can be
made near perfect by combining convex and concave lens elements. Concave cylindrical
magnetic lenses currently do not exist so the aberrations must be dealt with in a different
way. Aberrations limit microscope resolution and influence high resolution image con-
trast, so it is important they are reduced. The spherical aberration is the most important
because it cannot be corrected conveniently and it has other effects aside from limiting
the microscopes resolution [51, 52, 53, 54]. The most important of these is the convoluted
form of the high resolution CFT (see Figure 2.4 on page 30).
Figure 2.6 is a diagram showing the effect of spherical aberrations on electron beams
entering the lens on different trajectories. Electrons entering a magnetic lens at higher
scattering angles and therefore further away from the centre of the lens are focused at a
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(a) (b)
Figure 2.6: A diagram showing the effect of spherical aberration on the focal position of
various electrons entering the lens before correction (a) and after correction (b). The black
line is the optic axis of the microscope.
different position to those near the centre because the magnetic field is not radially uni-
form across the gap between the magnets. The aberrations are corrected by a series of
multi-pole magnetic lenses which provide asymmetric magnetic fields so in combination
the extra lenses act like a single concave lens [52, 53]. The aberration correctors require
exceptionally high stabilities and are controlled by sophisticated software which did not
exist in Scherzer’s day when the idea was first proposed [51].
Objective lens aberrations are corrected using thin amorphous materials such as C
because FFTs of the images of such materials are well defined and provide a continuous
range of spatial frequencies [55]. Therefore effects of aberrations can easily be seen [53,
56]. In order for the TEM aberration correction software to work, ∆f must be 0 but the
specimen itself must be underfocused so that the beam converges, this is done by adjusting
the specimen height to place it in a small effective negative defocus condition [53]. The
methodology associated with this process is described on page 46.
Condenser or probe forming lens aberrations are corrected by using a specimen con-
taining many heavy metal nanoparticles, such as Au, which enable a high amount of counts
to be collected on the HAADF-STEM detector. The sharpness of the nanoparticles is
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linked to the probe shape and intensity. The correction enables a sharper and more intense
probe to be formed allowing the maximum amount of intensity to be plotted with each
probe position [57, 58, 59]. The methodology associated with this process is described on
page 49.
Another benefit of correcting the spherical aberration is that a wider objective lens
pole-piece can be installed without significant compromises in microscope performance.
The wider polepiece allows both higher specimen tilt angles and standard heating holders
such as the Gatan 628 used during this project.
2.6 Electron Diffraction using (S)TEM
2.6.1 Selected Area Diffraction
To switch into diffraction mode in TEM, the intermediate lens strength is changed to focus
on the back focal plane of the objective lens so that a diffraction pattern is projected instead
of an image. The physical size of the projected diffraction pattern is given by [15, 21]
Y =
λL
d
(2.16)
where Y is the distance from the centre of the diffraction pattern (direct beam or {0 0 0})
to a diffracted beam corresponding to atomic plane separation d on the recording plane. λ
is the wavelength and L is the camera length which is the effective distance between the
specimen and the recording plane. The product λL is often called the camera constant. It
refers to the magnification of the diffraction pattern. Use of a small camera constant means
that the diffraction pattern appears small but a wider view of reciprocal space is captured.
It is possible to calibrate this using materials with a well known lattice parameter and
structure.
Aside from limiting the image resolution, there is an impact on the reliability of diffrac-
tion patterns in terms of the area selected [60, 61] by a SAD aperture. The area selected
by a SAD aperture is determined by projecting the aperture back to the specimen plane.
This introduces a displacement between the SAD aperture plane and the specimen plane
dependant on the divergence angle, β (twice the Bragg angle, θB), spherical aberration and
defocus [14, 60, 61]
y = Csβ
3 + ∆fβ (2.17)
It is possible to keep the defocus value to a minimum but in a conventional microscope the
error can be as large as several µm because Cs is large compared to ∆f . If Cs is reduced
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Figure 2.7: A graph showing the relation between reciprocal lattice vectors, g with in-
creasing spatial frequency and the area uncertainty for a selected area for Cs values of
1 mm (uncorrected) and 1 µm (corrected). This graph is a remade version of a similar
figure in [14] using Pt
by aberration correction from, 1 mm to 1 µm then it is improved by several orders of
magnitude. Figure 2.7 shows the area in uncertainty for a conventional microscope and
an aberration corrected microscope. For an aberration corrected microscope it can be seen
that only the high spatial frequency diffracted beams are displaced. By using a very small
aperture, Tanakas group have acquired SAD diffraction patterns from areas as small as
20 nm with virtually no error in an aberration corrected microscope [62].
2.6.2 Diffraction in (S)TEM
Correcting the aberrations in a STEM ensures that the probe is as sharp as possible [57];
as defined by probe current density and size. In HAADF-STEM mode, all of the signal
originates from the probe, so by correcting the aberrations it is possible to extract the max-
imum possible amount of signal from the specimen [63]. This is important for imaging
small structures with much better contrast than previously possible [57, 58, 64]. Aberra-
tions are corrected by using a specimen with small easily distinguishable crystals such as
Au nanoparticles on amorphous carbon. In this case ∆f is set to 0 and the specimen as
close to focus as possible using the stage height adjustment.
Only the use of a very small aperture will produce a small enough convergence angle
for SAD like diffraction patterns in (S)TEM. This technique is dubbed nanodiffraction by
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Cowley who pioneered it [18]. Adjusting the focus in STEM mode sets where the probe is
focused vertically and this can be used to achieve narrow convergence angle in STEM but
this is not suitable for acquiring diffraction patterns from small areas. Either probe size or
convergence angle can be minimised but not both together.
2.6.3 Nano Area Electron Diffraction
Generally speaking the vast majority of nanoparticle analysis has been done with HRTEM,
BF–STEM and HAADF–STEM. From these images, FFTs have been analysed. In section
2.3, the literature surrounding the accuracy of HRTEM suggested that the FFT approach
is not suitable for high sensitivity analysis, particularly small nanoparticles.
There are relatively few studies of nanoparticles with techniques that use a small probe,
either parallel or convergent for the study of individual nanoparticles. Generally, infor-
mation that high angle diffraction modes can extract from materials only applies to thick
crystals above 100 nm. The equivalent near–parallel version of CBD is NBD (nano–beam)
mode.
There appears to be no detailed literature on the benefits or drawbacks of NBD, perhaps
because it requires a small convergence angle to make the diffraction pattern appear much
like a SAD spot pattern rather than discs, as is often the case in CBD or STEM.
Alloyeau and co-workers used a nano-area diffraction technique in STEM mode to
investigate the lattice parameter of small CoFe nanoparticles [65]. They note that much
like (S)TEM images, the crystal needs to be in a zone axis for unambiguous structural
analysis. Other groups have studied very small structures including 1 nm Pt nanoparticles
on various supports. They generally note that the nanoparticles are amorphous but their
analysis is not accompanied by diffraction analysis. Their analysis is reliant on the contrast
in the image. NBD has the ability to reveal information even if the nanoparticle is not in
the zone axis, even if complete structural analysis is then not possible. Of course, on
a thick and complex support, it would be a challenge to distinguish reflections from the
nanoparticle and support.
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2.7 Environmental (S)TEM
Catalysts operate at various temperatures and pressures in different environments. Al-
though (S)TEM can provide structural insights which can infer activity, the vacuum of
an electron microscope is not a suitable environment for investigating how the catalyst
behaves under the conditions it was designed for.
A branch of electron microscopy deals with the use of high temperature and gaseous
environments in the electron microscope. The branch is often referred to as E(S)TEM,
short for environmental (S)TEM. Generally, heating is achieved by using specially de-
signed specimen holders for (S)TEM instruments. The heating holders use a heating ele-
ment to heat the specimen with current provided from outside the microscope. The elec-
trical noise associated with the power supply of these holders is detrimental to resolution,
particularly in STEM [66]. Depending on the material the holder is made of, high tem-
perature heating holders cannot be exposed to air while hot because any oxidation would
damage the holder. Special holders can be made of oxidation resistant materials. The
heating holders tend to be much thicker than regular holders so not all microscopes can
accommodate them because the gap between the top and bottom objective lens pole pieces
is too narrow. The York-JEOL Nanocentre JEOL 2200FS has an extra large polepiece gap
which can accommodate heating holders.
The vacuum of a microscope is generally around 10−5 Pa. To allow environmental
capacity, specimen holders were specifically designed to act as self contained reaction
cells [67]. The holders have electron transparent windows which contain the gas [67].
These can operate at high pressure, up to and above 1 bar. However, the electrons interact
with the transparent windows which limits resolution and it also prevents accurate EDX
analysis [68].
Another approach is to inject gas into the microscope column around the specimen.
Injecting gas into the microscope is potentially risky, because the gas could make its way
up to the electron gun and cause damage. There are several approaches to keep the gas
around the specimen. The currently used approach is to use a differential pumping system
where the gas is rapidly pumped out just above and below the sample [66, 69, 70, 71].
This was originally achieved with a specially designed reaction cell containing differential
pumping apertures to prevent the diffusion of gas into the rest of the microscope [69, 70].
Now, a similar cell, called an ECELL, is built into the microscope itself which allows
any normal holder to be used [71]. The design essentially allows full TEM capability [71].
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This design has been commercialised by FEI [72], and is incorporated into their latest
model, the Titan ETEM G2. TEM aberration correctors have been incorporated into this
design but not STEM aberration correctors. The design of the E(S)TEM at York is similar
but incorporates aberration corrections for both STEM and TEM [72,73]. Although some
microscopes are capable of in-situ ESTEM, the resolution obtained is far behind that of
conventional ETEM. The developments at York represent the latest developments in the
field of ESTEM which have brought forward atomic resolution ESTEM with aberration
correction [66].
2.8 Image Analysis and Simulation
For image analysis, Gatan Digital Micrograph and the free ImageJ [74] software packages
were employed. A Java based electron microscopy simulation package called JEMs [75]
was used for crystal visualisation and as an aide for diffraction pattern analysis. Another
program, called VESTA [76] was used as an alternative for making and displaying models.
JEMS was used for HRTEM simulations whereas a free package created by Chris Koch
called QSTEM [77] was used for HAADF-STEM simulations.
The basis behind most (S)TEM simulation software is the multi-slice algorithm origi-
nally invented by Cowley and Moodie [28]. The current approach is based off Goodman
and Moodie’s [78] newer algorithm which can handle many diffracted beams. The multi-
slice algorithm takes the structure and splits it into slices of thickness ∆z. The initial
electron wavefunction is the input and this is diffracted by the atoms in the first slice. The
bottom surface of the first slice acts as a Fresnel propagator and the diffracted beams are
taken into the next slice and the process continues until the final surface is reached where
an exit wavefunction is produced.
Most simulation packages have built in default values for the atomic scattering form
factor fi(θ) shown in equation (2.6). In reality, atoms oscillate from their default position
because of thermal vibrations so this has the effect of smearing the projected potential
of a column of atoms and introduces an absorption term in the electron wavefunction
[79, 80, 81]. The electron-phonon interaction gives rise to an increase in higher angle
scattering at the expense of lower angle scattering (such as Bragg diffracted electrons)
[80]. This effect is often referred to as thermally diffuse scattering.
Simulation packages for now can’t take the time lapsed image into account during
a single simulation so they use the frozen-phonon model. The frozen phonon approach
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randomly shifts each atom once by an amount dictated by the atom’s Debye-Waller factor.
Detailed discussion on the calculation of Debye-Waller factors can be found elsewhere,
see for example [55]. The physical worthiness of the frozen-phonon model was argued by
Van Dyck [81] who showed that it is equivalent to a full quantum mechanical treatment of
electron-phonon scattering sufficient for quantitative simulations. To include the effects of
absorption, QSTEM was used for HAADF-STEM simulations instead of JEMs.
During image acquisition over a period of several seconds, the atoms will vibrate many
times and therefore a single frozen-phonon calculation may not be sufficient for quan-
titative HAADF-STEM image simulations [82]. Hence, some simulation packages can
perform many frozen-phonon calculations and take an average to produce a single final
output.
2.9 Other Techniques
2.9.1 Scanning Electron Microscopy
A scanning electron microscope (SEM) is much like a low voltage version of a STEM but
its intended targets are the surfaces of electron opaque specimens which can be in bulk
form. An image is acquired by scanning a specimen surface and collecting any ejected
electrons or X-rays. The most commonly used imaging techniques are with back scattered
electrons and secondary electrons [83].
Back scattered electrons (BSE) are scattered at high angles with a significant fraction
of the incident electron energy that formed the probe. The electrons are scattered by the
nuclei of the atoms in the specimen, thus BSE images are sensitive to Z [83] and typically
originate from depths of 0.1− 1 µm.
Secondary electrons are generated by collisions between the incident beam and loosely
bound electrons. The secondary electrons emerge from the specimen at a wide range
of angles but their detectable origin is limited close to the surface because their escape
range is limited to approximately 5 nm [83]. Thus the secondary electrons provide spatial
resolution but they are not so sensitive to the atomic species present. The atomic species of
the specimen influences the probe electrons below the surface, heavier elements such as Pt
limit the electrons to those closer to the surface, whereas light elements such as Si result in
larger interaction volumes limiting the spatial resolution for a given accelerating voltage.
In addition, some secondary electrons are generated by backscattered electrons producing
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a wider background signal. However the primarily factors determining is associated with
secondary electron image resolution are the incident electron voltage, probe size and the
< 5 nm escape range [83].
2.9.2 Energy Dispersive X-ray Spectroscopy
Electrons will lose some energy in electron-electron collisions. An incident electron will
cause an electron in a given atomic energy level to be excited into a higher energy state.
The hole left behind will be immediately filled by another electron in a higher energy
state and that too will leave behind a hole and so forth causing a cascade of transitions.
These transitions will each emit an X-ray equal to the difference between energy states.
The transitions follow rules based on several quantum numbers and their probability is
dictated by Fermi’s golden rule [15].
The X-ray is called a characteristic X-ray because such transitions have unique ener-
gies associated with energy level transitions in each atomic species. Useful characteristic
X-rays are between 0.2− 20 keV so a (S)TEM is capable of exciting the whole spectrum
from an area selected by the incident electron beam. Energy dispersive X-ray spectroscopy
(EDX) cannot directly distinguish between the different chemical states associated with
the same element.
The formation of X-rays causes an apparent spread in the beam within the specimen,
especially in thick materials [83]. This is because the X-ray signal has a relatively low
spatial resolution compared to the electron signals, especially for bulk samples due to the
large excitation volume into the sample for X-ray generation and escape. Using thin films
limits the lateral spreading.
2.10 York-JEOL Nanocentre Resources
The SEM used during this project was a FEI-Sirion equipped with a field emission gun.
The microscope can usefully operate between 5− 30 kV. A new Thermo silicon drift
detector was used for EDX analysis. The SEM was equipped with a secondary electron
detector and offer a resolution of 2 nm.
A conventional TEM in the form of a JEOL 2011 (upgraded JEOL 2010) with a LaB6
filament was used principally for sample screening and tasks that did not require the use of
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the aberration corrected TEM. This TEM has a resolution of about 0.2 nm. It has a variety
of convergent beam modes in the form of EDX, CBD and NBD modes which are useful
for small area diffraction. A conventional Thermo liquid N2 cooled Si(Li) thin window
EDX detector was used for chemical analysis. The CCD was a Gatan Multiscan 794 with
1024x1024 image resolution. A standard JEOL single tilt holder and a JEOL double tilt
holder were compatible. Maximum tilt range was 25◦ in the X and Y axis with a standard
JEOL double tilt specimen holder in the narrow gap ultra high resolution objective lens.
The Schottky FEG equipped aberration corrected (S)TEM was a first generation JEOL
2200FS equipped with CEOS aberration correctors on the probe forming and post spec-
imen objective lens with an Omega in-column electron energy loss spectrometer (EELS)
and imaging energy filter. A Thermo Si(Li) window EDX detector for chemical mapping
and X-ray spectroscopy was also available. This particular 2200FS had an extra wide pole
piece gap which allowed a Gatan 628 single tilt heating holder to be used in addition to the
default JEOL single and double tilt holders. Aberration correction preserved the< 0.1 nm
resolution. This microscope was modified by Professors Boyes and Gai such that environ-
mental (S)TEM is possible [72, 84]. The modifications are described elsewhere [73]. The
camera used was a Gatan Multiscan 894 with 2048x2048 image resolution.
2.11 Microscope Methodology
2.11.1 TEM and HRTEM
The JEOL 2200FS was aligned each morning using a reference sample in the form of Au
nanoparticles on thin C films. The thin-C films were prepared by Mike Walsh [85]. Thin-
C (2 nm) films are prepared by floating the mica supported thin films (Agar 116-1) on
distilled water. The floating films are then fished out with a holey-C grid held by tweezers.
This causes the holes in the grid to be coated by the thin C film. A diluted suspension of
Au nanoparticles were then deposited onto the grid. The thin-C minimised background
noise from the film, maximising the resolution of the nanoparticles to aid the alignment
of the microscope. Detailed studies of this model catalyst can be found elsewhere [9].
The JEOL 2011 was aligned during the session with ordinary samples, which in the case
of this thesis largely contained holey-C films. The alignments below describe a general
alignment procedure which is relevant for both the 2200FS and 2011. Differences in
alignment procedure between the two microscopes are outlined where required.
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The specimen was first put into focus by using the height controls. When in focus, the
image showed minimal contrast. It was important that this alignment was done with ∆f =
0, i.e. at the default objective lens current. On the 2200FS, the standard focus button was
pressed to ensure this. On the JEOL 2011 no such button exists but there is a DV value
which represents how far away from standard current the objective lens is. The defocus
knob was adjusted so that DV went to 0. The magnification was then switch to and from
one magnification to another. This caused ∆f to reset to zero whilst DV remained 0.
Before describing more alignment procedures, it is important to note that between each
set of lenses there are a series of deflector coils which tilt and shift the beams at various
points. They are not shown in Figure 2.3. Only the alignment coils above the specimen
plane are described here in detail since they effect the resolution of the microscope. These
are referred here to as the gun alignment coils (beneath the gun) and beam alignment coils
(beneath the condenser lenses). These are required because the physical alignment of the
lenses in the microscope is not perfect. A lateral shift cannot be directly induced in an
electron beam hence it must be deflected first by a tilt coil at an angle to the shift coil
which then introduces lateral shift, after which a reciprocal tilt restores the beam direction
to the axis.
Gun and energy filter alignment was maintained by Dr Leonardo Lari on the JEOL
2200FS. On the JEOL 2011, sometimes the gun needed realignment. This was done by
converging the beam to a point using the largest spot size. The beam shift coils were then
neutralised and if needed, the beam was shifted to the centre using the gun shift controls.
The filament current was then turned down so the filament was visible. When aligned, it
should look like a symmetrical cats eye, when it wasn’t it was adjusted using the gun tilt
controls. The filament was then resaturated. The smallest spot was then selected whilst
the beam converged. If it was not centred then the shift coils were used to centre it. The
oscillation to the smallest and largest spot size was repeated until the beam at both spot
sizes were in the centre of the screen.
The converged beam was occasionally elliptical due to the presence of condenser astig-
matism (especially after the above alignment). This was adjusted by using the condenser
astigmator coils to make the beam round again. After this, the alignment of the condenser
aperture was checked. The beam was repeatedly converged and expanded by adjusting
the final condenser lens current (often called brightness) and when it did not expand con-
centrically from the centre, then the aperture position was adjusted. If the beam went off
centre when converged, it was beam shifted to the centre. This was repeated many times
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until the beam remained stationary in the centre of the screen and optic axis during focus.
Another important alignment was the synchronisation of the beam tilt and shift coils,
this alignment is sometimes called the pivot point alignment. The tilt adjustments ensures
that the beam alignment coils tilt axis is aligned with the sample plane so the beam does
not move whilst tilting. The shift adjustment ensures that the beam does not tilt during
shifting. For the tilt adjustment, the TEM beam was converged at 400K. The tilt wobbler
was activated in the X direction first. The beam would split into two if the alignment was
not good. If required, the two beams were merged into one by adjusting the tilt shift and
deflector coils for X . The same was repeated for Y . The shift compensator alignment
is similar but is done in diffraction mode instead. In diffraction mode, the spots should
appear sharp and rounded. This was checked by obtaining a diffraction pattern from an
amorphous area or over a hole to ensure a crystal did not influence the diffracted spot
shapes. In the case the central spot looked elliptical, the intermediate lens astigmatism
was corrected using the intermediate astigmator controls.
To ensure there is no rotation caused by changes in accelerating voltage, the voltage
centre is then aligned. The voltage centre was aligned by enabling the objective lens wob-
bler. If not aligned then one side of the beam would rotate more so than the other. It
was adjusted by using the deflectors to ensure the rotation centre was at the optic axis.
Following on from this, the beam tilt was adjusted to ensure the beam was parallel to the
specimen. This was done with the aide the HT wobbler. If the specimen is not illuminated
with a parallel beam then the image contrast would oscillate in one direction to another
meaning the beam tilt was not parallel. This was adjusted by using the upper-beam de-
flector controls (labelled Bright Tilt) to minimise the image contrast oscillations. When
entirely parallel, the image contrast will still adjust but it is as if ∆f is being changed only.
This alignment is useful for dark field imaging [15] where the Dark Tilt button can be used
to achieve a slightly different tilt condition to the normal alignment in order to position a
selected diffracted beam on the optic axis and allows convenient switching between bright
and dark field imaging modes.
Astigmatism in the objective lens was corrected using the CEOS aberration correc-
tion software on the JEOL 2200FS. This was done manually using the arrow keys. The
correction allows the objective lens current to remain constant through-ought the process
reducing the likelihood of reintroducing stigmatism. On the JEOL 2011, astigmatism was
corrected using the astigmator coils. In both cases, a region of amorphous C was imaged
at magnification of 400 K. When in focus, the FFT of the amorphous carbon should appear
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Figure 2.8: CEOS aberration correction software screenshots showing (a) the phase trans-
fer, (b) TEM FFT tableau and (c) HAADF-STEM overfocused probe tableau. Upper and
lower LHS values in (a) correspond to the inner and outer angle respectively and the upper
and lower RHS values in (a) are the recommended corrections needed to improve the inner
and outer angles respectively
as a diffuse circle but this is sometimes difficult to see. It is best to have the C slightly out
of focus to see the rings. This is done using the specimen height controls. It is preferable to
adjust the FFT when underfocused so that the beam converges and in this case increasing
∆f will bring the film into focus.
The reference sample was used to correct the objective lens aberrations in combina-
tion with the CEOS software on the JEOL 2200FS. The CEOS software required that the
FFT of the amorphous carbon show approximately five rings for accurate correction. The
electron beam at this point must converge so the sample needed to be underfocused but at
∆f = 0 to ensure that the objective lens current remained constant through the process.
The specimen height was adjusted to generate at least five well defined rings on the FFT
which corresponded to approximately −200− 300 nm effective defocus.
The CEOS aberration correction software corrects aberrations by acquiring and pro-
cessing a tableau of FFTs, each at a slightly different beam tilt. This is shown in Fig-
ure 2.8(b). A phase plate is generated from this tableau as shown in Figure 2.8(a). The
phase transfer should appear flat in its centre and should be symmetrical. The software
recommends two corrections (one for inner and one for outer angle) by displaying certain
aberration coefficients in the phase plate image. The respective button is pressed to correct
the astigmatism. A continuous image of the FFT was then used to correct any astigma-
tism introduced by this correction and the tableau process was repeated. This process
was repeated over several iterations to achieve a flat phase transfer and a good inner and
outer angle such as the one shown in Figure 2.8(a). The aberrations were corrected such
that the aberrations had values similar to Table 2.1 upon recommendation from CEOS
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Table 2.1: Typical aberration coefficient values for TEM and STEM
Aberration Coefficient Aberration Name Recommended Value
A1 Astigmatism (Two-fold) < 5 nm
A2 Astigmatism (Three-fold) < 20 nm
A3 Astigmatism (Four-fold) < 1 µm
B2 Coma (two fold) < 20 nm
B3 = S3 Coma (three fold)/ Star < 1 µm
C1 Defocus < 5 nm
C3 = Cs Spherical Aberration ≈ −1 µm
and with a symmetric phase transfer. The aberration coefficient labels follow the Haider
notation [86].
During operation, care was taken not to adjust the magnification unnecessarily because
changes in the lens configuration can often introduce astigmatism. On the JEOL 2200FS
a rotation occurred at 800K and 1M. On the 2011, the rotation occurred at 120 K. These
rotations cause the image to be rotated with respect to the diffraction pattern but this was
taken into account by using a reference sample in the form of MoO3 crystals. The crystals
grow long along [0 0 1].
Typical exposures when recording TEM images were approximately 1 s to minimise
the effects of specimen drift if present. Diffraction patterns were recorded with a wide
range of exposures but usually not greater than 10 s to prevent radiation damage to the
CCD. SAD patterns from large crystals were recorded with exposures less than 1 s. Dark
field TEM images were recorded with long exposures up to 60 s depending on the intensity
of the diffracted beam of interest.
High magnification calibration was done by Leonardo Lari and was carried out by
imaging Si dumbbells in [1 1 0] (see for example [32]). Lower magnifications were cali-
brated by JEOL engineers.
2.11.2 Diffraction Modes and Techniques
Aside from intermediate astigmatism already described, it may be possible that the projec-
tor lens deflectors occasionally needed adjusting. Misalignment here caused the diffraction
pattern to be projected off the optic axis of the microscope.
Diffraction mode has its own focus adjustment. This is done by inserting an objective
aperture such that the outline of the aperture can be clearly seen and adjusting the bright-
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ness (convergence of the beam) such that the diffraction pattern shows clear, sharp spots.
This process was essential for high quality dark field TEM imaging since it ensures that
the objective aperture is focused onto the back focal plane (reciprocal space).
SAD (and NBD) patterns were calibrated by using an Al calibration specimen which
consists of polycrystalline Al thin films which produced a well defined ring pattern. The
diffraction patterns at a given camera length can be calibrated by comparing to diffraction
patterns of the Al calibration sample which has well known lattice parameter (0.405 nm)
and hence spatial frequencies.
NBD mode is essentially the same as TEM mode but there is more control over the
convergence angle of the converged beam. Switching from TEM to NBD often required a
dedicated alignment as described above. The most dramatic alignment is the adjustment
of the beam tilt which often required several turns in coarse mode of the deflectors. Spher-
ical aberrations cannot be corrected in this mode but astigmatism can. Once NBD was
aligned, switching to and from NBD to TEM was straightforward but after a few days of
non-use NBD mode requires realigning. To achieve a parallel beam suitable for individ-
ual nanoparticle analysis, the smallest condenser aperture was used. The small aperture
introduces Fresnel fringes into the image of the aperture and it can be quite difficult to see
nanoparticles.
2.11.3 STEM
On the York JEOL 2200FS, switching to TEM and STEM required alignment and it does
not reach full stability for a few days. For this reason, the 2200FS was operated in TEM or
STEM for weeks at a time with dedicated time for switching. This was done by Leonardo
Lari, who also maintained most of the major alignments such as gun alignment. STEM
alignment required that TEM mode was reasonably aligned too. Aberrations (spherical,
astigmatism etc) were corrected daily by the user as described below.
A dedicated alignment sample was used which was prepared by Mike Walsh [85]. It
is a standard holey-C grid coated with a pre-made solution of nanoparticles to produce a
densely populated specimen. Ligands in the solution prevented build up of the nanoparti-
cles.
To align STEM and correct aberrations, a Ronchigram was generated. This was done
by removing any condenser aperture and focusing the specimen by adjusting the specimen
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height at ∆f = 0 to ensure the probe forming lens remains at its default value. At slight
underfocus, the shape of the Ronchigram is well defined and it shows an infinite magnifi-
cation image at its centre which can often show the nanoparticles crystal structure [41,63].
Aberrations are first corrected manually using a slightly underfocused Ronchigram at
> 1 M. The round nanoparticles on the alignment specimen allow aberrations such as
astigmatism and coma (beam tilt) to be detected easily by eye. If coma aberration (B2)
was present the Ronchigram would appear lopsided. It was corrected using the bright tilt
controls.
If the nanoparticles appeared elliptical or stretched when near focus this meant there
was astigmatism (A1). This was corrected manually using the CEOS aberration correction
software. This step and the previous step required several iterations since adjusting B2
effects A1.
Higher aberrations were corrected using the CEOS aberration correction software. ∆f
was set to 0 if required and the specimen adjusted as necessary so the Ronchigram was
in focus. Also, the values for the bright tilt lens settings were synchronised with the cor-
rections by pressing the DP12 button in the CEOS aberration correction software window.
Magnification was set to 600 K and condenser aperture 4 was inserted. A scan was ini-
tiated using the CEOS aberration correction software with the HAADF detector in place
using a camera length of 30 cm.
The software is similar to the TEM version but instead of acquiring FFTs, probe im-
ages were acquired. The overfocused probe image tableau is shown in Figure 2.8(c).
Residual astigmatism or small adjustments to the focus were made by using the aberra-
tion correction software when viewing continuous overfocused and underfocused images
of the probe. Higher order aberrations were computed by acquiring both an underfocused
and overfocused probe tableau. After this, the software generated a phase transfer for in-
spection. The process from here was similar to the TEM correction method described in
the previous section. After a few iterations of correcting the aberrations, the phase transfer
should ideally appear symmetrical with an inner angle of at least 19 mrad and an outer
angle of at least 50 mrad. An example is shown in Figure 2.8.
Typical corrected aberration coefficients were similar to TEM and are shown in Ta-
ble 2.1 on page 47. STEM images were taken using either 512x512 or 1024x1024 scans.
Pixel dwell times were approximately 10 µs although this was adjusted in-situ depending
on the magnitude of specimen drift which is described below. Assuming a 1024x1024
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image at 10 M magnification, typical step sizes were 0.014 nm, at 6 M, typical step sizes
were 0.023 nm. In the 10 M case, approximately ten pixels corresponded to the width of
the FWHM of a typical line scan from a single Pt atom (see chapter 6).
2.11.4 E(S)TEM
To achieve maximum resolution, spherical aberrations and higher order aberrations are
corrected using the reference samples in the standard tilt holder in vacuum. Operating
wise, aside from injecting the gas, E(S)TEM is virtually identical to ordinary (S)TEM but
there are a few extra challenges described below.
Specimens in the heating holder were held by two washers, one above and one below
but its internal components and the TEM grid itself heat up during operation and expand.
This introduces significant specimen drift. Therefore, when a specific temperature was
reached, at least 10 minutes was required for it to stabilise. Specific heating experiments
are described in more detail in chapters 6 and 7 but the temperature of the heating holder
was set by adjusting the current flowing through it. The Gatan power supply was used in
chapter 7 for ETEM but an alternative was used as described in chapter 6 for ESTEM.
The temperature of the heating holder had been calibrated in vacuum and in H2. Using
the default Gatan Power supply, which also shows the temperature readings, the current
was increased gradually (over 2-5 minutes) to a specific current. Temperatures had been
calibrated with respect to the current flowing through the holder by recording the temper-
atures measured by the Gatan power supply. This was repeated in H2. The temperatures
were recorded after several iterations of increasing the current to ensure that the temper-
atures are genuine. It is believed that the gas will cool the specimen and also the holder,
so the readings at a given current in gas are slightly less than recorded in vacuum. The
calibrations allowed another power supply to be used since the temperature is known at a
given current setting.
Gas was inserted at different points in the experiment as described in chapter 6 and 7.
The gas system was prepared before the in-situ experiment began such that the gas lines
had been purged. The gas lines were pumped out for 10 minutes before use.
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Chapter 3
Structure and Catalytic Activity of
Nanoparticle Catalysts
3.1 Structures of Metal Nanoparticles
3.1.1 Nanoparticle Shapes
As with any physical system, a nanoparticle will want to be in the lowest possible energy
state, therefore it will attempt to shed its free energy. Free energy is usually defined in
terms of the Gibbs free energy G which is given by [87]
G = PV − TS (3.1)
where P is the pressure, V is the volume, T is the temperature and S is the entropy.
Volume and pressure are fixed since a nanoparticle of a given size will occupy a given
volume thus the minimisation of G comes from the TS term. In physical terms, the Gibbs
free energy is the amount of energy that is available to do work in a system at constant
temperature and pressure. A negative free energy implies that a reaction is spontaneous
and will release energy.
Over 100 years ago, Wulff equated the free energy to a shape comprised of multiple
facets each with their own surface energies, such a shape became known as the Wulff
construction [89]. The basic concept behind the Wulff construction is that the surface
energy density of a facet γi is related to the distance between it and the centre of the
nanoparticle hi according to the relationship
γi/hi (3.2)
which is the result for a nanoparticle with anisotropic surface energies. If it were isotropic,
then nanoparticles would be perfect spheres. The angle at which the nanoparticle makes
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Figure 3.1: Diagrams showing the (a) Wulff construction concept, (b) Winterbottom/
Wulff-Kaischew construction and (c) the wetting concept. These diagrams are based on
the equivalent diagrams in Henry’s nanoparticle morphology review paper [88]
(a) (b)
Figure 3.2: Schematic diagrams showing the difference between the 2D raft structure (a)
and a conventional 3D cluster (b)
contact with the support at equilibrium is defined as the contact angle θw which is defined
by Youngs equation as [88]
γs = γm cos θw + γms (3.3)
where γs, γm and γms are the surface energies of the support, metal and metal-support
interface. These energies can be related to the adhesion energy Ead which is the energy
(work) required to form a particular surface and is the same as the amount of energy
required to hold one surface to another. Ead is defined as [88]
Ead = γs + γm − γms (3.4)
By combining (3.3) and (3.4) it is possible to derive a link between Ead and θw to yield
Ead = γm(1 + cos θw) (3.5)
which is known as the Young-Dupre´ equation. A nanoparticle that is a perfect sphere on a
support is then said to be a droplet like object on a non-wetting surface because the contact
angle is 0. A nanoparticle that has a contact of 180◦ on the other hand will have spread
into a 2D arrangement of atoms sometimes called a raft [59, 90, 91, 92, 93]. Figure 3.2
shows the difference between a raft like cluster and an ordinary one.
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Table 3.1: Examples of Wulff equilibrium shapes and the type and number of enclosing
faces
Shape {1 1 1} Faces {0 0 1} Faces {1 1 0} Faces
Tetrahedron 4 0 0
Octahedron 8 0 0
Truncated Octahedron 8 6 0
Cuboctahedron 8 6 0
Cube 0 6 0
Truncated Cube 8 6 0
The Wulff model predicts a truncated octahedron as the default equilibrium shape for
any fcc metal nanoparticle where the surfaces energies follow the order γ110 > γ001 >
γ111 [94]. Table 3.1 tabulates some of the expected equilibrium shapes and the number of
facets each one has.
The Wulff model does not take into account the free energies associated with corner
and edge atoms and assumes an unsupported nanoparticle. Various modifications were
made to the Wulff model to account for the support. One such modification is the Wulff-
Kaischew model which models the interface between the support and nanoparticle as
equivalent to a truncated face as shown in Figure 3.1(b). In this model the relation between
surface energy and distance to the centre of the nanoparticle is more complicated [88]:
∆h/hi = Ead/γi (3.6)
where ∆h is the distance from the symmetric outline of the nanoparticle to the truncated
surface at the interface (shown in Figure 3.1(b)) and Eadh is the adhesive energy between
the nanoparticle and support which is equivalent to the amount of energy required to sep-
arate the nanoparticle from the support at infinite distance [88]. The Wulff-Kaischew
model (3.6) assumes that the support and the nanoparticle have the same structure. An-
other, more refined model was proposed by Winterbottom [95] by introducing the wetting
concept which is shown in Figure 3.1(c).
The Wulff and Winterbottom constructions are consistent with observed nanoparticles
larger than 10 nm [20]. Observed Pt shapes include: truncated octahedra, octahedra, tetra-
hedron, cuboctahedra, cubes and truncated cubes [96, 97]. Pd nanoparticles are observed
to be similar if they are larger than 10 nm [98, 99].
Below 10 nm, additional structures not predicted by the normal Wulff and Winterbot-
tom models have been observed [20]. Shapes such as icosahedra, decahedra and other
twinned structures have been reported [20, 88, 100, 101, 102, 103, 104]. The appearance of
such structures have often been attributed to the importance of edge and corner atoms [20].
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Figure 3.3: Diagram showing the most stable Pt nanoparticle shapes as predicted by Chep-
ulskii et al [108]
Perhaps the most profound example of exotic nanoparticle structures was the five fold
twinned Au nanoparticles discovered by Ino and Allpress [100] and Sanders [105] using
TEM. Nanoparticles that contain more than one twin are often called multiply twinned
particles (MTPs).
A model for MTPs was proposed by Yang by modelling the nanoparticle as an arrange-
ment of multiple tetrahedral units [101]. The tetrahedral units however did not fit together
so a small gap was left as predicted thermodynamically. It is believed that the nanoparticle
fills this gap by inducing strain in the structure so the the gap is filled and the nanoparticle
is bound by {1 1 1} facets [106]. The nanoparticle does not have sufficient energy to re-
move the twins, so they remain at the expense of some free energy to form the shape. As
a result, decahedral and icosahedral nanoparticles are stable structures [101, 107].
Modern density functional theory (DFT) calculations suggest that the equilibrium
shape of very small nanoparticles can take a wider variety of nanoparticle shapes [108].
For example, Chepulskii et al demonstrated that in the size range 1.12− 1.57 nm Pt
nanoparticles are more likely to form tetrahexahedron, octahedra or truncated octahedra.
Below 1 nm, the tetrahexahedron is most stable, followed by the octahedron and cube.
The most stable shapes proposed by Chepulskii et al are shown in Figure 3.3. They note
that bulk surface energies are only relevant for nanoparticles larger than approximately
1.5 nm.
There does not seem to be any reports, either experimentally or theoretically of small
(< 5 nm) twinned Pt nanoparticles although advanced synthesis techniques have encour-
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aged the formation of twins leading to branched Pt structures [109]. Pd twinned nanoparti-
cles have also been synthesised [99]. During heating, Pd nanoparticles are known to form
twins [88] but there are no detailed reports on twinning trends in Pt nanoparticles during
thermal treatment.
A twin is a grain boundary that may have been formed by a deformation or transfor-
mation event or during the crystal’s growth. A deformation twin arises when homogenous
shear causes one part of a crystal to be shifted such that it is in a different orientation
than the other but it still retains its original crystal structure [110]. A transformation twin
occurs when a crystal is subjected to a sudden change in temperature or pressure.
Twins can also arise during crystal growth [111]. This can occurs when a new crystal
is grown on-top of an existing crystal. The atoms of the growing crystal may share the
lattice of the original crystal and may be in a slightly different orientation leading to a
twin. Typical growth twins include contact twins and penetration twins [111].
Pt and Pd have considerably higher stacking fault energies than Au [112] and they are
more likely to stabilise full dislocations as opposed to partial dislocations (such as either
side of a stacking fault) [112]. Consequently, Pd and Pt have higher surface energies than
Au and Ag. According to Cai et al, the stacking fault energy of Pt is reduced by atom
relaxation but the effect is not significant in other metals [113]. Despite the high stacking
fault energy, stacking faults (and twins) have been observed in small Pt nanoparticles,
perhaps influenced by the expanded interatomic distances [114].
In the simplest fcc case, a twin boundary is like a mirror. Deformation twins are more
likely to form in materials with low stacking fault energies such as in Au and Ni [112].
For fcc materials, the preferred twinning plane is {1 1 1}.
3.1.2 Lattice Parameter of small Nanoparticles
Various groups report that the lattice parameters of fcc metal nanoparticles less than 10 nm
in size are different to those at bulk scale. The general consensus is that the lattice param-
eter of fcc metals contracts at the nanoscale including Ag, [115, 116, 117], Au [118, 119],
Pt [119, 120] and Cu [120] but for Pd the lattice parameter has been reported to increase
with decreasing size [121, 122].
The expansion of lattice parameter in most metals has been attributed to the effect of
surface stress [123] but Lamber et al reported a contraction in lattice parameter for Pd
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using electron diffraction and suggested an alternative mechanism [124]. They believe
that previous reports of an expansion (of Pd) was due to the uptake of impurities into the
Pd structure [124]. Li et al reported a contraction for 5 nm fcc Au nanoparticles but a
expansion at higher temperatures [125].
Du et al found using HRTEM that surface Pt atoms are strained [114] with the inter-
atomic Pt-Pt distances elongated but atoms on surface steps were closer to each other in
Pt nanoparticles supported on amorphous C. They utilise the HRTEM images for lattice
parameter investigations suggesting that the lattice has expanded by 1.3 – 4.8 % but in
different directions suggesting a tetragonal distortion [114]. They believe this is because
O is adsorbed on the surfaces from synthesis [114].
It is believed that surface stress plays a key role in nanoparticle equilibrium shapes and
it has been incorporated into the Wulff model by many groups. In a more recent simula-
tion of Pt nanoparticle shapes, Chepulskii and co-workers reported a strong dependance on
lattice parameter for nanoparticles below 3 nm because of surface tension [108] through
ab-initio DFT calculations. These simulations did not include effects of edge or corner
atoms. From this work they found that the most stable structure at 1.57 nm was the oc-
tahedron but between 1.46− 1.57 nm the more exotic tetrahexahedron becomes the most
stable shape as shown in Figure 3.3.
Another simpler model has been proposed by Qi et al that models the free energy of
a spherical contracting sphere [126]. The result of their model is the lattice change ∆a is
related to the nanoparticle radius r according to the relation
∆a
a
=
(1− )r − r
r
(3.7)
where  is a constant which is given by [126].
 =
1
1 + 2Gs
γ
·R ·α
1
2
Qi
(3.8)
where γ is the surface free energy, αQi is a constant which takes into account the non-
spherical nature of the nanoparticles shape and Gs is the shear modulus.
Investigations of nanoparticle lattice parameter have been primarily done with XRD
using unsupported metal powders [125, 127] and electron diffraction (mainly SAD) using
C film supported nanoparticles [124, 127]. Some groups have used HRTEM techniques
to investigate lattice parameters but some believe that this method can be unreliable (see
page 31).
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(a) (b) (c)
Figure 3.4: Ball models showing the arrangement of two metals in a bimetallic system
with (a) being random, (b) ordered and (c) core-shell mixtures
3.1.3 Bimetallic and Alloyed Nanoparticles
In general, the structure of bimetallic nanoparticles depends on the alloy. Pt–Pd are in
the same group in the periodic table and nanoparticles have virtually identical structures
to their monometallic counterparts. Pt-Sn nanoparticles on the other hand can display a
range of different structures because of the different groups the two materials are in.
An additional factor in describing their structure is the arrangement of their constituent
elements. There are three main solutions/alloy types: random, ordered and core-shell
which are shown pictorially in Figure 3.4.
Strain is introduced in alloys depending on the size of the two mixing atoms. In the
case of Pt and Pd, their atomic radii are 138 pm and 137 pm respectively. Nanometre
sized alloys of Pt and Pd have been observed to retain their fcc structure with the bimetal-
lic structures almost identical in terms of atomic plane separations to their monoatomic
counterparts [128]. In general, Pt-Pd nanoparticles are reported as having virtually identi-
cal structures to their monometallic counterparts.
There is considerable literature on bimetallic nanoparticles for use in magnetic appli-
cations. Alloyeau and co workers have found that shape in addition to size plays a role
in the order to disorder of CoPt nanoparticles [129]. This group used a variant of NBD
to analyse over 100 nanoparticle diffraction patterns. Their experiments and associated
Monte-Carlo simulations indicate that decreases in nanoparticle diameter leads to a de-
crease in the order-disorder temperature.
Vegards law predicts that an alloy’s lattice parameter will increase linearly with in-
creasing composition of one element, mathematically, it is given by the formula for an
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alloy of type AxB1−x (x is %) [130]
aAB = xaA + (1− x)aB (3.9)
where aA and aB are the lattice parameters of materialA andB respectively. In the case of
Pt-Pd, the lattice parameters are so similar that it will be difficult to detect any changes in
composition using diffraction. However, the law could be used to find anomalies in alloy
compositions.
Tsen and coworkers investigated the practicality of HRTEM for investigating the lattice
parameters of alloys and bimetallic nanoparticles [131]. They used a conventional 400 kV
TEM with multi-slice simulations to deduce that 3 nm diameter nanoparticles could have
their composition deduced to within ± 3 % as long as the constituent element lattice pa-
rameters were within 3 % of each other. They conclude that the accuracy of this procedure
relies on statistics and that more accurate results can be achieved by taking more speci-
mens. The nanoparticle specimens in this case were a set of three specimens: Au and Pt,
Au90Pd10 and Au10Pd90 and finally Au80Pd20 and Au20Pd80.
Both Pt and Pd have slightly different chemistry with regard to reactions with O so
quantifying the distribution of both metals in a nanoparticle is important especially at the
surface [128]. The similar size of Pt and Pd means that random distributions of both are
most likely [128]. However, special synthesis methods can lead to core-shell nanoparticles
[132, 133]. The latter reference reports synthesising predominant Pt shells surrounded by
a thin Pd layer.
3.1.4 Metal-Support Interactions and Interface
Nanoparticle catalysts rarely exist on their own. When nanoparticles are loaded onto a
support, often a metal-oxide, such as Al2O3 or SiO2, bonds form between the nanoparticle
and support. A term dubbed the metal-support interaction is used to express the chemical
and physical changes the support induces in the nanoparticle. This interaction is important
because it influences nanoparticle morphology, activity and ageing mechanisms [134,135,
136, 137, 138].
The most widely reported metal-support interaction is that with cubic TiO2, originally
reported in detail by Tauster [139]. Unlike SiO2 and Al2O3, TiO2 is reducible. Tauster et al
reported that only reduced TiO2 was able to migrate onto the metal nanoparticle surfaces
with no indication that nanoparticle size played a role in this migration. They did find that
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the surfaces on the nanoparticles needed to be flat [139]. Another group timed that it took
just 120 s to cover a 0.3 nm thick Pt film with a monolayer of TiOx [140].
Various groups have reported different activities for the same metal loaded on different
substrates [137]. For example, using XPS, Fleisch et al reported that Pd nanoparticles
loaded on La2O3 displayed signs of electronegativity with increasing particle size leading
to changes in the chemical state of the Pd nanoparticle [136]. On SiO2 the same group did
not observe the same trends [136]. This effect has been linked to the exchange of charge
between larger nanoparticles and support on Al2O3 [141] but not for smaller nanoparticles.
It is believed that nanoparticles supported on acidic supports (such as Al2O3) are elec-
tron deficient because of interactions at specific sites between the nanoparticle and the
support [91]. This causes nanoparticles to acquire a net positive charge but only if the
size of the nanoparticle is small (approximately 1 nm) [91]. Large nanoparticles do not
exhibit a similar deficiency because there are too many atoms to share out the excess pos-
itive charge. It is believed that the acidic nature of the support gives rise to the oxidation
resistant properties of some small loaded metal nanoparticles because there are not enough
electrons to absorb O onto their surface [91]. Other groups, using band energy arguments,
suggest that specific interactions lead to the removal of electrons from the metal nanopar-
ticle, thus removing electrons from being able to form bonds. Therefore, it is believed that
small nanoparticles will be resistant to oxidation.
γ-Al2O3 has surface defects. Several groups have observed single atoms of Pt and
2D clusters located on the supports composed of this material [142, 143]. Sohlberg et al
believes that Pt3 primers attach to O terminated γ-Al2O3 {1 1 0} around a cation vacancy
[143]. Figure 3.5 shows their HAAD-STEM image and corresponding models. Kwak
et al believe that unsaturated Al3+ centers on the γ-Al2O3 surface are responsible for the
stability of Pt rafts [92].
3.1.5 Structures of Al2O3
Al2O3 in its natural form is often called corundum but it is not popular as a catalyst support
because it has low surface area. This form is known as α-Al2O3. High surface area forms
of Al2O3 can be easily produced. The most common high surface area form is γ-Al2O3.
It is widely used as a catalyst support in a variety of applications including automobile
exhaust control [144, 145] and the chemical industry [146, 147]. γ-Al2O3 also has the
lowest surface energy of all Al2O3 phases [148, 149] and for certain reactions it is acidic
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Figure 3.5: Reproduced images from [143] showing (a) HAADF-STEM image of Pt3
primers, (b) edge view of the γ-Al2O3 {1 1 0} surface and (c) a 3D model. The Td la-
bel refers to a perfect cation vacancy and the triangle refers to the location of H bonded
preferentially to O atoms. The X denotes where the surface is O terminated
[91]. γ-Al2O3 is usually prepared by dissolving a precursor such as boehmite (AlOOH)
and calcining afterwards [150] to form the desired Al2O3 phase.
Assuming γ-AlOOH is the precursor, then the γ, η δ and θ phases could coexist de-
pending on the precursor treatment temperature and time [150,151]. The γ phase is usually
described as cubic [150,151,152]. However, some groups report that the γ phase can have
tetragonal distortion when prepared from γ-AlOOH [153, 154, 155]. The δ phase is de-
scribed as tetragonal [156] or orthorombic but there is debate as to whether the tetragonal
δ phase actually exists or if there is a another intermediate phase such as the γ′ phase pro-
posed by Paglia et al [157]. The θ phase is orthorhombic [150] and it has been confirmed
as a separate phase. Variations of the θ phase, θ′ and θ′′ have been identified but these
have been found only by using different synthesis techniques. The hexagonal α phase
(corundum) is formed only at 1200 ◦C.
In general, the γ and η phase is described as a defect spinel structure (MgAl2O4) where
vacancies occupy cation sites. There is some debate (experimental and theoretical) about
where the vacancies are located: tetrahedral sites [156], octahedral sites [158, 159, 160]
or a mixture of both [161]. In addition, there are reports of pentahedral cations by a few
groups [161,162]. Repetitions of the different vacancies in different directions is believed
to be responsible for the complex structure of Al2O3 phases. Paglia et al have proposed
that γ-Al2O3 has 1 nm scale structure suggesting that a given 1 nm sized area will consist
of multiple structures [163].
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Figure 3.6: Examples of SAD patterns from large crystals of a γ-Al2O3 catalyst. The
lower crystal in the TEM image in (a) is indexed as γ-Al2O3 [0 0 1] in (b) but the upper
crystal in (a) is indexed as δ-Al2O3 [1 1 0] in (c)
Regarding γ-Al2O3, there are several types of distinct reflections that can be observed
in an electron diffraction pattern. As described by [153], the first type are the h+ k + l =
2n reflections which originate from Al in tetrahedral positions. These are diffuse and often
streaked. The h + k + l = 4n reflections are sharp and originate from the O sub-lattice.
The h + l = even reflections are diffuse and originate from a mixture of tetrahedral and
octahedral Al. Similar rules are observed for the δ phase.
Figure 3.6 shows some examples of SAD patterns of two joint Al2O3 crystals. The
first diffraction pattern is indexed as γ-Al2O3 [0 0 1] and the second is indexed as δ-Al2O3
[1 1 0]. The reflections in the δ pattern are well defined whereas the ones in the γ pattern
are broad. Various groups have noted that δ is more ordered than γ [153, 157].
Deducing nanoparticle-support relationships using γ-Al2O3 supports is a challenge be-
cause it is difficult to deduce the local structure of the support. Commercial γ-Al2O3 tends
to be composed of smaller crystallites which often form porous agglomerates [164]. Al-
though there have been many studies on Pt and Pd-γ-Al2O3 systems, the support structure,
especially on the scale of small nanoparticles < 5 nm, is rarely studied in detail. The use
of nano-area techniques could be used to probe local variations in support structure.
3.2 Catalytic Activity of Nanoparticles
3.2.1 Activation
Catalysts are usually synthesised from a catalyst precursor. The catalyst precursor is chem-
ically sturdier making it more suitable for transport. A particular process, such as exposure
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to H2 and calcination, can be used to prepare the final catalyst. The process by which the
catalyst is prepared ultimately determines its activity because the process is responsible
for the final chemical and physical state. Catalysis is almost exclusively carried out on
surfaces so the structure of the nanoparticle determines its chemical properties. This sec-
tion reviews current knowledge of the origin of catalytic activity of nanoparticles and their
structure.
3.2.2 Heterogenous Catalyst Surface Mechanisms
Heterogenous catalysis occurring over a solid surface in the presence of gaseous reac-
tants has been long studied over the past century [7]. Reactions take place when one or
more reactants are adsorbed (not absorbed) onto a solid surface [165]. The first being
the Langmuir-Hinshelwood mechanism and the second being the Elley-Ridely mecha-
nism [165]. The Langmuir-Hinshelwood mechanism for heterogenous catalysis occurs
when both reactants are adsorbed onto a solid surface which can then diffuse across the
surface and eventually meet and react with each other. The subsequent bond formation
between the two reactants causes the final product to desorb. A general equation can be
written as [165]
A −→ A*
B −→ B*
A* + B* −→ (AB)* −→ AB
where the ∗ denotes that the gaseous species has been adsorbed. The final product is des-
orbed from the surface back into the gas phase. The Elley-Ridely mechanism is similar
to the Langmuir-Hinshelwood mechanism but only one reactant is adsorbed onto the sur-
face. A further mechanism, called the Mars and Van Krevelen mechanism works like the
previous mechanisms but it requires a lattice vacancy [166].
3.2.3 Effect of Coordination Number and Size
Nanoparticles, particularly those of Pt group metals including Pt, Pd and Au, are known
to possess a range of structures at the nanoscale. There are many different reports on the
activity of different size and shape metal nanoparticles for different reactions involving
Pt [167, 168, 169] and Pd [170, 171, 172, 173]. The role of size and structure has been the
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subject of dedicated studies because identity and chemical nature of the active sites and
surfaces has often been ambiguous.
Somorjai and Blakely were amongst the first to propose that sites responsible for H-H,
C-H and C-C breaking on Pt surfaces were imperfections located on low symmetry atomic
surfaces such as the {5 5 7} and {6 7 9} faces [174]. They suggested a link between the
catalytic activity and the coordination number (number of nearest neighbours) identifying
that a kink would have a coordination number of 6 whereas an atom in a close packet
{1 1 1} surface would have a coordination number of 9 [174].
Li et al reported that smaller Pd nanoparticles were more active at catalysing the re-
action between phenylboronic acid and iodobenzene (Suzuki reaction) [175]. They found
that the smallest (3.0 nm) nanoparticles were less active than 3.9 nm particles. They found
3.9 nm nanoparticles to be the most active and 6.6 nm nanoparticles to be the least active.
The group totalled up the number of surface atoms and edge and vertex atoms. They found
a correlation between conversion rate and the number of edge and corner atoms. However,
they believe that the decrease in activity seen in the smallest nanoparticle is because the
reactants become too strongly adsorbed to the surface which results in catalyst poisoning.
Other groups, in similar types of reactions, report a similar correlation [176, 177]. There-
fore at least in organic molecule catalysis the active sites appear to be edge, corner and
kink atoms i.e. low coordination atoms.
The role of low coordination sites for the oxidation of CO has been investigated the-
oretically and experimentally. Grass et al reported that small Rh nanoparticles are more
active for CO oxidation than larger ones. They attribute the increased activity to the abil-
ity of low coordination atoms to encourage the formation of surface oxides [178]. They
concluded that the rapid increase in activity at small sizes was linked to an equivalent
decrease in activation energy. Joo et al on the other hand, report the opposite trend with
Ru nanoparticles [179]. They report that 6 nm nanoparticles have as much as eight-fold
improvement in activity than 2 nm nanoparticles suggesting that the larger nanoparticles
encourage the formation of the active oxide surface layer.
Recently, Wang et al have shown that spherical Pd nanoparticles, with low symmetry
facets which contain kinks, have higher CO oxidation activities than cubic and polyhedral
shaped crystals [170]. Figure 3.7 shows this graphically. It is interesting that there is
almost no activity at temperatures below 200 ◦C for cubic and polyhedral nanoparticles.
Lopez et al reported a direct correlation between coordination number and binding en-
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Figure 3.7: A reproduced graph from Wang et als paper [170] showing CO conversion
activity over three different Pd nanoparticle shapes. Note that the spherical nanoparticle
offers almost 20 % activity at 200 ◦C whereas the other shapes have virtually no activity
at this temperature
Figure 3.8: A reproduced graph from [181] showing difference in available energy states
around EF because of the shift in the d band of differently coordinated atoms
ergy [180] and a direct correlation between CO oxidising activity and size; with nanoparti-
cles above 5 nm having virtually no activity [180] agreeing with previous experiments [8].
Despite there being some debate about the precise origin of the catalytic activity of
different nanoparticles, there is a correlation between low coordination atoms and high
activity. Hammer and Norskov et al unearthed an important link between activity and the
location of the d band centre [182]. The d band is very important in metals because the
Fermi energy, Ef is often located within it. The Fermi level is the energy of the electron
in the highest energy state at absolute zero. In other words, it is the highest energy state
occupied in the systems ground state [11]. Electrons around the Fermi energy can hop to
higher energy states in the d band at room temperature hence why bulk metals conduct at
room temperature. If the d band and the band above it should be separated, then the metal
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Figure 3.9: A reproduced graph from [181] showing the relationship between the change
in chemisorption energy and the d band centre shift for various Pt surfaces
would behave more like a semi-conductor.
According to Hammer et al [181], the d band centre moves towards the Fermi level
as the coordination number of the atom decreases as shown pictorially in Figure 3.8. In
Figure 3.8 there are fewer energy states around Ef for atoms located on hexagonal {0 0 1}
surfaces compared to ones at {11 8 5} kink sites. In the latter case, this means that there
are more electrons available for forming new bonds. Hammer et al further went on to
show a linear relationship between the change in chemisorption strength and the d band
centre d which is shown in Figure 3.9. DFT calculations by Lopez et al give a similar
result for Au [180].
The electronic properties of entire nanoparticles have now been simulated. Sun et al
employed DFT to calculate the band structure of a 1 nm nanoparticle with fcc structure
and an amorphous variant [132]. They found that the fcc nanoparticle had highly localised
hybrid d and sp bands leading to a bandgap with no electrons occupying conducting states
at the Fermi energy, as shown in Figure 3.10(a). Their amorphous nanoparticle on the
other hand had overlapping orbitals resulting in the merging of several bands as shown
in Figure 3.10(b). The results from Wang et al further support the validity of the d-band
model for nanoparticles.
Using the d band model, many groups have shown that the strain which may be in-
duced by the support [183] causes a similar effect [184,185,186,187] to the d band centre
resulting in improved catalytic activity.
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Figure 3.10: A reproduced graph from [132] showing that the available density of states
diminishes in very small Pt nanoparticles relative to bulk
(a) (b) (c)
Figure 3.11: A reproduced figure from [189] showing (a) their models for CO and O2
adsorbed on the Pt nanoparticle surface (blue/grey), (b) the energy required for CO and
O to form a bond and (c) the reaction barrier energy Er and Ed desorption energy plotted
against coordination number
Another factor in nanoparticle activity, particularly for CO oxidation, is the O adsorp-
tion energy. Bilgaard et al calculated O adsorption energies for a variety of metals using
density functional theory techniques [188]. Adsorption energies for Pd and Pt were calcu-
lated to be −1.20 eV and −2.17 eV respectively. For comparison, from the same paper,
the energy for Au was calculated to be 0.54 eV. The negative energies for Pd and Pt im-
ply an exothermic process meaning that O adsorption is spontaneous whereas for Au it is
endothermic which implies Au will not adsorb O [188].
Rashkeev et al used density functional theory to investigate the role of size in the
absorption of O2 and CO for Au and Pt nanoparticles on a TiO2 (1 1 0) slab [189]. Fig-
ure 3.11(a) shows their model for O2 and CO2 adsorbed on a Pt cluster on TiO2. They
demonstrated that low coordination Pt sites have strong, rigid Pt-Pt bonds resulting in
high reaction energy barriers because any absorbed molecule will find it difficult to move.
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The results from Rashkeev et-al show that for Pt a decrease in catalytic activity is expected
for small Pt particles because the O binds too strongly to the low coordination atoms re-
sulting in catalyst poisoning. DFT by Sun et al implies a similar result [132]. However,
Pt nanoparticles will be always catalytically active because as the coordination number
increases Er remains almost a constant. In contrast, the Au-Au bond weakens making it
easier for absorbed molecules to move on the surface and the reaction barrier Er decreases
rapidly for low coordination Au atoms but increases around a coordination number of 5
implying that larger nanoparticles containing fewer low coordination sites will loose their
activity [189]. Hvolbæk et al used DTF to obtain a similar result [190]
3.3 Ageing and Deactivation Mechanisms of Nanoparti-
cle Catalysts
3.3.1 Introduction
Thermal treatment of nanoparticle catalysts has shown that nanoparticles will grow in
size. An increase in size leads to a decrease in the total surface area of the nanoparticle
population, the bulk:surface atom ratio and the number of active sites.
Nanoparticles have been used in automobile catalysts since the 1970s. The nanoparti-
cles were often Pt and Pd. As technology has progressed, petrol and diesel car engines and
fuels have become more complex to meet the requirements of modern emissions targets.
Diesel cars are becoming more popular in part thanks to their superior fuel economy and
lower CO emissions per km. However, there are some unique challenges with regard to
the reduction of harmful emissions from diesel automobiles.
The source of energy in an internal combustion engine is the release of energy from
complete combustion of hydrocarbon CxHy, which is written as
CxHy +
(
x+ y
4
)
O2 −→ xCO2 +
(
y
2
)
H2O
where x and y are integers describing a hydrocarbon molecule. For petrol engines, x is
around 6 but for diesels, x is around 16. The heavier diesel fuel does not mix with air as
easily as petrol and as a result, regions in the engine where there is not enough available
air encourages the production of CO via incomplete combustion. CO is very toxic. To
minimise the occurrence of incomplete combustion, modern diesels use a lean burn cycle,
which means there is always an excess of O2 in the engine.
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Despite this, a small amount of CO is always produced. The excess of O2 in the engine
combined with N2 in the air encourages the formation of NO and NO2 which are also toxic.
In addition, long-chain hydrocarbons sometimes pass through unburnt and are expelled as
soot to which dangerous chemicals such as esters, carboxylic acids and others can attach
themselves.
In petrol engined automobile exhausts, it is possible to oxidise CO to CO2 according
to the equation
2 CO + O2 −→ 2 CO2
and to reduce NOx according to
NOx −−⇀↽− N + xO
with the same catalyst; often Pd nanoparticles supported on an O2 storage support such as
CeO2 [1]. The petrol exhaust catalysts are hence called three way catalysts. However, the
same catalyst cannot be used in a diesel exhaust because the excess of O2 discourages the
simultaneous reduction of NOx and oxidation of CO and unburnt hydrocarbons. For that
reason, diesel exhaust catalysts are often a combination of three separate catalysts linked
together which include a particulate filter, a diesel oxidation catalyst and a nitrogen storage
and removal catalyst. The diesel oxidation catalyst (DOC) is responsible for the oxidation
of CO and hydrocarbons.
The majority of DOCs used today employ Pt [191] nanoparticles supported on a wash-
coat loaded onto a monolithic (honeycomb like) structure. Pt is one of the most expensive
naturally occurring metals and therefore there is motivation to improve the efficiently of
DOCs with as little Pt as possible. Manufactures are now combining Pt with other metals
such as Pd to reduce metal costs and improve stability. Pd alone cannot be used because it
is easily poisoned by S and P which are intrinsic impurities in diesels derived from crude
oil.
Despite the wealth of literature surrounding the thermal ageing of nanoparticles, there
are few studies of road aged DOCs. Winkler et al reported nanoparticle morphology differ-
ences between a fresh DOC aged in a muffle oven and a laboratory engine aged Pt-Al2O3
DOC [192]. Using TEM they found nanoparticles had grown in size and that nanoparticle
morphologies varied between the inlet and outlet [192] with faceted particles appearing
more often at the outlet.
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Wiebenga et al investigated using TEM and TPR [193] a bimetallic Pt-Pd-Al2O3 DOC.
They showed that nanoparticles increased in size from the inlet to the outlet end of the
monolith and they suggest temperature variations during particulate filter regeneration is
the cause, with the outlet being hotter than the inlet. They also compared the NOx re-
duction activity of the road aged DOC to various model catalysts aged between 2-72 h at
temperatures between 750− 950 ◦C and found that it agreed with the model catalyst aged
for 24 h at 700 ◦C. The compositional variations in the bimetallic nanoparticles were not
reported in detail.
The manner in which the nanoparticles have grown in application aged systems is
debated. Commercial catalysts will often contain a mixture of nanoparticle morphologies,
support structures and contamination from the manufacturing process. This sometimes
makes nanoparticle ageing mechanisms to be elusive in commercial systems. Typically,
model systems are used to represent the real catalyst under controlled conditions [194].
Experiments on model systems have yielded two main nanoparticle sintering mech-
anisms: Ostwald ripening and coalescence. Figure 3.12 shows a schematic of Ostwald
ripening and particle migration/coalescence.
3.3.2 Ostwald Ripening
The Ostwald ripening process describes the phenomenon where smaller nanoparticles lose
atoms in favour of larger nanoparticles [195, 196]. Figure 3.12(a-c) shows a schematic of
the Ostwald ripening process. It’s physical description originates from the Kelvin ef-
fect [195]. This describes the size dependant behaviour of solute drops on a surface in
terms of surface-tension of the solution-surrounding environment interface (see for ex-
ample [197]). Ostwald ripening of nanoparticles has attracted a great deal of theoretical
and experimental attention because it is a fundamental ageing process that is particularly
important for catalysts used at high temperatures in oxidising environments such as DOCs.
The basic principle behind Ostwald ripening is that atoms in regions of high chemical
potential will prefer to move into regions of lower chemical potential to be in a lower en-
ergy state. Nanoparticles are often modelled as wetted (see Figure 3.1) spherical segments
resting on a support [198]. The chemical potential at the surface of a spherical nanoparticle
of radius r is given by [196, 198]
µ(r) = µ0 +
2γmΩ
r
(3.10)
where µ0 is the bulk chemical potential, γm is the surface free energy of the nanoparticle
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Figure 3.12: Schematic diagrams showing important parameters in (a-c) Ostwald ripening,
(d-f) particle migration and coalescence. In Ostwald ripening an atom at the surface is able
to (a) detach itself from the nanoparticle and (b) migrate across the surface or through the
gas phase (perhaps via the formation of a molecule), over time the smaller nanoparticle
will shrink but the larger one will grow. In coalescence, atoms on the surface move and
drag the nanoparticle across the surface, eventually the two nanoparticles meet and a neck
is formed (e) and finally they completely coalescence and form a larger single nanoparticle
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metal and Ω is the atomic volume of the bulk metal. Virtually all models are based on
(3.10). Atoms on the edge that can diffuse are sometimes called monomers. In general,
the diffusing atoms cannot diffuse through the support itself but they can diffuse across
their surfaces.
The ability for an atom to move into a region of lower chemical potential depends on
two factors: (a) the ability of atoms to detach from nanoparticles and (b) the ability of
atoms to diffuse. These two mechanisms are referred to interface control and diffusion
control respectively [195, 199, 200]. In most models, the nanoparticles are fixed and the
density of atoms diffusing onto the surface of nanoparticles is constant within a certain
distance.
Using ex-situ TEM and in-situ environmental TEM many groups have reported Ost-
wald ripening by observing the disappearance of small nanoparticles and the growth of
larger ones. Lee et al suggested Ostwald ripening was responsible for the re-dispersion
of > 5 nm Pt nanoparticles on Al2O3 below 600
◦C in O2 [201]. Their chemisorption
data suggested that atoms diffused across the surface of the support in a PtO2 phase [201].
They observed that there was no such re-dispersion on Pt-SiO2 suggesting the support
plays a key role in inhibiting diffusion. They believe under certain conditions the PtO2
molecule can be stabilised by forming a metal-complex with the support structure. Some
other groups observed a dual peak particle distribution in their O2 treated Pt-Al2O3 cat-
alyst suggesting Ostwald ripening was the dominant mechanism supporting a mixture of
shrunken and expanded nanoparticles. The general consensus is that the presence of O2
enhances Ostwald ripening [202].
Simonsen et al have reported observations of O2 induced Otswald ripening of Pt
nanoparticles using in-situ TEM [203, 204, 205]. The nanoparticles were supported on
amorphous Al2O3 which was loaded onto a Si3N4 thin window TEM grid. The catalyst
was exposed to 10 mbar air at 650 ◦C. The group notes that the thin, flat surface of the
amorphous Al2O3 avoids complications with cliffs and defects that are normally present
on commercial crystalline Al2O3 supports. It was observed that during exposure to O2 the
shapes transformed from faceted to rounded structures. The nanoparticle size distribution
initially had log-normal shape but gradually changed into a Gaussian and finally a Lifshitz-
Slyozov-Wagner shape [203, 204]. Other groups have observed similar results [206].
Clearly the support plays a key role in the sintering mechanism. Liu et al reported that
Ostwald ripening (and coalescence) of Pd nanoparticles on α-Al2O3 was only significant
at 600 ◦C in air and 700 ◦C in steam. They used TEM to study various ex-situ reacted
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catalysts including steam and air environments at 500 mTorr [207]. Okumura compared
the growth of Pt crystallites on α and γ-Al2O3 using atomic force microscopy and found
that particles grew much larger on the α phase support [208]. They believe that surface de-
fects on γ-Al2O3 are responsible for inhibiting Ostwald ripening and coalescence. Baker
et al reported using environmental in-situ TEM that nanoparticles shrunk on γ-Al2O3, the
authors believed that an unstable PtO2 molecule was formed during diffusion [209], a sim-
ilar effect was reported by Chen and Schmitt using SiO2 although the latter group imply
that both coalescence and ripening take place [210]. Flynn et al on the other hand sug-
gest that metal or a metal-oxide diffuses onto the substrate and eventually meets another
larger particle [211]. Interestingly, at 600 ◦C Chen and Schmitt report that 20 % of the Pt
nanoparticles were twinned.
3.3.3 Nanoparticle Migration and Coalescence
Nanoparticles are known to be able to migrate and demonstrate Brownian motion. The
nanoparticles are able to meet and eventually collide and coalesce to form single energeti-
cally favourable structure. Figure 3.12(d-f) shows a diagram of the migration and eventual
coalescence process.
Old models regard migration and coalescence as a single thermally activated grain-
boundary diffusion process [212]. The process is believed to activate at the Tammann
temperature. Table 3.2 gives the Tammann temperature of the Pt group [191]. Note that Au
has a low Tammann temperature compared to Pt which is one reason why Pt is preferred
for use in exhaust catalysts. The general consensus in the literature is that nanoparticles
can coalescence at lower temperatures [213] because their melting points are lower than
that at bulk [214, 215, 216].
More recent experimental and theoretical evidence suggests that the coalescence pro-
cess is not a continuous process and has several steps at which an energy barrier must be
overcome [217]. The original models cannot take into account the detailed microstructure
of the nanoparticles whereas the newer models can [213, 217]. For example, Molecular
dynamics simulations show that the initial neck formation leads to a release of energy
leading to a local temperature rise and acceleration of the coalescence process [213].
The coalescence process occurs because the two merging nanoparticles have higher
surface energy so a single large particle is energetically preferred as confirmed in a series
of papers by Lehtinen and Zachariah [218, 218, 219, 220]. From the same work, it is
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Table 3.2: Tammann temperature of some metals used in heterogeneous catalysis
Metal Atomic Number Tammann Temperature ◦C
Ru 44 990
Rh 45 845
Pd 46 640
Ag 47 345
Pt 78 750
Au 79 395
believed that there is a size limit for coalescence because as the nanoparticle size increases
it becomes more difficult to melt, so that the coalescence of two large nanoparticles will
only partly coalesce. Observations by Jose-Yacaman et al support this [221].
Liu et al observed that nanoparticle migration took place at temperatures much lower
than the Tammann temperature during catalyst regeneration. They attributed this to a
build up of gasified carbon molecules surrounding the Pd nanoparticles and promoting
migration [207]. Compared to Pt, Pd is more resistant to sintering [222, 223].
Theory developed by Gruber concerning the coalescence and migration of bubbles in
solids is applicable to nanoparticles. The theory assumes that nanoparticles are spheres
and do not wet the surface of a substrate [224]. In this model, the speed of diffusing atoms
is on the order of
√
(Dst) whereDs is the diffusion coefficient of the atoms on the surface.
Ds is given as [224]
Ds = D0 exp
(−Q
RT
)
(3.11)
where D0 is a constant, Q is the activation energy for surface diffusion, R is the gas
constant and T is the temperature. The particle diffusion constant is related to (3.11)
according to [224]
Dp = 0.301Ds
(2ra
R
)4
(3.12)
where ra is the atomic diameter and d particle diameter. The 0.301 arises from the effect
of fcc structure. It is possible to show that a nanoparticle will undergo Brownian motion
with a random walk displacement of [224]
Xc = 2
√
Dpt (3.13)
where t is time. The model outlined here does not take into account the faceted nature
of most nanoparticles. Willertz and Shawmon show that (3.12) becomes exponential with
dependence on the surface energy of an edge atom [225].
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It has been observed that when bubbles meet, they will coalescence which means that
two or more spheres will clump together and restructure to form a single structure [226].
Nichols reported that the process consists of several steps: (1) formation of a neck between
the two spheres (2) neck removal (where one particle elongates) and finally (3) when a new
equilibrium shape is attained. Each of these steps has an associated relaxation time [226].
It is believed that the time it takes for restructuring to occur in both particles scales with
size [227].
Using aberration corrected HAADF-STEM, Asoro et al confirmed the above sequence
but at the atomic level for 2.8 nm Pt supported on C [228]. They observed the transfor-
mation in-situ using electron beam heating. Their observations agree with those at larger
scale in terms of morphology but the timescale involved is different. Molecular dynamics
simulations for Au by Arcidiacono et al agreed with macroscopic theory down to 2 nm
but below this size, they suggest that the relative orientation between smaller nanoparticles
plays a key role [213].
Theissmann et al investigated the role of orientation between two nanoparticles [217].
They found using in-situ (heating) TEM that Au nanoparticles on amorphous C would
rotate slightly before beginning the coalescence process and that structures became stable
during elongated periods of constant temperature [217]. They reported that the coales-
cence process (formation of neck) took just 0.04 seconds. They stopped their heating
experiment at 800 ◦C and allowed it to cool rapidly and observed mismatch between some
atomic planes suggesting that these nanoparticles are loosely held together as opposed to
coalescence [217]. They concluded that their own simulations matched experimental ob-
servations that nanoparticles that are orientated differently to each other will not coalesce.
There seems to be some debate as to whether Pt nanoparticles below 5 nm predom-
inantly coalescence/migrate as opposed to ripen [200, 208]. Harris et al observed ex-
tremely large nanoparticles that were unexplained but found nanoparticles below 5 nm
coalesced [229]. Baker et al reported using in-situ TEM that nanoparticles below 2.5 nm
remain stationary in O2 at temperatures up to 900
◦C [230].
3.3.4 Model Fitting with Power Laws
The majority of models used to describe the growth of nanoparticles are based on (3.10)
[198, 200]. The original models proposed by Wynblatt and Gjostein were based on the
nucleation theory of spheres, called Lifshitz-Slyozov-Wagner theory (LSW) [198, 200].
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Figure 3.13: Evolution of nanoparticle size distributions expected for (a) Ostwald ripening
and (b) Coalescence. The distributions final form corresponds to the LSW and log-normal
distribution respectively
The end result of their derivation is a relation of the form
dr
dt
=
κ
R
(
r
r∗
− 1
)
(3.14)
where r is the nanoparticle radius, r∗ is the critical radius and κ is a constant which takes
different values depending on the system and whether the system is interface or diffusion
limited. The ratio r/r∗ defines whether the derivative dr/dt is positive or negative which
equates to an increase and decrease in nanoparticle size respectively. r∗ is an equilibrium
radius for a given nanoparticle concentration but it is also the average of 1/r [195].
(3.14) is referred to as a power model. A more general form is(
r∗
r∗0
)n
= 1 +
κt
r∗0
(3.15)
where r∗0 is the average nanoparticle size at t = 0. A more convenient way of expressing
(3.15) is
n log
r∗
r∗0
= log
(
1 +
κt
r∗n0
)
(3.16)
Campbell and coworkers have argued that below 3 nm, the free energy of a nanopar-
ticle increases dramatically [196]. The general consensus is that small nanoparticles have
higher free energies than larger ones because of the increased contributions from surface
tension [20]. Campbell’s modifications to the original theory by Wynblatt has resulted
in a more complex expression which takes into account the non-constant size-free energy
relationship of small nanoparticles. It is of the form [196, 231]
dr
dt
=
κ
R
(
exp
[−Etot
kbT
])[
exp
[
2γmΩ
kbTr∗
]
− exp
[−2γmΩ
kbTr
]]
(3.17)
where Etot is the metals sublimation energy [231].
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Many of the groups cited here have used the shape of the final nanoparticle size dis-
tributions to infer the dominant ageing mechanism [204, 206, 232]. The two expected dis-
tributions are shown in Figure 3.13. However, some groups believe that it is not possible
to do this [233]. Datye and coworkers argue that virtually any nanoparticle size distribu-
tion can be fitted with a log-normal distribution. Wanke et al also suggest that to acquire
a LSW requires much more time than is practically possible using model systems [234].
Datye and coworkers also propose from TEM that with changes in environmental condi-
tions such as a change from oxidative to reductive atmospheres (e.g. H2), nanoparticles
will predominantly undergo migration and coalesce because with the gas environment the
ability of atoms to diffuse is inhibited [233]. In a diesel exhaust, the oxidative atmosphere
may change briefly during operation and during filter regeneration it may switch to a re-
ductive atmosphere.
3.3.5 Ageing of Bimetallic Systems
Bimetallic nanoparticles have been reported to have excellent resistance to sintering [93,
235, 236]. For Pd-Pt nanoparticles it is reported that the presence of Pd inhibits the for-
mation of PtO2, discouraging Ostwald ripening [93, 235, 236]. Due to differences in bulk
energies between constituent atoms that alloys will gradually segregate over time. The
current theoretical consensus in the case of Pt-Pd is that Pd will segregate to the surface,
leaving behind a Pt enriched core. However, there is some evidence that size plays a key
role in the formation of a core. Barcaro for example, found that Pt will form patches on
{1 1 1} surfaces in small nanoparticles [237].
Experiments involving the ageing of nanoparticles over long periods of time generally
agree with this [236, 238, 239, 240]. HAADF-STEM is ideally suited for the analysis of
bimetallic nanoparticles but it has rarely been applied to application aged ones, instead
HAADF-STEM has been extensively used to characterise as prepared catalysts.
The segregation of Pt and Pd leads to the formation of PdO [236, 240, 241, 242]. The
activity and structure of PdO is reviewed below.
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3.4 Pt and Pd Oxides and their Reduction
3.4.1 Introduction
When metals are exposed to O2 rich atmospheres oxides can be formed. The metals of Pt
and Pd are not very reactive at room temperature with O2 but at sufficiently high pressure
and temperatures they will form oxides. Many groups report the formation of Pt and Pd
oxides when loaded onto oxide supports. The formation of oxides on Pt and Pd nanopar-
ticle systems changes their catalytic properties. There are few detailed crystallographic
studies of Pt oxides formed in the nanoparticle context.
3.4.2 Structures and Activity of Pd Oxides
Pd is known to form a tetragonal PdO phase [243] which is stable at room temperature.
Lattice parameter measurements seem to vary by about 5 % between the different methods
used [244], they are approximately a = 3.01 A˚ and c = 5.31 A˚. Kumar and Saxena, using
TEM and SAD found PdO as tetragonal but they also found two additional Pd oxides: the
first being cubic PdO and a cubic Pd2O [245]. There is little information on the thermo-
dynamic stability of such structures, but most groups who use TEM to analyse PdO find it
to be beam sensitive; often losing its structure.
In addition to the above structures, 2D metal oxide structures can exist. It is believe
that these 2D forms are precursors or intermediate stages during the formation of bulk PdO
[246]. A
√
5x
√
5R27◦-Pd(101)-O structure has also been confirmed to exist by LEED.
Currently, there appear to be no reports in the literature about the presence of these 2D
oxides using TEM and SAD. Perhaps given surfaces of sufficient size, it may be possible to
detect the presence of such surface oxides using NBD and SAD by searching for additional
reflections that may arise from deviations of the expected structure factor (2.6) rules.
Rodriguez et al reported that Pd is converted to PdO above 300 ◦C on SiO2 and Al2O3
in 1 atm O2. They observed using in-situ TEM that the PdO crystals spread because of
wetting effects [247]. Interaction with the support was also observed as was discussed in
the previous section. Chen and Ruckenstien also reported a similar phase change [248].
There is much literature on the reduction and reformation of PdO because of its widespread
use in methane oxidation catalysts. Farautto et al investigated the hysteresis of PdO-Pd
formation on different supports [249]. They found that the PdO → Pd decomposition
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is inhibited on Al2O3 at temperatures below 600
◦C. They also observed that Al2O3 did
not adsorb any O2 [249]. Following on from this research, other groups have probed the
nanostructure during the PdO→ Pd transformation.
Datye and coworkers used TEM, XRD and XPS to investigate phase transformations
(ex-situ) of a Pd-θ-Al2O3 [250]. Once treated in air they found that initially spherical Pd
nanoparticles had transformed into PdO which often contained no facets. Other groups
have reported that Pd nanoparticle faces will become irregular and the nanoparticle will
often become rounded [251]. Datye and coworkers report that PdO decomposes at 700 ◦C
with the transformation occurring at the surface generating patches of Pd which increase
the decomposition rate [250]. They observed that the Pd clusters formed can be easily
re-oxidised in air and that complete transformation produces single crystals. They also
observed that some nanoparticles had Pd shells surrounding PdO nanoparticles and some
PdO crystals were surrounded by an amorphous layer which they attribute to PdOx which
was initially suggested by Farrauto et al [249]. At high temperature they observed sinter-
ing of Pd metal but not PdO suggesting it is unable to move on the support surface.
Penner et al used HRTEM and SAD to investigate the structural changes in epitaxially
grown 5− 7 nm Pd nanoparticles supported on SiO2. They suggest that PdO formation
begins (during O2 treatment) at temperatures as low as 350
◦C and is complete at 400 ◦C
which almost puts its formation within the DOC operating temperature of 200− 300 ◦C.
They observed the transformation by the appearance of PdO rings in the SAD pattern. As
with Chen and Ruckenstien [248], Penner et al observed the formation of pits and cavities
often forming distorted doughnut shapes because they were oxidised [252]. They believe
that PdO forms as a cluster on Pd and will move towards the support. They also note that
the PdO is epitaxial to the original Pd nanoparticles. Penner et al used CO as a reducing
agent and observed that PdO started to reduce at 273 ◦C and that the Pd nanoparticles
formed were partially aligned which agrees with the previous observations.
Baldwin et al and Farrauto et al found that treating Pd-γ-Al2O3 in O2 lead to an in-
crease in methane oxidation activity [249, 253]. Farrauto identified the active phase as
PdO. However, some groups report that metallic Pd is the active phase in methane oxida-
tion.
Hirvi et al have investigated the CO oxidation abilities of PdO surfaces using density
functional theory [254]. They found that of the most stable surfaces, the (0 0 1) surfaces
are almost inert but the (1 0 1) surface is able to adsorb CO strongly enough such that the
Lingmuir-Hinshelwood mechanism can take place. They note, as with other authors, that
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the Elley-Ridely mechanism also takes place on (1 0 1) surfaces.
3.4.3 Structures and Activity of Pt Oxides
Galloni and Roffo used the Jorgensen method to produce what they identified as bcc
Pt3O4 [255] but Waser and McClanahan described a bcc NaPt3O4 structure [256]. This
disagreement has lead to an argument about the structure of Pt oxide synthesised by this
method [256, 257]. Galloni and Busch in the same paper [257] believe that the hexagonal
symmetry observed in a diffraction pattern in their previous work was PtO2 [257]. Moore
and Pauling used XRD and identified a tetragonal phase which they attribute to PtO [243]
but their argument is based on its similarity to PdO, so its existence has not been proven
conclusively; as Waser et al [256] have argued.
Characterising Pt oxides from commercially available specimens have yielded con-
clusive data for hexagonal α-PtO2 [258]. Muller and Roy reported the presence of an
additional orthorhombic phase called β-PtO2 [258] and a tetragonal Pt3O4 [258]. β-PtO2
was also found by Shannon [259] using high pressure synthesis techniques. A further ex-
panded lattice β′-PtO2 phase was reported by Herrero Frandez and Chamberland but like
β-PtO2 it exists only at high pressure [260].
Kumar and Saxena synthesised their own Pt oxides by treating Pt nanoparticles of
various sizes on amorphous SiO2 and Al2O3 in O2. Using TEM and SAD, they report ad-
ditional cubic phases: PtO and Pt2O [245]. The work by Kumar and Saxena suggests that
size plays a key role in the structure of Pt oxides but interfaces with the support may also
play a key role. PtO3 may not be observed often because according to DFT calculations
by Seriani et al, it is thermodynamically stable only at temperatures above 627 ◦C [261].
Comparing PtO prepared in bulk using chemical methods may not agree with nanoscale
preparation methods, but the current consensus appears to be that Pt oxides are poor crys-
tals and may simultaneously form multiple phases with variable lattice parameters. See
for example, the list of Pt oxide phases listed in [258] and [245].
Literature surrounding the activity of Pt oxides mostly revolve around α-PtO2. Using
density functional theory, Pedersen investigated the CO oxidation abilities of oxidised Pt
and α-PtO2 [262]. They found that the hexagonal {0 0 1} and {1 0 0} surfaces had the low-
est energy and the (0 0 1) facets are poor for CO oxidation via the Langmuir-Hinshelwood
mechanism. Furthermore a defective surface containing O vacancies (allowing a reaction
to occur via the Mars van Krevelen method) had a high reaction barrier of 1.4 eV. There-
79
fore, PtO2 (0 0 1) are inert [262]. However, they did show that on {1 0 0} surfaces the
reaction barrier for CO oxidation is small and therefore it offers a level of activity. The
work here agrees with the work by Hendrickson et al who investigated the activity of Pt
surfaces in O2 [263].
In addition to bulk phases, there is considerable research interest in the formation
of amorphous PtO2 films often referred to as a-PtO2 [264]. Generally speaking, these
films have been produced by reactive sputtering and by careful control over the sputtering
parameters it has been possible to synthesise the rather elusive form of PtO and the well
known phases of PtO2 [265, 266]. Annealing of some a-PtO2 films in air at 420
◦C by
Kreider et al resulted in weak α-PtO2 peaks in the otherwise amorphous XRD graphs but
the annealed films still displayed poor crystallinity [267].
There appear to be only a few TEM studies of PtO2 and other Pt oxides. Zhensheng et
al [268] prepared α-PtO2 by the fusion method and found that it had needle like morphol-
ogy with lengths up to 50 nm and diameters up to 6 nm. This seems to agree with current
XRD data: the data show α-PtO2 is a poor crystal in the c axis.
In many applications, PtO2 is reduced to Pt metal. The metal is the active phase in some
applications therefore it is important to understand its reduction mechanism. McKinney
reported using XRD that dried PtO2 is reduced easily by CO at 25
◦C and 40 ◦C with
induction periods of 2 h and 30 minutes respectively [269]. In the presence of excessive
O2 however, he reports that PtO2 is not reduced at 80
◦C and believes that PtO2 catalyses
the oxidation of CO. Upon reduction of PtO2 the Pt metal was observed to become active
at 184 ◦C in excess O2 but with excess CO there was little activity. Reduction of PdO2 by
H2 has been reported to form Pt nanoparticles [270].
3.4.4 Bimetallic PdxPt1−xOy
Dianat and coworkers (including Seriani) investigated bimetallic versions of the PdO, PtO2
and Pt3O4 structures using DFT [271]. They predict that bimetallic oxides are stable at
temperatures below 272 ◦C which would make their presence unlikely in a DOC applica-
tion. However, they predict at intermediate temperatures of 300− 500 ◦C oxides of PdO
coexist with PtO2 and Pt3O4. Above 500
◦C the group report that bimetallic metal alloys
are formed but if the bimetallic oxide is Pd rich then PdO forms with Pt domains. The
formation of Pt domains on PdO has been experimentally observed on model PtPd/Al2O3
systems that have undergone O2 treatment but also PdO model catalyst where Pt has been
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added [271].
3.5 Cobalt (Co) Fischer-Tropsch Catalysts
An emerging field of catalysis that is receiving much attention is that regarding Fischer-
Tropsch synthesis of diesel fuels. The Fischer-Tropsch (FT) reaction is
(2n + 1 )H2 + nCO −→ CnH2n+2 + nH2O
but the whole FT process involves many reactions including hydrogenation and gasifica-
tion. The whole purpose of the FT process is to synthesise diesel from alternative sources
such as coal, gas and biomass instead of directly from crude oil.
Catalysis employed in FT synthesis are often Co, Ni and Cu. Co has been found to
be highly active in the Fischer-Tropsch reaction but often the catalyst is prepared by pre-
treating readily available oxides such as Co3O4. Fischer-Tropsch processes are popular
research topics in the oil and chemical industry because it allows the production of fuel
without the need for crude oil [4]. In 1980 there were only a handful of large scale Fischer-
Tropsch facilities throughought the world [272] but now they are much more widespread
because of the recent interest in gas to liquids technology [273].
Gas to liquids (GTL) technology; the conversion of natural gas into diesel, has the
Fischer-Tropsch process at its heart. It has become attractive because of the discovery of
new natural gas reserves, the need to minimise the flaring of natural gas and the need to
make remote sources of natural gas viable sources of energy.
In GTL technology, the first step is to produce syngas which is a mixture of CO and H2.
The next step is to convert the syngas into the desired product followed by hydroprocessing
to remove H2O. In the Fischer-Tropsch reaction, a polymerisation reaction occurs in which
adsorbed CO is hydrogenated causing methylene (CH2 with two spare electrons) species
to form chains with the newly formed alkyl groups on the catalyst surface [272].
The Fischer-Tropsch process requires a catalyst primarily to allow control over the
process output. Fe based catalysts have been found to be selective for alkanes in the C1-4
range at high temperature (340 ◦C) and pressure (25 bar) [274]. More recently, Co based
catalysts have been used because they offer a better compromise between cost, efficiency
and selectivity at low temperature (225 ◦C) [275, 276]. The Co catalysts have been found
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Figure 3.14: Reproduced graph from [283] showing the relationship between activity and
Co nanoaparticle size when supported on inert C nanowires
to be highly selective towards C5+ hydrocarbons which is beneficial for the synthesis of
diesel [276].
The active sites in the Fischer-Tropsch process has been proven by Iglesia and co-
workers to be Co0 (Co metal) [275, 276, 277, 278]. Typical catalysts use Co nanoparticles
on supports such as Al2O3 but the metal loading is often above 33% to encourage a worthy
level of activity as well as selectivity [279].
It has been verified by many groups that Co catalyst activity is not dependent on the
size of nanoparticles suggesting an active site invariance [280, 281, 282], but these studies
were with larger nanoparticles (> 7 nm). Model Co on C-nanowires suggest that the
specific activity for C5+ molecules drops as the nanoparticle size is decreased below 7 nm
with an increase in C1-3 molecule selectivity [283]. The same group have noted that the
support is inert whereas more common supports such as Al2O3 can form mixed oxides
with the nanoparticle species supported [284].
It has been reported that re-oxidation (via H2O) of Co will deactivate 6 nm nanoparti-
cles under realistic operating conditions [285, 286, 287]. On the other hand, calculations
have shown that bulk Co cannot be influenced by H2O [288]. There is still some debate as
to the origin of activity in smaller Co nanoparticles [273].
Co is rarely available as a pure metal for the development of catalysts. Instead, an ox-
ide, usually Co3O4 [4,289], is reduced by pre-treatment with H2 and N2. The reduction of
the oxide ultimately determines the range of reduced/oxidised Co species and the resulting
structure/shape of the catalyst. If Fischer-Tropsch processes are to reach cost parity with
the crude oil approach to diesel production then the functionality of the catalyst must be
fully understood. The reduction mechanism of Co3O4 will be reviewed in this section but
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Co a = 0.354 nm 
CoO a = 0.426 nm
Co3O4 a = 0.80841
Figure 3.15: Ball models showing the crystal structures with corresponding calculated
electron diffraction intensities of spinel Co3O4, rocksalt CoO and fcc Co. The diagrams
are approximately to scale to each other
first a summary of known Co and Co oxide phases is presented.
3.5.1 Structure of Co and its oxides
Figure 3.15 shows the three common structures associated with the reduction of Co3O4.
Co3O4 forms in the fcc spinel structure where Co
+
2 occupy the tetrahedral sites and Co
+
3
the octahedral sites. The O atoms form an almost perfect cubic close packed sub-lattice.
Co3O4 has low spatial frequency {1 1 1} reflections and its n{0 0 2} (n odd) reflections
are forbidden according to the structure factor (2.6). The {4 4 0} and {0 0 4} reflections are
the brightest followed by the {0 2 2} and {1 1 1} reflections. Casas-Cabanas and coworkers
observed anomalous intensities in their {1 1 1} and {0 2 2} XRD peaks from their low
temperature precipitated Co3O4 powders and showed that they could be explained by Co
atoms occupying non-ideal positions at interstitial sites [290]. Upon heating, the defects
were removed with the displaced Co atoms moving into their standard positions. Their
works suggests that diffraction intensities can be used to detect structural anomalies.
CoO is often found in a fcc rocksalt (NaCl) phase. In this form, Co+3 is located on
octahedral sites and Co+2 at tetrahedral sites. In this structure, O atoms are in a fcc sublattice
displaced by 1/21/21/2 in the Co unit cell. The {0 0 2} reflections are the most intense
followed by the {0 2 2} reflections. The {1 1 1} reflections are weak.
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Two additional phases have also been identified: hexagonal wurtzite (like ZnO) [291,
292] and a fcc zincblende phase [292]. According to simulations by Grimes and Lagerlof,
the rocksalt phase is the most stable followed by the wurtzite and zincblende phase [292].
The wurtzite structure has been shown to transform into the rocksalt phase at approxi-
mately 378 ◦C [293].
According to Grimes and Lagerof, the zincblende and wurtzite forms have only been
observed between 290− 310 ◦C [292] and the rocksalt form forms above 320 ◦C from the
thermal decomposition of Co oxide precursors (e.g. cobalt acetate) [292], so it may not be
relevant to the reduction of Co3O4.
Co exists in fcc and hcp phases with the fcc taking dominance during high temperature
(> 350 ◦C) synthesis [294]. A unique simple cubic η phase has been reported using certain
wet preparation techniques [295] but this cannot be prepared from the reduction of Co
oxides.
3.5.2 Reduction Mechanism
Ex-situ and in-situ studies have come to a general consensus that the following reduction
occurs [296, 297, 298]
Co3O4 −→ CoO −→ Co
where Co is generally observed in its fcc phase. HRTEM has shown that the reduction
process is epitaxial with the directions being equivalent in each different structure e.g.
Co3O4{1 1 1} to CoO{1 1 1}.
Potoczna-Petru and coworkers used HRTEM with specimens reacted ex-situ to investi-
gate the changes in structure of unsupported Co3O4 [298]. They investigated the reduction
mechanism of differently sized Co3O4 nanoparticles of 5.3, 12.1, 20.3 and 42 nm. They
found that at 300 ◦C the smallest nanoparticles had completely reduced to Co. With in-
creasing size, the nanoparticle became more resilient to reduction. The largest nanoparti-
cles remained as Co3O4 at 300
◦C and 500 ◦C whereas mixed metal-oxides were observed
at the intermediate sizes and temperatures. They report that CoO was only observed in
trace quantities for the 20.3 nm nanoparticles at 400 ◦C. In the same paper, they indicated
that the synthesis temperature of Co3O4 changed its initial reduction temperature from
175 ◦C to 230 ◦C [298]. There appears to be no explanation for this although other groups
have indicated a slight change in defect structure in Co3O4 [290].
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The particle morphologies also change according to Potoczna-Petru and coworkers
[298]. They believe that CoO and Co forms at the top of the crystals causing stacking
faults and empty spaces (voids) to appear in the middle of Co3O4 structures. They believe
that these voids are formed during CoO to Co reduction because the Co unit cell has less
volume than the CoO unit cell. Since this experiment was done ex-situ there appears to
be no consensus on how these stacking faults relate to the reduction mechanism. In-fact,
a paper written by Dieckman in 1984 stated that there was no reliable data on the defect
structure of Co3O4 [299] so it raises the question whether surface defects can form in very
small nanoparticles.
Lin and co-workers have combined TPR data and kinetic models in an effort to deduce
the reduction mechanism of Co3O4 and CoO [296]. They believe the reduction mechanism
is
Co3O4 + H2 −→ 3 CoO + H2O
and
CoO + H2 −→ Co + H2O
The activation energy for these two steps is calculated to be 94.43 kJmol−1 and
82.97 kJmol−1 respectively.
Supported Co3O4 has also been investigated. Jacobs et al investigated the reducibility
of Co3O4 on Al2O3, TiO2, SiO2 and ZrO2 [300]. On Al2O3 and TiO2 they report a strong
interaction between the support with larger crystals behaving like bulk Co3O4 but smaller
crystals being more resilient to reduction. On SiO2 they report virtually no differences
between the reduction process as a function of Co loading.
In-situ reduction using H2 TPR has been done on unsupported and supported (on γ-
Al2O3) Co3O4 using XRD by Bulavchenko et al [297]. They reported that reduction began
at ± 10 ◦C about 200 ◦C in the unsupported samples with complete reduction occurring
at 350 ◦C. XRD peaks for CoO and Co appeared at 180 ◦C and 260 ◦C respectively in the
supported sample. Their in-situ experiments suggest that reduction takes place in one step
in pure H2 but in two steps in a H2-He mixture. A two stage process has been observed in
in-situ experiments which use lower pressures (< 5 mbar) [301].
In pure H2 at 1 bar they found that unsupported Co3O4 reduced in one step (to hexag-
onal Co) and Al2O3 supported Co3O4 reduced to CoO and then to cubic Co. They believe
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that a metal-support interaction occurs on the supported catalyst leading to the formation
of a reduction resilient Co-Al mixed oxide.
To summarise, Co3O4 has been found to reduce to CoO at approximately 360
◦C with
reduction beginning as low as 200 ◦C but the reduction temperature is dependent on crystal
size.
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Chapter 4
Nanostructural studies of Pt–SiO2 and
Pt-Pd–Al2O3 DOCs
4.1 Introduction
Diesel oxidation catalysts (DOCs) are used for the oxidation of CO and any unburnt hy-
drocarbons in a diesel automobile exhaust. The primary active components in DOCs are
metal nanoparticles (usually Pt) loaded onto a thermally stable support such as γ-Al2O3 [2]
and SiO2 [302]. Pd is now being added to Pt nanoparticle DOCs because bimetallic Pt-Pd
nanoparticles are more resistant to sintering [303] but it does introduce the complication
of segregation. There are very few previous reports on the nanostructure of technological
bimetallic DOCs [192, 193]. Previous investigations into structural changes in bimetallic
and monometallic nanoparticles have been carried out primarily on model catalysts in con-
trolled ageing environments [93,247,303]. Here, fresh and aged Pt-Pd-Al2O3 and Pt-SiO2
DOCs are compared to gain new insights into the possible influence of the nanostruc-
ture on reaction mechanisms using aberration corrected (scanning) transmission electron
microscopy (AC-(S)TEM).
4.2 Specimens and Preparation for Electron Microscopy
4.2.1 Description of Specimens
In modern times, most DOCs are monolithic catalysts [2, 304]. The monolithic catalyst is
composed of three primary components: the monolith itself, the washcoat and the active
catalysts [304]. Figure 4.1 shows a cross-section of a typical DOC. The monolith itself is
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Figure 4.1: Diagram showing the typical structure of a monolithic DOC with (a) the DOC
as a whole, (b) close ups of the monolith channels and (c) close up of the washcoat layer
containing the catalyst support and catalytically active nanoparticles. Typical sizes (based
off [306]) of such structures are indicated
usually made from a chemically inert material such as cordierite [304,305], which in pure
form has formula (MgFe)2Al3(Si5AlO18). The monolith structure ensures good gas flow in
operation by containing channels as shown in Figure 4.1(b). The monolith also maintains
the structural integrity of the weaker materials loaded upon it [305].
The monolith is coated with high porosity materials that increase the effective surface
area of the monolith catalyst [306]. The coating is called the washcoat, it can be seen in
the monolith channel closeup in Figure 4.1(b) and (c). The latter shows the nanoparticles
loaded onto the washcoat. The washcoat is primarily composed of a high surface area and
thermally stable materials such as γ-Al2O3, SiO2 and zeolites [305,306]. Additionally, the
washcoat must be able to support nanoparticles, ideally with high dispersion [2,305]. The
washcoat is applied during manufacturing by dipping the monolith into a gel or slurry and
leaving it to dry [306].
The washcoat is generally not catalytically active for CO oxidation [305]. The wash-
coat is therefore impregnated with the catalytically active species, usually Pt nanoparti-
cles [2, 305, 306]. This is achieved by dipping the wash-coated monolith into a solution
of various precious metal precursors, usually metal salts [306]. The wet monolith is then
dried and may undergo thermal treatment to catalytically activate the nanoparticles [306].
In this chapter, fresh and road aged monolith sections of two types of DOC were
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Figure 4.2: Pictures of the monolith sections (as received) showing side and top views
of (a) Pt–Only Fresh, (b) Pt–Only Aged, (c) Bimetallic Fresh and (d) Bimetallic Aged
monolith sections. Scale bar is 1 cm
investigated. Monolith sections cut from the main structure were supplied by Johnson
Matthey but the manufacturer of the DOCs is unknown. A Pt-Pd–Al2O3 DOC and Pt–SiO2
DOC variants were supplied. The aged Pt-Pd–Al2O3 and Pt–SiO2 DOCs were supplied as
road-aged for 40,000 and 36,000 miles respectively. The DOCs will be referred to as
Bimetallic-DOC and Pt-Only DOC respectively hereafter. Figure 4.2 shows images of
the as received monolith sections. According to SEM data from Johnson Matthey [241],
the washcoats on the Bimetallic-DOC and Pt-Only DOCs are 50 µm and 25 µm thick
respectively when measured at the straight parts of the monolith channels. The washcoats
are between about 25− 50 µm thicker at the monolith channel corners in both cases [241].
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Table 4.1: Metal loadings by atomic weight on the four DOCs provided by Johnson
Matthey [241]
DOC Pt (%) Pd (%)
Bimetallic Fresh 0.89 0.46
Bimetallic Aged 0.72 0.36
Pt Only Fresh 0.34 trace
Pt Only Fresh 0.29 trace
Table 4.1 shows the metal loadings in the two different DOC systems determined with
infrared chromatography by Johnson Matthey [241]. Johnson Matthey did not manufac-
ture the monoliths but they helped with the wider analysis (SEM, XRD) as referenced.
The quantities are atomic weights. The amount of Pt and Pd varies from area to area on
the nanoscale. The majority of Pt:Pd ratios recorded were between 5:1 and 1:5 by atomic
weight. Overall Pt:Pd ratios were observed from approximately 40:1 to 1:20 (see for ex-
ample Figure 4.9 on page 100) . The readings for the large ratios were often accompanied
by large errors since small broad peaks in the EDX spectrum are more difficult to distin-
guish from background noise and other nearby peaks as determined by the NSS software.
These measurements suggest that during manufacture, the Pt and Pd metals are not evenly
distributed on the nanoscale. The overall metal loading in the fresh and aged DOCs sug-
gest the loss of some metal during their use and this is discussed in the following sections.
Observations from bulk indicate that a 2:1 ratio (by atomic weight) of Pt:Pd is present in
both the fresh and aged samples in the Bimetallic DOC [241]. The overall metal loading
is different between the Pt–Only and Bimetallic DOCs. Table 4.1 shows that the metal
loading in the Bimetallic DOC is twice that of the Pt–Only DOC in both fresh and aged
cases.
XPS data provided by Johnson Matthey is summarised in Table 4.2 for the Bimetallic
DOCs and the Pt-Only DOCs. The XPS measurements show that in the aged DOCs, very
small amounts P and S (from the diesel fuel) are present [241]. Other species such as Ca
may originate from lubricants and engine parts. Significant concentrations of S and P can
form compounds with Pd-PdO in the Bimetallic DOC and may lead to a reduction of the
catalytic activity [223].
4.2.2 Specimen Preparation
The aim of the study here was to examine the structure of the nanoparticles which are
primarily located on the washcoat material (see Figure 4.1 on page 88). The cordierite
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Table 4.2: XPS measurements of the four DOCs [241]
Name
Peak Binding
Energy ( eV)
FWHM
( eV)
FWHM
(%)
Peak Binding
Energy ( eV)
FWHM
( eV)
FWHM
(%)
Fresh Bimetallic DOC Aged Bimetallic DOC
Si2p 103.60 2.54 6.17 103.60 2.40 6.25
Al2s 120.35 3.17 30.44 119.99 3.03 25.24
O1s 532.28 3.16 57.78 532.17 3.14 54.78
Cls 285.59 3.14 4.93 284.39 4.27 12.36
P2s - - - 192.69 3.21 0.26
S2s - - - 233.76 3.55 0.53
Fresh Pt Only DOC Aged Pt Only DOC
Si2p 154.74 2.58 27.72 154.87 2.58 29.99
Al2s 119.80 2.64 1.18 120.40 2.71 1.19
O1s 532.98 1.89 64.39 533.11 1.88 64.81
Cls 285.07 2.28 6.34 258.01 2.38 5.92
Ca2p - - - 348.56 1.67 0.12
P2s - - - 192.68 0.34 0.20
S2s - - - 234.88 0.18 0.29
itself and the other materials were not of interest in this study. (S)TEM specimens were
prepared as follows. Separately, each monolith section was further sectioned using Cu
wire of approximately 1 mm diameter to saw (manually) through the channels of each
monolith. This was done on filter paper using a fresh sheet for each monolith section. The
sectioning process generated debris in the form of powder and small chunks of monolith
which were collected into a bottle. The debris from the top layers of the monolith were
not used to prepare (S)TEM specimens to minimise contamination arising from the initial
monolith cutting process which was done prior to receivership.
The debris and powder was dispersed in ethanol in a small glass bottle. Approximately
25 mg of debris was used. The bottle was shaken by hand and was then placed in an ultra-
sonic bath for 240 s. The resulting suspension for the fresh DOCs gave a beige colouration
to the ethanol. The aged variants however, gave a grey-black solution with some sign of
liquid separation suggesting the presence of oils. A disadvantage of this method was that
the specimen was populated by large (often > 1 µm) diameter cordierite crystals. It was
found that imaging the cordierite caused it to deteriorate under the beam after a short while
preventing practical analysis of the washcoat and the nanoparticles loaded upon it.
Therefore, further effort was required to encourage the washcoat to separate from the
cordierite. The same powder mentioned above was exposed to ultrasonic frequencies for
longer durations (approximately 10 minutes). This broke up the specimen even more,
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resulting in more separated washcoat and cordierite crystals allowing for more extensive
and convenient analysis of the nanoparticles loaded upon the washcoat.
(S)TEM specimens were made by dispersing the powder solutions on a TEM grid. Sin-
gle or multiple 2.5 µl drops were deposited onto a TEM grid held by crossover tweezers.
The TEM grids chosen for (S)TEM work were holey-C (Agar 163-8) and lacey-C films
(Agar 166-3) supported by Cu grids. Most regions studied here were over the holes on the
support meaning that interference caused by the amorphous C background was minimised
thus improving the possible resolution.
Despite the aged specimens originating from the dirty environment of a car exhaust
there were few contamination issues. Only prolonged exposure to convergent probes (such
as STEM and NBD) resulted in detrimental deposition or agglomeration of hydrocarbon
contamination. This suggests that organic materials were either washed off by the ethanol
or were stabilised on the support material. Generally, any contamination observed was
worse on the C films suggesting that the TEM grids themselves contained surface contam-
inants which could diffuse.
4.3 Bimetallic DOC Characterisation
Figure 4.3 shows HAADF-STEM and TEM images of the fresh and aged Bimetallic DOC.
Coverage of nanoparticles on the γ-Al2O3 support is high and is consistent between dif-
ferent regions on the (S)TEM specimens regardless of support structure/shape variations.
HAADF-STEM was able to show the smallest nanoparticles and clusters because of the
large difference between Z of the Pt-Pd nanoparticles and light Al2O3 support. However,
HAADF-STEM was unable to resolve the atomic structure of the smallest nanoparticles
directly and the support rarely showed any structure. This could be because the nanoparti-
cles may not be sufficiently orientated and the signal received from the support is relatively
low compared to the nanoparticles and it contains vacancies.
HRTEM resolved the atomic structure more often than HAADF-STEM in ordered par-
ticles, this may be because the image is comprised of diffraction and phase contrast. The
support also showed crystal structure most of the time, again because although Al2O3 may
contain vacancies, it still can strongly diffract electrons hence the appearance of lattice
fringes. It was virtually impossible to resolve the smallest (and presumably disordered)
clusters from the support hence why HRTEM was not used for nanoparticle size analysis.
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Figure 4.3: HAADF-STEM and TEM images of different areas on the fresh (a-b) and aged
(c-d) Bimetallic DOC providing wide views typical for these specimens. The HAADF–
STEM images clearly show the morphology of the nanoparticles but the HRTEM images
show the morphology and structure of the support. The inset SAD patterns are dominated
by the γ-Al2O3 {0 0 4} and {4 4 0} rings
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μ = 2.50 ± 0.02(a) μ = 11.00 ± 0.16(b)
Figure 4.4: Nanoparticle size distributions of the (a) fresh and (b) aged Bimetallic DOC.
The black lines are the the log-normal distribution fit
The γ–Al2O3 washcoat was in the form of flake and rod like crystals which are reported
shapes for the γ and δ phases [151]. SAD analysis of the support showed dominant γ–
Al2O3 {0 0 4} and {4 4 0} reflections from most areas as shown in Figure 4.3. XRD data
from crushed monolith sections taken by Johnson Matthey suggest the dominant phase
is a tetragonal phase, δ-Al2O3 [241]. Several groups have reported that γ–Al2O3 can be
tetragonally distorted [155] perhaps because of the presence of an alternate γ phase [155].
Nanoparticles sizes were determined by measuring the largest dimension of a individ-
ual nanoparticles using HAADF-STEM. It was difficult to distinguish small nanoparticles
from the support in TEM hence why HAADF-STEM was used. Nanoparticles that could
not be distinguished as a single entity were not counted. A mixture of low and high mag-
nification images were used to provide an adequate sampling (600 nanoparticles) of the
nanoparticle sizes. It is possible to use a semi-automatic threshold technique (in ImageJ or
Digital Micrograph) that outlines nanoparticles based on their intensities. However, it was
found this method was unsuitable because contrasting thick and thin regions of the sup-
port in addition to the presence of low and high Z materials made determining a consistent
threshold value across the whole field of view impractical for purpose.
Figure 4.4 shows the resulting nanoparticle size distributions of the fresh and aged
Bimetallic DOCs. The distributions have tails towards the smaller sizes, suggestive of
a log-normal distribution as shown in Figure 3.13 on page 75. A log-normal curve fit
was applied in Sigmaplot. Sigmaplot returned values for the constants in the distribution
equation, including the mean nanoparticle diameters. Errors in the mean were determined
from the standard error of the returned variables from SigmaPlots log-normal curve fit.
Individual errors of nanoparticles were estimated by the change in ∆f required to
bring out of focus nanoparticles into focus in the HAADF-STEM images. In a given
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Figure 4.5: High magnification HAADF-STEM image of nanoparticles on the fresh
Bimetallic DOC
Table 4.3: Mean Bimetallic DOC nanoparticle diameters determined by HAADF-STEM
and XRD
DOC µ nm Error nm
Bimetallic Fresh (STEM) 2.50 0.02
Bimetallic Fresh (XRD) n/a n/a
Bimetallic Aged (STEM) 11.00 0.16
Bimetallic Aged (XRD) 7 n/a
HAADF-STEM image, all nanoparticles are not simultaneously in focus because the sup-
port structure height varies. Nanoparticles generally appear larger and rounded when out
of focus because their shape outline becomes diffuse. A variety of different magnifica-
tions were used to provide a good coverage of different nanoparticle sizes. The error in a
single measurement was estimated from HAADF-STEM images such as the ones found
in Figure 4.3(a) and (c) such that the error in a single nanoparticle diameter measurement
is 0.3 nm.
The results from the nanoparticle size distributions are tabulated in Table 4.3 along
with complementary XRD data provided by Johnson Matthey [241]. According to the
HAADF–STEM data, the mean size of nanoparticles have increased in size from the fresh
to aged state by over 400 %. The XRD analysis could not provide a reliable measurement
for the fresh catalyst. There is a 3 nm discrepancy between the smaller XRD and larger
HAADF-STEM nanoparticle size measurements in the aged sample which is discussed
later.
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Figure 4.6: High magnification HAADF-STEM images of nanoparticles on the aged
Bimetallic DOC showing (a) a rounded nanoparticle and (b) faceted nanoparticle showing
signs of core-shell structure
Nanoparticle morphologies were investigated primarily with HAADF–STEM because
the high Z nanoparticles are more easily distinguished from the support compared to
HRTEM. Figure 4.5 shows some HAADF-STEM images at high magnification which
reveal the presence of small nanoparticles and clusters. Virtually all of the nanoparticles
observed with HAADF-STEM are rounded in shape comprising of multiple irregular low
symmetry facets. Intensity variations in the clusters in Figure 4.6 suggest that the Pt-Pd
alloy is a random mixture of both elements. No core-shell nanoparticles, or nanoparticles
with segregated Pt-Pd regions were observed in the fresh Bimetallic DOC.
In contrast, in the aged Bimetallic DOC, nanoparticles display a wider range of mor-
phologies. Many nanoparticles retain their rounded shapes but are larger, as illustrated in
Figure 4.6. Many nanoparticles above 20 nm were observed to be faceted along multiple
directions with some resembling equilibrium shapes such as truncated octahedra bound by
{1 1 1} and {2 0 0} faces. Such truncated octahedra have been experimentally and theoret-
ically reported in amorphous carbon supported model systems of monometallic Pt and Pd
nanoparticles [20, 108] and bimetallic PtPd nanoparticles [307].
HAADF-STEM reveals complex intensity variations in some of the nanoparticles. Fig-
ure 4.7 illustrates a HAADF-STEM image at the atomic level of a larger faceted nanopar-
ticle in [1 1 0] zone axis exhibiting intensity variations within its structure. EDX analysis
(along the lines in Figure 4.7(a)) from the nanoparticle show compositional variations in-
dicating that the outer layers are very rich in Pd whereas the core is Pt enriched. The
boundaries with different contrast indicate distinct compositional regions with the lower
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Figure 4.7: A HAADF-STEM image of a large nanoparticle displaying signs of alloy
segregation with (a) showing the entire nanoparticle (b) a closeup of the bottom edge and
(c) and (d) EDX line spectra corresponding to those labelled in (a). This nanoparticle is
Pt-Pd
97
5 nm
(a)
2 nm
1
2
1
2
(b)
(c)
Pt/Pd {220}
Pt/Pd {111}
Pt/Pd {200}
Figure 4.8: HRTEM images (a,b) with inset FFTs in (b) and NBD diffraction pattern (c)
of a nanoparticle close to the [1 1 0] zone axis with (b) showing contrast from an angled in-
terface. The NBD diffraction pattern is from the whole nanoparticle and reveals streaking
caused by the shape effects associated with the angled interface
boundary being a (2 0 0) internal boundary between the Pt rich and Pd rich regions as
shown at higher magnification in Figure 4.7(b). The line scan in Figure 4.7(c) shows a
high concentration of Pt in the lower part of the nanoparticle suggesting that the coales-
cence of a Pt rich particle has occurred.
AC-HRTEM and NBD of a nanoparticle on the aged DOC shown in Figure 4.8 have
revealed defect structures. NBD indicates the nanoparticle is close to a 〈1 1 0〉 zone axis.
EDX point and line (Figure 4.7) spectra have confirmed that the outer layers are Pd rich
and the core is Pt enriched. The streaked reflections shown in FFT 1 are likely caused by
the distortion of the Pt spatial frequencies due to the presence of the Al2O3 support. The
additional reflections in the FFT 2 are possibly interference fringes caused the presence of
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an angled interface with another crystal. The Moire´ fringes can be more clearly seen in
the lower magnification image in (a).
Diffuse streaks along 〈1 1 1〉 in the NBD pattern in Figure 4.8(c) can be attributed to
shape effects caused by the presence of stacking faults [308], thin tilted interfaces [21] or
by the presence of a very thin crystal [14, 21]. It may be possible that a thin sheet/disc
shaped PdO crystal has formed on the nanoparticle facet in the region of FFT 2. The
contrast may be complicated by thickness effects as well. It can be seen that the contrast
near the region labelled 2 is inverted (black atomic columns) with respect to the edge of
the crystal (white atomic columns).
Previous observations of Pt-Pd alloys under heat and in oxidative atmospheres [239,
309] imply that in the complex operating conditions of DOCs the segregation of Pd to the
surface results in lattice mismatch of about 1 % between Pt and Pd. There are no reports
on the formation of stacking faults caused by this mismatch. In other alloys, such as in
freshly prepared Au-Pd bimetallic nanoparticles, the presence of stacking faults bound by
partial dislocations resulting from the difference in lattice parameter of about 4% between
the constituent atomic species has been reported [310].
The nanoparticles observed at the same time as those in Figure 4.7 and 4.8 contained
more Pd than Pt. Following these initial observations, using a converged TEM beam, Pt:Pd
ratios were plotted against nanoparticle diameter to determine if there was any correlation.
The nanoparticle diameters were determined in the same fashion as before and the metal
element weights determined in NSS using the standard-less quantitative analysis tool. Fig-
ure 4.9 shows the results of this study. There appears to be no link between the amount of
Pd and the size of the nanoparticle. It is not known how the DOC was made but it is a bulk
scale item and here, using TEM, the nanoscale is reported, so it is possible in some areas
more Pt and Pd precursors were mixed producing a non–uniform distribution.
In addition, to investigate if there was any link between core shell size and nanoparticle
diameter, using HAADF-STEM images the core was measured along the same line that
was used to measure the overall nanoparticle diameter. There is some degree of error here
because some cores are not well defined and not all nanoparticles had matching spectra.
The result was plotted in Figure 4.10. The graphs show that there is a approximate linear
relationship between core and shell size. The x error in both Figures 4.9 and 4.10 originate
from the error in diameter measurement described previously. The y errors in Figure 4.9
were obtained from the NSS EDX software. The error in y on Figure 4.10 was estimated
from intensity differences taken from a pure Pt nanoparticle and similarly sized core-shell
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Figure 4.9: Graph showing that there is no relationship between the size of nanoparticles
and their relative Pt and Pd content, note that extreme values are cut-off for presentation
purposes but their error bars can be seen
bimetallic nanoparticle to distinguish between alloy segregation and thickness effects. The
error in this was approximately 1 nm.
Core-shell nanoparticles were observed in a minority of particles (30 %) and almost
exclusively in particles above 20 nm. Clear segregation along atomic planes was not ob-
served in most nanoparticles. This is because most nanoparticles were not in an appropri-
ate zone axis. The [1 1 0] zone axis has the {1 1 1} and {2 0 0} planes perpendicular to the
beam which reveals segregation much more clearly than a lower symmetry zone axis such
as [1 0 2] where the {1 1 1} and {0 0 2} are not perpendicular to the beam. Analysis here
has suggested that {1 1 1} and {0 0 2} are the preferred segregation planes.
4.4 Pt Only DOC Characterisation
Figure 4.11 shows some TEM and HAADF-STEM images of the fresh and aged Pt–only
DOC. In the fresh version, the SiO2 support is comprised mostly of spheres which have
amorphous structure. Diffraction patterns from region such as those in Figure 4.11(a) and
(b) show only Pt rings. Nanoparticle coverage across different areas of the fresh Pt-Only
DOC was inconsistent. Some SiO2 spheres were coated with only a few small nanoparti-
cles whereas some were covered by up to 50. The support morphology in the aged version,
shown in Figure 4.11(c) and (d), was largely unchanged. Some regions contained soot in
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Figure 4.10: Graph showing that there is an approximate linear relation between core size
and overall diameter
Table 4.4: Mean Pt Only DOC nanoparticle diameters determined by HAADF-STEM and
XRD
DOC µ nm Error nm
Pt Only Fresh (STEM) 3.06 0.03
Pt Only Fresh (XRD) 4 n/a
Pt Only Aged (STEM) 6.60 0.04
Pt Only Aged (XRD) 9 n/a
between the SiO2 spheres and sometimes the soot was coated in nanoparticles suggesting
that the nanoparticles could be mobile during use. On the aged variant, the nanoparticle
coverage is poor with only one or two large Pt nanoparticles per SiO2 sphere.
Using the same method as the Bimetallic DOC case, nanoparticle diameters were mea-
sured. Figure 4.12 shows the nanoparticle size distributions of the fresh and aged Pt Only
DOCs. A log-normal curve fit was used for both because they both have long trailing tails.
The values returned for the mean and those determined from XRD are given in Table 4.4.
It is interesting that on the fresh variant that there are already nanoparticles larger than
10 nm. XRD analysis of crystal sizes by Johnson Matthey return values of 4 and 9 nm for
the fresh and aged Pt–only DOC respectively. The results differ for the aged variant but the
XRD analysis is done using a bulk specimen whereas the HAADF-STEM measurements
presented here are nanoscale. The discrepancies are discussed later on page 103
In Figure 4.11 it can be seen that the majority of the nanoparticles on the fresh and
aged version are spherical or rounded and only seem to differ in size. However, using
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Figure 4.11: (S)TEM and TEM images of the (a),(b) fresh and (c),(d) aged Pt Only DOC
providing wide views typical for these specimens. The insets in (b,d) are SAD diffraction
patterns which show faint Pt rings
μ = 3.06 ± 0.03 μ = 6.60 ± 0.04(a) (b)
Figure 4.12: Nanoparticle size distribution of the (a) fresh and (b) aged Pt-Only DOC. The
black lines are the log-normal distribution fits
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Figure 4.13: Nanoparticle morphologies/structure on the (a) fresh and (b) aged Pt Only
DOC. (a) is a HAADF-STEM image and (b) is a HRTEM image. HRTEM was unable to
show Pt clusters or very small nanoparticles on thick regions of the SiO2 support whereas
HAADF-STEM could
HAADF-STEM on the fresh version reveals the presence of small Pt nanoparticles that
would be missed in an HRTEM image. Figure 4.13(a) shows an aberration corrected
HAADF-STEM image of a cluster of nanoparticles. Note that under the electron beam,
the two central nanoparticles had coalesced into one. It can be seen clearly that virtually
all of the nanoparticles are rounded but weak intensities in between the nanoparticles may
suggest the presence of clusters. HAADF-STEM of the SiO2 often resulted in the charging
of the specimen, leading to a loss in resolution. Figure 4.13(b) shows a HRTEM image of
a group of nanoparticles on the aged version. The large nanoparticle is joined by smaller
nanoparticles, some of which contain defects. Out of the many nanoparticles observed,
only approximately 1% of the particles were defective and the rest were primarily single
crystals. In addition, of the nanoparticles with defects, approximately 50 % were larger
than 20 nm, i.e. the biggest sizes.
4.5 Discussion of Results
4.5.1 Nanoparticle Sizes
The average sizes of the fresh and aged nanocatalysts in the two DOCs reveal significant
differences between the fresh and aged systems. The nanoparticles have grown in diam-
eter, by almost 400 % in the bimetallic DOC, but only by 200 % in the Pt–only DOC .
The most significant factor contributing to this large difference is the relative loadings of
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the two systems (see Table 4.1). In general, it has previously been reported that metal
dispersion is better on Al2O3 than SiO2 supports [311]. The Bimetallic DOC has over
twice the amount of metal and (S)TEM observations revealed that nanoparticle coverage
was constant and dense on the Bimetallic DOC but varied on the Pt-only DOC. In the two
systems, the observed higher concentration of nanoparticles below 2 nm in the bimetal-
lic DOC presumably have a larger number of low coordination surface atoms resulting in
higher surface energies and are more likely to be unstable and probably more active chem-
ically initially. The removal of low coordination surface atoms to minimise the surface
energy and transport of the atoms between particles leads to faceting and then sintering
which has been observed in detail by Walsh et al with Au-C [312].
Comparing the size distributions in the Pt-only to those in the bimetallic DOC, pre-
sented in Figure 4.4 and Figure 4.12, respectively, there is a much broader range of
nanoparticle sizes in the former. Both distributions have long tails towards the larger
nanoparticles. Datye et al have pointed out that no-one so far has a clear explanation to
why there is always such a tail in certain nanoparticle catalyst systems after sintering [233].
The loss of low coordination atom sites is likely to result in a loss of activity. The
observations of the Bimetallic DOC suggest that the higher metallic content, the morphol-
ogy of the support and the presence of small nanoparticles contribute to the nanostructural
changes and sintering behaviour in contrast to the low-loaded fresh Pt–only variant which
has larger nanoparticles. There is a much broader range of nanoparticle sizes in the aged
Pt–only DOC. This suggests that the surface is smooth, allowing relatively easy diffusion
of nanoparticles across the SiO2 spheres in contrast with the jagged surfaces of the Al2O3
in the bimetallic DOC.
The measurement of nanoparticle size measurements differ depending on which tech-
nique was used. On the Pt–only catalyst, XRD returns a larger value than HAADF-STEM
whereas the opposite is true on the aged bimetallic DOC. The HAADF-STEM nanoparti-
cle size measurements were made directly using the images by selecting a nanoparticle’s
largest dimension as described earlier. XRD measures crystal size as opposed to nanopar-
ticle size with the latter potentially containing more than one crystal segment. The Debye-
Scherrer equation ((2.8)) was used to ascribe the broadening of the metal peaks to the
crystal size of the nanoparticles. In the fresh bimetallic case, the nanoparticles were too
small to provide a suitable XRD peak for measurement. In the aged case, as with SAD pat-
terns taken in TEM mode, the intensity within the diffraction pattern is dominated by the
support, namely the {0 0 4} and {0 4 4} peaks from γ-Al2O3 and equivalent reflections in
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δ-Al2O3. In the Pt-SiO2 there is significant signal from the thick amorphous support which
could broaden the Pt diffraction peaks thus resulting in a larger crystal size measurement.
To summarise, the influence of the support is the primary reason for the discrepancy be-
tween XRD and HAADF-STEM nanoparticle size measurements with the latter generally
being more reliable for these reasons.
4.5.2 Segregation
The results observed here in real world commercial systems generally agrees with the
current literature on the segregation of Pd and Pt. The majority of the particles observed
were Pd rich and only the larger nanoparticles showed the formation of a Pd enriched
shell. This agrees with simulations by Barcaro et al [237] and experimental work by van
den Oetelaar who further reported the segregation of Pd to the surface is enhanced by
O environments [239]. The same group suggested that smaller particles with a near 1:1
ratio of Pt:Pd would form alternating patchy regions of the different elements but this
was not directly observed in this work [239] perhaps because to be visible it requires the
nanoparticle to be in a particular orientation.
Segregation observed here was most striking when the nanoparticles were oriented
near the [1 1 0] zone axis such as in Figure 4.7. In general, bands of Pt and Pd could be
observed principally along the {0 0 1} and {1 1 1} planes which correspond to the lowest
surface energy surfaces of fcc materials [20, 307]. In smaller nanoparticles, this was not
observed possibly because of the differences in overall surface energies of smaller bimetal-
lic nanoparticles [237, 307]. It is possible that PdO can fix the position of Pd atoms in a
nanoparticle leading to a separate PdO region as suggested by experimental evidence from
Datye and co-workers [242,250]. Previous studies of PdO suggest that the morphology of
PdO particles are generally rounded [240, 242, 252, 313]. It is possible that in some of the
images here, some of the rounded surfaces may be composed of PdO.
4.5.3 Nanoparticle Morphologies
Nanoparticle morphologies on the aged Pt Only and Bimetallic DOCs were observed to
vary. In general, the observed nanoparticles on the Pt Only sample were spherical. Spher-
ical nanoparticles are believed to be more active in the oxidation of CO than polyhedral
nanoparticles [169, 170], as they are made up of many low symmetry atomic planes with
steps and kinks on the surface with a higher proportion of active sites [174, 236]. For the
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oxidation of CO, density functional theory calculations have indicated that the activity of
Pt nanoparticles is size dependent although less sensitive than for Au nanoparticles [189].
A majority of the observed nanoparticles were spherical in the aged Bimetallic DOC
and did not exhibit core-shell formation but as previously discussed in the section above,
it may be because the nanoparticles are insufficiently orientated to see the core-shell struc-
ture. However, approximately 30 % were faceted and were larger in size (> 20 nm).
Compositional analysis of these larger faceted nanoparticle has shown the segregation of
Pd to the surface, and outer surfaces are Pd-rich. In the order of higher to lower activity,
Pt {1 1 0}, {1 1 1} and {1 0 0} faces are believed to be the most catalytically active for the
CO oxidation [94] and for Pd the order is reported as {1 0 0}, {1 1 1} and {1 1 0} [314].
CO is expected to bind more tightly to Pd [315]. We believe that the observed surface
segregation of Pd in the larger particles in the aged Bimetallic DOC is beneficial for the
CO oxidation activity particularly at higher concentrations of the gas because the CO will
eventually block the active sites on the surface. In contrast, Pt can be poisoned by high CO
concentrations. XPS data indicate the presence of very small concentrations of P and S in
the aged DOC systems, but not in the fresh variants probably due to the S and P content in
the diesel fuels. However with considerable reductions of S content in the current diesel
fuels the incorporation of Pd in technological bimetallic DOC systems is feasible.
In addition, PdO can form at operating temperatures of DOCs (200− 300 ◦C) in the
oxidising environment [252]. PdO itself is thought to be inactive in the oxidation of CO
and that PdOx layers can inhibit O and CO absorption [316]. In general we did not observe
significant PdO formation in our studies. This is consistent with the report that PdO can
be reduced to Pd metal in CO/NOx atmospheres [316] so there may be a balance between
the formation of and reduction of PdO in DOC operating conditions.
4.6 Conclusion
The nanostructure, chemical composition and surface segregation in fresh and road aged
technological diesel oxidation catalysts (DOCS), namely Pt-SiO2 (Pt-Only DOC) and
PtPd-Al2O3 (Bimetallic DOC) systems were studied using aberration corrected (S)TEM
along with complementary analysis with EDX, XRD, XPS and infrared chromatography.
Comparisons of XRD and HAADF-STEM data of the fresh and aged DOCs have revealed
atomic structural changes as a result of sintering. Nanoparticles on the fresh Pt-only cat-
alyst were found to be rounded below 50 nm. Significantly, the direct atomic scale aber-
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ration corrected HAADF–STEM observations of the aged bimetallic DOC reveal that a
majority of the nanoparticles do not display segregation and have varying amounts of Pt
and Pd intermixed. Only a minority (30 %) of nanoparticles have core-shell like structures.
The core-shell structures were always observed to have a Pd rich shell and a Pt enriched
core. These core-shell nanoparticles were larger than 20 nm and often were faceted by
{1 1 1} and {2 0 0} atomic planes. The essentially spherical morphology of nanoparticles
on the Pt–only DOC reveal low symmetry facets with atomic steps which can contribute
a higher number of active sites in the oxidation of CO and hydrocarbons based on ob-
servations here and previous studies on model systems [222, 303, 317]. These changes in
nanostructure have been attributed to metal loading, particle sizes in the fresh catalysts
and the type of support. Fundamental insights into the practical catalyst nanostructures
and stabilities have important implications for the design of technological DOCs.
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Chapter 5
Nanostructural Studies of a Pt-γ-Al2O3
Catalyst
5.1 Introduction
Pt-Al2O3 is a well studied catalyst but there are few aberration corrected studies. With
aberration correction, in HRTEM, it is possible to deduce intricacies in the surface struc-
ture of the nanoparticles on the fresh catalyst, allowing fresh insights into their catalytic
activity. However, many nanoparticles that have been studied in commercial Pt-Al2O3
catalysts often appear to display no ordered structure in HRTEM or HAADF-STEM im-
ages but this is likely because they are in a low symmetry zone axis. Here, HRTEM and
HAADF-STEM is used to probe the nanostructures of nanoparticles on a fresh Pt-Al2O3
catalyst in addition to heat treated catalysts. Insights into the stability of nanoparticles
during sintering are provided by HAADF-STEM. NBD was used to shed light on the
presence of epitaxy between the support and nanoparticle and to investigate how certain
defects may arise during sintering. The use of NBD has not been used on a specimen such
as these having only been used on a model (thin film) Pt-Al2O3 specimen [318].
5.2 Specimen Preparation
The catalyst was provided by Johnson Matthey as a grey-black powder. No crushing was
necessary because the powder was fine. (S)TEM specimens were prepared by suspending
2 mg of the catalyst powder in ethanol in a small glass bottle. The suspension was placed
in an ultrasonic bath for 240 s to break up any large Al2O3 particles. Single or multiple
2.5 µl drops were deposited onto a TEM grid held by crossover tweezers. The TEM grids
108
chosen for (S)TEM work were holey-C (Agar 163-8) films supported by Cu grids.
Thermal treatment of the catalyst powder was kindly carried out in a furnace in the
Department of Chemistry at the University of York by Natalie Pridmore. Approximately
20 mg of the provided catalyst powder was placed into an Al2O3 crucible. Each run was
carried out separately with air at atmospheric pressure. Treatments were carried out for
3 h at 250 ◦C, 500 ◦C and 750 ◦C. Treatments carried out for 15 h were at 250 ◦C and
500 ◦C. The 750 ◦C variant at 3 h represents the rapid ageing of the catalyst. The use of
high temperature to deliberately promote sintering is common amongst groups that study
thermally treated nanoparticle catalysts.
Specimens were found to contaminate due to the formation of additional C layers in
(S)TEM. This was particularly troublesome in the NBD studies where the NBD beam
acted as a spray, covering regions in thick C layers after a few seconds. Based on trials
with empty C films, the contamination observed arises both from the C film and from
hydrocarbons and other chemicals contained in the powder suspension. The contamination
was generally worse in the heat treated specimens, particularly the 750 ◦C variant. All
(S)TEM specimens were plasma cleaned in air for 30 s at 10 % power. It is possible
that plasma cleaning in air may have introduced some slight rounding to the nanoparticles
due to the presence of adsorbed O2 but there was no evidence to suggest that the plasma
cleaning changed the nanoparticles morphologies at the low power levels used. Despite
the contamination, it was still possible to image at high magnification in HAADF-STEM
after beam showering. Beam showering is described in chapter 6 on page 133. The areas
suspended over a hole, away from the C film were found to be relatively contamination
free relative to the C film.
5.3 Fresh Catalyst
TEM and HAADF-STEM observations of the fresh catalyst show that the nanoparticle
morphologies are varied. Generally speaking, the nanoparticles have at least one well
defined facet, usually the {1 1 1} or {0 0 2} faces. Observations suggest that no particu-
lar shape dominates but this may be because of the random orientation of the supported
nanoparticles with respect to the electron beam direction. The observation of facets sug-
gests the presence of standard Wulff structures such as cubeoctaheda that have interfaced
with the support to form structures described by the Winterbottom model [20, 88, 108].
Most nanoparticles were measured to be larger than 2 nm in at least one dimension as
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Figure 5.1: TEM image (a) and HAADF- STEM image (b) of the fresh Pt-Al2O3 catalyst.
The nanoparticle size distribution is shown in (c)
shown in Figure 5.1. The majority of nanoparticles were observed to be faceted on at least
one side. The morphology of the nanoparticles in these catalysts are different compared
to the Bimetallic DOC nanoparticles presented in chapter 4. This is probably because of
the differences in manufacture which may have involved the use of different Pt precur-
sor salts such as Pt(NH3)4Cl3 [97, 319] which can lead to a wide variety of nanoparticle
shapes [97, 320].
Structures with size around 1 nm were generally observed to be rounded but rarely
showed signs of structural order. However, given the poor crystallinity of the support and
the random orientation of larger particles, it is likely that the smallest nanoparticles are
also randomly orientated. From the HAADF-STEM and HRTEM images alone it is not
possible to deduce if they have structure or not but several groups believe that the structure
and stability of small clusters are heavily influenced by the presence of surface defects on
the support surface [91, 142]. Through development in (S)TEM diffraction techniques, it
may be possible to elucidate the support structure at the nanoscale.
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Figure 5.1(a) shows a TEM image that demonstrates the diverse range of nanoparticle
morphologies present on the fresh catalyst. The regions of the support with large facets
were generally coated with faceted nanoparticles with flat interfaces between the nanopar-
ticle and support which would result in expected Winterbottom/Wulff shapes. The Al2O3
on the left hand side of Figure 5.1(a) has been indexed as γ-Al2O3, about 6
◦ out of the
[1 0 1] zone axis with the dominant set of reflections being {2 2 2}. This means that the
nanoparticles in the lower left region of the TEM image are supported on the γ-Al2O3
{1 3 1} face. The HAADF-STEM image shows an example of a typical region contain-
ing nanoparticles. Taking EDX spectra from entire Al2O3 crystals revealed that the Pt by
atomic weight was between 0.5 % and 10 % indicating that the metal is unevenly dispersed
through the catalyst and this is considered typical of real world materials.
HAADF-STEM was carried out at various magnifications to provide a worthy sam-
pling of the different nanoparticle sizes. The large area view seen in Figure 5.1(b) appears
to be out of focus because the edges of some of the nanoparticles are blurry. This can be
explained in terms of variations in height of the support structure which are beyond the
microscope’s depth of focus. This can lead to the assumption that the nanoparticles are
rounded but multiple through focus images were taken to ensure as many nanoparticles
as possible were resolved in-focus. The nanoparticle diameters were determined as previ-
ously described in chapter 4 (page 94). The error of the mean indicated in Figure 5.1(c)
(and later in Figures 5.6 and 5.8) are small and are beyond the microscope’s resolution
limit. This is due to the large number of samples taken. Individual errors in each mea-
surement were estimated in similar fashion as described in chapter 4 on page 95. Using a
typical HAADF-STEM image shown in Figure 5.1(b), it was found that changes in ∆f as
large as 25 nm were required to bring some nanoparticles into focus. The error in the size
of nanoparticles is then 0.3 nm using the methodology described in chapter 4.
Large agglomerates of nanoparticles were observed in the catalysts here but these were
not counted because they did not represent the true size of the individual nanoparticles.
HAADF–STEM at higher magnification revealed the presence of cluster features on the
Al2O3 surfaces but no single atom features were observed. Generally, nanoparticle cata-
lysts are calcined or heated after the nanoparticles are loaded onto the support [145]. It
is possible that any single atoms present during the synthesis have migrated and either
formed clusters or have been absorbed into larger structures.
The TEM image in Figure 5.1 was taken using a conventional TEM. The nanoparticles
appear much darker and the support shows greater contrast compared to images taken with
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Figure 5.2: HRTEM image showing some of the typical morphologies of nanoparticles
on the fresh catalyst, the FFTs correspond to the labeled areas A and B with A showing
the presence of a poly-crystal nanoparticle. The arrows around nanoparticle A show the
presence of a grain boundary
AC-HRTEM. This is because the CTF (Figure 2.4 on page 30) is flatter on the AC machine
but it extends to higher spatial frequencies whereas the conventional TEM will have a
sudden sharp peak and trough at lower spatial frequencies resulting in greater contrast in
the image. The resolution limits of the conventional TEM however prevent the accurate
analysis of their surface structure including the identification of low coordination atoms
which are believed to be beneficial for CO oxidation. For detailed nano-structural studies,
AC-HRTEM was needed.
Figure 5.2 shows a typical HRTEM image of a 25 nm wide region of the fresh catalyst.
Approximately 95 % of the nanoparticles displaying lattice information were single crys-
tals, the rest contained defects such as dislocations, stacking faults or grain boundaries.
Twinned Pt nanoparticles are relatively rare compared to Au nanoparticles of similar size.
The presence of such defects in nanoparticles can lead to the introduction of strain [9] and
the presence of additional low coordination atoms [9, 312]. From the HRTEM image and
its FFT in Figure 5.2 it would seem that nanoparticle A is twinned. Most of its surfaces are
{1 1 1} faces but the region interfacing with the support contains many steps. The angle
between the grain boundary (arrowed in the image) and the lower part of the crystal is
70◦ as expected for an fcc twin but the upper region is at an angle of 64◦ suggesting that
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Figure 5.3: Typical SAD pattern from a 100 nm diameter region of the fresh Pt-Al2O3
catalyst showing poorly defined Al2O3 rings. The RHS labels indicate the positions of
some Al2O3 (assuming γ phase) reflections. The LHS labels indicate the locations of the
expected Pt reflections.
this grain boundary is not a twin but rather an angled interface. The contrast in the upper
region is different to the bottom one. In the bottom grain, the atomic columns are mostly
white but on its right side, the columns are dark. The upper region appears to be a mixture
of black and white columns suggesting that the nanoparticle is not uniformly thick and
the crystals either side of the grain boundary are not orientated exactly in the same zone
axis. It is possible that this grain boundary has developed during the nanoparticle crystal
growth.
The FFT of nanoparticle B indicates that it is strained. It resembles the coalescence of
a large nanoparticle with a smaller one. The effect of phase reversal can be seen clearly
here, with the atomic columns of the smaller nanoparticle appearing black whereas the
ones in the larger one are predominately white. The FFT shows that the {2 0 0} reflection
is stretched which corresponds to the bending of the lattice at the point where the two
nanoparticles join. The coalescence of nanoparticles during the initial synthesis of the
catalyst will greatly reduce the available surface area of the nanoparticles and ultimately
lead towards a loss of low-coordination atoms which are required for reaction.
The fresh Pt-Al2O3 catalyst contains flake like crystals of Al2O3 which vary in size
and shape but they are generally faceted. Figure 5.3 shows a typical SAD pattern from a
100 nm area of the support. The bright rings are the {0 0 4} and {0 4 4} type reflections
originating from γ–Al2O3. Depending on the phase of any one crystal, the indexing of the
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Figure 5.4: NBD pattern of a distorted nanoparticle on poor crystalline support region
with HRTEM image and FFT. Scale bar is 2 nm. Coloured region shows approximate unit
cell. The FFT resembles [1 1 0] but the angles or the spatial frequencies do not match Pt
suggesting that the lattice has been distorted. Measurements are in nm−1 in the diffraction
pattern and FFT
two reflections is different but in general, the θ, δ and η phase share the same high intensity
reflections corresponding to the cation positions [157]. The Al2O3 crystal in Figure 5.3 has
low Pt coverage, so the Pt {1 1 1} reflections are not well defined in this diffraction pattern.
TEM observations of the support here are similar to those by Tilley and Eggleton [321]
who reported that the support displayed poor crystallinity. The SAD diffraction pattern
reported in [321] by Tilley and Eggleton appears to be virtually identical to γ phase SAD
patterns but Tilley and Eggleton describe the presence of the η phase. The SAD pattern
shows that the nanostructure of individual nanoparticles cannot be accurately determined
from such diffraction patterns hence the requirement for nano-area diffraction techniques.
SAD of nanoparticle catalysts, which typically encompass> 50 nm diameter regions, usu-
ally generate ring patterns so it is difficult to isolate one nanoparticle, even with dark-field
TEM, if the nanoparticle is small and has poor long range order. Furthermore, especially
on large support crystals, the dominant reflections in such diffraction patterns tend to orig-
inate from the support. NBD allows nanoparticle by nanoparticle (1− 20 nm depending
on microscope settings) structural analysis although it also includes diffraction from the
support.
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Figure 5.5: NBD pattern of a small nanoparticle displaying diffraction phenomena not
observed in the FFT, namely the appearance of additional reflections around the upper
row of Pt reflections. Scale bar is 2 nm
Figure 5.4(a) shows an NBD pattern of a 2.5 nm nanoparticle on an amorphous region
of Al2O3. The nanoparticle appears to have no definite shape but it has many steps and
kinks at its surface. The FFT and the diffraction pattern show that the spatial frequencies
for this nanoparticle are approximately ±10 % of their expected values for Pt in [1 1 0].
It cannot be in [1 1 1] because the angles are not 60◦. The lattice of the nanoparticle is
sufficiently distorted that it is not fcc. The NBD pattern implies that the support is weakly
crystalline with some stronger reflections approximately parallel to the atomic planes of
the nanoparticle which suggests that the region of the support in contact with the nanopar-
ticle may display different order compared to the surrounding support structure. Strain
induced by this could change the catalytic properties of the nanoparticle [184, 322]. The
FFT shows different spatial frequencies to those in the diffraction pattern which has been
calibrated (see page 48) but they area all approximately the same difference out (about
0.5− 0.6 nm−1) suggesting that the image may require calibration. However, it is possi-
ble that the distorted structure of the small Pt nanoparticle could lead to ambiguous spatial
frequencies in the FFT as Biskupek et al have suggested [33].
Figure 5.5 shows a HRTEM image of a nanoparticle located at the edge of an Al2O3
crystal. The NBD pattern shows Pt in the [1 1 2] zone axis. What is striking about this
diffraction pattern is the additional features on the upper {1 1 3} and {2 2 0} reflections.
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The additional reflects appear more clearly in the upper reflections but it can be seen that
all of the reflections in the diffraction pattern are streaked along the same direction. Van
Dyck [308] has shown using optical masks that additional reflections, similar in appear-
ance to those reported here, can be produced by linear defects or grain boundaries in an
array of spots provided the array is sufficiently small. The analogy is made that a small
crystal containing a translation, such as a stacking fault, will display similar characteris-
tics [308]. Here, the image shown in Figure 5.5 does not show such a translation in the
nanoparticle structure however, so the origin of the features observed must be because of
another phenomenon.
Shevchenko et al [16] have shown theoretically that sufficiently small nanoparticles
will cause fine structure to appear in the reflections of small nanoparticles. In compar-
ison to their example for a cube, the additional reflections here would suggest that the
nanoparticle is wedge shaped because the reflections extend in the [3 1 1] direction.
An additional feature in the diffraction pattern in Figure 5.5 is a faint streak connecting
the two {1 1 1} reflections. The same streak appears in the FFT. The origin of this streak
is the sudden dark contrast seen at the left hand side of the nanoparticle in the HRTEM
image. This type of contrast is believed to be caused by the Al termination of the support
structure which in this image, suggests that the Al2O3 may have formed a thin epitaxial
layer on the nanoparticle’s side.
5.4 Catalysts Treated in air for 3 h
Figure 5.6 shows the nanoparticle size distributions for the catalysts aged for 3 h in air
at 250 ◦C, 500 ◦C and 750 ◦C. In all cases, a log-normal fit was applied to each distri-
bution. The mean was extracted from the resulting log-normal distribution and its error
was given as a standard error in Sigmaplot. The images and the histograms imply that the
majority of particles remain unchanged. The tail in the 500 ◦C and 750 ◦C are much larger
than the 250 ◦C variant which itself is very similar to the fresh distribution. The 750 ◦C
variant contains a wide range of nanoparticle sizes, some larger than 50 nm. The sudden
increase in the range of nanoparticle sizes clearly indicates that the temperature of 750 ◦C
is an unsuitable temperature for using Pt-Al2O3 type catalyst with high metal loading in a
oxidative environment.
The nanoparticle size distributions for the 250 ◦C and 500 ◦C are contradictory to what
has been observed by other groups (see for example [233]). The histograms and log-
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Figure 5.6: Nanoparticle size distributions and example HAADF-STEM images of the
catalysts treated in air for 3 h at (a) 250 ◦C, (b) 500 ◦C and (c) 750 ◦C. Note that, although
the image in (c) shows large nanoparticles the vast majority of nanoparticles counted were
similar in size to those shown in (a) and (b)
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normal distribution fits here imply that the majority of nanoparticles have decreased in size
as indicated in Figure 5.6. This could imply that Ostwald ripening has occurred resulting
in the smaller nanoparticles shrinking at the expense of the growing larger nanoparticles,
causing the distribution’s tail to tend towards even larger values compared to the fresh
catalyst. Simonsen et al [203] reported that Ostwald ripening had taken place on a Pt-SiO2
model catalyst at a pressure of 10 mbar at 650 ◦C which is 1/100 atmospheric pressure.
HAADF–STEM and HRTEM of the catalysts treated at 250 ◦C and 500 ◦C revealed no
major differences in terms of nanostructure compared to the fresh catalyst. Figure 5.6(a)
and (b) show examples of HAADF-STEM images taken from these catalysts. Nanoparti-
cles at the edges however, which are more clearly resolved, did show some slight rounding
of their edges suggesting the presence of adsorbed O2 on the surface which has lead to a
change in surface energy. On the 500 ◦C variant, a minority of particles had appeared to
have formed a neck which is a sign of coalescence.
The nanostructures in the catalyst treated at 750 ◦C shows considerable evidence of
sintering in many areas. Nanoparticles larger than 20 nm such as those shown in Fig-
ure 5.6(c) were observed which did not exist in the fresh catalyst. The morphology of
the nanoparticles was varied and there were fewer nanoparticles/clusters below 2 nm than
on the fresh catalyst suggesting that these clusters have been re-dispersed because of par-
ticle migration. However, a large number of nanoparticles similar in size to the fresh
catalyst still remained hence the log-normal distribution shown in Figure 5.6(c). Large
faceted nanoparticles were generally observed in relative isolation compared to rounded
ones. This is suggestive that once sintering has largely stopped due to lack of metal, the
nanoparticle will aim to loose its free energy by forming a Wulff shape. In regions of high
metal content, the reshaping of the nanoparticle will be hindered by continuous coales-
cence and ripening, leading to irregular surfaces. The irregular surfaces could be more
beneficial for the oxidation of CO because of the presence of low co-ordination surface
atom sites at steps and kinks at the surface.
Unlike the smaller ones, approximately 30 % of structures larger than 20 nm were
observed to contain defects. The high temperature, which is likely to cause rapid Ostwald
ripening and coalescence, will cause the nanoparticles to align, form necks and coalesce.
It is believed that for two nanoparticles to form a neck they must be in similar orientations
[213]. In such circumstances, the strain induced by the coalescence of two nanoparticles
with different orientations is likely to result in the formation of defects.
Figure 5.7 shows a HRTEM image (with dark field TEM image inset) and correspond-
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ing nano-area diffraction patterns taken from different areas of the nanoparticle. The nano-
area patterns were taken with a converged TEM beam using the smallest condenser aper-
ture. The specimen was found to contaminate rapidly so the switch to NBD mode was
avoided. The resulting diffraction patterns with a beam diameter of approximately 2 nm
have a slightly larger convergence angle than the NBD patterns taken in Figures 5.4 and
5.5 but they can still be interpreted like a normal SAD pattern.
The nanoparticle shown in Figure 5.7 is not a single crystal. It is approximately 40 nm
wide. The regions A and C are at the opposite sides of the nanoparticle and differ in ori-
entation to each other. The contrast observed across the central region (region B) implies
that there is a sudden thickness change around this region suggesting that the crystal is a
complex 3D shape. The inset in the HRTEM image shows a dark field TEM image taken
from the entire crystal. The dark field image shows that the crystal is actually two overlap-
ping nanoparticles each approximately 20 nm in diameter measured at their widest point
horizontally. The HRTEM is an image of the top region of these nanoparticles.
The angles in diffraction pattern in A are similar to Pt [2 1 3] but the spatial frequencies
in the diffraction pattern are too small. Instead, it is more likely a highly distorted Pt
[1 1 2] diffraction pattern. Diffraction pattern B is an overlap of A and C. Some of the
extra reflections seen in B could arise from the double diffraction of A and C. A similar
diffraction pattern to B was observed by Elechiguerra et al [104] in Ag 100 nm decahedral
nanoparticles caused by the overlap of the [1 1 0] and [1 1 2] zone axis diffraction patterns.
The diffraction pattern corresponding to region C is Pt [1 1 0] and it is very close to
this zone axis hence the high resolution in this area. An interesting property of these three
diffraction patterns is that the [1 1 3] direction in region C is approximately aligned with
[1 1 1] direction in region A suggesting that there is a twist boundary.
The diffraction pattern in B contains faint streaking along [1 1 1] (with respect to C).
This suggests that there may be an ordered interfacial region between the two overlapping
nanoparticles. A thin interfacial region could generate the streaks or additional periodic
reflections in the diffraction pattern [21] because such a region would be thin hence it may
have its own shape effects.
The presence of large nanoparticles was not observed in every area. Some regions were
observed to be very similar to the fresh catalyst despite the treatment at high temperature.
The nature of particle size distributions requires that the nanoparticles be measured from
each image, smaller particles will be numerous in the average HAADF-STEM image of
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Figure 5.7: Example of a large structure on the catalyst treated for 3 h at 750 ◦C. Nano-
area diffraction reveals the presence of additional diffraction phenomena including double
diffraction and diffuse streaks possibly caused by the presence of a tilted grain boundary
between two 20 nm nanoparticles which are resolved in the inset dark field TEM image.
Measurements are in nm−1 in diffraction pattern A
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the treated Pt-Al2O3 specimen whereas there would only be a few large nanoparticles in
one area.
A well known problem with (S)TEM is that the image is a 2D projection of a 3D
material [323]. The HAADF-STEM images show in some areas that there is minimal
sintering despite the close proximity of the the projected images of the nanoparticles.
From the images it is impossible to deduce the height location of the nanoparticles relative
to each other but given that considerable changes in ∆f are required to bring certain
nanoparticles into focus is suggestive that some nanoparticles are located on the other side
of the support.
According to Ono [324, 325], for stable surface Pt oxides to form, O2 needs to disso-
ciate into atomic O. This can only be achieved at high temperatures. Aside from studies
on model catalysts [245], there do not appear to be any reports of the presence of stable
crystalline Pt oxides related to nanoparticle catalysts where the nanoparticles are below
10 nm. PtO2 and other phases have been found primarily on very large crystals, namely
electrodes, that have large, extended {1 1 1} and {0 0 1} facets [324, 325]. However, it
has been reported that XPS measurements have shown that PtOx species do exist in Pt
nanoparticle contexts [324].
5.5 Catalysts Treated in air for 15 h
Figure 5.8 shows the nanoparticle size distributions for the catalysts treated in air for 15 h.
Similarly to the catalysts treated for 3 h, the mean values for the nanoparticle diameters do
not agree with previous studies on similar Pt-Al2O3 catalysts [233,303]. The distributions
imply that the nanoparticles in the catalyst aged at 500 ◦C on average have decreased in
size relative to those treated at 250 ◦C. Similar to the case for the 3 h variants, the tail
in the log-normal distribution is much longer signifying the presence of large particles
that did not exist in the fresh catalyst. The large nanoparticles are likely to arise from
the migration and eventual coalescence of nanoparticles as has been suggested by in-situ
studies on model catalysts [312].
Figure 5.9 shows a HAADF-STEM image that contains very small features which are
consistent with individual atoms in addition to larger structures. Atoms have been previ-
ously been reported on similar freshly prepared Pt [142] and Pt-Rh [323] Al2O3 catalysts.
Bradley et al [326] reported that individual atoms and clusters were observed on pre-
oxidsed Pt-Al2O3 (0.36 %Pt) catalyst but only clusters on the ex-situ reduced at 700
◦C.
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Figure 5.8: Nanoparticle size distributions and HAADF-STEM images for the catalysts
treated in air for 15 h at (a) 250 ◦C and (b) 500 ◦C
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Figure 5.9: HAADF–STEM image of the Pt-Al2O3 catalyst treated in air for 15 h at
250 ◦C. The upper part of the image was taken with a different defocus to the bottom
part. Intensity measurements are taken from the bottom part only. The green arrows point
to individual atoms located on the surface and edge of the Al2O3 support. Amorphous
clusters, distorted nanoparticles and ordinary nanoparticles can be seen in this image plus
the formation of a neck in the central region. The blue arrow on the central nanoparticle
denotes the row from which intensities are measured. The contrast has been adjusted for
viewing purposes
123
Given that the γ and related η, δ and θ phases of Al2O3 are likely to contain surface defects,
it is possible that the atoms are located in the cation vacancies as suggested by Sohlberg et
al [143]. The HAADF-STEM images here, do not show Pt tri-clusters that were observed
by Sohlberg et al [143]. Extraordinarily bright features the size of an atom, were observed
by Nellist et al [142] who suggested that these are two Pt or Rh in close proximity. The
image here does not show such bright isolated features.
In addition to the single atoms, clusters can be observed which are less than 1 nm and
have no obvious shape. The clusters reported by other groups are sometimes referred to as
rafts [142] because they are believed to be 2D structures based on intensity measurements
[66, 142]. To investigate whether the observed structures here are 2D or 3D, the intensity
profiles of the features are examined as follows.
The average intensity for the atomic features located in the thin region of the sup-
port is IAtom = 67044 ± 997 and the background intensity around those regions is Ithin =
48351± 1870. Measuring atoms in the row of atoms labelled in the nanoparticle results in
INPAtom = 147881 ± 1394 and the background intensity of the thick region of the support
is Ithick = 87220 ± 2520. Removing background intensities from the respective locations
of the atoms yields I ′atom = 18693 ± 2266 and I ′NPAtom = 60661 ± 2879. Crewe [38] and
LeBeau et al [47] have shown that the number of atoms in each column is proportional to
the measured intensity although LeBeau et al point out that the Debye-Waller factors that
govern their thermal vibrations are not the same as the bulk value at the surface of nanopar-
ticles [47]. This can reduce their intensity [47]. Assuming a proportional relationship, this
means that assuming the atomic features at the edge of the thin support region are truly
single atoms then the atomic columns at the edges of the nanoparticles are approximately
3 atoms tall. The centre of the nanoparticle is approximately 15 atoms tall. Applying the
same principles to the clusters seen at the edge of the support reveals that they are between
2-5 atoms thick. Typical errors for these measurements are ± 2 atoms. This measurement
implies that these features are not rafts but are 3D clusters with very limited or no order.
Figure 5.10 shows two HAADF-STEM images from the catalyst treated for 15 h at
500 ◦C. In frame (a), a sparsely populated area can be seen. In this area, atoms and clus-
ters smaller than 2 nm are present in addition to structurally ordered nanoparticles. There
is some evidence of nanoparticle migration because nanoparticles display the formation
of necks with neighbouring structures. Frame (b) on the other hand shows a densely pop-
ulated region with many large nanoparticles that have clear structure. In these areas of
high metal content, clusters and atoms were almost never observed suggesting that all mo-
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Figure 5.10: HAADF–STEM image of the Pt–Al2O3 catalyst treated in air for 15 h at
500 ◦C. The image in (a) shows that there are still some very small clusters remaining
on the support but in regions of higher metal content such as (b), there is evidence of
neck formation (blue arrow) and no observable clusters below 2 nm or single atoms. A
polycrystalline nanoparticle containing a grain boundary is indicated with a white arrow
in (b)
bile structures have coalesced into the large structures seen here. In these regions where
nanoparticles coalescence en-masse, defects within the structures can be observed. In (b),
an atypical twinned nanoparticle can be seen. The inclusion of defects during coales-
cence is generally not understood but the strain associated with the orientation difference
between structures could lead to further defects as the coalescence process continued.
5.6 Sintering Mechanism Discussion
The nanoparticle size distributions returned µ values that did not suggest a straight-forward
relationship between treatment time and temperature. The Pt-Al2O3 catalyst nanoparticle
density was found to be inconsistent from area to area. During the electron microscopy
sessions, five different areas were selected to shed light on the metal content across the
catalyst. It has been assumed that the largest observed nanoparticles originated where the
density of nanoparticles was large so that coalescence was rapid, particularly at 750 ◦C.
The long tail and inconsistent mean nanoparticle size is attributed to non-uniform distri-
bution of Pt.
Regarding the treated catalysts, the main difference between them is the length of the
tail in the log-normal distributions. A statistic that could be used to shed some light on
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Table 5.1: µ, σ and Γ values obtained for the fresh and heat treated catalysts
Catalyst µ σ Γ
Fresh 2.69 ± 0.04 0.37 ± 0.01 1.21
250 ◦C 3 h 2.86 ± 0.04 0.39 ± 0.01 1.28
500 ◦C 3 h 2.73 ± 0.03 0.42 ± 0.01 1.40
750 ◦C 3 h 2.85 ± 0.01 0.55 ± 0.01 1.99
250 ◦C 15 h 2.42 ± 0.06 0.40 ± 0.02 1.32
500 ◦C 15 h 2.16 ± 0.03 0.51 ± 0.01 1.79
this is the skewness which is given as
Γ = (exp σ2 + 2)
√
expσ2 − 1 (5.1)
where σ is the standard deviation. The skewness is a quantity that describes how much
of the distribution leans to one side of the mean, µ. Table 5.1 displays the values of µ, σ
and Γ for the fresh and heat treated catalysts. The skewness increases as the temperature
is increased for catalysts treated for 3 h and the same is observed for the 15 h variants.
Datye et al reported that the sintering of Pt was much more rapid in air than in H2 and
concluded that Ostwald ripening was the dominant process at temperatures above 700 ◦C
[233]. They observed few clusters below 1 nm in their specimens at this temperature.
Despite this, all of their treated catalysts were fitted to log-normal distributions, even those
aged for over 100 h. Ezekoye et al observed extraordinarily large particles (up to 1 µm)
on their catalysts treated at 900 ◦C in O2 rich atmospheres. Their box plots show that
the catalysts treated at high temperature results in a wide range of nanoparticle sizes.
Perhaps the box plot is a better way to represent nanoparticle size distributions with non-
uniform metal loading. These studies are generally on γ-Al2O3 resembling commercial
catalysts but other groups, using model systems (including amorphous Al2O3), observe
the formation of LSW distributions [203].
The results here imply that nanoparticle size distributions are unreliable for decipher-
ing the dominant sintering mechanism on commercial catalysts which not only have varied
metal loadings but also varied support structures. A further complication in using nanopar-
ticle size distributions is that the background theory also makes many assumptions. For
example, in Ostwald ripening, it is assumed that nanoparticles are stationary but in-situ
(S)TEM studies clearly show that it is not the case [312]. Furthermore, nanoparticles with
the critical radius, r∗ are believed to remain at that size. The nanoparticle distributions
here, regardless of temperature and time, do suggest that nanoparticles in the range of
2− 3 nm generally remain. This could imply that they are relatively immobile compared
to their smaller and larger brethren.
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Although the ex-situ studies cannot directly imply a size-mobility relationship, in-situ
studies by other groups seem to imply that the size-mobility relationship is also not solved
with some groups suggesting that smaller nanoparticles or clusters are more stable than
larger ones. More recent studies on γ-Al2O3 systems using DFT do seem to imply that
small clusters are more likely to be stabilised on the support [92].
It is generally believed that in oxidising environments, Pt is likely to sinter by the
formation of PtO2. According to Harris [202], the enthalpy change for the reaction
Pt + O2→ PtO2
is 175 kJmol−1 whereas the sublimation energy for Pt is 565 kJmol−1 and the energy re-
quired to transfer an atom from the nanoparticle to substrate is 527 kJmol−1. In Figure 5.9,
single spots of intensity, which are likely to be single Pt atoms, have been detected. If in-
deed PtO2 is formed, it is possible that it may be stabilised by vacancies in the support
surface. Although Pt is very heavy compared to Al2O3, it is not possible to distinguish
between Pt and PtO2 directly from the image. The atoms observed here were found to be
less mobile than Pt atoms on amorphous-C which is reported extensively in chapter 6 on
page 129.
It was observed that clusters remained on the catalyst even after exposure to air for 15
h at 500 ◦C. Additionally, the majority of the observed nanoparticles were close to the
original µ in the fresh catalyst which suggests that particles around that size are stable on
the γ-Al2O3 support.
5.7 Conclusions
The atomic structure of a Pt-Al2O3 has been studied by aberration corrected HRTEM
and HAADF-STEM. Faceted nanoparticles resembling Wulff constructions dominated the
structures observed on the fresh catalyst, particularly in regions where there were well
defined Al2O3 support surfaces.
Heat treated catalysts in air were also studied to investigate the onset of sintering at
different temperatures after 3 h and 15 h. Virtually no differences between the 3 h and
fresh catalyst were observed except for the 750 ◦C variant where particles larger than
20 nm were frequently observed. Single atoms were found on the catalyst aged for 15 h at
250 ◦C and 500 ◦C suggesting that Ostwald ripening has occurred. Furthermore, clusters
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were still present on these catalysts suggesting they are either stabilised by the support or
are generated as an intermediate state. A future in-situ study could resolve this matter.
NBD was used for analysing nanoparticle structures with a complex support. NBD
patterns allowed calibrated aberration free measurements to be taken directly, allowing
the structure of some nanoparticles to be determined with certainty. Additionally, NBD
was used to provide additional insights into the nature of defects located in some crystals
on the heat treated catalysts.
The support in this catalyst is complex and from area to area the nanoparticle loading
and the support quality varied. A question which this study raises is whether clusters and
atoms are truly stable on a support with surface defects. Detailed in-situ studies in O2
could shed more light on this as would the study of a model Al2O3 support loaded with
atomically dispersed Pt. Such studies are proposed as future work.
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Chapter 6
Imaging Single Atoms Using
HAADF–STEM
6.1 In-situEnvironmental HAADF-STEMof Pt-Pd Atoms
6.1.1 Introduction
Individual atoms are the smallest form that active catalysts can possible take. Imaging
single atom catalysts under controlled atmospheres and temperatures would represent the
state of the art in environmental electron microscopy [66]. This section represents part of
the work to quantify the direct study of Pt and Pd atoms under different gases at different
temperatures. A well known issue of studying single atoms is the threat of contamination.
Contamination on C grids is a well known nuisance and comes in many forms. The
C films are usually produced by depositing carbon via arc–evaporation of graphite onto a
plastic coated support grid [327]. The plastic is then removed by heat treatment leaving
behind the C film [327]. Contamination in the form of graphite or carbyne sheets has been
reported [327, 328, 329] but in the context of the work described here it is easy to avoid
such structures. Generally, the holey and lacey variants of C film used during this thesis
have contained such structures. Continuous C films were considerably worse and hence
were not used.
Another type of contamination takes the form of molecule layers which cannot be
easily observed in TEM or HRTEM because of the contrast from the amorphous C film.
Molecules are usually hydrocarbons [330] which can originate from the C film fabrication
process or be deposited in-situ by remnants of oils from pumping systems in electron
microscopes. The hydrocarbons become highly mobile during exposure to electrons [330].
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Figure 6.1: HAADF–STEM images of Pt–Pd coverage on C using coating thickness set-
tings of (a) 0.2 nm, (b) 0.5 nm and (c) 1 nm. Approximate average sizes are indicated
in the top right corner. These display little contamination because they have been beam
showered
In HAADF–STEM, the hydrocarbons are collected by the electron probe and are deposited
as spheres around the probe when stationary [331].
6.1.2 Preparing Atomically Dispersed Specimens
All specimens relevant to this section were prepared using the high resolution coater de-
scribed on page 42. Using holey-C grids (Agar 168-3), trials were carried out to determine
the coating thickness and beam current to generate specimens that contained primarily
small clusters and individual atoms. Every specimen was checked using HAADF-STEM.
Figure 6.1 shows a series of HAADF–STEM images of a selection of prepared samples
using different deposition machine thickness settings. Settings of 20 mA with a 0.2 nm
coating thickness produced the best specimens for purpose.
Study of all of the specimens prepared for preliminary investigations were all found
to contaminate very quickly in HAADF–STEM. Generally speaking, the rate at which
each specimen contaminated was consistent. A typical high speed scan (512 x 512) at
8 M magnification lasting 0.5 s is sufficient to produce noticeable contamination on the
specimen. Zooming out would reveal a bright square where contamination had been de-
posited. Leaving the probe stationary for more than one second with condenser aper-
ture 3 (24 mrad) would generate a sphere of contaminants similar to those reported by
McGilvery et al [331].
In addition, during the trials, holey–C coated with 2 nm thin C films were also used.
These were prepared by dipping the mica supported films into distilled water to separate
the scored films (approximately 3 mm2 grids using scalpel) from the mica. A holey-C Cu
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Figure 6.2: HAADF-STEM of a thin-C film. The image shows that there are distinct
background features which are unique to the thin-C regions. EDX spectra suggests that
the background intensities may originate from Fe and Ni compounds associated with mica
TEM grid was dipped into the water and the film was forced onto the grid upon lifting the
grid out through the film. The grids were then left to dry. This method has been previously
used for HRTEM and HAADF–STEM studies by others [9, 38, 312]. Contamination on
these specimens was considerably worse but only in the thin film regions. Figure 6.2 shows
an example HAADF-STEM image of the thin-C region showing noticeable background
intensity which is not observed in regions where the thin-C is broken or on ordinary holey-
C films.
The thin-C films were baked using the heating holder in a optical baking rig (described
elsewhere [332]) at 300 ◦C prior to metal deposition. The process did not resolve the issue.
Using ethanol to remove the contamination also made it considerably worse. For this
season, thin-C was not used for these studies despite successes with the films for HRTEM
by others [9, 38, 312].
6.1.3 Minimising Contamination
To minimise contamination of the final specimens for individual atom imaging using
HAADF–STEM, the following sequence of events proved the most successful: plasma
cleaning the Pt–Pd target and the depositing machine components, plasma clean grids,
plasma clean specimen holder, optical baking [38] and finally beam showering in-situ.
The details for each step are described below in separate paragraphs. Air was used during
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plasma cleaning in all instances.
To minimise contamination from the deposition, the internals of the depositing ma-
chine (stage, mounting ring, source cover) were all wiped with a filter cloth to remove any
dirt. The target, mounting ring and the target cover were then plasma cleaned for 300 s at
75 % power.
Cu grid supported holey-C films were used for the specimens to be used in the experi-
ments. The grids were plasma cleaned at 10 % power for 40 s. Continuous exposure at 20
% for more than 20 s caused the holes to grow larger and the film to destabilise and tear.
Using higher powers for short periods created nanoparticles which are presumably crys-
talline forms of C compounds. The newly formed nanoparticles were too beam sensitive
to deduce their structure. Improvements in contamination here are generally consistent
with those reported by McGilvery et al [331] but the specimens were still not suitable for
purpose without using other techniques to reduce contamination.
The specimen holders and washers were plasma cleaned for 300 s at 75 % power but
without the specimen in place. For the heating experiments, the Gatan 628 heating holder
was not plasma cleaned as a whole because of the presence of plastic wire covers, but the
washers were plasma cleaned for 300 s at 75 % power.
The specimen was placed (fresh from Pt-Pd coating) straight into the heating holder
and placed into an optical baking device. The device was built by Jeremy Mitchell and
details of it can be found in his thesis [332]. Essentially, the device emits white light and
the heat from the bulb reaches 60 ◦C in vacuum. The specimen was left in for at least
10 hours overnight. Generally, during the trials, it was found that this procedure did not
remove the contamination sufficiently. Regardless, specimens were kept in this device
overnight for vacuum storage before the experiment. The unit had an oil-free dry high
vacuum pumping system.
Beam showering the specimen in-situ prior to detailed HAADF-STEM imaging for
20 minutes greatly assisted in the acquisition of high quality images of single atoms. The
beam showering process does not remove the contamination but it stabilises it. Continuous
scans did build up contamination over time but it was possible to image the same area for
at least 5 minutes with no deterioration in quality caused by contamination.
During in-situ environmental experiments beam showering was done prior to the in-
jection of gas. It was found that at moderate temperatures from room temperature up to
200 ◦C contamination was significantly worse. This is because the gas reacts with the con-
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taminants on the surface of the specimen making them mobile again. The specimen when
heated to 300 ◦C removed most of the contamination if allowed to cool but it was found
that even in gas (H2) at pressures up to 10 Pa, imaging at 300
◦C was greatly improved.
It was concluded that in all cases the main contamination was attributed to the speci-
men or holder components and once cleaned specimens could be examined for extended
times. The dry pumped microscope itself was already adequately clean.
6.1.4 In-situ (S)TEMMethodology
Aberrations were corrected prior to the injection of gas using a reference sample, with
Au nanoparticles on a Cu grid supported holey-C film. Beam showering was achieved by
enabling free lens control and adjusting the setting for CL1 to be 6000 and then setting the
defocus to−22000 nm. The smallest SAD, objective and EELS apertures were inserted to
minimise any signal reaching the detectors to prevent any damage. After the beam shower,
first order astigmatism was corrected using the ronchigram approach [41].
The gas system was expunged prior to the experiment for 10 minutes to remove resid-
ual gas from the pipelines. The inlet gas pressure was set to 1.3 mbar for each in-situ
environmental experiment using H2. Beam showering was repeated in gas when the heat-
ing holder was not used.
It was found during the experiments that the default power supply for the Gatan heat-
ing holder produced considerable electrical noise preventing the imaging of individual
nanoparticles. An alternative solution was devised by Professor Ed Boyes which involved
the use of a separate power supply connected to a series of resistors to prevent too much
current being sent to the heating holder.
Note that most images in this section have been smoothed but linescans have been
taken from unmodified images to preserve the original intensities. The images were
smoothed in Gatan Digital Micrograph or ImageJ using the smoothing tool. Smoothing
replaces the intensity of a pixel by the average intensity of pixels surrounding it. This is
applied across the entire image like a moving average, resulting in more uniform intensity
variations across the image i.e. less noise.
133
0 0.2 0.4 0.6 0.8 1
Linescan Position (nm)
60000
80000
100000
120000
140000
160000
180000
Int
en
sit
y(
Gr
ey
sc
ale
)
0 0.2 0.4 0.6 0.8 1
Linescan Position (nm)
60000
80000
100000
120000
140000
160000
180000
Int
en
sit
y(
Gr
ey
sc
ale
)
1 nm
(a) (b)
(c)
(b)
(c)
Figure 6.3: HAADF–STEM image of a dispersed Pt-Pd specimen showing both atoms
and clusters in (a). Some line scans of the indicated atoms are shown in (b) and (c)
6.1.5 Results: Without Gas or Heat
Figure 6.3 shows a HAADF-STEM image of one of the Pt-Pd specimens. The image
shows clearly that the larger structures are akin to clusters as opposed to fcc nanoparticles.
Individual atoms can also be observed with excellent clarity. Line scans of individual
atoms are shown in Figure 6.3. The background noise is less than 100,000 arbitrary units
whereas a single Pt is approximately 200,000 arbitrary units. The nominal background is
consistent across many different images so the sudden bright peak must be either Pd or Pt.
Given the strength of the signal expected from Pt vs Pd and the dominance of Pt in the
source material (86 % Pt), it is more likely that the brightest peaks like those in Figure 6.3
are Pt rather than Pd.
It can be seen in both Figures 6.3 and 6.4 that dimmer spots can be seen along with the
bright ones. Pd has Z = 46 and Pt has Z = 78. Based on the approximate HAADF–STEM
intensity rule where I ∝ Z2 [38, 42, 43], the intensity of a Pd atom should be 35 % that of
a Pt atom. For a probe size of 0.1 nm it would take 169 atoms of C to produce the same
intensity as a Pt atom. It was found that on the original specimens during contamination re-
duction trials that the nanoparticles became almost indistinguishable from the background
suggesting that the deposition of contamination is rapid, at least several nanometers per
second. However, this intensity relationship is not absolute after the inclusion of the image
processing of the HAADF–STEM detector and data are normalised within each frame.
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(a) (b) (c)
Figure 6.4: Frames from movies taken in-situ with no gas or heat showing the dynamics
of atoms under the influence of the electron beam, the time taken between each frame is
approximately 2 s. Dimension of each frame is approximately 7 nm. The most dramatic
changes can be seen in the centre of the image where a cluster is undergoing constant
structural flux and atoms are being exchanged to and from the larger cluster on the top
right
In addition to images, movies were also recorded because it is necessary to deduce the
effect of the electron beam so that heating effects and the effects of exposure to gas can
be distinguished. Frames from these movies are shown in Figure 6.4. The movies clearly
show that the atoms move around very quickly. It is possible that some of the apparent
low intensity atoms seen in Figures 6.3 and 6.4 are atoms that are on the move as they
are scanned. Dwell times per pixel were 10 µs in this case. Asoro et al observed similar
behaviour of Pt nanoparticles [228] although less atom diffusion was observed possibly
because the nanoparticles in their work contained more ordered structures and hence the
atoms on their surface are more stable than those reported here. Similar results have been
observed for Au [57, 333] and U [334] atoms on C supports. Bals et al [335] observed
that C supported 2D Ge clusters would form 3D structures when heated under the electron
beam. There have been no reports on the segregation of alloys in bimetallic systems at the
atomic level perhaps because the clusters are inherently unstable under the electron beam
and would require in-situ HAADF-STEM. Bradley et al [326] observed that Pt atoms on
SiO2 irradiated by the electron beam display similar behaviour to that presented here and
by Batson et al.
The clusters are also unstable in agreement with previous electron irradiation studies of
Pt clusters [38,228] and other heavy metals [57,333,335]. There is a constant exchange of
atoms between the different clusters and each one seems to compete against the other. It is
assumed here that the dynamics observed here are solely because of the effects of electron
beam irradiation as has been verified by other groups studying nanoparticle stability under
the electron beam [57,228,334]. Some very small clusters were observed to explode send-
ing atoms in all directions towards other nanoparticles perhaps with each atom constantly
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Figure 6.5: HAADF-STEM images at room temperature of Pt–Pd atoms and clusters in
(a) H2 and (b) O2. Note the contrast is poor compared to Figures 6.3 and 6.4 because the
specimen is continuously contaminating, the effects of this are seen towards the bottom of
the images where contamination has been built up during the scan. Circles in (a,b) show
two atoms whose intensities are analysed in Figure 6.6
seeking the lowest energy state possible. Despite recording several movies, the effect of
the electron beam alone is not enough to encourage the formation of stable nanoparticles
with ordered structures which have been observed to form with heating [312].
6.1.6 Results: Gas without Heat
Figure 6.5 shows a HAADF-STEM image of one of the Pt–Pd specimens in H2 and O2.
Imaging in gas was challenging because contamination became an issue again despite
beam showering prior to the gas. It was found that beam showering within the gas aided
in acquiring images but only for the first few scans. It is likely that the injection of gas
onto the specimen with the electron beam active has made previously immobile contam-
inants mobile again upon reaction with H2 or O2. Generally, contamination in O2 was
considerably worse than that in H2.
Despite the issues of contamination, single atoms were still imaged. In H2, the atoms
generally appeared as bright as in vacuum but not sharp. In O2 on the other hand, single
atoms appeared as blurry dots with no sharp peak. A possible explanation is that the heav-
ier O2 atoms in the gas spread out the beam and the contribution from diffuse scattering
from the gas is greater than in the lighter H2 gas but extensive further work is required to
resolve these issues.
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Figure 6.6: Examples of linescans taken from atoms in HAADF–STEM images in (a,c)
H2 and (b,d) O2 with corresponding image insets with approximate dimensions of 1 nm.
(a) and (b) are from the top of the image where contamination is almost unnoticeable but
(c) and (d) are taken where the contamination has built up at the bottom of the image
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Figure 6.7: HAADF–STEM image of Pt–Pd atoms and clusters in H2 at 300
◦ using (a)
default Gatan heating holder supply and (b) an alternative supply described in the text.
Note how the resolution is insufficient to observe atoms or atomic columns in (a) because
of detrimental electric noise but this is absent in (b)
Figure 6.6 shows examples of linescans of atoms in H2 and O2 at room temperature.
The two linescans in each gas were taken from the same image at different locations. This
is contamination built up at the bottom of the image where the contaminants have diffused;
carried along with the beam.
Movies were also recorded but the contamination build up prevented detailed analysis
of cluster and atom behaviour. It was observed that the clusters were unstable as in the case
of the electron irradiation experiment in vacuum suggesting that any changes observed
in cluster morphology are primarily electron beam driven. The deposition of layers of
contamination reduced the ability of the clusters to move with each successive frame.
6.1.7 Results: Gas and Heat
The resolution obtainable in HAADF–STEM was found to be dependant on the heating
holders power supply. Figure 6.7 shows HAADF–STEM images recorded in H2 at 300
◦C
using two different power supplies. The particular Gatan heating holder power supply in-
troduced several types of scanning noise to the STEM images although TEM images with
< 0.1 nm were previously recorded with it [85]. The alternative power supply (Keithley
2614B) on the other hand makes virtually no difference to the resolution allowing atoms,
clusters and nanoparticles to be studied successfully under the influence of gas. The tem-
peratures in H2 and O2 were calibrated as described on page 50.
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Figure 6.7 represents two separate experiments using the two different power supplies
but the procedure followed in both was the following: the specimen was gradually heated
over 5 minutes to 300 ◦C in H2. This was done by gradually turning up the current to
the required value for the desired temperature, this was determined from the calibrations
described on page 50. 300 ◦C was used for the heating holder power supply test because
at this temperature contamination was minimised as described on page 133 and therefore
provided a more suitable test to determine the effects of the two different power supplies
on image resolution. Following on from the heating stage, the specimen was allowed to
settle for 5 minutes to minimise specimen drift before imaging commenced.
Heating at 300 ◦C without the beam did not result in any observable morphological
changes. Furthermore, atoms were still visible immediately after switching on the beam
as shown in Figure 6.7(b) suggesting that the atoms are stable on the support at 300 ◦C.
Figure 6.8 shows several HAADF-STEM images of two in-situ experiments which
show the evolution of nanoparticle structure and morphologies over longer periods of time
with the electron beam switched off at 500 ◦C and 600 ◦C. Figure 6.8 shows two separate
experiments. In (a) the specimen was heated up to 500 ◦C over the space of 5 minutes in
the same way described in the previous paragraph. H2 was then added at this temperature.
The specimen was then left for 30 minutes to stabilise and to encourage faceting, particle
migration and coalescence. Figure 6.8(b), the same procedure was repeated but the tem-
perature was further increased to 600◦ over the space of 5 minutes. The specimen was
allowed a further 5 minutes stabilise and to further encourage the nanoparticles to facet.
Figure 6.8(b) represents the current resolution limits of the current set up.
Nanoparticles had coalesced in-situ without the aid of the electron beam and the num-
ber of atoms on the support had decreased as shown in Figure 6.8(a). Any atoms later
observed were believed to originate from nanoparticle-nanoparticle atom exchanges acti-
vated by the electron beam. The nanoparticles had not only become larger but they had
become internally well-ordered and externally faceted.
The temperature was further increased in another experiment to 600 ◦C and an image
is shown in Figure 6.8(b). The image is not as good quality as 500 ◦C. There is again
some evidence of nanoparticle faceting as shown in the top left corner and no atoms could
be resolved after immediately switching on the beam suggesting that any loose atoms have
been absorbed into the larger clusters and nanoparticles. Further imaging did not yield any
detectable atoms, this may be because of the lower resolution at this temperature.
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Figure 6.8: HAADF–STEM images of Pt–Pd heated for 30 minutes minutes in H2 at (a)
500 ◦C and (b) after 5 minutes more heating at 600 ◦C. Note how the nanoparticles have
become more faceted relative to room temperature and 300 ◦C but the resolution is not as
great at 600 ◦C
A possible reason for the lower resolution relative to 500 ◦C is that at this temperature
the C support is not as stable as it was at lower temperatures. Another possible cause could
be because of the fundamental properties of thermally diffuse scattering (TDS) which says
that at higher temperature, atoms can be displaced more from their default positions in the
lattice. To initiate an investigation into this, QSTEM was used to simulate Pt orientated
into the [1 1 0] zone axis which is a common orientation for C supported nanoparticles.
QSTEM itself is described in detail in the next section. Here, the default unit cell of Pt
was used but it was tilted by 45◦ into the appropriate zone axis. TDS was included in the
simulation with 30 iterations. Probe array was set to the default 400x400 and the pixel
array was 100x100. The z potential position was adjusted so that there was one atom per
slice for the most efficient calculation. Temperatures between 50 ◦C and 1050 ◦C were set
in 50 ◦C steps so the temperatures corresponded to those of the heating experiments.
The results from the simulation shown in Figure 6.9 in terms of the standard devia-
tion σ of the randomly measured intensities of 5 atomic columns in each image. There
is no relationship between intensity deviations of atomic columns and temperature with
any differences less than 5 % of the intensities of the atomic columns. In terms of mean
intensities between the output images, the simulations did show that there is an insignif-
icant 2 % increase in calculated intensities for the atomic columns measured at 1300 ◦C
compared to room temperature. This suggests that at higher temperatures the thermal mo-
tion of atoms slightly enhances the inelastic scattering contribution to the HAADF-STEM
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Figure 6.9: Graph showing the results of the simulations at different temperatures showing
that there is no relation between temperature and the standard deviation of the Pt atom
column intensities. The largest standard deviation value corresponds to approximately 5
% of the intensities of the atomic columns
image. However, this cannot account for the loss in resolution shown in Figure 6.8(b).
A similar in-situ ESTEM experiment could not be repeated with O2 because at the
time of writing, only a single non-oxidation resistant holder was available. It would be an
interesting experiment to compare the sintering of similar specimens because it is believed
that O2 encourages Ostwald ripening by forming PtO2 [202]. This is identified as a useful
piece of future work.
6.2 Intensity Analysis
The intensities in the images shown in Figures 6.3 and 6.7 were analysed in detail to
provide a quantitative measurement for the background, single atom and cluster/raft inten-
sities.
This was achieved by measuring mean values of squares 3x3 or 6x6 pixels wide at
magnifications between 8 M and 12 M. Images taken with 512x512, the 3x3 square was
approximately the same size as the bright atomic columns and single atom features. In
the 1024x1024 images, a 6x6 square was used. Intensities from 120 squares randomly
positioned over the empty regions of the specimen (where there was only amorphous car-
bon) were measured using the measure tool in ImageJ. 120 samples were then taken from
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features believed to be single atoms, these were generally the features located in isolated
areas or at the very edge of nanoparticles and clusters. 120 squares were taken from ran-
dom points in random nanoparticles. Only 70 samples from single atoms were taken on
the image taken at 500 ◦C in H2 because there were fewer of these features at this tem-
perature. Figure 6.10 shows the results from this analysis which shows that the intensities
from the background and support are quantised.
The nanoparticle indicated as A in Figure 6.8(a) was subject to intensity measurements
such that a 3x3 square was placed at intervals along a horizontal row to measure the in-
tensity of the atomic columns. The trough to trough movement in Figure 6.11 represents a
transition from the edge of one side of the nanoparticle to the other. Each new row moves
further toward the bottom of the nanoparticle. The intensity variations in the nanoparticle
shown in Figure 6.11 indicate that the nanoparticle is a 3D object as opposed to a raft
because the intensities of the atomic columns increases towards the centre. By setting the
intensities of single atoms in Figure 6.10(a) and (c) to be normalised to the same level, it
is possible to estimate the number of atoms in an atomic column since the same graph also
includes random measurements from the same nanoparticle. A linear intensity relationship
was assumed much like Crewe et al originally used in their initial experiments [38] (i.e.
two atoms in a column is approximately twice as intense as a single atom). The second y
axis in Figure 6.11 on the RHS represents the approximate number of atoms in each col-
umn in the nanoparticle. The nanoparticle has between 1-2 atoms per column at its edge
and approximately 6 at its centre. The measurements indicate that once heated sufficiently,
2D clusters will eventually meet, coalesce and stabilise to form 3D nanoparticles.
6.3 CeO2
6.3.1 Background
CeO2 is an important material valued for its catalytic properties. CeO2 and other oxides
such as ZrO2 are crucial materials in three-way catalysts (TWC) and some DOCs [336].
They have been in widespread use since the 1980s and the TWC/DOC application is the
largest market that uses the rare earth metal oxides [336]. In the TWC context, CeO2 can
act as a promotor by supplying O atoms to the Pt or Pd nanoparticles loaded onto it [337].
In addition, CeO2 stabilises Pd nanoparticles. Pt is not as widely used in TWCs because
of its expense despite its superior catalytic properties [191]. Au is not used in automobile
catalysts because it sinters at much lower temperatures than Pd and Pt. However, the
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Figure 6.10: Three graphs showing the intensities of the measured features in (a) RT and
vacuum, (b) 400 ◦C and H2 and (c) 500
◦C and H2. There are clearly quantised intensities
associated with each feature, the measurements over nanoparticles vary because they are
different sizes and thicknesses
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Figure 6.11: A graph showing intensity measurements from a single nanoparticle mea-
sured from approximate atomic column positions along each row. The first peak (trough
to trough) represents the first row of atoms seen in the nanoparticle labelled as A in Fig-
ure 6.8(a). The second Y axis on the RHS indicates normalised intensities based on the
intensities measured in Figure 6.10 and converted into atoms per column
system Au–CeO2 has been found to be remarkably active in the oxidation of CO at low
temperatures [338] making it suitable for removing CO in fuel cells.
Another area that is receiving much attention at the moment is the use of Au-CeO2 in
water–gas–shift (WGS) processes [339, 340] . The WGS reaction is a important reaction
that plays a key role in the production of high purity H2 for use in ammonia (NH3) pro-
duction [341]. NH3 is one of the commercial world’s most important chemicals because
of its usefulness in the production of fertilisers. The WGS reaction is
CO + H2O −−⇀↽− CO2 + H2
which occurs at approximately 400 ◦C in the presence of an Fe3O4−Cr2O3 catalyst [341].
Within the past decade, both Au and Pt WGS catalysts have been studied because of
their high activity at low-temperatures (> 200 ◦C) [340, 342, 343, 344] . Despite the poor
chemisorption properties of Au for H2 at the bulk scale, Au when dispersed as < 5 nm
particles or clusters has shown to be remarkably active for CO oxidation [8]. Pt is always
active, regardless of size [189] but Burch and co-workers showed that a carefully prepared
high dispersion Au catalyst can be at least as active as Pt based catalysts with CeO2 as the
support [345].
Fu et al have argued that the active phase in Au-CeO2 is not the Au nanoparticles but a
rather non-metallic Au species [346]. Their evidence is based on activity measurements in
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which they found a similar activity for their as prepared nanoparticle Au-CeO2 catalysts
and leached versions which only contained atomically dispersed Au [346]. They suggest
that the species Au+1 and Au+3 are the only species present in the leeched catalyst (sim-
ilarly Pt+2 and Pt+4) [346]. They also believe that the presence of Au leads to weakly
bound O at the surfaces which are the actual sources of the catalytic activity of the system.
DFT calculations by Liu et al indicate that the most energetically favourable location of
the active Au species is at Ce vacancies leading to an overall negative charge [347]. DFT
calculations by Zhang et al give the most favourable adsorption energies for the mech-
anism proposed by Fu et al [348] as do surface energy DFT calculations by Tibiletti et
al [349]. XPS measurements by Wang et al also support this [350]. Branda et al indicate
that the CeO {1 1 1} surfaces may contain a dynamic mixture of Au metal and oxidised
species [351].
The precise origin of the activity of Au-CeO2 catalysts in the WGS context had lead to
numerous studies into the practicalities of single atom catalysts. One such single atom sys-
tem is Au-TiO2 [180, 352] which has been earmarked as a low temperature CO oxidation
catalyst and as an alternate catalyst for the WGS reaction [353]. The studies in [180, 352]
have used HAADF-STEM to identify the location of atomic species on the support but
only in vacuum at ambient temperature.
More recent HAADF-STEM studies of Au-CeO2 catalysts have shown extraordinary
atomic column intensities on Au-CeO2 [85]. There have been similar studies on other
systems such as Pt-FeOx [354]. With Pt-FeOx and Au-TiO2, the support is composed of
light elements where the difference in Z between the support material and Au is substan-
tial. The authors [352,354], attributed the high intensities of certain atomic columns to the
presence of single Au atoms on the support surface.
With Au-CeO2 the atomic number of Au is 79 but Ce is 51, so the Z
2 difference
is significant but not as remarkable as in the Pt-FeO [354] and Au-TiO2 [352] systems.
Atomic Au species had not been observed until very recently with only nanoparticles and
clusters being observed with HAADF-STEM or other methods (see for example [344]).
HRTEM has been previously used to image the surfaces of CeO2 crystals [85,355] showing
that the O surface atoms are unstable under electron irradiation. The movement of O has
not been observed using HAADF-STEM.
Abnormal intensities have been observed on Au-CeO2 HAADF-STEM images taken
with the JEOL 2200FS at the York-JEOL Nanocentre [85]. The purpose of that work was
to observe Au in a fresh and aged catalyst to deduce the stability of the Au atoms [85].
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Figure 6.12: A reproduced figure from Mike Walsh’s thesis (Figure 7.11, page 122) [85]
showing extraordinary intensities on some of the Ce columns of CeO2. The specimen
contained small amounts of Au suggesting that these anomalous intensities were caused
by Au being substituted into a Ce vacancy [85]. The purpose of the work presented in this
thesis section is to verify these intensities using QSTEM HAADF-STEM simulations
One of the images from Mike Walsh’s thesis has been reproduced here. Figure 6.12 shows
an example of a HAADF-STEM image of the Au-CeO2 catalyst showing anomalous in-
tensities of some of the atomic columns.
The purpose of this work is to use simulation software to quantify whether the inten-
sity difference can be explained by the presence of single Au atoms. The work is based
on the evidence by Fu et al [346] that Au is always located at a Ce vacancy. In gen-
eral, CeO2 crystals are faceted with {1 1 1} planes, meaning that observations in HAADF-
STEM are taken from stepped surfaces, therefore it must be determined whether Au can
be distinguished from a Ce atomic step. A quantitative analysis of said intensities will
have important implications in the study of single atom catalysts not just being limited to
Au-CeO2.
6.3.2 Creating the Models
The original image is a HAADF–STEM image of a leached Au-CeO2 crystal in the [1 1 0]
zone axis as shown in Figure 6.12. The crystals observed are approximately 10–20 atoms
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Figure 6.13: Schematic showing (a) the CeO2 fluorite unit cell, (b) the newly defined
tetragonal unit cell and (c) a diagram showing the types of Au capped columns on a CeO2
slab with [1 1 0] facing the electron beam. Note that the {1 1 0} surface is stepped but only
intensities from the taller columns were measured
wide so it has been assumed that the crystals are also about 20 atoms thick at most. The
most likely location of the Au atom is a Ce vacancy on the surface of the crystal based on
what the literature says [346].
Crystal visualisation programs use standard unit cells. CeO2 has the fcc fluorite struc-
ture and lattice parameter of 0.541 nm. The fluorite CeO2 unit cell when orientated into
a [1 1 0] will display a cube viewed edge on. The coordinates of such a system cannot
be exported and used to adequately model the CeO2 crystal with a Au atom at its surface
because the boundary conditions would not be preserved. A supercell had to be created.
The supercells were created by redefining the CeO2 unit cell into an alternative tetrag-
onal unit cell with two vectors lying perpendicular to [1 1 0]. This was achieved using a
transformation matrix which relates the original lattice parameters a,b and c to the new
ones a′,b′ and c′, according to the relationshipa′b′
c′
 =
ax ax axbx by bz
cx cy cz
ab
c
 (6.1)
where ax, bx . . . are numbers that define the transformation. The values these need to take
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can be understood by looking at Figure 6.13. The vectors a′ and c′ are defined in terms of
a and c in Figure 6.13(a). An [1 1 0] view of the traditional CeO2 unit cell in Figure 6.13(b)
shows that b′=b. From these relationships the transformation matrix is then−12 0 120 1 0
1
2
0 1
2
 (6.2)
where the indices are equivalent to those in (6.1). Entering the transformation matrix into
JEMs transform unit cell function generates a structure such as the one shown in Fig-
ure 6.13(c). The new unit cell is a CeO2 slab that corresponds to the original unit cells
CeO2 [1 1 0] zone axis. That unit cell was exported as a .cif file and loaded into another
crystal visualisation package called VESTA. The unit cell was duplicated by 5x5xn times
where n was between 1 and 10 to provide a range of thicknesses. Using VESTA, the
duplicated unit cell was exported as an .xyz file where the coordinates are in terms of
distances and are volumetric (not fractional). JEMs could only export in fractional co-
ordinates hence the reason for using VESTA. Using a spreadsheet program, empty space
around the crystal structure was added to act as a means of ensuring the boundary condi-
tions of the supercell. A .cfg file for use with QSTEM was then created for each model
and Ce atoms substituted for Au accordingly. Finally, QSTEM configuration files (.qsc)
were made by entering the appropriate parameters described in the next sub–section.
6.3.3 Simulation Parameters and Preliminary Simulations
In QSTEM, one enters parameters corresponding to the model of the microscope including
Cs, Cc (chromatic aberration) and dE in addition to the operational parameters ∆f and
stigmatism, A1. Table 6.1 displays the values used in the following simulations as they are
entered in QSTEM. A1 was chosen to be 0 because a good aberration correction can result
in an A1 value of less than 100 pm. The TDS value represents the number of repeated
simulations for which a random atomic displacement is applied according to the atom’s
Debye-Waller factor to account for thermal diffuse scattering. 30 runs were used for each
simulation.
An important aspect of QSTEM is the the probe array which samples the atomic poten-
tials and defines the active scattering volume of the specimen. It is shown in Figure 6.14(b)
as the pink area. The larger the probe array the more accurate the simulation is because it
increases the scattering area in the crystal. Its resolution determines the sampling rate of
the atomic potentials and sets the effective maximum scattering angle. In the case here, a
supercell is being used to represent a small lone crystal therefore a probe array of similar
148
Table 6.1: QSTEM simulation parameters excluding ∆f
Parameter Value
A1 0 nm
Cs 0.001 mm
Cc 1.6 mm
dE 0.8 eV
Pixel Array 100 x 100 pixels
Probe Array 200 x 200 pixels
Probe Array Resolution 0.04 x 0.04 A˚
TDS 30
Inner Detector Angle 70 mrad
Outer Detector Angle 110 mrad
(a) (b)
Figure 6.14: Screenshot of the QSTEM Matlab graphical user interface with (a) showing
a side view of the crystal showing the slices and (b) a top view showing the pixel array
(dark area) and the probe array (dark pink) area. The presence of an extra slice at the top
of the model is due to the presence of the buffer zone and the ideal requirement of 1 atom
layer per slice but it has no effect on the outcome
size to the supercell crystal with resolution of 0.04 A˚ x 0.04 A˚ is sufficient to produce
scattering up to and beyond 170 mrad. This value (and the inner angle of 70 mrad) is
the known outer angle of the York JEOL 2200FS detector. The pixel array in QSTEM is
the region where an image will be computed for and hence it is the output image area. A
pixel array of 100x100 was deemed a reasonable quantity to sufficiently image the atomic
columns. This size of pixel array was used in all simulations in this thesis.
To investigate the effect of probe array size and the crystal size on the intensities of
atomic columns, the supercell was expanded to 10x10 and 20x20 unit cells in addition to
the original 5x5 supercell. Each one was 4 tetragonal unit cells thick for testing purposes
because thicker cells require more computation time. Probe arrays of 100x100, 200x200,
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Figure 6.15: (a) QSTEM output image for a plain CeO2 slab 5x5x4 tetragonal unit cells
with a probe array of 100x100 and (b) intensity measurements from the columns indicated
by colour. Note that the intensity of the central columns are slightly brighter than those
near the edge. The slight difference in peak positions is caused by slight differences in the
horizontal starting point of the linescans which were done manually
400x400 and 800x800 were tested. In all instances, plain CeO2 supercells were used and
a pixel array of 100x100 at the same location.
It was found that decreasing the probe array area resulted in slight increases in the
intensities of the central columns on the 5x5x4 supercell image. Figure 6.15 shows an
example of this effect. The intensities of the atomic columns near the bottom of the cell
are slightly dimmer than those in the centre. This can be explained on the basis of electron
scattering. Essentially the maximum amount of available scattered electrons will scatter
into the region because the region around the cell is a vacuum. Similar measurements also
applied to the 10x10 and 20x20 supercell images for probe arrays of 100x100. The likely
cause of this is because the probe array, even in the 20x20 supercell case does not sample
the entire crystal, only the small region in the centre, so there are essentially less electrons
at the edge of the crystal compared to the centre.
It was found that the intensities of the columns in the larger cells varied when the
probe array size was increased. In the 20x20 case using an 800x800 probe array, a bright
column was followed by a dimmer column in a row. An example of this effect is shown
in Figure 6.16. The effect of thermal diffuse scattering in the simulations is done by
the frozen phonon model which adds random displacements to all atoms depending on
their Debye–Waller factor. The phenomenon of oscillating intensities seen in Figure 6.16
appears periodic but TDS is not periodic so the intensity variations cannot be explained
purely by the position of atoms since approximately the same Z2 contrast rule applies for
the same number of atoms in a column. This suggests that the simulation itself may be
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Figure 6.16: a) QSTEM output image for a plain CeO2 slab 20x20x4 tetragonal unit cells
with a probe array of 800x800 and (b) intensity measurements from the columns indicated
by colour. In this case, the intensity of the atomic columns oscillates from one to another
across a row but the overall intensity are similar regardless of which row the intensities are
measured across
at fault but in general, the intensity difference between CeO columns are very small. In
the Au capped column simulations described in the next section, the intensities of five
ordinary CeO2 were measured in addition to the Au capped ones to take into account of
effects of the physical interaction volume implied by Figures 6.15 and 6.16.
It was decided that a probe array of 200x200 with resolution of 0.04 A˚ x 0.04 A˚ in
the x and y plane was sufficient. Table 6.1 summarises the QSTEM input parameters for
the simulations in the following section. All simulations were carried out on workstations
with dual Intel Xeon E5-2630 CPUs and 64 GB 1600 Mhz DDR3 ECC RAM running 64
bit Linux Ubuntu 12.10. The Linux version of QSTEM was compiled by summer research
students in the physics department of York using the QSTEM version 2.16 tarball, the
latest release at the time.
6.3.4 Au Capped Simulation Results
Effect of Convergence Angle
The range of convergence angles available on the 2200FS at the York-JEOL Nanocentre
was between 14 mrad and 30 mrad as determined by Leonardo Lari. To explore the effect
of convergence angle on the appearance of substitutional Au atoms, the 4 unit cell thick
model described before was calculated for a range of convergence angles at a fixed defocus
of 0. The result, expressed in terms of the difference in intensity between the Au capped
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Figure 6.17: Effect of convergence angle on the intensity difference % between top, bot-
tom and both top and bottom Au capped Ce atomic columns compared to normal Ce
columns
columns and the normal Ce columns is shown in Figure 6.17. The output images are
similar to those in Figure 6.19 and are not shown. The results shown in Figure 6.17
indicate that as the convergence angle is decreased there is a larger difference between
the Au capped columns and the ordinary Ce columns. This could be because of increased
channelling effects. In practice, the signal received by the HAADF–STEM would be lower
for the smaller apertures and this would require the adjusting of the detectors brightness
and contrast settings.
Effect of dE
The 4 atom thick model was recalculated using different dE values including the real value
of 0.8 eV. Values used were 0.2 eV to 1.2 eV in 0.2 eV steps. Intensity values of either
Ce columns or Au capped columns gave virtually identical results shown graphically in
Figure 6.18 suggesting that the dE values used here are not sufficient to lead to noticeable
differences. With the advent of high resolution environmental STEM, the effect of energy
loss via the gas medium may be worthy of further study if atomically dispersed catalysts
are studied via in-situ environmental techniques.
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Figure 6.18: Graph showing measured intensity difference on Au terminated columns
with different dE values. The results imply there is virtually no difference in measured
intensities
Effect of Location and Defocus
Initially, to check the effect of atomic location, individual models were created for Au
atoms located at the top, bottom and both of the Ce columns. A model that included
all three atoms give identical results to the three separate previous models regardless of
position. Therefore, the latter model with all three types of Au sites was used to reduce
overall simulation and analysis time.
Figure 6.19 shows some examples output images from QSTEM simulations of differ-
ent ∆f (defocus) values and thicknesses. The figures show that at a given ∆f , 0, the
intensity of the Au terminated columns become increasingly difficult to distinguish from
the ordinary Ce columns regardless of where the Au is located. The percentage differ-
ences in intensity were measured from the images in Figure 6.19 are shown as graphs in
Figure 6.20 which show the effect of thickness and ∆f on the intensity differences.
In Figure 6.20, it can be seen that increasing the thickness of the crystal reduces the
intensity difference of the Au capped columns relative to the ordinary Ce columns. As the
crystal approaches 3 nm thick, equivalent to 5 tetragonal unit cells thick, at ∆f = 0 the Au
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Figure 6.19: Montage of QSTEM output images starting at 1 tetragonal unit cell thick and
ending at 10 tetragonal unit cells thick
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Figure 6.20: Series of graphs showing intensity differences between Ce atomic columns
terminated by Au at Ce vacancies located at (a) at the top of the crystal, (b) at the bottom
of the crystal and (c) both sites at different defocus, ∆f and thickness
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column is virtually indistinguishable from the ordinary Ce column regardless if two Au
are located on the same column.
The ∆f = 0 case shows that Au atoms located at the bottom of the crystal appear much
brighter than those at the top. At most, the difference is 40 % with the thinnest crystal
equivalent to just 0.3 nm thick regardless if the Au is on the bottom or top. If on both, the
column is almost 90 % brighter.
Still considering the ∆f = 0 case it can be seen from Figures 6.20(a), (b) and (c)
that as the crystal approaches 6 unit cells thick, which is approximately 3 nm thick, the
intensity difference, regardless of position, becomes very small. This makes Au almost
indistinguishable from the other columns. The intensity difference drops much quicker
for the Au located at the top site suggesting that the beam scatters and spreads more as the
amount of atoms it must transverse increases. The imaging of the Au located at the bottom
of the crystal may encourage channelling effects due to a sharper probe which penetrates
through the crystal.
In all instances, regardless of thickness, the difference in intensities drops when ∆f is
increased to 8 nm and the general appearance of the crystal appears to become more spread
out. The mirror image of the positive defocus values produce different image contrast
on the negative side. This is because the 0 defocus position is at the top of the crystal,
therefore, the negative defocus probe positions are further away from the crystal.
The defocus adjusts the intensities only slightly by about 5 % at most, even in the
case where Au is located at the top. This is presumably because the defocus value adjusts
where the beam is focused on. If the beam is centred about the top of the crystal, the
beam will diverge by the time it reaches the bottom of the crystal. If focused at the bottom
of the crystal the beam will converge through the material so atoms in the column will
see a narrower beam which may encourage channeling effects more so than a diverging
beam which is focused at the top of the crystal. The intensity difference is greater in the
instance where Au is located at the bottom. This is because the beam focused here, despite
transversing several other unit cells, will produce the most intense signal from the bottom
crystal which goes virtually unhindered into the detector from the crystal exit surface.
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6.4 Discussion
The results show that increasing the thickness of the crystal beyond 4 nm causes the dif-
ference in intensity between Au terminated Ce columns to become virtually indistinguish-
able. The 40 % difference observed in [85] can only be explained by the presence of Au
located at the bottom and top of an atomic column of a crystal less than 4 tetragonal unit
cells thick which is about 2 nm.
In all situations, Au located at the top of an atomic column was never as bright as one
located at the bottom of the crystal. This could be because by the time the electrons exit
the specimen they have re-scattered because of TDS essentially smearing out the original
scattering from the top atom.
Although comparisons between the simulations and experimental images have pro-
vided some insights, a direct comparison between the two is not possible without a com-
plete understanding of the image processing that occurs with the HAADF–STEM detector.
QSTEM images are in absolute intensity, plotted as a function of the initial probe intensity
whereas the experimental images have been processed and adjusted using various bright-
ness and contrast settings, some automatic.
6.5 Conclusions
Aberration corrected atomic resolution HAADF–STEM with environmental and heating
capability has been demonstrated for the first time. Specimens were prepared specifically
for purpose and have provided insights into the behaviour of nanoparticles and atoms under
the influence of heat and gas with atomic resolution.
The clusters of Pt–Pd were found to be unstable during exposure to the electron beam.
Furthermore, atoms were observed to hop to and from nanoparticles, no stable individual
atoms on the support were observed. Exposure to gas resulted in contamination becoming
an issue, even with additional beam showering but heating the specimen to 300 ◦C nullified
contamination from an imaging point of view.
No difference was detected regarding the shape and size of nanoparticles in H2 at
300 ◦C without the electron beam but noticeable effects, primarily in the growth and
faceting of clusters was observed at 600 ◦C without continuous exposure to electrons.
This results suggests that the electron beam influences the specimen more so than the gas
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and therefore future investigations into similar specimens in gas and under the influence
of heat should have their exposure to the electron beam minimised.
Simulations of single atom catalysts, namely Au on CeO2 have shown that large in-
tensity differences between ordinary Ce columns and Au terminated columns can only be
explained if the crystal is thinner than 3 nm.
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Chapter 7
In-situ Co3O4 Reduction in H2
7.1 Introduction
The reduction of Co3O4 to Co is required for the activation of a Fischer-Tropsch pro-
cess catalyst. There have been several studies on the reduction process using E-TEM
and most of them detect the presence of a distinct intermediate phase in the form of
CoO [296, 297, 298]. Despite this, it is not known preciously how Co3O4 transforms to
Co and if that transition effects the structural changes of the final catalyst compared to
a single step reduction. This chapter contains results an environmental AC-HRTEM H2
reduction study of model (unsupported) Co3O4 and provides new insights into the trans-
formation mechanism from Co3O4 to CoO.
7.2 Specimen Preparation and Characterisation
The Co3O4 material used in this study was Aldrich brand Co3O4 fine powder. For (S)TEM
specimen preparation, the powder was added to a small amount of ethanol and underwent
ultrasonic treatment for 120 s. For in-situ studies, the powder was crushed using pestle
and mortar and an empty Ti or Cu grid moved through it.
Figure 7.1 shows a TEM image and selected area diffraction (SAD) pattern of the as
prepared Co3O4 specimen on a holey-C grid. The crystals were often found in clumps.
Individual crystals had diameters of approximately 50 nm. SAD revealed the presence of
a single phase: Co3O4. The low spatial frequency of the {1 1 1} reflections at 2.15 nm−1
is a useful characteristic of Co3O4 which enables it’s presence to be distinguished from
CoO whose {1 1 1} spatial frequencies are similar to Co3O4 {2 2 2}.
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Figure 7.1: SAD pattern (a) and TEM image (b) of a typical region observed in the as
prepared Co3O4 powder catalyst supported on holey–C. The ring diffraction pattern was
indexed only as Co3O4 confirming that other phases of Co oxides are not present
A faint incomplete ring at 2.50 nm−1 corresponds to Co3O4 {0 0 2} which is a forbid-
den reflection according to the structure factor. Its presence can be explained by double
diffraction of, for example, the {1 1 1} and {1 1 1} reflections. In Figure 7.1 the {0 2 2}
and {0 4 4} are the brightest as predicted by the structure factor and suggesting that Co3O4
is high quality with a generally well ordered structure.
7.3 HRTEM and Diffraction Reduction Sequences
Figure 7.2 shows a HRTEM image and FFT sequence of a Co3O4 crystal at different
temperatures during exposure to H2 in-situ. Co3O4 was easily identified from other phases
because of the presence of large 0.47 nm {1 1 1} atomic plane spacing. In the FFT, the 002
reflections are present despite being considered forbidden suggesting double diffraction.
The crystal shown in Figure 7.2 at room temperature is rounded at the right side suggesting
the presence of low symmetry atomic planes which contain kinks and steps. Kinks and
steps are known to act as nucleation sites and encourage the adsorption and breaking of
H–H bonds [174]. Potoczna-Petru and Kepinski [298] have also suggested that rounded
Co3O4 crystals (similar but larger to the ones presented here) are more likely to contain
defects at the surface. They make reference to the work of Paryjczak et al [356] who
found that the synthesis temperature of the Co3O4 crystals had an impact on the onset
reduction temperature to CoO because the synthesis temperature correlated to the quality
of the crystal facets.
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Figure 7.2: In-situ HRTEM image sequence with corresponding FFTs of a 20 nm wide
Co3O4 crystal undergoing reduction in H2 at the temperatures indicated. Scale bar in (e)
is 5 nm and applies to all images. For reference, Co3O4 g004 = 4.95 nm
−1
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Increasing the temperature to 150 ◦C resulted in no structural changes but the Cu grid
had buckled slightly leading to a change in orientation of the crystal producing HRTEM
images with different contrast. At 200 ◦C the first signs of structural change were ob-
served. Bulavchenko et al [297] also observed the initial signs of transformation at 190 ◦C.
XRD analysis of their as prepared Co3O4 suggested the presence of octahedral vacancies
and they believe that at 190 ◦C, CoO is formed because the crystal will try and fill the
vacancies [297].
Figure 7.2(b) shows that the crystal previously with a rounded edge in Figure 7.2 (a)
has become faceted at 200 ◦C. The new surface is terminated by CoO {0 0 2} although
it is not a perfect surface with some (arrowed) steps remaining. This onset of reduction
was observed to occur primarily at stepped surfaces. It could be initiated by the exposure
of octahedral vacancies as suggested by Bulavchenko et al [297]. Potoczna-Petru and
Kepinski also believe this to be true [298]. The FFT shows distorted Co3O4 {0 0 2} and
{0 0 4} reflections. The broadness of the {0 0 4} reflection suggests the presence of CoO
which has {0 0 2} spacings within 1 % of Co3O4 {0 0 4}. The CoO region penetrates
approximately 3.4 nm into the Co3O4 crystal. This is approximately 6 unit cells of CoO.
The FFT implies the lattice parameter varies across this region and it can be seen that there
is a grain boundary between the modified edge and the rest of the Co3O4 structure. The 6
% difference between the doubled CoO unit cell and the Co3O4 can be expected to cause
strain in this region.
Increasing the temperature up to 300 ◦C caused the CoO region to spread deeper into
the Co3O4 crystal; maintaining an almost perfect epitaxial grain boundary as it did at
200 ◦C. The distance penetrated into the Co3O4 was 6.1 nm at 300
◦C, double what it
was at 200 ◦C. The FFT in Figure 7.2(c) was taken from the region about the boundary
but separate FFTs (not shown) confirm the right hand side of the crystal is CoO. At this
temperature, it was also observed similar events taking place primarily at the edges of
other rounded differently sized crystals. Flat facets (e.g {1 1 1} and {2 0 0}) on the other
hand remained unchanged during the reduction process. There seems to be a correlation
between low symmetry faces and the reduction onset temperature which seems to be con-
sistent with Potoczna-Petru and Kepinski’s [298] investigation.
At 350 ◦C there is a dramatic change in the appearance of the crystals. The CoO region
has moved further into the Co3O4 crystal with the penetration being 15 nm. On the left
hand side of the crystal, dramatic contrast can be observed. The previous images suggest
that there are multiple crystals here with slight orientation differences between them. The
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Figure 7.3: In-situ HRTEM image sequence with corresponding FFTs of a 12 nm diam-
eter Co3O4 nanoparticle which reduces to CoO at 350
◦C without forming any detectable
defects or the interface like structure seen in Figure 7.2
unusual contrast seen on the left hand side (and elsewhere) is due to the presence of Moire´
fringes. The FFT shows no unusual spacings which confirms the effects seen are Moire´
fringes. Moire´ fringe width D can be calculated using equation (2.10). The Moire´ fringes
in Figure 7.2(d) produce effects in the [1 1 1] direction and [1 3 1] direction. The Moire´
fringes can be explained by the overlap of the strong CoO {0 0 2} planes in the smaller
crystal and the Co3O4 {1 1 3} planes in the large parent crystal.
At 400 ◦C, the crystal that was initially Co3O4 as shown in Figure 7.2(a) is now com-
pletely CoO as shown in Figure 7.2(e). The surrounding region is also CoO. Moire´ fringe
contrast seen at 350 ◦C was also observed at 400 ◦C but only in regions greater than 30 nm
wide. The larger crystals had structures resembled Figure 7.2(b-d) with CoO located near
the edge and Co3O4 being located near the centre. The resultant overlap produced Moire´
fringes in the central regions of crystals larger than 20 nm. It is likely that CoO has
formed on the top surfaces which give rise to the Moire´ fringes. Potoczna-Petru and
Kepinski [298] and Dehghan et al also observed similar Moire´ fringe effects in most of
their nanoparticles larger than 20 nm. Here, Moire´ fringes were not observed on smaller
crystals because the CoO transformation was much more rapid.
Nanoparticles smaller than 15 nm were observed to reduce completely to CoO at lower
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temperatures, namely 350 ◦C. An example is shown in Figure 7.3, it shows a spherical
nanoparticle approximately 12 nm in diameter. The crystal in Figure 7.3 has stepped
surfaces but even after reduction the stepped surfaces remain. This occurs because the
contribution of edge and corner atoms to the free energy of nanoparticles is significant for
smaller nanoparticles. It was found that Co3O4 particles larger than 20 nm regardless of
initial shape became more faceted as they were reduced to CoO.
In Figure 7.4 (a), the TEM image shows the central region of a crystal which is has a
maximum width of ∼ 50 nm. Figures 7.4(b-e) shows a selected area diffraction sequence
of Figure 7.4(a) at the temperatures indicated. There are no major changes at temperatures
below 300 ◦C except for a slight change in orientation of the crystal resulting in small
differences between the diffracted intensities.
At 300 ◦C, faint CoO reflections can be identified in the diffraction pattern. The dif-
ferences in reciprocal lattice vectors is more apparent for the higher order reflections (e.g.
Co3O4 {4 4 4} and CoO {2 2 2}). As in the previous cases in Figure 7.2 and Figure 7.3,
the Co3O4 and CoO crystallographic directions are epitaxial with no obvious rotation be-
tween the two different crystals. i.e. {0 0 2} and {1 1 1} faces between the two materials
was observed to be always parallel to each other.
It can be seen that although there are no major structural changes up until 300 ◦C, the
Co3O4 {1 1 1} planes gradually lose their intensity at the expense of the Co3O4 {0 0 4} and
CoO {0 0 2} reflections. It is well known that electron diffraction intensities can vary as a
function of crystal thickness but also the tilt of the crystal with respect to the beam. The
diffraction patterns shown in Figure 7.4 are approximately between 3− 5◦ out of the exact
[1 1 0] zone axis. The structure factor for spinel materials predicts that {4 4 0} reflections
should be the most intense, followed by {4 0 0} and {1 1 3} reflections. At 300 ◦C the most
intense reflections are {4 0 0} followed by {1 1 3}. Using JEMs, the diffraction pattern was
simulated (see next section) suggesting that any major difference between predicted and
observed intensities can be explained by the crystal tilt as opposed to the presence of point
defects observed by Casas-Cabanas et al [290].
The Co3O4 {0 0 4} and {4 4 0} reflections become significantly brighter and broader at
400 ◦C suggesting bulk transformations to CoO have taken place. By 450 ◦C the transfor-
mation is complete and the crystal has orientated itself closer to the CoO [1 1 0] zone axis
leading to more typical intensities in the different reflections.
Despite heating the area up to 500 ◦C no Co formation was observed suggesting that
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Figure 7.4: In-situ SAD sequence of the 50 nm crystal seen in (a). Faint CoO reflections
appear at 300 ◦C and as the temperature increases they become more dominant. Not shown
is the 500 ◦C diffraction pattern because it is virtually identical to the 450 ◦C shown in (f)
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the relatively low H2 pressure (designed to be increased with further microscope devel-
opment) is insufficient to facilitate the reduction of CoO. Previous in-situ studies using
similar low pressure also did not observe the formation of Co. An example of such a study
is by Li et al [357] who used in-situ (1.3 mbar H2/N2) HAADF-STEM to observe the re-
duction of Ru promoted Co3O4. Despite the presence of a promotor, they observed the
formation of CoO and CoRu particles but never Co on its own [357]. Bulavchenko also
observed this trend when using a low H2 partial pressure mixture of H2 and N2 in their
in-situ experiments [297].
Dehghan et al [301] found that after they finished their reduction experiment and
reduced the temperature down to room temperature, they noticed that their Co/CoO re-
oxidised in H2. They found that Co3O4 formed after a few minutes suggesting that residual
O at the surface (which have not been removed due to the formation of H2O) has re-bonded
with Co metal at the surface. Potoczna-Petru and Kepinski’s study also observed this trend
but it was far more dramatic with core-shell structures being observed [298]. The study
in [298] was ex-situ so the re-oxidation in air could have enhanced this re-oxidation. There
is still some debate over whether re-oxidation is detrimental to the activity of Co Fischer-
Tropsch catalysts [287].
7.4 Simulations
HRTEM and diffraction simulations were carried out using the JEMs HRTEM simulation
package. The purpose of the simulations was twofold: first, determine if the contrast
observed in some of the HRTEM images were due to the presence of a defect, such as
a stacking fault, or because of defocus/thickness effects; and second, to determine if the
thickness/tilt of the crystal could explain the observed intensities of the Co3O4 {1 1 3},
{4 0 0} and {4 4 0} reflections in the diffraction patterns.
Using the Laue Circle tool in JEMs, tilt was added before image calculation using
Co3O4 (ICSD 28158 [358]) and CoO (ICSD 624575) [1 1 0] HRTEM images using settings
corresponding to the microscope. The width of the crystal varies between 25 nm and
30 nm so these were used as the thicknesses of the crystal for the simulations. The Co3O4
and CoO ICSD files were loaded separately into JEMs. Based on HRTEM observations, it
was assumed that the crystal thickness for Co3O4 was on the order of 30 nm. Microscope
parameters were chosen to represent the York-JEOL Nanocentre JEOL 2200FS as closely
as possible. These are shown in Table 7.1 as they were entered into JEMs microscope
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Table 7.1: JEMs simulation parameters
Parameter Value
Cs −0.001 mm
C5 2 mm
Cc 1.6 mm
dE 0.8 eV
Accelerating Voltage 200 kV
Lens Stability 1 ppm
(a) (b) (c)
{111}
{220}
{400}
Figure 7.5: Simulated electron diffraction patterns of Co3O4 using JEMS with different
conditions. (a) is the default two-beam case,(b) all beam dynamical calculation for a
crystal 15 nm thick and (c) the same as (b) but for a crystal 30 nm thick. Note that double
diffraction has been included because most experimental images and diffraction patterns
show the forbidden {0 0 2} reflections
settings.
Figure 7.5 shows electron diffraction patterns calculated in JEMS. The diffraction pat-
tern in (a) is the default appearance of the diffraction pattern which does not take into
account the thickness and uses a two-beam approach. The very small spots in frame (a)
are forbidden reflections which are included in the calculation for (b) and (c). Both (b) and
(c) are all beam dynamical calculations but the crystal thickness is 15 nm and 30 nm for
(b) and (c) respectively. The diffraction patterns in Figure 7.5 demonstrate that as expected
intensities in the diffraction pattern change because of the crystal thickness, even before
the inclusion of tilt.
Figure 7.6 shows electron diffraction patterns out of the zone axis by (a-c) 3.80◦ and
(d-f) 4◦ in different directions to replicate the observed intensities shown in Figure 7.4.
The same approach was used to replicate the FFTs shown in Figure 7.3 and in general
the simulated diffraction pattern agrees with the FFTs. The simulated electron diffraction
shown in Figure 7.6(a-c) generally agree with the observed intensities in the experimental
electron diffraction pattern (Figure 7.4(b)) at room temperature. However, the experimen-
tal intensities seen at 300 ◦C and above in Figure 7.4(c-e) could not be replicated. The
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(a) (b) (c)
(d) (e) (f)
{111}
{004}
{220}
Figure 7.6: Simulated electron diffractions of Co3O4 using JEMs all using all beam dy-
namical calculations for (a,d) kinematical conditions and dynamical conditions for (b,e)
15 nm and (c,f) 30 nm thicknesses. The tilt angle in (a-c) is 3.8◦ away from the [110] zone
axis and is an analogue to Figure 7.4(b). The tilt angle in (d-f) is 4◦ away from the same
zone axis but tilted toward a different direction and is analogous to Figure 7.4c but there
are some differences as described in the text
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Figure 7.7: Simulated HRTEM images of Co3O4 using JEMs which demonstrate the effect
of crystal tilt on the appearance of Co3O4 for a crystal approximately 30 nm thick at the
defocus values (in nm) and tilts indicated. Extended dark line regions such as those seen in
the 20 nm defocus case tilted at 5◦ imply that similar contrast observed in the experimental
images are due to defocus effects as opposed to the presence of planar defects.
strong {0 0 4} and {4 4 0} reflections seen in the experimental pattern could not be repli-
cated in the simulations just with tilt.
Figure 7.7 shows a selection of simulated HRTEM images of Co3O4 at different de-
focus values and 2◦ and 5◦ crystal tilts which correspond approximately to the [598 572
23] and [110 99 10] zone axes respectively. The images in Figure 7.7 show that the ap-
pearance of Co3O4 is very sensitive to crystal tilt. The crystal thickness was set to 30 nm,
corresponding to 24 [1 1 0] zone axis unit cells thick. The appearance of the crystal shown
in Figure 7.3 generally matched with the 5◦ tilt cases although variations in the experi-
mental image contrast imply that the thickness varies. The simulations also do not take
into account the presence of CoO on top or on the bottom of Co3O4. However, the simu-
lated images show that the contrast effects can be explained in terms of thickness/defocus
effects as opposed to the presence of planar defects such as stacking faults.
7.5 The Co3O4–CoO Grain Boundary
During the in-situ reduction process, an epitaxial grain boundary was formed between the
Co3O4 and CoO phases in most crystals. Figure 7.8 shows a close-up of such a boundary.
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Figure 7.8: HRTEM images from another in-situ experiment taken at the same pressure as
the previous images at 450 ◦C. (a) shows the nanoparticle in wider view and (b) shows a
close-up of the epitaxial grain boundary between Co3O4 and CoO
The crystal shown in Figure 7.8 is out of the [1 1 0] zone axis by approximately 4◦. The
tilt is such that one set the {1 1 1} reflections are the strongest in the FFT and diffraction
pattern hence the domination of the{1 1 1} planes in the image. Previous studies of the
Co3O4 reduction process observed epitaxy between Co3O4 and CoO [298] but this is the
first time a boundary between the two materials has been observed. Bulavchenko et al
did report the formation of stacking faults by analysing peak broadening in their XRD
data [297], these were not observed directly in the images presented here.
At the grain boundary there is a sudden change in contrast moving from the CoO region
into the Co3O4 region. Although not resolved atomically in the image, it can be seen that
there are defects present near the centre of Figure 7.8(b). Several {1 1 1} plane fringes
near the centre can be seen to merge into fewer {1 1 1} fringes suggesting the presence of
dislocations. The contrast around the grain boundary seen more clearly in Figure 7.8(a)
could arise from the strain associated with the presence of such defects. Further work is
required to confirm the presence of dislocations and to identify their Burgers vector and
whether they are screw or edge dislocations. An in-situ HAADF-STEM experiment could
yield this information due to HAADF-STEM intensities being more intuitive than HRTEM
contrast.
The lattice parameter of Co3O4 is 0.8084 nm and the lattice parameter of CoO is
0.426 nm. When the CoO unit cell is doubled, there is still a 6 % mismatch between the
locations of Co atoms located at {0 0 1} faces. There is no detailed information published
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CoO 0.25 nm
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Figure 7.9: In-situ HRTEM images taken during an experiment using a pressure of 3 mbar
at the readout at (a) 350 ◦C and (b) 450 ◦C. The crystal is approximately 10◦ out of the
[1 1 2] zone axis
on the mechanism by which Co3O4 transforms to CoO and how strain in this system is
accommodated. There exists information on interfaces between rocksalt and spinel mate-
rials (same structures as CoO and Co3O4 respectively) such as MgO and Fe3O4 [359,360]
and NiO and Fe3O4 [361] but in these circumstances the lattice mismatch is less than 1 %.
7.6 Formation of Co at Higher Pressure
During a scouting experiment using a higher pressure (3 mbar at readout), the formation
of Co metal (fcc) was observed at 450 ◦C. Figure 7.9 shows HRTEM images from this ex-
periment showing Moire´ fringes caused by the overlap of the parallel CoO and Co {1 1 1}
planes. In Figure 7.9(a), which is taken at 350 ◦C, the Co is limited to the Moire´ fringe
regions as revealed by filtering the image by masking the Co {1 1 1} reflections. The Co
metal forms small clusters at the top of the crystals and eventually spreads forming a Co
shell. Similar observations were made in-situ by Dehghan et al [301] and Li et al [357].
The Co shell was observed in another crystal shown in Figure 7.9(b) at 450 ◦C where the
Moire´ fringes have become more extensive.
Dehghan et al used a pressure of 3.4 mbar and observed similar contrast to that seen
in Figure 7.9 at 360 ◦C in their Ru promoted Co3O4 reduction process. They observed the
formation of hcp Co in addition to fcc Co at 360 ◦C but in the study here, only the fcc
phase was observed. It is believed that the fcc phase is more likely to form at tempera-
tures above 350 ◦C but the presence of a promotor in Dehghans et al [301] work could
encourage the initial formation of hcp Co. Bulavchenko et al observed the formation of
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Co at temperatures as low as 260 ◦C but this was using a much higher pressure of 1 bar
(100 kPa). Kitakami et al [362] investigated the size dependance on the phase of Co and
they found that a pure hcp phase only existed in crystals larger than 40 nm and pure fcc Co
phase in crystals smaller than 20 nm. A similar result was found by Owen et al [291]. The
work performed by Kitakami et al and Owen et al were not an in-situ reduction studies but
rather dedicated phase formation (via chemical synthesis) studies.
7.7 Conclusions
The onset of reduction of Co3O4 to CoO was observed at 200
◦C but bulk reduction did not
occur until 350 ◦C. This result is similar to work performed on rounded crystals suggesting
that vacancies originally in Co3O4 play a key role in the reduction process [297,298]. The
reduction temperatures of Co3O4 supported on supports such as Al2O3 are different, due
to support interactions [300].
In this study, Co metal was only produced using higher H2 pressures but a single step
reduction from Co3O4 to CoO was not observed. In general, the single step reduction was
only observed in high pressure environments [297]. The findings presented her are consis-
tent with previous literature that use lower pressures of H2 [297, 298, 301, 357] including
other in-situ (S)TEM studies [301, 357]. New insights into the reduction mechanism in-
clude the formation of a Co3O4 to CoO grain boundary which gradually moves further into
Co3O4 as the reaction time and temperature is increased. Defects were strongly implied in
crystals larger than 20 nm close to Co3O4/CoO grain boundaries. The same epitaxial grain
boundary was not observed in crystals smaller than 5 nm suggesting that the strain induced
by the lattice mismatch between Co3O4 and CoO can be annulled by strain relaxation in
smaller crystals.
Further work is required to resolve the identify of defects in the crystals during re-
duction. This includes point vacancies in the initial Co3O4 structure as several groups
have pointed out that the presence of O vacancies can reduce the reduction tempera-
ture [297, 298]. An atomic resolution in-situ HAADF-STEM experiment could yield
further information regarding the presence of defects, especially at the interfaces since
HAADF-STEM intensity is more intuitive than HRTEM. As the York-JEOL 2200FS con-
tinues to be developed, higher pressure runs should encourage the formation of Co at lower
temperatures to allow a more detailed investigation into this reduction process.
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Chapter 8
Model Supported Nanoparticle Systems
8.1 Nanostructure of PtPd nanoparticle coated ZnO
Tetrapods
8.1.1 Introduction
ZnO is a metal oxide semiconductor. In its wurtzite phase, it has a 3.37 eV direct band gap
and an exciton binding energy of 60 meV [363, 364, 365]. ZnO is of considerable techno-
logical interest in optoelectronics, thin film transistors and piezoelectric devices, [366,367]
because of the large variety of structures that can be formed at the nanoscale. [365] Struc-
tures can range from simple rods and nanoparticles to more complex formations such as
belts and flowers [364]. The simplest 3D structure is the tetrapod. [366] A ZnO tetrapod
consists of a nucleus from which four tetrahedrally coordinated (separated by around 107◦)
wurtzite phase legs extend out. The exact structure of the nucleus for different tetra-pod
morphologies is still debated. The most explored models are the octa-twin [368], mul-
tiple element hexagonal twins [369], four hexagonal twinned grains [370] and the cubic
nucleus model [371, 372]. In its hexagonal wurtzite phase, ZnO has lattice parameters
a = 0.325 nm and c = 0.520 nm and the arms grow outward from the core in the [0 0 1]
direction [366]
The size of tetrapods varies considerably, arm lengths can range from several hun-
dred µm down to around 100 nm. The size and the morphology of the legs depends on
the growth mechanism during synthesis [373] but hexagonal prism leg morphology is the
simplest [373]. ZnO tetrapods can be prepared by many methods but the simplest method
is the oxidation of pure Zn pellets in an O2 rich atmosphere by rapid heating [374]. For
certain applications, ZnO tetrapods are beneficial over other nanoscale forms of ZnO be-
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cause bulk quantities can be prepared easily [375]. Furthermore, the multiple legs of the
tetrapod offers unique applications over rods allowing devices to be constructed using a
single tetrapod [363] because multiple contacts can be formed.
In addition, there is growing interest in ZnO composite systems. The presence of
metal nanoparticles limits the mobility of charge carriers leading to Au, Pt, Ag and Cu-
-ZnO composite materials because the electronic properties of the ZnO substrate can be
adjusted by this means. It is reported in the literature that ZnO films coated with larger
2.8 nm and 6.4 nm average diameter Pt nanoparticles, the optical bandgap was observed to
decrease with increased Pt coverage [376]. Sputtering of larger 5− 8 nm Pt nanoparticles
onto ZnO rods greatly enhanced the bandgap emission [377] as a function of nanoparticle
size, possibly due to the population of Pt in O vacancies [377]. The coating of 12 nm Ag
nanoparticles onto ZnO rods has indicated that the presence of the nanoparticles decreases
the infrared emission of the material [378]. It is thought that such composite systems could
lead to new materials for IR optics [378].
The deposition of metal nanoparticles such as Au onto semiconductor nanostructures
was found not only to increase the activity of the nanoparticles but also the support [379]
It has been found that 8− 12 nm Au nanoparticles deposited onto ZnO tetrapods offer
the highest activity at room temperature for the oxidation of CO [380] when compared
with cylindrical and needle shaped ZnO substrates. Similar composite systems using
Pt nanoparticles have shown increased sensitivity to ethanol and hydrogen [381] and
Ag nanoparticles have greatly improved the speed of the sensing properties [382]. The
nanoparticle systems are also of interest because of their photocatalytic activity. For ex-
ample, Au−ZnO composites are believed to improve the photocatalytic activity [383].
However in these studies nanoparticles have been generally larger than 2 nm.
The purpose of the work here is to use double aberration corrected (S)TEM to probe
the core and surface structure of small tetrapods to deduce their worthiness as substrates
for nanoparticles. The interface between deposited nanoparticles and the ZnO surface is
also examined using HRTEM. Through knowing the interface structure of nanoparticles
on ZnO is may be possible to design more efficient composite systems for a variety appli-
cations including catalysts and gas sensors.
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Figure 8.1: A SEM image (a) and TEM image (b) of the as prepared ZnO tetrapod (S)TEM
specimen demonstrating the dominant presence of tetrapod like structures
8.1.2 Sample Preparation
The ZnO tetrapods were prepared in Japan by Kenta Yoshida and his students at Nagoya
University. They synthesised ZnO tetrapods by vaporising 100 µm Zn pellets using elec-
trified W wire which is similar to how Wang et al synthesised their materials [374]. The
vapour diffuses through the air, partially oxidising. The vapour nucleates onto a series of
holey C film coated TEM grids forming ZnO through vapour phase transport. The Zn and
ZnO in the air formed nucleation sites on the TEM grids allowing a variety of structures
to grow. The resulting specimens contained a wide variety of different shapes but the
majority of them were tetrapod like.
Figure 8.1 shows SEM and a low-magnification TEM image of one of the (S)TEM
specimens. The images show that most of the structures feature tetrapod legs although
their morphologies are varied. For the (S)TEM analysis, only structures clearly identi-
fied as tetrapods were studied. The formation of other structures is a consequence of the
synthesis method where little control over the growth rate or temperature was available.
Pt-Pd (ratio 7:1) nanoparticles were deposited onto the ZnO TEM grids using a JEOL
JST-2300 HR coating machine at the York-JEOL Nanocentre. To obtain nanoparticles
between 1− 3 nm, a beam current of 20 mA set to 1 nm nominal coating thickness was
used after a series of trials using amorphous carbon TEM grids were coated at a variety of
thicknesses.
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Figure 8.2: HAADF-STEM of a tetrapod leg demonstrating the flat nature of the {1 1 0}
planes
8.1.3 Leg and Core Structure of Small Tetrapods
Figure 8.2 shows HAADF-STEM images of a tetrapod leg in [1 0 1] showing that the crys-
tal edges formed by the (1 1 0) planes are flat [384]. To verify if small tetrapods synthe-
sised using the method above had core structures consistent with current literature, the
structure of several tetrapods with leg lengths less than 100 nm and leg widths of approx-
imately 15 nm were studied using HRTEM. Figure 8.3 shows the HRTEM image of the
mentioned tetrapod and corresponding FFT. The FFT reveals that both of the legs are in
the 〈1 1 0〉 zone axis. In this zone axis, it can be seen that the legs grow out in [0 0 1]
from the core. Atomic steps that can be seen on the tetrapod leg surfaces are believed to
arise because of beam damage and they are not necessarily genuine crystal growth features
since they were not present on all images taken from the same area.
The interface between the core and the legs reveals that there are defects. These have
been identified as stacking faults and dislocations. The FFT of the HRTEM image has
been indexed as three separate crystals: two wurtzite [1 1 0] and a zinceblende [1 1 0]. The
tetrapod legs grow out from the {1 1 1} faces of the core. Crystallography reveals that
there is a difference between the directions of ZB[1 1 1] and WZ[0 0 1] which suggests that
the stacking faults and dislocations at one side of the leg/core interface adjust the interface
to account for the angle discrepancy. The observation here was made at least five times
with similarly sized tetrapods. The results support those presented by Shiojiri et al [371].
A difficulty in studying ZnO was that it was beam sensitive. To investigate the effects
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Figure 8.3: HRTEM images of a ZnO tetrapod with (a) showing the tetrapod, (b) core-
region and (c) and (d) the FFT of (b) and simulated diffraction pattern respectively. The
FFT was analysed as the overlap of three separate crystals: two wurtzite ZnO [1 1 0] and a
zincblende ZnO [1 1 0] diffraction pattern with 112◦ rotation between the former
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Table 8.1: Table of Moire´ fringe widths and angles
Nanoparticle Fringe Width nm Angle◦
1 0.56 94
2 0.55 45
3 0.63 40
4 0.63 40
5 0.24 48
6 0.24 50
of extended exposure, tetrapods with approximately the same dimensions as the one in
Figure 8.3 was exposed to a 500 µAcm−2 beam for 600 s. Figure 8.4 shows two different
tetrapods before and after irradiation. Additional faceted features have appeared on the
tetrapod surface. Diffraction patterns shown as insets in Figure 8.4(c) and (d) shows only
ZnO[1 1 0] with no Zn detected. To calculate the surface area of the damaged tetrapod,
the original area was modified by adding the surface area generated by the appearance of
5 nm cubic modifications the tetrapod legs presumably caused by the removal of material
because of knock on damage. The presence of these intrusions do not generate additional
surface area on the {1 1 0} faces because its cubic form approximately the same area of
this surface. The additional surface area comes from the two additional {0 0 1} and four
{1 1 0} faces. The surface area was calculated to be approximately double its original
surface area. This was achieved by assuming that each intrusion created four additional
facets corresponding to the facets of the cubic intrusion. The area of the base of the
intrusion was assumed to be the same as the top of the undamaged tetrapod surface. It is
important to note that the estimate here does not take into account the role of overlapping
voids which are likely at the edges of the {1 1 0} faces.
8.1.4 HAADF-STEM and HRTEM of Coated Tetrapods
Figure 8.5 shows a ZnO tetrapod leg coated in small Pt-Pd nanoparticles. The average
particle size was determined to be approximately 2 nm. HAADF-STEM Cryotomography
of the coated tetrapods showed that the coating across the tetrapod was consistent on one
side [385]. The other side was uncoated.
To investigate whether there was any epitaxy between the nanoparticles and tetrapods
the coated tetrapods were studied using HRTEM and diffraction. Figure 8.6 shows a
HRTEM image of a coated ZnO tetrapod with the nanoparticles appearing as Moire´ fringes.
The Moire´ fringes were analysed by measuring the fringe widths D and then comparing
them to widths predicted by (2.10).
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Figure 8.4: TEM image of a tetrapod (a) before extended electron irradiation and (b) after
extended electron irradiation. (c) and (d) show the HRTEM and diffraction pattern of
another irradiated tetrapod suggesting that ZnO forms additional faceted features but no
Zn is formed. The diffraction patterns are both [1 1 0] ZnO, note there is a 30◦ rotation
between the image and diffraction pattern
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Figure 8.5: Nanoparticle coated tetrapods with (a) being a TEM image and (b) a HAADF-
STEM image. The nanoparticles are very thin relative to their diameter as suggested by
the ones at the edge
The image FFT shows strong ZnO {0 0 2} reflections and faint Pt {1 1 1} reflections
and theory predicts that the aforementioned reflections are the brightest for their respective
crystals according to the structure factor (2.6). It was assumed that the ZnO {0 0 2} and
Pt {1 1 1} were responsible for the Moire´ fringes. Table 8.1 shows the Moire´ interference
fringe measurements from Figure 8.6(c) as indicated . The measurements show that there
is no set epitaxy between the nanoparticles and ZnO surfaces. Direct measurements from
the nanoparticles in Figure 8.6(a) also do not show any preferential orientation.
8.1.5 Conclusions
To summarise, the surfaces of the {1 1 0} surfaces and edges of ZnO tetrapods with hexag-
onal prism leg morphology have been revealed to be atomically flat. To test their suitability
as a substrate for catalytically active nanoparticles, which can often modify the tetrapods
electronic properties, Pt-Pd nanoparticles were deposited onto the tetrapods. HAADF–
STEM and HRTEM showed that the nanoparticles cover the tetrapods uniformly. Their
orientation relationship on HRTEM showed that no set epitaxy was achieved as revealed
by the analysis of Moire´ fringes.
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Figure 8.6: HRTEM images with corresponding FFTs of the same nanoparticle coated
tetrapod showing (a) no Moire´ and (b) Moire´ fringes caused by the interference of Pt-Pd
nanoparticle and ZnO atomic plane fringes. The blue circles in the FFT highlight ZnO
spatial frequencies and the pink ones are More´ fringes
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Chapter 9
Summary and Final Remarks
In this work, through the use of HAADF-STEM, HRTEM and electron diffraction, new
insights into nanoparticle deactivation and activation mechanisms have been presented.
The segregation of Pt and Pd in the Pt-Pd-Al2O3 DOC involved the Pd enrichment of
the nanoparticle’s outer layers leaving behind a Pt enriched core. This segregation agrees
with previous experimental segregation studies that use similar Al2O3 supports [235, 236,
309], C supports [239], and theoretical studies [238].
The intricacies of the incomplete segregation of Pt and Pd was also detected through
EDX and HAADF-STEM, this is the first time such a detailed experiment has been car-
ried out on commercially aged DOCs with previous investigations into this phenomena
being done using TEM [193] or using as prepared Pt-Pd catalysts [93]. For the smaller
nanoparticles on the Pt-Pd-Al2O3 DOC, no obvious signs of segregation were observed,
but perhaps this is because Pd and Pt are less likely to completely segregate in small
nanoparticles [237].
Overall, the structures in the Pt-SiO2 DOC remained spherical despite the increase in
nanoparticle size on the aged variant relative to the fresh one. On the other hand, the
nanoparticles in the Pt-Pd-Al2O3 DOC were often observed to be faceted and therefore
containing fewer low-coordination atoms than spherical nanoparticles.
New insights have been gained into the sintering mechanism through the use of NBD
which has revealed interesting diffraction phenomena from sintered nanoparticles. These
include the observation of streaking in the diffraction pattern which may be caused by
the presence of angled interfaces between different crystals. Further investigations could
yield quantitive shape information extracted from shape effects in the diffraction pattern
and simultaneous analysis of the nanoparticles and the surrounding support could yield
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new insights on the interface between the nanoparticle and support.
On the issue of nanoparticle sintering, there is some debate as to whether very small
clusters of Pt are stabilised by the surface defects of γ-Al2O3. Model Pt-Al2O3 was treated
in air for up to 15 h in air to encourage the sintering of Pt nanoparticles. Using HAADF-
STEM, no isolated single atoms were observed in the fresh or any catalyst aged for 3 h
but the nanoparticles had grown substantially in the catalyst treated at 750 ◦C. Nano-area
diffraction provided some insights into the sintering of large nanoparticles including the
formation of a grain boundary between two differently orientated nanoparticles.
Single atoms were observed in the specimens aged for 15 h and appeared to be sta-
bilised by the support in agreement with Bradley et al’s work [326]. The clusters observed
were estimated to be between 2-5 atoms thick which implies they is a 3D crystal structure
as opposed to the 2D raft structure described by others [90,93,142]. The support structure
in this catalyst was complex and resembled a commercial catalyst so no nanoparticle-
support interactions could be deduced from this study but clusters did appear to be sta-
bilised by the support since they were present on the catalyst aged for 15 h. This new
insight needs to be confirmed, but to do so would be very difficult with the inconsistent
metal loading and support structure of the catalyst used here.
A model support, in the form of large, flat Al2O3 crystals is needed to deduce accu-
rate nanoparticle-support interactions. Generally, the detailed structure of the complex
γ-Al2O3 is not taken into account in previous sintering studies.
A proposed experiment which utilises the recent developments in E(S)TEM at the
York-JEOL nano-centre, could be to analyse the stability of atomically dispersed Pt (and
nanoparticles) on large, flat Al2O3 supports (perhaps of different phase) that could have
different surfaces (e.g. (0 0 1) and (1 1 1)). The flat support and large crystal size would
make it easier to deduce nanoparticle-support interactions either with HRTEM, HAADF-
STEM but especially with NBD and SAD. This could potentially have important reper-
cussions on the design of future DOCs and similar catalysts. Analysis of the road aged
sample show the potential to reduce significantly the Pt loading and cost.
In this thesis, new developments in E(S)TEM are presented. The work here shows
it is possible to see individual atoms of Pt and Pd at temperatures as high as 600 ◦C in
H2. Although environmental HAADF-STEM has been done previously (e.g. [357]) this is
the first time atomic resolution in-situ HAADF-STEM under both gas and heat has been
presented [66].
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At room temperature, atoms were observed in O2. During these studies, the atoms
were observed to move under the influence of the electron beam. This has been done
previously [38,57] but further work is required to deduce if it is possible to distinguish be-
tween genuine chemistry and other physical effects ( e.g. Ostwald ripening) from electron
beam induced effects. Recently, an oxidation resistant heating holder has become avail-
able offering the potential to simulate O2 rich operating conditions at elevated temperature
such as in DOCs.
However, the introduction of gas into the electron microscope does present the ques-
tion: at what point does the gas (and species) influence the performance of the microscope?
A possible experiment could involve the use of different gases at different pressures to de-
duce intensity changes in HAADF-STEM images over a hole in-situ. Heavier gases, such
as O2, at higher pressure could potentially mask the presence of single atoms on heavy
supports so it is important to deduce the practical limits of this technique.
The limitations of the HAADF-STEM technique (in vacuum) were explored by the
use of QSTEM simulations for heavy atoms located on heavy supports and to investigate
claims of extraordinarily bright atomic columns in Au-CeO2 WGS catalyst [85]. Similar
experimental studies have been carried out on Pt-FeOx [354] and Au-TiO2 [352] but it is
believed that this investigation through image simulation is the first of its type to quantify
these intensities.
The simulations account for the observed intensity difference between the Au termi-
nated Ce atomic column and ordinary Ce atomic column of the same thickness when an
atom terminates the top and bottom of the column. Walsh [85] observed intensity differ-
ences of approximately 40 %. The simulations replicate that difference only if the crystal
is less than 0.38 nm thick with a single Au atom. Au located at the bottom was approxi-
mately 10 % brighter compared to Au located at the bottom. Two Au in the same column
were approximately double the intensity difference compared to Au located at the bottom.
The results therefore imply that the intensity differences observed by Walsh [85] are un-
likely to be caused entirely by the presence of single Au atoms but may be associated with
the noise of the HAADF-STEM image formation.
Although the simulations are designed to be quantitative there is still some uncertainty
regarding the thickness of the specimen. A useful insight would be what the intensity of a
single atom is in HAADF-STEM so that atom counting would be possible but to be truly
quantitative the intensity scale of the experimental image needs to be absolute [47]. For
example, in chapter 6 and [66], the intensities were calibrated for individual images but
184
not between images. QSTEM outputs images in an absolute intensity scale in terms of the
probe intensity. A direct comparison between the simulations and experimental images
requires careful calibration of the image acquisition system at York and this is beyond the
scope of the work in this thesis.
In addition to deactivation mechanisms, the activation mechanism of Co catalysts
through the reduction of Co3O4 was carried out in an in-situ reduction HRTEM study.
New insights into the reduction mechanism have been observed, namely the formation of
a grain boundary between Co3O4 and the intermediate CoO. Further work to the micro-
scope is required to access the higher pressures required for the formation of Co. The
development of in-situ HAADF-STEM could also benefit this study.
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List of Symbols
α Convergence angle
β Divergence angle
Γ Skewness
γ Surface free energy density
∆f Defocus
∆z Slice thickness
d d-band centre energy
θ Angle
θb Bragg angle
θw Contact/Wetting angle
λ Wavelegnth
µ Mean
µ(r) Chemical potential
µ0 Bulk checmical potential
σ Standard deviation
σc Interaction constant
φp(x, y) Projected potential
χ(u) Phase function
ψ0 Electron amplitude
ψ(r),ψ(x, y) Electron wavefunction
Ω Atomic volume of bulk metal
A(u) Aperture function
a,b,c Lattice parameters
B Full width half maximum
Cc Chromatic aberration coefficient
Cs Spherical aberration coefficient
Ds Diffusion constant for atom
Dp Diffusion constant for particle
d Atomic plane spacing
dav Average particle diameter
E Energy
Ef Fermi energy
Ead Adsorption energy
Etot Sublimation energy
Er Reaction barrier energy
Ed Desorption energy
E(u) Energy envelope term
F Structure factor
fi(θ) Atomic form factor
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G Gibbs free energy
g Reciprocal lattice vector
Gs Bulk shear modulus
hi Distance from nanoparticle centre to facet
{h k l} Miller indicies
k Incident wavevector
k′ Diffracted wavevector
K Difference in diffracted and incident wavevectors
kb Boltzmann constant
Ksch Scherrer constant
L Camera length
m0 Electron mass
n Reflection order
P Pressure
Q Activation energy for surface diffusion
R The gas constant
r Nanoparticle radius
r∗ Critical nanoparticle radius
S Entropy
s Excitation error
T Temperature
T (u) Contrast transfer function
t Time
u Spatial frequency
Xc Random walk displacement
Y Distance measured on recorded diffraction pattern
Z Atomic number
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List of Acroynms
AFM Atomic force microscopy
bcc Body centre cubic
BF Bright field
CBD Covergent beam diffraction
CCD Charged couple device
CTF Contrast transfer function
DF Dark field
DFT Density functional theory
DOC Diesel oxidation catalyst
EDX Energy dispersive X-ray spectroscopy
EELS Electron energy loss spectroscopy
E(S)TEM Environmental (scanning) transmission electron microscopy
fcc face centre cubic
FEG Field emmision gun
FFT Fast fourier transform
FT Fischer-Tropsch
HAADF High angle annular dark field
GTL Gas to liquids
hcp hexagonal close packed
HRTEM High resolution transmission electron microscopy
LHS Left hand side
LUT Look up table
LSW Lifshitz-Slyozov-Wagner
MTP Multiply Twinned Particle
NBD Nano-beam diffraction
RHS Right hand side
SAD Selected area diffraction
SEM Scanning electron microscopy
SMSI Strong metal support interaction
TPR Temperature programmed reduction
(S)TEM (Scanning) transmission electron microscopy
STM Scanning tunnelling microscopy
TWC Three way catalyst
WGS Water gas shift
WPOA Weak phase approximation
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
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