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a b s t r a c t
The orthant tail dependence describes the relative deviation of upper- (or lower-) orthant
tail probabilities of a random vector from similar orthant tail probabilities of a subset of its
components, and can be used in the study of dependence among extreme values. Using
the conditional approach, this paper examines the extremal dependence properties of
multivariate extreme value distributions and their scale mixtures, and derives the explicit
expressions of orthant tail dependence parameters for these distributions. Properties of
the tail dependence parameters, including their relations with other extremal dependence
measures used in the literature, are discussed. Various examples involving multivariate
exponential, multivariate logistic distributions and copulas of Archimedean type are
presented to illustrate the results.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Multivariate extreme value models have been widely applied to a variety of applications from risk management to
environmental impact assessment, in which different processes exhibit stochastic behavior of dependence, often among
their extreme values (see, e.g., [7]). This paper focuses on a conditional tail probability approach to characterize such
extremal dependence for multivariate extreme value distributions.
Let (X1,n, . . . , Xd,n), n = 1, 2, . . . , be independent and identically distributed (i.i.d.) random vectors with common
distribution F. Write Mi,n = ∨nj=1 Xi,j, 1 ≤ i ≤ d. Here and hereafter ∨ (∧) denotes the maximum (minimum). If there exist
Rd-valued sequences (a1,n, . . . , ad,n) with ai,n > 0, 1 ≤ i ≤ d, and (b1,n, . . . , bd,n), n = 1, 2, . . . , and a distribution function
G(x)with non-degenerate margins such that for any x = (x1, . . . , xd), as n→∞,
Pr
{
Mi,n − bi,n
ai,n
≤ xi, 1 ≤ i ≤ d
}
= Fn(a1,nx1 + b1,n, . . . , ad,nxd + bd,n)→ G(x), (1.1)
then G is called a multivariate extreme value (MEV) distribution, and F is sad to be in the domain of attraction of G for the
maxima. A key property of an MEV distribution G is that all positive powers of G are also distributions, and MEV distributions
coincide with the max-stable distributions, which form a sub-class of max-infinitely divisible distributions.
The univariate margins of G in (1.1) must be univariate extreme value distributions, which can be expressed in terms of
the generalized extreme value family as follows:
H(x; γ) = exp{−[(1+ γx) ∨ 0]−1/γ}, x ∈ R, γ ∈ R. (1.2)
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For example, when x > 0, γ > 0, then the margins have the Fréchet distributions. Even though dependence among the
margins of G is much less determined, some specific structure still emerges. We assume without loss of generality that G
has the margins with standard Fréchet distribution H(x; 1), x > −1, given by (1.2), then the following result is well-known
(see, e.g., [24]).
Theorem 1.1. A distribution G is an MEV distribution with standard Fréchet margins if and only if there exists a finite measure U
on Sd = {u : ‖u‖ = 1} such that for each x = (x1, . . . , xd),
G(x) = exp
{
−
∫
Sd
d∨
i=1
ui
xi
dU(u)
}
, (1.3)
with
∫
Sd
uidU(u) = 1 for all i = 1, . . . , d, where ‖ · ‖ denotes any norm on Rd.
The measure U is known as the spectral measure defined on the unit sphere with respect to norm ‖ · ‖. For example, let
‖ · ‖ be the l1-norm, and the support of U be restricted to S+d = {u : ui ≥ 0, 1 ≤ i ≤ d,
∑d
i=1 ui = 1}, then (1.3) leads to the
Pickands representation of a max-stable multivariate Fréchet distribution (see, e.g., [12]).
All the dependence information of an MEV distribution G is contained in the spectral measure U, and the probabilities of
extreme events associated with distribution F can be estimated directly via MEV models. A conditional approach, however,
is often needed in order to characterize the relative strength of extremal dependence with respect to a particular subset of
random variables. For this, we utilize the notions of upper-orthant and lower-orthant tail dependence, which also provide
the summaries of dependence information contained in the spectral measure.
To define the orthant tail dependence for a multivariate distribution with non-identical margins, we use the language
of copulas (see, e.g., [23]). A copula C is a distribution function, defined on [0, 1]d, with uniform one-dimensional margins.
Given a copula C, if one defines
F(x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)), (x1, . . . , xd) ∈ Rd, (1.4)
then F is a multivariate distribution with univariate margins F1, . . . , Fd. Given the distribution F of a random vector
(X1, . . . , Xd) with margins F1, . . . , Fd, there exists a copula C such that (1.4) holds. If F1, . . . , Fd are all continuous, then the
copula C is unique, and can be written as
C(u1, . . . , ud) = Pr{F1(X1) ≤ u1, . . . , Fd(Xd) ≤ ud} = F(F−11 (u1), . . . , F−1d (ud)),
for any (u1, . . . , ud) ∈ [0, 1]d. Similarly, the survival copula of (X1, . . . , Xd) is defined as
Cˆ(u1, . . . , ud) := Pr{F¯1(X1) ≤ u1, . . . , F¯d(Xd) ≤ ud},
where F¯i(Xi) = 1− Fi(Xi), 1 ≤ i ≤ d. The survival function of (X1, . . . , Xd) can be written as
F¯(x1, . . . , xd) = Pr{X1 > x1, . . . , Xd > xd} = Cˆ(F¯1(x1), . . . , F¯d(xd)), (x1, . . . , xd) ∈ Rd.
It also follows that for any (u1, . . . , ud) ∈ [0, 1]d,
C¯(u1, . . . , ud) := Pr{F1(X1) > u1, . . . , Fd(Xd) > ud} = Cˆ(1− u1, . . . , 1− ud),
where C¯ is the joint survival function of copula C. Observe that, for continuous multivariate distributions, the univariate
margins and multivariate dependence structure can be separated, and the dependence structure can be represented by a
copula. The orthant tail dependence of bivariate copulas has been discussed extensively in statistics literature [12]. The
orthant tail dependence of the general case can be extended as follows [27,17].
Definition 1.2. Let X = (X1, . . . , Xd) be a random vector with continuous margins F1, . . . , Fd, distribution function F, and
copula C.
1. X is said to be upper-orthant tail dependent if for some subset ∅ 6= J ⊂ {1, . . . , d}, the following limit exists and is
positive.
τCJ (or τ
F
J ) = lim
u↑1 Pr{Fj(Xj) > u,∀j 6∈ J | Fi(Xi) > u,∀i ∈ J} > 0. (1.5)
If for all ∅ 6= J ⊂ {1, . . . , d}, τCJ = 0, then we say X is upper-orthant tail independent.
2. X is said to be lower-orthant tail dependent if for some subset ∅ 6= J ⊂ {1, . . . , d}, the following limit exists and is positive.
ζCJ (or ζ
F
J ) = lim
u↓0 Pr{Fj(Xj) ≤ u,∀j 6∈ J | Fi(Xi) ≤ u,∀i ∈ J} > 0. (1.6)
If for all ∅ 6= J ⊂ {1, . . . , d}, ζCJ = 0, then we say X is lower-orthant tail independent.
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If J = {i}, 1 ≤ i ≤ d, we just simply write τCJ = τCi (ζCJ = ζCi ). The limits τCJ ’s (ζCJ ’s), called the upper (lower) tail dependence
parameters, are the conditional upper- (lower-) orthant tail probabilities of X given that the components with indexes in J
are extreme, and thus describe the relative deviations of tail probabilities of X with respect to a subset of its components.
Obviously, the tail dependence parameters do not depend on the marginal distributions. Since
Pr{Fj(Xj) > u,∀j 6∈ J | Fi(Xi) > u,∀i ∈ J} = Pr{F¯j(Xj) ≤ 1− u,∀j 6∈ J | F¯i(Xi) ≤ 1− u,∀i ∈ J}
we obtain a duality property for continuous multivariate distributions,
τCJ = ζCˆJ , for all ∅ 6= J ⊂ {1, . . . , d}. (1.7)
Similarly, ζCJ = τCˆJ . That is, the copula C is upper-orthant (lower-orthant) tail dependent if and only if the survival copula Cˆ
is lower-orthant (upper-orthant) tail dependent.
The bivariate tail dependence parameters for various distributions have been obtained in the literature [12,5]. There
are also a variety of alternative summaries of bivariate extremal dependence which are implicitly related to orthant tail
dependence parameters; see [4]. It is well-known that the bivariate normal distribution is asymptotically tail independent
if its correlation coefficient ρ < 1. Schmidt [27] showed that bivariate elliptical distributions possess the tail dependence
property if the tail of their generating random variable is regularly varying. The explicit expressions of the orthant tail
dependence for multivariate Marshall–Olkin distributions have been derived in [17], and the moment-based formulas for
multivariate tail dependence of scale mixtures of multivariate distributions, such as multivariate t-distributions, have been
established in [3,18]. The use of (1.5) to study the contagion risk among 25 European and US banks is reported in [6].
If the dependence of a random vector is strengthened in some sense (e.g., association or orthant dependence), then all
the bivariate tail dependence parameters are also increased. Such preservation properties, however, are no longer valid for
the multivariate tail dependence parameters with J consisting of more than one index. In fact, increasing the dependence of
a random vector might even decrease some of tail dependence parameters [17,3], as these parameters describe the relative
strengths of extremal dependence of a random vector with respect to a subset of its components. This paper further illustrates
this property in the context of MEV distributions.
The paper is organized as follows. In Section 2, we obtain the expressions of orthant tail dependence parameters of MEV
distributions in terms of their spectral measures, and discuss the properties of orthant tail dependence and its relations with
other extremal dependence concepts in the literature. In the light of lacking the lower tail dependence for MEV models,
we add scale mixtures into the MEV models in Section 3, and derive the explicit expressions of orthant tail dependence
of heavy-tailed scale mixtures of MEV distributions and min-stable distributions, which demonstrate both flexible upper-
and lower-orthant tail dependence. In Section 4, we discuss examples, including multivariate Pareto, multivariate logistic
distributions and various copulas of Archimedean type. Finally, some comments in Section 5 conclude the paper. Throughout
this paper, existence of limits and measurability of functions are often assumed without explicit mention.
2. Orthant tail dependence
Let X = (X1, . . . , Xd) be a random vector with continuous marginal distributions F1, . . . , Fd and copula C. The motivation
for the orthant tail dependence parameters described in Definition 1.2 is to summarize, in some simple way, the relative
deviation of joint tail probabilities of X from joint tail probabilities of a subset of {X1, . . . , Xd}. For example, if upper-orthant
subsets of Rd are used, then one has, for all ∅ 6= J ⊂ {1, . . . , d},
lim
u↑1
Pr{X ∈ d∏
i=1
(F−1i (u),+∞)}
Pr{X ∈ ∏
i∈J
(F−1i (u),+∞)}
= lim
u↑1 Pr{Fj(Xj) > u,∀j 6∈ J | Fi(Xi) > u,∀i ∈ J} = τ
C
J .
As such, the orthant tail dependence parameters of a random vector with certain negative dependence structure are zero,
as the following easily verified result shows.
Proposition 2.1. If (X1, . . . , Xd) is negatively upper-orthant (lower-orthant) dependent (see, e.g. [12]); that is, Pr{Xi > xi, 1 ≤
i ≤ d} ≤ ∏di=1 Pr{Xi > xi}, (Pr{Xi ≤ xi, 1 ≤ i ≤ d} ≤ ∏di=1 Pr{Xi ≤ xi}), for all (x1, . . . , xd) ∈ Rd, then τCi = 0 (ζCi = 0) for all
1 ≤ i ≤ d.
Note that for any random vector X, τCi = τC1 and ζCi = ζC1 for all 1 ≤ i ≤ d, and τCJ ≥ τCi and ζCJ ≥ ζCi for all ∅ 6= J ⊂ {1, . . . , d}.
A negative dependence that is stronger than negatively orthant dependence leads to that all the tail dependence parameters
are zero.
Proposition 2.2. Assume that (X1, . . . , Xd) is negatively associated; that is, E[f (Xi, i ∈ A)g(Xi, i ∈ B)] ≤ Ef (Xi, i ∈ A)Eg(Xi, i ∈ B),
for any pair of disjoint subsets A, B ⊆ {1, . . . , d}, and any two functions f , g that are both non-increasing (non-decreasing). Then
τCJ = ζCJ = 0 for all ∅ 6= J ⊂ {1, . . . , d}.
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Proof. Let I(A) denote the indicator function of A. Observe that for any 0 ≤ u ≤ 1,
Pr{F1(X1) > u, . . . , Fd(Xd) > u} = E
[∏
i∈J
I{Fi(Xi) > u}
∏
i6∈J
I{Fi(Xi) > u}
]
≤ E
[∏
i∈J
I{Fi(Xi) > u}
]
E
[∏
i6∈J
I{Fi(Xi) > u}
]
= Pr{Fi(Xi) > u, i ∈ J} Pr{Fi(Xi) > u, i 6∈ J}.
It immediately follows that τCJ = 0. The lower-orthant case is similar. 
For example, a multivariate normal distribution with negative covariances is negatively associated [11], and thus all its
tail dependence parameters are zero.
As in the bivariate case, τCi ’s and ζCi ’s, 1 ≤ i ≤ d, describe the strength of extremal dependence among X1, . . . , Xd. To
express τCJ and ζCJ in terms of τCi ’s and ζCi ’s, let CJ be the copula of {Xi, i ∈ J}. Assume that τCJi > 0 and ζCJi > 0, then one has
τCJ = lim
u→1
Pr{F1(X1) > u, . . . , Fd(Xd) > u}/(1− u)
Pr{Fi(Xi) > u, i ∈ J}/(1− u) =
τCi
τ
CJ
i
, (2.1)
ζCJ = lim
u→0
Pr{F1(X1) ≤ u, . . . , Fd(Xd) ≤ u}/u
Pr{Fi(Xi) ≤ u, i ∈ J}/u =
ζCi
ζ
CJ
i
.
Thus τCJ (ζCJ ) describes the relative strength of extremal dependence ofX versus its multivariate margin {Xi, i ∈ J}, and exhibits
different structural behavior than the bivariate tail dependence parameter does, as further illustrated by the following
example.
Example 2.3. The Marshall–Olkin distribution [20] of random vector (T1, . . . , Td) with non-negative rate parameters
{λS, S ⊆ {1, . . . , d}} is the joint distribution of
Ti = min
S:i∈S ES = min{ES : S 3 i}, i = 1, . . . , d, (2.2)
where {ES, S ⊆ {1, . . . , d}} is a sequence of independent, exponentially distributed random variables, with ES having mean
1/λS. Li [17] expressed the survival copula Cˆ of a Marshall–Olkin distribution in the compact form and then obtained
explicitly the upper tail dependence parameters of the multivariate margin CˆI as follows, for all ∅ 6= J ⊂ I,
τIJ =
∧
i∈I
αIi∧
i∈J
α
J
i
, where αIi =
∑
S:I⊆S
λS∑
S:i∈S
λS
and αJi =
∑
S:J⊆S
λS∑
S:i∈S
λS
. (2.3)
By (1.7), τIJ is also a lower tail dependence parameter of the Marshall–Olkin distribution.
Consider the trivariate case with
∑
S:i∈S λS = 1 for all 1 ≤ i ≤ 3, the various tail dependence parameters of the survival
Marshall–Olkin copula are given below.
τ1231 = τ1232 = τ1233 = λ123, τ12312 =
λ123
λ12 + λ123 , τ
123
23 =
λ123
λ23 + λ123 , τ
123
13 =
λ123
λ13 + λ123 .
For example, let λ123 = 0,λ12 = λ23 = λ13 = 1/3,λ1 = λ2 = λ3 = 1/3. Then all the trivariate tail dependence parameters
are zero. Note, however, that τ121 = τ131 = τ232 = 1/3. This illustrates that even all bivariate tail dependence parameters are
positive, the orthant tail dependence parameters in higher dimensions can still be zero. 
The orthant tail dependence parameters of a general MEV distribution can be obtained using the spectral measure
representation (1.3).
Theorem 2.4. Let X = (X1, . . . , Xd) be a random vector having an MEV distributionGwith standard Fréchet margins, and spectral
measure U defined on the d-dimensional unit sphere Sd.
1. The upper tail dependence parameters of G are given by, ∅ 6= J ⊂ {1, . . . , d},
τGJ =
∫
Sd
d∧
i=1
uidU(u)∫
Sd
∧
i∈J
uidU(u)
. (2.4)
2. The lower tail dependence parameters of G are given by, ∅ 6= J ⊂ {1, . . . , d},
ζGJ =

1 if
∫
Sd
(
d∨
i=1
ui −
∨
i∈J
ui
)
dU(u) = 0
0 if
∫
Sd
(
d∨
i=1
ui −
∨
i∈J
ui
)
dU(u) > 0.
(2.5)
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Proof. (1) From (2.1), τGJ = τGi /τGJi , where GJ denotes the distribution of the multivariate margin {Xi, i ∈ J}. To obtain τGi and
τ
GJ
i , write, for all 1 ≤ i ≤ d,
G(x) = exp
{
−
∫
Sd
d∨
i=1
ui
xi
dU(u)
}
, with
∫
Sd
uidU(u) = 1.
Let 1|S|, S ⊆ {1, . . . , d}, denote the |S|-dimensional vector of 1’s. Then, for any x > 0,
GS(x1|S|) = exp
{
−1
x
∫
Sd
(∨
i∈S
ui
)
dU(u)
}
, (2.6)
for S ⊆ {1, . . . , d}. Thus, for S ⊆ {1, . . . , d}, GS(x1|S|) ≈ 1 − 1x
∫
Sd
(∨i∈S ui)dU(u), for sufficiently large x, which leads to the
approximation for the upper-orthant probability, for sufficiently large x,
Pr{X1 > x, . . . , Xd > x} = 1− Pr{Xi ≤ x, ∃i ∈ {1, . . . , d}}
= 1− ∑
∅6=S⊆{1,...,d}
(−1)|S|+1GS(x1|S|) ≈ 1−
∑
∅6=S⊆{1,...,d}
(−1)|S|+1
(
1− 1
x
∫
Sd
(∨
i∈S
ui
)
dU(u)
)
= ∑
∅6=S⊆{1,...,d}
(−1)|S|+1
(
1
x
∫
Sd
(∨
i∈S
ui
)
dU(u)
)
,
due to the fact that
∑
∅6=S⊆{1,...,d}(−1)|S|+1 = 1. It is easy to verify, via induction, that
∑
∅6=S⊆{1,...,d}
(−1)|S|+1
(∨
i∈S
ui
)
=
d∧
i=1
ui. (2.7)
Hence we have, as x becomes sufficiently large,
Pr{X1 > x, . . . , Xd > x} ≈ 1
x
∫
Sd
(
d∧
i=1
ui
)
dU(u). (2.8)
Since G has the standard Fréchet margins, then Pr{Xi > x} ≈ 1/x. This and (2.8) imply that
τGi = limx→∞
Pr{X1 > x, . . . , Xd > x}
Pr{Xi > x} =
∫
Sd
(
d∧
i=1
ui
)
dU(u).
Similarly, τGJi =
∫
Sd
∧i∈J uidU(u). The formula (2.4) now follows from τGJ = τGi /τGJi .
(2) It also follows from (2.6) and identical Fréchet margins that
ζGJ = lim
x→0
Pr{X1 ≤ x, . . . , Xd ≤ x}
Pr{Xi ≤ x, i ∈ J} = limx→0 exp
{
−1
x
∫
Sd
(
d∨
i=1
ui −
∨
i∈J
ui
)
dU(u)
}
,
which implies (2.5). 
Remark 2.5. Let Xn, n = 1, 2, . . . , be i.i.d. d-dimensional random vectors with distribution F, which is in the domain of
attraction of an MEV distribution G for the maxima.
(1) It is well-known [24] that
lim
t→∞ Pr
{ Xn
‖Xn‖ ∈ A | ‖Xn‖ > t
}
= U(A)
U(Sd)
, (2.9)
for any Borel subset A of Sd. Let U∗(A) = U(A)/U(Sd) denote the probability measure on Sd for extremal dependence of the
random sample, then (2.4) becomes
τGJ =
∫
Sd
d∧
i=1
uidU∗(u)∫
Sd
∧
i∈J
uidU∗(u)
=
EU∗
(
d∧
i=1
Ui
)
EU∗
(∧
i∈J
Ui
) , (2.10)
where EU∗ denote the expectation with respect to U∗. Indeed, the upper tail dependence parameter τGJ provides a moment-
based summary for extremal dependence.
(2) For MEV models, extremal independence in general reduces to the bivariate case (see Proposition 5.27 of [24]), in the
sense that all the bivariate upper tail dependence parameters of Xn are zero if and only if G is the distribution of independent
margins. Note, however, that this does not necessarily means that the bivariate orthant tail independence ofG is equivalent to
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the multivariate orthant tail independence of G. For example, consider the lower tail dependence of a trivariate distribution
G with discrete spectral measure U being restricted to support {(u1, u2, u3) : ui ≥ 0, 1 ≤ i ≤ 3, u1 + u2 + u3 = 1} with
l1-norm. Define measure U as follows,
U({(1/2, 1/2, 0)}) = U({(0, 1/2, 1/2)}) = U({(1/2, 0, 1/2)}) = 1,
and zero otherwise. It is easy to verify that∫
S3
uidU(u1, u2, u3) = 1,
∫
S3
(ui ∨ uj)dU(u1, u2, u3) = 3/2, for all 1 ≤ i, j ≤ 3,∫
S3
(u1 ∨ u2 ∨ u3)dU(u1, u2, u3) = 3/2.
It follows from (2.5) that ζG12i = ζG13i = ζG23i = 0 but ζG12 = ζG13 = ζG23 = 1, where GJ denotes the multivariate margin with
indexes in J. Thus, all the bivariate lower tail dependence parameters are zero, but some trivariate lower tail dependence
parameters are 1.
(3) The bivariate case of (2.4) has been obtained in the literature [4]. It’s worth mentioning that the multivariate
distributions in which all orthant tail dependence parameters are zero (e.g., multivariate normal distributions) may still
exhibit some degree of dependence at sub-extremal level. Coles et al. [4] introduced a summary measure for sub-extremal
dependence to complement the bivariate tail dependence parameter. It was illustrated in [4] that the normal copula still
exhibits significant amount of dependence near extremal level, and then the dependence vanishes very rapidly when
variables go to extremes. Heffernan and Tawn [9] developed a conditional approach for the MEV models in which the
extreme values of all the variables are unlikely to occur together or the supports of the joint distributions are the regions
where only a subset of components is extreme.
Remark 2.5(2) also brings up the issue on how the limiting process in MEV models would preserve orthant tail
dependence parameters. The next result extends Theorem 6.8 of [12] to the multivariate case. Consider a distribution F
with continuous margins, which is in the domain of attraction of an MEV distribution G with identical Fréchet margins.
Since strictly increasing marginal transforms of F do not affect the copula of G ([12], pages 172–173), and the orthant
tail dependence parameters only depend on the copulas, we assume without loss of generality that F has identical Pareto
margins, given by F1(x) = 1 − x−1, x > 1. As n → ∞, Fn1(nx) = (1 − (nx)−1)n → exp{−x−1}, x > 0, which is a Fréchet
distribution. Note that exponential margins are used in Theorem 6.8 of [12], whereas Pareto margins are used here to be
consistent with Theorem 2.4 where G has univariate Fréchet margins.
Theorem 2.6. If Fn(nx1, . . . , nxd)→ G(x1, . . . , xd) as n→∞, then any positive upper tail dependence parameter τFJ of F is the
same as the corresponding upper tail dependence parameter τGJ of G, ∅ 6= J ⊂ {1, . . . , d}.
Proof. It is sufficient, from (2.1), to show that τFi = τGi and τFJi = τGJi , where FJ and GJ denote the multivariate margins of F
and G, respectively, whose indexes are in J. We only show that τFi = τGi , and the proof of τFJi = τGJi is similar. Note that τFJi > 0
since τFi > 0.
Let (X1,n, . . . , Xd,n), n = 1, 2, . . . , be i.i.d. random vectors with distribution F. Write Mi,n = ∨nj=1 Xi,j, 1 ≤ i ≤ d. Since
(n−1M1,n, . . . , n−1Md,n) converges to G in distribution as n→∞,
τGi = limx→∞ limn→∞
Pr{M1,n > nx, . . . ,Md,n > nx}
1− Fn1(nx)
. (2.11)
To estimate the numerator, consider
Pr{Mi,n > nx, 1 ≤ i ≤ d} = 1−
∑
∅6=J⊆{1,...,d}
(−1)|J|+1 Pr{Mi,n ≤ nx, i ∈ J}
= 1− ∑
∅6=J⊆{1,...,d}
(−1)|J|+1FnJ (nx1|J|), (2.12)
where 1|J|, J ⊆ {1, . . . , d}, denotes the |J|-dimensional vector of 1’s. Observe that FJ(nx1|J|)→ 1 as n→∞, then we have, for
sufficiently large n,
FnJ (nx1|J|) = exp{n log FJ(nx1|J|)} ≈ exp{−n(1− FJ(nx1|J|))}. (2.13)
Since τFIi > 0, then for sufficiently large n, Pr{Xi,n > nx, i ∈ I} ≈ τFIi /(nx), ∅ 6= I ⊆ {1, . . . , d}. Using this first-order
approximation, we have, for sufficiently large n,
FnJ (nx1|J|) ≈ exp{−n(1− FJ(nx1|J|))} = exp
−n
∑
∅6=I⊆J
(−1)|I|+1 Pr{Xi,n > nx, i ∈ I}

≈ exp
−
∑
∅6=I⊆J
(−1)|I|+1τFIi /x
 .
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To estimate the denominator of (2.11), observe that 1− Fn1(nx) = 1− (1− (nx)−1)n ≈ 1− exp{−x−1} for sufficiently large n.
Plug this estimate, (2.12) and (2.13) into (2.11), we have
τGi = limx→∞
1− ∑
∅6=J⊆{1,...,d}
(−1)|J|+1 exp
{
−
( ∑
∅6=I⊆J
(−1)|I|+1τFIi /x
)}
1− exp{−x−1} . (2.14)
For sufficiently large x, 1 − exp{−x−1} ≈ x−1, and exp
{
−
(∑
∅6=I⊆J(−1)|I|+1τFIi /x
)}
≈ 1 −
(∑
∅6=I⊆J(−1)|I|+1τFIi /x
)
. Thus,
(2.14) becomes
τGi = limx→∞
1− ∑
∅6=J⊆{1,...,d}
(−1)|J|+1
[
1−
( ∑
∅6=I⊆J
(−1)|I|+1τFIi /x
)]
x−1
= lim
x→∞
∑
∅6=J⊆{1,...,d}
(−1)|J|+1
( ∑
∅6=I⊆J
(−1)|I|+1τFIi /x
)
x−1
= ∑
∅6=J⊆{1,...,d}
(−1)|J|+1
∑
∅6=I⊆J
(−1)|I|+1τFIi
 , (2.15)
where the second equality follows from
∑
∅6=J⊆{1,...,d}(−1)|J|+1 = 1. We now need to show that
∑
∅6=J⊆{1,...,d}
(−1)|J|+1
∑
∅6=I⊆J
(−1)|I|+1τFIi
 = τFi . (2.16)
Since
∑
∅6=J⊆{1,...,d}(−1)|J|+1 = 1, we have
Pr{X1,n > x, . . . , Xd,n > x} = 1−
 ∑
∅6=J⊆{1,...,d}
(−1)|J|+1 Pr{Xi,n ≤ x, i ∈ J}

= 1−
 ∑
∅6=J⊆{1,...,d}
(−1)|J|+1
1− ∑
∅6=I⊆J
(−1)|I|+1 Pr{Xi,n > x, i ∈ I}

= ∑
∅6=J⊆{1,...,d}
(−1)|J|+1
∑
∅6=I⊆J
(−1)|I|+1 Pr{Xi,n > x, i ∈ I}
 .
Dividing by Pr{Xi,n > x} on the both sides of above expression and then taking the limits as x→∞ lead to (2.16). Combining
(2.15) and (2.16), we have τGi = τFi . 
Remark 2.7. (1) In the proof of Theorem 2.6, we assume that τFi > 0, and so the first-order approximations, Pr{Xi,n > nx, i ∈
I} ≈ τFIi /(nx), ∅ 6= I ⊆ {1, . . . , d}, can be used to estimate the upper-orthant tail probability Pr{M1,n > nx, . . . ,Md,n > nx}
(see (2.12)). In a case where τFIi = 0 for some I ⊆ {1, . . . , d}, higher-order approximations can be used and the proof of
Theorem 2.6 can still go through.
(2) Theorem 2.6 shows that the MEV limiting distributionGof the population distribution F with some positive orthant tail
dependence parameters is not independent. These tail dependence parameters can be estimated from the spectral measure
of G using (2.4).
As we have illustrated, the orthant tail dependence can be used in estimation of probabilities of high-dimensional rare
events in upper- or lower-orthants from lower dimensional margins. Several measures of extremal dependence with similar
spirit have been already used in the literature. The versatility of orthant tail dependence leads to simple relations with some
of these measures. We discuss two of them.
A dependence measure introduced by Tiago de Oliveira [29] (also see [22]) for MEV distributions, called the extremal
dependence coefficient, is defined as a constant θG ∈ [1, d] such that G(x, . . . , x) = GθG1 (x), x ∈ R, where G1 denotes the
common univariate margin of an MEV distribution G. The extremal dependence coefficient has been also extended to a more
general context in [2] by allowing θG to depend on values x, and to a d-dimensional stationary sequence with multivariate
extremal index [22]. The case that θG = d corresponds to independence of G, and decreasing θG increases dependence of G
until θG goes down to 1 where G becomes perfectly dependent. In the context of MEV distributions, θG provides a summary
parameter for extremal dependence as described by the spectral measure. LetGbe an MEV distribution with standard Fréchet
margins, and spectral measure U. It follows from (1.3) that θG = ∫Sd(∨di=1 ui)dU(u). In comparison with (2.4), τGi and θG are
dual in the sense that putting more mass around (u, . . . , u) on Sd by a probability measure U∗(A) = U(A)/U(Sd) increase τGi
but decrease θG. This property can be made more precise in the following result.
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Proposition 2.8. Let G(i), i = 1, 2, be an MEV distribution with standard Fréchet margins, and spectral measure U(i). Let
(V(i)1 , . . . , V
(i)
d ) have a distribution induced by the probability measure U(∗i)(A) = U(i)(A)/U(i)(Sd), i = 1, 2. If (V(1)1 , . . . , V(1)d )
is more concordant than (V(2)1 , . . . , V
(2)
d ); that is, if Pr{V(1)i > ui, 1 ≤ i ≤ d} ≥ Pr{V(2)i > ui, 1 ≤ i ≤ d}, Pr{V(1)i ≤ ui, 1 ≤ i ≤
d} ≥ Pr{V(2)i ≤ ui, 1 ≤ i ≤ d}, for all (u1, . . . , ud) ∈ Sd, then τG(1)i ≥ τG(2)i and θG(1) ≤ θG(2) .
Proof. It is well-known (see [28]) that the concordant order implies that E(f (∧di=1 V(1)i )) ≥ E(f (∧di=1 V(2)i )) and
E(f (∨di=1 V(1)i )) ≤ E(f (∨di=1 V(2)i )) for all non-decreasing functions f . The result then follows by taking f to be the identity
function. 
Schmid and Schmidt [26] introduced a family of dependence measures based on weighted averages of copulas and related
measures of tail dependence. To compare these measures with the orthant tail dependence, we rephrase their definitions
in a general fashion. Let µ be a Lebesgue measure on [0, 1]d, and define
ρC(µ) :=
∫
[0,1]d(C − Π )dµ∫
[0,1]d(M − Π )dµ
, (2.17)
where C is a copula, Π (u1, . . . , ud) = ∏di=1 ui is the copula of independent random variables, and M(u1, . . . , ud) = ∧di=1 ui is
the comonotonic copula (Fréchet–Hoeffding upper bound). Note that ρC(µ) is a normalized weighted average deviation of
the copula C and the independence copula Π . By taking some specific forms of the mixing measure µ, one can get various
dependence measures. For example, ifµ(A) = ∫A g(u)du for some non-negative measurable function g, thenρC(µ) is reduced
to the conditional versions of Spearman’s rho introduced in [26]:
ρC(g) :=
∫
[0,1]d(C(u)− Π (u))g(u)du∫
[0,1]d(M(u)− Π (u))g(u)du
.
Furthermore, take g(u) to be the indicator function of lower-orthants [0, p]d, 0 < p ≤ 1; Schmid and Schmidt [26] introduced
the following measure for lower tail dependence,
ρCL := lim
p↓0
∫
[0,p]d(C(u)− Π (u))du∫
[0,p]d(M(u)− Π (u))du
, (2.18)
provided that the limit exists. Observe that ρCL in (2.18) describes the normalized average distance between C and the
independent copula near 0, whereas the lower tail dependence parameter ζCi provides a deviation of C from its margin at 0
along the direction specified by {(u, . . . , u) : 0 ≤ u ≤ 1}. Schmid and Schmidt [26] showed that ζCi ≤ ρCL in the bivariate case.
In fact, ζCi can be rephrased in terms of ρC(µ) in (2.17) by observing that ζCi = limp↓0 ρC(µp), where µp is a Dirac measure
that only puts probability mass on the point (p, . . . , p).
If we takeµp to be a Dirac measure that only puts probability mass on the point (px1, . . . , pxd) for some positive numbers
x1, . . . , xd, then limp↓0[(∧di=1 xi)ρC(µp)] yields the lower tail copula of C as discussed in [14]. That is,
lim
p↓0
[(
d∧
i=1
xi
)
ρC(µp)
]
= lim
p↓0 p
−1C(px1, . . . , pxd) =: ζC(x1, . . . , xd).
Note that the lower tail copula ζC(x1, . . . , xd) is not a copula in general, but it does describe the limiting deviation of C from
its margin at 0 along the direction specified by {(ux1, . . . , uxd) : 0 ≤ u ≤ 1}. Note also that ζC(1, . . . , 1) = ζCi , the lower tail
dependence parameter.
Similar to the duality (1.7), the upper tail copula of random vector (X1, . . . , Xd)with copula C and margins F1, . . . , Fd can
be defined as
τC(x1, . . . , xd) = lim
p↓0 p
−1 Pr{1− F1(X1) ≤ px1, . . . , 1− Fd(Xd) ≤ pxd},
for some positive numbers x1, . . . , xd [14]. Similar to the lower tail copula case, τC(1, . . . , 1) = τCi . Klüppelberg et al. [14]
derived the explicit expression of τC(x1, . . . , xd) for multivariate elliptical distributions, which forms a basis of their semi-
parametric estimation method for tail dependence. For MEV distributions, the tail copula can be also obtained by using the
similar ideas in the proof of Theorem 2.4 and marginal scalings. For example, consider an MEV distribution G with standard
Fréchet margins G1, and spectral measure U. Since G−11 (1− px) = −1/ ln(1− px) ≈ 1/(px) for x > 0 and sufficiently small p,
the upper tail copula of G is given by
τG(x1, . . . , xd) =
∫
Sd
d∧
i=1
(xiui)dU(u),
for any positive numbers x1, . . . , xd. Note that here the margins have been standardized.
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3. Tail dependence of scale mixtures of MEV distributions
Let (X1, . . . , Xd) have an MEV distribution G with standard Fréchet margins, and spectral measure U. Since it is sometimes
more convenient to work with survival functions for orthant tail dependence, we make the following marginal transforms
Yi := 1/Xi, 1 ≤ i ≤ d. It is easy to see that Yi has an exponential distribution with mean 1 if and only if Xi has a Fréchet
distribution with distribution G1(x) = exp{−x−1}, x > 0. The survival function of (Y1, . . . , Yd) is given by
H(y) = Pr{Y1 > yi, . . . , Yd > yd} = exp
{
−
∫
Sd
d∨
i=1
(uiyi)dU(u)
}
, (3.1)
with
∫
Sd
uidU(u) = 1 for all i = 1, . . . , d. This is known as the Pickands representation of a min-stable multivariate
exponential distribution; see [12].
Consider the scale mixture (RX1, . . . , RXd) where mixing variable R > 0, independent of (X1, . . . , Xd), has a distribution
function V . The distribution of (RX1, . . . , RXd) is given by
K(x) =
∫ ∞
0
exp
{
−v
∫
Sd
d∨
i=1
ui
xi
dU(u)
}
dV(v) = LV
(∫
Sd
d∨
i=1
ui
xi
dU(u)
)
, (3.2)
where LV denotes the Laplace transform of V . Equivalently, we shall consider the survival function of (R−1Y1, . . . , R−1Yd)
which can be also written as the Laplace transform of R as follows,
L(y) =
∫ ∞
0
exp
{
−1
v
∫
Sd
d∨
i=1
(uiyi)dU(u)
}
dW(v) = LV
(∫
Sd
d∨
i=1
(uiyi)dU(u)
)
, (3.3)
where W is the distribution function of R−1. Note that upper (lower) orthant tail dependence of (RX1, . . . , RXd) is equivalent
to lower (upper) orthant tail dependence of (R−1Y1, . . . , R−1Yd).
Mixtures of multivariate distributions including (3.2) and (3.3) were studied in [21] and in [13], and various special cases
of scale mixtures of MEV and min-stable distributions have been used in a variety of applications (see, e.g., [1,15]). In addition
to the dependence of MEV distributions, the mixing variable R adds “global dependence” among all the components. Indeed,
as was shown in [13], bivariate tail dependence parameters of a scale mixture depend not only on bivariate tail dependence
of the MEV distributions being mixed, but also on the mixing distribution in terms of its Laplace transform. To understand
how the tail of the mixing distribution (R or R−1) would affect the tail dependence of the mixture, we assume the mixing
variable has some heavy-tail distribution. A measurable function f : R+ → R+ is regularly varying (at∞) with index α ∈ R
if for any c > 0, limx→∞ f (cx)/f (x) = cα. The class of regularly varying functions with index α is denoted by RVα.
Lemma 3.1. Suppose that the distribution function V (W) of R (R−1) is absolutely continuous. If W¯ = 1 − W ∈ RV−α,α > 0,
then limt→∞LV(ct)/LV(t) = c−α for any c ≥ 1.
Proof. It is easy to verify that LV(t) = ∫∞0 exp{−t/v}dW(v). Let f denote the density function of W, then f ∈ RV−α−1. It
follows from a well-known uniform convergence theorem (see [24], page 22) that for any  > 0, there exists K ≥ 0 such
that (1− )c−α−1−f (x) < f (cx) < (1+ )c−α−1+f (x) for all x ≥ K and c ≥ 1. Thus,
(1− )c−α−
∫ ∞
K
exp{−t/x}f (x)dx <
∫ ∞
K
exp{−t/x}f (cx)d(cx) (3.4)
< (1+ )c−α+
∫ ∞
K
exp{−t/x}f (x)dx < (1+ )c−α+LV(t). (3.5)
Let t be sufficiently large so that exp{−t/K} becomes arbitrarily small. Observe that both integrals∫ K
0
exp{−t/x}f (x)dx, and
∫ K
0
exp{−t/x}f (cx)d(cx) (3.6)
are bounded from above by exp{−t/K}, and thus we can let t be sufficiently large so that the integrals in (3.6) become
arbitrarily small. Combining these two integrals in (3.6) into (3.4) and (3.5) yields that for sufficiently large t, (1 −
)c−α−LV(t) < LV(ct) < (1 + )c−α+LV(t). Thus, for any small  > 0, (1 − )c−α− ≤ lim inf t→∞LV(ct)/LV(t) ≤
lim supt→∞LV(ct)/LV(t) ≤ (1+ )c−α+. Letting → 0, we obtain thatLV(ct)/LV(t)→ c−α for any c ≥ 1. 
Theorem 3.2. Suppose that the distribution function W of R−1 is absolutely continuous.
1. If W¯ ∈ RV−α,α > 0, then the upper tail dependence parameters of (R−1Y1, . . . , R−1Yd) whose survival function is given by
(3.3) are as follows,
τJ =

∫
Sd
∨
i∈J
uidU(u)
∫
Sd
d∨
i=1
uidU(u)

α
, for any ∅ 6= J ⊂ {1, . . . , d}.
These are also the lower tail dependence parameters of (RX1, . . . , RXd) (see (3.2)).
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2. If E(R) < ∞, then the lower tail dependence parameters of (R−1Y1, . . . , R−1Yd) whose survival function is given by (3.3) are
as follows,
ζJ =
∫
Sd
(
d∧
i=1
ui
)
dU(u)
∫
Sd
(∧
i∈J
ui
)
dU(u)
, for any ∅ 6= J ⊂ {1, . . . , d}.
These are also the upper tail dependence parameters of (RX1, . . . , RXd) (see (3.2)).
Proof. (1) Since the margins are identical, it follows from (3.3) and Lemma 3.1 that
τJ = lim
y→∞
Pr{R−1Y1 > y, . . . , R−1Yd > y}
Pr{R−1Yi > y, i ∈ J} = limy→∞
LV
(
y
∫
Sd
d∨
i=1
uidU(u)
)
LV
(
y
∫
Sd
∨
i∈J
uidU(u)
) =

∫
Sd
∨
i∈J
uidU(u)
∫
Sd
d∨
i=1
uidU(u)

α
.
(2) Observe that Pr{R−1Y1 ≤ y, . . . , R−1Yd ≤ y} = 1 − ∑∅6=I⊆{1,...,d}(−1)|I|+1 Pr{R−1Yi > y, i ∈ I} = 1 −∑
∅6=I⊆{1,...,d}(−1)|I|+1LV
(
y
∫
Sd
∨i∈I uidU(u)
)
. Similarly, Pr{R−1Yi ≤ y, i ∈ J} = 1 −∑∅6=I⊆J(−1)|I|+1LV (y ∫Sd ∨i∈I uidU(u)). Since
[dLV(cy)/dy]y=0 = −cE(R), we have from L’hospital’s rule that
ζJ = lim
y→0
Pr{R−1Yi ≤ y, 1 ≤ i ≤ d}
Pr{R−1Yi ≤ y, i ∈ J} =
∑
∅6=I⊆{1,...,d}
(−1)|I|+1
(∫
Sd
∨
i∈I
uidU(u)
)
∑
∅6=I⊆J
(−1)|I|+1
(∫
Sd
∨
i∈I
uidU(u)
)
=
∫
Sd
( ∑
∅6=I⊆{1,...,d}
(−1)|I|+1 ∨
i∈I
ui
)
dU(u)
∫
Sd
( ∑
∅6=I⊆J
(−1)|I|+1 ∨
i∈I
ui
)
dU(u)
=
∫
Sd
(
d∧
i=1
ui
)
dU(u)
∫
Sd
(∧
i∈J
ui
)
dU(u)
, (3.7)
due to the equality (2.7). 
If
∫
Sd
(∧i∈J ui) dU(u) = 0, such as in the case of Example 4.2(2), then the lower tail dependence can be obtained by
successive use of L’hospital’s rule for the ratio (3.7).
Remark 3.3. (1) The expressions of the upper tail dependence parameters of (RX1, . . . , RXd) are exactly the same as the
upper tail dependence parameters (2.4) of (X1, . . . , Xd)without mixing. The global dependence added by the mixing variable
R vanishes rapidly in extremes of maxima, even in the case where the mixing distribution V is heavy-tailed. If E(R) = +∞
or equivalently [dLV(cy)/dy]y=0 = −∞, then some regularly varying property on dLV(cy)/dy near 0 needs to be assumed
to ensure the existence of the upper tail dependence parameters of (RX1, . . . , RXd).
(2) The upper tail dependence parameters of (Y1, . . . , Yd) (or lower tail dependence parameters of (X1, . . . , Xd)) are zero,
as shown in (2.5), if
∫
Sd
∨i∈J uidU(u) < ∫Sd ∨di=1 uidU(u). In contrast, the tail dependence as described in Theorem 3.2(1)
emerges from the heavy-tailed scale mixing. The upper tail dependence parameters of (R−1Y1, . . . , R−1Yd) depend on
underlying spectral measure U, but also depend on the mixing variable only through its tail index α. The tail dependence
gets smaller and eventually vanishes as the mixing tail becomes thinner.
(2) As illustrated in [21,13], the mixture models, such as (3.2) and (3.3), offer more flexible dependence structures.
The comparison of Theorems 2.4 and 3.2 strengthens this point of view in the context of extremal dependence modeling.
The MEV distributions for maxima (min-stable distributions) lack lower-orthant (upper-orthant) tail dependence, whereas
heavy-tailed scale mixtures of MEV distributions offer versatile extremal dependence structures in both upper and lower
joint tails. It’s worth emphasizing that heavy-tailed scale mixtures (3.2) or (3.3) of max-stable or min-stable distributions
with univariate extreme value margins are not just more orthant dependent than the distributions being mixed [13], and
the relative strengths of their extremal dependence, as measured by orthant tail dependence parameters (see (2.1)) become
larger as well.
4. Mixtures of min-stable multivariate exponential distributions
Li [17] showed that the upper tail dependence parameters of a Marshall–Olkin distributed random vector are either zero
or one. As we illustrate in this section, however, heavy-tailed scale mixtures of Marshall–Olkin distributions exhibit various
degrees of upper and lower tail dependence.
Consider a multivariate version of Pareto distribution of random vector (µ1 + σ1 (T1/Z)γ1 , . . . ,µd + σd (Td/Z)γd), where
γi, 1 ≤ i ≤ d, is known as the Gini index, Z has a gamma distribution with shape parameter α > 0 (Pareto index) and
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scale parameter 1, and random vector (T1, . . . , Td), independent of Z, has a certain multivariate exponential distribution.
Obviously, the dependence structure of a multivariate Pareto distribution depends not only on Z but also on the dependence
structure of (T1, . . . , Td). Various choices of multivariate exponential distributions lead to a versatile class of multivariate
Pareto distributions [1,15]. Since tail dependence is a copula property, we only need to consider the Pareto distributed
random vector
(Z−1T1, . . . , Z−1Td), (4.1)
where (T1, . . . , Td) has a multivariate exponential distribution. It is worth mentioning that Rootzén and Tajvidi [25]
introduced a class of multivariate generalized Pareto distributions using the logarithm of MEV distributions, and showed
that these multivariate distributions enjoy some desirable properties that are similar to univariate generalized Pareto
distributions. We here use (4.1) mainly because this type of Pareto distributions can be conveniently written as scale
mixtures of min-stable multivariate exponential distributions.
4.1. Scale mixture of multivariate Marshall–Olkin distributions
Let (T1, . . . , Td) in (4.1) have a Marshall–Olkin distribution (2.2) with rate parameters {λS, S ⊆ {1, . . . , d}}. To standardize
the margins, we write its survival function as Pr{T1 > t1, . . . , Tn > td} = exp
[
−∑∅6=I⊆{1,...,d} λI ∨i∈I ti] . The survival function
of the i-th margin is then given by
Pr{Ti > ti} = exp [−Λiti] , where Λi =
∑
I:i∈I
λI, 1 ≤ i ≤ d. (4.2)
Obviously, ΛiTi, 1 ≤ i ≤ d, has the standard exponential distribution and
Pr{Λ1T1 > t1, . . . ,ΛdTd > td} = exp
− ∑
∅6=I⊆{1,...,d}
λI
(∨
i∈I
Λ−1i ti
) . (4.3)
It is easy to see that the survival function in (4.3) with standard exponential margins is min-stable, and the corresponding
spectral measure U satisfies
β{1,...,d} :=
∫
Sd
d∨
i=1
uidU(u) =
∑
∅6=I⊆{1,...,d}
λI
(∨
i∈I
Λ−1i
)
= ∑
∅6=I⊆{1,...,d}
λI∧
i∈I
Λi
.
It also follows from (4.3) the multivariate margins are given by
Pr{ΛiTi > ti, i ∈ J} = exp
− ∑
∅6=K⊆J
∑
L⊆Jc
λK∪L
(∨
i∈K
Λ−1i ti
) , (4.4)
which implies that the spectral measure U satisfies in general that, for any ∅ 6= J ⊆ {1, . . . , d},
βJ :=
∫
Sd
∨
i∈J
uidU(u) =
∑
∅6=K⊆J
∑
L⊆Jc
λK∪L∧
i∈K
Λi
. (4.5)
Thus we also have, for any ∅ 6= J ⊆ {1, . . . , n},∫
Sd
∧
i∈J
uidU(u) =
∑
∅6=I⊆J
(−1)|I|+1
∫
Sd
∨
i∈I
uidU(u) =
∑
∅6=I⊆J
(−1)|I|+1βI. (4.6)
The Laplace transform of the gamma distribution of Z belongs to RV−α. The tail dependence of (4.1) is then obtained from
Theorem 3.2, (4.5) and (4.6).
Proposition 4.1. Let Z have a gamma distribution with shape parameter α > 0, and (T1, . . . , Td) have a multivariate
Marshall–Olkin distribution with parameters {λS, S ⊆ {1, . . . , n}}.
1. The upper tail dependence parameters of (4.1) are given by
τJ =
(
βJ
β{1,...,n}
)α
, ∅ 6= J ⊆ {1, . . . , d}. (4.7)
2. The lower tail dependence parameters of (4.1) are given by
ζJ =
∑
∅6=I⊆{1,...,d}
(−1)|I|+1βI∑
∅6=I⊆J
(−1)|I|+1βI , (4.8)
provided that
∑
∅6=I⊆J(−1)|I|+1βI 6= 0.
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Example 4.2. The following special cases follow from Proposition 4.1 immediately.
(1) If λS = 0 for any subset S with |S| < d, then ∧i∈K Λi = λ{1,...,d}, which implies that βJ = λJ∪Jc/λ{1,...,d} = 1, for all
∅ 6= J ⊆ {1, . . . , d}. Thus, τJ = 1 and ζJ = 1 for all ∅ 6= J ⊆ {1, . . . , d}. Note that in this case, T1 = · · · = Td in (4.1) almost
surely.
(2) If λS = 0 for any subset S with |S| > 1, we have a multivariate Pareto distribution of type II [15]. In this case,
βJ = ∑k∈J ∑L⊆Jc λ{k}∪L∧i∈{k}∑S:i∈S λS = ∑k∈J λ{k}λ{k} = |J|, and thus τJ = ( |J|d )α for all ∅ 6= J ⊆ {1, . . . , d}. Observe that for any d ≥ 2, we
have ∑
∅6=I⊆{1,...,d}
(−1)|I|+1βI =
d∑
k=1
(−1)k+1k
(
d
k
)
= d
d−1∑
k=0
(−1)k
(
d− 1
k
)
= 0.
Thus, ζJ = 0 if |J| = 1 and d ≥ 2. Note that if |J| > 1, then ζJ cannot be determined by (4.8) because of ∑∅6=I⊆J(−1)|I|+1βI is
also zero in this case.
(3) Consider the case of identical univariate margins in which
∑
S:i∈S λS =
∑
S:j∈S λS for any i 6= j. Then (4.5) and (4.7) imply
that
τJ =
Λ−
∑
I⊆Jc
λI
Λ

α
, (4.9)
where Λ =∑∅6=I⊆{1,...,d} λI . If, furthermore, λS = λ for all S ⊆ {1, . . . , d}, then in this case,
τJ =
(
2d − 2|Jc |
2d − 1
)α
, ζJ =
2d + ∑
∅6=I⊆{1,...,d}
(−1)|I|2|Ic |
2d + ∑
∅6=I⊆J
(−1)|I|2|Ic | .
For example, when d = 3 and J = {1, 2}, we have τJ =
(
6
7
)α
and ζJ = 12 . 
It follows from Proposition 4.1 that the upper tail dependence parameters of a multivariate Pareto distribution is
non-increasing as the Pareto index α is increasing. The tail dependence can be also decreased by properly adjusting rate
parameters.
Example 4.3. Compare the three trivariate cases of (4.1) where the Marshall–Olkin distributions of (T1, T2, T3) have the
following three different sets of rates.
1. λS = 1 for all S ⊆ {1, 2, 3}.
2. λ123 = λ3 = 2, λ13 = λ23 = 0, and λS = 1 for all other S.
3. λ23 = λ∅ = 2, λ2 = λ3 = 0, and λS = 1 for all other S.
It is easy to verify that
∑
S:i∈S λS = 4 for 1 ≤ i ≤ 3, and thus the margins are identical for all three cases. It follows from a
result in [19] that (T1, T2, T3) in Cases 2 and 3 are more dependent than (T1, T2, T3) in Case 1 in the sense of supermodular
order. Thus, (4.1) in Cases 2 and 3 are also more dependent than (4.1) in Case 1 in the sense of supermodular order. Let
τi{1,2} denote the upper tail dependence parameter of Case i, i = 1, 2, 3. It follows from (4.9) that τ1{1,2} = (6/7)α , τ2{1,2} =
(5/7)α , τ3{1,2} = 1. Note that τ1{1,2} > τ2{1,2}, even though Case 2 is more dependent than Case 1. Note that the supermodular
dependence order compares unconditional tail probabilities, whereas the orthant tail dependence compares conditional tail
probabilities. 
4.2. Archimedean copulas of Marshall–Olkin type
The mixtures of the positive powers of a multivariate distribution of independent random variables have Archimedean
copulas (see, e.g., [21]). Such a mixture idea has also been extended to max-infinitely divisible distributions in Joe and
Hu [13], leading to various copulas of Archimedean type. As a special case, the copula of (4.1) has a particular tractable
form that combines the global dependence presented by the mixing variable with various local dependence structures.
For Marshall–Olkin distributions with margins (4.2), the survival function of the i-th margin of (4.1) can be expressed as
Pr{Z−1Ti > t} = LZ(Λit), 1 ≤ i ≤ d. Plug the inverse of the marginal survival functions into the joint survival function of
(4.1), we obtain its survival copula,
Cˆ(u1, . . . , ud) = LZ
 ∑
∅6=I⊆{1,...,d}
λI
(∨
i∈I
1
Λi
L−1Z (ui)
) . (4.10)
The case where λi = 1, 1 ≤ i ≤ d, and λS = 0 for all subsets S with |S| > 1 reduces to a standard Archimedean copula,
Cˆ(u1, . . . , ud) = LZ
[
d∑
i=1
L−1Z (ui)
]
. (4.11)
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Another interesting case is when Λi = λ for 1 ≤ i ≤ d and λS = 0 for all S’s with |S| 6= 2. In this case, (4.10) is simplified
to Cˆ(u1, . . . , ud) = LZ
[∑
1≤i,j≤d
λij
λ
(
L−1Z (ui) ∨L−1Z (uj)
)]
, where the local dependence is described by {λij, 1 ≤ i, j ≤ d} and
global dependence is described by the mixture.
It is worth emphasizing here that even if Z has an arbitrary distribution, (4.10) and (4.11) are still copulas. Note also that
the upper (lower) tail dependence parameters of Cˆ in (4.10) is the lower (upper) tail dependence parameters of (4.1) with Z
being arbitrarily distributed. It is well-known [13] that if [dLZ(y)/dy]y=0 is finite and non-zero, then all the bivariate upper
tail dependence parameters of (4.11) are zero. The upper tail dependence parameters of (4.11) in higher dimensions are also
zero under a slightly stronger condition.
Proposition 4.4. Consider the Archimedean copula Cˆ(u1, . . . , ud) in (4.11) with Z being arbitrarily distributed. If the k-th order
derivative of Laplace transformLZ at 0 is finite and non-zero for all 1 ≤ k ≤ d− 1, then its upper tail dependence parameters are
all zero.
The proof of this result involves successive applications of L’hospital’s rule and lengthy combinatorial arguments, and can
be found in [16].
If Z has a gamma distribution with shape parameter α > 0 and scale parameter 1, then [dkLZ(y)/dyk]y=0 exists and is
non-zero for any 1 ≤ k ≤ d − 1. As such, the duality (1.7) and Proposition 4.4 imply that the lower tail dependence ζJ in
Example 4.2(2) is zero for any ∅ 6= J ⊂ {1, . . . , d}. It also follows from Proposition 4.4 that if an Archimedean copula is
upper-orthant tail dependent, then this can only occur when the derivatives ofLZ in (4.11) at 0 are zero or do not exist. For
example, for a bivariate Gumbel copula with parameter θ > 1, LZ(x) = exp(−x1/θ), and thus its derivative at 0 is infinity.
From the direct calculation, the upper tail dependence parameter of the Gumbel copula is 2 − 21/θ. This example and the
tail dependence of bivariate Archimedean copulas have been discussed in [13] and in [5].
4.3. Absolutely continuous min-stable multivariate exponential distributions
One problem with the mixtures based on the Marshall–Olkin distribution is that the tail dependence comes partly from
singular components; that is, the singular part of the Marshall–Olkin distribution carries over to the mixture. More useful
distributions would be absolutely continuous multivariate distributions with a variety of upper- and lower-orthant tail
dependence. This can be achievable, for example, by replacing the Marshall–Olkin distribution in (4.1) with absolutely
continuous min-stable multivariate exponential distributions [21,13]. One of the most classical ones is the so-called logistic
model whose MEV copula is defined by
C(u1, . . . , ud) = exp
−
(
d∑
i=1
(− log ui)θ
)1/θ , 0 ≤ u1, . . . , ud ≤ 1. (4.12)
The logistic distribution with copula (4.12) and standard Fréchet margins emerges naturally as the MEV distribution of
Archimedean copulas with the inverse Laplace transforms regularly varying at 1 [8]. Consider the bivariate copula
K(u1, u2; θ) = exp
{
−[(− log u1)θ + (− log u2)θ]1/θ
}
, 0 ≤ u1, u2 ≤ 1. (4.13)
As in [13], we use (4.13) to model pairwise dependence on top of the global dependence described by the mixture. With
standard exponential survival margins H¯i = exp{−x}, 1 ≤ i ≤ d, (3.3) reduces to
L(y) =
∫ ∞
0
∏
1≤i<j≤d
Kvij(H¯i, H¯j)
d∏
i=1
H¯βivi dV(v) = LZ
( ∑
1≤i<j≤d
(y
αij
i + yαijj )1/αij +
d∑
i=1
βiyi
)
,
where Kij, 1 ≤ i < j ≤ d, is a copula given by (4.13) with parameter αij > 0, and parameter βi, 1 ≤ i ≤ d, is non-negative.
Thus,
∫
Sd
∨di=1 uidU(u) =
∑
1≤i<j≤d 21/αij +
∑d
i=1 βi. Similarly,
∫
Sd
∨i∈J uidU(u) =∑i<j, i,j∈J 21/αij +∑i∈J βi + |J|(d− |J|). If Z has a
gamma distribution with shape parameter α, then the upper tail dependence parameters of (4.1) are given by
τJ =

∑
i<j, i,j∈J
21/αij +∑
i∈J
βi + |J|(d− |J|)
∑
1≤i<j≤d
21/αij + d∑
i=1
βi

α
.
Observe that τJ is increasing in αij for i 6∈ J or j 6∈ J, but decreasing in αij for i, j ∈ J. That is, increasing the local dependence
by increasing αij may or may not increase the orthant tail dependence which measure the relative strengths of joint tail
probabilities. If the local dependence increase occurs outside the conditional margin of the components with indexes in J,
then the orthant tail dependence is increased. If the local dependence increase occurs within the subset of the components
with indexes in J, then the dependence increase within J outweighs the dependence increase among all the components, and
consequently, the orthant tail dependence is decreased. A similar phenomenon has been reported in [3] for multivariate t-
distributions.
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5. Concluding remarks
We have discussed the orthant tail dependence in the context of MEV theory, and showed how scale mixtures of MEV
distributions would affect tail dependence of the MEV distributions (Theorems 2.4 and 3.2). In contrast to MEV (or max-
stable) and min-stable distributions, the heavy-tailed scale mixtures of these distributions provide a versatile class of the
distributions with both flexible upper- and lower-orthant tail dependence. Two final thoughts are worth emphasizing.
1. A tail dependence measure describes the relative deviation of joint probabilities on events in two tail σ-fields of interest.
Various tail dependence parameters with this spirit have been introduced to summarize tail dependence. The orthant
tail dependence parameters studied in this paper summarize the relative strength of orthant tail probabilities between
a multivariate distribution and its certain multivariate margin. In the context of an MEV distribution, the orthant tail
dependence parameters are the ratios of two joint moments of the spectral measure that fully describes the dependence
of the MEV distribution.
2. If orthant tail dependence parameters of a random vector X are positive, then the related joint orthant tail probabilities
of X can be estimated, via the first-order approximation, from its lower-dimensional margins; see Remark 2.7(1). For the
case of extremal independence where all the orthant tail dependence parameters are zero, higher-order approximations
should be used to study the dependence at sub-extreme level (see [4]).
The estimation issues, both parametric and non-parametric, for the bivariate tail dependence have been extensively
studied in the literature; see [7]. Hsing et al. [10] proposed an approach to non-parametric estimation of tail dependence in
higher dimensions. Heffernan and Tawn [9] introduced a conditional approach to estimate multivariate tail probabilities via
investigating the limit of normalized conditional distributions. Klüppelberg et al. [14] proposed a semi-parametric method
to estimate τCi for elliptical copulas. While this semi-parametric method can be applied to estimating τCJ via (2.1) for elliptical
copulas, the related estimation issues of orthant tail dependence indeed need more further studies.
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