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Stratifications and quasi-projective coarse moduli spaces for the
stack of Higgs bundles
Eloise Hamilton
Abstract
The classification problem for Higgs bundles of a fixed rank and degree on a compact Riemann
surface is encoded in the moduli stack of such objects. Nitsure’s GIT construction of the moduli space
of semistable Higgs bundles produces a quasi-projective coarse moduli space (if the rank and degree are
coprime) for the semistable stratum of this moduli stack. Nevertheless, GIT cannot be used to produce
coarse moduli spaces for the complement of the semistable stratum. In this paper we use a recent
generalisation of GIT, called Non-Reductive GIT, to construct two stratifications of the stack of Higgs
bundles which satisfy the property that each stratum admits a quasi-projective coarse moduli space with
an explicit projective completion. The first is a refinement of the Higgs Harder-Narasimhan stratification
of the stack of Higgs bundles (defined by the instability type of the Higgs bundle), while the second is
a refinement of the Harder-Narasimhan stratification (defined by the instability type of the underlying
bundle). We provide a complete and explicit moduli-theoretic description of both refined stratifications
in the rank 2 case.
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Introduction
Importance of Higgs bundles. The origin of Higgs bundles can be traced back to elementary particle
physics, and more specifically to its mathematical formulation as a Yang-Mills theory. Indeed, Higgs bundles
were first introduced in 1987 by Hitchin as solutions to the so-called self-duality equations on a Riemann
surface (these equations correspond to the dimensional reduction, from Euclidean 4-space to a Riemann
surface, of a special class of the Yang-Mills equations) [24]. The physical importance of the Yang-Mills
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equations is that they describe the various forces in the standard model of physics, thanks in part to the
incorporation of a ‘Higgs field’ into Yang-Mills theory1 [28, §1]. The term Higgs bundle was coined in
reference to this Higgs field: a Higgs bundle consists of a vector bundle together with a so-called Higgs field
which, interpreted appropriately, can be made to correspond to the Higgs field of particle physics [46, Rk
2.1].
However, the relationship between Higgs bundles and physics runs deeper than this. The study of Higgs
bundles over the past thirty years from the perspectives of both mathematics and physics has led to important
new developments in theoretical and mathematical physics: the moduli space of semistable Higgs bundles is
a Hitchin integrable system, a feature which links Higgs bundles to mirror symmetry and Langlands duality
[23, 10], as well as to super-symmetric gauge theories and their wall-crossing phenomena [11, 38, 15, 35].
The importance of Higgs bundles is not limited to their impact on physics; the study of Higgs bundles
has also led to new mathematical advances. Indeed, the Non-Abelian Hodge Theorem establishes a corre-
spondence between Higgs bundles and representations of fundamental groups of surfaces, and by doing so
gives a powerful perspective for the study of such representations [17, 16]. Moreover, the Hitchin integrable
system has become an important object of study in a modern branch of representation theory called the
Geometric Langlands programme. In particular, the Hitchin system played a crucial role in Ngoˆ’s proof of
the Fundamental Lemma2, which is central to the Langlands programme.
The classification problem for Higgs bundles. At the heart of the study of Higgs bundles lies their
classification. Indeed, the above applications are possible thanks to the incredibly rich geometric structure of
the moduli space of semistable Higgs bundles, a space which first and foremost classifies this special subclass
of Higgs bundles. In light of the rich structure of this moduli space and the impact it has had in mathematics
and physics, it is reasonable to ask whether other moduli spaces of Higgs bundles, not necessarily semistable,
can be constructed, and if so whether their structure is as rich as that of the moduli space of semistable
Higgs bundles. In this paper we answer the first of these two questions (a forthcoming paper will address
the second question in the case of rank 2 Higgs bundles).
Our starting point is therefore the classification problem for Higgs bundles, which we address from a
purely algebro-geometric point of view. Given a compact Riemann surface Σ of genus g and a line bundle
L → Σ with h0(Σ, L) 6= 0, an L-twisted Higgs bundle on Σ is a pair (E, φ) where E → Σ is a holomorphic
vector bundle and φ : E → E⊗L a holomorphic map3. The classification problem for such objects is encoded
in the moduli stack of L-twisted Higgs bundles of rank r and degree d on Σ (fixing r, d, L and Σ from here
on, we will call such objects Higgs bundles for simplicity), denoted by Hr,d(Σ, L). The classification problem
for Higgs bundles is thus reduced to the problem of describing the geometry of this moduli stack.
The geometry of the substack H ssr,d(Σ, L) of semistable Higgs bundles is already well studied and well un-
derstood thanks to Geometric Invariant Theory (GIT), a powerful tool for addressing classification problems
in algebraic geometry. The application of GIT to the classification of Higgs bundles, achieved by Nitsure in
1991, requires first restricting the problem to the classification of semistable Higgs bundles, after which GIT
can be used to produce the well-known moduli space for semistable Higgs bundles, a quasi-projective variety
denoted Mssr,d(Σ, L) [40]. At the level of stacks, when the rank r and degree d are coprime, M
ss
r,d(Σ, L) is
a quasi-projective coarse moduli space for the substack H ssr,d(Σ, L) ⊆ Hr,d(Σ, L) of semistable Higgs bun-
dles. If the coprime condition is not satisfied, then restricting to the moduli space of stable Higgs bundles
M sr,d(Σ, L) gives a quasi-projective coarse moduli space for the substack of stable Higgs bundles H
s
r,d(Σ, L),
while Mssr,d(Σ, L) is a good moduli space for H
ss
r,d(Σ, L), in the sense of [1].
Nevertheless, GIT does not shed light on whether or not other ‘pieces’ of the stack, involving Higgs
bundles which may not be stable, also admit quasi-projective coarse moduli spaces. The aim of this paper is
to show how recent results in a generalisation of GIT, called Non-Reductive GIT, can be used to construct
two stratifications of the stack of Higgs bundles which satisfy the property that each stratum admits a
quasi-projective coarse moduli space together with an explicit projective completion.
1It is this Higgs field which leads to the theoretical prediction of the Higgs boson; its existence was confirmed experimentally
in 2012 [19].
2Ngoˆ was awarded the Fields Medal in 2010 for his proof of the Fundamental Lemma.
3A solution to the self-duality equations on a Riemann surface can be interpreted in algebro-geometric terms as a T ∗Σ-
twisted Higgs bundle on Σ of rank 2 and degree 0 (see [24]); this was the motivation behind the study of L-twisted Higgs
bundles in [40].
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From classical to Non-Reductive GIT. Given a linearised action of a reductive group G on a projective
variety X , classical GIT produces a projective variety X//G which is a good quotient for the action of G on
the semistable locus Xss. When semistability coincides with stablity, the good quotient is also a geometric
quotient but in general, to obtain a geometric quotient we must restrict to the stable locus Xs, so that
Xs/G ⊆ X//G is a quasi-projective orbit space for the action of G on Xs. In other words, GIT does not
produce geometric quotients for points of X which lie in the complement of the stable locus. Moreover, if G
is not reductive, then classical GIT cannot be applied to obtain geometric quotients.
Recent results in Non-Reductive GIT address the above two shortcomings [5]. The main result of Non-
Reductive GIT states that if Û = U ⋊Gm is a positively graded extension of a unipotent group U (that is,
where Gm acts on LieU with positive weights), then a projective geometric quotient X//Û can be obtained
for the action of Û on a suitably defined semistable (coinciding with stable) locus in X . This result can be
used to show that given a linearised action of a linear algebraic group H with internally graded unipotent
radical U (that is, containing a positively graded unipotent extension Û), then a stable locus Xs ⊆ X
admitting a geometric quotient Xs/H can be constructed explicitly, together with a projective completion
of this geometric quotient (defined in terms of a variety obtained as a blow-up of X). In contrast with
classical GIT, the theorem can be reapplied to the complement of this stable locus so that X can be stratified
inductively in such a way that each stratum admits a quasi-projective geometric quotient with an explicit
projective completion. Moreover, if G is reductive, then the stratification resulting from the application of
Non-Reductive GIT refines the GIT-instability stratification4 associated to the linearised action of G on X
(and to a choice of invariant inner product on G).
Refined Θ-stratifications. GIT-instability stratifications have been extended to stacks in [21], through
the notion of Θ-stratifications which capture intrinsic and structured notions of filtrations, semistability and
instability (just as in the case of the Harder-Narasimhan stratification of the stack of vector bundles on a
smooth projective curve). The premise for the theory developed in [21] is that a solution to a classification
problem should consist of a moduli stack, together with a Θ-stratification of this stack. Indeed, constructing
Θ-stratifications of moduli stacks can be viewed as a method for understanding their geometry.
But another powerful technique for studying the geometry of a stack is to associate to it an algebraic
space (or scheme, or variety) which best approximates the stack. The concept of a coarse moduli space
makes this association precise [29]. The coarse moduli space of a stack retains the geometry of this stack, yet
it is easier to study since it is a space in a more familiar category (for example an algebraic space, a scheme
or a variety). Thus by studying the coarse moduli space, it is possible to infer geometric properties about
the stack or classification problem itself. While a moduli stack does not in general admit a coarse moduli
space (for example due to the presence of infinite automorphism groups of objects), we can nevertheless aim
to break down the stack in such a way that each ‘piece’ admits a coarse or good moduli space.
The notion of refined Θ-stratifications combines these two approaches to the study of the geometry of
a stack, and can be viewed as an extension to stacks of stratifications arising from Non-Reductive GIT,
just as Θ-stratifications can be viewed as an extension to stacks of GIT-instability stratifications. A refined
Θ-stratification of a stack is a refinement of a Θ-stratification which satisfies the property that each stratum
admits a quasi-projective coarse moduli space with an explicit projective completion. We propose that
a solution to a classification problem should consist not just of an algebraic stack equipped with a Θ-
stratification, but also of an appropriate refinement of this Θ-stratification, namely a refined Θ-stratification.
For this reason, our approach to solving the classification problem for Higgs bundles is to construct refined
Θ-stratifications of the stack of Higgs bundles.
There are two natural stratifications on the stack of Higgs bundles. The first is the Higgs Harder-
Narasimhan stratification, determined by the instability type of the Higgs bundle. The second, called
the Harder-Narasimhan stratification, is obtained by considering the instability of the underlying bundle
instead. The Higgs Harder-Narasimhan stratification is a Θ-stratification of the stack of Higgs bundles,
while the Harder-Narasimhan stratification admits a modular refinement which is a Θ-stratification. Both
stratifications need to be refined in order to obtain refined Θ-stratifications. In the absence of criteria and
methods for constructing refined Θ-stratifications directly at the level of stacks, Non-Reductive GIT is at
present the only viable way of obtaining Θ-stratifications of the stack of Higgs bundles which refine the Higgs
4See Section 1.2.1.
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Harder-Narasimhan and Harder-Narasimhan stratifications. There are two difficulties with this approach:
setting up the moduli stack in such a way that Non-Reductive GIT can be applied, and interpreting the
resulting stratification in a moduli-theoretic way (that is, in terms of intrinsic properties of Higgs bundles).
Main results and structure of the paper. In this paper we show how Nitsure’s set-up for the GIT
construction of the moduli space of semistable Higgs bundles can be extended to enable the application of
Non-Reductive GIT to the moduli problem for Higgs bundles, leading to the construction of two refined Θ-
stratifications which refine the Higgs Harder-Narasimhan and Harder-Narasimhan stratifications respectively
(see Theorem 3.1 and Theorem 4.1). We give a complete moduli-theoretic interpretation of the resulting
stratifications in the case of rank 2 Higgs bundles (see Theorem 3.6 and Theorem 4.11).
The structure of this paper is as follows. Section 1 introduces refined Θ-stratifications and summarises
results from Non-Reductive GIT required for their construction. In Section 2 we define the Higgs Harder-
Narasimhan and Harder-Narasimhan stratifications of the stack of Higgs bundles and compare the two. We
also justify from two different perspectives the need to refine both these stratifications in order to obtain
refined Θ-stratifications: the deformation of a Higgs bundle to its associated graded and the Higgs field
scaling C∗-action. Sections 3 and 4 present the main technical content of the paper: Non-Reductive GIT
is applied to construct refinements of the Higgs Harder-Narasimhan and Harder-Narasimhan stratifications
respectively which are refined Θ-stratifications. Both sections conclude with the example of rank 2 Higgs
bundles for which a complete moduli-theoretic interpretation of the refined stratification is given.
1 Non-Reductive Geometric Invariant Theory and refined Θ-strati-
fications
In this section we outline the results of Non-Reductive GIT which underpin the results of this paper and
introduce refined Θ-stratifications. Section 1.1 describes the main results of Non-Reductive GIT, while
Section 1.2 considers the special case of its application to problems from classical GIT. Section 1.3 defines
refined Θ-stratifications.
1.1 Main results of Non-Reductive GIT
First introduced in 2007 by Doran and Kirwan, Non-Reductive GIT is a generalisation of Mumford’s classical
GIT to actions by linear algebraic groups which are not necessarily reductive [12]. Given the linear action of
a reductive group G on a projective variety X , three key features of classical GIT are: (i) the existence of a
projective GIT quotient X//G obtained from the ring of (finitely generated) invariants; (ii) the fact that the
GIT quotient parametrises S-equivalence classes of points in the semistable locus Xss ⊆ X and contains as
an open subset a quasi-projective orbit space Xs/G for the G-action on the stable locus Xs ⊆ X ; (iii) the
Hilbert-Mumford criterion which allows the computation of the semistable and stable loci without having
to find invariants. It is important to note that these three features rely on the reductivity of the group, and
thus do not hold in general for arbitrary linear algebraic groups.
1.1.1 Main result
Developments in Non-Reductive GIT in the past ten years have led to an important result which shows that
classical GIT has an effective non-reductive analogue, which preserves the above three features, for a certain
class of linear algebraic groups. These are linear algebraic groups with internally graded unipotent radical,
that is, which contain a central one-parameter subgroup acting with positive weights on the Lie algebra of
their unipotent radical under the adjoint action.
Formulating the theorem precisely requires introducing the following notation. LetH be a linear algebraic
group (let H = U ⋊R denote a Levi decomposition) with a central one-parameter subgroup λ : Gm → Z(R)
acting on LieU with positive weights and fix an invariant inner product on LieH . Suppose that H acts
linearly on a projective variety X with respect to a line bundle L → X , which by taking a higher power if
necessary we can assume to be very ample. Thus if V = H0(X,L)∨ then X ⊆ P(V ). Let ωmin = ω0 < ω1 <
· · · < ωmax denote the weights with which λ(Gm) acts on V . The linearisation of the action of H on X is
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adapted if ωmin < 0 < ω1. If it isn’t, then by twisting the linearisation by an appropriate character, we can
ensure that the resulting linearisation is adapted. That is, let χ be a rational character of Gm such that
ωmin < χ < ω1. (1)
Such a character lifts to a character of H (with U in its kernel), which also satisfies (1). Given c ∈ Q,
by twisting the linearisation of the action of H on X by the character cχ, the weight ωmin is replaced by
the weight c(ωmin − χ). Thus if χ is sufficiently close to ωmin, then c(ωmin − χ) < 0 < c(ω1 − χ) and so
the resulting linearisation is adapted. We let Xs,Gmmin+ ⊆ X denote the stable locus for the action of λ(Gm)
on X with respect to this adapted linearisation. Note that by the theory of variation of GIT, this locus is
independent of the choice of character χ for χ satisfying (1), which is why we omit the choice of character χ
from the notation. More generally, for a maximal torus T ⊆ H , we let X
(s)s,T
min+ denote the (semi)stable locus
for the action of T on X linearised with respect to this adapted linearisation.
The stable locus Xs,Gmmin+ can be described explicitly in the following way. Let Vmin denote the minimal
weight space for the action of λ(Gm) on V . Moreover, set
Zmin = X ∩ P(Vmin) and X
0
min = {x ∈ X | limt→0 λ(t) · x ∈ Zmin} .
We can define the retraction map p : X0min → Zmin given by p(x) = limt→0 λ(t) ·x. By applying the Hilbert-
Mumford criterion for the linearised action of Gm on X (with respect to the twisted linearisation), it follows
that
Xs,Gmmin+ = X
0
min \ Zmin.
Finally, we let
Xs,Ûmin+ :=
⋂
u∈U
uXs,Gmmin+ = X
0
min \ UZmin
and
X
(s)s,H
min+ :=
⋂
h∈H
hX
(s)s,T
min+ .
Theorem 1.1 (Main theorem of Non-Reductive GIT). Suppose that H = U ⋊ R with internally graded
unipotent radical U acts linearly on a projective variety X , with respect to a very ample line bundle L and
let Û := U ⋊ λ(Gm). If the condition
StabU (z) = {e} for all z ∈ Zmin (ss=s(U))
is satisfied5, then there exists an ǫ > 0 such that if χ is a character of Gm (lifting to a character of H with
trivial restriction to U) and c a sufficiently divisible integer satisfying
ωmin < χ/c < ωmin + ǫ < ω1,
then after taking the cth-tensor power of L and twisting it by the character χ (let L⊗cχ denote the resulting
ample line bundle), we have:
(i) the invariants
⊕
k≥0H
0(X,L⊗ckkχ )
Û form a finitely generated ring, so that associated GIT quotients
X//Û := Proj
⊕
k≥0
H0(X,L⊗ckkχ )
Û
and
X//H := Proj
⊕
k≥0
(
H0(X,L⊗ckkχ )
Û
)R/λ(Gm)
= Proj
⊕
k≥0
H0(X,L⊗ckkχ )
H
can be defined;
5This condition is analogous to the condition in classical GIT that semistability coincides with stability, which is why it is
denoted (ss=s(U)).
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(ii) the rational map qÛ : X 99K X//Û induced by the inclusion of the Û invariants restricts to a good and
geometric quotient
Xss,Ûmin+ → X//Û = X
ss,Û
min+/Û
for the action of Û on Xss,Ûmin+, while the rational map qH : X 99K X//H induced by the inclusion of the
H-invariants restricts to a good quotient
Xss,Hmin+ → X//H
for the action of H on Xss,Hmin+ and to a geometric quotient
Xs,Hmin+ → X
s,H
min+/H
for the action of H on Xs,Hmin+.
If the condition (ss=s(U)) is not satisfied, but StabU x = {e} for some x ∈ X0min, then there exists a
sequence of blow-ups of X along H-invariant projective subvarieties resulting in a projective variety X̂ with
a linearised action of H for which the condition (ss=s(U)) is satisfied. If Z
s,R/λ(Gm)
min is non-empty, then the
blow-down map is an isomorphism over the subvariety{
x ∈ X0min \ UZmin
∣∣∣ StabU x = {e} and p(x) ∈ Zs,R/λ(Gm)min } ,
which admits a geometric H-quotient.
1.1.2 The Projective completion algorithm
The blow-up constructions from classical and Non-Reductive GIT can be combined into the so-called Projec-
tive completion algorithm which, given the input data of a group H as above acting linearly on a projective
variety X and a choice of invariant inner product LieH , outputs a non-empty H-invariant open subset of X
admitting a geometric quotient, together with an explicit projective completion of the quotient (see [6, §3]
or [5, Appendix] for a description of the algorithm).
Projective completion algorithm. Given a 4-tuple (X,H, λ,L) encoding the data consisting of the
linearised action of a non-reductive group H with internally graded unipotent radical U and Levi subgroup
R on an irreducible projective variety X , this algorithm produces:
i) a non-empty open subset S0(X,H, λ,L) ⊆ X such that S0(X,H, λ,L) → S0(X,H, λ,L)/H is a geo-
metric quotient for the action of H on S0(X,H, λ,L); and
ii) a projective variety X ′ with an action by an internally graded non-reductive group H ′ = U ′ ⋊
R′ satisfying (ss=s(U ′)) and such that X ′//H ′ is a projective geometric quotient for the action of
H ′ on X and a projective completion of S0(X,H, λ,L)/H . This projective completion is denoted
PC(S0(X,H, λ,L)/H).
For simplicity, we denote the open subset S0(X,H, λ,L) by S0(X,H), leaving implicit the dependence
on the linearisation and choice of grading one-parameter subgroup.
Remark 1.2. In the familiar case where a reductive group G acts linearly on a projective variety X with
non-empty stable locus, the algorithm produces the GIT-stable locus Xs as the G-invariant open subset
S0(X,G), and the GIT quotient X//G as the projective completion.
1.1.3 Non-reductive GIT stratifications
By induction, the Projective completion algorithm provides an algorithmic way of stratifying projective
varieties acted upon by linear algebraic groups with internally graded unipotent radical, in such a way that
each stratum admits a geometric quotient with an associated projective completion, as per Theorem 1.3
below (see [6, Thm. 1.1]).
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Theorem 1.3. Let H = U ⋊ R be a linear algebraic group with internally graded unipotent radical acting
linearly on a projective variety X . Then, given the choice of an invariant inner product on LieH , there
exists a stratification
X =
⊔
γ∈Γ
Sγ (2)
of X by H-invariant quasi-projective subvarieties Sγ , called the non-reductive GIT H-stratification of X ,
satisfying the following properties:
(i) the stratification is determined algorithmically by the Projective completion algorithm and there exists
a partial ordering on the index set Γ such that for every γ ∈ Γ,
Sγ ⊆
⊔
γ′≥γ
Sγ′ ;
(ii) each stratum Sγ has a quasi-projective geometric H-quotient Sγ/H and an associated projective com-
pletion PC(Sγ/H) determined by the Projective completion algorithm;
(iii) it is a refinement of the Bialynicki-Birula stratification6 of X associated to the action of the grading
one-parameter subgroup λ : Gm → Z(R);
(iv) ifH = G is a reductive group, then the stratification is a refinement of the GIT-instability stratification
associated to the linear action of G on X and to the choice of inner product on LieG.
Remark 1.4. If the linearised action of Û on X satisfies
dim StabU x = dimStabU p(x) (3)
for every x ∈ X0min, where p(x) = limt→0 λ(t) · x, then the restriction of the associated non-reductive GIT
Û -stratification of X to X0min ⊆ X can be described explicitly as follows:
X0min =
⊔
δ∈N
X0,δmin ⊔ UZmin,
where
X0,δmin := {x ∈ X
0
min \ UZmin | dim StabU x = δ}.
This is because (3) ensures that when performing the blow-up construction of Theorem 1.1, the blow-up
locus never contains all of Zmin, and thus the complement of the exceptional divisor inside the stable locus
for the blown-up variety can be described as per the last part of Theorem 1.1 at each stage of the induction.
The main application of Theorem 1.3 is to classification problems in algebraic geometry which can
be reduced to the problem of constructing the quotient of a variety by a linear algebraic group action.
In particular, and as a consequence of Theorem 1.3 (iv), it can be used to obtain complete solutions to
classification problems involving reductive group actions. Indeed, for such classification problems, classical
GIT provides a moduli space for stable objects; by Theorem 1.3 Non-Reductive GIT can be used to construct
moduli spaces for the remaining strictly semistable and unstable objects. It is this perspective which will
allow in Section 3 the construction of moduli spaces for strictly semistable and for unstable Higgs bundles,
building on Nitsure’s GIT construction of the moduli space of stable Higgs bundles.
Non-Reductive GIT can be also used to construct moduli spaces for classification problems involving non-
reductive group actions, and which therefore cannot be addressed using classical GIT. It is this perspective
which will allow in Section 4 the construction of moduli spaces for Higgs bundles with underlying bundle of
a fixed Harder-Narasimhan type.
6Given the linear action of Gm on a smooth projective variety X, the corresponding Bialynicki-Birula stratification of X is
a canonical decomposition of X into Gm-invariant locally closed subvarieties such that any of these subvarieties contains exactly
one irreducible component of XGm (the fixed point locus for the Gm-action) and retracts onto this component where the fibre
of the retraction is Gm-invariant and isomorphic to a vector space [8, Thm 4.3].
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1.2 Non-Reductive GIT for classical GIT problems
In this section we focus on the special case of Theorem 1.3 (iv), in order to introduce definitions and notation
which we will require for its application in Sections 3 and 4.
To this end, let G be a reductive linear algebraic group acting linearly on a projective variety X with
respect to an ample line bundle L (so that X embeds G-equivariantly into the projective space P(H0(X,L)∨);
let n denote its dimension). Fix a maximal torus T ⊆ G and an invariant inner product on the Lie algebra
t of T . We start by describing the GIT-instability stratification of X associated to the above data.
1.2.1 GIT-instability stratification
The action of T on the vector space V := H0(X,L)∨ can be diagonalised and we let α0, . . . , αn denote the
corresponding weights, which we identify as elements of t∨ (note that t∨ has an inner product induced by
that on t). Given a finite subset of weights {αi}i∈I , we let ∆I denote the closure7 of the convex hull of
the weights αi. Given a point x = [x0 : · · · : xn] ∈ P(V ), we define Ix = {i ∈ {0, . . . , n} | xi 6= 0} and let
∆x = ∆Ix . Fix a positive Weyl chamber t+ ⊆ t and let B denote the set of all β ∈ t+ such that β is the
closest point to the origin of ∆x for some x ∈ X .
Given β ∈ B, and under the inclusion and isomorphism X ⊆ P(H0(X,L)∨) ∼= PN , we define the closed
subvariety
Zβ := X ∩ {[x0 : · · · : xn] ∈ P
n | xi = 0 if αi · β 6= ||β||
2}
and the locally closed subvariety
Yβ := X ∩ {[x0 : · · · : xn] ∈ P
n | xi = 0 if αi · β < ||β||
2 and xi 6= 0 for some αi satisfying αi · β = ||β||
2}.
Note that there is a natural retraction pβ : Yβ → Zβ given by xi 7→ xi if αi ·β = ||β||2 and xi 7→ 0 otherwise.
Let Stabβ ⊆ G denote the stabiliser of β ∈ t∨ under the adjoint action of G on its Lie algebra g. Then Zβ is
Stabβ-invariant and the linearised action of G on X induces a linearised action of Stabβ on Zβ. Identifying
β as a character of Stabβ , we let Z
(s)s
β denote the (semi)stable locus for the above linearised action of Stabβ
on Zβ , twisted by the character −β, and define Y
(s)s
β = p
−1(Z
(s)s
β ). Finally, we set
Sβ = G · Y
ss
β .
The subvarieties Sβ form the strata of the GIT-instability stratification of X :
X =
⊔
β∈B
Sβ , (4)
which satisfies the property that for each β,
Sβ ⊆
⋃
||β′||≥||β||
Sβ′ .
Moreover, the open stratum, indexed by 0, coincides with the semistable locus (when non-empty), namely
S0 = X
ss.
The semistable locus admits a GIT-quotient X//G which is a good quotient for the action of G on Xss.
In order to obtain a geometric quotient using GIT, we must restrict to the stable locus Xs ⊆ Xss. If
Xs = Xss then X//G = Xs/G is therefore not just a good quotient but also a geometric quotient for the
action of G on Xss. If Xs 6= Xss, then GIT does not provide geometric quotients for the remaining strictly
semistable points; it is at this point that the need for Non-Reductive GIT arises. This is because, as we
will now describe, the problem of constructing geometric quotients for strictly semistable points reduces to
that of constructing a geometric quotient for an open subset of a GIT-unstable stratum. The latter problem
represents one of the key applications of Non-Reductive GIT.
7Here the closure is taken with respect to the Euclidean topology for the vector space t∨ ⊗Z R.
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1.2.2 Non-Reductive GIT for the semistable locus
The problem of constructing geometric quotients for points in the strictly semistable locus in the above
setting reduces to the following: given the linearised action of a reductive group G on a projective variety X
for which the stable locus is empty, but the semistable locus is not, can a geometric quotient be constructed
for (an open subset of) points in Xss?
The Projective completion algorithm described in Section 1.1 above provides such a construction, one
which in general requires Non-Reductive GIT. Indeed, according to the algorithm, we must first apply
Kirwan’s partial desingularisation construction8 [32], but sinceXs = ∅ the construction can result in a variety
X˜ with a linearised action of G for which X˜ss = ∅. Thus if we consider the GIT-instability stratification
for the action of G on X˜ , then there is an unstable stratum S˜β of X˜ with β 6= 0 which is open in X˜. By
the Projective completion algorithm, the problem of constructing a non-empty open subset of X admitting
a geometric G-quotient becomes that of constructing a non-empty open subset of S˜β admitting a geometric
G-quotient. Constructing a geometric quotient for a non-empty open subset of a GIT-unstable stratum
reduces to a problem in Non-Reductive GIT, as described in the following section.
1.2.3 Non-Reductive GIT for the GIT-unstable strata
We start by describing in more detail the structure of the unstable strata Sβ for β 6= 0. Each β 6= 0 has
an associated one-parameter subgroup λβ : Gm → T determined by the property that the derivative of its
restriction to S1, considered as a map R → t, sends 1 to qβ where q ∈ Q is the smallest positive rational
number such that qβ has integer entries. We can therefore define for each β 6= 0 the following parabolic
subgroup of G:
Pβ =
{
g ∈ G
∣∣∣ lim
t→0
λβ(t)gλβ(t
−1) ∈ G
}
.
By [30, Thm 13.5], for each β 6= 0 we have that
Sβ ∼= G×Pβ Y
ss
β . (5)
A consequence of the above isomorphism is that taking a quotient of an open subset of Sβ by G is equivalent
to taking a quotient of Y ssβ by Pβ . Note that the linearised action of G on Sβ induces a linearised action of
Pβ on Y
ss
β . The key difference is that, as a parabolic subgroup of G, Pβ is non-reductive in general, while G
is reductive by assumption.
The parabolic subgroup Pβ satisfies the property that it has an internally graded unipotent radical Uβ .
Indeed, the one-parameter subgroup λβ : Gm → T is central in Lβ, where Lβ is a Levi subgroup of Pβ so
that Pβ = Uβ ⋊ Lβ, and moreover acts on LieUβ with positive weights (see [27, Lem 4.2.0.2]). Thus by
considering the linearised action of Pβ on the closure Yβ of Y
ss
β in X , we are in a setting where the results
from Non-Reductive GIT described in Section 1.1 can be applied.
We now show how the linearised action of Pβ on Yβ fits into the general framework of Non-Reductive
GIT introduced in [5, 6], and summarised in Section 1.1.
To obtain the linearised action of Pβ = Uβ ⋊ Lβ on a projective variety instead of a quasi-projective
variety, we consider the linearised action of Pβ on the closure Y ssβ of Y
ss
β in X . This provides a setting in
which the results from Section 1.1.1 apply, as described in [27, §4.2]. That is, we take X = Y ssβ and H = Pβ
(so that U = Uβ , R = Lβ , λ = λβ and Û = Uβ ⋊ λβ(Gm)). The varieties Zmin and X0min are then given by
(see [27, Prop 4.2.0.2])
Zmin = Zβ and X
0
min = Yβ .
If the condition (ss=s(U)) is satisfied for the action of U on X , then the Û -theorem produces Xs,Ûmin+ =
Yβ \ UβZβ as the Û -stable locus, which admits a projective geometric Û -quotient
(Yβ \ UβZβ)/Û = X//Û.
8The partial desingularisation construction of [32] consists in performing a sequence of G-equivariant blow-ups of X along
loci with maximal dimension reductive stabiliser groups. When Xs 6= ∅, the resulting variety X˜ has a linearised G-action
satisfying X˜ss = X˜s, so that X˜//G = X˜s/G represents a partial desingularisation of the GIT quotient X//G.
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Since the condition (ss=s(U)) is satisfied, there are open subsetsX
(s)s,H
min+ such that X
ss,H
min+ has a good quotient
X//H , containing as an open subvariety the orbit space Xs,Hmin+/H .
If we make the further assumptions that Xss,Hmin+ = X
s,H
min+, that semistability coincides with stability for
the action of Lβ/λβ on Zβ, and that Z
s
β 6= ∅, then by [7, Lem 4.6] we have that
Y ssβ \ UZ
ss
β ⊆ X
ss,H
min+
and
(Y ssβ \ UZ
ss
β )/Pβ = X//H.
Without these assumptions, we only have an inclusion
p−1(Zsβ) \ UβZ
s
β ⊆ X
s,H
min+.
The theory introduced in Sections 1.1 and 1.2 above will be key to the construction of refined Θ-
stratifications of the stack of Higgs bundles. Constructing such stratifications using Non-Reductive GIT
requires first stratifying the stack based on discrete geometric invariants; we do so in Section 2 below.
1.3 Classification problems and refined Θ-stratifications
Algebraic stacks, introduced in the 70s, are now widely regarded as the correct formulation of classification
problems in algebraic geometry. That is, a classification problem in algebraic geometry can be encoded in
a moduli functor from the category of schemes to the category of groupoids, which in most cases satisfies
the conditions needed to be an algebraic stack. This algebraic stack captures all of the features of the
classification problem it encodes, and thus of the objects themselves. Somewhat tautologically, the algebraic
stack can therefore be viewed as the solution to the classification problem. One can then turn to studying
the geometry of the stack in order to better understand the objects it classifies.
Nevertheless, in most cases this is a difficult task: algebraic stacks can be non-separated and non-quasi-
compact, and in particular cannot in general be approximated by algebraic varieties. For this reason, it
is proposed in [21] that a solution to a classification problem should be more than just an algebraic stack,
rather it should be an algebraic stack equipped with a so-called Θ-stratification.
Θ-stratifications. The idea of a Θ-stratification is modelled on the Harder-Narasimhan statification of
the stack X of vector bundles of rank r and degree d on a smooth Riemann surface (which is neither
quasi-compact nor separated). That is, a Θ-stratification of an algebraic stack similarly encodes intrinsic
and structured notions of filtrations, semistability and instability. The definition below is as per [21, Defs
2.1, 2.2].
Definition 1.5 (Θ-stratum and Θ-stratifications). Let X be an algebraic stack9. Let Θ denote the quotient
stack [Spec k[t]/Gm] where Gm acts on t with weight −1. Let Filt(X ) denote the mapping stack Map(Θ,X )
(see [21, §1.1])10 and ev : Θ ×Map(Θ,X ) → X the universal evaluation 1-morphism. The restriction of
ev to the open (respectively closed) substack
[
A1 \ {0}/Gm
]
⊆ Θ (respectively [{0}/Gm]) is denoted ev1
(respectively ev0). A Θ-stratum in X is a union of connected components S ⊆ Filt(X ) such that the
restriction ev1 : S → X is a closed immersion. A Θ-stratification of X consists of:
1) a totally ordered set Γ (we assume there is a minimal element 0 ∈ Γ) and a collection of open substacks
X≤c for each c ∈ Γ such that X≤c ⊆ X≤c′ for each c < c′ and X =
⋃
c X≤c, and
2) a Θ-stratum Sc in each X≤c such that
X≤c \ ev1(Sc) = X<c :=
⋃
c′<c
X≤c′
9Following [21] we fix a base algebraic stack B (taken to be locally Noetherian and admitting an atlas of the form
⊔
SpecRi
where Ri is a G-ring), and assume from here on that our algebraic stacks are locally of finite type over B and have quasi-affine
diagonal. We also fix an algebraically closed field k of characteristic 0.
10If X is a moduli stack parametrising certain geometric objects (so that for any scheme T the groupoid X (T ) is the groupoid
of families parametrised by T ), then given a scheme T the groupoid Map(Θ,X )(T ) should be thought of as the groupoid of
Gm-equivariant families over A1 × T (see the discussion preceding [21, Prop 1.2]).
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and such that for every point x ∈ |X |, the set {c ∈ Γ | x ∈ |X≤c|} has a minimal element.
The open substack X≤0 is called the semistable locus and denoted X
ss. Its complement in X is called
the unstable locus and denoted X us. Note that X ss may be empty.
In the case of a GIT-instability stratification, the semistable stratum admits a good quotient in the
form of the GIT quotient. The notion of a good quotient has been abstracted and generalised to stacks,
through the notion of a good moduli space which characterises morphisms from stacks arising from quotients
by linearly reductive groups to GIT quotients [1]. Given a Θ-stratification, a natural question therefore
is whether the open stratum admits a good moduli space. This question has been answered in [2], which
provides necessary and sufficient conditions for a stack to admit a good moduli space.
As for the unstable Θ-strata, it follows from the definition of Θ-stratifications that each Θ-stratum
Sc has a so-called centre Z
ss
c which it deformation retracts onto (see [21, Lem 1.24, Def 2.1]). This
deformation retraction is analogous to the deformation of a vector bundle to its associated graded. While
the question of existence of good moduli spaces can be asked about these centres (in the case of vector
bundles these correspond to products of moduli stacks of semistable vector bundles of lower rank), the
theory of Θ-reductivity and Θ-stratifications does not address the problem of obtaining moduli spaces for
their complements in the Θ-strata. This is analogous to the situation for classical GIT, which cannot be
used to construct quotients for the GIT unstable strata.
Nevertheless, as we have seen in Section 1.2.3, Non-Reductive GIT can be used instead to construct such
quotients, and in particular to refine GIT-instability stratifications in an algorithmic way so that each stratum
admits a quasi-projective geometric quotient with an explicit projective completion. Our aim in Section 1.3
below is therefore to generalise non-reductive GIT stratifications to stacks, just as Θ-stratifications can be
viewed as a stack-theoretic generalisation of GIT-instability stratifications.
Refined Θ-stratifications. Our proposed generalisation to stacks of non-reductive GIT stratifications is
the notion of a refined Θ-stratification, which we believe should play a role in what it means to solve a
classification problem. That is, we suggest that a solution to a classification problem should consist not
just of an algebraic stack equipped with a Θ-stratification, but also of an appropriate refinement of the
Θ-stratification.
Definition 1.6 (Refined Θ-stratification). Let X be an algebraic stack. A refined Θ-stratification of X
consists of:
1) a partially ordered countable set ∆ (we assume there is a minimal element 0 ∈ ∆) and a decomposition
of X into disjoint substacks
X =
⊔
d∈∆
Xd
such that for each d ∈ ∆, Xd is open in its closure Xδ and
Xd ⊆
⋃
d′≥d
Xd′ ;
2) a Θ-stratification of X of which X =
⊔
d∈∆ Xd is a refinement;
3) for each d ∈ ∆, a quasi-projective varietyMd with a projective completion Md such that Xd has Md
as a coarse moduli space, or is a gerbe over a tame stack with coarse moduli space Md.
Given a Θ-stratification which it refines, the refined Θ-stratification is said to be a Θ-refinement of it.
The substacks Xd are called refined Θ-strata.
Note that if G is a reductive group acting linearly on a projective variety X , then the associated non-
reductive GIT G-stratification given by Theorem 1.3 induces a refined Θ-stratification on the stack [X/G]; a
Θ-stratification which it refines is that induced by the GIT-instability stratification associated to the action
of G on X (by Theorem 1.3 (iv)).
If H is a linear algebraic group with internally graded unipotent radical acting linearly on a projective
variety X , then the associated non-reductive GIT H-stratification given by Theorem 1.3 also induces a
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refined Θ-stratification of the stack [X/H ]. Whilst a priori there is no GIT-instability stratification if H is
not reductive, a Θ-stratification which it refines is that induced by the Bialynicki-Birula stratification of X
associated to the action of the grading one-parameter subgroup λ : Gm → Z(R) (see Theorem 1.3 (iii)).
In this way, Θ-stratifications can be viewed as a stack-theoretic formulation of non-reductive GIT strat-
ifications, just as Θ-stratifications can be viewed as a stack-theoretic formulation of GIT-instability stratifi-
cations.
2 Stratifications on the stack of Higgs bundles
In this section we fix a compact Riemann surface Σ and a line bundle L → Σ satisfying h0(Σ, L) > 0. The
aim of this section is to study two natural stratifications on the stack of Higgs bundles which will be refined
to produce refined Θ-stratifications of the stack of Higgs bundles. The stratifications are defined in Section
2.1, and we compare the two in Section 2.2, providing explicit examples in low rank. In Section 2.3 we justify
the need to further refine both stratifications in order to obtain refined Θ-stratifications.
2.1 Higgs Harder-Narasimhan and Harder-Narasimhan stratifications
In this section we define the Higgs Harder-Narasimhan and the Harder-Narasimhan stratifications of the
stack of Higgs bundles, as well as the Higgs refinement of the Harder-Narasimhan stratification which is
needed to obtain a Θ-stratification.
2.1.1 Higgs Harder-Narasimhan stratification
Definition 2.1. The Higgs Harder-Narasimhan filtration of a Higgs bundle (E, φ) is the unique filtration
0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E satisfying the following conditions:
(i) Eγ is a φ-invariant subbundle of E for each γ = 1, . . . , s;
(ii) (Eγ/Eγ−1, φγ) is semistable for each γ, where φγ is the map E
γ/Eγ−1 → Eγ/Eγ−1⊗L induced by φ;
(iii) µ(E1) > µ(E2/E1) > · · · > µ(Es/Es−1).
TheHiggs Harder-Narasimhan graded of (E, φ) is the Higgs bundle gr(E, φ) := (E1, φ1)⊕· · ·⊕(Es/Es−1, φs),
and the vector
µ =
(
d1
r1
, . . . ,
d1
r1
,
d2
r2
, . . . ,
ds
rs
)
where dγ = deg(E
γ/Eγ−1), rγ = rk(E
γ/Eγ−1) and each entry dγ/rγ appears rγ times is the Higgs Harder-
Narasimhan type of (E, φ). The Higgs Harder-Narasimhan type (d/r, . . . , d/r) associated to a semistable
Higgs bundles is denoted by µ0. Given a Higgs Harder-Narasimhan type µ, let H
µ
r,d(Σ, L) ⊆ Hr,d(Σ, L)
denote the substack of Higgs bundles with Higgs Harder-Narasimhan type µ. The Higgs Harder-Narasimhan
stratification of Hr,d(Σ, L) is given by
Hr,d(Σ, L) = H
ss
r,d(Σ, L) ⊔
⊔
µ6=µ0
H
µ
r,d(Σ, L). (6)
Remark 2.2. As with Harder-Narasimhan types, a Higgs Harder-Narasimhan type µ has an associated
convex polygon Pµ in the plane, determined by connecting the vertices (r1, d1), . . . , (rs, ds). This provides
a partial ordering on the set of Higgs Harder-Narasimhan types, namely µ ≥ µ′ if Pµ lies above Pµ′ . The
Higgs Harder-Narasimhan stratification is a stratification with respect to this partial ordering, in the sense
of [4]. That is, the following properties are satisfied (see [45, §2.1]):
(i) each stratum H µr,d(Σ, L) satisfies
H
µ
r,d(Σ, L) ⊆
⊔
µ′≥µ
H
µ′
r,d(Σ, L); (7)
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so that it is closed in
H
≤µ
r,d (Σ, L) :=
⊔
µ′≤µ
H
µ′
r,d(Σ, L)
which is itself open in Hr,d(Σ, L);
(ii) the set of Higgs Harder-Narasimhan types µ′ (with a fixed rank and degree) satisfying µ′ ≤ µ is finite,
so that each stratum H µr,d(Σ, L) admits an open neighbourhood
H
µ
r,d(Σ, L) ⊆ H
≤µ
r,d (Σ, L)
which is a finite union.
Remark 2.3. Just as the Harder-Narasimhan stratification is a Θ-stratification of the stack of vector
bundles (and is in fact an inspiration behind the definition of Θ-stratifications), the Higgs Harder-Narasimhan
stratification of the stack of Higgs bundles is also a Θ-stratification, as noted in [21, §1.0.6].
2.1.2 Harder-Narasimhan stratification.
Definition 2.4. Let Vr,d(Σ) denote the stack of rank r and degree d vector bundles on Σ, and let
F : Hr,d(Σ, L)→ Vr,d(Σ)
denote the forgetful map sending a Higgs bundle to its underlying vector bundle. Consider the stratification
of Vr,d(Σ) based on Harder-Narasimhan type,
Vr,d(Σ) = V
ss
r,d(Σ) ⊔
⊔
τ 6=τ0
V
τ
r,d(Σ),
where V ssr,d(Σ) denotes the substack of semistable vector bundles, V
τ
r,d(Σ) the substack of unstable vector
bundles of Harder-Narasimhan type τ and τ0 the Harder-Narasimhan type associated to a semistable vector
bundle. For each τ , let
H
r,d
τ (Σ, L) := F
−1(V τr,d(Σ)) and H
r,d
ss (Σ, L) = H
r,d
τ0 (Σ, L).
The Harder-Narasimhan stratification of Hr,d(Σ, L) is given by
Hr,d(Σ, L) = H
r,d
ss (Σ, L) ⊔
⊔
τ 6=τ0
H
r,d
τ (Σ, L). (8)
Remark 2.5. As with the Higgs Harder-Narasimhan stratification, the Harder-Narasimhan stratification is
a stratification in the sense of [4] due to the upper semi-continuity of the Harder-Narasimhan type, proved
in [42, Thm 3, Prop 10].
Remark 2.6. Note that when L is the canonical line bundle T ∗Σ on Σ (which corresponds to the classical
notion of a Higgs bundle), then we have that (see [36, §0]):
Hr,d(Σ, L) ∼= T
∗
Vr,d(Σ),
so that for each Harder-Narasimhan type τ ,
F−1(V τr,d(Σ))
∼= T ∗V τr,d(Σ).
To see the equivalence, note that given a family ES ∈ Vr,d(Σ)(S) of vector bundles parametrised by S, then
the fibre over the forgetful map of stacks F : Hr,d(Σ, L)→ Vr,d(Σ) can be identified with Hom(ES , ES⊗π∗L)
where π : Σ × S → Σ denotes the canonical projection map. Since L = T ∗Σ, by Serre duality we have the
identification
Hom(ES , ES ⊗ π
∗L) ∼= Ext(ES , ES)
∨,
which is exactly the fibre over the projection map T ∗Vr,d(Σ)→ Vr,d(Σ) (see [9, Cor 10.57]).
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2.1.3 Higgs refinement of the Harder-Narasimhan stratification
Our aim in Sections 3 and 4 is to refine the Higgs Harder-Narasimhan and Harder-Narasimhan stratifica-
tions to obtain refined Θ-stratifications, as introduced in Section 1.3. As its name suggests, in order for a
stratification to be a refined Θ-stratification, it must in particular be the refinement of a Θ-stratification.
While the Higgs Harder-Narasimhan stratification is a Θ-stratification of the stack of of Higgs bundles by
Remark 2.3, the Harder-Narasimhan stratification must be refined to obtain a Θ-stratification. The aim of
this section is to construct this refinement, by defining a so-called Higgs stratification of the stack of Higgs
bundles which refines the Harder-Narasimhan stratification.
Let (E, φ) be a Higgs bundle with underlying bundle E of Harder-Narasimhan type τ = (d1/r1, . . . , ds/rs).
Let 0 = E0 ⊆ E1 ⊆ · · ·Es = E denote its Harder-Narasimhan filtration and E1 ⊕ · · · ⊕ Es its associated
graded. Given i ∈ {1, . . . , s}, define the quotient map πi : E → E/Ei. By tensoring with idL : L → L, we
obtain a map E ⊗L→ E/Ei ⊗L which we also denote by πi for simplicity. Given i, j ∈ {1, . . . , s}, consider
the map πj−1 ◦ φ|Ei : E
i → E/Ej−1 ⊗ L. Then if πj−1 ◦ φ|Ei restricts to the zero map on E
i−1 ⊆ Ei, the
map descends to a map Ei/Ei−1 → Ej/Ej−1⊗L. If moreover we have that πj ◦φ|Ei : E
i → E/Ej⊗L is the
zero map, then the image of πj−1 ◦ φ|Ei is contained in E
j/Ej−1 ⊗ L. Hence under these two assumptions,
we obtain a well-defined map Ei/Ei−1 → Ej/Ej−1 ⊗ L, denoted φij which makes the following diagram
commute:
Ei E ⊗ L E/Ej−1 ⊗ L
Ei/Ei−1 ∼= Ei Ej/Ej−1 ⊗ L ∼= Ej ⊗ L.
φ|
Ei
pii
pij−1
⊇
φij
Note that φ1s is automatically well-defined since πs−1 ◦ φ|E1 : E
1 → E/Es−1 ⊗ L descends to a map
E1 → Es ⊗ L as E
0 = 0 and E = Es. Given i, j ∈ {1, . . . , s}, we now show that if φi−1j and φij+1 are
well-defined and equal to 0, then φij is also well-defined. Since φi−1j = 0, it follows that πj−1 ◦ φ|Ei is zero
on Ei−1 ⊆ Ei and so πj−1 ◦ φ|Ei descends to a map E
i/Ei−1 → E/Ej−1 ⊗ L. To see that the image is
contained in Ej/Ej−1 ⊗L, we use the fact that φij+1 = 0. Indeed this implies that πj ◦ φ|Ei = 0 and hence
Imφ|E1 ⊆ E
j⊗L. Thus Imπj−1◦φ|E1 ⊆ E
j/Ej−1⊗L and thus the map descends to a map φij : Ei → Ej⊗L
as desired.
We can define a refinement of the Harder-Narasimhan stratification as follows. Given a Harder-Narasimhan
type τ = (d1/r1, . . . , ds/rs) and i, j ∈ {1, . . . , s}, we define the substack
H
r,d
τ,ij(Σ, L) ⊆ H
r,d
τ (Σ, L)
to be the substack of Higgs bundles (E, φ) such that
• φi′j′ is equal to 0 if either i
′ < i and j′ ≥ j or i′ ≤ i and j′ > j;
• φij 6= 0.
Remark 2.7. Since φ1s is well-defined, the condition that φ1s 6= 0 is valid. From there, by ascending
induction on i and descending induction on j we can see that the above two conditions are valid.
Remark 2.8. There is an ordering on the pairs (i, j) given by (i, j) ≤ (i′, j′) if dj/rj−di/ri ≤ dj′/rj′−di′/ri′ .
If [(E, φ)] ∈ H r,dτ,ij(Σ, L) for some (i, j) satisfying i < j, then (E, φ) cannot have the same Higgs Harder-
Narasimhan filtration as the Harder-Narasimhan filtration of E. Indeed, if φij : Ei → Ej ⊗L is well-defined
and not equal to 0, it follows that φ(Ei) * Ei ⊗ L, and thus Ei is not a φ-invariant subbundle.
If this is not the case, namely if (E, φ) with E of Harder-Narasimhan type τ does not lie in H r,dτ,ij(Σ, L) for
any pair (i, j) satisfying i < j, then φij is well-defined and equal to 0 for every i < j. This implies that φ(Ei) ⊆
Ei⊗L for every i, and thus φ preserves the Harder-Narasimhan filtration of E. By Remark 2.13, we know that
the Higgs Harder-Narasimhan and Harder-Narasimhan filtrations of a Higgs bundle coincide if and only if its
Higgs Harder-Narasimhan and Harder-Narasimhan types are equal. Therefore the substack of H r,dτ (Σ, L)
consisting of Higgs bundles (E, φ) for which the Higgs Harder-Narasimhan and Harder-Narasimhan filtrations
coincide corresponds to the substack H r,dτ (Σ, L) ∩H
τ
r,d(Σ, L).
14
Definition 2.9. Let τ 6= τ0 denote a Harder-Narasimhan type. The Higgs stratification of the Harder-
Narasimhan stratum H τr,d(Σ, L) is given by
Hr,d(Σ, L) =
⊔
1≤i<j≤s
H
r,d
τ,ij(Σ, L) ⊔
(
H
r,d
τ (Σ, L) ∩H
τ
r,d(Σ, L)
)
. (9)
The Higgs stratification of H r,dss (Σ, L) is the trivial one. The induced stratification of Hr,d(Σ, L) is the Higgs
stratification of Hr,d(Σ, L).
Remark 2.10. By construction, the Higgs stratification of Hr,d(Σ, L) is a refinement of the Harder-
Narasimhan stratification.
Remark 2.11. The fact that the Higgs stratification of Hr,d(Σ, L) is a Θ-stratification will follow from
Proposition 4.5 in Section 4, where it is shown that the Higgs refinement of a given Harder-Narasimhan
stratum (identified with a quotient stack) coincides with a Bialynicki-Birula stratification of this quotient
stack (see Proposition 4.5).
2.2 Comparison of the stratifications and filtrations
In this section we compare the Higgs Harder-Narasimhan and the Harder-Narasimhan stratifications and
filtrations. Although both stratifications are infinite, a Higgs Harder-Narasimhan stratum intersects only a
finite number of Harder-Narasimhan strata, and vice-versa, as per Proposition 2.12 below. We also compare
the Higgs Harder-Narasimhan and Harder-Narasimhan filtrations for Higgs bundles of low rank (r = 2 and
r = 3) on the one hand, and for Higgs bundles such that the twisting line bundle L satisfies degL = 0 on
the other.
Note that we will use repeatedly in this section the result that if E → F is a non-zero homomorphism of
semistable vector bundles, then µ(E) ≤ µ(F ).
2.2.1 Intersection of the Higgs Harder-Narasimhan and Harder-Narasimhan strata
Proposition 2.12. Let µ be a Higgs Harder-Narasimhan type and τ a Harder-Narsimhan type. Then:
(i) the set Tµ of all possible Harder-Narasimhan types τ for the underlying bundle of a Higgs bundle of
type µ is finite;
(ii) the set Uτ of all possible Higgs Harder-Narasimhan types µ for Higgs bundles with an underlying
bundle of type τ is finite.
Proof. Part (i) is proved in the special case where µ = µ0 in [40, Prop. 3.2]. In the proof, it is shown that
if (E, φ) is a semistable Higgs bundle, and 0 = E′0 ⊂ E
′
1 ⊂ · · · ⊂ E
′
t = E denotes the Harder-Narasimhan
filtration of E, then
µ(E′i/E
′
i−1) ≤ µ(E) +
(r − 1)2
r
degL (10)
for every i = 1, . . . , t′. Thus we have in particular that µ(E′1) is bounded above. The decreasing condition
on the slopes of a Harder-Narasimhan type ensures that bounding the slope of the maximally destabilising
subbundle bounds the number of allowable types. Thus there are only a finite number of possible Harder-
Narasimhan types (with a fixed rank and degree) for the underlying bundle of a semistable Higgs bundle.
The proof generalises to arbitrary µ as follows.
Let (E, φ) have Higgs Harder Narasimhan type µ = (d1/r1, . . . , ds/rs). Let 0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E
denote its Higgs Harder-Narasimhan filtration, and let 0 = E′0 ⊂ E
′
1 ⊂ · · · ⊂ E
′
t = E denote the Harder-
Narasimhan filtration of the underlying vector bundle E. It suffices to find an upper bound for the slope of
E′1, depending only on µ. While each quotient (Eγ/Eγ−1, φγ) is semistable as a Higgs bundle, its underlying
bundle may have a non-trivial Harder-Narasimhan filtration 0 = E′γ0 ⊂ E
′
γ1 ⊂ · · · ⊆ E
′
γsγ = Eγ/Eγ−1.
Let Eγj denote the preimage of E
′
γj under the quotient map Eγ → Eγ/Eγ−1. Note that E
′
γj = Eγj/Eγ−1
and that Eγ = Eγ+1,0 = Eγsγ . The Higgs Harder-Narasimhan filtration of E can be refined to include
all of the subbundles Eγj : 0 = E0 ⊂ E01 ⊂ · · · ⊂ E0s0 ⊂ E10 ⊂ E11 ⊂ · · · ⊂ Esss = E. Although
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the slopes of these subbundles may no longer satisfy the decreasing condition, each successive quotient
Eγj/Eγj−1 ∼= (Eγj/Eγ−1) / (Eγj−1/Eγ−1) = E′γj/E
′
γj−1 is semistable.
Suppose that E′1 ⊆ Ekl but E
′
1 * Ekl−1. Then the restriction of φ : E → E⊗L to E
′
1 induces a non-zero
map E′1 → Ekl/Ekl−1 ⊗ L. Since both E
′
1 and Ekl/Ekl−1 ⊗ L are semistable vector bundles, it follows that
µ(E′1) ≤ µ (Ekl/Ekl−1 ⊗ L) = µ (Ekl/Ekl−1)+degL. By applying (10) in this setting, we have the inequality
µ
(
E′kl/E
′
kl−1
)
≤ µ (Ek/Ek−1) +
(rk − 1)2
rk
degL.
Since Ekl/Ekl−1 ∼= E′kl/E
′
kl−1, the same inequality holds for Ekl/Ekl−1. Thus we have:
µ(E′1) ≤ µ (Ekl/Ekl−1) + degL ≤
dk
rk
+
(
(rk − 1)2
rk
+ 1
)
degL.
And since rs is maximal among all of the rγ and d1/r1 is maximal among all of the dγ/rγ for γ = 1, . . . , s,
we have:
µ(E′1) ≤
d1
r1
+
(
(rs − 1)2
rs
+ 1
)
degL.
The term on the right only depends on µ, and thus can be considered a fixed bound.
To prove (ii), it suffices to observe that if a Higgs bundle has an underlying bundle of Harder-Narasimhan
type τ = (d′1/r
′
1, . . . , d
′
1/r
′
1, d
′
2/r
′
2, . . . , d
′
t/r
′
t), then its Higgs Harder-Narasimhan type µ = (d1/r1, . . . , ds/rs)
satisfies d1/r1 ≤ d′1/r
′
1. There are only finitely many such Higgs Harder-Narasimhan types µ for a fixed
τ .
Remark 2.13. Note that the Higgs Harder-Narasimhan type of a Higgs bundle (E, φ) and the Harder-
Narasimhan type of its underlying bundle E coincide if and only if the corresponding filtrations coincide.
Indeed, if both types coincide, then the successive quotients associated to both filtrations have the same
rank. It follows from the uniqueness of maximally destabilising subbundles that the filtrations coincide.
We now compare the Higgs Harder-Narasimhan and Harder-Narasimhan filtrations in low rank (namely
rank 2 (Proposition 2.14) and rank 3 (Proposition 2.16) and when degL = 0 (Proposition 2.17).
2.2.2 The low rank case
Proposition 2.14 (When r = 2). Let τ = (d′1, d
′
2) be a Higgs Harder-Narasimhan type. Let (E, φ) be
a Higgs bundle with underlying bundle of Harder-Narasimhan type τ and let 0 = E0
′
⊆ E1
′
⊆ E2
′
= E
denote its Harder-Narasimhan filtration. Let µ denote the Higgs Harder-Narasimhan type of (E, φ) and
0 = E0 ⊆ E1 ⊆ E2 = E its Higgs Harder-Narasimhan filtration (note that E1 = E2 if and only if µ = µ0).
Then we have:
(i) either µ = µ0 or µ = τ (so that Uτ = {µ0, τ}) and if µ = τ , then both filtrations coincide;
(ii) if d′1 > (d+ degL)/2 then µ = τ is the only possibility.
Figure 1 illustrates the above Proposition 2.14, with Figure 1a depicting Proposition 2.14 (i) and Figure
1b depicting Proposition 2.14 (ii).
Proof. Assuming (i), (ii) follows from (10) in the proof of Proposition 2.12, so it suffices to prove (i). To
do so, we will show that if (E, φ) is unstable, so that µ 6= µ0, then its Higgs Harder-Narasimhan filtration
coincides with its Harder-Narasimhan filtration (and in particular µ = τ).
Note first that since (E, φ) is unstable, E is also unstable and so E1
′
is a line bundle. We must have that
d1 ≤ d1
′ since otherwise E1 would be a destabilising subbundle of E of larger degree than E1
′
, contradicting
the Harder-Narasimhan type of E.
The composition of the inclusion of E1
′
into E with the quotient map E → E/E1 produces a map
E1
′
→ E/E1. Since both E1
′
and E1 are line bundles, they are stable. If the map is non-zero, then we
must have that d′1 ≤ d2, which cannot happen since d2 < d1 ≤ d
′
1. Thus the map is zero and so E
1′ ⊆ E1.
Therefore both line bundles coincide. It follows that the two filtrations coincide, and in particular that
µ = τ .
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(a) When τ = (d′1, d
′
2) satisfies the condition that
h0(E1
′∨
⊗ E2 ⊗ L) 6= 0.
1 2 3 4
1
2
3
4
5
E
E1
′
= E1
rank
degree
(b) When τ = (d′1, d
′
2) satisfies the condition that
d′1 > (d+ degL)/2.
Figure 1: Possible Higgs Harder-Narasimhan filtrations 0 = E0 ⊆ E1 ⊆ E2 = E for a Higgs bundle (E, φ) of
rank 2 with E having Harder-Narasimhan filtration 0 = E0
′
⊆ E1
′
⊆ E2
′
= E and Harder-Narasimhan type
τ . The black polygon denotes the Harder-Narasimhan type τ of E, the grey polygons denote the possible
Higgs Harder-Narasimhan types µ 6= τ .
Corollary 2.15. If µ 6= µ0, then
H
µ
2,d(Σ, L) ∩H
2,d
τ (Σ, L) =
{
∅ if µ 6= τ
H
µ
r,d(Σ, L) if µ = τ .
If µ = µ0, then H
µ
2,d(Σ, L) ∩H
2,d
τ (Σ, L) is empty if d
′
1 > (d+ degL)/2.
Proposition 2.16 (When r = 3). Let τ = (τ1, τ2, τ3) denote a Harder-Narasimhan type and let µ denote the
Higgs Harder-Narasimhan type of a Higgs bundle (E, φ) with underlying bundle E of Harder-Narasimhan
type τ . Let 0 = E0
′
⊆ E1
′
⊆ E2
′
⊆ E denote the Harder-Narasimhan filtration of the underlying bundle E
and let 0 = E0 ⊆ E1 ⊆ E2 ⊆ E denote the Higgs Harder-Narasimhan filtration of (E, φ).
(i) Suppose that τ has type11 (1, 1, 1) (so that 0 ( E1 ( E2 ( E3 = E). Then we have:
(a) if µ has type (1, 1, 1), then the filtrations coincide, so that µ = τ ;
(b) if µ has type (2, 1) (so that E1 has rank 2 and E2 = E), then E1 ⊇ E1
′
;
(c) if µ has type (1, 2) (so that E1 is a line bundle and E2 = E), then E1 ⊆ E2
′
.
(ii) Suppose that τ has type (2, 1) (so that E1
′
has rank 2 and E2
′
= E). Then we have:
(a) µ cannot have type (1, 1, 1);
(b) if µ has type (2, 1) (so that E1 has rank 2 and E2 = E), then the filtrations coincide, so that
µ = τ ;
(c) if µ has type (1, 2) (so that E1 is a line bundle and E2 = E), then E1 ⊆ E1
′
.
(iii) Suppose that τ has type (1, 2) (so that E1
′
is a line bundle and E2
′
= E). Then we have:
11The type of a Harder-Narasimhan or Higgs Harder-Narasimhan type (d1/r1, . . . , d1/r1, d2/r2, . . . , ds/rs) with each entry
di/ri repeated ri times is given by (r1, r2, . . . , rs).
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(a) µ cannot have type (1, 1, 1) or type (2, 1);
(b) if µ has type (1, 2) (so that E1 is a line bundle and E2 = E), then the filtrations coincide, so that
µ = τ .
Figure 2 illustrates the above Proposition 2.16.
1 2 3
1
2
3
4
E
E1
′
= E1
E2
′
= E2
E1
E1
rank
degree
(a) When τ has type (1, 1, 1).
1 2 3
1
2
3
4
E
E1
′
= E1
E1
rank
degree
(b) When τ has type (2, 1).
1 2 3
1
2
3
4
E
E1
′
= E1
rank
degree
(c) When τ has type (1, 2).
Figure 2: Possible Higgs Harder-Narasimhan filtrations 0 = E0 ⊆ E1 ⊆ E2 ⊆ E3 = E and types µ for a
Higgs bundle (E, φ) of rank 3 with underlying bundle E having Harder-Narasimhan filtration 0 = E0
′
⊆
E1
′
⊆ E2
′
⊆ E3
′
= E and Harder-Narasimhan type τ . The black polygon denotes the Harder-Narasimhan
type τ of E, the grey polygons denote the possible Higgs Harder-Narasimhan types µ 6= τ . Dotted arrows
denote inclusions of bundles.
Proof. We will prove (i) (a); the other parts are all proved in a very similar way. To this end, suppose
that τ = (d′1, d
′
2, d
′
3) is of type (1, 1, 1). Suppose that µ = (d1, d2, d3) has type (1, 1, 1), and assume that
d1 6= d′1. Then d1 < d
′
1. The composition of the inclusion E
1 ⊆ E with the quotient map E → E/E2
′
produces a map E1 → E/E2
′
of stable vector bundles. If the map is non-zero, then we must have that
µ(E1) = d1 ≤ µ(E/E2
′
) = d′3, which is impossible since d1 > d/3 yet d
′
3 < d/3 (since d
′
1 + d
′
2 + d
′
3 = d,
d′1 > d/3 and d
′
1 > d
′
2 > d
′
3). Thus the map is zero and so E
1 ⊆ E2
′
. It follows that the composition
E2 →֒ E → E/E2
′
is zero on E1 and thus descends to a morphism of stable bundles E2/E1 → E/E2
′
. If
this map is non-zero, then we must have that µ(E2/E1) = d2 ≤ µ(E/E2
′
) = d′3 < d
′
2. But then d2 < d
′
2
and d3 < d
′
3, and since d1 ≤ d
′
1, the equality d1 + d2 + d3 = d
′
1 + d
′
2 + d
′
3 cannot be satisfied. We conclude
that the map E2/E1 → E/E2
′
must be zero, and so E2 = E2
′
since both have rank 2 by assumption on
the types. We can therefore consider the composition E1
′
→֒ E2
′
= E2 → E2/E1 which forces d′1 ≤ d2
– a contradiction since d2 < d1. Therefore d1 = d
′
1 and so by the uniqueness of a maximally destabilising
subbundle of E, it follows that E1 = E1
′
. Thus the two filtrations coincide and so Proposition 2.16 (i)
holds.
2.2.3 When degL = 0
Proposition 2.17 (When degL = 0). If degL = 0, then the Higgs Harder-Narasimhan and Harder-
Narasimhan filtrations of a Higgs bundle coincide. In particular, for every Higgs Harder-Narasimhan type
µ, we have:
H
µ
r,d(Σ, L) = H
r,d
µ (Σ, L).
Proof. Suppose that (E, φ) has Higgs Harder-Narasimhan type µ, with Higgs Harder-Narasimhan filtration
0 = E0 ⊆ E1 ⊆ · · · ⊆ Es = E, and let 0 = E0
′
⊆ E1
′
⊆ · · · ⊆ Et
′
denote the Harder-Narasimhan
filtration of the underlying bundle E. Suppose that they do not coincide. Then we can choose the smallest
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j ∈ {1, . . . , s} such that Ej−1
′
= Ej−1 but Ej
′
6= Ej . It follows that Ej
′
is not φ-invariant, and we let l
denote the smallest element in {1, . . . , t} such that φ(Ej
′
) ⊆ El
′
⊗ L but φ(Ej
′
) * El−1
′
⊗ L (note that
l > j). Then φ induces a non-zero map Ej
′
→ El
′
/El−1
′
⊗ L. Since by assumption Ej−1
′
= Ej−1, we have
that φ(Ej−1
′
) ⊆ Ej−1
′
⊗ L ⊆ El−1
′
⊗ L, and so there is an induced map of stable vector bundles
Ej
′
/Ej−1
′
→ El
′
/El−1
′
⊗ L.
So we must have that µ(Ej
′
/Ej−1
′
) ≤ µ(El
′
/El−1
′
)+degL = µ(El
′
/El−1
′
) since degL = 0. But from above,
we have that l > j, and since τ is a Harder-Narasimhan type it follows that µ(Ej
′
/Ej−1
′
) > µ(El
′
/El−1
′
) –
a contradiction. We can thus conclude that both filtrations coincide.
Remark 2.18. The above result applies to Higgs bundles on an elliptic curve in the classical sense (namely
when L = T ∗Σ). Indeed, for Σ an elliptic curve, the cotangent bundle T ∗Σ is trivial and hence has degree
0. Semistable Higgs bundles on an elliptic curve are studied in detail in [14].
2.3 Towards refined Θ-stratifications
In this section we illustrate the need to refine the Higgs Harder-Narasimhan and Harder-Narasimhan strat-
ifications in order to obtain refined Θ-stratifications. Our strategy is simply to show that the Higgs Harder-
Narasimhan and Harder-Narasimhan strata cannot admit quasi-projective coarse moduli spaces, which con-
tradicts one of the requirements for a refined Θ-stratum. We show this in two ways: by considering the
deformation of a Higgs bundle to its associated graded, and by considering the C∗-action on the stack of
Higgs bundles given by scaling the Higgs field.
We treat the semistable stratum first, as it represents a familiar setting in which we can illustrate the
need for refinements in order to obtain quasi-projective coarse moduli spaces.
2.3.1 The semistable stratum
As noted in the introduction, when the rank r and degree d are coprime, semistability for Higgs bundles
coincides with stability and thus Mssr,d(Σ, L) is a quasi-projective coarse moduli space for H
ss
r,d(Σ, L). As a
result, no further stratification of H ssr,d(Σ, L) is needed to obtain coarse moduli spaces. If the rank and degree
are not coprime, then the moduli spaceMssr,d(Σ, L) no longer parametrises isomorphism classes of semistable
Higgs bundles; rather, it parametrises their S-equivalence classes. That is, any semistable Higgs bundle
(E, φ) admits a Jordan-Ho¨lder filtration 0 = E0 ⊆ E1 ⊆ · · · ⊆ Es = E of E by φ-invariant subbundles of
the same slope as E and such that each successive quotient Higgs bundle (Ei, φi) := (Ei/Ei−1, φi) is stable.
While this filtration is not canonical (unlike the Higgs Harder-Narasimhan filtration), the associated graded
Higgs bundle gr(E, φ) = (E1, φ1)⊕ · · · ⊕ (Es, φs) is unique up to isomorphism and called the Jordan-Ho¨lder
graded of (E, φ). Two semistable Higgs bundles are S-equivalent if their associated Jordan-Ho¨lder graded
Higgs bundles are isomorphic. Since any semistable Higgs bundle deforms to its Jordan-Ho¨lder graded (this
is the ‘jump phenomenon’ – see [40, Rk 4.5]), any quasi-projective coarse moduli space of semistable Higgs
bundles must identify a Higgs bundle with its Jordan-Ho¨lder graded (so that it is separated), to which it
need not be isomorphic. Thus the semistable stratum H ssr,d(Σ, L) cannot admit a quasi-projective coarse
moduli space.
Nevertheless, a quasi-projective coarse moduli space can be obtained by restricting to the substack
H sr,d(Σ, L) of stable Higgs bundles. Indeed, the stable locusM
s
r,d(Σ, L) ⊆M
ss
r,d(Σ, L) is an open subvariety
which parametrises isomorphism classes of stable Higgs bundles and thus is a quasi-projective coarse moduli
space for the stable stratum H sr,d(Σ, L). The stable stratum H
s
r,d(Σ, L) is the starting point for a refined
Θ-stratification of Hr,d(Σ, L) in the sense that it will correspond to the open refined stratum; one must
then turn to the problem of constructing coarse moduli spaces for the remaining strictly semistable Higgs
bundles.
Within the GIT setup for the classification problem for Higgs bundles considered by Nitsure [40] (and
which we will describe in detail in Section 3), this problem corresponds to the general problem of constructing
geometric quotients for strictly semistable points, given the linearised action of a reductive group on a
projective variety. As seen in Section 1.1.3, Non-Reductive GIT can be used to produce a stratification of
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the strictly semistable locus in such a way that each stratum admits a geometric quotient. Applying this
result to the case of Higgs bundles results in a stratification of H ssr,d(Σ, L)\H
s
r,d(Σ, L) such that each stratum
is a refined Θ-stratum.
The situation for the Higgs Harder-Narasimhan and Harder-Narasimhan strata is analogous to that of
the semistable stratum in the non-coprime case, in so far as quasi-projective coarse moduli spaces for the
entire strata cannot exist; they must also be further stratified in order to obtain refined Θ-strata.
2.3.2 The unstable Higgs Harder-Narasimhan strata.
We start by demonstrating why an unstable Higgs Harder-Narasimhan stratum cannot admit a quasi-
projective coarse moduli space. As in the above case of S-equivalence, given an unstable Higgs bundle
(E, φ), one can find a family of Higgs bundles parametrised by A1 such that for each non-zero t ∈ A1, the
fibre over t is isomorphic to (E, φ), while the fibre over 0 is isomorphic to gr(E, φ) (see [40, Rk 4.5]). This
jumping phenomenon implies that any coarse moduli space for a given stratum would have to identify a Higgs
bundle with its associated graded, to which it need not be isomorphic. This precludes the possibility of ob-
taining a quasi-projective (and hence separated) coarse moduli space for a whole Higgs Harder-Narasimhan
stratum.
The above argument implies that in order to construct a coarse moduli space, the stratum must first be
split up into two pieces: Higgs bundles which are isomorphic to their graded, and Higgs bundles which aren’t.
The former piece admits a coarse moduli space if the ranks and degrees of the graded pieces are coprime:
it is a product of moduli spaces of semistable Higgs bundles of smaller rank and degree, determined by the
slopes appearing in the Higgs Harder-Narasimhan type. Otherwise, the stratum can be refined by induction,
by considering, as in Section 2.3.1 above, the refinement of the semistable strata H ssri,di(Σ, L) where ri and
di are the ranks and degrees appearing in the Higgs Harder-Narasimhan type. The latter piece consisting of
indecomposable Higgs bundles may not admit a quasi-projective coarse moduli space, even if the ranks and
degrees of the graded pieces are coprime. As we will see in Section 3, the latter piece must also be further
stratified using Non-Reductive GIT in order to obtain strata with quasi-projective coarse moduli spaces.
The application of Non-Reductive GIT will result in a stratification of any unstable Higgs Harder-
Narasimhan stratum H µr,d(Σ, L) such that each each stratum is a refined Θ-stratum. In particular, this
stratification will have a distinguished open refined Θ-stratum H µ,γ0r,d (Σ, L). The subclass of Higgs bundles
parametrised by this open stratum should be thought of as that of ‘stable’ Higgs bundles amongst those
which are µ-unstable, just as the subclass of stable Higgs bundles H sr,d(Σ, L) inside H
ss
r,d(Σ, L) represents
the distinguished open refined Θ-stratum of the stratification of H ssr,d(Σ, L). In other words, the applica-
tion of Non-Reductive GIT to the classification of Higgs bundles will produce a notion of ‘stability within
instability’, just as GIT produces a notion of stability within semistability. A subsequent problem will be to
obtain a precise moduli-theoretic interpretation of this ‘stable’ locus, a problem which we answer partially
in Theorem 3.1, and completely (see Corollary 3.28) in the rank 2 and odd degree case.
2.3.3 The Harder-Narasimhan strata.
We now illustrate why the Harder-Narasimhan stratification must also be refined to obtain a refined Θ-
stratification.
An important feature of the moduli space Mssr,d(Σ, L) is the C
∗-action it admits, given by scaling the
Higgs field: t · (E, φ) = (E, tφ) for t ∈ C∗. Although Mssr,d(Σ, L) is quasi-projective, it is semiprojective in
the sense that the fixed point set for this action is projective and for every [(E, φ)] ∈ Mssr,d(Σ, L), the limit
limt7→0 t · [(E, φ)] exists (see [40, Thm. 6.1]). This property can be exploited to describe the topology and
geometry of the moduli space. For example, the Bialynicki-Birula stratification for this C∗-action allows
computation of the cohomology of Mssr,d(Σ, L) from the cohomology of the fixed point set, and moreover an
orbifold compactification of the moduli space can be obtained from the C∗-action via an algebraic analogue
of Lerman’s symplectic cutting (see [22] for more details).
The C∗-action described above extends naturally to the whole stack Hr,d(Σ, L) of Higgs bundles, and
one can therefore consider the substack of fixed points in Hr,d(Σ, L) for this action. The fixed points lying
in the semistable stratum have been widely studied; they can be described in terms of so-called semistable
holomorphic chains (see [3]).
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As noted above, it is a non-trivial fact that limits at 0 under the C∗-action always exist inside the
semistable stratum H ssr,d(Σ, L). Since this stratum admits a quasi-projective moduli space, it follows that
such limits are always unique. This is no longer true for the whole stack, due to its non-separatedness. Indeed,
given [(E, φ)] ∈ Hr,d(Σ, L), the Higgs bundle [(E, 0)] ∈ Hr,d(Σ, L) is a well-defined limit of t · [(E, φ)] as
t→ 0, but this may not be the only limit. A simple example arises when choosing a semistable Higgs bundle
(E, φ) with unstable underlying bundle. Then there exists a semistable Higgs bundle [(E0, φ0)] ∈ H ssr,d(Σ, L)
such that t · [(E, φ)] → [(E0, φ0)] as t → 0. Since E is unstable, we have that [(E0, φ0)] 6= [(E, 0)]. Thus
t · [(E, φ)] has at least two distinct limits in Hr,d(Σ, L) as t→ 0.
In the rank 2 case, both these limits lie in the same Harder-Narasimhan stratum. Indeed, if E has
Harder-Narasimhan type τ 6= τ0 with associated graded grE = E1 ⊕ E2 and (E, φ) is a semistable Higgs
bundle, then by [18, Prop 3.1] we have that
[(E0, φ0)] =
[(
grE,
(
0 0
φ21 0
))]
∈ H 2,dτ (Σ, L) ∩H
ss
2,d(Σ, L),
where φ21 is given by the composition πE1 ◦ φ|E1 : E1 → E2 with πE1 : E → E/E1 ∼= E2 the quotient
map (note that φ21 is non-zero since (E, φ) is semistable by assumption). We also have that [(E, 0)] ∈
H 2,dτ (Σ, L). Thus any quasi-projective coarse moduli space for H
2,d
τ (Σ, L) would have to identify the non-
isomorphic Higgs bundles [(E, 0)] and [(E0, φ0)] (the former has Higgs Harder-Narasimhan type τ , the latter
is semistable).
This suggests that to obtain a refined Θ-stratification for the Harder-Narasimhan stratification in the rank
2 case, we should first split the Harder-Narasimhan strata into two pieces: Higgs bundles of the same Higgs
Harder-Narasimhan type as their underlying bundle (this coincides with H τ2,d(Σ, L)), and Higgs bundles
with a different Higgs Harder-Narasimhan type to the Harder-Narasimhan type of their underlying bundle.
This corresponds exactly to the Higgs refinement of H 2,dτ (Σ, L) defined in Section 2.1.3. Nevertheless, to
obtain a refined Θ-stratification further stratification is needed (in any rank): we will see this in Section 4
through the application of Non-Reductive GIT.
3 Refined Higgs Harder-Narasimhan stratification
As seen in Section 2.3, in general a quasi-projective coarse moduli space cannot exist for an entire Higgs
Harder-Narasimhan stratum; further stratification is needed to obtain a refined Θ-stratification. We achieve
such a stratification in this section using Non-Reductive GIT. Section 3.1 states the main results; the refined
stratification is constructed in Section 3.2, and it is described explicitly for some examples in Section 3.3.
We note that Section 3.2 contains the main technical result of the present Section 3, namely Proposi-
tion 3.20, which shows that the notion of instability for Higgs bundles can be made to match up with the
notion of GIT instability, provided the right GIT set-up is achieved.
3.1 Statement of results
The theorem we prove is the following:
Theorem 3.1 (Refined Higgs Harder-Narasimhan stratification). There exists a Θ-refinement of the Higgs
Harder-Narasimhan stratification of Hr,d(Σ, L), called the refined Higgs Harder-Narasimhan stratification:
Hr,d(Σ, L) =
⊔
µ
⊔
γ∈Γµ
r,d
H
µ,γ
r,d (Σ, L), (11)
which is determined algorithmically by the Projective completion algorithm.
Given a Higgs Harder-Narasimhan type µ, let H µ-sr,d (Σ, L) denote the refined Θ-stratum which is open
in H µr,d(Σ, L) (note that it coincides with H
µ,γµ
r,d (Σ, L) where γµ is the minimal element γ ∈ Γ
µ
r,d such that
H
µ,γ
r,d (Σ, L) is non-empty). Then we have:
(i) if µ = µ0 and H
s
r,d(Σ, L) 6= ∅, then
H
µ0-s
r,d (Σ, L) = H
s
r,d(Σ, L);
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(ii) if µ 6= µ0, then H
µ-s
r,d is contained in the substack of Higgs bundles (E, φ) satisfying (E, φ) ≇ gr(E, φ)
and dimHom−1(E, φ) = 0 where given 0 = E
0 ⊆ E1 ⊆ · · · ⊆ Es = E the Higgs Harder-Narasimhan
filtration of (E, φ),
Hom−1(E, φ) := {ψ ∈ EndE | ψ(E
i) ⊆ Ei−1 for every i ∈ {1, . . . , s}}.
By producing for each Higgs Harder-Narasimhan stratum a distinguished open stratum, the above theo-
rem defines a notion of ‘stability’ within a given Higgs Harder-Narasimhan stratum.
Definition 3.2 (µ-stability). Given a Higgs Harder-Narasimhan type µ, a Higgs bundle (E, φ) is µ-stable if
[(E, φ)] ∈ H µ-sr,d (Σ, L). The corresponding quasi-projective coarse moduli space is denoted M
µ-s
r,d (Σ, L), and
called the moduli space for µ-stable Higgs bundles.
Remark 3.3. If µ = µ0, then by Theorem 3.1 (i) µ0-stability coincides with stability and soM
µ0-s
r,d (Σ, L) =
Msr,d(Σ, L).
Theorem 3.1 has two parts, the first establishes the existence of an algorithmically-determined Θ-
refinement of the Higgs Harder-Narasimhan stratification (which we will construct using the stratification
theorem from Non-Reductive GIT (Theorem 1.3)); the second addresses the question of its moduli-theoretic
interpretation, namely in terms of intrinsic properties of Higgs bundles.
Remark 3.4 (An alternative approach to stratifications). Parts (i) and (ii) of Theorem 3.1 concern the
moduli-theoretic interpretation of the µ-stable locus for a given Higgs Harder-Narasimhan stratum.mAlthough
computable in theory since it is determined by the Projective completion algorithm, at present we do not
have an explicit moduli-theoretic interpretation of the refined Higgs Harder-Narasimhan stratification. This
is because describing it explicitly relies on tracking each step of the Projective completion algorithm, which
can involve numerous blow-ups and replacements. We do not expect in general a description of the µ-stable
locus which is as simple as that of the stable locus.
Nevertheless, incorporating the approach of [34], and more recently of [20], might lead more readily to
such a moduli-theoretic interpretation. Indeed, stratifications of strictly semistable loci are considered in
[34] where it is shown that given the linearised action of a reductive group G on a non-singular projective
variety, the GIT-instability stratification can be refined to obtain a stratification by locally closed non-
singular G-invariant subvarieties such that the open stratum is given by the stable locus (in contrast to the
GIT-instability stratification which has the semistable locus as its open stratum). The remaining strata are
defined inductively in terms of sets of stable points for the linearised action of G on closed non-singular
subvarieties of X and their projectivised normal bundles. In [33], this refinement is applied to the moduli
space of semistable vector bundles on a smooth projective curve. The motivation for this application was
to determine a complete set of relations for the generators of the cohomology ring of the moduli space,
although this was obtained via different means in [13]. The problem addressed in [33] is that of interpreting
the stratification of the strictly semistable locus in terms of intrinsic invariants for vector bundles, that is,
in terms of natural refinements of the notion of the Harder-Narasimhan type of a vector bundle. An answer
is provided through the definition of a notion of balanced δ-filtrations (see [33, §6]).
Refinements of Harder-Narasimhan type filtrations are also considered, albeit from a different perspective,
in the recent paper [20]. The main theorem is that objects in an artinian abelian category A admit a
unique filtration with subquotients labeled by real numbers satisfying suitable ‘balancing’ and ‘semistability’
conditions, given the choice of a homomorphism X : K0(A)→ R which is positive on each class of a non-zero
object (this filtration can be interpreted in terms of gradient flows on quiver representations). It is also shown
that this filtration can be further refined iteratively, leading to the appearance of ‘iterated logarithms’. In
particular, this theorem can be applied to the category of subbundles of a fixed semistable subbundle of the
same slope (taking X to be the rank of the bundle), and thus produces for any such subbundle F a canonical
filtration by polystable bundles of the same slope, with polystable quotients. This filtration can be used to
define a refinement of the Harder-Narasimhan filtration. One can similarly obtain refinements of the Higgs
Harder-Narasimhan filtration of a Higgs bundle in this way. The stack of vector bundles (and also of Higgs
bundles) can therefore be further stratified according to the type of this refined filtration.
Thus an alternative approach to obtaining Θ-refinements of the Higgs Harder-Narasimhan and Harder-
Narasimhan stratifications of the stack of Higgs bundles with explicit moduli-theoretic interpretations might
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be to first refine these stratifications according to the canonical filtrations introduced in [20]. Only then
would we use Non-Reductive GIT to construct quasi-projective coarse moduli spaces and their projective
completions, instead of applying it directly at the level of an entire Higgs Harder-Narasimhan (or Harder-
Narasimhan stratum).
This approach is in fact completely analogous to what we have have already done as a first step to
obtaining Θ-stratifications of the stack of Higgs bundles. That is, we first stratified it according to Higgs
Harder-Narasimhan (and Harder-Narasimhan) type, and then turned to the application of GIT to obtain
quotients for these strata. But we could instead have applied GIT from the start, and defined these Θ-
stratifications using GIT (by pulling back GIT-instability stratifications defined on increasingly large open
substacks of the stack of Higgs bundles and showing that they match asymptotically, thus giving rise to a
stratification of the whole stack). We would then have had to prove that these stratifications coincide with
the Higgs Harder-Narasimhan and Harder-Narasimhan stratifications, which although true would have been
technically involved.
In a sense, it is this latter approach which we have taken to constructing Θ-refinements of the Higgs
Harder-Narasimhan and Harder-Narasimhan stratifications. That is, we have used Non-Reductive GIT from
the start to construct them (by pulling back non-reductive GIT stratifications). Thus we are left with the
problem of interpreting these stratifications in a moduli-theoretic way, which is difficult to do in general.
Refining the stratification first in a moduli-theoretic way using [20] might make it easier to construct refined
Θ-stratifications which can be described explicitly in a moduli-theoretic way. We intend to pursue this
approach in future work.
While an explicit moduli-theoretic interpretation of the refined Higgs Harder-Narasimhan stratification
remains at this stage out of reach, the rank 2 and odd degree case provides a situation which is simple
enough to allow the Projective completion algorithm to be tracked completely, and thus for which we can
provide an explicit moduli-theoretic interpretation of the refined Higgs Harder-Narasimhan stratification.
The statement of the theorem relies on introducing the following definitions and notation (which are valid
in any rank).
Definition 3.5. Given a Higgs bundle (E, φ) with Higgs Harder-Narasimhan filtration 0 = E0 ⊆ E1 ⊆ · · · ⊆
Es = E (respectively a vector bundle E with Harder-Narasimhan filtration 0 = E0
′
⊆ E1
′
⊆ · · · ⊆ Et
′
= E),
we let
End−1(E, φ) = {ψ ∈ End(E, φ) | ψ(E
i) ⊆ Ei−1 for every i = 1, . . . , s}(
respectively End−1(E) = {ψ ∈ End(E) | ψ(E
i′) ⊆ Ei
′
for every i = 1, . . . , t}
)
.
An endomorphism of (E, φ) (respectively E) is nilpotent if ψ ∈ End−1(E, φ) (respectively ψ ∈ End−1(E)).
Let µ 6= µ0 be a Higgs Harder-Narasimhan type. Given δ ∈ N, let H
µ,indec,δ
r,d (Σ, L) ⊆ H
µ
r,d(Σ, L) denote the
substack of Higgs bundles (E, φ) satisfying:
• (E, φ) ≇ gr(E, φ); and
• dimEnd−1(E, φ) = δ.
Let H dec2,d (Σ, L) ⊆ H
µ
2,d(Σ, L) denote the substack of Higgs bundles (E, φ) such that (E, φ)
∼= gr(E, φ).
Theorem 3.6 (When r = 2 and d is odd). When r = 2 and d is odd, the refined Higgs Harder-Narasimhan
stratification of Theorem 3.1 is given by
H2,d(Σ, L) = H
ss
2,d(Σ, L) ⊔
⊔
µ
⊔
δ∈N
H
µ,indec,δ
2,d (Σ, L) ⊔H
µ,dec
2,d (Σ, L).
In particular, for each Higgs Harder-Narasimhan type µ 6= µ0,
H
µ-s
r,d (Σ, L) = H
0,indec
r,d (Σ, L).
Remark 3.7. The above result is the extension to the case of Higgs bundles of the corresponding result for
vector bundles proven by Jackson in [27, §5.3.2].
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We will prove Theorem 3.1 by applying Theorem 1.3, the stratification theorem of Non-Reductive GIT.
This application of Non-Reductive GIT is made possible by setting up the moduli problem for Higgs bundles
as a GIT problem; we do so in Section 3.2 below and by doing so prove the existence of a refined Θ-
stratification for the Higgs Harder-Narasimhan stratification.
3.2 Construction of the refined stratification
In this section we prove the existence of an algorithmically-determined Θ-refinement of the Higgs Harder-
Narasimhan stratification by applying Non-Reductive GIT. The difficulty lies in achieving a set-up for the
moduli problem in which results from Non-Reductive GIT can be applied. The set-up can be summarised
as follows:
Theorem 3.8. Let µ be a Higgs Harder-Narasimhan type and let [µ] denotes its residue class modulo r (see
Definition 3.14).
(i) There exists a quasi-projective variety Fµr,d acted upon by a reductive group Gr,d such that for d
sufficiently large (depending only on [µ]),
H
µ
r,d(Σ, L)
∼=
[
Fµr,d/Gr,d
]
. (12)
(ii) There exists a projective variety Xr,d admitting a linearised action of Gr,d such that for d sufficiently
large (depending only on [µ]), there exists a Gr,d-equivariant map
ι̂ : Fµr,d → Xr,d. (13)
which is injective and proper.
(iii) Given a choice of invariant inner product on a maximal torus of LieGr,d, if
Xr,d =
⊔
β∈B
Sr,d,β
denotes the associated GIT-instability stratification for the linearised action of Gr,d on Xr,d, then there
exists a β(µ) ∈ B such that for d sufficiently large (depending only on [µ]),
ι̂(Fµr,d) ⊆ Sr,d,β(µ). (14)
Remark 3.9. In the above theorem, the assumption must be made that the degree d is sufficiently large.
This is not in fact a restriction, since by choosing a line bundle on Σ of degree 1 and tensoring the underlying
vector bundle of a Higgs bundle by any tensor power of this line bundle, we obtain for any d′ ≡ d(r) an
isomorphism of stacks
Hr,d(Σ, L) ∼= Hr,d′(Σ, L).
With Theorem 3.8 in hand, the existence of an algorithmically-determined Θ-refinement of the Higgs
Harder-Narasimhan stratification follows from Theorem 1.3, as we now show.
Corollary 3.10 (Existence of a refined Higgs Harder-Narasimhan stratification). There exists a Θ-refinement
of the Higgs Harder-Narasimhan stratification of Hr,d(Σ, L) determined algorithmically by the Projective
completion algorithm.
Proof. By Theorem 3.8 (i), each Higgs Harder-Narasimhan stratum can be identified as a quotient stack; the
importance of parts (ii) and (iii) then is that the problem of obtaining coarse moduli spaces for this quotient
stack is reduced to the problem of constructing quotients for the linearised action of a reductive group on a
GIT-unstable stratum.
Using Theorem 1.3 (iv), we know that the GIT-instability stratification for the action of Gr,d on Xr,d
has a refinement
Xr,d =
⊔
β∈B
⊔
γ∈Γβ
Sr,d,γ
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corresponding to the non-reductive GIT stratification associated to the linearised action of Gr,d on Xr,d
(determined by a choice of invariant inner product on a maximal torus of LieGr,d).
Combining Theorem 3.8 (ii) and (iii), for d sufficiently large (depending only on [µ]), there exists an
injective Gr,d-equivariant map ι̂ : F
µ
r,d → Sr,d,β(µ). The stratification of Sr,d,β(µ) can be pulled back along
this map to produce a stratification
Fµr,d =
⊔
γ∈Γβ(µ)
ι̂−1(Sr,d,γ)
of Fµr,d with each stratum admitting a quasi-projective geometric Gr,d-quotient.
We thus obtain a stratification [
Fµr,d/Gr,d
]
=
⊔
γ∈Γβ(µ)
[
ι̂−(Sγ)/Gr,d
]
such that each stratum is a refined Θ-stratum. Putting these stratifications together for each µ produces a
refinement
Hr,d(Σ, L) =
⊔
µ
⊔
γ∈Γβ(µ)
[
ι̂−1(Sγ)/Gr,d
]
of the Higgs Harder-Narasimhan stratification. By its construction it qualifies as a refined Θ-stratification
determined algorithmically by the Projective completion algorithm.
Thus to obtain the existence of an algorithmically-determined Θ-refinement of the Higgs Harder-Narasimhan
stratification, it suffices to prove Theorem 3.8. In the following three subsections we prove parts (i), (ii) and
(iii) respectively of Theorem 3.8.
3.2.1 Identification as a quotient stack
In this section we prove Theorem 3.8 (i). The construction we use to set up the moduli problem for Higgs
bundles as a GIT problem is based on [40], in which Nitsure constructs a moduli space for semistable
Higgs bundles as a GIT quotient. A consequence of Nitsure’s construction is that the semistable stratum
can be identified as a quotient stack; as we will see, this result can be extended to show that any Higgs
Harder-Narasimhan stratum can be identified as a quotient stack.
Nitsure’s construction. Letm = d+r(1−g) and let Qr,d denote the Quot scheme parametrising quotient
sheaves O⊕mΣ → F of rank r and degree d. We let O
⊕m
Σ×Qr,d
→ Ur,d denote the universal quotient sheaf on
Σ×Qr,d. There is a natural GL(m) action on the scheme Qr,d given by
A · (q : O⊕mΣ → Uq) = q ◦A : O
⊕m
Σ
A
−→ O⊕mΣ
q
−→ Uq
for any A ∈ GL(m). Define Rr,d ⊆ Qr,d to be the subset of all q ∈ Qr,d satisfying the property that
(i) the sheaf (Ur,d)q is locally free, where (Ur,d)q = Ur,d|{q}×Σ is a quotient sheaf of O
⊕m
Σ on Σ of rank r
and degree d;
(ii) the canonical map H0(Σ,O⊕mΣ )→ H
0(Σ, (Ur,d)q) is an isomorphism.
By [39, Thm 5.3], the set Rr,d is a GL(m)-invariant open and reduced subset of Qr,d and Ur,d|Rr,d×Σ is
locally free, hence a vector bundle over Rr,d × Σ, denoted (Ur,d)R. Moreover, the following conditions are
satisfied, provided d > r(2g − 1):
(i) the family (Ur,d)R of vector bundles over Σ parametrised by Rr,d has the local universal property for
families of vector bundles of rank r and degree d;
(ii) two vector bundles in Rr,d are isomorphic if and only if they lie in the same orbit under the GL(m)
action on Rr,d.
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Let HFr,d
12 denote the functor from the category of Rr,d-schemes to the category of groups defined by
(f : S → Rr,d) 7→ H
0(S, πS∗(idΣ×f)
∗(π∗ΣL⊗ EndUr,d)),
where πΣ : Σ×R→ Σ denotes the projection onto Σ.
Remark 3.11. By the universal property of Rr,d for vector bundles, an Rr,d-scheme f : S → Rr,d corre-
sponds to a family ES of vector bundles on Σ parametrised by S. Then HFr,d(S → Rr,d) can be interpreted
as the group of all Higgs fields φS such that (ES , φS) is a family of Higgs bundles parametrised by S. In
particular, if S is a point, then S → Rr,d is a vector bundle E on Σ and its image under HFr,d is the group
H0(Σ, L⊗ EndE) of Higgs fields for E.
By [40, Lem 3.5 and Prop 3.6], the functor HFr,d is representable by a linear
13 scheme f : Fr,d → Rr,d
which satisfies the following properties:
(i) the family (EFr,d , φFr,d) of Higgs bundles over Σ parametrised by Fr,d, determined by the identity map
Fr,d → Fr,d, has the local universal property for families of Higgs bundles (E, φ) of rank r and degree
d such that
(A) E is generated by its sections, and
(B) H1(Σ, E) = 0;
(ii) the PGL(m)-action on Rr,d lifts to an action on Fr,d, given by A · (Uq, φ) = (UA·q, φ);
(iii) two Higgs bundles in Fr,d are isomorphic if and only if they lie in the same orbit under the GL(m)
action on Fr,d.
(iv) Given (E, φ) ∈ Fr,d, there is an isomorphism Aut(E, φ) ∼= StabGL(m)(E, φ).
Remark 3.12. The centre of GL(m) acts trivially on Fr,d, thus for the purpose of using GIT we will consider
the action of SL(m) instead. Nevertheless at the level of stacks we must work with GL(m) to record all the
automorphisms.
Notation 3.13. Let F ssr,d ⊆ Fr,d denote the subvariety consisting of semistable Higgs bundles, and for a given
Higgs Harder-Narasimhan type µ let Fµr,d, F
≤µ
r,d ⊆ Fr,d denote the subvarieties consisting of Higgs bundles of
Higgs Harder-Narasimhan type µ and of Higgs Harder-Narasimhan type µ′ ≤ µ respectively.
Definition 3.14. The Higgs Harder-Narasimhan types µ and µ′ of Higgs bundles (E, φ) and (E′, φ′) are
equivalent if there exists a line bundle L′ → Σ such that (E′, φ′) = (E ⊗L′, φ⊗ idL′). We let [µ] denote the
equivalence class of µ under this relation. An analogous relation is defined for Harder-Narasimhan types τ .
Proposition 3.15. Let µ be a Higgs Harder-Narasimhan type. Then if d is sufficiently large (depending
only on [µ]), a Higgs bundle (E, φ) of type µ satisfies:
(A) E is generated by its sections;
(B) H1(Σ, E) = 0.
Proof. The result is true for vector bundles by [44, Thm 1.1] and [25, § 5.1]. That is, if τ is a Harder-
Narasimhan type then for d sufficiently large (depending on [τ ]), any vector bundle E of Harder-Narasimhan
type τ ′ ∈ [τ ] satisfies conditions (A) and (B). Thus it suffices to generalise this result to Higgs bundles.
For µ = µ0, the result is true by [40, Cor 3.4]. The result extends to an arbitrary Higgs Harder-
Narasimhan type µ as follows. By Proposition 2.12 (i), the set Tµ of possible Harder-Narasimhan types τ for
a Higgs bundle of Higgs Harder-Narasimhan type µ is finite. Thus for d sufficiently large (depending on [τ ]
for all τ ∈ Tµ), any Higgs bundle (E, φ) of Higgs Harder-Narasimhan type µ, the vector bundle E satisfies
(A) and (B). Since the equivalence classes [τ ] for τ ∈ Tµ are all determined by the single equivalence class
[µ], it follows that d depends only on [µ].
12The notation HFr,d stands for ‘Higgs field’. See Remark 3.11.
13By linear we mean that the fibres of the map can be identified with vector spaces.
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The following Corollary 3.16 corresponds to Theorem 3.8 (i).
Corollary 3.16. Let µ be a Higgs Harder-Narasimhan type. Then for d sufficiently large (depending only
on [µ]), we have:
H
µ
r,d(Σ, L)
∼=
[
Fµr,d/GL(m)
]
.
More generally, we have:
H
≤µ
r,d (Σ, L)
∼=
[
F≤µr,d /GL(m)
]
.
Proof. At the level of geometric points, the first isomorphism follows from Proposition 3.15 and the existence
of a local universal family for Higgs bundles satisfying (A) and (B), as stated in the paragraph following
Remark 3.11.
To show that this identification of geometric points extends to an isomorphism of stacks, it suffices to
show that the natural map of stacks Fµr,d → H
µ
r,d(Σ, L) (sending a map T → F
µ
r,d for a variety T to the
family obtained as the pull-back along this map of the restriction of the family (EFr,d , φFr,d) to F
µ
r,d) is a
GL(m)-torsor. But the proof of this result is identical to that in the case of vector bundles (see for example
[37, Thm 4.6.2.1]). Indeed, each point in the fibre of the map Fµr,d → H
µ
r,d(Σ, L) over a Higgs bundle [(E, φ)]
is determined (by definition of Fr,d) by a choice of basis for the global sections of the underlying bundle E.
These choices are independent of the Higgs field, and thus the proof in the case of vector bundles carries
over to the Higgs bundle setting.
The second isomorphism then follows from the fact that the set of Higgs Harder-Narasimhan types µ′ ≤ µ
is finite (see Proposition 2.12 (i)), which ensures that d can be chosen sufficiently large so that the result
holds for all µ′ ≤ µ.
3.2.2 GIT setup
In this section we prove Theorem 3.8 (ii), which enables the application of GIT, both classical and Non-
Reductive, to the construction of a quotient of Fµr,d by the action of SL(m). This is achieved by obtaining
a linearised action of GL(m) on a projective variety Xr,d containing F
µ
r,d. The construction we describe is
again due to Nitsure [40].
Nitsure’s GIT setup. Let G(r,m) denote the Grassmanian of r-dimensional quotients of km, and Umr
the tautological bundle on G(r,m). There is a natural action of SL(m) on G(r,m) given by multiplication
on the right. For any x ∈ Σ, there is a corresponding morphism ιx : R → G(r,m) sending a point q ∈ R
to the fibre at x of the vector bundle Uq over Σ. The fibre in Fr,d over a point q ∈ Rr,d can be identified
with H0(Σ,End(Ur,d)q ⊗ L), as noted in Remark 3.11. Thus a point φ in this fibre determines a morphism
φ : (Ur,d)q → (Ur,d)q ⊗ L. Fixing a basis for Lx induces an endomorphism φx : (Ur,d)q,x → (Ur,d)q,x,
that is, a point in End(Ur,d)q,x. Let H(r,m) = Tot(EndUmr ) The action of GL(m) on G(r,m) lifts to an
action on H(r,m), by defining A · σ(y) = σ(Ay) for any section σ ∈ EndUmr and A ∈ GL(m). Since the
fibre in H(r,m) over a point (Ur,d)q,x ∈ G(r,m) can be identified with End(Ur,d)q,x, we obtain a morphism
ι̂x : Fr,d → H(r,m) given by ((Ur,d)q, φ) 7→ ((Ur,d)q,x, φx) lying over the morphism ιx. By choosing N points
x1, . . . , xN ∈ Σ, we obtain SL(m)-equivariant maps ι and ιˆ making the following diagram commute:
Fr,d H(r,m)
N
Rr,d G(r,m)
N ,
ιˆ
f pi
ι
(15)
where π : H(r,m)N → G(r,m)N denote the natural projection. Consider the projective variety
Ĝ(r,m) := P(OG ⊕ EndU) ∼= P
(
(detU)−1 ⊕ (detU)−1 ⊗ EndU
)
.
A point in Ĝ(r,m) can be written as an equivalence class 〈y, [c : φ]〉 where y is an r × r matrix, c ∈ k,
φ ∈ kr×r and c and φ are not both zero, under the equivalences 〈y, [c : φ]〉 = 〈y, [βc : βφ]〉 for any β ∈ k∗ and
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〈y, [c : φ]〉 = 〈αy, [(detα)−1c : (detα)−1αφα−1]〉 for any α ∈ GL(r). The points where c 6= 0 are called the
finite points of Ĝ(r,m) and those where c = 0 are called the points at infinity.
We can embed H(r,m) inside Ĝ(r,m) via the map 〈y, φ〉 ∈ H(r,m) 7→ 〈y1, [1 : φ1]〉, . . . , 〈yN , [1 : φN ]〉),
and by extension H(r,m)N →֒ Ĝ(r,m)N . Moreover, under this inclusion the N -tuples of finite points
in Ĝ(r,m)N correspond exactly to H(r,m)N ⊆ Ĝ(r,m)N . Moreover, the action of GL(m) on H(r,m)
lifts to an action on Ĝ(r,m), which can be linearised with respect to OĜ(r,m)(1) such that the inclusion
H(r,m) →֒ Ĝ(r,m) is GL(m)-equivariant. By abuse of notation, we also let p : Ĝ(r,m)N → G(r,m)N
denote the natural projection. By [40, §2] we have the identification
H0(Ĝ,OĜ(1))
∼= H0 (G, detU ⊕ detU ⊗ EndU) . (16)
The line bundle OĜ(r,m)(1) is ample by [40, Prop 2.2] and so we obtain a linearisation of the action of GL(m)
on Ĝ(r,m)N with respect to an ample line bundle.
Notation 3.17. Given A ≥ 0, let TA,r,d denote the set of Harder-Narasimhan types of those vector bundles
E of rank r and degree d on Σ which satisfy the inequality µ(E′) ≤ µ(E) + A for any non-zero subbundle
E′ ⊆ E. Let FA,r,d ⊆ Fr,d denote the subset of Higgs bundles for which the underlying bundle has Harder-
Narasimhan type in TA,r,d,.
By [40, Prop 5.3], given any A ≥ 0, for d (depending on A, r, g) and N (depending on d) sufficiently large,
there exists a sequence of N points x1, . . . , xN ∈ Σ such that the map ι̂ : FA,r,d → Ĝ(r,m)N is injective and
proper.
Theorem 3.8 (ii) then follows from Proposition 3.18 below, which shows that for d sufficiently large, Fµr,d
is contained in FA,r,d for some A ≥ 0.
Proposition 3.18. For any Higgs Harder-Narasimhan type µ, there exists an A ≥ 0 (depending on [µ])
such that for d sufficiently large (depending on A), Fµr,d ⊆ FA,r,d.
Proof. The statement is true for µ = µ0 by [40, Rk 5.4]. The proof generalises to arbitrary µ as follows.
Suppose that µ = (d1/r1, . . . , ds/rs) and let E
′
1 denote the first term in the Harder-Narasimhan filtration of
the underlying vector bundle of a Higgs bundle (E, φ) ∈ Fµr,d. By the proof of Proposition 2.12 (i), we know
that
µ(E′1) ≤
d1
r1
+
(
(rs − 1)2
rs
+ 1
)
degL.
Hence if we let
A =
d1
r1
−
d
r
+
(
(rs − 1)2
rs
+ 1
)
degL,
we obtain that µ(E′1) ≤ µ(E) + A. Note that A depends only on [µ]. Since E
′
1 is the first term in the
Harder-Narasimhan filtration, any other subbundle of E has a smaller slope, therefore Fµr,d ⊆ FA,r,d.
Given a Higgs Harder-Narasimhan type µ, by choosing A as in Proposition 3.18, it follows that for d
sufficiently large (depending only on [µ]) one can choose N points of Σ such that ι̂ : Fµr,d → Ĝ(r,m)
N is
injective. Thus by setting Xr,d = Ĝ(r,m)
N and Gr,d = GL(m) we obtain Theorem 3.8 (ii).
GIT for Ĝ(r,m)N . Applying GIT to the linearised action of SL(m) on Ĝ(r,m)N yields a notion of semista-
bility and stability for points in Ĝ(r,m)N . An explicit characterisation for semistability and stability can be
obtained by using the Hilbert-Mumford criterion (see [40, Thm 2.8]).
In addition to producing a notion of stability and semistability, GIT also produces a GIT-instability
stratification of Ĝ(r,m)N associated to the linearised action of SL(m) on Ĝ(r,m)N . As seen in Section 1.2.1,
it can be defined combinatorially by considering the weights for the diagonalised action of a maximal torus
of SL(m), given a choice of invariant inner product on its Lie algebra. To obtain such weights, we first
explicitly describe the SL(m)-equivariant embedding of Ĝ(r,m)N into P(H0(ĜN ,OĜN (1))
∨).
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Let π̂k : Ĝ(r,m)
N → Ĝ(r,m) denote projection onto the kth factor. As per Section 3.2.2, there is a
linearised action of SL(m) on Ĝ(r,m)N (with respect to
⊗N
k=1 π̂
∗
k(OĜ(r,m)N )). Thus we have an inclusion
Ĝ(r,m)N →֒ P
H0(Ĝ(r,m)N , N⊗
k=1
π̂∗k
(
OĜ(r,m)(1)
))∨ .
As seen in (16), we have that H0(Ĝ(r,m),OĜ(r,m)(1))
∼= H0(G(r,m), detUmr ⊕detU
m
r ⊗EndU
m
r ). Therefore
H0
(
Ĝ(r,m)N ,
N⊗
k=1
π̂∗k
(
OĜ(r,m)(1)
))
∼= H0
(
G(r,m)N ,
(
N⊗
k=1
π∗k (detU
m
r ⊕ detU
m
r ⊗ EndU
m
r )
))
.
Thus we have:
Ĝ(r,m)N →֒ P
H0(Ĝ(r,m)N , N⊗
k=1
π̂∗k
(
OĜ(r,m)(1)
))∨
∼= P
(
N⊗
k=1
(
H0
(
G(r,m)N , π∗k (detU
m
r )
)∨
⊕H0
(
G(r,m)N , π∗k (detU
m
r ⊗ EndU
m
r )
)∨))
. (17)
We now construct a basis for the underlying vector space of the above projective space. For convenience,
let
V1k = H
0
(
G(r,m)N , π∗k (detU
m
r )
)
and V2k = H
0
(
G(r,m)N , π∗k (detU
m
r ⊗ EndU
m
r )
)
so that
Ĝ(r,m)N →֒ P
(
N⊗
k=1
(V ∨1k ⊕ V
∨
2k)
)
. (18)
Note that V1k ∼= H0(G(r,m), detUmr ) and that V2k
∼= H0(G(r,m), detUmr ⊗EndU
m
r ). We first consider the
vector space H0(G(r,m), detUmr ). Let I ⊆ {1, . . . ,m} be a subset of cardinality r, and let I(l) denote the
lth entry of I for l ∈ {1, . . . , r}. We define a global section SI ∈ H0(G(r,m), detUmr ) by SI(y) = det yJ
where yI is the r × r submatrix of y obtained by taking the columns I(1), . . . , I(r). The set of all sections
SI defined in this way forms a basis for H
0(G(r,m), detUmr ).
To give a basis for H0(G(r,m), detUmr ⊗EndU
m
r ), note that given a subset I ⊆ {1, . . . ,m} as above, and
elements i, j ∈ {1, . . . ,m}, we can define a section σijI of EndU
m
r on the open subset of G(r,m) consisting
of all y such that SI(y) 6= 0:
σijI (y) = yIσijy
−1
I
where σij is the r× r matrix with zeroes everywhere except for a one in the (ij)-th position. This allows us
to define a global section SijI ∈ H
0(G(r,m), detUmr ⊗ EndU
m
r ) by
SijI (y) = SI(y) · σ
ij
I (y).
Sections of the form SijI form a basis for the vector space H
0(G(r,m), detUmr ⊗ EndU
m
r ).
More generally, we let I and J denote N -tuples of subsets I1, . . . , IN , J1, . . . , JN ⊆ {1, . . . ,m} of cardi-
nality r respectively, and we let i and j correspond to N choices i1, . . . , iN and j1, . . . , jN respectively of
elements in {1, . . . , r}. The vector space
⊗N
k=1 (V1k ⊕ V2k) then admits a basis consisting of elements
SijI :=
N⊗
k=1
SikjkIk and SJ :=
N⊗
k=1
SJk .
We let SˇJ and Sˇ
ij
I denote the associated dual basis vectors for V1 :=
⊗N
k=1 V
∨
1k and V2 :=
⊗N
k=1 V
∨
2k
respectively.
With the above set-up, we can compute the weights for the diagonalised action of the maximal torus
T ⊆ SL(m) consisting of diagonal matrices on P(H0(ĜN ,OĜN (1))
∨).
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The basis vectors SˇijI and SˇJ were chosen precisely because they are weight vectors for the T -action. Let
t ⊆ sl(m) denote the Lie algebra of T .
For each l = 1, . . . ,m, let λl be the character of T given by diag(a1, . . . , am) 7→ al, which upon differen-
tiation at the identity produces an element of t∗ ∼= t. We also call this element λl for ease of notation. The
torus t acts on SˇJ and Sˇ
ij
I by multiplication by the following respective characters:
αJ := −
N∑
k=1
∑
l∈Jk
λl and α
ij
I :=
N∑
k=1
(
λIk(jk) − λIk(ik) −
∑
l∈Ik
λl
)
.
Since t ⊆ sl(m), the equality
∑
l∈Ik
λl +
∑
l/∈Ik
λl = 0 is satisfied, and the same equality holds with Ik
replaced by Jk. Therefore we can rewrite αJ and α
ij
I in the following way:
αJ =
N∑
k=1
∑
l/∈Jk
λl and α
ij
I =
N∑
k=1
λIk(jk) − λIk(ik) +∑
l/∈Ik
λl
 .
Fixing a positive Weyl chamber t+ ⊆ t, we write the GIT-instability stratification associated to the
linearised action of SL(m) on Ĝ(r,m)N in the following way:
Ĝ(r,m)N =
⊔
β∈B
Sr,dβ (19)
where
(i) B consists of the set of all β ∈ t+ such that β is the closest point to zero of the convex hull of a subset
of the weights of the form αJ and α
ij
I ;
(ii) Sr,dβ = SL(m)×Pβ Y
ss
β ;
(iii) Sr,d0 = Ĝ(r,m)
N,ss.
3.2.3 Relating Higgs bundle and GIT instability
In this section we prove Theorem 3.8 (iii), which shows that for the GIT-setup described in Section 3.2.2
above, instability for Higgs bundles can be made to match up with GIT instability.
The strategy we use is an extension to Higgs bundles of the strategy used in [31] for vector bundles, and
which we now summarise. In Section 3.2.2 we defined an SL(m)-equivariant map
ι : Rr,d → G(r,m)
N
determined by choosing N points on Σ. This map is injective and proper for d sufficiently large (see [39,
Thm 5.6]). Recall that G(r,m) denotes the Grassmanian of r-dimensional quotients of km, and SL(m) acts
on G(r,m) via right multiplication. Together with a choice of invariant inner product on a maximal torus
of SL(m), this linearised action yields a GIT instability stratification
G(r,m)N =
⊔
β∈B
Sβ .
It is shown in [31, Lem 11.3] that Harder-Narasimhan types τ can be converted to GIT instability types
β(τ) in such a way that given τ = (d1/r1, . . . , ds/rs), for d and N sufficiently large, under the inclusion
ι : Rτr,d → G(r,m)
N , we have that
Rτr,d ⊆ Sβ(τ). (20)
The correspondence τ 7→ β(τ) is given by the following
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Definition 3.19. Let v = (d1/r1, . . . , d1/r1, . . . , ds/rs) be a d-vector with each entry di/ri repeated i times.
Let ki = N(di − rig) and mi = di + ri(1 − g). Set k =
∑s
i=1 ki. We define an associated m-vector
β(v) :=
(
k1
m1
, . . . ,
k1
m1
,
k2
m2
, . . . ,
ks
ms
)
−
(
k
m
, . . . ,
k
m
)
where each ki/mi appears mi times.
Theorem 3.8 (ii) is an extension to Higgs bundles of the result contained in (20), and is an immediate
consequence of
Proposition 3.20. Let µ = (d1/r1, . . . , ds/rs) be a Higgs Harder-Narasimhan type and let (E, φ) ∈ F
µ
r,d.
Then if d1, . . . , ds (depending on r1, . . . , rs and g) and N (depending on d1, . . . , ds, r1, . . . , rs and g) are suffi-
ciently large, there exist N points x1, . . . , xN ∈ Σ such that the stratum of the GIT-instability stratification
for the action of SL(m) on Ĝ(r,m)N to which ι̂(E, φ) belongs to is labelled by the vector β(µ).
Remark 3.21. Proposition 3.20 above is a generalisation of [40, Prop 5.5] which proves the result in the
special case where µ = µ0.
Proof. We assume to start with that dγ > 2rγ(g−1) for each γ = 1, . . . , s. Choose N points x1, . . . , xN ∈ Σ.
Each fibre Exk is a quotient of k
m, and we let πk denote the corresponding quotient map. Given the Higgs
Harder-Narasimhan filtration of (E, φ),
0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E,
we obtain a filtration of H0(Σ, E) by taking global sections:
0 = H0(Σ, E0) ⊂ H
0(Σ, E1) ⊂ · · · ⊂ H
0(Σ, Es) = H
0(Σ, E). (21)
Since d > r(g − 1) by assumption, the equality H1(Σ, E) = 0 holds. So by Riemann-Roch, h0(Σ, E) =
d − r(1 − g) = m. We can then identify H0(Σ, E) with km, and hence view (21) as a filtration of km. For
ease of notation, we let Mγ = H
0(Σ, Eγ), so that we have a filtration
0 =M0 ⊂M1 ⊂ · · · ⊂Ms = k
m. (22)
We set Vγk := πk(Mγ)/πk(Mγ−1) and vγk := dimVγk. Since by assumption dγ > rγ(2g − 1), by Riemann-
Roch the space H0(Σ, Eγ/Eγ−1) has dimension dγ + rγ(1− g) for each γ = 1, . . . s . But H0(Σ, Eγ/Eγ−1) =
H0(Σ, Eγ)/H
0(Σ, Eγ−1) =Mγ/Mγ−1, thus dimMγ/Mγ−1 = dγ + rγ(1− g) = mγ .
The following Lemma 3.22 describes properties of the sequence (22) which will be needed for the proof
at hand.
Lemma 3.22. For d1, . . . , ds (depending on r1, . . . , rs and g) and for N (depending only on d1, . . . , ds,
r1, . . . , rs and g) sufficiently large, there exist N points x1, . . . , xN ∈ Σ such that the sequence (22) satisfies
the following conditions:
(i) πk(Mγ) is φk-invariant for each γ = 1, . . . , s and k = 1, . . . , N ;
(ii) The sequence ((Vγ1, φγ1), . . . , (VγN , φγN)) is semistable in
∏N
k=1 Ĝ(rγk, dγ) for the action of SL(mγ),
where φγk : Vγk → Vγk is induced by the map φk : Exk → Exk for each k = 1, . . . , N .
Proof. Under the identification km ∼= H0(Σ, E), the map πk : H0(Σ, E)→ Exk sends a section s to the value
s(xk). Since φ : E → E ⊗ L preserves Eγ by property of the Higgs Harder-Narasimhan filtration, it follows
that for each s ∈ H0(Σ, Eγ) ⊂ H0(Σ, E), we have φγ(πk(s)) ∈ Eγxk . Thus πk(H
0(Σ, Eγ)) is preserved by
φγ for each γ = 1, . . . , s and k = 1, . . . , N . This proves (i).
In Section 3.2.2 we defined a map ι̂ : Fr,d → H(r,m)N ⊆ Ĝ(r,m)N where Fr,d has the local universal
property for Higgs bundles of rank r and degree d, and m = d + r(1 − g). In the exact same way we can
define for each γ = 1, . . . , s a map ι̂γ : Frγ ,dγ → Ĝ(rγ , dγ)
N where Frγ ,dγ has the local universal property for
Higgs bundles of rank rγ and degree dγ . The map ι̂γ satisfies the same properties as ι.
31
By identifying each Vγk = πk(H
0(Σ, Eγ))/πk(H
0(Σ, Eγ−1)) with the vector space (Eγ/Eγ−1)xk , the
sequence ((Vγ1, φγ1), . . . , (VγN , φγN )) can be identified with the image under ι̂γ of the semistable Higgs
bundle (Eγ/Eγ−1, φγ).
By applying [40, Thm 2.8] to each ι̂γ , we know that if the degrees dγ are large enough, then there exist
N points x1, . . . , xN ∈ X such that a Higgs bundle (E
′, φ′) of rank rγ and degree dγ is semistable if and
only if ι̂γ(E
′, φ′) ∈ Ĝ(rγ , dγ)
N is semistable in the GIT sense. This proves (ii).
Let β = β(µ). We can identify ι̂(E, φ) ∈ H(r,m)N with its image (〈Ex1 , [1 : φ1]〉, . . . , 〈ExN , [1 : φN ]〉) in
Ĝ(r,m)N . Our aim is to show that ι̂(E, φ) lies in Sβ ∼= SL(m) · Y
ss
β . In order to do so, we will show that
g · ι̂(E, φ) ∈ Y ssβ for some g ∈ SL(m). The proof of this result can be decomposed into the following two steps:
Step 1. Show that g · ι̂(E, φ) ∈ Yβ for some g ∈ SL(m).
Step 2. Show that g · ι̂(E, φ) ∈ Y ssβ , or equivalently that pβ(g · ι̂(E, φ)) ∈ Z
ss
β .
We start with Step 1:
Step 1. Show that g · ι̂(E, φ) ∈ Yβ for some g ∈ SL(m).
Let ŷ = ι̂(E, φ). By replacing ŷ by g · ŷ for an appropriate g ∈ SL(m), we may assume thatMγ is spanned
by the basis vectors {el | l ≤ dimMγ} for γ = 1, . . . , s. For ease of notation we relabel this new g · ŷ as ŷ.
The embedding
Ĝ(r,m)N →֒ P (V1 ⊕ V2)
maps a point ŷ = (〈y1, [c1 : φ1]〉, . . . , yN , [cN : φN ]〉) to the point with homogeneous coordinates
ŷJ =
N∏
k=1
ck det ykJk and ŷ
ij
I =
N∏
k=1
det ykIk tr
(
ykIkσ
ikjk
Ik
yk
−1
Ik
φTk
)
.
Claim 1. If a projective coordinate of ι̂(E, φ) is non-zero, then the corresponding weight α for the diago-
nalised action of the maximal torus T satisfies α · β ≥ ||β||2.
Proof. For ease of notation, we let β1 = (k1/m1, . . . , ks/ms) and β2 = (k/m, . . . , k/m) . The projective
coordinates of ŷ are either of the form ŷJ or of the form ŷ
ij
I .
Assume first that ŷJ 6= 0. Then det ykJk 6= 0 for all k = 1, . . . , N , so the columns of the matrix ykJk are
linearly independent. Equivalently the columns Jk(1), . . . , Jk(r) of yk are linearly independent in k
r. Since
dimker yk = m− r = #{l ∈ {1, . . . ,m} | l /∈ Jk}, we have:
dim(Mγ ∩ ker yk) ≤ #{l /∈ Jk | l ≤ dimMγ}. (23)
Moreover, since dim(Mγ ∩ ker yk) = dimMγ − rkEγ , we have:
k1 + · · ·+ kγ =
γ∑
i=1
N(mi − ri) =
γ∑
i=1
N(dimMi − dimMi−1 + rkMi−1 − rkMi)
= N(dimMγ − rkEγ) =
N∑
k=1
dim(Mγ ∩ ker yk)
≤ #{l /∈ Jk |1 ≤ k ≤ N and l ≤ dimMγ} by (23). (24)
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On the one hand, we have:
αJ · β1 =
N∑
k=1
∑
l/∈Jk
λl
 · β1 = s∑
γ=1
kγ
mγ
#{l /∈ Jk | m1 + . . .+mγ−1 < l ≤ m1 + . . .mγ}
=
s∑
γ=1
kγ
mγ
#{l /∈ Jk | dimMγ−1 < l ≤ dimMγ}
=
s−1∑
γ=1
#{l /∈ Jk | l ≤ dimMγ−1}
(
kγ
mγ
−
kγ+1
mγ+1
)
.
Using (24) and the fact that k1/m1 > · · · > ks/ms, we obtain that
αJ · β1 ≥
s−1∑
γ=1
(k1 + · · ·+ kγ)
(
kγ
mγ
−
kγ+1
mγ+1
)
=
s∑
γ=1
k2γ
mγ
= ||β1||
2.
On the other hand, we have:
αJ · β2 =
N∑
k=1
∑
l/∈Jk
λl · β2 =
k
m
#{l /∈ Jk | 1 ≤ k ≤ n} =
k
m
N(m− r) =
k2
m
= ||β22 ||.
Since ||β||2 = ||β1||
2 − ||β2||
2, we obtain:
αJ · β ≥ ||β
2
1 || − ||β2||
2 = ||β||2.
Next, suppose that ŷijI 6= 0. Then in particular det ykIk 6= 0 for all k = 1, . . . , N . The exact same
argument as above shows that
N∑
k=1
∑
l/∈Ik
λl · β ≥ ||β||
2.
It therefore remains only to show that
∑N
k=1(λIk(jk) − λIk(ik)) · β ≥ 0. As
∑N
k=1(λIk(jk) − λIk(ik)) · β2 =
N(k/m)−N(k/m) = 0, it suffices to consider
∑N
k=1(λIk(jk) − λIk(ik)) · β1:
N∑
k=1
(λIk(jk) − λIk(ik)) · β1 =
s∑
γ=1
kγ
mγ
#{Ik(jk) | dimMγ−1 < Ik(jk) ≤ dimMγ}
−
s∑
γ=1
kγ
mγ
#{Ik(ik) | dimMγ−1 < Ik(ik) ≤ dimMγ}
=
s∑
γ=1
(
kγ
mγ
−
kγ+1
mγ+1
)
(#{Ik(jk) | Ik(jk) ≤ dimMγ} −#{Ik(ik) | Ik(ik) ≤ dimMγ})
where we assume ks+1/ms+1 = 0.
By assumption, we have that tr(ykIkσikjkyk
−1
Ik
φTk ) 6= 0, or equivalently that
(
yk
−1
Ik
φTk ykIk
)
ikjk
6= 0. Since
φk preserves yk(Mγ) for γ = 1, . . . , s and since we have assumed that Mγ is spanned by the basis vectors
{el | l ≤ dimMγ}, it follows that the matrices yk
−1
Ik
φkykIk and yk
−1
Ik
φTk ykIk are block upper triangular and
block lower-triangular respectively. Thus assuming that (yk
T
Ik
φk(yk
−1
Ik
)T )ikjk 6= 0, then if ik ≤ dim yk(Mγ),
the same must be true for jk. Given l ∈ {1, . . . , r}, note that l ≤ dim yk(Mγ) if and only if Ik(l) ≤ dimMγ .
This shows that
#{Ik(ik) | Ik(ik) ≤ dimMγ} ≤ #{Ik(jk) | Ik(jk) ≤ dimMγ},
and so
∑N
k=1(λIk(jk) − λIk(ik)) · β1 ≥ 0. Hence if ŷ
ij
I 6= 0, then α
ij
I · β ≥ ||β||
2.
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Claim 2. There exists a non-zero projective coordinate of ι̂(E, φ) such the corresponding weight α for the
diagonal action of the maximal torus T satisfies α · β = ||β||2.
Proof. From above, we have:
αJ · β = ||β||
2 ⇔ dim(Mγ ∩ ker yk) = #{l /∈ Jk | l ≤ dimMγ}, and
αijI · β = ||β||
2 ⇔ dim(Mγ ∩ ker yk) = #{l /∈ Ik | l ≤ dimMγ}.
We can choose a basis for kr so that ykIk and ykJk are block upper triangular matrices. Thus if αJ ·β = ||β||
2
(αijI · β = ||β||
2 respectively), then the block upper triangular matrix ykJk (ykIk resp.) has square blocks on
the diagonal.
From ŷ ∈ Ĝ(r,m)N , we can construct an element
Ŷ := (〈y11, [c11 : φ11]〉, . . . , 〈ysN , [csN : φsN ]〉) ∈
s∏
γ=1
Ĝ (rγ ,mγ)
N
where:
(i) the quotient yγk :Mγ/Mγ−1 → yk(Mγ)/yk(Mγ−1) is induced from yk;
(ii) the endomorphism φγk : yk(Mγ)/yk(Mγ−1)→ yk(Mγ)/yk(Mγ−1) is induced from φk;
(iii) cγk = ck for all γ = 1, . . . , s.
Analogously to the embedding given in (17), we can embed the product
∏s
γ=1 Ĝ (rγ ,mγ)
N
into the projective
space
P
(
s⊗
γ=1
N⊗
k=1
(V ∨1kγ ⊕ V
∨
2kγ)
)
where
V1kγ = H
0
(
N∏
k=1
G(rγ ,mγ), π
∗
γk(detU
mγ
rγ )
)
and
V2kγ = H
0
(
G(rγ ,mγ), π
∗
γk(detU
mγ
rγ ⊗ EnddetU
mγ
rγ )
)
,
with πγk :
∏s
γ=1
∏N
k=1G(rγ ,mγ)→ G(rγ ,mγ) the obvious projection and U
mγ
rγ the tautological bundle over
the Grassmanian G(rγ ,mγ).
As with V1k and V2k, we can find a basis for V1kγ and V2kγ to explicitly obtain coordinates for Ŷ ∈∏s
γ=1 Ĝ (rγ ,mγ)
N when this product is embedded into projective space. We then see that the projective
coordinates of Ŷ exactly correspond to the non-zero coordinates ŷJ and ŷ
ij
I satisfying αJ · β = ||β||
2 and
αijI ·β = ||β||
2. Since the coordinates of Ŷ are projective, at least one is non-zero, and it corresponds therefore
to a non-zero coordinate ŷijI or ŷJ satisfying α
ij
I · β = ||β||
2 if it is ŷijI and αJ · β = ||β||
2 if it is ŷJ .
The above two claims combined show directly from the definition of Yβ that ŷ ∈ Yβ , thus concluding
Step 1.
Step 2. Show that g · ι̂(E, φ) ∈ Y ssβ , or equivalently that pβ(g · ι̂(E, φ)) ∈ Z
ss
β .
By definition of the map pβ : Yβ → Zβ, we have:
pβ(ŷ) = (〈y
′
1, [c
′
1 : φ
′
1]〉, . . . , 〈y
′
N , [c
′
N : φ
′
N ]〉) (25)
where:
(i) y′k = y1k ⊕ · · · ⊕ ysk viewed as a map k
m ∼= M1 ⊕ M2/M1 ⊕ · · · ⊕ Ms/Ms−1 → yk(M1) ⊕ · · · ⊕
yk(Ms)/yk(Ms−1) ∼= kr;
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(ii) c′k = ck;
(iii) φ′k =
⊕s
γ=1 φγk.
The component of Zβ containing pβ(ŷ) can be identified with the product
s∏
γ=1
Ĝ(rγ ,mγ)
N
and so the stabiliser Stabβ of β can be identified with(
s∏
γ=1
GL(mγ)
)
∩ SL(m).
Moreover, pβ(ŷ) can be identified with
Ŷ ∈
s∏
γ=1
Ĝ(rγ ,mγ)
N .
In order to show that pβ(ŷ) ∈ Zssβ , it suffices to show that µ(pβ(ŷ), λ) ≥ λ·β for every one-parameter subgroup
λ of Stabβ. By part (ii) of Lemma 3.22, we know that ŷγ := (〈yγk, [cγk : φγk]〉, . . . , 〈yγk, [cγk : φγk]〉) is
semistable in
∏N
k=1 Ĝ(rγ ,mγ) for the action of SL(mγ). Therefore µ(ŷγ , λγ) ≥ 0 for every one-parameter
subgroup λγ of SL(mγ) and γ = 1, . . . , s.
Now suppose that λγ is a one-parameter subgroup of GL(mγ), which we can identify with an element of
Lie(GL(mγ)). It can then be further decomposed as
λγ = λ0 +
trλγ
mγ
Id
where λ0 ∈ Lie(SL(mγ)). From the above paragraph, we know that µ(ŷγ , λ0) ≥ 0, therefore we have:
µ(ŷγ , λγ) = µ(ŷγ , λ0) + µ
(
ŷγ ,
trλγ
mγ
Id
)
≥ µ
(
ŷγ ,
tr λγ
mγ
Id
)
.
However, (tr λγ/mγ) Id acts on the vector spaceH
0
(
G(rγ ,mγ)
N ,
⊗N
k=1 π
∗
k(detU
mγ
rγ ⊕ detU
mγ
rγ ⊗ EndU
mγ
rγ )
)∨
with weight −Nrγ tr λγ/mγ . Therefore
µ(ŷγ , trλγ/mγ Id) = −N
rγ
mγ
tr λγ
and so
µ(ŷγ , λγ) ≥ N
rγ
mγ
tr λγ .
Hence given a one-parameter subgroup λ of
(∏s
γ=1GL(mγ)
)
∩ SL(m), where we label by λ1, . . . λs the
blocks on the diagonal with each λγ ∈ GL(mγ), we have on the one hand:
µ(Ŷ , λ) ≥
s∑
γ=1
−N
rγ
mγ
tr λγ .
On the other, we can compute λ · β:
λ · β = λ · β1 − λ · β2 =
s∑
γ=1
trλγ
kγ
mγ
−
k
m
tr λ =
s∑
γ=1
tr λγ
kγ
mγ
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since tr λ = 0. Computing the difference yields:
s∑
γ=1
−N
rγ
mγ
tr λγ − λ · β =
s∑
γ=1
− trλγN(dγ + (1− g)rγ)
mγ
, using the equality kγ = N(dγ − rγg)
=
s∑
γ=1
− trλγNmγ
mγ
, using the equality mγ = dγ + rγ(1− g)
= −N tr λ = 0.
Therefore µ(Ŷ , λ) ≥ λ · β for every one-parameter subgroup λ of Stabβ ⊆ SL(m), and so by definition we
have that Ŷ = pβ(ŷ) ∈ Zssβ .
Remark 3.23 (Alternative proof of the existence of a refined Higgs Harder-Narasimhan stratification via
the spectral correspondence). The result of (20) is shown in [26] to hold more generally for sheaves of pure
dimension e on a projective scheme W of arbitrary dimension with a fixed ample invertible sheaf O(1) (we
let C P,e(X) denote the corresponding moduli stack). That is, fixing a Hilbert polynomial P , such sheaves
with Hilbert polynomial P are parametrised, for n sufficiently large, by an open subset Q of the quot scheme
Quot(V ⊗O(−n),P), where V is a vector space of dimension P(n). The scheme Q admits a natural action
of SL(V ) such that two sheaves are isomorphic if and only if they lie in the same SL(V )-orbit. There is a
SL(V )-equivariant embedding of Q into a Grassmanian, which can itself be embedded equivariantly into a
projective space, so that we can consider the closure Q of Q inside this big projective space. The action
of SL(V ) on Q can be linearised with respect to a line bundle obtained from this projective space (see [26,
§5]). Thus fixing an invariant inner product on the Lie algebra of a maximal torus of SL(V ), there is an
associated GIT-instability stratification
Q =
⊔
β∈B
Sβ .
It is then shown in [26, Prop 6.13] that given a Harder-Narasimhan type τ , there is an associated β(τ) such
that if the parameters required in the definition of the correspondence are chosen sufficiently large, then
Qτ has a scheme structure such that every connected component of Qτ is a connected component of Sβ(τ).
Theorem 1.3 can be applied to the linearised action of SL(V ) on Sβ(τ) to produce a non-reductive GIT
SL(V )-stratification of Sβ(τ). This stratification can be pulled back to Qτ via the inclusion Qτ ⊆ Sβ(τ) to
produce a stratification of the quotient stack [Qτ/GL(V )] where each stratum is a refined Θ-stratum. Since
for n sufficiently large we have that
C
τ
P,e(X)
∼= [Qτ/GL(V )] ,
it follows that the stratification results in a Θ-refinement of the Harder-Narasimhan stratification
CP,e(X) =
⊔
τ
C
τ
P,e(X).
This result can be used to obtain a different proof than the one we give of the existence of a Θ-refinement
of the Higgs Harder-Narasimhan stratification, by using the spectral correspondence of [41]. The spectral
correspondence states that there is an equivalence of categories between L-twisted coherent Higgs sheaves
on a fixed projective variety X and sheaves of pure dimension e = dim(X) with compact support on the
cotangent bundle of X . Moreover, there exists a natural number k such that Higgs sheaves with Hilbert
polynomial P are mapped under the correspondence to coherent sheaves with Hilbert polynomial k∗P defined
by k∗P(x) = P(kx) (see [43, p 19]). In fact, one can further show that Higgs sheaves with Higgs Harder-
Narasimhan type µ are mapped under the correspondence to coherent sheaves with Harder-Narasimhan type
τ = kµ (see [43, Cor 6.9]). Hence if we let Z denote a projective completion of T ∗X and C P,e(T
∗X) ⊆
CP,e(Z) the substack consisting of sheaves on T
∗X with compact support, then there is an isomorphism of
stacks
CP,e(T
∗X) ∼= HP (X,L) (26)
where the latter denotes the stack of Higgs sheaves on X with Hilbert polynomial P . What’s more, under
this isomorphism the Harder-Narasimhan stratification of the stack of sheaves coincides with the Higgs
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Harder-Narasimhan stratification of the stack of Higgs sheaves (using the correspondence between types
stated above). By the above paragraph, we know that the stack CP,e(X) admits a Θ-refinement of its
Harder-Narasimhan stratification. Via the inclusion C P,e(T
∗X) ⊆ CP,e(Z), this refined Θ-stratification
restricts to a stratification of CP,e(T
∗X). Hence under the identification of stacks given in (26), we obtain
a stratification of HP,e(X,L) which refines the Higgs Harder-Narasimhan stratification and satisfies the
conditions required to be a Θ-refinement.
This argument shows that we can obtain a Θ-refinement of the Higgs Harder-Narasimhan stratification
on the stack of coherent Higgs sheaves with a fixed Hilbert polynomial on a smooth projective variety of
arbitrary dimension; this is a generalisation of the existence part of Theorem 3.1. In this way we obtain the
existence of quasi-projective coarse moduli spaces for unstable Higgs sheaves on an arbitrary dimensional
base.
3.3 Moduli-theoretic interpretation and examples
Having established in Section 3.2 the existence of a Θ-refinement of the Higgs Harder-Narasimhan strati-
fication, in this section we consider the problem of its moduli-theoretic interpretation, that is, in terms of
intrinsic properties of Higgs bundles. In Section 3.3.1 we address the problem of describing the µ-stable locus
in a moduli-theoretic way, while in Section 3.3.2 we provide a complete moduli-theoretic interpretation of
the stratification in the rank 2 and odd degree case.
3.3.1 The µ-stable locus
Theorem 3.1 (i) states that the refined open stratum of the semistable stratum (this is also the refined
open stratum of the whole refined Higgs Harder-Narasimhan stratification), is the stable stratum (if it is
non-empty). This follows immediately from the first part of Remark 1.2, which states that in the classical
case of a reductive group acting linearly on a projective variety with non-empty stable locus, the open subset
produced by the Projective completion algorithm coincides with the stable locus. If H sr,d(Σ, L) 6= ∅, then in
the GIT set-up for the semistable stratum, the stable locus will be non-empty (this is because by [40, Prop
5.7] the inclusion ι̂ : F ssr,d → X
ss
r,d of (14) restricts to one on the stable points: F
s
r,d → X
s
r,d).
The proof of Theorem 3.1 (ii) relies on the following geometric result.
Proposition 3.24. Let µ 6= µ0 denote a Higgs Harder-Narasimhan type and let E denote a vector bundle
of Harder-Narasimhan type µ such that E ∼= grE ∼= E1 ⊕ · · · ⊕ Es (fixing this isomorphism we identify E
with the direct sum E1 ⊕ · · · ⊕ Es). Then there exists a Higgs field φ : E → E ⊗ L such that
End−1(E, φ) = {0}.
Proof. To define a suitable Higgs field φ, choose s pairwise distinct sections σi ∈ H0(L) (recall that we have
assumed from the start that h0(L) 6= 0). Then each section σi defines a map φi : Ei → Ei⊗L and we obtain
a Higgs field φ : E = E1 ⊕ · · · ⊕ Es → E ⊗ L by setting φ = φ1 ⊕ · · · ⊕ φs. We aim to show that
End−1(E, φ) = {0}.
To this end, suppose that ψ ∈ End−1(E, φ), so that the following diagram commutes:
E E
E ⊗ L E ⊗ L.
ψ
φ φ
ψ⊗idL
Restricting to Ei ⊆ E, post-composing with the projection map E → Ej ⊆ Ej and letting ψij : Ei → Ej
denote the corresponding morphism leads to the following commutative diagram:
Ei Ej
Ei ⊗ L Ej ⊗ L.
ψij
φi φj
ψij⊗idL
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The commutativity of (3.3.2) implies that ψij ⊗ (σi−σj) = 0 ∈ H0(Σ, Ei
∨⊗Ej ⊗L). Thus in particular
the zero locus of ψij , which is closed in Σ, must contain all points x ∈ Σ where σi(x) 6= σj(x), which is open
and dense in Σ since by assumption σi 6= σj . Thus ψij vanishes on all of Σ, and as this holds true for for all
i, j ∈ {1, . . . , s}, it follows that ψ is identically zero. Hence End−1(E, φ) = {0} as required.
The above Proposition 3.24 is the key to proving Theorem 3.1 (ii), which corresponds to the following
Corollary 3.25. Given a Higgs Harder-Narasimhan type µ 6= µ0, if (E, φ) is µ-stable, then (E, φ) ≇ gr(E, φ)
and End−1(E, φ) = {0}.
Proof. Recall that for d sufficiently large, by (12), (13) and (14) of Theorem 3.8, we have the following
isomorphisms:
H
µ
r,d(Σ, L)
∼=
[
Fµr,d/Gr,d
]
∼=
[
ι̂−1(Sβ(µ))/Gr,d
]
⊆ [Xr,d/Gr,d] .
We fix these isomorphisms for the remainder of the proof and identify the three stacks. By the proof of
Corollary 3.10, we know that the refined stratification of H µr,d(Σ, L) is obtained from the Non-Reductive
GIT stratification associated to the action of SL(m) on Xr,d = Ĝ(r,m)
N (more precisely from its restriction
to the unstable stratum Sβ(µ)). That is, the stratification of Sβ(µ) has an open stratum which corresponds to
the open set S0(Sβ(µ), SL(m), λ0,L|Sβ(µ)) ⊆ Sβ(µ) determined by the Projective completion algorithm, where
Sβ(µ) := SL(m) ×Pβ(µ) Yβ(µ) ⊆ Ĝ(r,m)
N and λ0 denotes the trivial one-parameter subgroup. The µ-stable
locus H µ-sr,d (Σ, L) is then defined as
H
µ-s
r,d (Σ, L) :=
[
ι̂−1
(
S0(Sβ(µ),GL(m), λ0,L|Sβ(µ))
)
/GL(m)
]
.
Since λ0(Gm) acts trivially on Sβ(µ) and since by definition of Sβ(µ) the semistable locus for the ac-
tion of SL(m) with respect to the linearisation L is empty, by the Projection completion algorithm (more
specifically the Replacement algorithm), to determine S0(Sβ(µ), Gr,d, λ0,L|Sβ(µ)) it suffices to determine
S0(Y ssβ(µ), Pβ(µ), λβ(µ),L|Yβ(µ)) (since λβ(µ) acts non-trivially on Y
ss
β(µ)). For simplicity, we let X = Y
ss
β(µ),
λ = λβ(µ), L = L|Yβ(µ) and U = Uβ(µ), R = Lβ(µ) so that H := U ⋊R = Pβ(µ). We let Û := U ⋊λ(Gm). By
Theorem 1.1 , we know that if there exists some x ∈ X0min such that StabU x = {0}, then
S0(X, Û , λ,L) = X
ŝ =
{
x ∈ X0min \ UZmin | dimStabU x = 0
}
. (27)
By construction via the Projective completion algorithm, we must have that S0(X,H, λ,L) ⊆ S0(X, Û, λ,L).
This inclusion will produce the desired inclusion of the µ-stable locus, based on the following lemma, which
follows from Section 3.2.1 (iv) (see [27, Prop 5.3.1.4] for the analogous result for vector bundles):
Lemma 3.26. Suppose that y ∈ Y ssβ(µ) corresponds to the image under ι̂ of a Higgs bundle (E, φ) ∈ F
µ
r,d, so
that y = ι̂(E, φ). Then we have:
Lie StabU y ∼= End−1(E, φ).
Proof. By the isomorphism of stacksH µr,d(Σ, L)
∼= [F
µ
r,d/Gr,d] of (12), we have that Aut(E, φ)
∼= StabGr,d(E, φ).
Recall that Gr,d = GL(m). Since µ 6= µ0 by assumption, (E, φ) is unstable and any automorphism of (E, φ)
must preserve its Higgs Harder-Narasimhan filtration. But Pβ(µ) corresponds exactly to the subgroup of
SL(m) which preserves the image of these filtrations in Y ssβ(τ), and so the Lie algebra of its unipotent radical
can be identified with the nilpotent endomorphisms of (E, φ).
By Proposition 3.24, there exists a Higgs bundle (E, φ) of Higgs Harder-Narasimhan type µ satisfying
End−1(E, φ) = {0}. Choose g ∈ SL(m) such that g · ι̂(E, φ) ∈ Y
ss
β(µ). Then by the isomorphism
Lie StabU ι̂(E, φ) ∼= End−1(E, φ)
of Lemma 3.26, it follows that StabU ι̂(E, φ) = {e}, which must also be true of g · ι̂(E, φ). Thus we have
exhibited an element x := g · ι̂(E, φ) of X0min with trivial unipotent stabiliser and so the equality of (27)
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holds true. It follows that H µ-sr,d (Σ, L) is contained in the stack of Higgs bundles (E, φ) with Higgs Harder-
Narasimhan type µ such that
ι̂(E, φ) ∈ SL(m) ·
{
x ∈ X0min \ UZmin | dimStabU x = {0}
}
.
By Lemma 3.26 we know that dimStabU ι̂(E, φ) = 0 if and only if dimEnd−1(E, φ) = 0. The result
follows then from observing that Higgs bundles corresponding to points in UZmin are precisely those which
are isomorphic to their graded. This is because by the proof of Proposition 3.20, an element ŷ lies in Zβ
if and only if ŷ decomposes as a direct sum as per (25), and as Zmin is R/λ(Gm)-invariant we have that
HZmin = UZmin.
3.3.2 The rank 2 and odd degree case
The aim of this section is to prove Theorem 3.6, which provides an explicit moduli-theoretic interpretation
of the refined Higgs Harder-Narasimhan stratification in the rank 2 and odd degree case. The result is a
consequence of the following more general result. It is the Higgs bundle analogue of a result concerning
vector bundles (and more generally sheaves) established in [27, §5.3.2].
Theorem 3.27. Let µ be a Higgs Harder-Narasimhan type of length14 two. Then the restriction of the
refined Higgs Harder-Narasimhan stratification to H µr,d(Σ, L) is given by:
H
µ
2,d(Σ, L) =
⊔
δ∈N
H
µ,δ,indec
2,d (Σ, L) ⊔H
µ,dec
2,d (Σ, L).
Before proving Theorem 3.27, we first show how the result of Theorem 3.6 for rank 2 and odd degree
Higgs bundles follows:
Corollary 3.28 (Refined Higgs Harder-Narasimhan stratification in rank 2). When r = 2 and d is odd, the
refined Higgs Harder-Narasimhan stratification of Theorem 3.1 is given by
H2,d(Σ, L) = H
ss
2,d(Σ, L) ⊔
⊔
µ
⊔
δ∈N
H
µ,δ,indec
2,d (Σ, L) ⊔H
µ,dec
2,d (Σ, L).
Moreover, for each Higgs Harder-Narasimhan type µ 6= µ0,
H
µ-s
r,d (Σ, L) = H
µ,0,indec
r,d (Σ, L).
Proof. In rank 2, every Higgs Harder-Narasimhan type µ 6= µ0 has length 2, so the result of Theorem 3.27
applies to each unstable Higgs Harder-Narasimhan stratum H µ2,d(Σ, L). For the semistable stratum, the
assumption that the degree d is odd ensures that semistability coincides with stability, and thus H ss2,d(Σ, L)
has a quasi-projective coarse moduli space given by the moduli space for rank 2 stable Higgs bundles
Ms2,d(Σ, L).
For the second statement, note that the refined open stratum for each unstable Higgs Harder-Narasimhan
stratum is given by H µ,δmin,indec2,d (Σ, L) where δmin is the minimal value δ ∈ N such that H
µ,δmin,indec
2,d (Σ, L)
is non-empty. But by Proposition 3.24, there exists a Higgs bundle (E, φ) of Higgs Harder-Narasimhan type
µ such that End−1(E, φ) = {0}. Thus provided the complement of H
µ,dec
r,d (Σ, L) in H
µ
r,d(Σ, L) is non-empty,
then H µ,0,indecr,d (Σ, L) is also non-empty. Hence δmin = 0.
Proof of Theorem 3.27. In [27, §5.3.2], it is shown that Non-Reductive GIT can be applied to construct
moduli spaces for unstable vector bundles with appropriate refined invariants. That is, given a Harder-
Narasimhan type τ of length 2, for each δ ∈ N there exists a quasi-projective moduli space Nµ,δ,indec2,d (Σ)
for vector bundles E ≇ gr(E) of Harder-Narasimhan type τ and such that dimEnd−1(E) = δ. The moduli
space is obtained by identifying the Harder-Narasimhan stratum V µr,d(Σ) as a quotient stack, and reducing it
to a problem in Non-Reductive GIT (in a manner completely analogous to the method used in Section 3.2).
As we have seen in the case of Higgs bundles, the resulting non-reductive GIT stratification can then be
14The length of a (Higgs) Harder-Narasimhan type corresponds to the number of distinct entries it has.
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used to obtain a stratification of V τr,d(Σ) for which each stratum is a refined Θ-stratum. It is a consequence
of [27, §5.3.2] that this refined stratification is given by
V
µ
r,d(Σ) =
⊔
δ∈N
V
µ,δ,indec
r,d (Σ) ⊔ V
µ,dec
r,d (Σ),
where V µ,δ,indecr,d (Σ) and V
µ,dec
r,d (Σ) are defined analogously to the corresponding stacks for Higgs bundles
(see Definition 3.5).
The key to obtaining this moduli-theoretic interpretation is the observation that for vector bundles E
with a length 2 Harder-Narasimhan type τ 6= τ0, the isomorphism
End−1(E) ∼= End−1(gr(E, φ)) (28)
holds (see [27, Cor 5.3.2.2]). This is because, in the Non-Reductive GIT setup for the problem, this iso-
morphism places us in the situation of Remark 1.4, for which the non-reductive GIT stratification can be
described very explicitly.
The following lemma shows that the analogue of (28) is valid for Higgs bundles.
Lemma 3.29. Let µ be a Higgs Harder-Narasimhan type of length 2 and let (E, φ) be a Higgs bundle of
Higgs Harder-Narasimhan type µ. Then
End−1(E, φ) ∼= End−1(gr(E, φ)).
Proof. Since τ has length 2, (E, φ) has a length 2 Higgs Harder-Narasimhan filtration 0 = E0 ⊆ E1 ⊆ E2 = E
and we can fix an isomorphism gr(E, φ) ∼= (E1, φ1) ⊕ (E2, φ2) where E1 = E1 and E2 ∼= E/E1. Let
ψ ∈ End−1(E, φ); note that its image is contained in E1. Since ψ is zero on E1 = E1, it factors through the
quotient map π : E → E2 (let ψ denote the induced map E2 → E), and we have the following diagram:
E E2 E1
E ⊗ L E2 ⊗ L E1 ⊗ L.
pi
φ
ψ
φ2 φ1
pi⊗idL ψ
The outer square commutes since by assumption ψ ∈ End−1(E, φ). The left square commutes by definition of
the map φ2. Since the quotient map π : E → E2 is surjective, it follows that the right square also commutes.
Thus we obtain a nilpotent endomorphism χ ∈ End−1(gr(E, φ)) by setting χ = 0E1 ⊕ψ. Conversely, given
χ ∈ End−1(gr(E, φ)), we can define ψ ∈ End−1(E) by setting ψ = χ|E2 ◦ π. Then ψ = χ|E2 and since both
the left and right squares in the above diagram commute, it follows that the outer square commutes. Thus
ψ commutes with the Higgs field so that ψ ∈ End−1(E, φ). This correspondence ψ ↔ χ defines the desired
isomorphism.
The above Lemma 3.29 ensures that the condition of Remark 1.4 is satisfied for the action of Pβ(µ) on
Y ssβ(τ), and thus we obtain an explicit description of the non-reductive GIT stratification, which coincides
when pulled back along the inclusion ι̂ to the desired stratification.
4 Refined Harder-Narasimhan stratification
In this section we show that the Harder-Narasimhan stratification can be refined using Non-Reductive GIT
to produce a refined Θ-stratification. Moreover, we provide a partial answer to the question of its moduli-
theoretic interpretation: we show that it is a further refinement of the Higgs stratification defined in Section
2.1.3, and provide a complete moduli-theoretic description of the refined Harder-Narasimhan stratification in
the rank 2 case. In Section 4.1 we state the main results, in Section 4.2 we construct using Non-Reductive GIT
a refined Θ-stratification of the stack of Higgs bundles which refines the Harder-Narasimhan stratification
and in Section 4.3 we address the problem of its moduli-theoretic interpretation.
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4.1 Statement of results
The main result is the existence of a refined Θ-stratification of the stack of Higgs bundles which refines the
Harder-Narasimhan stratification.
Theorem 4.1 (Refined Harder-Narasimhan stratification). There exists a refinement of the Harder-Narasimhan
stratification of Hr,d(Σ, L), called the refined Harder-Narasimhan stratification:
Hr,d(Σ, L) =
⊔
τ
⊔
γ∈Γr,dτ
H
r,d
τ,γ (Σ, L),
which further refines the Higgs stratification of Hr,d(Σ, L) and which is a refined Θ-stratification determined
algorithmically by the Projection Completion algorithm.
Given a Harder-Narasimhan type τ , let H r,dτ -s (Σ, L) denote the refined Θ-stratum which is open in
H r,dτ (Σ, L) (note that it coincides with H
r,d
τ,γτ (Σ, L) where γτ corresponds to the minimal element γ ∈ Γ
r,d
τ
such that H r,dτ,γ (Σ, L) is non-empty). Then we have:
(i) if τ = τ0 and V
s
r,d(Σ) 6= ∅, then
H
r,d
τ0-s(Σ, L) = H
r,d
s (Σ, L)
where H r,ds (Σ, L) = F
−1
(
V sr,d(Σ)
)
;
(ii) if τ 6= τ0, then
H
r,d
τ -s (Σ, L) ⊆ H
r,d
τ,i0j0
(Σ, L)
where (i0, j0) is the smallest pair (i, j), with respect to the ordering of Remark 2.8, such that H
r,d
τ,ij(Σ, L)
is non-empty. If there is no such pair (i, j), then
H
r,d
τ (Σ, L) = H
τ
r,d(Σ, L) ∩H
r,d
τ (Σ, L)
and the restriction of the refined Harder-Narasimhan stratification to H r,dτ (Σ, L) coincides with the
intersection of the restriction to H τr,d(Σ, L) of the refined Higgs Harder-Narasimhan stratification with
H r,dτ (Σ, L). In particular,
H
r,d
τ -s (Σ, L) = H
r,d
τ (Σ, L) ∩H
τ -s
r,d (Σ, L),
Remark 4.2 (When degL = 0). If degL = 0, then by Proposition 2.17 we know that the Higgs Harder-
Narasimhan and Harder-Narasimhan stratifications coincide. It follows that H r,dτ,ij(Σ, L) is empty for all i, j
and thus by Theorem 4.1 (ii) the refined Harder-Narasimhan stratification of Hr,d(Σ, L) coincides with its
refined Higgs Harder-Narasimhan stratification.
As in the case of the refined Higgs Harder-Narasimhan stratification, although providing an explicit
moduli-theoretic interpretation of the stratification is difficult in general, the rank 2 case represents an
example for which the non-reductive GIT stratification can be described explicitly and thus for which we
can provide a complete moduli-theoretic description of the refined Harder-Narasimhan stratification.
Theorem 4.3 (Refined Harder-Narasimhan stratification in the rank 2 case). The refined Harder-Narasimhan
stratification of H2,d(Σ, L) is the intersection of the refined Higgs Harder-Narasimhan stratification with the
Harder-Narasimhan stratification:
H2,d(Σ, L) = H
2,d
ss (Σ, L) ⊔
⊔
τ
(H ss2,d(Σ, L) ∩H 2,dτ ) ⊔ ⊔
γ∈Γτ2,d
(
H
τ,γ
2,d (Σ, L) ∩H
2,d
τ (Σ, L)
) .
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4.2 Construction of the refined stratification
The aim of this section is to prove the existence part of Theorem 4.1. As is the case for the Higgs Harder-
Narasimhan stratification, the difficulty lies in achieving a set-up for the moduli problem for which results
from Non-Reductive GIT can be applied. Luckily, all of the results which we need for this set-up already
appear in Section 3.2.
We start by proving the analogue of Corollary 3.16, namely that each Harder-Narasimhan stratum can
be identified as a quotient stack.
Proposition 4.4. Let τ be a Harder-Narasimhan type of rank r and degree d. Then for d sufficiently large
(depending only on [τ ]),
H
r,d
τ (Σ, L)
∼=
[
F r,dτ /GL(m)
]
,
and more generally
H
r,d
≤τ (Σ, L)
∼=
[
F r,d≤τ /GL(m)
]
.
Proof. Consider the variety f : Fr,d → Rr,d from Section 3.2.1 and fix a Harder-Narasimhan type τ . Let
Rτr,d, R
≤τ
r,d ⊆ Rr,d denote the subvarieties of quotient vector bundles with Harder-Narasimhan type τ and
Harder-Narasimhan type τ ′ ≤ τ respectively, and let
F r,dτ := f
−1
(
Rτr,d
)
and F r,d≤τ := f
−1
(
R≤τr,d
)
.
By the properties of Fr,d described in Section 3.2.1, we have that F
r,d
τ (respectively F
r,d
≤τ ) parametrises Higgs
bundles (E, φ) such that E has Harder-Narasimhan type τ (respectively ≤ τ) and satisfies:
(A) E is generated by its sections;
(B) H1(Σ, E) = 0.
Recall from Proposition 2.12 that (E, φ) with E of Harder-Narasimhan τ there are only finitely many
possibilities for the Higgs Harder-Narasimhan type µ of (E, φ). Using Proposition 3.15 and Corollary 3.16,
we obtain that for d sufficiently large (depending only on [τ ]), a Higgs bundle with underlying bundle of
Harder-Narasimhan type τ (or ≤ τ) satisfies conditions (A) and (B) above. Moreover, since two Higgs
bundles in Fr,d are isomorphic if and only if they lie in the same orbit under the GL(m)-action on Fr,d, the
same is true when we restrict to F r,dτ or F
r,d
≤τ .
As in the case of the Higgs Harder-Narasimhan stratifiaction, we must now provide a set-up which
enables the application of GIT or Non-Reductive GIT to the construction of a quotient of Fµr,d by the action
of GL(m).
Using the notation of Section 3.2.2, recall that given any A ≥ 0, for d (depending on A, r, g) and N
(depending on d) sufficiently large, there exists a sequence of N points x1, . . . , xN ∈ Σ such that the map
ι̂ : FA,r,d → Ĝ(r,m)N is injective and proper. Choose an A such that τ ∈ TA,r,d, the set of Harder-
Narasimhan types of those vector bundles E of rank r and degree d on Σ which satisfy the inequality
µ(E′) ≤ µ(E)+A for any proper subbundle E′ ⊆ E. For example A = d′1/r
′
1−µ(E) is suitable, where d
′
1/r
′
1
is the first entry of τ . It follows immediately that F r,dτ ⊆ FA,r,d and thus we have that for d and N sufficiently
large, there exists a GL(m)-equivariant map ι̂ : Fr,d → Ĝ(r,m)N which restricts to a GL(m)-equivariant
injective map
ι̂ : F r,dτ →֒ Ĝ(r,m)
N .
We can now apply results on vector bundles proved in [31] and stated in Section 3.2.3. Indeed, using
(20), we have the following commutative diagram for d and N sufficiently large (depending only on [τ ]):
F r,dτ π
−1(Sβ(τ)) ⊆ Ĝ(r,m)
N
Rτr,d Sβ(τ) ⊆ G(r,m)
N .
ι̂
f pi
ι
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Since the centre of GL(m) acts trivially in the above diagram, for the purpose of applying GIT we consider
instead the action of SL(m), as in Section 3.2. Based on the above diagram, to construct geometric quotients
for the action of SL(m) on F r,dτ , it suffices to do so for the linearised action of SL(m) on the projective variety
p−1(Sβ(τ)), where Sβ(τ) is the closure of Sβ(τ) inside G(r,m)
N . Indeed, we can then pull back quotients and
stratifications using the inclusion ι̂.
If τ = τ0, then we simply consider the linear action of SL(m) on Ĝ(r,m)
N = π−1(G(r,m)N ), with
its associated non-reductive GIT stratification. By Remark 1.2, the refined open stratum coincides with
Ĝ(r,m)N,s (by assuming that V sr,d(Σ) 6= ∅ we ensure that the GIT-stable locus is non-empty). The strati-
fication restricts to a stratification of π−1(G(r,m)N,ss), and since π−1(G(r,m)N,s) ⊆ Ĝ(r,m)N,s, it follows
that the open stratum for the stratification of π−1(G(r,m)N,ss) is π−1(G(r,m)N,s). For d and N sufficiently
large, we have a map ι̂ : Fr,d → Ĝ(r,m)N such that
ι̂(F r,dss ) ⊆ π
−1
(
G(r,m)N,ss
)
.
Thus the stratification of π−1
(
G(r,m)N,ss
)
pulls back under ι̂ to a stratification of F r,dss , and equivalently
under the isomorphism H r,dss (Σ, L)
∼=
[
F r,dss /GL(m)
]
to a stratification of H r,dss (Σ, L). The fact that each
stratum of this stratification is a refined Θ-stratum follows from its construction as a non-reductive GIT
stratification.
For τ 6= τ0, since Sβ(τ) is a GIT-unstable stratum, then as seen in Section 1.2.3 we have that Sβ(τ) =
SL(m)Y ssβ(τ)
∼= SL(m) ×Pβ(τ) Y
ss
β(τ) for τ 6= τ0. Since the projection map π : Ĝ(r,m)
N → G(r,m)N is
SL(m)-equivariant, it follows that for τ 6= τ0,
π−1(Sβ(τ)) ∼= GL(m)×Pβ(τ) π
−1(Y ssβ(τ)).
Thus it suffices to construct quotients for the action of Pβ(τ) on π
−1(Yβ(τ)) where Yβ(τ) is taken to be
the closure of Yβ(τ) in G(r,m)
N . Since Pβ(τ) is a linear algebraic group with internally graded unipotent
radical (see Section 1.2.3), results from Non-Reductive GIT can be applied to the linearised action of Pβ(τ)
on π−1(Yβ(τ)). In particular, by Theorem 1.3, there is an associated non-reductive GIT stratification of
π−1(Yβ(τ)). Taking the SL(m)-sweep of each stratum produces a corresponding stratification of π
−1(Sβ(τ)).
Under the inclusion for d and N sufficiently large ι̂ : F r,dτ →֒ π
−1(Sβ(τ)), the stratification restricts to a
stratification of F r,dτ . Finally, using the isomorphism of Proposition 4.4, namely
H
r,d
τ (Σ, L)
∼=
[
F r,dτ /GL(m)
]
,
we obtain a stratification of H r,dτ (Σ, L). The fact that each stratum is a refined Θ-stratum, and thus
that the stratification of the whole stack is a Θ-refinement of the Harder-Narasimhan stratification follows
immediately from its construction in terms of a non-reductive GIT stratification.
4.3 Moduli-theoretic interpretation and examples
The aim of this section is to prove the moduli-theoretic properties of the refined Harder-Narasimhan strati-
fication stated in Theorem 4.1.
4.3.1 Comparison with the Higgs stratification
In this section we prove that the refined Harder-Narasimhan stratification refines the Higgs stratification
of Hr,d(Σ, L) defined in Definition 2.9. Since the Higgs stratification does not stratify the open stratum
H r,dss (Σ, L), it suffices to show that it is true for each Harder-Narasimhan stratum H
r,d
τ (Σ, L) where τ 6= τ0.
By definition, given such a Harder-Narasimhan stratum, its Higgs stratification is given by
H
r,d
τ (Σ, L) =
⊔
1≤i,j≤s
H
r,d
τ,ij(Σ, L) ⊔
(
H
r,d
τ (Σ, L) ∩H
r,d
µ (Σ, L)
)
. (29)
In Section 4.2, we established the isomorphism and inclusion
H
r,d
τ (Σ, L)
∼=
[
F r,dτ /GL(m)
]
→֒
[
π−1
(
Y ssβ(τ)
)
/Pβ(τ)
]
(30)
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for d and N sufficiently large (depending only on [τ ]). The refinement of H r,dτ (Σ, L) was then obtained
by pulling back along the non-reductive GIT stratification associated to the linearised action of Pβ(τ) on
π−1(Y ssβ(τ)). By Theorem 1.3 (iii), we know that this non-reductive GIT stratification refines the Bialynicki-
Birula stratification associated to the action of λβ(τ)(Gm) on π−1(Yβ(τ)). In Proposition 4.5 below, we
show that this Bialynicki-Birula stratification, when pulled back to a Harder-Narasimhan stratum, coincides
with the Higgs stratification. It follows then immediately that the refinement of the Harder-Narasimhan
stratification given in Theorem 4.1 refines the Higgs stratification.
Proposition 4.5. Under the isomorphism and inclusion given in (30), the Bialynicki-Birula stratification
of π−1(Yβ(τ)) associated to the action of λβ(τ)(Gm) restricts to the Higgs stratification given in (29).
Proof. For simplicity, let X = π−1(Y ssβ(τ)), H = Pβ(τ) and λ = λβ(τ). Recall that X ⊆ Ĝ(r,m)
N . For a point
ŷ = (〈y1, [c1 : φ1]〉, . . . , yN , [cN : φN ]〉) ∈ X to lie in Zmin, we must in particular have that (〈y1〉, . . . , 〈yN〉)
lies in the corresponding Zmin for the action of λ(Gm) on Y ssβ(τ), which corresponds to Zβ(τ) as per Section
1.2.3. Points in Zβ(τ) ⊆ G(r,m)
N are of the form (〈z1〉, . . . , 〈zN 〉) where zi = z1i ⊕ · · · ⊕ zsi with each
zki ∈ G(ri,mi). Thus to determine Zmin ⊆ X , it suffices to determine the minimal weight space for the
action of λβ(τ)(Gm) on the fibre π−1(z) for any z ∈ Zβ(µ).
Fix such a point z = (〈z1〉, . . . , 〈zN 〉). Then any point ẑ ∈ π−1(z) is of the form (〈z1, [c1 : φ1]〉, · · · , 〈zN , [cN :
φN ]〉). By definition of the action of SL(m) on Ĝ(r,m)N , which induces the action of H on X , the one-
parameter subgroup λ(Gm) acts trivially on the coordinates ci, and via conjugation on the matrices φi. The
weights of this action are therefore given by
{0} ∪
{
kj
mj
−
ki
mi
∣∣∣∣ i, j ∈ {1, . . . , s}, i 6= j} ,
and since k1/m1 > k2/m2 > · · · > ks/ms, it follows that the minimal weight is ks/ms − k1/m1. Given
φ ∈ Mr×r(k), we can consider for each i, j ∈ {1, . . . , s} the block φij ∈ Mrj×ri(k). Matrices φ which are
zero everywhere except for φ1s are weight vectors for the conjugation action of λ(Gm) on Mr×r(k) with
weight ks/ms − k1/m1. Thus Zmin ⊆ X consists of points (〈z1, [0 : φ1]〉, · · · , 〈zN , [0 : φN ]〉) ∈ X such that
(〈z1〉, . . . , 〈zN 〉) ∈ Zβ(µ) and for each k = 1, . . . , N the equality (φk)ij = 0 holds for i, j ∈ {1, . . . , s} except
when i = 1 and j = s (note that this forces (φk)1s 6= 0)
It follows then that X0min ∩ ι̂(F
r,d
τ ) can be identified with the set of all Higgs bundles (E, φ) with Harder-
Narasimhan type τ such that E ∼= grE and φ1s 6= 0. Thus pulling back the open Bialynicki-Birula stratum
X0min to F
r,d
τ via the inclusion ι̂, and then via the isomorphism H
r,d
τ (Σ, L)
∼= [Fr,d/GL(m)], produces an open
substack of H r,dτ (Σ, L) which coincides with H
r,d
τ,1s(Σ, L). The proof that the remaining Bialynicki-Birula
strata match up with the strata from the Higgs stratification is completely analogous.
4.3.2 The τ-stable locus
In this section we address the problem of obtaining a moduli-theoretic interpretation of the τ -stable locus
H r,dτ -s (Σ, L) within any Harder-Narasimhan stratum H
r,d
τ (Σ, L). We start by proving the following result,
which corresponds to Theorem 4.1 (i) and (ii).
Proposition 4.6. Let τ be a Harder-Narasimhan type. We have:
(i) if τ = τ0 and V
s
r,d(Σ) 6= ∅, then
H
r,d
τ0-s(Σ, L) = H
r,d
s (Σ, L)
where H r,ds (Σ, L) = F
−1
(
V sr,d(Σ)
)
;
(ii) if τ 6= τ0, then
H
r,d
τ -s (Σ, L) ⊆ H
r,d
τ,i0j0
(Σ, L)
where (i0, j0) is the smallest pair (i, j), with respect to the ordering of Remark 2.8, such that H
r,d
τ,ij(Σ, L)
is non-empty. If there is no such pair (i, j), then
H
r,d
τ (Σ, L) = H
τ
r,d(Σ, L) ∩H
r,d
τ (Σ, L)
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and the restriction of the refined Harder-Narasimhan stratification to H r,dτ (Σ, L) coincides with the
intersection of the restriction to H τr,d(Σ, L) of the Higgs Harder-Narasimhan with H
r,d
τ (Σ, L). In
particular, we then have that
H
r,d
τ -s (Σ, L) = H
r,d
τ (Σ, L) ∩H
τ -s
r,d (Σ, L),
Proof. We start with the case where τ = τ0. By construction, we have that the refined open stratum
H r,dτ -s (Σ, L) coincides with
[
ι̂−1
(
π−1
(
G(r,m)N,s
))
/GL(m)
]
. Note that the inclusion of (20) restricts to one
on the stable locus (cf. [39, Thm 5.6 (iii)]), from which it follows that ι̂−1
(
G(r,m)N,s
)
= Rsr,d for d and N
sufficiently large. Therefore we see that[
ι̂−1
(
π−1
(
G(r,m)N,s
))
/GL(m)
]
∼= F−1
(
V
s
r,d(Σ)
)
.
Suppose now that τ 6= τ0 and moreover that there is a smallest pair (i0, j0) such that H
r,d
τ,i0j0
(Σ, L) is
non-empty. Then H r,dτ,i0j0(Σ, L) is the open stratum of the Higgs stratification of H
τ
r,d(Σ, L), and since by
Proposition 4.5 we know that the refined Harder-Narasimhan stratification restricted to H τr,d(Σ, L) refines
the Higgs stratification, it follows that the refined open stratum H r,dτ -s (Σ, L) is contained in Hτ,i0j0 (Σ, L).
If there is no such smallest pair, then every Higgs bundle with underlying bundle of Harder-Narasimhan
type τ has the same Higgs Harder-Narasimhan type, since the Higgs field must preserve the Harder-
Narasimhan filtration. Therefore
H
r,d
τ (Σ, L) = H
τ
r,d(Σ, L) ∩H
r,d
τ (Σ, L) ⊆ H
τ
r,d(Σ, L).
Comparing the constructions of the refined stratifications for H r,dτ (Σ, L) in this case (Section 3.2) and
H τr,d(Σ, L) (Section 4.2), we see that the former is simply the restriction of the latter. Thus the restriction
of the refined Harder-Narasimhan stratification to H r,dτ (Σ, L) ⊆ H
τ
r,d(Σ, L) is the intersection of the refined
Higgs Harder-Narasimhan stratification of H τr,d(Σ, L) with H
r,d
τ (Σ, L).
We conclude this section by describing the unipotent stabiliser groups for points in the τ -stable locus
(within the Non-Reductive GIT set-up of Section 4.2). Describing these stabilisers geometrically is important
for determining whether or not blow-ups are required to construct a geometric quotient (see Theorem 1.1).
This constitutes a first step towards a moduli-theoretic description of the τ -stable locus, which we provide
in the rank 2 and odd degree case in Section 4.3.3 below.
Describing the unipotent stabilisers of points corresponding to Higgs bundles in a given Harder-Narsimhan
stratum relies on the following notation.
Notation 4.7. Given a Higgs bundle (E, φ) with underlying bundle of Harder-Narasimhan type τ 6= τ0,
define
EndHN−1 (E, φ) := {ψ ∈ End(E, φ) | ψ ∈ End−1(E)}.
The following lemma is the analogue of Lemma 3.26; it follows immediately from Section 3.2.1 (iv)
and the fact that Uβ(τ) is the unipotent group for the parabolic group Pβ(τ) ⊆ SL(m) associated to the
Harder-Narasimhan type τ .
Lemma 4.8. Let y ∈ ι̂(F r,dτ ) ∩ Y
ss
β(τ) ⊆ Ĝ(r,m)
N so that y = ι̂(E, φ) for some Higgs bundle (E, φ) ∈ F r,dτ ,
then
Lie StabUβ(τ) y
∼= EndHN−1 (E, φ).
Since EndHN−1 (E, φ) is not necessarily trivial, it follows from Lemma 4.8 that we are not in general in the
situation of Theorem 1.1 where semistability coincides with stability for the unipotent stabilisers; blow-ups
may be required. Nevertheless, we can obtain a condition under which a Higgs bundle (E, φ) will have trivial
unipotent stabiliser group. As we will see in Section 4.3.3, in rank 2 this condition is always satisfied and
hence we are in the situation of Theorem 1.1 where semistability coincides with stability for the unipotent
radical.
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Proposition 4.9. Let [(E, φ)] ∈ H r,dτ,1s(Σ, L), let 0 = E
0 ⊆ E1 ⊆ · · · ⊆ Es = E denote its Harder-
Narasimhan filtration and suppose that grE ∼= E1 ⊕ · · · ⊕ Es. If either πEs−1 ◦ φ|Es−1 : E
s−1 → Es ⊗ L is
injective or π|E1 ◦ φE1 : E
1 → E/E1 ⊗ L is surjective, where πEi : E → E/E
i denotes the natural quotient
map for i = 1, . . . , s, then
EndHN−1 (E, φ) = {0}.
Remark 4.10. Note that if r = 2 in Proposition 4.9 above, then both conditions are automatically satisfied.
Indeed, in this case both maps coincide with φ12 : E
1 → E2 ⊗ L which by assumption is non-zero, and
therefore its kernel must be trivial and its image all of E2 ⊗ L. Thus for rank 2 Higgs bundles [(E, φ)] in
H
2,d
τ,1s(Σ, L) we have that
EndHN−1 (E, φ) = {0}.
Proof. Suppose first that (E, φ) satisfies the property that π|E1 ◦ φE1 : E
1 → E/E1 ⊗ L is surjective,
and let ψ ∈ EndHN−1 (E, φ). Since ψ(E
1) = 0, there is an induced map ψ : E/E1 → E. Moreover, since
ψ ∈ End−1(E, φ) we have the following commutative diagram
E E/E1 E
E ⊗ L E/E1 ⊗ L E ⊗ L.
piE1
φ
ψ
φ
piE1⊗idL ψ⊗idL
We now consider the pre-composition with the inclusion E1 ⊆ E. Since ψ|E1 = 0, we must have that
(ψ⊗ idL) ◦ πE1 ◦φ|E1 = 0, so that im(πE1 ◦φ|E1) ⊆ ker(ψ⊗ idL). But since by assumption im(πE1 ◦φ|E1) =
E/E1 ⊗ L, it follows that ψ must be zero, and thus ψ = 0.
Now suppose that (E, φ) satisfies instead the condition that πEs−1 ◦ φ|Es−1 : E
s−1 → Es ⊗L is injective.
Then consider the post-composition of the above commutative diagram with the quotient πEs−1 ⊗ idL :
E ⊗ L → Es ⊗ L. Then since ψ ⊗ idL(E/E1 ⊗ L) ⊆ Es−1 ⊗ L, it follows that post-composing with
πEs−1 ⊗ idL yields the zero map. Thus we must have that πEs−1 ◦ φ|Es−1 ◦ ψ = 0. But since πEs−1 ◦ φ|Es−1
is injective by assumption, the image of ψ must be trivial. Thus ψ = 0.
4.3.3 The rank 2 and odd degree case
As in the case of the refined Higgs Harder-Narasimhan stratification, although providing an explicit moduli-
theoretic interpretation of the stratification is difficult in general, the rank 2 case represents an example for
which the non-reductive GIT stratification can be described explicitly and thus for which we can provide a
complete moduli-theoretic description of the refined Harder-Narasimhan stratification.
Theorem 4.11 (Refined Harder-Narasimhan stratification in rank 2). The refined Harder-Narasimhan
stratification of H2,d(Σ, L) is the intersection of the refined Higgs Harder-Narasimhan stratification with
the Harder-Narasimhan stratification:
H2,d(Σ, L) = H
2,d
ss (Σ, L) ⊔
⊔
τ 6=τ0
(H ss2,d(Σ, L) ∩H 2,dτ ) ⊔ ⊔
γ∈Γτ2,d
H
τ,γ
2,d (Σ, L)
 .
Proof. By Theorem 4.1 (i), we know that the open refined Θ-stratum inside H r,dss (Σ, L) corresponds to
H r,ds (Σ, L), which coincides with H
r,d
ss (Σ, L) since by assumption d is odd. It follows from the construction
of the refined stratification using Non-Reductive GIT that H r,dss (Σ, L) need not be further stratified.
We now consider a Harder-Narasimhan type τ 6= τ0. In rank 2, the Higgs stratification of H 2,dτ (Σ, L) is
given by
H
2,d
τ (Σ, L) = H
2,d
τ,12(Σ, L) ⊔H
τ
2,d(Σ, L)
since H τ2,d(Σ, L) ∩ H
2,d
τ (Σ, L) = H
τ
2,d(Σ, L) by Proposition 2.14. By Proposition 4.5, we know that the
refined Harder-Narasimhan stratification is a refinement of this stratification. And by Proposition 4.6, the
Harder-Narasimhan refinement of H τ2,d(Σ, L) coincides with the Higgs Harder-Narasimhan refinement of
H τ2,d(Σ, L) (there is no need to intersect since H
τ
2,d(Σ, L) = H
2,d
τ (Σ, L)).
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Thus it remains only to consider H 2,dτ,12(Σ, L), which we assume is non-empty. By Proposition 4.6 (ii), we
know that H 2,dτ -s (Σ, L) ⊆ H
2,d
τ,12(Σ, L). Our aim is to show that equality holds.
As in the proof of Proposition 4.5, we let X = p−1(Y ssβ(τ)), H = Pβ(τ) and λ = λβ(τ). Then we have that
the refined Harder-Narasimhan stratification of H 2,dτ,12(Σ, L) is obtained from the restriction to X
0
min of the
non-reductive GIT stratification associated to the action of Pβ on X , under the identification and inclusion
of stacks given in (30).
Combining Lemma 4.8 and Proposition 4.9, we see that for the action of Pβ on X , unipotent stabilisers
are generically trivial. Therefore we have that the Û -stable locus obtained via Theorem 1.1 (the version
with blow-ups) consists of points in X0min \ UZmin with trivial unipotent stabiliser group. To determine the
Pβ-stable locus X
ŝ, we need to consider the action of the residual reductive group Lβ(τ)/λβ(τ) on X//Û .
We first note that the fact that we are working in the rank 2 case ensures that semistability coincides with
stability for the action of R/λ(Gm) on Zmin. This is because the stabiliser of a point z in Z
ss,R/λ(Gm)
min ⊆
π−1(Zssβ(τ)), is contained in the stabiliser of its image π(z) in Z
ss
β(τ). But the latter can be interpreted as
a rank 2 vector bundle which is isomorphic to its associated graded. Such bundles have a two-dimensional
torus as their automorphism group. If π(z) = τ(E1 ⊕ E2) ∈ Zssβ(τ), then we have that StabGL(m)(π(z))
∼=
Aut(E1 ⊕ E2) ∼= Gm × Gm. In particular the stabiliser group contains the maximally destabilising one-
parameter subgroup λ(Gm). As we are considering the action of R/λ(Gm) ⊆ SL(m)/λ(Gm) on Zssβ(τ), it
follows that StabR/λ(Gm)(π(z)) is zero-dimensional. Therefore the same is true for the stabiliser group of z
and so semistability coincides with stability for the action of R/λ(Gm) on Zmin.
It follows then from the proof of [7, Lem 4.6] that p−1(Z
ss,R/λ(Gm)
min ) \ UZ
ss,R/λ(Gm)
min is contained in
the H-stable locus. But the preimage of the GL(m)-sweep of p−1(Z
ss,R/λ(Gm)
min ) \ UZ
ss,R/λ(Gm)
min under ι̂,
identified as a substack of H 2,dτ (Σ, L), is exactly H
r,d
τ,12(Σ, L). Thus H
2,d
τ,12(Σ, L) coincides with H
2,d
τ -s (Σ, L)
as required.
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