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ABSTRACT
Improved knowledge connecting the chemistry, structure, and properties of poly-
mers is necessary to develop advanced materials in a materials-by-design approach.
Molecular dynamics (MD) simulations can provide tremendous insight into how the
ne details of chemistry, molecular architecture, and microstructure aect many
physical properties; however, they face well-known restrictions in their applicable
temporal and spatial scales. These limitations have motivated the development of
computationally-ecient, coarse-grained methods to investigate how microstructural
details aect thermophysical properties. In this dissertation, I summarize my re-
search work in structure-based coarse-graining methods to establish the link between
molecular-scale structure and macroscopic properties of two dierent polymers. Sys-
tematically coarse-grained models were developed to study the viscoelastic stress re-
sponse of polyurea, a copolymer that segregates into rigid and viscous phases, at time
scales characteristic of blast and impact loading. With the application of appropri-
ate scaling parameters, the coarse-grained models can predict viscoelastic properties
with a speed up of 5-6 orders of magnitude relative to the atomistic MD models.
Coarse-grained models of polyethylene were also created to investigate the thermo-
mechanical material response under shock loading. As structure-based coarse-grained
methods are generally not transferable to states dierent from which they were cal-
ibrated at, their applicability for modeling non-equilibrium processes such as shock
and impact is highly limited. To address this problem, a new model is developed
that incorporates many-body interactions and is calibrated across a range of dierent
thermodynamic states using a least square minimization scheme. The new model is
validated by comparing shock Hugoniot properties with atomistic and experimental
data for polyethylene. Lastly, a high delity coarse-grained model of polyethylene
was constructed that reproduces the joint-probability distributions of structural vari-
i
ables such as the distributions of bond lengths and bond angles between sequential
coarse-grained sites along polymer chains. This new model accurately represents the
structure of both the amorphous and crystal phases of polyethylene and enabling in-
vestigation of how polymer processing such as cold-drawing and bulk crystallization
aect material structure at signicantly larger time and length scales than traditional
molecular simulations.
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Chapter 1
PREDICTION OF VISCOELASTIC PROPERTIES FOR POLYUREA
1.1 Introduction
Polyurea is an elastomeric, alternating copolymer synthesized from the reaction
between a difunctional isocyanate and a difunctional amine. Typically, the isocyanate
is based on an aromatic moiety and the amine is based on a polyether, resulting in
a polyurea chain with alternating regions of long, exible, aliphatic segments and
short, rigid, aromatic segments [1, 2]. Due to dierences in the chemical interactions
of the two types of segments, polyurea undergoes microphase segregation to yield
hard domains, comprised primarily of ordered aromatic segments, surrounded by a
soft, viscoelastic matrix, comprised of mostly aliphatic segments. The soft matrix
allows polyurea to sustain large viscoelastic deformations while the hard domains
serve as physical cross-links and reinforcing llers [3, 4], aording polyurea mechanical
toughness. The hard domains exhibit extensive intermolecular hydrogen bonding
between urea functional groups [5, 6]. Such structured morphology seems to endow
polyurea with excellent dissipative properties, making polyurea a useful material for
shock-resistant coatings and reinforced composites [2]. More recently, polyurea has
found potential applications in protective gear of soldiers for mitigating shocks from
blasts and ballistic impacts to prevent traumatic brain injury [7{9]. This has spawned
a renewed interest in polyurea, especially in resolving the molecular origin of its
superior dissipative properties and using this knowledge to design new, improved
shock mitigating materials.
In one commercial variant, polyurea is synthesized by reacting Versalink P-1000,
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with Isonate 143L. Versalink P-1000 [10] is composed of poly(tetramethylene oxide)
di-p-aminobenzoate), with a molecular weight of 1,238 g/mol, shown in Fig. 1.1a.
Isonate 143L [11], is a mixture of difunctional and trifunctional isocyanates and other
unspecied additives. Due to its proprietary nature, the exact composition of Isonate
143L is not available. Its chemical assay likely consists of oils, stabilizers, antioxidants,
and other unspecied additives, and thus the reaction of these prepolymers is more
complex than the isocyanate functional groups reacting with the amine functional
groups.
In this work, a simplied version of polyurea molecule is considered for molec-
ular modeling. This simplied molecule is synthesized by reacting 4,40 methylene
diphenyl diisocyanate (MDI), as shown in Fig 1.1b with poly(tetramethylene oxide)
di-p-aminobenzoate. These eorts are part of an initiative to develop elastomeric
composites with optimally designed compositions and characteristics to manage blast-
induced stress-wave energy.
N=C=OO=C=NH2N C
O
(CH
2
CH
2
CH
2
CH
2
O O)
n
NH
2
C
O
(a) (b)
Figure 1.1: Chemical structures of the prepolymers used to create the bench-
mark polyurea: (a) poly(tetramethylene oxide) di-p-aminobenzoate, and (b) 4,40-
methylenebis(phenyl isocyanate).
Standard experimental methods to measure viscoelastic material properties, such
as relaxation/creep measurements, dynamic mechanical analysis (DMA), and wave
propagation testing, generally suer from limited scope of time or frequency. There-
fore, the material response at very short and very long time scales is not easily ac-
cessible by direct measurement. These limitations are either physical (how fast the
specimen can be loaded in a controlled manner) or practical (how long experimen-
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talists can wait to record data). Generally, measurement times of the viscoelastic
response of a material range from seconds to hours, although ultrasonic testing al-
lows the linear mechanical response to be measured in the microsecond regime. This
range of practical experimental time scales is not typically sucient to fully char-
acterize the material response, as many polymers do not show a denite plateau in
relaxation or creep even when the testing is extended into days. Furthermore, the
measured \instantaneous" values represent the time scale of the testing setup more
than the real short time response of the material.
The method of time-temperature superposition [12] allows for estimation of prop-
erties over a much broader spectrum of time scales by making measurements at acces-
sible time scales over a relatively wide temperature range. The principle behind such
equivalence is that the mechanics of polymers are dominated by the collective and
statistical rearrangement of molecular chains. High rate deformations at a given tem-
perature may be estimated by looking at how the material behaves at low rates and
lower temperatures, where there is reduced free volume and thermal energy available
for the rearrangement of molecular chains in response to an applied stress or other
driving force, e.g. electric eld. Therefore, a viscoelastic master curve that extends
over many more decades in time (or frequency) than what practical constraints on
laboratory tests allow can be produced from both high and low temperature test-
ing. Over the past 50 years, this technique has been shown to provide very reliable
estimates for thermorheologically-simple polymers, i.e. those whose transition mech-
anisms all share a consistent scaling in time with changes in temperature [12{14].
As polyurea is a phase-separated, block copolymer, it should generally be con-
sidered as thermorheologically-complex and cannot, in principle, be shifted from one
temperature to another by a constant factor. Nevertheless, Zhao et al. [15] successfully
applied time-temperature superposition with the well-known Williams-Landel-Ferry
3
(WLF) equation to polyurea to extract its properties at short time frames for model-
ing small-deformation wave propagation in a Hopkinson bar test. Their results show
that viscoelastic properties determined through quasistatic measurements and shifted
with time-temperature superposition can be used to make predictions that are consis-
tent with wave propagation measurements in split Hopkinson bar experiments. Thus,
they conclude that polyurea, despite its complexity, obeys the time-temperature su-
perposition principle and a classical viscoelastic master curve can properly predict
its material response for dynamic situations, even when the deformation rates exceed
the quasistatic characterization by factors of 106 to 108. Earlier work by Amirkhizi
et al. [16] included the eect of pressure into the WLF equation to create a pressure
and temperature dependent viscoelastic model of polyurea, based on the argument
that large hydrostatic pressures decrease free volume and therefore chain mobility.
Recent experiments to measure the dynamic mechanical and ultrasonic properties
of polyurea conducted by Qiao et al. [17], have provided further conrmation that
time-temperature superposition provides reliable estimates of the dynamic storage
modulus at high frequencies, however the predicted loss moduli were signicantly
lower than those calculated from ultrasonic wave dissipation at high frequencies. A
possible explanation given for this discrepancy is the activation of internal resonances
between hard domains in polyurea, a phenomenon that would not be accounted for
by time-temperature superposition analysis.
The development of a computational platform that can predict high frequency
viscoelastic properties from polymer chemistry and microstructure is thus motivated
to improve the understanding of the viscoelastic properties of thermorheologically-
complex polymers. However, creating such a platform remains a formidable task
due to the wide range of spatial and temporal scales over which stress relaxation
occurs. One approach toward bridging molecular simulations with macroscopic re-
4
sponse is through hierarchical multiscale methods, where physical parameters of the-
oretical models are estimated from atomistic simulations. This approach was recently
demonstrated by Li et al. [18] to predict the viscoelastic properties of polyisoprene by
combining atomistic and CG simulations with primitive chain analysis [19] to extract
the parameters of the tube model of primitive paths [20, 21], which is then bridged
to a nite strain, constitutive law. The reader is referred to a recent review by Li et
al. [22] for a comprehensive overview of multiscale techniques for modeling polymeric
materials.
For a phase segregated copolymer such as polyurea, molecular chains within soft
domains are constrained both through entanglements and by connectivity to the hard
domains, which act as chemical cross-links. The reduction of soft phase mobility was
previously proposed based on dielectric measurements of segmental relaxation pro-
cesses in polyurea [23]. The extra constraints on the soft domain chains could in
principle be accounted for through a modied tube theory, similar to those developed
to predict the constraints on entangled polymer nanocomposites [24]. Such physi-
cally based models require a-priori knowledge of the essential physical mechanisms
governing stress relaxation. The unexpected, higher loss observed in polyurea under
ultrasonic loading is not reproducible under such theories without a phenomenologi-
cal correction or fundamental knowledge of the loss mechanism responsible. This lack
of knowledge motivates the development of CG simulation methods that can directly
predict the eect of the two-phase structure of polyurea on its viscoelastic properties.
Many bottom-up strategies to produce CG models for specic polymer chemistries
have been developed based on force matching approaches [25, 26] or by systematic
matching of atomistic structural features using methods such as inverse Monte Carlo
(IMC) [27], or iterative Boltzmann inversion (IBI) [28{30]. Shell and coworkers de-
veloped a general framework based on the relative entropy method [31, 32] to which
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the IMC and IBI methods are closely related. Models arising from bottom-up strate-
gies generally fail to predict accurate thermomechanical properties for a variety of
reasons, including their lack of temperature transferability and the reduced friction
acting amongst particles due to their coarsened, and thus more smooth, free energy
landscape. Furthermore, some thermodynamical properties, such as heat capacity,
will clearly dier in the CG model due to the reduced degrees of freedom available to
store vibrational energy.
Hybrid approaches for developing more representative models combine bottom-up
and top-down strategies, in which some accuracy in matching structural features is
sacriced to explicitly calibrate the model to match select thermophysical proper-
ties. Recent examples include models developed by Hsu et al. [33, 34], where CG
nonbonded interactions are modeled by an LJ potential with parameters optimized
to match experimentally measured values of density, glass transition temperature,
and elastic modulus. Although hybrid approaches have been successful in modeling
homopolymers, the loss of accuracy in reproducing radial distribution functions is
undesirable when modeling a phase segregating polymer such as polyurea.
An alternative approach combining bottom-up coarse-graining strategies with dis-
sipative particle dynamics (DPD) was demonstrated by Maurel et al. [35, 36] by
which CG models for polymer melts and cross-linked polymers were developed that
can reproduce atomistic structural distributions and approximate long term dynamic
processes such as the relaxation time of the autocorrelation vector of the end-to-end
vector. From these models, density, entanglement mass, end-to-end distance and
thermal expansion properties were computed with good agreement between experi-
ment and simulation. However, for simple homopolymers the calibration of the DPD
friction coecient and dissipation cuto radius is complex [37] and thus it is not clear
how one would select appropriate values for copolymers. Furthermore, as the objec-
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tive in this study is to explore microsecond to millisecond time scales, it is desirable
to exploit the faster time scales inherent to CG models provided that a consistent
mapping can be made from simulation to real time scales.
To develop an accurate coarse-grained (CG) model of polyurea, we implement the
iterative Boltzmann inversion (IBI) method [28{30], previously used successfully to
coarse-grain a variety of other polymers [28, 35, 38{40]. Briey, this approach treats
the atomistic polymer chain as a chain of CG beads, where each bead represents a
groups of atoms along a polymer chain, allowing polymer chains to be described by
signicantly fewer degrees of freedom. The CG beads interact with each other, both
along and across chains, through \eective" potentials derived in an rigorous, itera-
tive manner such that the CG bead-chain exhibits similar congurational properties
as the fully atomistic polymer chain; in other words, the CG bead-chain reproduces
the structural distributions of the atomistic chains obtained from molecular dynamics
(MD) simulations.
In this work, we develop two dierent variations of CG model of polyurea. The
rst variation so called 2-bead model used two dierent kind of beads for CG mapping
scheme (Figure 1.2a). Due to dierences in the physical properties of the hard and
soft segments, we use two distinct CG beads in representing such a chain. One type
of bead, which we term soft bead, or \S" for short, represents each of the 14 repeating
-C4H8O- units in the soft segment (Figure 1.2d). A second type of bead, which we
term hard bead or \H", represents each of the 2 symmetric halves -C6H6-NH-CO-
NH-C6H6-CO- of the hard segment (Figure 1.2d). The resulting CG bead-chain can
therefore be denoted by (H2S14)n, where n denotes the number of times the H2S14
block is repeated, depending on the degree of polymerization of the polyurea chains.
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1.2 2-Bead CG Model of Polyurea
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Figure 1.2: 2-bead CG model of polyurea: (a) chemical structure of the repeat-
ing units of polyurea consisting of alternate hard and soft segments, (b) gurative
representation of a short polyurea chain composed of coarse-grained beads, (c) coarse-
grained mapping of hard and soft segments of polyurea, and (d) chemical structure
of CG mapped beads; S represents the soft bead while H represents the hard bead.
The carbon atoms within each bead that are encircled by dotted lines are the virtual
sites from which interbead distances are calculated in the generation of structural
distribution functions.
Each CG bead type is assigned a mass equal to the sum of the molecular weights
of its atomic constituents (mH = 245 g/mol and mS = 72 g/mol). The total potential
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energy of the CG bead-chain Utot is given by three contributions:
Utot = Ustr + Ubend + Unonb (1.1)
where Ustr is the energy associated with stretching the bonds between adjacent beads
along the bead-chain, Ubend is the energy associated with bending the angles sub-
tended by consecutive bonds, and Unonb is the energy of non-bonded interactions
between beads, on separate chains or beads located further than two bonds apart on
the same chain. Many studies include a fourth contribution arising from the dihedral
angles dened by four consecutive beads along the chain. However, we nd that such
a contribution is not required, as explained later.
The total bond stretching energy Ustr is calculated as the sum of stretching energies
of the three types of bonds present in the CG system:
Ustr =
NH-HX
i=1
VstrH-H(li) +
NH-SX
i=1
VstrH-S(li) +
NS-SX
i=1
VstrS-S(li) (1.2)
where li is the length of the i
th bond; VstrH-H, VstrH-S, and VstrS-S are the CG potentials
describing the stretching energies of the H{H, H{S, and S{S bonds as a function
of their lengths, respectively; and NH-H, NH-S, and NS-S are the number of bonds of
each type present in the system.
Similarly, the net bending energy Ubend has contributions arising from the three
types of bond angles present in the CG model:
Ubend =
NH-H-SX
i=1
VbendH-H-S(i) +
NH-S-SX
i=1
VbendH-S-S(i) +
NS-S-SX
i=1
VbendS-S-S(i) (1.3)
where i is the angle between the i
th set of consecutive bonds; VbendH-H-S, VbendH-S-S, and
VbendS-S-S are the CG potentials describing the energy of bending the angles subtended
by H{H{S, H{S{S, and S{S{S segments as a function of their bending angles; and
NH-H-S, NH-S-S, and NS-S-S are the number of bending angles of each type present in
the system.
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Finally, the total non-bonded energy Unonb is calculated as the sum of all non-
bonded interactions in between and across the H and S beads in the CG system:
Unonb =
NH 1X
i=1
NHX
j=i+1
VnonbH/H (rij) +
NHX
i=1
NSX
j=1
VnonbH/S (rij) +
NS 1X
i=1
NSX
j=i+1
VnonbS/S (rij) (1.4)
where rij is the distance between beads i and j; VnonbH/H , VnonbH/S , and VnonbS/S are the CG
potentials describing the non-bonded interactions between H beads, between H and
S beads, and between S beads as a function of their separation distance, respectively;
and NH and NS are the total number ofH and S beads in the CG system, respectively.
The CG force eld described by Eqs. (1.1){(1.4) requires a total of 9 eective CG
potentials to fully describe the energetics and conformational dynamics of the CG
polyurea system. Next, we describe a procedure for deriving functional (or numeri-
cal) forms of these CG potentials, via a combination of atomistic and CG simulations.
1.2.1 Atomistic MD Simulations
The purpose of these simulations is to generate reference structural distributions
of polyurea chains in the melt state for parameterizing the eective potentials of the
CG model described above. Because simulations of full-length polymer systems are
computationally prohibitive, CG potentials are usually derived from simulations of
much shorter, oligomeric versions of the chains carried out at the same temperature
and pressure. The assumption is that the potentials derived for shorter chains are
transferable to full-length chains. In this study, we use short atomistic chains of
polyurea containing a single repeating motif (atomistic H2S14) for generating the
structural distributions.
We measure three types of structural distributions from our atomistic simulations.
First, we collect distributions in bond lengths l, i.e., distances between virtual points
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along the atomistic polymer chain representing the centers of adjacent beads in the
CG model. There are three types of bonds in our CG system, so we obtain three
sets of bond length distributions, denoted by PH-H(l), PH-S(l), and PS-S(l) for the
H{H, H{S, and S{S bonds. These distributions are used to parameterize the bond
stretching potentials VstrH-H(l), VstrH-S(l), and VstrS-S(l) of our CG model. Second, we collect
distributions in bond angles , i.e., the angles between points along the atomistic
chain representing the centers of three adjacent beads in the CG model. We thus
obtain three distributions, PH-H-S(), PH-S-S(), PS-S-S(), corresponding to the three
types of bond angles present in our CG chains, as dened by H{H{S, H{S{S, and
S{S{S bead triplets. These three distributions will be used to parameterize the
three CG bending potentials VbendH-H-S(), VbendH-S-S(), and VbendS-S-S(). Finally, we gather
radial distribution functions (RDFs) of distances r between pairs of points on the
atomistic chains representing non-bonded centers of beads in the CG model. Three
types of RDFs, namely, gH/H(r), gH/S(r), and gS/S(r), are collected corresponding to
distributions in distances between non-bonded pairs of H beads, non-bonded H and
S beads, and non-bonded pairs of S beads, respectively. These RDFs are used to
parameterize the CG non-bonded potentials VnonbH/H (r), VnonbH/S (r), and VnonbS/S (r). We
also measure distributions in the dihedral angle, as dened by four points along the
atomistic chain representing the centers of four adjacent beads in the CG bead-chain.
However, these distributions measured for the dierent kinds of bead quadruplets
(e.g., H{H{S{S, H{S{S{S, etc) are quite at, suggesting that a dihedral potentials
might not be required in the CG force eld of polyurea chains.
To perform MD simulations of the atomistic polyurea segments, we construct
cubic simulation domains with edge lengths of 36.3 A, each containing 20 randomly
distributed chains of atomistic H2S14 polyurea segments. For this purpose, we use the
amorphous cell component within the Materials Studio environment [41]. Simulations
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are carried out using the large-scale atomic/molecular massively parallel simulator
(LAMMPS) package, developed at Sandia National Laboratories [42] to integrate
atomic trajectories with a time step of 1 fs. The atomic interactions are governed
by the Condensed-phase Optimized Molecular Potentials for Atomistic Simulations
Studies (COMPASS) forceeld, a class II forceeld that is parameterized for a wide
range of experimental measurements for organic compounds [43]; the functional form
of class II potentials can be found in various sources [42, 44, 45]. Additionally, we
use the particle-particle/particle-mesh (PPPM) approach in the LAMMPS kspace
package[42] to calculate long-range Coulombic interactions.
To speed up equilibration of the initial randomly generated congurations, each
atomistic system is equilibrated in a constant pressure-temperature (NPT) ensemble
for 8 ns at an elevated temperature (T = 500 K) and atmospheric pressure and sub-
sequently quenched to 300 K over a time span of 8 ns. The systems are then held for
an additional 16 ns at ambient temperature and pressure (T = 300 K and p = 1 atm)
so that the total simulation time for equilibration is 32 ns. Following equilibration, a
production run of 1 ns is performed in the canonical (NVT) ensemble at T = 300 K
for sampling pair, bond, and bond-angle structural distributions. To reduce the in-
uence of the initial randomly generated state of each system the pair, bond, and
bond-angle structural distributions are averaged from MD trajectories obtained from
15 dierent starting congurations. The average density over all runs is 1.068 g/cm3,
close to the experimentally measured density of polyurea. For calculating structural
distributions, we use the carbon atom near the center of the backbone atoms of the
relevant segments (H or S) as the CG bead centers.
For the IBI method to generate accurate CG potentials, proper equilibration of
the atomistic systems is critically important. Figures 1.3a-c show the evolution of
the radial distribution functions gH/H(r), gH/S(r) and gS/S(r) for the three bead pairs
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at various equilibration times. In particular, gH/H(r) and gH/S(r) undergo signicant
changes before approaching a stationary state at 32 ns of equilibration. The conver-
gence of gH/H(r) is more clearly shown by examining the time evolution of it's peak
value (Figure 1.3d). As smaller peak values in the radial distribution functions will
lead to weaker attractive energies in the eective CG models, sampling an insu-
ciently equilibrated all-atom system will lead to under-represented attractive forces
between CG beads.
1.2.2 Iterative Boltzmann Inversion
We use the distributions PH-H(l), PH-S(l), and PS-S(l) measured from atomistic
simulations to derive the CG bond-stretching potentials VstrH-H(l), VstrH-S(l), and VstrS-S(l)
via Boltzmann inversion:
Vstrx (l) =  kBT ln

Px(l)=l
2

; x  H-H, H-S, S-S (1.5)
where kB is the Boltzmann constant and the l
2 term accounts for the degeneracy
in the position of a bead located at a xed distance l from another bead [46]. The
potentials derived in this manner typically have a quadratic shape about their min-
imum, implying a harmonic underlying potential. Therefore, one can simply model
the bond-stretching potential as a harmonic spring:
Vstrx (l) 
kx
2
(l   lx)2 ; x  H-H, H-S, S-S (1.6)
where the eective bond stinesses kH-H, kH-S, and kS-S and equilibrium bond lengths
lH-H, lH-S, and lS-S for the three types of bonds can be obtained tting the potentials
derived via Eq. (1.5) to the harmonic functions described in Eq. (1.6).
Similarly, one can directly derive the CG angle-bending potentials VbendH-H-S(),
VbendH-S-S(), and VbendS-S-S() via Boltzmann inversion of the bending angle distributions
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Figure 1.3: Evolution of radial distribution functions (a) gH/H(r), (b) gH/S(r), and (c)
gS/S(r), with equilibration time, and (d) convergence of the gH/H(r) peak.
PH-H-S(), PH-S-S(), and PS-S-S() measured from atomistic simulations:
Vbendx () =  kBT ln [Px()= sin ] ; x  H-H-S, H-S-S, S-S-S (1.7)
where the sin  term accounts for the degeneracy in the position of a bead subtending
an angle  with a bond. As in the case of bond lengths, the bending potential in
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Eq. (7) can be approximated as a harmonic angular spring:
Vbendx () 
kx
2
(   x)2 ; x  H-H-S, H-S-S, S-S-S (1.8)
where the eective bending angle stinesses kH-H-S, kH-S-S, and kS-S-S and equilibrium
bending angles H-H-S, H-S-S, and S-S-S for the three types of bending angles can
be obtained tting the potentials derived via Eq. (1.7) to the functions described in
Eq. (1.8).
The bond stretching and bending potentials derived from such direct Boltzmann
inversion of bond length and angle distributions are usually good approximations
of the true underlying potentials. The reason is that each distribution has a sti,
localized dependence on its corresponding order parameter (bond length or angle) and
is therefore uncorrelated with other distributions. However, this is not true for non-
bonded RDFs, which arise from softer potentials and include signicant contributions
from beads other than the pair of beads used in the RDF calculation (multibody
eects), especially in condensed phases like polymer melts. Hence, direct Boltzmann
inversion of the RDFs will not generally yield the correct nonbonded pair potentials.
To derive the true CG non-bonded pair potentials, we perform MD simulations
of CG H2S14 bead-chains at the same relevant densities and temperatures as the
corresponding atomistic simulations. For the CG force eld, we use initial guesses of
the three CG non-bonded potentials obtained via Boltzmann inversion:
Vnonbx;0 (r) =  kBT ln gx(r); x  H/H, H/S, S/S (1.9)
along with the set of six bond-stretching and bending potentials obtained via Eqs. (1.5-
1.8). These CG MD simulations yield RDFs gx;0(r) that may dier from the target
RDFs gx(r) obtained from atomistic simulations, where x  H/H, H/S, or S/S. Based
on dierences between the two sets of RDFs, the CG non-bonded potentials Vnonbx;0 (r)
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can be iteratively improved by the following correction:
Vnonbx;i+1(r) = Vnonbx;i (r)  kBT ln

gx;i(r)
gx(r)

; x  H/H, H/S, S/S (1.10)
where i stands for the iteration number and  < 1 is a scaling factor that helps
improve the convergence and stability of the IBI process. In general, the value of  is
problem specic, however for the polyurea model, we nd that a value of  = 0:05 is
sucient for robust optimization of the potentials. This iterative procedure is contin-
ued until all non-bonded potentials converge to their limiting proles, as denoted by
VnonbH/H (r), VnonbH/S (r), and VnonbS/S (r). At this point, the CG simulations should yield the
same RDFs as the targets gH/H(r), gH/S(r), and gS/S(r) obtained from the atomistic
MD simulations. Even after matching the target RDFs, the pressures computed from
the CG simulations might not match the target pressure. To resolve this potential
issue, we modify the pressure by adding a linear term to the CG non-bonded pair
potential after each iteration until we get the correct pressure [30, 47{49]:
Vpc(r) = AkBT

1  r
rcut

(1.11)
where the value of A depends on the deviation from the target pressure.
Figure 1.4 summarizes our implementation of the IBI method. We begin by placing
150 H2S14 CG bead-chains in random, non-overlapped congurations within a cubic
simulation box of size commensurate with the target density. The initial bond lengths
and angles of the chains are set equal to their respective equilibrium values obtained
from Eqs. (1.6) and (1.8). Each IBI iteration step starts with a 0.8 ns equilibration
step at 300 K. For the force eld, we utilize the CG bond-stretching and bending
potentials derived from atomistic simulations, Eqs. (1.6) and (1.8), along with the CG
nonbonded potentials obtained from the previous iteration step, except for the rst
step where we use the direct Boltzmann inversion of the atomistic RDFs as an initial
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guess for the nonbonded potentials. The equilibration step is followed by a cycle of
pressure-correction steps. During this cycle, the CG system is held at T = 300 K in an
NVT ensemble to compute a ensemble- and time-averaged pressure. This pressure is
compared against the target pressure (p = 1 atm) so as to adjust the CG non-bonded
potential according to Eq. (1.11). The pressure correction cycle is repeated until the
computed CG pressure matches the target pressure, which is quite rapid and typically
converges within 3{5 iterations. At this point, longer CG MD simulations (1.6 ns)
are performed in the NVT ensemble at T = 300 K , using the pressure-corrected
nonbonded potentials to compute the RDFs. These CG RDFs are compared against
the atomistic RDFs to propose more accurate estimates of CG nonbonded potentials
via Eq. (1.10). We iterate the IBI steps discussed above, inclusive of the pressure
correction cycle, until the CG RDFs converge to the atomistic RDFs. As with the
atomistic simulations, all CG MD simulation steps are performed using the LAMMPS
software [50].
1.2.3 Model Validation
The utility of a CG model is measured by its ability to correctly predict structural
and thermodynamic properties of the atomistic system that did not feature in the
CG force eld parameterization. We validate our CG model by comparing several
of its properties, including the density, heat capacity, and stress relaxation spectrum
against those computed from atomistic simulations.
Heat Capacity
The specic heat capacity Cv plays an important role in energy storage and dissipa-
tion. We compute the specic heat Cv of our polyurea systems from the uctuation
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Figure 1.4: IBI implementation procedure.
in the total energy of the system in the NVT ensemble [51].
CV =
@ hEi
@T

V
=
hE2i
kBT 2
(1.12)
where hEi and hE2i are the mean value and variance of the total energy, respectively.
Following Zhou et al. [52] we decompose the specic heat in terms of the kinetic and
potential energy contributions as
CV =
@ hKi
@T

V
+
@ hUi
@T

V
(1.13)
From the equipartition theorem, hKi = 3
2
NkBT , and therefore
@ hKi
@T
=
3
2
NkB; (1.14)
where N represents the number of atoms or CG beads in the system. This term
represents the ideal heat capacity of the system. The remainder of the heat capacity
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due to the interaction between particles can be formulated assuming that the potential
energy follows the Boltzmann distribution.
@ hUi
@T

V
=
hU2i
kBT 2
+
hUKi
kBT 2
(1.15)
where hUKi is the ensemble-averaged arises from the cross-correlation of potential
energy and kinetic energy.
Diusion Coecient
The self-diusion coecient Ds characterizes the mobility of the polymer chains
within the melt. We compute Ds of the center of mass of polyurea chains, both
CG and atomistic, from the slope of the mean square displacement [46]:
Ds = lim
t!1
1
6t

jr(t)  r(0)j2 (1.16)
where t denotes time, r(t) is the position of the center of mass of the polymer chain
i at time t, and h   i denotes ensemble average of the quantity within the angular
brackets over all chains in the simulation and reference positions r(0).
Stress Relaxation
The stress relaxation spectrum G(t) is perhaps the most important quantity relevant
to energy dissipation. We compute G(t) from the stress autocorrelation function [53]:
G(t) =
V
kBT
hxy(t)xy(0)i (1.17)
where xy is the instantaneous shear stress computed from the virial theorem:
xy =
1
V
"
NX
i=1
mivixviy +
N 1X
i=1
NX
j=i+1
rijxFijy
#
(1.18)
where V is the volume of the simulation box; mi, vix, and viy are the mass and x-
and y-component velocities of bead i and j, respectively; and rijx and Fijy are the
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x-component separation distance and y-component force acting between beads i and
j, respectively. Since the stresses xy, xz, and yz are equivalent for an isotropic
system, we use the average of the autocorrelations functions obtained from the three
stresses to obtain smoother estimates ofG(t). We further smoothG(t) by computing a
running average over a window from 0:9t to 1:1t. From G(t) the frequency-dependent
shear moduli are computed as [54]:
G0(!) = !
Z 1
0
G(t) sin(!t) dt (1.19)
G00(!) = !
Z 1
0
G(t) cos(!t) dt (1.20)
where G0(!) represents the storage modulus and G00(!) is the loss modulus.
1.2.4 Simulation Details
The above properties are computed for both the atomistic and CG systems using
equilibrium MD simulations. In particular, we use four dierent monodisperse, short-
chain systems in which the length of the polyurea chains varies from one to eight
blocks|H2S14, (H2S14)3, (H2S14)5, and (H2S14)8. We also examine how well the
CG model can predict properties of polyurea melts containing much longer chains,
(H2S14)20. For the atomistic simulations, the number of chains in each system are
varied to keep the net number ofH2S14 blocks xed at 40, so that each system contains
about 10,000 atoms. The simulations are performed with a time step of 1 fs. The
fully atomistic systems are constructed in a random, non-overlapping congurations
and annealed for 8 ns in the NPT ensemble at T = 500 K and p = 1 atm, followed
by a decrease in temperature to 300 K for 8 ns, and equilibrated at 300 K for 16 ns.
Thereafter, the equilibrated systems are simulated in the NVT ensemble at 300 K
for 100 ns. The MD simulations of the corresponding CG chains are equilibrated at
NPT ensemble at 300 K for 250 ns because of the limited temperature transferability
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of CG potentials, however this simpler equilibration is sucient due to their faster
dynamics. The number of polyurea blocks is also increased to 500 for the CG systems
and the integration time step is increased to 25 fs. For each simulation, the densities,
heat capacities, and stress relaxation proles are computed from the atomic/CG bead
positions and velocities to test how well the CG model reproduced these properties
in comparison to the corresponding fully atomistic MD simulations.
1.2.5 Model Parameterization
As discussed in the previous section, nine dierent structural distributions were
computed from atomistic MD simulations of short-chain polyurea systems (H2S14)
in the melt state at atmospheric conditions. Figure 1.5 presents the bond length
distributions PH-H(l), PH-S(l), and PS-S(l) computed from these simulations. All three
distributions exhibit a typical Gaussian shape, suggesting that the underlying bond-
stretching potentials can indeed be modeled as harmonic springs. Figure 1.6 shows
the Boltzmann-inverted estimates of the underlying bond-stretching potential VstrH-H(l),
VstrH-S(l), and VstrS-S(l) obtained via Eq. (1.5). Also shown in the same plots are the
excellent ts to these potentials using the harmonic equation presented in Eq. (1.6),
with the exception of the S-S bond length distribution that has a minor second peak
due to two torsional conformations. While the harmonic bond approximation does
not allow the CG model to reproduce this double-peaked bond length distribution,
this has a negligible eect on the structural and thermodynamic properties of the CG
system. The resulting ts yield the eective bond stinesses and equilibrium bond
lengths tabulated in Table 1.1. These values indicate that the S-S bonds are the
shortest while the H-S bonds are the stiest, while the H-H bonds are the longest
and softest, clearly due to the smaller size of the S segments.
Figure 1.7 shows the bending angle distributions PH-H-S(), PH-S-S(), and PS-S-S()
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Figure 1.5: Bond length distributions (a) PH-H(l), (b) PH-S(l), and (c) PS-S(l) obtained
from atomistic MD simulations and from CG MD simulation after IBI convergence.
The dashed line shows a weighted Gaussian t to the bond distributions obtained
from atomistic MD simulations.
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Figure 1.6: Bond-stretching potentials (a) VstrH-H(l), (b) VstrH-S(l), and (c) VstrS-S(l) ob-
tained from Boltzmann inversion of bond length distributions and from harmonic
approximation based on tted parameters summarized in Table 1.1.
measured from atomistic simulations. Boltzmann-inverting the distributions via Eq. (1.8)
yields the eective bending potentials VbendH-H-S(), VbendH-S-S(), and VbendS-S-S(), which are
plotted in Figure 1.8. The potentials exhibit a harmonic shape, though somewhat
less harmonic than the bond stretching potentials. Nonetheless, tting the potentials
to the harmonic function in Eq. (1.8) yields the parameters tabulated in Table 1.1.
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Bond Bond Length Stiness
type (A) (kcal/mol/A2)
H{H 11.17 1.05
H{S 9.26 5.82
S{S 4.98 3.03
Angle Angle Stiness
type (degrees) (kcal/mol/rad2)
H-H-S 128:4 1.60
H-S-S 134:5 0.76
S-S-S 169:5 0.64
Table 1.1: Summary of bond and angle parameters for CG model of polyurea
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Figure 1.7: Bending angle distributions (a) PH-H-S(), (b) PH-S-S(), and (c) PS-S-S()
obtained from all-atom MD simulations and from CG MD simulations after IBI con-
vergence. The dashed line shows a weighted Gaussian t to the all-atom angle distri-
butions via Eq. (1.7) and (1.8).
Figure 1.9 shows the RDFs gH/H(r), gH/S(r), and gS/S(r) corresponding to the
three types of non-bonded pairwise interactions, as computed from the atomistic MD
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Figure 1.8: Bending angle potentials (a) VbendH-H-S(), (b) VbendH-S-S(), and (c) VbendS-S-S() ob-
tained from Boltzmann inversion of bending angle distributions and from harmonic
approximation based on the tted parameters summarized in Table 1.1. The Boltz-
mann inverted potential is shifted by an arbitrary constant so that its minimum value
is zero energy. Note that this shift plays no role in determining the structure and
dynamics of the CG system
simulations. All three RDFs exhibit a discernible peak at short separation distances.
As expected, gH/H(r) displays the highest peak, indicating strong aggregation of hard
segments into hard domains due to -stacking of the aromatic rings and hydrogen
bonding between the urea linkages; in contrast, gS/S(r) and gH/S(r) display much
smaller peaks, suggesting weaker interactions between soft segments and between
soft and hard segments, respectively. We also observe some modulations in the RDFs
beyond these rst peaks, implying higher-order caging eects. However, these mod-
ulations decay quickly, and by r  22 A for gH/H(r) and r  16 A for both gH/S(r)
and gS/S(r), plateau to their nominal bulk value of 1.
To derive the CG nonbonded potentials VnonbH/H (r), VnonbH/S (r), and VnonbS/S (r), we use
the above RDFs to obtain initial guesses of the nonbonded potentials via Eq. (1.10).
We then use these guesses along with the bond-stretching and bending potentials
derived earlier to initiate the IBI procedure. In Figure 1.9 we compare the RDFs
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Figure 1.9: Radial distribution functions (a) gH/H(r), (b) gH/S(r), and (c) gS/S(r)
obtained from all-atom MD simulations, CG MD simulations after IBI convergence
and CG MD simulations during the 1st IBI iteration, i.e., based on the initial guess
potential obtained from Boltzmann inversion the all-atom MD RDFs.
computed from CG MD simulations gH/H;i, gH/S;i, and gS/S;i after the rst IBI itera-
tion (i = 1), and after convergence against the target RDFs obtained from atomistic
simulations. It can be observed that the IBI procedure implemented here leads to
converged RDFs for all three types of nonbonded interactions within 80 iterations.
We also note that amongst the three RDFs, those corresponding to S/S interac-
tions converge the fastest (within 10 iterations) while those corresponding to H/H
interactions converge the slowest because of the phase segregation between hard and
soft segments of polyurea. As a result structural distribution from CG MD simula-
tion from H/H and H/S pair interaction observed to be interdependent with large
entropic contribution.
The nal, converged CG nonbonded potentials VnonbH/H (r), VnonbH/S (r), and VnonbS/S (r)
are plotted in Figure 1.10. We observe that VnonbH/H (r) exhibits a much deeper energy
minimum ( 1kBT ) than the other two nonbonded potentials (<< 1kBT ). Clearly,
it is this dierence in the interactions of hard and soft segments that is responsible
for the microphase separation observed in polyurea systems. We have also plotted
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in the same gure the initial guesses for the nonbonded potentials, as obtained from
Boltzmann-inversion. The converged nonbonded potentials are clearly very dierent
from the initial guesses, which emphasizes the importance of the IBI procedure in de-
riving correct nonbonded interaction potentials. These dierences also aptly illustrate
the distinction between a pairwise potential energy, as captured by the converged po-
tentials Vnonbx (r), and a potential of mean force (or free energy), as captured by the
initial guesses Vnonbx;0 (r).
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Figure 1.10: Nonbonded potentials (a) VnonbH/H (r), (b) VnonbH/S (r), and (c) VnonbS/S (r). ob-
tained from convergence of the IBI method compared against those used in the 1st
IBI iteration (i.e., obtained from Boltzmann inversion of the all-atom RDFs).
Our current IBI procedure of simultaneously optimizing the CG nonbonded po-
tentials VnonbH/H (r), VnonbH/S (r), and VnonbS/S (r) seems to work eciently and robustly. We
also attempted a slightly dierent scheme for deriving the CG nonbonded potentials
involving sequential optimization of the potentials. In this sequential scheme, we
rst derived VnonbS/S (r) by implementing IBI on S14 chains, using the bonded potentials
VstrS-S(r) and VbendS-S-S(r) derived earlier. Next, we derived VnonbH/H (r) by implementing IBI
on H2 dimers, using the bonded potential VstrH-H(r) derived earlier. Finally, VnonbH/S (r)
was derived by implementing IBI on H2S14 chains using the two non-bonded CG
potentials and six bonded CG potentials derived earlier. We nd that while this
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scheme yields similar estimates of VnonbS/S (r) as those obtained from simultaneous IBI
optimization, the IBI step for deriving VnonbH/H (r), and VnonbH/S (r) was generally unstable
and failed to converge because sequential optimization scheme is best suitable for the
polymers where structural distribution of each pair interaction sites is independent of
each other while this is not the case for heterogeneous systems. Thus, we suggest that
simultaneous IBI optimization, as opposed to sequential optimization, is perhaps the
most ecient strategy for deriving CG nonbonded potentials of heterogeneous sys-
tems composed of more than one type of bead.
1.2.6 Model Verication
To validate the 2-bead CG model of polyurea developed above, we have computed
several thermophysical and structural properties of short-chain polyurea systems us-
ing the CG model and compared the properties against those computed from fully
atomistic models. As mentioned earlier, we carry out this comparison for four dif-
ferent systems, each containing polyurea chains of dierent lengths: (H2S14)n, where
n = 1; 3; 5 and 8. Due to the computational expense in generating equilibrium con-
gurations with all-atom models, only the 1-block polyurea end-to-end distribution,
morphology, stress relaxation spectra, and dynamic scaling factor are computed as
verication of the CG model.
We begin by comparing the average densities  and constant-volume heat capac-
ities Cv computed from the CG and atomistic models for the four dierent polyurea
systems, which are plotted in Figure 1.11 as a function of chain length. Each atomistic
model was simulated with a single system due to the large computational expense to
equilibrate all-atom systems. For the CG models, ve dierent replica systems were
simulated and the results averaged to produce the predicted density and heat capacity
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values. The standard deviation of the density predictions was less than 0.1%, while
for the heat capacity, the standard deviation was less than 1%.
We observe an increase in density with increasing chain length for both the CG
and atomistic systems, although the CG models exhibit a larger increase, particularly
at the transition from one to two block chains. The largest dierence in the predicted
density is seen for the 8 block system, where the disparity is 4.4%. The density of
polyurea reported by Amini et al [55] is 1.1 g/cm3 for a molecular weight consistent
with a 20 block chain is plotted with an asterisk as a reference.
Comparison of the computed heat capacity between atomistic and CG models via
Eqs. (1.14) and (1.15) is less straightforward as the thermodynamic temperature of
the system explicitly depends on the number of degrees of freedom in the system.
As the CG models contain signicantly fewer degrees of freedom per unit volume,
their computed heat capacities are proportionally lower. A single block (H2S14) of
polyurea contains 246 atoms or 16 CG beads with the previously described mapping,
leading to a scaling factor of Ck=15.375 for the ideal heat capacity of the system.
For the non-ideal components, we compare the ratio of the uctuation terms hU2i
and hUKi between the CG and all-atom MD simulations of single block systems
to empirically determine scaling factors of Cu=9.30, and Cuk=26.67, respectively,
with the assumption that the partitioning of energy between the coarse-scale energy
uctuations observed in the CG system and the averaged-out ne scale uctuations
is invariant to molecular weight. Figure 1.11(b) shows the predicted heat capacities
from atomistic and CG simulations with these scaling factors applied via Eq. 1.21 for
the CG values:
CV =
3
2
CkNCGkB +
Cu hU2CGi
kBT 2
+
Cuk hUCGKCGi
kBT 2
(1.21)
where NCG represents the number of CG beads in the system, hU2CGi is the variance
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of CG potential energy, and hUCGKCGi is the ensemble averaged arises from the
cross correlation of CG potential energy and CG kinetic energy. The sensitivity of the
chain length to the heat capacity is somewhat exaggerated in the CG model, however
comparison to an experimentally measured value for polyurea of 1.977 JK 1cm 3 is
quite reasonable[16].
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Figure 1.11: Comparison of (a) density and (b) heat capacity between all-atom MD
simulations and CG simulations for oligomeric polyurea of varying chain lengths.
Experimental values are denoted with asterisks.
Next, we compare the global structure of the polyurea systems computed using CG
and atomistic models, in terms of chain conformations and overall morphology of the
system. No attempt is made to compare the local structure from the CG and atomistic
models because the IBI parameterization automatically leads to preservation of the
local structure of the atomistic system, as noted by the excellent match between the
CG and atomistic RDFs (Figure 1.9). We characterize chain conformations in terms of
the distribution of chain end-to-end distances P (dee), where the end-to-end distance
dee  jrN(t)  r1(t)j. We also qualitatively characterize the overall morphology in
terms of the size and shape of microphase-separated domains.
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Figure 1.12: (a) Predicted distributions of chain end-to-end distances P (dee) from
CG MD simulations with increasing chain lengths, and (b) Comparison of P (dee) for
1-block systems obtained from all-atom MD and CG MD simulations.
To characterize the eect of the chain length on end-to-end distances in polyurea,
ve dierent CG systems of increasing chain length are simulated, with the results
shown in Figure 1.12(a). Due to the computational expense in generating equilibrium
congurations with all-atom models, only 1-block polyurea end-to-end distribution is
computed as verication of the CG model, which is shown in Figure 1.12(b). Due to
the slow diusion in the atomistic system, the end-to-end distributions deviate very
slowly from their initial state, and therefore sucient sampling is challenging even for
this short short-chain system. Table 1.2 summarizes the calculated expected value
hdeei for dierent CG systems and the single-block fully-atomistic system showing
reasonable agreement between the CG and all-atom systems for the 1-block polyurea
chains. The dependence of the average end-to-end distance with chain length follows
a power law with an exponent of 0.577 consistent with the theoretical scaling of 0.588
obtained for three-dimensional random walk chains in good solvent[56].
To characterize the phase morphology of polyurea, we simulate (H2S14)1 and
(H2S14)20 CG polyurea systems containing 128,000 beads in a cubic simulation box
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# Blocks all-atom(nm) CG(nm)
1 3.13 3.79
3 - 6.99
5 - 9.28
8 - 11.19
20 - 22.17
Table 1.2: Summary of expected value hdeei for dierent CG and all-atom MD sys-
tems.
that has an edge length of 26.5 nm. As a comparison, we also simulate a fully-
atomistic system containing 160 1-block chains, equivalent to 2,560 CG beads, in a
7.2 nm cubic simulation box. Figure 1.13a shows the initially random conguration
of the single block CG system. After 200 ns of simulation time, the resulting mi-
crostructures for the (H2S14)1 and (H2S14)20 systems can be seen in Figures 1.13b-c.
The initial and nal states of the atomistic system are shown in Figures 1.13d-e.
The atomistic system is equilibrated for only 32 ns, but at elevated temperatures as
previously described.
To more quantitatively compare the morphology of the CG and all-atom systems,
and to investigate the eect of the number of blocks, we computed the number and
sizes of segregated hard domains for single block and 20 block CG systems. Clus-
ters are identied by grouping all neighboring hard beads with a neighbor threshold
distance of 7.5 A. A clear dierence between the morphology of the (H2S14)1 and
(H2S14)20 systems can be observed as the single block polyurea chains tend to ag-
gregate into a fewer number of larger clusters as observed by Arman et al.[53] These
results are plotted in Figure 1.14 for the CG systems. Since the fully-atomistic sim-
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ulation box contains only 2% of the volume of the CG simulation box, quantitative
analysis of the number and size of the segregated hard domains is not meaningful,
although qualitatively, the clustering of hard domain segments is similar to the CG
models. Moreover, Fully atomistic simulations of phase segregation in polyurea for
quantitative predictions would require prohibitive computational eort.
(a) CG, 1-block, 0 ns (b) CG, 1-block, 200 ns (c) CG, 20-block, 200 ns
(d) all-atom, 1-block, 0 ns (e) all-atom, 1-block, 32 ns
Figure 1.13: Morphologies of CG and all-atom polyurea systems before and at the end
of the simulation runs: (a) initial and (b) nal morphology of 1-block CG chains; (c)
nal morphology of 20-block CG chains; and (d) initial and (e) nal morphology of
1-block all-atom chains. Red points represents the hard segments while green points
represents the soft segments.
Finally, we compare the stress relaxation function G(t) from a one block system
computed from both the CG and atomistic models. Since the stress relaxation func-
tion computed directly from the autocorrelation of the virial stress via Eq. (1.17) is
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Figure 1.14: Size distribution of hard domains in terms of the fraction of H beads
within each domain for H2S14 and (H2S14)20.
highly noisy, we take running averages of the raw G(t) between 0:9t and 1:1t, consis-
tent with previous studies [54]. Furthermore, the time axis of the CG stress relaxation
function must be rescaled to account for the faster dynamics of the CG system due to
its smoothed energy landscape and reduced frictional forces acting between molecules.
While several authors have suggested the use of a constant scaling factor related to
the ratio of self-diusivities[57, 58], we nd that this is insucient to match the pro-
le of the stress relaxation function between the CG and all-atom models. Instead we
observe that the ratio in the mean square displacement between the two systems is
not constant, starting at a value near unity and increasing until reaching an asymp-
totic value after 100 ns. This trend suggests that at extremely short time spans, the
diusion of the system is limited only by the available thermal energy and momenta
of the atoms, and not until longer time scales is motion limited by frictional forces.
Figure 1.15a shows the ratio of mean square displacements from the CG and all-atom
MD systems tted to a time-dependent dynamic rescaling function ft(t), dened as
ft(t) = 1 + a(1  e t= ); (1.22)
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where the constants a = 8; 731 and  = 23:8 ns reect the long time scale scaling
constant and transition time, respectively. Thus, the relaxation spectrum for the CG
model is rescaled as
G(t) = GCG(tCG  ft(tCG)): (1.23)
Figure 1.15b compares the rescaled CG relaxation spectrum for (H2S14)1 with
all-atom MD simulation. At very short time scales, (t  10 ps), the stress relaxation
function of the all-atom system decays much faster than that of the CG system
because some of the atomic-scale relaxation mechanisms, such as damped oscillations
of collective bond and bending angle vibrations, are not represented in the CG model.
At intermediate time scales (10 ps  t  1 ns) the agreement between the two models
is excellent. Beyond 1 ns sucient sampling of the all-atom MD model becomes
increasing computationally expensive and the autocorrelation of the stress decays
rapidly with insucient sampling. However, the eciency of the CG model allows
for sucient sampling well past 1000 ns, far beyond the practical range of all-atom
MD simulations.
1.3 5-Bead CG model of Polyurea
The 2-bead CG model of polyurea can predict realistic phase segregation in
polyurea, however, due to the large size of the H beads, the two bead model exhibits
topology violations that manifest as unphysical bond crossings between H beads.
These bond crossings can occur because the excluded volume of the H bead from
the repulsive part of the pair potential is too small compared with the bond length
between H beads. These unphysical bond crossings cause the CG system to relax
more rapidly as entanglements can be spuriously broken, which results in incorrect
scaling of relaxation times with molecular weight.
For soft-core potentials such as those utilized in dissipative particle dynamics, a
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Figure 1.15: (a) Dynamic scaling factor ft for (H2S14)1 system; the dashed line shows
the exponential t of ft, and (b) comparison of all-atom MD and scaled CG stress
relaxation spectra G(t)=G(0) for (H2S14)1.
corrective bond-bond repulsion potential was developed by Kumar et al. [59], and later
modied by Sirk et al. [60]. Sliozberg et al. [61] compared hard-core potentials, such as
the Kremer-Grest model, with combined soft-core potentials augmented with bond-
bond repulsion and determined that the soft-core potentials were more ecient at
representing a chain with a xed number of entanglements for a simple model polymer
system, i.e. no attempt was made to match the short-range structural distributions
of a specic polymer.
We develop 5-bead CG model of polyurea for preventing bond crossings by uti-
lizing a ner CG mapping for the hard segments of polyurea, by splitting symmetric
halves of hard segment into four dierent types of CG beads, each of similar size. In
this new model, A and B bead types are mapped to the aromatic groups within the
hard segment, a U bead type corresponds to the urea linkage, and a C bead type rep-
resents the ester group connecting the hard and soft segments. Figure 1.16 shows the
mapping scheme in detail. The resulting bead-chain is denoted as (S13CAUBBUAC)n
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or (S13H2)n, where H represents a (CAUB) bead motif, and n denotes the number of
times the S13H2 block is repeated.
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Figure 1.16: 5-bead CG polyurea model: (a) chemical structure of the repeated block
making up polyurea chains, (b) representation of a polyurea chain composed of CG
beads, (c) CG mapping within the hard and soft segments of polyurea; crosses rep-
resent bead coordinates used in computing structural distributions, and (d) chemical
structure of each bead type.
1.3.1 Model Parameterization
Each CG bead has a mass equal to the total mass of its constituent atoms, summa-
rized in Table 1.3. The total potential energy of the CG model consists of three terms:
bond energies between adjacent beads along the bead-chain, angle bending energies
associated with angles subtended by consecutive bonds, and non-bonded interactions
between all pairs of beads, excluding pairs connected by a bond. The total bond
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energy is calculated as the sum of stretching energies of all six types of bonds present
in the CG system. Similarly, the net bending energy has contributions arising from
the six types of bond angles present in the CG model. Lastly, the total non-bonded
energy is calculated as the sum of all possible non-bonded interactions in between
and across the ve dierent beads in the CG system. The energies of each bond and
angle are modeled by the harmonic potentials
Vstr(l) = k
2
(l   l0)2 (1.24)
Vbend() = k
2
(   0)2
where k and l0 are the stiness and equilibrium length for each bond, and likewise, k
and 0 are the stiness and equilibrium angle for each angle. These parameters are de-
termined by tting quadratic functions to the Boltzmann inversion of the bond length
and bond angle distributions. Table 1.4 summarizes the bond and angle parameters,
computed from bond lengths and angle distributions sampled from atomistic MD
simulations.
Bead Molecular weight
type g/mol
A 76.09
B 83.11
C 72.05
S 72.10
U 58.03
Table 1.3: Summary of molecular weights assigned to each type of bead.
To parametrize the eective potentials of the CG polyurea model, structural dis-
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Bond type l0 (A) K (kcal/mol/A
2)
A-C 3.62 141.34
A-U 3.80 111.30
B-B 4.89 25.30
B-U 3.81 116.52
C-S 4.90 3.52
S-S 4.95 3.77
Angle type 0 (deg) K (kcal/mol/rad
2)
A-C-S 135.0 4.25
A-U-B 117.4 63.52
B-B-U 149.8 7.99
C-A-U 162.2 9.64
C-S-S 139.9 1.55
S-S-S 143.9 1.60
Table 1.4: Summary of bond and angle parameters for the CG model of polyurea.
tributions of short oligomeric polyurea chains are generated from atomistic MD sim-
ulations. Details of the atomistic MD simulations are described in previous section.
The average density from atomistic MD simulations is 1.0713 g/cm3, 3.6% higher than
the experimentally measured density. The structural distributions are computed at
virtual sites of the CG beads. The virtual sites for each bead are shown in Fig-
ure 1.16c, denoted by a cross symbol. The virtual sites of the aromatic groups are
taken at the midpoint of the 1,3 carbon atoms in each ring.
The CG system is composed of 75 bead-chains (S6H2S7) arranged in a random,
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non-overlapped conguration within a cubic simulation box of size commensurate
with the target density. The initial bond lengths and angles of the chains are set
equal to their respective equilibrium values as shown in Table 1.4. The IBI method is
then performed until a convergence criterion is satised. The error of each interaction
is computed as the L2-norm of the dierence between the CG and target atomistic
radial distribution functions normalized by the L2-norm of the target distribution
function,
eL2 =
 R 
gCG(r)  gtarget(r)2 drR
[gtarget(r)]2 dr
!1=2
(1.25)
The convergence criterion is dened such that the iteration is completed when the
maximum error computed over each of the 15 unique pair types is less than a value
of 0.05. The converged, tabulated potentials and input scripts for both all-atom and
CG models can be found in the supplementary material.
In Fig. 1.17a-o, radial density functions (RDFs) of all 15 unique pair combinations
sampled from coarse-grained MD simulations are compared with those sampled from
all-atom MD simulations. The distributions based on the initial potential obtained
from a Boltzmann inversion of the all-atom distributions are also shown. For most pair
types, the initial Boltzmann inversion provides a very poor reproduction of the pair
correlations, while the converged iterative Boltzmann inversion provides an excellent
match with the atomistic distributions. A comparison of 15 converged and initial pair
potentials is shown in Fig. 1.18a-o.
1.3.2 Model Verication and Validation
To verify that our 5-bead CG model of polyurea is representative of the underly-
ing atomistic model from which it was calibrated, we compare several thermophysical
and viscoelastic properties against those computed from fully atomistic simulations for
oligomeric polyurea systems. In particular, we examine three dierent monodisperse,
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Figure 1.17: Radial distribution functions (a) gA/A(r), (b) gA/B(r), (c) gA/C(r), (d)
gA/S(r), (e) gA/U(r), (f) gB/B(r), (g) gB/C(r), (h) gB/S(r), (i) gB/U(r), (j) gC/C(r),
(k) gC/S(r), (l) gC/U(r), (m) gS/S(r), (n) gS/U(r), and (o) gU/U(r) obtained from the
all-atom MD simulations, CG MD simulations after IBI convergence and CG MD
simulations during the 1st IBI iteration, i.e., based on the initial potential obtained
from Boltzmann inversion of the all-atom distributions.
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Figure 1.18: Nonbonded potentials (a) VnonbA/A (r), (b) VnonbA/B (r), (c) VnonbA/C (r), (d)
VnonbA/S (r), (e) VnonbA/U (r), (f) VnonbB/B (r), (g) VnonbB/C (r), (h) VnonbB/S (r), (i) VnonbB/U (r), (j) VnonbC/C (r),
(k) VnonbC/S (r), (l) VnonbC/U (r), (m) VnonbS/S (r), (n) VnonbS/U (r), and (o) VnonbU/U (r) obtained from
the convergence of the IBI method compared against those used in the 1st IBI itera-
tion (i.e., obtained from the Boltzmann inversion of the all-atom RDFs).
oligomeric polyurea systems varying from one to ve blocks, (S6H2S7)1, (S6H2S7)3,
and (S6H2S7)5. We further validate that the predicted stress response is representa-
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tive of the real benchmark polyurea system by performing two simulations, one of a
monodisperse polyurea system containing polymer chains composed of 7 blocks, i.e.
(S6H2S7)7, which corresponds to the measured mass-averaged molecular weight of the
benchmark polyurea, and a second polydisperse system generated by sampling from
a cumulative distribution function that matches both the mean molecular weight and
polydispersity index of the benchmark system.
We begin by comparing the density and thermal expansion coecient computed
from the CG and atomistic MD simulations. The computed density results are tab-
ulated in Table 1.5 as a function of chain length. A slight increase in density with
increasing chain length is seen in both the CG and atomistic MD simulations. The
predicted density from the CG simulations of the (S6H2S7)7 polyurea system is in
excellent agreement with the experimentally measured value of 1.033 g/cm3 with neg-
ligible dierence between the monodisperse and polydisperse systems. The thermal
expansion coecients computed from atomistic and coarse-grained MD simulations of
monodisperse polyurea systems were 2.110 4 and 1.810 4 K 1, respectively, both
in excellent agreement with the experimentally measured value of 2.010 4 K 1[16].
Density
Blocks CG AA exp
1 1.071 1.064 |
3 1.078 1.079 |
5 1.081 1.080 |
7 1.087 | 1.033
Table 1.5: Comparison of calculations from CG-MD simulation (CG) and atomistic
MD simulation (AA), with experimental measurements (exp) of the density.
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To characterize the chain mobility of the melt state, we compute the self-diusion
coecientDs from the slope of the mean square displacements of each chain's center of
mass [46]. The stress relaxation function G(t) is computed for both CG and atomistic
models from the autocorrelation of the stress history [35, 53, 62], We further smooth
G(t) by computing a running average over a window from 0:9t to 1:1t. From G(t) the
frequency-dependent shear moduli, storage modulus G0(!) and loss modulus G00(!)
are computed.
The dynamics of the CG system are much faster compared to that of the atomistic
system due to the smoother CG energy landscape and reduced frictional forces acting
between CG polymer chains. Previous eorts to apply time mapping between CG
and atomistic simulations have used constant scaling factors [57, 58]. Conversely,
in 2-bead CG model, it was found that a time-dependent scaling function ft(t) is
needed to match the relaxation function with its atomistic counterpart. This dynamic
scaling function is determined from the ratio of mean square displacements computed
for CG and all-atom systems. At very short time scales, the value of the dynamic
rescaling function is unity, and at longer time scales the rescaling function increases
monotonically and saturates at a xed value. This behavior reects a transition from
very rapid molecular relaxations, e.g. bond rotations, that do not require the chain to
escape the connement imposed by neighboring chains, to relaxation at longer time
scales, which are governed by diusion. Figure 1.19 shows the ratio of mean square
displacements computed for systems containing single block chains of polyurea for
CG and atomistic MD. The dynamic scaling function ft(t) is t to an exponential
series, Eq. (1.26), expressed as
ft(t) = 1 +
X
i
ai(1  e t=i); (1.26)
with the tted coecients listed in Table 1.6. The characteristic simulation times i
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reect time scales over which the simulated dynamics are accelerated by the corre-
sponding time factor ai. The fact that multiple of such time scales exists, may be a
reection of the thermorheologically complex nature of polyurea. Using Eq. (1.26)
i 1 2 3
ai 1773 253 282
i (ns) 47 4.42 0.13
Table 1.6: Fitted coecients to the dynamic scaling function ft(t).
the stress relaxation spectrum of the CG model is rescaled as
G(t) = GCG((t)); where (t) = ft(t)t: (1.27)
Figure 1.19: Dynamic scaling factor ft for (S6H2S7)1 system; the dashed line shows
the t of ft via Eq. (1.26)
To verify that the CG model is representative of the atomistic model in terms of
its viscoelastic properties, we compare normalized relaxation spectra computed from
atomistic and CG simulations, as shown in Fig. 1.20, where the CG spectra have
been rescaled both by dynamic and constant time scaling factors, ft(t) and ft(1),
respectively. The relaxation spectra scaled by ft(t) have reasonably good agreement
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with their atomistic counterparts at intermediate time scales (10 ps  t  1 ns) for
all three simulated molecular weights. At extremely short time scales, (t  10 ps),
relaxation occurs through local chain conformation changes [63], which are not fully
resolved in the CG model. At longer time scales, (t  1 ns), it becomes infeasible
to sample a sucient atomistic stress history and thus the autocorrelation function
articially decays rapidly. Similar to ndings by Lee et al. [64], we observe strong
oscillations in G(t) at very short time scales where the running average has a very
small window and where local chain relaxations occur abruptly through conforma-
tional transitions. As the geometric restrictions of the backbone of the CG model are
limited to bond and relatively weak angular interactions, the initial stress relaxation
computed from the CG model exhibits less severe oscillations.
Figure 1.20: Stress relaxation spectrum G(t)=G(0) for, (a) (S6H2S7)1, (b) (S6H2S7)3,
and (c) (S6H2S7)5 obtained from all-atom MD simulations and from CG MD simu-
lations after applying constant time scaling and dynamic time scaling factor.
The CG shear modulus is also rescaled because the stress uctuations in the CG
system reect averaged quantities, and thus the variation of the stress is decreased.
This reduction is clearly demonstrated by examining the contribution of the kinetic
energy to the instantaneous shear modulus. The instantaneous shear modulus of a
uid limited to two-body interactions was derived by Zwanzig [65]. For a CG system
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consists of more than one types of bead, the instantaneous shear modulus can be
computed as:
G(0) = kBT +
nX
=1
nX
=1
2
15

Z 1
0
g(r)
d
dr

r4
d
dr

dr: (1.28)
where n is the number of the types of bead present in CG system. The rst term,
which comes from the kinetic part of the virial stress, is proportional to , the number
density in the system. This implies that the portion of G(0) resulting from the
kinetic energy of the system scales proportionally with the degree of coarse-graining.
We further investigate this by computing the GKEAA (0) and G
KE
CG (0) values from the
autocorrelation of the kinetic stress history as:
GKE(t) =
V
kBT


KExy (t)
KE
xy (0)

(1.29)
Indeed, the values of GKEAA (0) and G
KE
CG (0) computed only from the kinetic energy
contributions to the virial stress are 430 MPa and 36 MPa respectively, and their
ratio matches the degree of coarse-graining within 2%. The second term in Eq. (1.28)
is also related to the number density, suggesting that the scaling factor for the pair-
wise contributions may be related to the degree of coarse-graining, however the radial
distribution functions of the CG model are not equivalent with those of the atom-
istic system. In order to investigate the dierences of shear modulus from pairwise
energy contributions, we compute the GpairAA (0) and G
pair
CG (0) from the autocorrelation
of pairwise stress history as
Gpair(t) =
V
kBT


pairxy (t)
pair
xy (0)

; (1.30)
and the computed value of GpairAA (0) and G
pair
CG (0) are 3.87 GPa and 0.36 MPa respec-
tively. In order to compare the value of GpairCG (0) with Eq. (1.28), we computed the
second term in Eq. (1.28) using the RDFs and pair potentials as shown in Fig. (1.17)
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and (1.18). The computed value of GpairCG (0) from Eq. (1.28) is 0.25 MPa, which is
in good agreement with the GpairCG (0) value computed from the pairwise energy con-
tributions to the virial stress. Since the contributions to G(t) from the bonded and
nonbonded interactions are not so easily determined analytically, a comprehensive
scaling parameter for G(t) is computed empirically by the ratio of GAA(0) to GCG(0).
We assume that this scaling parameter is time-independent and also independent of
the length of the system. The latter of these assumptions is veried with the results
summarized in Table 1.7.
Similar to the shear response, the coarse-grained model predicts an overly soft
response under bulk deformation. Equilibrium MD simulations were performed un-
der the NPT ensemble for systems composed of short, single block chains in order
to calculate the long-term bulk modulus with both the coarse-grained and atom-
istic models, using the relationship  = hV 2i =kBT hV i. While the bulk modulus
calculated from the atomistic system was 2.82 GPa, the value computed from the
coarse-grained model was 0.31 GPa, an order of magnitude lower. This discrep-
ancy is consistent with recent observations by Hsu et al. [34] that purely bottom
up coarse-graining methods do not demonstrate thermomechanical consistency with
their atomistic counterparts and thus either top down calibrations or determination
of thermodynamic scaling relationships are necessary to make quantitive predictions
from coarse-grained models.
Using the MD simulations-based approaches described earlier, we have computed
the relaxation spectrum G(t) of a melt of (S6H2S7)7 under atmospheric conditions.
To obtain a quantitative spectrum, one needs to rescale the time and shear modu-
lus axes using scaling factors ft(t) and fG obtained by performing short atomistic
MD simulations of the polymer system being investigated. However, this is quite
challenging for such long polyurea chains, especially obtaining ft(t), which requires
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Blocks GAA(0)(GPa) GCG(0)(GPa) fG =
GAA(0)
GCG(0)
1 93.5 2.93 31.8
3 94.5 2.99 31.5
5 95.9 2.99 31.8
7 | 3.01 31.7*
Table 1.7: Summary of GAA(0), GAA(0), and fG obtained from all-atom MD and
CG MD simulations by varying chain lengths of dierent oligomeric polyurea system.
The asterisk value was computed from the average value of fG obtained from short
chain length polyurea systems.
computation of a long time scale property (self-diusivity). Fortunately, we observe
that the time and shear modulus scaling factors change only slightly across the three
chain lengths of polyurea studied earlier (Table 1.7). Hence, ft(t) and fG for long
chains could be determined by the scaling factors computed for shorter chain sys-
tems. We expect that fully atomistic MD simulations of such a melt would require
prohibitively long simulation times to probe its entire relaxation spectrum, while that
the CG simulations are able to capture with much less computational eort. This
can easily be gleaned from Fig. 1.21, which plots the rescaled CG relaxation spectra
of the three dierent chain lengths polyurea melts and shows how dramatically the
relaxation times of the melt rise with increasing chain length.
Additionally, we compute G0(!) and G00(!) obtained from the Fourier transform
of G(t) (Eqs. 1.19 and 1.20). In Figure 1.22, we plot G0(!) and G00(!) obtained
from atomistic MD simulation of (S6H2S7)5 polyurea system. Also shown in the
plots are the obtained G0(!) and G00(!) from CG-MD simulations after applying
constant time rescaling factor and dynamic time rescaling factor, ft. At rst glance,
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Figure 1.21: Dynamic shear modulus G(t) for (S6H2S7)1 (red), (S6H2S7)3 (blue), and
(S6H2S7)7 (green) obtained from CG-MD simulations after applying rescaling factor
fG and ft(t) for both shear modulus and time axes, respectively.
we can clearly see the vast dierence between the G0(!) and G00(!) value obtained
from constant time scaled CG simulations and atomistic MD simulations. For the
frequency range, (108 hz  !  1010 hz), we observe an excellent agreement between
atomistic MD and CG-MD G0(!) and G00(!) values after applying ft. For the higher
frequency range, (!  1010 hz), the atomistic MD system is sucient to predict the
viscoelastic properties of polyurea. For the intermediate frequency range, (103 hz
 !  108 hz), where computing such wide range frequency dependent relaxation
spectrum is computationally prohibitive from atomistic MD simulations, CG-MD
simulation can compute G0(!) and G00(!) with speed up of six to seven orders of
magnitude. At very low frequency, (!  103 hz), computing G0(!) and G00(!) is
computationally very expensive even for CG-MD simulations. Thus, the CG model
developed here largely reproduces the structural, thermodynamic, and viscoelastic
properties of short-chain polyurea melts computed from atomistic simulations. In
Figure 1.23, we compare the frequency dependent storage and loss modulus for CG-
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Figure 1.22: Comparison of frequency-dependent, (a) storage modulus G0(!), and (b)
loss modulus G00(!), obtained from all atomistic simulation of (S6H2S7)5 polyurea
system, from CG-MD simulations after applying constant time scaling and dynamic
time scaling factor for (S6H2S7)7 polyurea system.
MD simulations by varying chain length. We observe a signicant increase in the value
of storage modulus from 1-block chain length CG system to 7-block chain length CG
system, while in case of loss modulus, this improvement is minimal.
Finally, in Figure 1.24 we compare the predicted G0(!) and G00(!) values obtained
from CG-MD simulation with the experimental values obtained from the ultrasonic
and DMA data at 1 atm and 300 K. The experimental details regarding the synthesis
and testing of the benchmark material are given in vipin et al.[66] We observe a very
small dierence between the scaled G0(!) and G00(!) values obtained from the two
types of CG simulations, one for the monodisperse polyurea system and the second
for the polydisperse polyurea system with PDI=41.8. For the case of storage modulus
for the lower frequency range of !  106 rad/sec, we observe a very close match be-
tween DMA and ultrasonic results if we extrapolate the ultrasonic data. Additionally,
the predicted G0(!) values from CG simulation are in good agreement in frequency
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range of !  106 rad/sec. For the higher frequency range of !  106 rad/sec, we
start to observe several dierences among the results. Both the CG and ultrasonic
values overestimate G0(!) relative to the DMA results. It is evident that this overes-
timation is more pronounced in the CG simulation results. We do, however, observe
excellent agreement between the atomistic results for frequency range of 108 rad/sec
 !  1010 rad/sec. At lower frequency ranges, i.e., !  106 rad/sec, the loss mod-
uli determined from DMA and ultrasonic measurements dier substantially, with the
coarse{grained predictions in closer agreement with ultrasonic measurements than
DMA. At higher frequencies, the loss moduli computed from coarse{grained simula-
tions are higher than those determined from time{temperature shifted DMA measure-
ments. This could suggest that relaxation mechanisms with temperature dependence
that is not consistent with the time{temperature superposition relationship are at at
play, which consistent with prior observations that polyurea is thermorheologically-
complex. Despite the observed dierences between the coarse-grained computations
and experimentally determined moduli, the coarse-grained models are extremely con-
sistent with atomistic molecular dynamics calculations of the storage moduli, and
reasonably consistent with atomistic predcitions of the loss moduli. Hence, we con-
clude that the coarse-grained models provide a representative picture of the relaxation
processes captured by the all-atom simulations, and further analysis is needed to fully
reconcile the computed high frequency viscoelastic response with experimental mea-
surements.
1.4 Summary
In this work, we have developed a CG model of polyurea that corresponds to a
known benchmark material system to evaluate how well systematic coarse-graining
methods can predict the viscoelastic response of an elastomer at frequencies relevant
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Figure 1.23: Comparison of frequency-dependent, (a) storage modulus G0(!), and (b)
loss modulus G00(!), obtained from CG MD simulations for oligomeric polyurea of
varying chain lengths. The dashed line in the G0 and G00 representing the !2 and !1
scalings are included as guides.
for blast and impact energy dissipation. The CG model is calibrated in a bottomup
fashion from atomistic MD simulations by simultaneously matching target pairwise,
bonded, and bond-angle distributions computed from the fully atomistic system. Due
to fewer degrees of freedom and a smoother free-energy landscape, frictional interac-
tions between chain segments in the CG model are diminished, and therefore chain
dynamics are accelerated. Consequently, in order to make predictions with realistic
time scales, we have developed a scaling function that is calibrated from short chain
simulations with the assumption that the accelerated dynamics due to coarse-graining
are separable from the inuence of molecular weight on chain relaxations. This scaling
approach yields continuity in properties predicted through both CG and fully atom-
istic models at high frequencies, which is particularly evident in the nearly seamless
transition from fully atomistic to CG predictions of the frequency-dependent storage
modulus. Furthermore, experimental measurements of the dynamic shear moduli of
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Figure 1.24: Comparison of frequency-dependent, (a) storage modulus G0(!), and (b)
loss modulus G00(!), obtained from CG simulation for (S6H2S7)7 polyurea system,
CG simulation by constructing simulation box of average molecular weight of 10708
gm/mol and PDI value 41.8, atomistic simulation for (S6H2S7)5 polyurea system,
and experimental results obtained from ultrasonic and DMA data at P=1atm and
T=300K.
the benchmark polyurea material by both dynamic mechanical analysis and ultra-
sonic wave transmission are quite comparable with the values predicted from the CG
model.
For atomistic MD simulations of polyurea, it is evident that even short oligomeric
chains require a signicant amount of computational time to reach a well-equilibrated
conguration. For instance, systems composed of a single hard segment connected to
a chain of 14 tetramethylene oxide monomers require at least 32 ns of equilibration
time at elevated temperatures to reach a steady state distribution. The most signif-
icant change observed during the equilibration of such oligomeric polyurea systems
is the increase in the height of the peak in the H/H pair radial distribution func-
tion. Since this height corresponds to the depth of the energy well describing mutual
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attraction between hard beads, calibration of a poorly equilibrated system with the
IBI method will result in under-prediction of hard segment attraction and produce a
system less likely to phase-segregate and ultimately not representative of polyurea.
CG simulations conducted to compare the phase segregation of systems containing
short oligomeric polyurea chains with systems containing longer chains produced sim-
ilar results compared to the bead-spring model developed by Arman et al [53], where
short oligomers produced larger clustered hard domains than did longer multi-block
chains.
With copolymers that exhibit signicant phase segregation, optimization of all
pair potential simultaneously with iterative Boltzmann inversion appears to be more
robust than individually optimizing each pair potential sequentially, due to the in-
terdependencies between pair interactions. For example, in our polyurea CG model,
the H/H and H/S interactions are correlated, as strong aggregation of the H beads
automatically leads to some aggregation between the S and H beads, due to chain
connectivity. Therefore, modifying the H/H potential alters both the H/H and H/S
radial distribution functions. To improve the stability of the IBI method, corrections
to the pair potentials are scaled by an additional parameter,  to reduce oscilla-
tions, mitigate strongly coupled interactions, and improve convergence to the target
pair distributions. The optimal scaling parameter depends strongly on the underly-
ing atomistic chemistry and CG mapping. In this work, we selected an initial value
of unity and iteratively halved its value until the number of iterations required for
convergence was minimized; we used the same scaling parameter for all pair combina-
tions. A scaling factor of 0.05 is nearly optimal for our CG mapping of polyurea and
excellent convergence of the target radial distribution functions is achieved within 100
iterations. While eorts to determine eective CG potentials for a phase segregating
polymer blends of polyisoprene (PI) and polystyrene (PS) have been previously re-
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ported [67, 68], the degree of independence between the PS/PS, PS/PI, and PI/PI
pair potentials was far less than that observed here for polyurea. For instance, the
peak in the radial distribution function of the polyurea CG H/H beads is four times
higher than the reported peak in the PI/PI or PS/PS radial distribution functions.
A critical improvement of 5-bead model over 2-bead model of polyurea is the ner
discretization of the current ve-bead model. The two-bead model is suitable for
predicting structural and morphological properties of polyurea as it also is calibrated
to match structural distributions from atomistic simulations; however, it is not well-
suited for predicting dynamic properties as it permits chains to pass through each
other, thus violating topological constraints. The ve-bead model presented in this
work avoids such topology violations as the bond distance between beads is su-
ciently small compared to their excluded volumes, and thus it is far more accurate
for predicting dynamic properties.
At frequencies greater than 1 MHz, the calculated dynamic moduli from the CG
model appear to be overpredic ted compared to those derived from TTS of either
ultrasonic wave transmission or dynamical mechanical anal ysis measurements. The
cause for this discrepancy is not clear, however, as the predicted values from both
CG and fully atomi stic molecular dynamics are quite close in agreement at the very
high frequencies accessible to fully atom istic models, the coarse-graining procedures
developed in this work appear not to be the dominant source of error. Furthermore,
as already noted, the applicability of TTS for polyurea at such high frequencies is
questionable, especially for the loss modulus. Atomistic molecular dynamics studies
of polyurea have been conducted with general purpose force elds, none of which
have been explicitly calibrated for polyurea nor specialized for predicting mechanical
properties. While the development of more accurate force elds for polymers is well
beyond the scope of the present study, such improvements may be necessary for more
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quantitatively accurate atomistic simulations.
The CG methodology developed in this work can be applied to predict the vis-
coelastic properties of many complex polymer materials, including chemical mod-
ications of polyurea to design a tailored response, e.g. optimization of dissipa-
tion for a specic frequency band. Future work to extend this polyurea model to
represent the multifunctional isocyanate present in common commercially available
polyureas, which have been recently been the focus of many experimental studies
[5, 16, 23, 69, 70] would help link observations of macroscopic properties to the chem-
istry and morphology of polyurea.
The model presented in this work is limited to studying near-equilibrium prop-
erties of polyurea, such as the mechanical response to weak shocks. In general,
coarse-graining approaches are not yet suitable for representing large deformation,
strong shock wave propagation, or large changes in temperature or pressure due to
the well-documented lack of pressure and temperature transferability in these models.
Furthermore, the scaling parameters used to map predictions of thermomechanical
properties to real systems, require full-scale atomistic simulations to be performed
for calibration, and rely on the assumption that such scaling factors are invariant
over long time scales. The development of improved CG models that can more faith-
fully represent the thermodynamic state of a system thus remains a formidable yet
important challenge.
Despite such challenges, the computational eciency gained from coarse-graining
approaches is tremendous and enables atomistic simulations to approach time and
length scales that are relevant for practical application. In this work, a CG model
of polyurea containing 10k beads progresses at a rate of 18 /day on 64 CPU cores
(Intel Xeon E5-2670 processors). This is approximately 50% slower than the coarser
two-bead model, yet including the faster dynamics, allows a million-fold speedup over
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fully atomistic molecular dynamics. With this speedup, molecular models can directly
probe the viscoelastic response to millisecond time scales.
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Chapter 2
PREDICTION OF SHOCK HUGONIOT RESPONSE OF POLYETHYLENE
2.1 Introduction
Excellent mechanical properties, such as high toughness and the ability to dissipate
shock and impact loads, make semicrystalline polymers suitable for many applications
such as protective coatings, reinforced structural composites, sporting equipment, ar-
ticial joints for orthopedic devices, and lightweight armors. Traditionally, the devel-
opment of materials for new applications has followed an iterative, empirically-driven
process that requires a large investment of both time and eort. To accelerate new
material development, computationally-aided material design processes are needed
to eciently explore the enormous design space of polymer chemistry, molecular ar-
chitecture, and processing parameters. Such an approach is particularly needed for
materials that must withstand extreme environments, as these conditions can be dif-
cult and costly to reproduce experimentally. While both quantum mechanics calcu-
lations and classical molecular dynamics (MD) simulations have been used to explore
properties such as the shock Hugoniot of various polymers [71], these methods are
limited to quite small simulation volumes, e.g. tens of thousands of atoms or length
scales on the order of 10 nm, and thus cannot incorporate important structural de-
tails, such as the lamellar structure of semi-crystalline polymers. Thus, the objective
of this paper is to broaden the applicability of molecular models to investigate the
role of nanoscale structural features on the thermomechanical response of polymers
subjected to dynamic loading characteristic of shock and impact.
Several coarse-graining (CG) methods have been applied to study the response
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of polymers under shock loading. Arman et al.[53] developed a bead-chain model
similar to that of Kremer and Grest [72] to analyze the microstructure and shock
response of polyurea-like multiblock and diblock copolymers. However, simple bead-
spring models can only represent a polymer qualitatively, and so predictive modeling
requires the use of systematic coarse-graining methods such as iterative Boltzmann
inversion[28, 35, 38{40, 73] or force matching[74, 75] to model the interactions specic
to a given polymer chemistry. In this light, Grujicic et al.[76] utilized the adaptive
biasing force method to calibrate a CG model of polyurea based on simple Lennard-
Jones interactions in order to compute the shock Hugoniot response. However, their
model underpredicts experimental measurements[77] of the linear Hugoniot slope co-
ecient (dus=dup) by more than a factor of three, indicating that simple pairwise
interactions are insucient to represent thermodynamic properties across a broad
range of state-space. Likewise, Santo et al.[78, 79] studied the interaction of shock
waves with lipid membranes, using the MARTINI[80] force eld, which can repre-
sent the us-up curve Hugoniot curve in water only for weak shocks (up  1 km/s).
Fu et al.[81] used the united atom model[82, 83] (UAM) to study dynamic response
of polyethylene polymer nano{composite under shock wave loading and while their
shock Hugoniot predictions are in good agreement with experimental data, the degree
of coarse-graining that the UAM provides is quite modest, and thus for long chain
molecules, a more general coarse-graining strategy is needed.
Coarse-grained models of polymers suer from several limitations that restrict
their capabilities to represent the correct thermodynamic response of material under
non-equilibrium processes resulting from shock and impact loading. A major chal-
lenge for structure-matching methods is that of representability, i.e., the ability of a
model to represent the correct thermodynamic state of a system, including properties
such as density, heat capacity, and elastic moduli. A second challenge is that of trans-
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ferability, i.e., the extent that a potential is accurate across dierent thermodynamic
states. This latter requirement is particularly important to be able to predict mate-
rial strength and toughness under dynamic loading, as the material may experience a
wide range of temperatures and pressures along a deformation path leading to failure.
Unfortunately, the transferability of CG models to thermodynamic states other than
those in which they were calibrated has been shown to be inconsistent and dicult
to predict[84, 85].
As demonstrated by Henderson et al. [86] for a specic CG mapping, there is
a unique pairwise potential that can be derived to match the pairwise structural
distributions of a uid. However, the derived CG system will not generally reproduce
the correct thermodynamic properties. This was also demonstrated by Johnson et
al.[87], for CG water potentials where a single site eective potential derived to match
structural distributions fails to reproduce higher order structural correlations, as well
as thermodynamic properties such as virial pressure and internal energy. One remedy
is to parameterize the CG models directly from experimental data [88], which is
referred to as the \top down" approach. However, this approach is not predictive
as empirical thermodynamic state data is required a-priori. Other strategies have
been proposed to combine bottom-up and top-down methods in order to improve the
representability of CG models. For example, Rosch et al[89] were able to improve
the ability of a CG models of polystyrene to better represent the elastic moduli by
manipulating the nonbonded interactions; however, the modied potential greatly
aected the structure of the equilibrium model.
In order to improve the transferability of CG models, a multistate extension of the
iterative Boltzmann inversion (IBI) method was proposed by Moore et al[90] to match
the RDFs of a CG system with target data sampled from atomistic MD simulations
performed at multiple thermodynamic states. By including target data for multiple
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states, more constraints are added to the optimization of the CG potentials, which
minimizes the state dependence of the derived potentials. As the objective of this
work is to develop CG models that are transferable across a broad range of pressures,
we further include a many-body interaction term to decouple the pairwise interactions
from the pressure response so that the CG model can simultaneously reproduce RDFs
and accurate pressures across a range of densities. The formulation of the many-body
interaction term is adapted from the embedded atom method (EAM)[91], and thus
we will refer to this method as the IBI-EAM method.
2.2 Computational Methods
In this section, we describe two dierent CG models of polyethylene (PE). The rst
is developed using the structure{based, iterative Boltzmann inversion (IBI) method,
and in this chapter is subsequently referred to as the standard CG model. The second
model is developed using a new approach that combines the multistate IBI method
with a many-body interaction term calibrated to match thermodynamic states at
multiple thermodynamic calibration states. The CGmodel resulting from this method
will be referred to as the CG-EAM model throughout the remainder of this paper.
2.2.1 All{Atom Simulations
The CG models created in this work are calibrated in a bottom{up fashion from
structural and thermodynamic state data sampled from all-atom MD simulations. All
simulations are carried out using the large-scale atomic/molecular massively parallel
simulator (LAMMPS) code [50]. We use the PCFF forceeld, a class II forceeld, to
model the interactions between atoms. The functional form of the class II forceeld
and its parameterization for alkane molecules are reported by Maple et al.[92]. Long-
range Coloumbic interactions are computed using the particle-particle/particle-mesh
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(PPPM) method in the LAMMPS kspace package [42]. The cuto distance for short
range Coloumbic and pairwise interactions was set to 9.5 A.
To generate target structural distributions and state data, models of low molec-
ular weight, linear PE were initialized by a random-walk process in a periodic unit
cell. Ten (C2H4)80 molecules are placed in a non-overlapping, random conguration
within the computational cell [41]. As the procedure taken to equilibrate the atomistic
systems is similar to previous studies [66, 73], we only briey summarize the impor-
tant details here. The atomistic systems are equilibrated in three parts: a constant
pressure-temperature (NPT) run of 8 ns at 500 K, followed by a 8 ns temperature
ramp to 300 K, and a nal equilibration run of 16 ns at constant temperature and
pressure (300 K and 1 atm). Following this equilibration, a 1 ns production run is
performed in the canonical (NVT) ensemble to sample the radial, bond-length, and
bond-angle distribution functions. In order to reduce the inuence of the initial ran-
domly generated state of the atomistic system, we sampled the structural distribution
functions by averaging atomistic MD trajectories obtained from 10 dierent starting
congurations. The average density over the ten congurations was 0.7841 g/cm3.
We also sampled target structural distributions and densities along an isother-
mal volumetric deformation path. From the congurations relaxed at atmospheric
pressure, a sequence of relaxation and sampling steps were performed at increasing
pressure up to 10 GPa. After each pressure increment, a 4 ns NPT simulation was
performed at the prescribed pressure set point, followed by a 1 ns NVT sampling run.
This sequence was repeated, starting again from the congurations relaxed at 1 atm,
for dilational up to a maximum hydrostatic tension of 50.7 MPa. Beyond this point,
the deformation would localize with the formation of voids. The ten dierent states
along the isotherm are summarized in Table 2.1.
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Pressure Density
(MPa) (g/cm3) hi
-50.7 0.748 27.74
-10.1 0.781 28.96
0.1 0.784 29.02
1 0.785 29.22
10 0.792 29.33
100 0.829 30.69
1000 0.971 35.9
2000 1.043 38.53
5000 1.161 42.85
10000 1.274 47.03
Table 2.1: Pressure state points used to calibrate the IBI-EAM potentials for
polyethylene. The average value of the cumulative density at a particle hi is propor-
tional, but not equivalent to the mass density.
2.2.2 Standard CG Model
We calibrated a CG model of PE using the standard IBI method. In the IBI
method, interactions among CG beads are governed by an eective potential function,
which is calibrated to match target structural distributions sampled from all{atom
MD simulations. Figure 2.1 shows the chemical structure and mapping of the CG
model of PE.
As previously mentioned, we calculated three types of structural distribution func-
tions from the all{atom MD simulations. First, we collected the distributions in bond
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Figure 2.1: CG model of PE: (a) chemical structure of the repeating unit of PE,
(b) gurative representation of a short PE chain composed of CG beads, (c) CG
mapping of atoms to bead coordinates, (d) chemical structure of a single CG bead;
the coordinate of the bead is coincident with the center of the C-C bond.
lengths l, which are the distances between the coarse-grained sites along the poly-
mer chain and represent the distances between centers of consecutive beads along
a chain. The bond-length probability distribution, P (l) is used to parameterize the
bond-stretching potential, Vstr(l), of the CG model. The bond lengths sampled from
the all{atom MD simulations form a double peaked distribution corresponding to the
trans and gauche conformations along the PE molecule. In this study, we neglect the
relatively small peak corresponding to the gauche conguration and approximate the
bonded interactions with a harmonic potential tted to the Boltzmann inversion of
P (l). The resulting CG bond potential is
Vstr(l) = k
2
(l   l0)2 ; (2.1)
where k = 227:48 kcal/mol/A2 and l0 = 2:5736 A are the bond stiness and equilib-
rium bond length, respectively.
We also sampled the probability distributions of bond angles , which are the
angles between consecutive bonds along the polymer chain. We use this bond angle
probability distribution P (), to generate an initial approximation of the CG bending
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potentials, Vbend(), by the Boltzmann inversion
Vbend0 () =  kBT ln

P ()
sin()

: (2.2)
where kB is the Boltzmann constant, T is the temperature, and sin() accounts for
the degeneracy in the coordinates of three sequentially bonded CG sites with xed
bond angle .
Lastly, we gathered the RDFs, g(r), of pair distances between non-bonded pairs of
beads. The RDFs are used to generate an initial approximation of the CG non-bonded
potential Vpair(r).
Vpair0 (r) =  kBT ln(g(r)) (2.3)
To begin the IBI process, we generated approximate potentials using Eq. (2.1-2.3)
and then placed 15 CG (C2H4)80 molecules in a random, non-overlapped congura-
tion. Each IBI iteration step starts with a 0.48 ns equilibration step at 300 K in NVT
ensemble integrated with a time step of 8 fs. The equilibration step is followed by
a pressure-correction step, during which the system is held at 300 K for 0.64 ns in
the NVT ensemble to sample the virial pressure. We next adjusted the pressure by
adding a linear correction[30] to the pair potential to match the computed CG pres-
sure to the target pressure computed in the atomistic simulations. After the pressure
correction cycle, a production run in the NVT ensemble is performed for 0.64 ns at
300 K to sample the structural distribution functions. Based on the dierence of the
structural distributions between the AA and CG model, corrections to the pair and
angle potentials are applied using the IBI method:
Vpairi+1 (r) = Vpairi (r) + kBT ln

gi(r)
gmd(r)

(2.4)
Vbendi+1 () = Vbendi () + kBT ln

Pi()
Pmd()

(2.5)
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where  = 0:2 and  = 0:05 scale the corrective terms in order to improve the stability
of the IBI process. We iterate the IBI steps discussed above, inclusive of the pres-
sure correction cycle, until the CG structural distribution functions converge to the
atomistic structural distribution functions within a prescribed tolerance. Figure 2.2
shows the structural distribution functions obtained from the all{atom and CG MD
simulations after convergence of the IBI method.
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Figure 2.2: Comparison of distributions of (a) bond lengths P (l), (b) bond angles
P (), and (c) the radial distribution function g(r) obtained from all-atom (AA) and
CG MD simulations.
Using both the atomistic and the calibrated CG models, we performed NPT MD
simulations at atmospheric pressure and 300 K of 50 (C2H4)80 molecules starting with
randomly generated congurations. The resulting congurations observed after 32 ns
and 100 ns of simulation time for the all{atom and CG simulations, respectively, are
shown in Figure 2.3. The emergence of semi-crystalline structure in the CG MD
simulation is somewhat remarkable given that the target structural data from which
the CG model was calibrated did not include any noticeable crystallinity, evident from
the relatively at RDF seen in Figure 2.2c. Furthermore, the CG model provides a
speedup factor of 2-3 orders of magnitude over the AA model, due to the reduced
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number of degrees of freedom, relatively simpler potentials, and larger stable time
step in the integration of the equations of motion. As a result, the CG model is able
to probe longer time scales and thus more eciently explore the congurational space
to the point that crystal nucleation and growth is observed.
(a) (b) 2 nm2 nm
Figure 2.3: Observed structure of low molecular weight, linear polyethylene computed
in (a) all{atom (AA) and (b) CG MD simulations.
2.2.3 Pressure Transferable and Representable CG Model
Coarse-grained MD simulations are not typically employed to study shock dynam-
ics and high strain rate loading of polymers due to their well-known representability
[84, 93] and transferability [85, 94] issues. For simulation of shock loading, it is cru-
cial that a model can accurately represent the equation of state of the material. In
order to highlight the poor pressure transferability characteristic of structure-based
CG models, we compare CG potentials calibrated by the standard IBI method from
target data sampled at dierent target pressures (1 atm and 1 GPa). The density
versus pressure curves, computed by both CG models, are compared with a curve
computed from all-atom molecular dynamics in Figure 2.4. Due to the linear pres-
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sure correction step, both CG models reproduce the correct density at the pressure at
which they were each calibrated, however, away from these pressures they rapidly di-
verge from the all{atom predictions. Thus, CG models generated by the IBI method
for polyethylenes have very poor representability and transferability.
ρ
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Figure 2.4: Comparison of density as a function of pressure along the 300 K isotherm
computed from the AA model and from CG models calibrated at 1 atm and 1 GPa.
To correct these problems, we rst consider the general expression of the potential
energy of a system of N interacting particles:
(r) =
NX
i<j

(2)
ij (ri; rj) +
NX
i<j<k

(3)
ijk(ri; rj; rk) (2.6)
+ ::: +
NX
i<j<k:::<N

(n)
ij:::n(ri; rj; :::; rN)
where, (2), (3) and (n) are two, three, and n-body interactions, respectively. It is
common to truncate the series after pairwise interactions so that the total potential
energy of the system is approximated as pairwise terms (2) and all higher order terms
are neglected. However, this assumption is only valid for low density states.[95, 96] At
higher densities, the eect of many-body terms becomes increasingly signicant, and
thus to improve the accuracy of CG polymer models at higher pressures, we adopt a
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many-body interaction based on an estimate of the local density eld.
2.2.4 CG-EAM Model
In what we refer to as the IBI-EAM method, the embedded atom model (EAM)
is combined with the multistate IBI method[90] to develop a pressure{transferable
CG model. The EAM potential describes interactions among atoms, including an
embedding function that approximates the energy required to place an atom within
the electron cloud surrounding its neighbors. In the EAM, the electron cloud density
is computed by a summation of the contributions of all neighboring atoms. For the
purpose of improving the representability of CG models of polymers, we utilize the
general idea of the EAM; however, instead of representing an electron cloud density,
the mass density is approximated by a kernel density estimator. Thus the embedding
energy function directly relates the local density eld to the potential energy, and
thus provides a means to correct the pressure that can be nonlinear without disrupt-
ing the accuracy at which the model reproduces local structural features such as the
RDF. In the IBI-EAM method, the bond, angle and pair interactions are optimized
to reproduce local structural distributions, while the embedding energy term is opti-
mized to represent thermodynamic state properties. In the implementation described
here, all energy interactions are calibrated in a bottom-up approach from thermo-
dynamic and structural information sampled from all{atom MD simulations using
classical force elds. However, the target thermodynamic data can also be supplied
from experimental measurements or quantum mechanical calculations.
The total potential energy of a CG system using the IBI-EAM method is written
as:
 =
X
i
 X
j>i

(2)
ij (rij) + F (i)
!
+
X
k
Vstr(lk) +
X
m
Vbend(m) (2.7)
where i =
P
w(rij) is the cumulative local density evaluated at atom i, rij is the
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distance between atoms i and j, F is the embedding energy function, and (2)(r), Vstr
and Vbend are the pairwise, bond stretching, and bond bending energies, respectively.
The kernel function w(r) represents the distribution of mass each CG bead contributes
to the local density eld. The kernel function is arbitrarily chosen as w(r) = (1  
r=rc)
2, which monotonically and smoothly decays to zero at the prescribed cuto
distance rc. We do not normalize the kernel function, i.e.,
R
w(r) dV 6= 1, and thus
it is proportional but not equivalent to the local number density. The model can be
readily extended to polymers coarse-grained with multiple bead types by scaling the
kernel functions by the mass of each CG bead.
The embedding function is approximated as a polynomial expansion of the cu-
mulative density eld. It should be noted that F () must not be linear, in which
case embedding energy is identical to a pair potential. The parameters of the embed-
ding function are optimized by the least{squares method to minimize the error in the
representation of the equation of state along selected calibration state points.
The virial pressure in MD simulations is computed as
p =
NkBT
V
+
1
3V
NX
i
ri  fi; (2.8)
where N is the number of atoms in the system, V is the system volume, and the
second term includes the forces acting on each atom resulting from all bonded and
nonbonded interactions. As the total force acting on each atom is a summation of
pairwise, bond stretching, angle bending, and embedding interactions, the pressure
can be decomposed as:
p = pke + p + pF + pb + pa (2.9)
where pke, p, pF , pb, and pa are the components of the pressure resulting from the
kinetic, pairwise, embedding, bond, and angle energies, respectively. The correction
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to the CG pressure is made by modifying the contribution from the embedding energy,
pF =
1
3V
X
i
ri  F 0(i)
X
j 6=i
w0(rij)r^ij: (2.10)
In order to optimize the embedding energy F (), we rst simplify Eq. (2.10)
by approximating the cumulative local density i evaluated at each atom with its ex-
pected value, hii at each calibration state using the RDF sampled from the atomistic
simulations.
pF =
AN
V
F 0(hii); (2.11)
where AN approximates the term
P
i ri
P
j 6=iw
0(rij)r^ij. A value of A = 100 was
heuristically determined by maximizing the rate of convergence of the pressure cor-
rection. The expected value of the local density hii at each bead is calculated as:
hii = N
V
Z rc
0
g(r)w(r)4r2dr: (2.12)
In order to calibrate the parameters of the embedding function F (), we sampled
the density and structural distribution functions from atomistic MD simulations m
dierent states along an isothermal compression at 300 K. As previously mentioned,
the embedding energy is represented by a Taylor series approximation,
F () =
nX
k=1
ak
k; (2.13)
where ak are the embedding energy parameters. For the parameterization of polyethy-
lene, calibrated over a pressure ranging from -50 MPa to 10 GPa, a quartic function,
n = 4, is sucient to describe the embedding energy. Substituting (2.13) into (2.11),
gives
p
(m)
F =
nX
k=1
akDkm where Dkm =

AN
Vm
k hiik 1m

(2.14)
where, Vm is the volume and hiim is the expected value of cumulative density of the
mth state. A least square minimization method is used to optimize the coecients
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of the embedding function, based on the dierence between target AA pressure and
CG-EAM model pressure for m dierent states. We calculate the embedding function
parameters a at each IBI-EAM iteration step as:
a =
 
DTD
 1
DTp; (2.15)
where the vector p is the dierence in the pressure computed from the atomistic
and CG-EAM MD simulations at each calibration state.
As with the standard IBI method, we begin the calibration of the CG-EAM model
by initializing pair and angle potentials using the Boltzmann inversion of g(r) and
P (). The same bond stiness and equilibrium bond length from the standard CG
model are used in the CG-EAM model. The initial coecients of the embedding
energy are set to zero; i.e., at the rst step there is no pressure correction term
applied. At the sampling stage, the RDF g(r) and bond angle distribution P () are
computed for each of the m dierent calibration state points from the trajectories
of the CG coordinates. Following the multistate IBI method described by Moore et
al. [90] the pair and angle bending potentials are corrected by averaging the corrective
terms over each of the calibration state points using the expressions:
Vpairi+1 (r) = Vpairi (r) +

kBT ln

gm;i(r)
gm;md(r)

; (2.16)
and
Vbendi+1 () = Vbendi () +

kBT ln

Pm;i()
Pm;md()

; (2.17)
where the same scaling factors,  = 0:2 and  = 0:05, used to stabilize the standard
IBI method are applied. After the pair and angle bending potentials are corrected,
the parameters of the embedding energy are optimized to correct the pressure using
Eq. (2.15).
The process to calibrate the CG-EAM model is summarized as follows. Initial
congurations of 15 (C2H4)80 molecules are randomly generated in cubic simulation
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domains with box sizes dictated by the target density at each calibration state point.
Each conguration is then relaxed by a 0.48 ns NVT MD simulation at a xed tem-
perature of 300 K. This relaxation step is then followed by a 0.64 ns production
run to sample the pressure of each of the congurations. The pressure computed
at each calibration state point is then compared with the target pressure computed
in the all{atom MD simulations to compute a correction to the parameters of F ()
using Eq. (2.15). After this pressure correction step, a second set production runs of
0.64 ns is performed using the updated embedding energy to sample the structural
distribution functions at each of the calibration state points. The computed distri-
bution functions are then compared against the target distributions to update the
pair and angle potentials using Eqs. (2.16) and (2.17). This entire procedure is then
iterated until the structural distribution functions and pressures computed from the
CG model match the target all{atom data.
For the CG model of polyethylene, the convergence of the embedding energy is
quite rapid, matching the target pressure data in 15 iterations, while the angle and
pair energies require 80 iterations to converge. The latter convergence rate could likely
be improved by selecting more aggressive scaling factors ( and ); however, as the
major computational task is the generation of suciently sampled target atomistic
data, we did not attempt to optimize the scaling factors.
The calibrated potentials, excluding the harmonic bond potential, are plotted in
Figure 2.5. The pair potentials Vpair(r) of the standard CG and CG-EAM models
are similar, with the exception that the CG-EAM has deeper energy minima at r =
0:48 nm and r = 0:54 nm. The angle bending potentials Vbend() are similar for
angles larger than 140, but for angles 90 <  < 140, the CG-EAM potential has a
somewhat higher energy. It should be noted that at higher pressures, there is a larger
fraction of bond angles where  < 2=3, and thus the CG-EAM model, optimized by
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the multistate IBI method, is calibrated using a wider sampling of these smaller bond
angles.
Figure 2.5c shows the optimized embedding energy F (), with the averaged cu-
mulative density at each bead labeled at selected calibrated pressures, and the corre-
sponding distributions of local cumulative density plotted along the bottom axis. The
best t coecients of the embedding energy are listed in Table 2.2. As the embedding
function is approximated as a polynomial, it is generally unt for extrapolation, and
thus the calibration points should encompass the range of states encountered in the
problem being modeled. For example, as it is calibrated here, the potential becomes
unstable at high temperature and low pressure, because the embedding energy decays
to zero as the local density decreases beyond  < 25 due to thermal expansion.
a1 a2 a3 a4
0.357 0.0103 -8.7810 4 1.3210 5
Table 2.2: Optimized coecients (in kcal/mol) of the embedding energy function.
2.3 Results and Discussion
2.3.1 Model Verication and Validation
In this section, we evaluate two CG models of polyethylene: a model parameter-
ized at 300 K and 1 atm by the standard IBI method, and a model parameterized
at dierent states along an isothermal p-V curve at 300 K by the IBI-EAM method.
Figure 2.6 compares the bond angle distributions P () and radial density functions
g(r) computed at ve selected states using the all{atom, standard CG, and CG-EAM
models. We omit a comparison of the bond length distributions as they are not
very sensitive to the pressure and thus the distributions are not appreciably dierent
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Figure 2.5: Optimized potential functions of the CG-EAM model: (a) pair potential,
Vpair (r) (b) bending angle potential, Vbend (), and (c) embedded energy function. In
(c), the averaged density hii is marked by a `' at each calibration point and the
corresponding distributions of bead densities are plotted along the bottom axis.
than those shown in Figure 2.2c. While the standard CG model is able to reproduce
the bond angle distributions P () reasonably well across the range of pressures, the
radial distribution functions are shifted toward shorter pair distances reecting an
inaccurate computed density, and the distribution of peaks is qualitatively dierent
from the target all-atom distributions. Meanwhile, the CG-EAM shows a substantial
improvement in reproducing both the angle distributions and RDFs up to 5 GPa,
although there are some small dierences at the highest pressure point of 10 GPa.
At such high densities, many-body eects become increasingly important and in-
tercorrelations between local densities, bond-lengths, and bond-angles may become
non-negligible.
To validate the representability and transferability of the CG-EAM model, we
tested it along dierent thermodynamic paths, including the shock Hugoniot, using
the multiscale shock-wave molecular dynamics technique (MSST)[97]. A simulation
volume containing 200 randomly-distributed (C2H4)80 molecules was generated by a
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Figure 2.6: Analysis of transferability of the standard CG and CG-EAM models
comparing the (a) radial distribution function g(r) and (b) bond angle distribution
function P () across a range of pressures.
non-backtracking random walk. This system was equilibrated using the standard IBI-
derived CGmodel for polyethylene over a simulation time of 960 ns at 300 K and 1 atm
pressure. The resulting equilibrated structure is semi-crystalline, and has a density
of 0.81 g/cm3. From this starting conguration, we performed simulations comparing
the standard IBI-derived CG model, the CG-EAM model, as well as all{atom MD
simulations using a conguration generated by a reverse-mapping procedure. The
all{atom and CG congurations are shown in Figure 2.7.
In the reverse-mapping procedure, each CG site is replaced by an ethylene monomer
such that the generated interatomic bond lengths and bond angles are approximately
at their equilibrium values. The atomistic structure is then briey relaxed over a
10 ps simulation at constant temperature and volume (NVT). Table 2.3 shows the
comparison of the average speed up achieved from the CG and CG-EAM model
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relative to the all{atom MD simulations. While the CG-EAM model has, approxi-
mately, twice the computational cost as the standard CG model, it oers a nearly
60x speedup compared to all{atom MD. Furthermore, our present implementation
of the CG-EAM model in LAMMPS is suboptimal as the pairwise and embedding
interactions are computed separately, necessitating two loops over the neighbors of
each CG site per time step. We expect that an optimized implementation could be
comparable in performance to the standard IBI model.
(a) (b) 2 nm
Figure 2.7: Semi-crystalline (a) CG and (b) reverse-mapped all-atom congurations
of system containing 200 (C2H4)80 molecules.
First, we verify that the CG-EAM model can accurately represent the thermody-
namic response of the semi-crystalline conguration under isothermal compression at
300 K. Figure 2.8 shows the P -v curves computed with the standard CG, CG-EAM,
and AA models. The excellent agreement between the pressures computed by the
CG-EAM and AA models indicates that the calibrated parameters of the embedding
function for the amorphous phase are also applicable for the crystalline phase.
Following the work of Hooper et al.[98], we t the Tait equation of state (EOS)
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Model t (fs) CPU (s) Speed-up
AA 1 1825.2 {
CG 8 14.2 130.3x
CG-EAM 8 31.8 58.8x
Table 2.3: CPU time for a 1 ps MD simulation of 200 (C2H4)80 molecules performed
using the atomistic, standard CG, and CG-EAM models. The benchmark simulations
were performed using a single core on an Intel Xeon E5-2670 processor.
v (cm3/g)
Figure 2.8: Isothermal compression P -v curves computed for semi-crystalline PE.
to the isotherm at 300 K. The Tait EOS[99] relates density to pressure and has the
form:
V
V0
= 1  c ln

1 +
P
b

; (2.18)
where P is pressure, V is volume, and V0 is volume at zero pressure. The parameter b is
a temperature-dependent material constant, and the parameter c has been found to be
somewhat of a universal constant for many polymers, with a value of c = 0:0894 [100{
102]. Fitting the Tait equation to the P -v curve calculated by the CG-EAM model
resulted in parameter values of c = 0:0955 and b = 275:94 MPa.
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To validate that the model is representative beyond isothermal states, we compute
and compare the shock Hugoniot curves using all three molecular models. Neglecting
the eect of shock heating, we transform the isothermal compression curve generated
by the tted Tait EOS into a \pseudo" us-up plane[98] and compare the resulting
us-up Hugoniot curve with experimental measurements[103], and MSST simulations.
The comparisons are shown in Figure 2.9. The MD simulations conducted using the
CG-EAM and all-atom models closely match the experimental measurements, while
the standard CG model fails to capture the rate at which the shock speed increases
with increasing particle velocity. Furthermore, as the us-up curve calculated using
the tted Tait EOS is in agreement with the CG-EAM simulations, we conclude that
shock heating eects do not appear to play a signicant role for particle velocities
up < 3 km/s.
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Figure 2.9: Computed us{up Hugoniot for the semicrystalline PE from the experi-
mental data, Tait EOS, AA model, standard CG model and CG-EAM model. Ex-
perimental data are obtained from Marsh et al [103] for 46% crystalline PE.
The Hugoniot P -v curves calculated by the MD simulations are compared with
experimental measurements in Figure 2.10a. The values computed by the CG-EAM
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model closely follow the values computed by the all{atom model, indicating that the
pressure response is consistent between the two models. Conversely, the standard
CG model fails to reproduce the response calculated by all-atom simulations. The
calculated results appear shifted relative to the experimental measurements. This is
most likely due to the lower initial density of the molecular models. This conclusion
is supported by transforming the computed us-up Hugoniot curve onto the P -v plane.
We rst t the us-up relationship computed by the CG-EAM model to a linear rela-
tionship, i.e., us = c+ sup. The tted parameters c = 1:864 km/s and s = 1:959 are
then used to compute the P -v response along the Hugoniot by:[104]
v =
1
0

1  1
s
+
c
sus

; and (2.19)
P =
0
s
 
u2s   cus

; (2.20)
where 0 is the initial density. Figure 2.10b shows two computed P -v curves, one
using the initial density computed in the MD simulations and the other using the
experimentally measured initial density. As the latter provides a reasonably good
agreement with the experimental values, we conclude that the discrepancy between
the simulated and measured Hugoniot pressures is caused primarily by the lower
initial density of the molecular model.
To better understand the thermodynamics of the CG-EAM description, we ana-
lyze the Gruneisen constant, a dimensionless parameter that relates the mechanical
and thermal properties of a material[105{107]. From a thermodynamic standpoint,
the Gruneisen parameter is dened as  = V (@P=@E)V [108], i.e., the derivative of
pressure with respect to internal energy at constant volume. In terms of physical
parameters, the Gruneisen constant can also be written as,  = KT=Cv, where  is
the specic volume,  is the volumetric thermal expansion coecient, Cv is the heat
capacity, and KT is the isothermal bulk modulus. Alternatively, the lattice Gruneisen
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Figure 2.10: Comparisons of P -v curves along the Hugoniot between experimental
values[103] and (a) MD calculations using all{atom (AA), a standard coarse-grained
model (CG), and the CG-EAM model, and (b) transformation by Eq. (2.20) of the
us{up Hugoniot computed from MD simulations using the CG-EAM model to P -v
curves.
parameter[105] L = 1=2(@K=@P )T , is related to motion of polymer chains with re-
spect to each other. In contrast to the thermodynamic Gruneisen constant, which
eectively averages all molecular vibrations, the lattice Gruneisen constant describes
the low frequency, highly anisotropic lattice vibrations that govern physical properties
at lower temperatures.
Unlike metals, for which  can be reliably calculated using thermodynamic prop-
erties, polymers are strongly anisotropic due to the sharp contrast between the sti
covalent bonds along the molecular chain and the weaker van der Waals interactions
acting between chain segments. Furthermore, as the anharmonicity of the van der
Waals forces is much larger than that of the covalent bonds, physical properties closely
related to anharmonicity are determined by interchain vibrations. In CG models, the
interchain vibrations governed by sti covalent bonds are eliminated, and thus high
frequency, short wavelength modes are not present. However, the anisotropy of the
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lower frequency, longer wavelength modes should be preserved as they would be re-
ected in non-Gaussian structural distributions, which are accurately reproduced due
to the IBI calibration. Thus, we conclude that the CG models are representing the
interchain modes with sucient accuracy to capture the coupling of thermal eects
with pressure relevant to shock propagation. As a result, the CG model can provide
valuable information about the thermal and mechanical properties of a polymer spe-
cic to the lower frequency, highly anisotropic vibrations that would be dicult or
impossible to measure experimentally.
The all{atom MD simulations predict larger values for both (@P=@T )V and heat
capacity relative to the CG models by factors of 2-5x. On the other hand, both
CG models predict similar values of the (@P=@T )V and heat capacity. Additionally,
the CG models show an increasing value of the derivative of pressure with tempera-
ture under compression, while the specic heat capacity is relatively constant under
compression. As demonstrated in a prior study[73], CG models systematically under-
predict the heat capacity of materials due to their reduced degrees of freedom, and
as a result, for the same amount of change in internal energy, will produce a higher
temperature rise. Now, given that both the CG-EAM and all{atom models exhibit a
similar mechanical response, we argue that the heat capacity is the major factor for
obtaining a higher temperature rise from the CG-EAM model.
We computed the Gruneisen constant  using the thermodynamic denition by
performing NVT MD simulations at selected points along the Hugoniot and calculat-
ing the rate of change of pressure and internal energy with temperature, as shown in
Figure 2.11. The resulting Gruneisen constants are plotted in Figure 2.12, showing
a consistent increase in  with compression. At the initial density and temperature,
the molecular models all show relatively good agreement with the value reported by
Wareld [105]. We note that =, which is typically a constant for metals, is not so
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Figure 2.11: Computed values of (a) (@P=@T )V and (b) Cv along the Hugoniot from
CG and all{atom MD simulations.
in this case, indicating that the relationship of  with respect to specic volume is
quite dierent for polymers.
Conversely, the lattice Gruneisen constant computed at the initial density by
standard CG model, L = 3:54, diers signicantly from the value computed by the
CG-EAM model, L = 5:74, which is within 10% of the reported experimental value
of 6.4[105]. The reason that standard CG models cannot produce accurate estimates
of the lattice Gruneisen constant stems from the linear pressure correction term added
to the pairwise potentials. This linear term has the eect of adding a constant force
between all pairs of CG interaction sites. However, the lattice Gruneisen constant
depends on the derivative of the bulk modulus, which would require at minimum
a cubic correction to the potential energy to calibrate. Meanwhile, the embedding
energy function used in the CG-EAM model is a quartic function of the local density,
and is calibrated to correct the pressure at multiple states along an isotherm.
As measurement of the temperature rise in shocked polymers remains a signicant
experimental challenge, molecular models that can accurately predict shock heating
can be helpful to develop equation of state models. We compare the temperature rise
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Figure 2.12: Gruneisen constant as a function of specic volume along the Hugoniot
computed from the CG and all{atom models. The `?' denotes the value,  = 0:38,
calculated by Wareld[105] from measurements of the thermomechanical properties
of PE at standard conditions.
computed by the three molecular models in Figure 2.13a. Although the standard CG
model closely follows the path of the all{atom model in the T -v plane, the deviation in
pressure is quite large, and thus the correlation in the T -v plane is likely coincidental.
Conversely, while the CG-EAM model closely matches the all{atom simulations in
the P -v plane, there is a signicant dierence in the predicted temperature rise.
These results indicate a signicant challenge in developing CG models with consistent
thermodynamics.
Following the work of Forbes et al[108], we computed the temperature along the
Hugoniot using the Mie{Gruneisen EOS by:
TH(v) = T0e
  + e 
Z
1
2Cv

dPH
dv

(v0   v) + PH

edv; (2.21)
where,  =
R

v
dv, PH is the pressure along the Hugoniot, v0 is the initial specic
volume, and T0 is the initial temperature. For simplicity, we assume a constant heat
capacity along the Hugoniot, using the values computed at the initial density from
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each of the molecular models. The temperature along the Hugoniot computed from
Eq. (2.21) are compared with the temperatures calculated by the MSST simulations
for the three molecular models. Since, the thermodynamic Gruneisen constants and
P -v Hugoniot curves are similar for the CG-EAM and all{atom models, the temper-
ature dierence between these models must be primarily caused by the reduced heat
capacity of the CG-EAM model. Accordingly, we recomputed the T -v curve of the
CG-EAM model using instead the heat capacity computed from the all{atom model.
The comparison of the temperatures predicted by the all{atom model and the CG-
EAM model using the CG and all{atom heat capacities is shown in Figure 2.13b. The
T -v curve computed using the corrected heat capacity matches that of the all{atom
simulations within 10%. Moreover, the values computed with Eq. (2.21) are compa-
rable with the quantum mechanical calculations of shock temperatures reported by
Mattsson et al.[109] for crystalline PE; however, while quantum mechanical simula-
tions are constrained to relatively small simulation sizes, the CG models reported
here are computationally ecient enough to consider semi-crystalline congurations.
Thus, while the CG simulations cannot be used to directly compute shock tempera-
tures, the thermodynamic properties that can be predicted are sucient to develop
an EOS that can be used to compute the temperature along the Hugoniot with rea-
sonable accuracy.
2.4 Summary
We have developed a new coarse-grained model that combines the structure{
matching iterative Boltzmann inversion method at multiple thermodynamic states
with a many{body interaction that greatly improves the representability and trans-
ferability of the model. Despite the fact that the model was only calibrated to match
target local structural distributions and thermodynamic state data sampled from
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Figure 2.13: Comparison of computed and theoretical temperature rise along the
Hugoniot: (a) Computed and integrated temperature rise for AA, CG and CG-EAM
models. Dashed lines show the temperature rise for each model, (b) theoretical tem-
perature rise of the CG-EAM model using computed and rescaled heat capacity.
all{atom MD simulations along an isotherm, the model is predictive along dierent
thermodynamic paths, e.g., along the shock Hugoniot. However, due to the reduced
number of degrees of freedom, the heat capacity of the model system is reduced in
comparison to the heat capacity predicted by all{atom MD simulations. Neverthe-
less, the model predictions of the Gruneisen parameter (both overall and lattice) are
consistent with experimental measurements, and so it is possible to compute the tem-
perature rise along the Hugoniot using the Gruneisen parameter obtained by CG MD
simulations but with the heat capacity calculated from all{atom simulations. As a
result the CG-EAM model is simultaneously able to represent accurate structural de-
tail and thermodynamic properties, which is in sharp contrast to structure{based CG
models that are calibrated solely to match local structural distributions at a single
state point, and therefore provide unreliable predictions of thermodynamic properties.
In its current implementation, the CG-EAM model provides a nearly 60{fold speedup
relative to all{atom MD simulations, which is roughly half the speedup oered by the
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standard CG model. Accordingly, simple structure{based models remain useful for
generating relaxed molecular congurations, as they are less computationally demand-
ing and thus can eciently explore the congurational space at a specic thermody-
namic state. This work represents an important step toward realizing coarse-grained
molecular models that can predict structure{property relationships in polymers. For
a more complete understanding of the relationship between the Gruneisen parameter
and polymer structure, we are working to characterize the shock Hugoniot properties
of semicrystalline polyethylene with varying crystallinity, texture, and o-Hugoniot
response. Furthermore, we plan to extend the EAM-inspired many{body interaction
to be applicable for more complicated polymer chemistries, e.g., phase{segregated
copolymers to provide a broadly applicable tool for studying the eect of chemistry
and polymer structure on thermophysical properties in extreme conditions.
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Chapter 3
AN ITERATIVE BOLTZMANN INVERSION METHOD TO MATCH THE
CORRELATION OF INTERDEPENDENT VARIABLES
3.1 Introduction
Molecular scale computational methods are becoming popular to investigate the
relationship between nanoscale structural features and thermomechanical response of
polymers. While both quantum mechanics calculations and classical molecular dy-
namics (MD) simulations have been widely used to explore the properties of polymers
such as shock Hugoniot response, plastic deformation mechanism, and viscoelastic
properties, [54, 66, 71, 81, 109{112] these methods are limited to small simulation
volumes, e.g. tens of thousands of atoms or length scales on the order of 10 nm,
and thus cannot used to investigate the eect of important structural details on the
thermomechanical response of the polymers. In order to model processing such as
cold drawing and crystallization of polymers[113{115], or study the dierent confor-
mations of peptides[116], computationally ecient coarse-grained (CG) models are
required, which can generate large scale molecular structures of the polymers.
Structured-based CG models are calibrated by matching local structural distribu-
tions including pair distances, bond length, bond angles, and dihedral angles among
CG interaction sites. [28{30, 35, 38, 39, 73]. The common assumption in these meth-
ods is that structural variables are uncorrelated and therefore the potential energy
can be formulated additively. In practice, this assumption depends on the chemical
structure of the polymer and the chosen CG mapping scheme. For example, Faller et
al.[47] showed that a CG mapping of the cis-1-4-poly-isoprene results in double peaked
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bond length distribution, and this multiplicity in peaks leads to interdependence of
the bond and angle potential.[22]. In a similar study performed by Harmandaris
et al.[117], CG models of polystyrene were unable to reproduce the correlations of
bond-angle and dihedral angle. Fukunaga et al. [118] also observed strong correla-
tions between bond-length and bond-angles in systems forming lamellar crystalline
structures. A similar observation was made for models of hexane, where bond-lengths
and bond-angles were seen to be correlated with each other[48]. Bezkorovaynaya et
al.[116] showed the correlations of bond-angle and torsion angles from the CG models
of peptides. All of these studies indicate the importance of capturing the correla-
tions of bonded interacting terms to increase the delity of CG models. Li et al.[119]
showed that a CG model derived by matching the local structural distributions of
pair distances, bond-length and bond-angles is unable to match the correlations of
bond-angles and bond lengths of polyethylene, as a result, the CG model of PE was
not able to match the structural distributions in both the amorphous and crystal
phases of semicrystalline PE.
The objective of this work is to increase the delity of CG models in generating
large scale molecular structures by reproducing the correlations of interdependent
variables. In this study, we address this objective by implementing a computational
method to train eective CG potentials that match correlation of interdependent vari-
ables. As a test case, we extended the iterative Boltzmann inversion (IBI) method[30]
and reproduce the correlated distributions of bond-length and bond-angles to gen-
erate more accurate structure of semicrystalline PE. The IBI derived CG model of
polyethylene is referred as CG-BA model for the remainder of this study.
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CC
Figure 3.1: Coarse-graining of polyethylene into one site per monomer, located at the
C-C bond midpoint.
3.2 Computational Methods
3.2.1 CG Model of PE
For calibrating CG potentials of polyethylene, the radial distribution function g(r),
bond-length distribution function P (l), and bond-angle distribution function P () are
sampled from the all-atom MD simulations. Details of the all-atom MD simulations
for sampling the g(r), P (l), and P () are described in our previous works[120]. The
distribution of torsion angles is not considered in this study. Two dierent variations
of IBI-derived CG models of PE is considered in this study. Detailed description of
mapping scheme and coarse-graining methodology of both type of CG models of PE
are described by Li et al.[119]. Figure 3.1 shows the CG mapping of the CG model of
PE. The rst variation referred to as the CG-HB model, is derived by approximating
P (l) by a single Gaussian function and second variation is referred as CG-NLB model
where P (l) is reproduced by a sum of two Gaussian functions.
3.2.2 Structure of Semi-Crystalline PE
Figure 3.2 shows the distributions functions, i.e., P (l), P (), and g(r) obtained
from all-atom MD simulations at 1 atm and 300 K. In case of the CG mapping scheme
of PE, dierent peaks in P (l) and P () correspond to the dierent local conforma-
tions of PE, which are illustrated in Fig. 3.3. The shorter coarse-grained bond-lengths
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Figure 3.2: Comparison of (a) P (l), (b) P (), and (c) g(r) obtained from the all-atom
(AA), CG-HB, CG-NLB, and CG-BA models of polyethylene at 1 atm and 300 K.
l = 2:33 A correspond to atomistic congurations forming a gauche conformations,
while the longer coarse-grained bond-lengths, l = 2:57 A, correspond to trans con-
formations. The crystal phases of polyethylene consists of parallel chains, each in
all trans congurations. Whereas, combinations of gauche and trans conformations
are formed in the amorphous phase. We rst investigate whether the CG-HB and
CG-NLB models reproduce the distributions of these individual conformations ac-
curately. Therefore, we compare P (l), P (), and g(r) obtained from the CG-HB
and CG-NLB models with structural distributions obtained from the all-atom MD
simulations in Fig. 3.2. The CG-HB model can only reproduce P (l) around longer
l=2.57 A, while the CG-NLB model reproduced the more accurate P (l). The coarse-
grained models yield similar P () and g(r). Most CG approaches including, CG-HB
and CG-NLB assume that correlations between dierent variations is uniform (i.e.
uncorrelated) and the probability distributions of microstates can be formulated as
P (l; ; r) = P (l)P ()g(r). This assumption is not valid using the mapping scheme we
have dened.
Next to check the importance of correlated distribution of bond-length and bond-
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Figure 3.3: (a) Coarse-graining polyethylene into one site per C2H4 group leads to two
peaks in the bond length distribution arising from trans and gauche conformations.
(b) Crystalline chain segments are composed of all trans conformations resulting in
collinear sites, and amorphous segments include both trans and gauche conformations.
angle of PE, we compute P (l) and P () sampling from simulations of the amorphous
and crystal phases of PE. Amorphous phase of PE is generated by performing constant
pressure-temperature MD simulations at 450 K and 1 atm. Figure 3.4 compares P (l)
and P () obtained from the amorphous phase of the all-atom, CG-HB, and CG-NLB
models. While the CG-NLB model more accurately reproduces the double-peaked
bond-length distribution found in the amorphous phase, as shown in Fig. 3.5(b) it
erroneously shows a double-peaked distribution also in crystalline phase. Since the
dierent back bone torsion conformations are reected by dierent virtual bond-
length and bond-angle between CG beads, the bond-lengths and bond-angles are
correlated, violating the assumption that the probability distributions of CG variables
can be factorized. In the following, we develop a method to generate coarse-grained
potentials where the distributions can only be partially factorized.
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Figure 3.4: Comparison of (a) P (l) and (b) P () sampled from MD simulations of
the amorphous phase using the of the all-atom (AA), CG-HB, and CG-NLB models.
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Figure 3.5: Comparison of (a) P (l) and (b) P () sampled from the MD simulations
of the crystal phase using the all-atom (AA), CG-HB, and CG-NLB models.
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3.2.3 Correlated Distributions of Bond-Length and Bond-Angle
The correlated distributions of bond-length and bond-angle P (l; ) by estimating
the kernel densities of sampled atomistic datasets in (l; ) space. The analytical
expression of computing kernel densities is given by Eq. 3.2.
P (l; ) =
1
nh
nX
i=1
K(l   li;    i); (3.1)
where h = 2L; and K(l; ) = exp

  l
2
2L2
  
2
22

; (3.2)
and where, n is the number of sampled bond/angle pairs from the atomistic trajec-
tories. The density function was evaluated on a rectangular grid with 150 points
along the bond length axis (1.5 < l < 3.5) and 250 points along the bond angle axis
(0 <  < ). The bandwidth parameters L and  control the smoothness of the
density function and were set to be 1.2 times the grid spacing along each axis.
Figure 3.6(a) shows the correlated distributions of bond-lengths and bond-angles
at 300 K and 1 atm. The highest probability of P (l; ) is found at =174 and
l=2.57 A, which coincides with the maxima of P (l) and P (). For the shorter bond-
lengths, l=2.33 A, most probable bond-angle is at  = 155 and with zero probability
at  = 174. However, both the CG-HB and CG-NLB models do not show such
correlated distributions of bond-lengths and bond-angles from the Fig. 3.6(b) and
3.6(c). The CG-HB model does not shows any congurations for shorter bond-lengths,
and the CG-NLB model gives the additional congurations for the shorter bond-
lengths.
Further, the original IBI method was formulated under the assumption that as-
sumes that the P (l), P (), and g(r) are independent of each other[28{30, 73]. Con-
sequently, the overall conguration probability P (l; ; r) is expressed as P (l)P ()g(r)
94
Figure 3.6: Comparison of P (l; ) obtained from the (a) all-atom, (b) CG-HB, (c)
CG-NLB, and (d) CG-BA models at 1 atm and 300 K.
and resultant total potential energy, U(l; ; r) of the CG system is expressed as
U(l; ; r) = U(l) + U() + U(r) (3.3)
where U(l), U(), and U(r) are the bond stretching, bending, and pair potential en-
ergies, respectively. However, as shown previously for the CG model of polyethylene,
bond-lengths and bond-angles are correlated with each other and the P (l; ; r) should
be expressed as P (l; )g(r) to improve the delity of CG model of PE. Hence, the
resultant total potential energy U(l; ; r) is expressed as
U(l; ; r) = U(l; ) + U(r) (3.4)
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where, U(l; ) is the potential energy arising from the correlated distributions of bond-
lengths and bond-angles. In the following, we describe a computational approach to
calibrate the CG model of PE by matching the correlated distributions of bond-
lengths and bond-angles.
3.2.4 CG-BA Model
To calibrate the CG-BA model of PE, the CG non-bonded potential U(r) is param-
eterized from g(r) from the Boltzmann inversion of g(r). The combined bond-angle
energy is initialized from the Boltzmann inversion of the joint probability density
P (l; ) as:
U(l; ) =  kBT ln

P (l; )
l2 sin()

; (3.5)
where l2 sin() accounts for the Jacobian of the transformation from spherical to
cartesian coordinates.
The joint probability density P (l; ) and the combined bond-angle energy are
reproduced by discreet tabulated values. The initial values of U(l; ) are only well
dened in regions of (l; ) space where there is sucient sampling of P (l; ). This
region where the potential is well dened is shown in Fig. 3.7(a). As simulations
performed using the CG model may venture into states where the potential is not
dened, we extrapolate the potential beyond the sampled space using a quadratic
interpolate determined by moving least square.
In a similar approach as the fast marching method[121], the grid points are divided
into three sets which are shown in Fig. 3.8(a). First set is composed of points where
values of the U(l; ) are well dened using Eq. 3.5. Second set is composed of the
points neighboring the known points. The remainder of the points are called distant
points. For extrapolation purpose, a neighbor list L1 is build from all the points
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Figure 3.7: (a) U(l; ) obtained from the correlated distributions of the bond-length
and bond-angle. (b) Extrapolated U(l; ) generated from the least square based
approach. Units of U(l; ) is in kcal/mol.
neighborsknown distant
(a)
i, j i+1, j
i, j+1 i+1, j+1
l,θ
(b)
Figure 3.8: (a) Illustration of least square based method to extrapolate the U(l; )
and (b) Illustration of bilinear interpolation of the U(l; ).
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belong to second region. A small window is created around each point (li; i) in L1
list, which is illustrated in Fig. 3.8(a). In the CG-BA model of PE, size of the small
window is chosen to be equal to 25l and 25. Next, an another list L2 of known
points in this small window is created. From all the points in L2 list, a quadratic
surface f(l; ) (Eq. 3.6) is t by least square based approach.
f(l; ) = a1 + a2l + a3 + a4l + a5l
2 + a6
2; (3.6)
where, ai are the tting parameters for f(l; ). Briey, for each point (li; i) in L1
list, we t ai parameters using least square method from its nearby known points and
use the tted surface to extrapolate Uex(li; i).
After calculating the Uex(li; i) for each point in the L1 list, we rebuild a new
neighbor list L1 from the updated known values of U(l; ) and calculate the energies
of new L1 list to extrapolate the U(l; ) in (l; ) space. We repeat this process untill the
set of distant points is empty. Figure 3.7(b) shows the extrapolated U(l; ) obtained
from the least square based extrapolation method. This extrapolated U(l; ) is used
as an initial guess to begin CG calibrate potentials for the CG-BA model.
Once we have the initial guess of both the U(r) and U(l; ) then both the U(r)
and U(l; ) are iteratively rened to match the target g(r) and P (l; ). This process
is similar to the IBI method. The correction in CG potentials at each iteration step
is computed as
Ui+1(r) = Ui(r) + kBT ln

gi(r)
gAA(r)

(3.7)
Ui+1(l; ) = Ui(l; ) + kBT ln

Pi(l; )
PAA(l; )

(3.8)
where i is the iteration number.  = 0:2 and  = 0:2 are scaling factors to improve
the convergence and stability of the iterative process. We also correct the pressure
during each iteration by adding a linear term in pair potential energy as described in
previous work[47].
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We begin the calibration of the CG-BA model of PE by placing the 20 (C2H4)80
CG bead-chains in random congurations within a cubic box of size determined with
target density obtained from atomistic simulations. Initial l and  are set to be 2.4 A
and 150 as a reasonable guess to create the initial system based on the P (l) and P ()
(Fig 3.2). At each iteration step, this initial system is used to perform CG simulation
in NVE ensemble for 10 ps. This short equilibration is performed to separate atoms
which are very close to each other. The U(r) and U(l; ) computed as an initial guess
to begin the CG simulations. The CG system is further equilibrated for 0.48 ns at
NVT ensemble. This equilibration is followed by a cycle of pressure correction steps.
During this step, the CG simulations is performed for 0.64 ns at NVT ensemble and
ensemble- and time-averaged pressure is computed. Then, the U(r) is adjusted to
match the target pressure by adding a linear correction term. After the pressure
correction step, an another simulation for 0.64 ns at NVT ensemble is performed to
sample the g(r), P (l), P (), and P (l; ). Based on the deviation of g(r) and P (l; )
from the target gAA(r) and PAA(l; ), a correction in CG potentials is applied using
the Eq. (3.7-3.8). We repeat this process till we are able to match the g(r), P (l),
P (), and P (l; ) with the target all-atom distribution functions. For the CG-BA
model of PE, we are able to nd the converged CG potentials within 65 iterations.
3.2.5 LAMMPS Implementation
In order to perform CG simulations using the combined bond-angle potential
U(l; ) in LAMMPS, we implemented a 2D-table style in LAMMPS to input U(l; ),
dU(l; )=dl and dU(l; )=d at tabulated values of (l; ). The gradient of the potential
energy is computed using a central dierence approximation at each grid point. Using
these tabulated values, the energies and forces are computed by interpolating U(l; ),
dU(l; )=dl and dU(l; )=d with a bilinear interpolation method over the neighboring
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Figure 3.9: Comparison of converged pair potential obtained from (a) CG-HB model
(b) CG-NLB model and (c) CG-BA model.
grid points, as shown in Fig. 3.8(b). Then we interpolate the value of U(l; ) at any
point (li; i) using Eq. 3.9. Similarly, we also interpolate the value of dU(l; )=dl and
dU(l; )=d with bilinear interpolation.
U(l; ) =
1
l
((li+1   l)(j+1   )Uij + (l   li)(j+1   )Ui+1;j
+(li+1   l)(   j)Ui;j+1 + (l   li)(   j)Ui+1;j+1) (3.9)
3.2.6 Model Parameterization
Figure 3.9 compares the calibrated U(r) obtained from the CG-HB, CG-NLB,
and CG-BA models. The CG-HB model gives the deepest potential well while the
potential well of the CG-BA model is the most shallow. Fig. 3.10(a) and 3.10(b)
compare the initial guess of U(l; ) with the converged U(l; ). Fig. 3.10(c) and
3.10(d) show the gradient of the bond-angle energy function.
As discussed previously, the CG potentials for the CG-BA model is derived by
matching the g(r) and P (l; ) obtained from the atomistic and CG MD simulations.
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Figure 3.10: Comparison of (a) initial guess of U(l; ) , and (b) converged U(l; )
derived from the BA-IBI method. Computed values of (c)  @U(l;)
@l
and (d)  @U(l;)
@
.
Unit of potential energy values is in kcal/mol and unit of the @U(l;)
@l
and @U(l;)
@
is in
kcal/mol/A and kcal/mol/rad, respectively.
Therefore, we rst check the eciency of the CG-BA model by comparing the P (l; )
between the all-atom and CG-BA models in Fig. 3.6. These results prove that the
CG-BA model can accurately reproduce the correlated distributions of l and .
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3.3 Results
3.3.1 Model Validation
To verify that the CG-BA model generates accurate structure of both the crys-
talline and amorphous phases of PE, P (l; ) is compared between the all-atom and
CG-BA models. Figure 3.11 compares P (l; ) obtained from amorphous phase of the
all-atom and CG-BA models of PE. Also, Fig. 3.12 compare P (l; ) obtained from
crystal phase of the all-atom and CG-BA models. These results show that the CG-
BA model can reproduce the local structural distributions of both the amorphous
and crystalline phase of PE and small deviations arises due to the fact that these
potentials are calibrated from the amorphous structure of PE at 1 atm and 300 K.
We further verify the crystal structure of PE by computing the lattice parameters
and density of the PE crystal from all molecular models. These comparisons are
shown in Table 3.1. Both the CG-HB and CG-NLB models give lattice parameters
within 10% accuracy of the all-atom model of PE. These results are quite astonishing
since the CG potentials are derived from the all-atom systems which do not show
much of crystallinity.[120] Also, Table 3.2 show the comparison of volumetric and
anisotropic thermal expansion coecients from all molecular models of PE. As shown
by Li et al.[119] that the crystal structure obtained from the CG-HB model gives
very high volumetric and expansion around 300 K. On the contrary, we do not see
such observations in crystal structure of the CG-BA model. Also, the CG-BA model
shows signicant improvement in thermal expansion coecients in c direction of PE
crystal. Therefore, we could say that the CG-BA model more accurately reproduce
crystal phase of PE.
Further, Table 3.3 compares the computational speed-up of all the three CG mod-
els relative to the all-atom model. We nd that the CG-HB model is computationally
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Figure 3.11: Comparison of P (l; ) obtained from the (a) all-atom model, (b) CG-HB
model, (c) CG-NLB model, and (d) CG-BA model for the amorphous phase of the
PE.
ecient than the CG-NLB and CG-BA models. Also, both the CG-NLB and CG-
HB model provide nearly 100x speed-up relative to the all-atom model. To check
the capability of the CG-BA model in generating semicrystalline structure of PE,
we perform CG simulations of system consisting 200 (C2H4)80 bead chains at NPT
ensemble for 100 ns from potentials derived for the CG-BA model. Figure 3.13 plots
the semicrystalline structure obtained from the CG-BA model.
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Figure 3.12: Comparison of P (l; ) obtained from the (a) all-atom model, (b) CG-HB
model (c) CG-NLB model, and (d) CG-BA model for the crystal phase of PE.
2 nm
Figure 3.13: Semicrystalline domain obtained from the CG-BA model for 200
(C2H4)80 PE system.
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a (A) b (A) c (A)  (g/cm3)
Exp [122] 7.4201 4.9420 2.544 0.998
all-atom 7.6794 4.9455 2.5640 0.956
CG-HB 8.3306 4.8095 2.5630 0.907
CG-NLB 8.5692 4.9477 2.5141 0.873
CG-BA 8.4287 4.8659 2.5576 0.888
Table 3.1: Comparison of the equilibrium lattice parameters and density of PE crystal
obtained from the experiment[122] and molecular models at 300 K and 1 atm.
V a b c
Exp[123] 254.5 220 38 -3.5
all-atom 366.6 448.2 -4.7 -77.1
CG-HB 2650.5 1413.1 1422.2 -184.8
CG-NLB 106.1 155.2 144.5 -194.4
CG-BA 188.9 126.3 137.5 -75.2
Table 3.2: Volumetric and anisotropic thermal expansion coecients (10 6=K) at
300 K.
3.4 Summary
In this study, we developed a structure based CG method that can match the
correlated distributions of interdependent variables. Many polymeric systems show
strong correlations between the variables such as bond-length, bond-angle and tor-
sion angles. For example, the semicrystalline PE material shows a strong correlations
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Model Timestep CPU time (s) Speed-up
all-atom 1 fs 1825.2 {
CG-HB 8 fs 14.2 130.3x
CG-NLB 8 fs 18.35 99.5x
CG-BA 8 fs 18.48 98.8x
Table 3.3: Computational cost comparison of the all-atom, CG-HB, CG-NLB, and
CG-BA models. CPU time listed is a wall time for a 1 ps simulation performed on a
single processor core. The speed up ratio is relative to the all-atom model
between the bond-length and bond-angle. In order to increase the eciency in gener-
ating large scale polymeric systems with structure based coarse-graining techniques,
these correlations of interdependent variables need to reproduced accurately. There-
fore, in this study we develop a structure based coarse-graining method that enable
us to reproduce the correlations of interdependent variables. A new CG model is cal-
ibrated for polyethylene to check the eciency of this method. We nd that the new
model can accurately reproduces the correlations of bond-length and bond-angles of
PE. Additionally, the new CG model can generate both the amorphous and crystal
phases accurately.
In future, the new CG model of PE can be used to generate the large-scale molec-
ular structure to study modeling processes such as cold-drawing and crystallization
of polyethylene. Also, the new method can potentially be used to generate structure
of other polymeric systems where the correlations of bond-length, bond-angle and
torsion angles are important.
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Chapter 4
SUMMARY AND CONCLUSIONS
Systematic coarse{graining approaches provide a useful framework for studying
how the chemical composition, structure, and physical properties of polymers are
related. However, coarse{grained models generated by structure matching methods
generally do not represent non-structural properties accurately, can not be transferred
to states dierent from those which they were calibrated at, and exhibit dierent time
scales for relaxation and other dynamic processes. In this dissertation, approaches
for addressing these challenges have been studied, including developing time mapping
schemes to relate time scales in coarse{grained simulation to real time, performing
structure matching simultaneously across a range of states to improve transferability,
and extending the types of interactions to density{based and other many body eects.
The iterative Boltzmann inversion (IBI) method was applied to develop coarse-
grained models for polyurea with two dierent mapping schemes. The rst, which
used two dierent types of coarse-grained beads, allowed for chains to pass through
each other due to the large distance between bonded beads. While this makes it not
eective for modeling relaxation properties, it allows for the system to very quickly
explore the congurational space, greatly accelerating simulation of phase segregation
to predict the equilibrium phase morphology. A second, ner mapping, employed 5
dierent bead types, and did not allow for chains to pass cross each other. For deriving
CG potentials for 5-bead mapping scheme, overall 15 dierent pair potentials were
optimized simultaneously. The 5-bead mapping scheme is more suitable for predicting
viscoelastic properties of polyurea since it does not exhibit any topology violations,
and thus represents relaxation mechanisms in the elastomer more realistically.
107
The eect of the molecular weight on polyurea morphology was investigated with
coarse{grained MD simulations. It was observed that with a lower molecular weight,
the hard domains aggregated into a smaller number of larger clusters. While the
2-bead model of polyurea provided a speedup factor of approximately 2800 compared
with fully atomistic simulations, it is still challenging to reproduce the large scale
structures observed with atomic force microscopy. To predict the phase morphology
of polyurea more accurately, higher degrees of coarse{graining should be investigated.
Furthermore, to adequately sample the conguration space, multiple levels of coarse{
graining may be necessary, where very coarse descriptions are used to rapidly explore
the phase space, and more ne descriptions are used to investigate local structural
features.
Using the 5-bead model, the storage and loss moduli of polyurea were predicted
at a frequency accessible to experimental measurement, without reliance on time{
temperature superposition. A dynamic time scaling function was applied to map
the CG time scale to atomistic time scale for computing viscoelastic properties of
polyurea. The computed CG moduli were compared with experimental moduli de-
termined from dynamic mechanical analysis and ultrasonic measurements. Predicted
storage and loss modulus from the CG model are in good agreement with experimen-
tal measurements for frequencies ranging from milliseconds to microseconds. While
the CG model overpredicts the moduli compared with values determined experimen-
tal measurements transformed by time-temperature superposition, it is in agreement
with atomistic model. The discrepancy between experimentally determined moduli
and molecular simulations at these higher frequencies likely arises due to the ther-
morheological complexity of polyurea. The coarse-grained methodology developed in
this work is quite general, and enabling investigation of the morphology and viscoelas-
tic properties of dierent variants of polyurea like materials and other elastomers.
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CG methods have shown capability in generating large scale molecular structures.
Structural distribution functions of semicrystalline polymers are greatly inuenced
by degree of coarse-graining and optimal CG mapping scheme is chosen to minimize
the correlations between variables such as bond-length, bond-angle and torsion an-
gle. However, in the case of semicrystalline polyethylene, retaining the atomic level
structure from CG models is important to accurately generate structures for both
amorphous and crystal phases and such CG mapping scheme shows the correlations
in bond-length and bond-angle. Therefore, these correlated distributions need to be
match by the coarse-grained model of polyethylene to improve the semicrystalline
polymer structure.
In this study, a coarse-graining approach was developed for creating CG potentials
if the probability distributions of variables can only be partially factorized. In this
approach, the IBI method was extended to match the correlated distributions of bond-
lengths and bond-angles. For extrapolating the combined bond angle potential energy
surface, an extrapolation scheme was applied by combining the fast marching method
with the moving least square based approach. To perform CG simulations with the
new CG method, a 2D tabulated potential was implemented in LAMMPS, which
took account of combined degree of freedom related to bond-stretching and bond-
bending. This method could easily extended to match joint probability distributions
between dierent variable such as bond-angle and torsion angle. With application
of the new CG method, derived potential can accurately model both amorphous and
crystal structure of polyethylene.
The new CG model of polyethylene which was derived by matching the correlated
distributions of bond-length and bond-angle, provides a hundred fold speedup com-
pared with atomistic MD simulations and approximately a speedup factor of three
compared to the united atom model. Due to the computational speedup gained from
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the new model, a large scale semicrystalline structure will be generated to study the
spinodal decomposition of polyethylene. Simulation of polymer crystallization and
melting is a challenging task because these processes are slow on the molecular time
scale; also chains must be long enough to reveal experimentally realistic situations.
Therefore, the new CG model give us capability to understand the eect of strain,
cooling rate, and molecular weight on the crystallization with a relatively low com-
putational cost.
A density-dependent interaction and least squares method was developed for the
calibration of CG potentials to improve transferability and representability of CG
model. With application of new method, it was showed that a CG model could be
calibrated to reproduce isotherm and predict Hugoniot. It represents an important
step forward in transferable and representative CG potentials. This model in future
will be extend to compute the shock response of complicated polymers e.g. polyurea.
Analysis of the rise in temperature along the shock Hugoniot and comparison
with analytical predictions from the Mie-Gruneisen equation of state was performed
to thoroughly explore the thermodynamic consistency of the model. The Gruneisen
parameter for polyethylene was computed along the Hugoniot from molecular simu-
lations, which is extremely dicult to measure from experiments. The heat capacity
computed from CG models are based on classical harmonic approximations and in-
clusion of quantum eects to correct the heat capacity of CG models will give more
accurate estimation of the predicted temperature rise from CG models. In future,
the new CG model will be used to investigate the eect of crystallinity and texture
on the shock properties of polyethylene. Also, the new model will be used to inves-
tigate morphological change caused by shock loading for polyethylene and polyurea
material.
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