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matematica numerica per la grafica
Prefazione
La Grafica rappresenta un campo di applicazione del computer molto eccitante ed
in rapida crescita. Essa e` ampiamente impiegata in diversi settori della realta` quali
l’ingegneria, le scienze, la medicina, l’industria, l’istruzione, l’arte, lo svago, ecc.
Per generare modelli realistici di oggetti si utilizzano rappresentazioni che rea-
lizzino accuratamente le peculiari caratteristiche degli oggetti stessi. Alla base di tali
rappresentazioni vi sono metodi che permettono di descrivere un oggetto mediante
opportune curve e superfici. Inoltre risulta spesso necessario cambiare posizione,
orientamento, dimensione e forma degli oggetti rappresentati e, per fare cio`, si puo`
ricorrere ad opportune trasformazioni geometriche.
In questo testo presenteremo metodi numerici, finalizzati alla costruzione di
curve e superfici in forma parametrica, la cui trattazione teorica sara` accompagnata
dalla presentazione di procedure Matlab, che implementano i corrispondenti algoritmi.
Il contenuto del testo e` organizzato in cinque capitoli. Il Capitolo 1 analiz-
za la costruzione di oggetti elementari, quali rette, coniche, superconiche, superfici
quadriche, superquadriche e superfici poligonali. I Capitoli 2 e 3 considerano metodi
adatti a descrivere oggetti piu` complessi mediante curve e superfici polinomiali o poli-
nomiali a tratti, dette ‘spline’. In particolare nel capitolo 2 sono presentate le curve
polinomiali di Be´zier con le loro principali proprieta`, l’algoritmo di de Casteljau per
la loro costruzione, l’elevamento di grado e la loro forma baricentrica. Successiva-
mente sono studiate sia le superfici di Be´zier di tipo tensore prodotto sia le superfici
di Be´zier triangolari ed e` infine proposta una breve introduzione alle curve e superfici
di Be´zier razionali. Il capitolo 3 e` dedicato alle curve e superfici spline. Sono in
particolare studiate le curve spline nella forma di Be´zier, le cubiche interpolanti e le
curve B-spline. Successivamente sono presentate le superfici B-spline di tipo tensore
prodotto ed infine e` proposta una breve introduzione alle curve e superfici B-spline
razionali. I Capitoli 4 e 5 sono dedicati a metodi per realizzare trasformazioni ge-
ometriche rispettivamente 2D e 3D. Nell’appendice e` proposta una sintesi di alcuni
argomenti matematici di base usati nel corso del testo ed i riferimenti ad alcuni siti
interessanti per le tematiche trattate.
Torino, settembre 2014
Catterina Dagnino Paola Lamberti
catterina.dagnino@unito.it paola.lamberti@unito.it
2 Prefazione
matematica numerica per la grafica
Capitolo 1
Oggetti elementari
Per riprodurre in modo realistico i vari tipi di oggetti che compongono la realta`
e` necessario usare rappresentazioni che modellino accuratamente le caratteristiche
peculiari degli stessi e le loro componenti.
Una figura puo` essere descritta in diversi modi. Se supponiamo di disporre di
un video, essa e` completamente specificata dall’insieme di intensita` dei pixel del video
stesso.
Ricordiamo [5] che il pixel e` l’elemento piu` piccolo visualizzabile sullo schermo
ed e` individuato dai valori interi delle sue coordinate, in quanto lo schermo e` costituito
da un reticolo bidimensionale di pixel, interpretato come matrice di interi, su cui per
convenzione si numerano le colonne partendo da sinistra e le righe partendo dal basso.
I valori dell’intensita` luminosa di ciascun pixel sono memorizzati in un’opportuna area
di memoria (buffer).
Possiamo descrivere una figura complessa attraverso un insieme di oggetti ele-
mentari, collocati in opportune posizioni nella scena. Forme e colori degli oggetti
possono essere descritti internamente con matrici di pixel o con insiemi di strutture
geometriche di base, come segmenti di retta e aree poligonali, riempite di colore. La
scena e` allora rappresentata o caricando le matrici di pixel nel buffer o convertendo
le specifiche delle strutture geometriche di base in pixel attivi su video.
Un pacchetto di software grafico fornisce generalmente “funzioni” per descri-
vere una figura in termini di tali strutture, dette primitive, e di insiemi di primitive
organizzate in strutture piu` complesse.
Punti e linee rette sono le componenti piu` semplici di figure. Altre primitive
che possono essere usate per costruire una figura includono circonferenze e sezioni
coniche, superconiche, superfici quadriche e superquadriche, superfici poligonali, ecc.
Ciascuna primitiva e` specificata dalle coordinate dei dati in input e da altre
informazioni relative al modo in cui l’oggetto deve essere rappresentato.
In questo capitolo prenderemo in esame alcune primitive. In particolare, nel
caso di rette e di circonferenze, introdurremo anche algoritmi specifici per la loro
costruzione su video. Tali algoritmi sono basati su calcoli in aritmetica intera e
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generano la corrispondente matrice di pixel.
1.1 Retta
Un punto e` realizzato graficamente sullo schermo localizzando la posizione del pixel
corrispondente.
xmax
ymax
0 1 2 . . .
0
1
2
...
⑦
I segmenti di retta sono realizzati calcolando le posizioni intermedie tra due
specificate posizioni estreme, cioe` tra il pixel corrispondente al punto iniziale e quello
finale. Le posizioni “discrete” lungo la linea sono calcolate dall’equazione della retta
e le locazioni sullo schermo sono localizzate con valori interi, cos`ı le posizioni rap-
presentate possono solo approssimare la retta reale tra i due punti dati. Ad esempio
il punto (10.48, 20.51) su una retta potra` essere convertito nel pixel di coordinate
(10, 21). Questo arrotondamento dei valori delle coordinate fa s`ı che le linee rappre-
sentate abbiano un aspetto “a scala” particolarmente visibile nei sistemi con bassa
risoluzione.
Le linee rette disegnate con un computer devono apparire diritte, terminare con
precisione, avere una densita` costante, essere disegnate velocemente. I problemi non
nascono per rette orizzontali, verticali o inclinate di 45◦ rispetto all’asse x e all’asse
y, ma rette con inclinazioni diverse creano problemi in quanto un segmento, benche´
abbia inizio e fine in punti “indirizzabili”, puo` passare per punti “non indirizzabili”.
Un algoritmo per rappresentare su video un segmento di retta si basa sull’e-
quazione della retta y = mx+ b, m, b ∈ IR. Dati i due estremi del segmento (x0, y0)
e (xF , yF ), l’algoritmo determina
m =
yF − y0
xF − x0
, b = y0 −mx0
e per ogni valore di x intero tra x1 e x2 calcola il corrispondente y e lo arrotonda
all’intero piu` vicino.
Esistono tuttavia algoritmi piu` efficienti ed accurati per disegnare su video
segmenti di retta. Un esempio e` l’algoritmo di Bresenham, che utilizza calcoli in
aritmetica intera per generare rette, ottimizzando la velocita` senza penalizzare la
qualita` delle figure. Esso in sintesi puo` essere descritto come segue.
Il compito principale di un algoritmo di scansione per rette, da disegnare su uno
schermo, e` quello di calcolare le coordinate di ogni pixel da attivare. Cio` si realizza,
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nota l’ascissa x, calcolando l’ordinata y secondo l’equazione y = mx+b, arrotondando
tale y ad un intero Y , attivando il pixel di coordinate (x, Y ), incrementando x di una
unita`, ripetendo le operazioni di calcolo e di arrotondamento.
Consideriamo l’esempio illustrato nella seguente figura, dove un segmento di
linea deve essere disegnato partendo dalla posizione del pixel in colonna 10 e riga 11.
Si tratta di determinare se il successivo pixel da attivare stia in posizione (11,11) o in
posizione (11,12).
⑦
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y = mx+ b
Per illustrare l’algoritmo di Bresenham consideriamo inizialmente rette aventi
coefficiente angolarem positivo, minore di uno. Partendo dal punto estremo di sinistra
(x0, y0) per una retta assegnata, si procede attraverso ciascuna successiva colonna
(posizione x) e si attiva il pixel il cui valore y di riga e` piu` prossimo alla retta reale.
La seguente figura illustra la situazione al k-esimo passo di questo procedimento.
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⑦
xk xk+1xk+2
yk
yk + 1
yk + 2
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
..
y = mx+ b
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........ ..........
Se assumiamo di aver determinato che il pixel in (xk, yk) debba essere attivato,
al passo successivo dobbiamo decidere quale pixel attivare nella colonna xk+1. La
nostra scelta e` tra (xk+1, yk) e (xk+1, yk + 1).
Indichiamo con d1 e d2 le distanze tra le posizioni yk e yk + 1 dei pixel e la
coordinata reale y della retta in xk+1.
Risulta che la coordinata y del punto della retta sulla colonna pixel xk+1 e`
y = mxk+1 + b,
cioe`
y = m(xk + 1) + b.
6 Retta
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d1
d2
Inoltre
d1 = y − yk = m(xk + 1) + b− yk,
d2 = (yk + 1)− y = yk + 1−m(xk + 1)− b.
La differenza tra queste due distanze sara`
d1 − d2 = 2m(xk + 1)− 2yk + 2b− 1.
Introduciamo un parametro di decisione pk nel k-esimo passo dell’algoritmo,
riorganizzando l’espressione precedente in modo che essa coinvolga solo calcoli interi.
Realizziamo cio` sostituendo ad m la quantita` ∆y∆x con ∆x e ∆y distanze oriz-
zontale e verticale delle posizioni estreme. Ad esempio se vogliamo disegnare la retta
passante per i punti (20, 10) e (30, 18), avremo:
∆x = 10 e ∆y = 8.
Definiamo
pk = ∆x(d1 − d2)
= ∆x
[
2
∆y
∆x
(xk + 1)− 2yk + 2b− 1
]
(1.1)
= 2∆y · xk − 2∆x · yk + c,
dove c = 2∆y + ∆x(2b − 1) e` una costante. Il segno di pk e` lo stesso di quello di
d1 − d2, poiche´ ∆x > 0. Quindi otteniamo che:
– se d1 < d2, cioe` pk < 0, andra` attivato il pixel yk;
– se d1 > d2, cioe` se pk > 0, andra` attivato il pixel yk + 1.
Possiamo ottenere i successivi parametri di decisione usando calcoli in aritme-
tica intera. Infatti al passo (k + 1)-esimo il parametro di decisione sara`
pk+1 = 2∆y · xk+1 − 2∆x · yk+1 + c(1.2)
dove (xk+1, yk+1) rappresenta il pixel da individuare.
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Sottraendo membro a membro (1.1) da (1.2), otteniamo
pk+1 − pk = 2∆y(xk+1 − xk)− 2∆x(yk+1 − yk).
Poiche´ xk+1 = xk + 1, si ha
pk+1 = pk + 2∆y − 2∆x(yk+1 − yk)(1.3)
dove yk+1 − yk sara` 1 oppure 0, a seconda del segno del parametro pk, cioe`:
– se pk ≥ 0, allora yk+1 = yk + 1;
– se pk < 0, allora yk+1 = yk.
Abbiamo dunque ottenuto la formula ricorrente (1.3) per i parametri di de-
cisione che sara` eseguita in ciascuna posizione intera lungo x, partendo dal punto
estremo di sinistra della retta, cioe` per k = 0, 1, . . ..
Il primo parametro p0, calcolato mediante la (1.1), sara`
p0 = 2∆y −∆x+ 2x0∆y − 2y0∆x+ 2b∆x,
ma, poiche´ m = ∆y∆x , dall’equazione della retta segue che
2x∆y − 2y∆x+ 2b∆x = 0
e quindi
p0 = 2∆y −∆x.
Per rette con pendenza m tale che 0 < m < 1, l’algoritmo di Bresenham puo`
allora essere cos`ı riassunto:
1. input dei due punti estremi del segmento di retta e memorizzazione dell’estremo
di sinistra in (x0, y0);
2. caricamento in memoria di (x0, y0) e rappresentazione del primo punto;
3. calcolo delle costanti ∆x, ∆y e del valore iniziale del parametro di decisione
p0 = 2∆y −∆x;
4. per ciascun xk lungo la retta, partendo da k = 0, esecuzione del seguente
controllo:
4a. se pk < 0 il punto successivo da rappresentare e` (xk+1, yk) e
pk+1 = pk + 2∆y;
4b. se pk ≥ 0 il successivo punto e` (xk+1, yk + 1) e
pk+1 = pk + 2∆y − 2∆x;
8 Coniche
5. ripetizione ∆x volte del passo 4.
Nel seguente esempio applichiamo l’algoritmo di Bresenham per rappresentare
il segmento di retta di estremi (30, 20) e (40, 28).
La retta ha coefficiente angolare
m =
∆y
∆x
, dove ∆x = 40− 30 = 10, ∆y = 28− 20 = 8.
Il parametro di decisione iniziale ha il seguente valore
p0 = 2∆y −∆x = 6.
Viene rappresentato il punto iniziale (x0, y0) = (30, 20) e vengono poi determinate le
successive posizioni dei pixel lungo la linea mediante il parametro di decisione pk fino
a giungere al punto finale (40, 28). La Tabella 1 riporta i risultati ottenuti.
k pk (xk+1, yk+1)
0 6 (31,21)
1 2 (32,22)
2 -2 (33,22)
3 14 (34,23)
4 10 (35,24)
5 6 (36,25)
6 2 (37,26)
7 -2 (38,26)
8 14 (39,27)
9 10 (40,28)
Tabella 1.
L’algoritmo di Bresenham e` generalizzato a rette con coefficiente angolare ar-
bitrario considerando la simmetria tra i vari quadranti del piano xy. In particolare
per una retta con coefficiente angolare maggiore di uno, si scambiano i ruoli delle
direzioni x e y. Per coefficienti angolari negativi il procedimento e` simile, eccetto che
ora una coordinata decresce quando l’altra cresce.
Classi particolari di rette come quelle orizzontali (∆y = 0), verticali (∆x = 0)
o diagonali (∆x = ∆y) possono essere caricate direttamente in memoria.
In Matlab e` possibile utilizzare le funzioni plot e line per generare punti e
rette [10].
1.2 Coniche
Una conica (o sezione conica) e` una curva piana che puo` essere ottenuta intersecando
una superficie conica con un piano che non passa per il vertice del cono stesso. Possono
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presentarsi tre casi, a seconda della mutua posizione cono-piano: se nessuna retta
giacente sulla superficie del cono e` parallela al piano, allora l’intersezione e` una curva
chiusa detta ellisse; se una di tali rette e` parallela al piano, l’intersezione e` una curva
aperta i cui due estremi sono asintoticamente paralleli, detta parabola; se esistono due
di tali rette parallele al piano, allora la curva in questo caso e` costituita da due rami
aperti ed e` chiamata iperbole.
In generale possiamo descrivere una sezione conica con l’equazione di secondo
grado:
Ax2 +By2 + Cxy +Dx+ Ey + F = 0(1.4)
dove i valori di A, B, C, D, E, F determinano il tipo di curva e almeno uno tra A,
B e C e` non nullo.
Dato questo insieme di coefficienti, possiamo determinare la particolare conica
generata valutando il discriminante B2 − 4AC. In particolare se
B2 − 4AC


< 0 la curva e` un’ellisse (o una circonferenza)
= 0 la curva e` una parabola
> 0 la curva e` un’iperbole
.
Ellissi, iperboli e parabole sono particolarmente utili in animazione e per descrivere
orbite o movimenti di corpi soggetti a forze gravitazionali, elettromagnetiche, etc. Ad
esempio le orbite dei pianeti nel sistema solare sono ellissi, un oggetto lanciato in
un campo gravitazionale uniforme viaggia lungo una traiettoria parabolica ed infine
collisioni di particelle e certi problemi gravitazionali danno luogo a moti iperbolici.
Nel seguito considereremo il problema della generazione di una circonferen-
za e di un’ellisse, per ognuna delle quali proporremo anche algoritmi specifici per
la loro costruzione su video, basati su calcoli in aritmetica intera. Ricordiamo tut-
tavia che in letteratura sono stati proposti metodi piu` sofisticati che forniscono una
rappresentazione esatta per tutte le coniche e che saranno introdotti nel capitolo 3.
Osserviamo infine che in Matlab e` possibile utilizzare in modo opportuno la
funzione di libreria rectangle per generare circonferenze o ellissi.
Circonferenza
Ricordiamo che l’equazione cartesiana della circonferenza di centro C(xc, yc) e raggio
r sul piano z = 0 e`
(x− xc)
2 + (y − yc)
2 = r2.(1.5)
Si potrebbe usare questa equazione per calcolare la posizione dei punti sulla
circonferenza procedendo con passo costante su x, da xc − r e xc + r e calcolando i
corrispondenti valori di y come
y = yc ±
√
r2 − (x− xc)2.
Questo non e` il miglior metodo per generare una circonferenza, sia perche`
coinvolge considerevoli calcoli ad ogni passo, sia perche` la spaziatura tra successive
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posizioni di pixel rappresentati non e` uniforme e quindi la resa grafica risulta scadente
(Fig. 1.1(a)).
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Figura 1.1: Simulazione della resa grafica della rappresentazione di un quarto di cir-
conferenza di centro (0, 0) e raggio 10 su video mediante (a) l’equazione cartesiana
(1.5); (b) mediante le equazioni parametriche (1.6).
Un modo per eliminare la spaziatura diseguale, mostrata in Fig. 1.1(a), e`
quello di calcolare i punti lungo il contorno circolare usando coordinate polari r e θ.
L’espressione dell’equazione della circonferenza, in forma parametrica polare, risulta
la seguente:
{
x = xc + r cos θ
y = yc + r sin θ
.(1.6)
Quando la curva e` generata con queste equazioni, usando un passo angolare fisso,
essa e` rappresentata con punti egualmente spaziati lungo la circonferenza. Tali punti
possono poi essere collegati con linee rette che approssimano gli archi (Fig. 1.1(b)).
Osserviamo che le equazioni parametriche (1.6) contengono moltiplicazioni e
calcoli trigonometrici.
Un algoritmo per realizzare in Matlab una circonferenza mediante le (1.6) e`
fornito nella procedura 1.1 ed un esempio di applicazione e` riportato in Fig. 1.2.
In questo e in algoritmi presentati nei capitoli successivi verra` adottata la con-
venzione per cui l’oggetto e` disegnato se la procedura non e` richiamata con parametri
di output. In caso contrario, sono fornite le coordinate dei punti generati apparte-
nenti all’oggetto stesso. Nelle figure successive n, quando riportato, e` il parametro di
discretizzazione richiesto dalla procedura che genera l’oggetto.
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Procedura 1.1 - circ
function P=circ(xc,yc,r,n)
%
% Funzione che genera una circonferenza di centro (xc,yc)
% e raggio r sul piano z=0.
%
% Se non sono assegnati parametri di input, e` generata
% la circonferenza centrata nell’origine, di raggio 1.
%
% Parametri di input:
% xc,yc: coordinate del centro della circonferenza;
% r: raggio;
% n: parametro che discretizza l’intervallo di variazione
% dell’angolo theta e rappresenta il numero di punti generati.
%
% Parametri di output:
% P=[[x(1)...x(n);y(1)...y(n)]: matrice di dimensioni 2xn delle
% coordinate dei punti della circonferenza generati.
%
% Se non sono assegnati parametri di output, la circonferenza
% viene disegnata.
%
if nargin==0, xc=0; yc=0; r=1; n=50; end
theta=0:2*pi/(n-1):2*pi;
x=xc+r*cos(theta);
y=yc+r*sin(theta);
if nargout==0
plot(x,y)
else
P=[x;y];
end
Ad esempio l’istruzione Matlab
>> P=circ(1,2,1,10)
restituisce
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P =
Columns 1 through 7
2.0000 1.7660 1.1736 0.5000 0.0603 0.0603 0.5000
2.0000 2.6428 2.9848 2.8660 2.3420 1.6580 1.1340
Columns 8 through 10
1.1736 1.7660 2.0000
1.0152 1.3572 2.0000
Nel caso invece si voglia avere la rappresentazione grafica (Fig. 1.2) dell’oggetto
circonferenza, si usera` l’istruzione
>> circ(1,2,1,100)
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Figura 1.2: Rappresentazione di una circonferenza di centro (1, 2), raggio 1 ed
n = 100.
Una rappresentazione parametrica alternativa che richiede minor tempo di
calcolo e` ottenuta utilizzando le seguenti equazioni parametriche della circonferenza:{
x = xc + r
1−t2
1+t2
y = yc + r
2t
1+t2
(1.7)
con t = tg θ2 . Tale scelta resta comunque un compromesso, perche´ le lunghezze degli
archi non sono comunque uguali (Fig. 1.3).
I calcoli per la costruzione della circonferenza possono essere ridotti consideran-
do la sua simmetria. In tal modo e` possibile generare tutte le posizioni pixel sulla
circonferenza calcolando solo i punti dentro il settore da x = 0 a x = y.
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Figura 1.3: Simulazione della resa grafica della rappresentazione di un quarto di cir-
conferenza di centro (0, 0) e raggio 10 su video mediante le equazioni parametriche
(1.7) con 0 ≤ t ≤ 1, cioe` 0 ≤ θ ≤ π2 .
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Esistono algoritmi efficienti per la generazione su video di una circonferenza.
Essi sono basati sul calcolo, in aritmetica intera, di parametri di decisione, analoga-
mente a quanto realizzato dall’algoritmo di Bresenham per le rette. Un esempio e`
fornito dall’algoritmo del punto medio. Esso puo` essere sinteticamente descritto come
segue.
Consideriamo il problema di determinare le posizioni pixel per generare il con-
torno di un cerchio centrato in (0, 0) e di raggio r. Per ottenere la circonferenza
di centro (xc, yc) e raggio r, ciascuna posizione calcolata (x, y) e` spostata nella sua
corretta posizione sullo schermo, aggiungendo xc a x e yc a y.
Lungo la sezione circolare da x = 0 a x = y nel primo quadrante la pendenza
della curva varia da 0 a -1.
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Quindi possiamo prendere passi unitari nella direzione positiva delle x in questo
ottante ed usare un parametro di decisione per determinare quale delle due possibili
posizioni y e` piu` prossima al contorno del cerchio in ciascun passo. Le posizioni negli
altri sette ottanti si ottengono per simmetria.
Cominciamo a definire la funzione
f(x, y) = x2 + y2 − r2.
Ogni punto (x, y) della circonferenza soddisfa l’equazione
f(x, y) = 0.
Se il punto appartiene al cerchio individuato dalla circonferenza, allora la funzione f
assume un valore negativo, se il punto non vi appartiene la funzione f e` positiva, cioe`:
f(x, y)


< 0 se (x, y) e` dentro il cerchio
= 0 se (x, y) e` sulla circonferenza
> 0 se (x, y) e` fuori dal cerchio
.
Ad ogni passo si considerano le posizioni intermedie tra due pixel in prossimita` del
contorno del cerchio. La funzione f definisce il parametro di decisione nell’algoritmo
del punto medio.
Supponiamo di aver attivato il pixel in (xk, yk) al passo k-esimo come nella
seguente figura.
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Dobbiamo determinare se e` piu` prossimo alla circonferenza il pixel in (xk+1, yk)
o in (xk+1, yk − 1), dove xk+1 = xk + 1. Il parametro di decisione sara`:
pk = f
(
xk + 1, yk −
1
2
)
= (xk + 1)
2 +
(
yk −
1
2
)2
− r2,
cioe` la funzione f calcolata nel punto medio tra i due suddetti pixel.
Se pk < 0, allora questo punto medio e` dentro il cerchio ed il pixel (xk+1, yk) e` il piu`
prossimo alla circonferenza.
Se pk > 0, allora questo punto medio e` esterno al cerchio ed il pixel (xk+1, yk − 1) e`
il piu` prossimo alla circonferenza.
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E` possibile ottenere una formula ricorsiva per il calcolo del parametro di deci-
sione al passo (k + 1)-esimo, valutando la funzione f nella posizione xk+2
= xk + 2:
pk+1 = f
(
xk+2, yk+1 −
1
2
)
= [(xk + 1) + 1]
2 +
(
yk+1 −
1
2
)2
− r2
cioe`
pk+1 = pk + 2(xk + 1) + (y
2
k+1 − y
2
k)− (yk+1 − yk) + 1,(1.8)
dove
yk+1 =
{
yk se pk < 0,
yk − 1 se pk > 0.
Quindi:
– se pk < 0, cioe` yk+1 = yk, allora da (1.8)
pk+1 = pk + 2xk+1 + 1;
– se pk > 0, cioe` yk+1 = yk − 1, allora
pk+1 = pk + 2xk+1 + 1− 2yk+1,
dove 2xk+1 = 2xk + 2 e 2yk+1 = 2yk − 2.
Il parametro di decisione iniziale e` ottenuto valutando la funzione f nella
posizione iniziale (x0, y0) = (0, r):
p0 = f
(
1, r −
1
2
)
= 1 +
(
r −
1
2
)2
− r2 =
5
4
− r.
Se il raggio r e` intero, si arrotonda p0 a:
p0 = 1− r,
poiche´ tutti gli incrementi sono interi.
Ricordiamo che l’algoritmo del punto medio calcola le posizioni pixel lungo la
circonferenza, usando somme e sottrazioni intere e assumendo che i parametri del
cerchio siano specificati in coordinate intere sullo schermo.
Riassumiamo dunque l’algoritmo del punto medio come segue:
1. dare in input il raggio r e il centro della circonferenza (xc, yc) e calcolare il primo
punto sulla circonferenza con centro l’origine:
(x0, y0) = (0, r);
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2. calcolare il valore iniziale del parametro di decisione:
p0 =
5
4
− r;
3. in ciascuna posizione xk, iniziando con k = 0, controllare il segno di pk.
Se pk < 0, il successivo punto sulla circonferenza centrata in (0, 0) e` (xk+1, yk)
e il parametro di decisione risulta
pk+1 = pk + 2xk+1 + 1,
altrimenti il successivo punto e` (xk+1, yk − 1), con parametro di decisione
pk+1 = pk + 2xk+1 + 1− 2yk+1,
dove 2xk+1 = 2xk + 2 e 2yk+1 = 2yk − 2;
4. determinare per simmetria dei punti negli altri sette ottanti;
5. spostare ciascuna posizione pixel calcolata (x, y) sulla circonferenza centrata in
(xc, yc) e rappresentare il punto{
x = x+ xc
y = y + yc
;
6. ripetere i passi da 3 a 5 finche´ x ≥ y.
Nel seguente esempio l’algoritmo del punto medio e` applicato per rappresentare
la circonferenza di raggio r = 11, nell’ottante del primo quadrante da x = 0 a x = y.
Il punto iniziale e` (x0, y0) = (0, 11) e si ha p0 = 1− r = −10.
La tabella 2 riporta i risultati ottenuti, rappresentati graficamente anche in
Fig. 1.4:
k pk (xk+1, yk+1)
0 -10 (1,11)
1 -7 (2,11)
2 -2 (3,11)
3 5 (4,10)
4 -6 (5,10)
5 5 (6,9)
6 0 (7,8)
7 -1 (8,8)
Tabella 2.
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Figura 1.4: In figura sono stati inseriti per simmetria i punti dell’ottante inferiore.
Ellisse
L’equazione cartesiana dell’ellisse giacente sul piano z = 0, di centro C(xc, yc) e
semiassi a e b paralleli rispettivamente agli assi x e y, risulta:(x− xc
a
)2
+
(y − yc
b
)2
= 1.
Per le stesse motivazioni fornite nel caso della circonferenza puo` essere piu` conveniente
usare le seguenti equazioni parametriche{
x = xc + a cos θ
y = yc + b sin θ
,(1.9)
dove 0 ≤ θ ≤ 2π.
Un algoritmo per realizzare in Matlab un’ellisse, mediante le (1.9), e` fornito
nella procedura 1.2 ed un esempio di applicazione e` riportato in Fig. 1.5.
Procedura 1.2 - ellisse
function P=ellisse(xc,yc,a,b,n)
%
% Funzione che genera un’ellisse giacente sul piano z=0,
% di centro (xc,yc) e semiassi a, b paralleli rispettivamente
% agli assi x e y.
%
% Se non sono assegnati parametri di input, e` generata
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% l’ellisse centrata nell’origine, avente semiassi a=2, b=1.
%
% Parametri di input:
% xc,yc: coordinate del centro dell’ellisse;
% a,b: semiassi dell’ellisse;
% n: parametro che discretizza l’intervallo di variazione
% dell’angolo theta e rappresenta il numero di punti
% generati.
%
% Parametri di output:
% P=[[x(1)...x(n);y(1)...y(n)]: matrice di dimensioni 2xn delle
% coordinate dei punti dell’ellisse generati.
%
% Se non sono assegnati parametri di output, l’ellisse
% viene disegnata.
%
if nargin==0, xc=0; yc=0; a=2; b=1; n=50; end
theta=0:2*pi/(n-1):2*pi;
x=xc+a*cos(theta);
y=yc+b*sin(theta);
if nargout==0
plot(x,y)
else
P=[x;y];
end
Tenendo in considerazione le proprieta` di simmetria della figura, e` possibile
inoltre ridurre i calcoli ad un quadrante.
Modificando leggermente l’algoritmo del punto medio per generare una cir-
conferenza si puo` ottenere un algoritmo per generare un’ellisse in aritmetica intera
[5].
1.3 Superconiche
Le superconiche sono una generalizzazione delle sezioni coniche. Esse sono infatti
ottenute aggiungendo un parametro nelle equazioni delle coniche per ottenere una
maggiore flessibilita` nella forma della curva. La superellisse e` in generale la piu`
utilizzata.
Le superellissi sono casi particolari di curve note in geometria analitica con
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Figura 1.5: Rappresentazione di un’ellisse di centro (0, 0), semiassi a = 2, b = 1 ed
n = 100.
il nome di curve di Lame´, descritte dal matematico francese Gabriel Lame´ all’inizio
dell’ ’800 e in seguito diventate popolari negli anni ’60 del secolo scorso grazie a Piet
Hein, scienziato, scrittore ed inventore danese, per risolvere innumerevoli problemi
architettonici (strade, aree commerciali, arredamento, ...) e di grafica. Fu sempre
Hein che ne realizzo` la generalizzazione allo spazio 3D, definendo i superellissoidi.
Infine Barr, nel 1981, generalizzo` ulteriormente i superellissoidi ad una famiglia di
superfici 3D che chiamo` superquadriche. Egli cap`ı l’importanza di tali superfici in
particolare per la grafica e per il disegno tridimensionale in quanto esse rappresentano
in modo compatto un insieme continuo di forme con angoli arrotondati e possono
essere agevolmente rappresentate, modellate e parametricamente deformate [7].
L’equazione cartesiana della superellisse, giacente sul piano z = 0, di centro
C(xc, yc) e semiassi a e b, si ottiene aggiungendo nell’equazione dell’ellisse di centro
C(xc, yc) e semiassi a e b un parametro s ∈ IR+ che permette all’esponente di essere
variabile, controllando la forma:
(x− xc
a
)2/s
+
(y − yc
b
)2/s
= 1.
Quando s = 1, otteniamo l’equazione di un’ellisse centrata in C(xc, yc). Se
a = b, si ottiene una supercirconferenza al variare di s. Se inoltre s = 1, otteniamo
la rappresentazione di una circonferenza. Per valori piccoli di s si definiscono via via
delle forme simili a rettangoli con i quattro angoli sempre meno arrotondati, finche´,
per s→ 0, la curva assume una forma rettangolare. D’altra parte, quando s→∞, la
curva tende ad assumere la forma di una croce (Fig. 1.6).
Le corrispondenti equazioni parametriche risultano le seguenti:{
x = xc + a cos
s θ
y = yc + b sin
s θ
dove 0 ≤ θ ≤ 2π. L’uso della forma parametrica descritta sopra, facendo variare
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Figura 1.6: Superellissi giacenti sul piano xy di centro (0, 0) e semiassi a = 5, b = 3
per diversi valori del parametro s.
in modo uniforme l’angolo θ, permette di “campionare” automaticamente la curva a
seconda della curvatura, cioe` ottenendo, cosa auspicabile, piu` punti appartenenti alla
curva laddove questa “cambia piu` rapidamente”.
Dal punto di vista computazionale, osserviamo che la rappresentazione tramite
una potenza di s, essendo s un reale positivo, e` la cosiddetta funzione potenza con
segno, ovvero:
coss θ = sign(cos θ)| cos θ|s.
Anche nell’equazione cartesiana di superconiche, tutte le potenze sono della forma x
2
s ,
dunque nei calcoli occorre rispettare l’ordine corretto di valutazione di tali esponenti
e calcolarli come (x2)
1
s per essere sicuri di ottenere un risultato reale nel caso in cui
x sia negativo!
E` interessante notare che, al variare di s, la superellisse passa sempre per i
punti corrispondenti ai valori di θ = 0, π2 , π, 3
π
2 : e` dunque possibile definire valori
differenti per s in ogni “quadrante” (individuato immaginando di traslare il centro
della superellisse nell’origine), generando cos`ı ulteriori possibili forme.
La procedura 1.3 realizza una superellisse in ambiente Matlab. Alcuni esempi
sono riportati in Fig. 1.7.
Procedura 1.3 - s ellisse
function P=s ellisse(xc,yc,a,b,s,n)
%
% Funzione che genera una superellisse giacente sul piano z=0,
% di centro (xc,yc) e semiassi a, b paralleli rispettivamente
% agli assi x e y. Se a=b la superellisse degenera in una
% supercirconferenza.
%
% Se non sono assegnati parametri di input,
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Figura 1.7: Superellissi giacenti sul piano xy di centro (0, 0), semiassi a = 5, b = 3
ed n = 40 per diversi valori del parametro s.
% e` generata la supercirconferenza centrata nell’origine,
% avente raggio unitario e parametro di deformazione s=3.
%
% Parametri di input:
% xc,yc: coordinate del centro della superellisse;
% a,b: semiassi della superellisse;
% s: parametro di deformazione;
% n: parametro che discretizza l’intervallo di variazione
% dell’angolo theta e rappresenta il numero di punti generati.
%
% Parametri di output:
% P=[x(1)...x(n);y(1)...y(n)]: matrice di dimensioni 2xn delle
% coordinate dei punti della superellisse generati.
%
% Se non sono assegnati parametri di output, la superellisse
% viene disegnata.
%
if nargin==0, xc=0; yc=0; a=1; b=1; s=3; n=50; end
theta=0:2*pi/(n-1):2*pi;
x=xc+a*sign(cos(theta)).*abs(cos(theta)).^ s;
y=yc+b*sign(sin(theta)).*abs(sin(theta)).^ s;
if nargout==0
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plot(x,y)
else
P=[x;y];
end
Un esempio di modellazione di forme, utilizzando superellissi, e` ottenuto dalle
seguenti equazioni parametriche 

x = 5 coss θ
y = 3 sins θ
z = s
(1.10)
dove −π ≤ θ ≤ π, 0.2 ≤ s ≤ 5 e mostrato in Fig. 1.8.
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Figura 1.8: Oggetto 3D definito da (1.10) e osservato da due differenti punti di vista.
1.4 Superfici quadriche
Un’altra classe di oggetti frequentemente usata e` quella delle superfici quadriche.
Le quadriche sono superfici descritte da un’equazione di secondo grado la cui
forma generale e` la seguente:
Ax2 +By2 + Cz2 +Dxy + Eyz + Fxz +Gx+Hy + Jz +K = 0(1.11)
dove A, B, C, D, E, F, G, H, J, K sono numeri reali che determinano il tipo di
superficie e almeno uno tra A, B, C, D, E ed F e` non nullo. Al variare delle costanti in
(1.11) e` possibile ottenere anche piani, rette e punti o addirittura l’equazione potrebbe
non avere soluzione!
Le quadriche includono sfere, cilindri, coni, ellissoidi, paraboloidi, iperboloidi,
toroidi.
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Nel seguito considereremo la generazione di sfere, ellissoidi e toroidi per ognu-
no dei quali verra` proposta a scopo didattico una procedura Matlab di costruzione,
basata su equazioni espresse in forma parametrica che, come abbiamo gia` osservato,
e` generalmente piu` conveniente.
In molti software grafici le sfere, gli ellissoidi, i cilindri e i coni vengono inclusi
come primitive con cui costruire oggetti piu` complicati. Per esempio in Matlab la
loro generazione si realizza mediante l’uso opportuno delle funzioni di libreria sphere,
ellipsoid e cylinder.
Sfera
In coordinate cartesiane, una superficie sferica di raggio r e centro C(xc, yc, zc) e`
definita come l’insieme dei punti (x, y, z) che soddisfano l’equazione
(x− xc)
2 + (y − yc)
2 + (z − zc)
2 = r2.
Possiamo descrivere la superficie sferica nella seguente forma parametrica:


x = xc + r cosφ cos θ
y = yc + r cosφ sin θ
z = zc + r sinφ
dove i parametri θ e φ sono angoli definiti come in Fig. 1.9 e−π2 ≤ φ ≤
π
2 , −π ≤ θ ≤ π.
O 
y 
x 
z 
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Φ 
O
P(x,y,z) 
r 
Figura 1.9: Coordinate parametriche (r, θ, φ) di un punto P appartenente alla
superficie di una sfera di raggio r.
Un algoritmo per realizzare in Matlab una sfera e` fornito, a scopo didattico,
nella procedura 1.4 ed un esempio di applicazione e` riportato in Fig. 1.10(a).
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Procedura 1.4 - sfera
function [xx,yy,zz]=sfera(xc,yc,zc,r,n)
%
% Funzione che genera una sfera di centro (xc,yc,zc) e raggio r.
%
% Se non sono assegnati parametri di input,
% e` generata la sfera centrata nell’origine di raggio 1.
%
% Parametri di input:
% xc,yc,zc: coordinate del centro della sfera;
% r: raggio;
% n: scalare intero che interviene nella discretizzazione
% dell’intervallo di variazione degli angoli phi e theta.
%
% Parametri di output:
% xx,yy,zz: matrici (2n+1)x(2n+1) delle coordinate dei punti
% della sfera generati.
%
% Se non sono assegnati parametri di output, la sfera
% viene disegnata.
%
if nargin==0, xc=0; yc=0; zc=0; r=1; n=20; end
phi=(-n:n)’*pi/(2*n);
theta=(-n:n)*pi/n;
x=xc+r*cos(phi)*cos(theta);
y=yc+r*cos(phi)*sin(theta);
z=zc+r*sin(phi)*ones(1,length(theta));
if nargout==0
surf(x,y,z)
else
xx=x; yy=y; zz=z;
end
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Ellissoide
L’equazione cartesiana dell’ellissoide centrato in C(xc, yc, zc) e avente semiassi a, b e
c, paralleli rispettivamente agli assi x, y e z, risulta:(x− xc
a
)2
+
(y − yc
b
)2
+
(z − zc
c
)2
= 1,
mentre le equazioni parametriche sono:

x = xc + a cosφ cos θ
y = yc + b cosφ sin θ
z = zc + c sinφ
dove gli angoli θ e φ sono definiti come in Fig. 1.9 e −π2 ≤ φ ≤
π
2 , −π ≤ θ ≤
π. Le equazioni parametriche evidenziano in particolare il fatto che l’ellissoide puo`
essere ottenuto dal prodotto sferico [7] di due ellissi, supposte per semplicita` centrate
nell’origine: 
xy
z

 = [ cosφ
c sinφ
]
⊗
[
a cos θ
b sin θ
]
=

 a cosφ cos θb cosφ sin θ
c sinφ

 .
La procedura 1.5 realizza un ellissoide in ambiente Matlab. Un esempio di
applicazione e` riportato in Fig. 1.10(b).
Procedura 1.5 - ellissoide
function [xx,yy,zz]=ellissoide(xc,yc,zc,a,b,c,n)
%
% Funzione che genera un ellissoide di centro (xc,yc,zc)
% e semiassi a, b, c, paralleli rispettivamente agli assi x,y e z.
%
% Se non sono assegnati parametri di input,
% e` generato l’ellissoide centrato nell’origine,
% avente semiassi a=2, b=1, c=1.
%
% Parametri di input:
% xc,yc,zc: coordinate del centro dell’ellissoide;
% a,b,c: semiassi;
% n: scalare intero che interviene nella discretizzazione
% dell’intervallo di variazione degli angoli phi e theta.
%
% Parametri di output:
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% xx,yy,zz: matrici (2n+1)x(2n+1) delle coordinate dei punti
% dell’ellissoide generati.
%
% Se non sono assegnati parametri di output, l’ellissoide
% viene disegnato.
%
if nargin==0, xc=0; yc=0; zc=0; a=2; b=1; c=1; n=20; end
phi=(-n:n)’*pi/(2*n);
theta=(-n:n)*pi/n;
x=xc+ a*cos(phi)*cos(theta);
y=yc+ b*cos(phi)*sin(theta);
z=zc+ c*sin(phi)*ones(1,length(theta));
if nargout==0
surf(x,y,z)
else
xx=x; yy=y; zz=z;
end
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Figura 1.10: (a) Sfera di centro (0, 3, 1), raggio 2 ed n = 20. (b) Ellissoide di centro
(0, 0, 0), semiassi a = 3, b = 2, c = 1 ed n = 20.
Toroide
L’equazione cartesiana di un toroide di centro C(xc, yc, zc) e`:[√(x− xc
a
)2
+
(y − yc
b
)2
− d
]2
+
(z − zc
c
)2
= 1,
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dove a, b e c sono i fattori di scala sui tre assi coordinati e d e` un numero reale
positivo. Le corrispondenti equazioni parametriche sono:

x = xc + a(d+ cosφ) cos θ
y = yc + b(d+ cosφ) sin θ
z = zc + c sinφ
(1.12)
dove −π ≤ φ, θ ≤ π.
Osserviamo che l’orbita ellittica, descritta sul piano z = zc, ha semiassi ad e
bd. L’ellisse che genera il toroide, ruotando intorno all’asse{
x = xc
y = yc
,
si deforma con continuita` in funzione dell’angolo θ. Notiamo infatti che sul piano
y = yc si ottiene un’ellisse di semiassi a e c e sul piano x = xc un’ellisse di semiassi b
e c (Fig. 1.11).
 x 
 y 
( x,y,z) 
θ 
 C  ad 
 bd 
  z 
piano  xy 
 c 
φ 
( x,y,z) 
 C 
Figura 1.11: Toroide a sezione ellittica e orbita ellittica con C(0, 0, 0).
Un caso particolare delle (1.12) e` il toro, generato dalla rotazione di una circon-
ferenza di raggio r, il cui piano e` comune all’asse di rotazione che dista R dal centro
di tale circonferenza. L’equazione cartesiana del toro e`:[√
(x− xc)2 + (y − yc)2 −R
]2
+ (z − zc)
2 = r2.
e le corrispondenti equazioni parametriche sono:

x = xc + (R+ r cosφ) cos θ
y = yc + (R+ r cosφ) sin θ
z = zc + r sinφ
Il toro puo` inoltre essere visto come inviluppo di una famiglia di sfere. Nella
tabella 1.1 riportiamo una sintesi dei casi particolari derivanti dalle (1.12).
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a = b toroide ellisse di semiassi a e c orbita circolare di raggio ad
a = b = c toro circonferenza di raggio orbita circolare di raggio R = rd
a = b = c = r
Tabella 1.1: Casi particolari delle (1.12).
La procedura 1.6 realizza un toroide in ambiente Matlab. Esempi di appli-
cazione sono riportati in Fig. 1.12.
Procedura 1.6 - toroide
function [xx,yy,zz]=toroide(xc,yc,zc,a,b,c,d,n)
%
% Funzione che genera un toroide.
%
% Se non sono assegnati parametri di input, e` generato
% il toro centrato nell’origine, con asse di rotazione
% l’asse z, avente orbita circolare di raggio 3 e sezione
% circolare di raggio 1.
%
% Parametri di input:
% xc,yc,zc: coordinate del centro del toroide;
% a,b,c: fattori di scala lungo i tre assi coordinati;
% d: scalare reale positivo con ad e bd semiassi
% dell’orbita ellittica;
% n: scalare intero che interviene nella discretizzazione
% dell’intervallo di variazione degli angoli phi e theta.
%
% Parametri di output:
% xx,yy,zz: matrici (2n+1)x(2n+1) delle coordinate dei punti
% del toroide generati.
%
% Se non sono assegnati parametri di output, il toroide
% viene disegnato.
%
if nargin==0, xc=0; yc=0; zc=0; a=1; b=1; c=1; d=3; n=20; end
theta=(-n:n)*pi/n;
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phi=theta’;
x=xc+a*(d+cos(phi))*cos(theta);
y=yc+b*(d+cos(phi))*sin(theta);
z=zc+c*sin(phi)*ones(1,length(theta));
if nargout==0
surf(x,y,z)
else
xx=x; yy=y; zz=z;
end
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Figura 1.12: (a) Toro di centro C(0, 0, 0), a = b = c = 2, d = 52 ed n = 20.
(b) Toroide di centro C(0, 0, 0), a = 3, b = 1, c = 8, d = 4 ed n = 20.
Per una maggiore flessibilita` della superficie (ad esempio, utilizzando le (1.12),
non e` possibile ottenere contemporaneamente un’orbita ellittica e un’ellisse di ro-
tazione, cioe` un’ellisse che non si deformi ruotando), puo` essere utile modificare le
(1.12), richiedendo che i semiassi dell’orbita ellittica non siano multipli dei semiassi
dell’ellisse. Le equazioni parametriche del corrispondente toroide risultano:


x = xc + (Rx + a cosφ) cos θ
y = yc + (Ry + b cosφ) sin θ
z = zc + c sinφ
,(1.13)
dove Rx, Ry sono i semiassi dell’orbita ellittica sul piano z = zc e a, b, c sono definiti
come prima. In Fig. 1.13 forniamo un esempio di tale superficie ottenuta mediante
una procedura Matlab, che non riportiamo perche´ simile alla procedura 1.6.
Nella Tabella 1.2 illustriamo invece in dettaglio i casi particolari derivanti dalle
(1.13).
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Figura 1.13: Toroide a sezione ellittica e orbita ellittica con Rx = 7, Ry = 5,
a = 1, b = 2, c = 3 ed n = 20.
Rx = Ry toroide ellisse di semiassi a, c orbita circolare di raggio Rx
su y = yc e b, c su x = xc
a = b toroide ellisse di semiassi a, c orbita ellittica di semiassi Rx, Ry
a = b = c toroide circonferenza di raggio a orbita ellittica di semiassi Rx, Ry
Rx = Ry toroide ellisse di semiassi a, c orbita circolare di raggio Rx
a = b
Rx = Ry toro circonferenza di raggio a orbita circolare di raggio Rx
a = b = c
Tabella 1.2: Casi particolari delle (1.13).
1.5 Superquadriche
Il termine superquadriche fu introdotto da Barr nel 1981 [1].
Le superquadriche, prodotto sferico di due superconiche, sono una generaliz-
zazione delle quadriche, avente interessanti proprieta` per applicazioni nella grafica e
nella robotica. Questa classe di oggetti e` ottenuta introducendo due parametri nelle
equazioni delle quadriche per realizzare una maggiore flessibilita` nella forma della
superficie [7].
In questa classe possono essere distinti i superellissoidi, i superiperboloidi ad
una e a due falde e i supertoroidi. I superellissoidi, definendo una superficie chiusa
senza buchi, risultano i piu` utilizzati e spesso nella letteratura grafica si parla di
superquadrica intendendo il superellissoide.
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Superellissoide
L’equazione cartesiana di un superellissoide di centro C(xc, yc, zc) e semiassi a, b e c
e` ottenuta dall’equazione dell’ellissoide, avente assi paralleli rispettivamente agli assi
x, y e z, introducendo due parametri s1, s2 ∈ IR+:[(x− xc
a
)2/s2
+
(y − yc
b
)2/s2]s2/s1
+
(z − zc
c
)2/s1
= 1,
dove s1 agisce da parametro di deformazione lungo l’asse z ed s2 sul piano xy.
Se a = b = c, si ottiene una supersfera. Se s1 = s2 = 1, allora si ha un ellissoide.
Se inoltre a = b = c, si ottiene una sfera.
Le corrispondenti equazioni parametriche sono:

x = xc + a cos
s1 φ coss2 θ
y = yc + b cos
s1 φ sins2 θ
z = zc + c sin
s1 φ
dove gli angoli θ e φ sono definiti come in Fig. 1.9, −π2 ≤ φ ≤
π
2 , −π ≤ θ ≤ π e le
potenze delle funzioni trigonometriche sono definite come funzioni potenza con segno,
introdotte nel §1.3.
La procedura 1.7 realizza un superellissoide in ambiente Matlab. In Fig. 1.14
sono riportati alcuni esempi di applicazione.
Procedura 1.7 - s ellissoide
function [xx,yy,zz]=s ellissoide(xc,yc,zc,a,b,c,s1,s2,n)
%
% Funzione che genera un superellissoide di centro (xc,yc,zc),
% semiassi a, b, c, paralleli rispettivamente agli assi x,y e z,
% e parametri di deformazione s1 ed s2.
%
% Se non sono assegnati parametri di input,
% e` generata la supersfera centrata nell’origine,
% di raggio unitario e parametri di deformazione s1=s2=3.
%
% Parametri di input:
% xc,yc,zc: coordinate del centro del superellissoide;
% a,b,c: semiassi;
% s1,s2: parametri di deformazione;
% n: scalare intero che interviene nella discretizzazione
% dell’intervallo di variazione degli angoli phi e theta.
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Figura 1.14: Superellissoidi con centro in (0, 0, 0), semiassi a = 2, b = 3, c = 4 per
diversi valori dei parametri s1, s2 ed n = 20.
%
% Parametri di output:
% xx,yy,zz: matrici (2n+1)x(2n+1) delle coordinate dei punti
% del superellissoide generati.
%
% Se non sono assegnati parametri di output, il superellissoide
% viene disegnato.
%
if nargin==0
xc=0; yc=0; zc=0; a=1; b=1; c=1; s1=3; s2=3; n=20;
end
phi=(-n:n)’*pi/(2*n);
theta=(-n:n)*pi/n;
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x=xc+a*(sign(cos(phi)).*abs(cos(phi)).^ s1) ...
*(sign(cos(theta)).*abs(cos(theta)).^ s2);
y=yc+b*(sign(cos(phi)).*abs(cos(phi)).^ s1) ...
*(sign(sin(theta)).*abs(sin(theta)).^ s2);
z=zc+c*(sign(sin(phi)).*abs(sin(phi)).^ s1)*ones(1,length(theta));
if nargout==0
surfl(x,y,z)
else
xx=x; yy=y; zz=z;
end
L’uso di superellissoidi e` oggetto di ricerche abbastanza recenti [7]. Una possi-
bile applicazione nella grafica e` ad esempio la descrizione di dati 3D sparsi mediante
un modello “molto compatto” basato sull’unione di superellissoidi [7]. Essendo nota
la loro mutua posizione dal punto di vista topologico, il modello puo` essere associato
ad un grafo e quindi la teoria dei grafi puo` in questo caso essere usata per mettere
a confronto differenti oggetti 3D. Inoltre e` importante ricordare l’esiguo numero di
parametri utili per descrivere un superellissoide, che entra in gioco quando e` necessaria
una “compressione” dell’oggetto 3D ai fini di una sua piu` agevole memorizzazione.
Infatti sono previsti solo otto parametri (cinque nel caso di superellissoidi centrati
nell’origine) che permettono la realizzazione di una gran varieta` di forme tra cui l’el-
lissoide (s1 = s2 = 1), il parallelepipedo (s1 → 0, s2 → 0), il cilindro (s1 → 0,
s2 = 1), ecc. (Fig. 1.14).
Per garantire una forma convessa dell’oggetto sara` poi necessario limitare l’in-
tervallo di variazione dei parametri, cioe` 0 < s1, s2 < 2.
Inoltre la semplicita` di conversione dall’equazione cartesiana a quella para-
metrica e viceversa e` un vantaggio non indifferente, soprattutto nel campionamento
e nella visualizzazione, cosa che risulta piu` difficile avendo a disposizione solo un
modello implicito.
Altre superquadriche
Ricordando che l’equazione cartesiana dell’iperboloide ad una falda e`
(x− xc
a
)2
+
(y − yc
b
)2
−
(z − zc
c
)2
= 1
e quella dell’iperboloide a due falde risulta
(x− xc
a
)2
−
(y − yc
b
)2
−
(z − zc
c
)2
= 1,
si ottengono le equazioni delle corrispondenti superquadriche.
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In particolare le equazioni parametriche del superiperboloide ad una falda sono:

x = xc + a sec
s1 φ coss2 θ
y = yc + b sec
s1 φ sins2 θ
z = zc + c tan
s1 φ
,
mentre quelle del superiperboloide a due falde risultano:

x = xc + a sec
s1 φ secs2 θ
y = yc + b sec
s1 φ tans2 θ
z = zc + c tan
s1 φ
con −π2 < θ <
π
2 (prima falda) e
π
2 < θ < 3
π
2 (seconda falda).
Generalizzando invece la (1.12), il supertoroide sara` definito da:

x = xc + a(d+ cos
s1 φ) coss2 θ
y = yc + b(d+ cos
s1 φ) sins2 θ
z = zc + c sin
s1 φ
.
La procedura 1.8 realizza un supertoroide in ambiente Matlab. In Fig. 1.15
sono riportati alcuni esempi di applicazione.
Procedura 1.8 - s toroide
function [xx,yy,zz]=s toroide(xc,yc,zc,a,b,c,d,s1,s2,n)
%
% Funzione che genera un supertoroide.
%
% Se non sono assegnati parametri di input, e` generato
% il supertoroide centrato nell’origine, avente fattori di scala
% a=1, b=1, c=1 e d=3, s1=3, s2=3, n=20.
%
% Parametri di input:
% xc,yc,zc: coordinate del centro del supertoroide;
% a,b,c: fattori di scala lungo i tre assi coordinati;
% d: reale positivo;
% n: scalare intero che interviene nella discretizzazione
% dell’intervallo di variazione degli angoli phi e theta.
%
% Parametri di output:
% xx,yy,zz: matrici (2n+1)x(2n+1) delle coordinate dei punti
% del supertoroide generati.
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%
% Se non sono assegnati parametri di output, il supertoroide
% viene disegnato.
%
if nargin==0
xc=0; yc=0; zc=0; a=1; b=1; c=1; d=3; s1=3; s2=3; n=20;
end
theta=(-n:n)*pi/n;
phi=theta’;
x=xc+a*(d+sign(cos(phi)).*abs(cos(phi)).^ s1) ...
*(sign(cos(theta)).*abs(cos(theta)).^ s2);
y=yc+b*(d+sign(cos(phi)).*abs(cos(phi)).^ s1) ...
*(sign(sin(theta)).*abs(sin(theta)).^ s2);
z=zc+c*(sign(sin(phi)).*abs(sin(phi)).^ s1)*ones(1,length(theta));
if nargout==0
surf(x,y,z)
else
xx=x; yy=y; zz=z;
end
Possono ad esempio essere modellati con un toroide opportunamente deformato
oggetti come canotti, salvagenti, solenoidi, pneumatici, anelli, ecc.
Ricordiamo che in Matlab un toroide puo` essere generato utilizzando opportu-
namente la procedura tube. Con tale procedura possono essere anche create forme
piu` complesse, come quella riportata in Fig. 1.16.
1.6 Superfici poligonali
Una rappresentazione comunemente usata per un oggetto 3D e` costituita da un
insieme di superfici poligonali che racchiuda l’oggetto nel suo interno.
Se l’oggetto e` un poliedro, tale rappresentazione definisce esattamente le sue
caratteristiche. Oggetti non poliedrici sono invece solo approssimati da superfici
poligonali.
Queste rappresentazioni sono comuni nel disegno e nelle applicazioni di model-
lazione solida, poiche´ possono essere visualizzate rapidamente e dare un’idea generale
della struttura dell’oggetto.
Inoltre l’approssimazione poligonale di un oggetto puo` essere migliorata divi-
dendo la superficie in facce poligonali sempre piu` piccole.
Una tecnica conveniente per memorizzare i dati caratterizzanti una superficie
poligonale, quale per esempio quella di Fig. 1.17, consiste nel creare tre tabelle: una
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Figura 1.15: Supertoroidi con centro in (0, 0, 0) e a = 2, b = 3, c = 4, d = 5 per
diversi valori dei parametri s1, s2 ed n = 20.
Figura 1.16: Quattro tori, generati dalla rotazione di quattro circonferenze: oggetto
ottenuto utilizzando in Matlab la procedura tori4.
dei vertici, una dei lati e una delle facce poligonali.
Nella prima sono poste le coordinate di ciascun vertice (Tab. 1.3(a)), nella
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seconda i puntatori alla tabella dei vertici al fine di individuare i vertici relativi ad
ogni lato (Tab. 1.3(b)). Infine la tabella dei poligoni contiene puntatori alla tabella
dei lati per individuare i lati relativi ad ogni poligono (Tab. 1.3(c)).
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Figura 1.17: Rappresentazione di una superficie poligonale di vertici
(5, 4, 0), (0, 0, 0), (3, 1, 0), (4,−1, 0), (5, 0.5, 0).
V1 x1, y1, z1
V2 x2, y2, z2
V3 x3, y3, z3
V4 x4, y4, z4
V5 x5, y5, z5
E1 : V1, V2
E2 : V2, V3
E3 : V3, V1
E4 : V3, V4
E5 : V4, V5
E6 : V5, V1
S1 : E1, E2, E3
S2 : E3, E4, E5, E6
(a) (b) (c)
Tabella 1.3: (a) Tabella dei vertici; (b) tabella dei lati; (c) tabella dei poligoni.
La tabella dei lati puo` essere ampliata allo scopo di estrarre piu` velocemente
l’informazione necessaria. Per esempio possiamo aggiungere dei puntatori alla tabella
dei poligoni per individuare piu` rapidamente i lati comuni a due poligoni (Tabella
1.4).
Con analoghe tabelle dei lati si ottengono le figure 1.18(a) ed 1.18(b).
Le coordinate dei vertici caratterizzano la cosiddetta informazione geometri-
ca, il modo in cui le facce sono generate a partire dai vertici e` detto informazione
topologica e l’insieme delle facce e` detto mesh.
Per la costruzione di superfici poligonali, quali quelle qui proposte, e` possibile
utilizzare la funzione di libreria Matlab patch.
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E1 V1, V2, S1
E2 V2, V3, S1
E3 V3, V1, S1, S2
E4 V3, V4, S2
E5 V4, V5, S2
E6 V5, V1, S2
Tabella 1.4: Tabella dei lati.
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Figura 1.18: (a) Cubo unitario. (b) Piramide di vertici (1, 1, 1), (2, 1, 1), (2, 2, 1),
(1, 2, 1), (3/2, 3/2, 4).
matematica numerica per la grafica
Capitolo 2
Curve e superfici polinomiali
In questo capitolo considereremo la modellizzazione di oggetti mediante curve e su-
perfici parametriche polinomiali. Questo tipo di rappresentazioni e` stato sviluppato
da Pierre Be´zier negli anni ’60 del secolo scorso per la progettazione di carrozzerie
di automobili Renault e costituisce uno dei piu` semplici tentativi di sviluppare un’in-
terfaccia flessibile, intuitiva e facile da implementare. Curve e superfici polinomiali
equivalenti sono state indipendentemente sviluppate negli stessi anni da de Casteljau
presso la Citroe¨n.
2.1 Curve di Be´zier
In un sistema di coordinate cartesiane assegnato consideriamo n+1 punti Pk(xk, yk, zk),
k = 0, . . . , n, detti punti di controllo. L’idea di base consiste nel generare una curva
parametrica polinomiale tale che ogni suo punto possa essere rappresentato da
Qn(t) =
n∑
i=0
Pifi(t), t ∈ [0, 1],(2.1)
essendo {fi(t)} “opportune” funzioni polinomiali di miscelamento. Le funzioni fi(t)
sono scelte in modo tale che la curva (2.1) goda di determinate proprieta` utili in un
sistema grafico interattivo, cioe`:
1. passi per il primo e per l’ultimo punto di controllo P0 e Pn al fine di controllare
i punti estremi, cioe` Qn(0) = P0, Qn(1) = Pn;
2. la tangente in P0 sia parallela a P1 − P0 e la tangente in Pn a Pn − Pn−1;
3. le funzioni di miscelamento fi(t) siano simmetriche rispetto a t e ad 1− t, per-
mettendo cos`ı di invertire l’ordine della sequenza dei punti di controllo della
curva senza modificare la forma della stessa.
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La richiesta 2. si puo` generalizzare imponendo condizioni sulle derivate di
ordine superiore nei punti estremi della curva. Cio` permette di controllare la regolarita`
nei punti di raccordo di sezioni di curve composte da piu` curve di Be´zier raccordate.
Le condizioni sopra enunciate sono soddisfatte assumendo come funzioni di
miscelamento in (2.1) i polinomi di Bernstein, cioe` una curva di Be´zier di grado n e`
definita da:
Qn(t) =
n∑
i=0
PiBE
n
i (t), t ∈ [0, 1],(2.2)
dove le funzioni
BEni (t) =
(
n
i
)
ti(1− t)n−i, i = 0, 1, . . . , n
sono i polinomi di Bernstein di grado n e(
n
i
)
=
{ n!
i!(n−i)! 0 ≤ i ≤ n,
0 altrimenti.
La Fig. 2.1 rappresenta i sei polinomi di Bernstein di grado 5.
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Figura 2.1: Polinomi di Bernstein di grado 5.
Quindi (2.2) rappresenta una curva polinomiale il cui grado e` uguale al numero
di punti di controllo meno uno: tre punti di controllo generano una parabola, quattro
una cubica e cos`ı via.
Il piu` piccolo poligono convesso che racchiude un insieme di punti di controllo
e` detto inviluppo convesso di tali punti (Fig. 2.2).
La linea spezzata ottenuta collegando la sequenza dei punti di controllo e`
utile per rappresentare l’ordinamento degli stessi. Tale insieme di segmenti di linea,
collegati tra loro, e` detto grafico o poligono di controllo (Fig. 2.3).
In Fig. 2.4 sono presentate due curve di Be´zier 2D definite da tre e quattro
punti di controllo.
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Figura 2.2: Inviluppi convessi per due insiemi distinti di punti di controllo.
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Figura 2.3: Grafici di controllo per due diversi insiemi di punti di controllo.
Osserviamo tuttavia che se i punti di controllo sono in posizioni particolari, si
ottengono curve polinomiali degeneri. Per esempio tre punti di controllo collineari
generano un segmento di linea retta (Fig. 2.5(a)), un insieme di punti di controllo
che hanno tutti le stesse coordinate generano un singolo punto (Fig. 2.5(b)).
Un esempio di algoritmo per costruire l’i-esimo polinomio di Bernstein di grado
n e` proposto nella procedura 2.1.
Procedura 2.1 - bern
function b=bern(n,i,t)
%
% Funzione che genera l’i-esimo polinomio di Bernstein di grado n.
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Figura 2.4: Esempi di curve di Be´zier generate da (a) tre e (b) quattro punti di
controllo.
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Figura 2.5: Curve di Be´zier che degenerano in: (a) un segmento di retta (punti
di controllo allineati: (2, 2, 0), (4, 3, 0), (6, 4, 0)); (b) un punto (punti di controllo
coincidenti: (4, 3, 0), (4, 3, 0), (4, 3, 0)).
%
% Parametri di input:
% n: grado del polinomio;
% i: indice dell’i-esimo polinomio;
% t: vettore dei valori del parametro, corrispondenti
% alla partizione ottenuta suddividendo l’intervallo [0,1]
% in un numero arbitrario di parti.
%
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% Parametri di output:
% b: vettore dei valori assunti in t dal polinomio.
%
% Se non sono assegnati parametri di output, l’i-esimo polinomio
% di Bernstein di grado n viene disegnato.
%
B=nchoosek(n,i)*t.^ i.*(1-t).^ (n-i);
if nargout==0
plot(t,B)
else
b=B;
end
La procedura 2.2 genera una curva di Be´zier definita da prefissati punti di con-
trollo. Per motivi di semplicita` didattica si e` scelto di utilizzare matrici a due indici,
anche se si sarebbe potuto fare uso degli array multidimensionali ed in particolare di
matrici a tre indici, disponibili dalla versione 6 di Matlab.
Procedura 2.2 - bezier
function bez=bezier(p,t)
%
% Funzione che genera una curva di Be´zier definita
% da prefissati punti di controllo.
%
% Parametri di input:
% p: matrice di dimensioni 3x(numero di punti di controllo)
% contenente le coordinate x,y,z dei punti di controllo;
% t: vettore riga dei valori del parametro, corrispondenti
% alla partizione ottenuta suddividendo l’intervallo [0,1]
% in un numero arbitrario di parti.
%
% Parametri di output:
% bez: matrice di dimensioni 3x(lunghezza del vettore t)
% contenente le coordinate dei punti della curva generati.
%
% Se non sono assegnati parametri di output, la curva di Be´zier
% viene disegnata.
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%
% Funzioni-utente chiamate:
% bern.
%
np1=size(p,2);
for i=1:np1
BEi=bern(np1-1,i-1,t);
bx(i,:)=p(1,i)*BEi;
by(i,:)=p(2,i)*BEi;
bz(i,:)=p(3,i)*BEi;
end
BEZ=[sum(bx);sum(by);sum(bz)];
if nargout==0
plot3(BEZ(1,:),BEZ(2,:),BEZ(3,:))
else
bez=BEZ;
end
Le curve di Be´zier possono essere scritte in forma matriciale. Infatti (2.2) puo`
essere interpretata come il seguente prodotto matriciale
Qn(t) = [P0 P1 . . . Pn] · [BE
n
0 (t) BE
n
1 (t) . . . BE
n
n(t)]
T.(2.3)
2.1.1 Proprieta` dei polinomi di Bernstein e delle curve di Be´zier
Presentiamo ora alcune proprieta` dei polinomi di Bernstein, dalle quali discendono
interessanti proprieta` delle curve di Be´zier:
i) BEn0 (0) = 1;
BEni (0) = 0, i = 1, 2, . . . , n.
Osserviamo che t = 0 e` uno zero di molteplicita` i di BEni (t), i = 1, 2, . . . , n.
ii) BEnn(1) = 1;
BEni (1) = 0, i = 0, 1, . . . , n− 1.
Osserviamo che t = 1 e` uno zero di molteplicita` (n − i) di BEni (t),
i = 0, 1, . . . , n− 1.
iii)
dBEni (t)
dt = n
[
BEn−1i−1 (t)−BE
n−1
i (t)
]
, con BEr−1(t) = 0.
Infatti dalla definizione di BEni (t) possiamo scrivere che:
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dBEni (t)
dt
=
n!
i!(n− i)!
[
iti−1(1− t)n−i − (n− i)ti(1− t)n−i−1
]
= n[BEn−1i−1 (t)−BE
n−1
i (t)].
iv) BEni (t) ≥ 0, i = 0, 1, . . . , n;
Infatti poiche´ BEni (t) =
(
n
i
)
ti(1 − t)n−i allora, se t ∈ [0, 1], anche
(1− t) ∈ [0, 1], da cui segue la tesi.
v) I polinomi di Bernstein sono simmetrici rispetto a t e ad (1− t), cioe`:
BEni (t) = BE
n
n−i(1− t).
Tale proprieta` segue immediatamente dalla definizione di BEni (t).
vi) BEni (t) ha un massimo in t =
i
n .
Infatti in un punto di massimo dovra` risultare
dBEni (t)
dt = 0, ma poiche´
dBEni (t)
dt
=
n!
(i− 1)!(n− i− 1)!
ti−1(1− t)n−i−1
[
1− t
n− i
−
t
i
]
risulta:
dBEni (t)
dt
= 0 se t =
i
n
.
Inoltre poiche´
dBEni (t)
dt
> 0 se t <
i
n
e
dBEni (t)
dt
< 0 se t >
i
n
,
allora t = in e` un massimo.
vii) I polinomi di Bernstein si possono generare mediante la formula ricorsiva seguente:
BEni (t) = (1− t)BE
n−1
i (t) + tBE
n−1
i−1 (t)(2.4)
con
BE00(t) = 1, BE
n
j (t) ≡ 0 per j /∈ {0, 1, . . . , n}.
Infatti, poiche´
(
n
i
)
=
(
n−1
i
)
+
(
n−1
i−1
)
, allora
BEni (t) =
(
n− 1
i
)
ti(1− t)n−i +
(
n− 1
i− 1
)
ti(1− t)n−i,
da cui segue (2.4).
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viii)
∑n
i=0BE
n
i (t) = 1, cioe` i polinomi di Bernstein formano una partizione dell’u-
nita`.
Infatti
n∑
i=0
BEni (t) =
n∑
i=0
(
n
i
)
ti(1− t)n−i = [t+ (1− t)]n = 1.
ix) Gli (n+1) polinomi di Bernstein di grado n formano una base per lo spazio IPn
dei polinomi algebrici di grado n.
Per verificare tale affermazione bastera` dimostrare che i polinomi BEni (t),
i = 0, . . . , n, sono linearmente indipendenti; cioe`, se d0, d1, . . . , dn sono numeri
reali tali che
d0BE
n
0 (t) + d1BE
n
1 (t) + . . .+ dnBE
n
n(t) = 0,(2.5)
allora
d0 = d1 = . . . = dn = 0.
Infatti, poiche´ BEn0 (0) 6= 0 e BE
n
i (0) = 0 i = 1, . . . , n, allora, se calcoliamo
(2.5) in t = 0, per la regola di annullamento del prodotto sara` d0 = 0.
Ora deriviamo (2.5) rispetto a t, calcoliamo tale derivata in t = 0, ottenendo
n∑
i=1
di
d
dt
BEni (t)
∣∣∣∣
t=0
= 0.(2.6)
Dalle proprieta` i) e iii) dei polinomi di Bernstein risulta che
dBEni (t)
dt
∣∣∣∣
t=0
= 0, i = 2, . . . , n
e
dBEn1 (t)
dt
∣∣∣∣
t=0
6= 0.
Quindi sempre per la regola di annullamento del prodotto, da (2.6) si ottiene
che d1 = 0.
Si procede analogamente considerando le derivate successive, ottenendo d2 =
d3 = . . . dn = 0.
Dalle proprieta` dei polinomi di Bernstein discendono le seguenti proprieta` delle
curve di Be´zier:
1. La curva di Be´zier (2.2) interpola il primo e l’ultimo punto di controllo, cioe`
Qn(0) = P0, Qn(1) = Pn.(2.7)
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Infatti, poiche´
BEni (0) = δi0, e BE
n
i (1) = δin
dove δij e` la funzione delta di Kronecker, cioe`
δij =
{
1 i = j
0 i 6= j
,
risultera`
Qn(0) =
∑n
i=0 Piδi0 = P0,
Qn(1) =
∑n
i=0 Piδin = Pn.
2. La tangente alla curva in P0 e` parallela a P1−P0 e la tangente in Pn e` parallela
a Pn − Pn−1.
Infatti da (2.2) e dalle proprieta` i), ii) e iii) dei polinomi di Bernstein risulta
Q′n(0) = n
n∑
i=0
Pi
[
BEn−1i−1 (0)−BE
n−1
i (0)
]
= n
[
−BEn−10 (0)P0 +BE
n−1
0 (0)P1
]
(2.8)
= n (P1 − P0)
e
Q′n(1) = n
n∑
i=0
Pi
[
BEn−1i−1 (1)−BE
n−1
i (1)
]
= n
[
−Pn−1BE
n−1
n−1(1) + PnBE
n−1
n−1(1)
]
(2.9)
= n (Pn − Pn−1) .
3. Per le proprieta` iv) e viii) dei polinomi di Bernstein, ogni punto Qn(t) =∑
i PiBE
n
i (t) di una curva di Be´zier (2.2) e` una combinazione convessa (vedere
Appendice) dei punti di controllo {Pi}
n
i=0. Quindi la curva e` tutta contenuta
nell’inviluppo convesso dei suoi punti di controllo.
4. Per la proprieta` viii) dei polinomi di Bernstein, si ha che le curve di Be´zier
sono invarianti per trasformazioni affini (vedere Appendice) , cioe` se Φ e` una
trasformazione affine
Φ(
n∑
i=0
PiBE
n
i (t)) =
n∑
i=0
Φ(Pi)BE
n
i (t).(2.10)
5. Le curve di Be´zier sono invarianti per trasformazioni affini del parametro, cioe`
l’intervallo parametrico non influisce sulla forma della curva. Normalmente si
associa ad un parametro globale u ∈ [a, b] un parametro locale t ∈ [0, 1] attraverso
la trasformazione affine u = a(1− t) + bt, a 6= b, e dunque risulta
Qn(u(t)) =
n∑
i=0
PiBE
n
i (t).(2.11)
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6. Le curve di Be´zier godono della cosiddetta proprieta` di “diminuzione della va-
riazione” (variation diminishing), cioe` il numero di volte che la curva interseca
un qualunque piano e` limitato dal numero di volte che il poligono di controllo
interseca il piano medesimo [14].
7. Le curve di Be´zier godono di una proprieta` di simmetria, cioe`
n∑
i=0
PiBE
n
i (t) =
n∑
i=0
Pn−iBE
n
i (1− t),(2.12)
cioe` non importa se i punti di Be´zier sono etichettati P0, P1, . . . , Pn o Pn, Pn−1,
. . . , P0, perche´ le curve corrispondenti ai due diversi ordinamenti sono uguali.
Esse differiscono solo nella direzione in cui sono percorse.
Infatti dalla proprieta` v) dei polinomi di Bernstein avremo
n∑
i=0
PiBE
n
i (t) =
n∑
i=0
PiBE
n
n−i(1− t) =
n∑
i=0
Pn−iBE
n
i (1− t).
8. La derivata di una curva di Be´zier di grado n e punti di controllo {Pi}
n
i=0 e`, a
meno di un fattore moltiplicativo, una curva di Be´zier di grado n− 1 con punti
di controllo ∆Pi, essendo ∆ l’operatore differenza in avanti
∆Pi = Pi+1 − Pi.
Infatti dalla proprieta` iii) dei polinomi di Bernstein otteniamo
Q′n(t) = n
n∑
i=0
[
BEn−1i−1 (t)−BE
n−1
i (t)
]
Pi.
Inoltre poiche´ {
BEn−1i−1 (t) ≡ 0 per i /∈ {1, . . . , n}
BEn−1i (t) ≡ 0 per i /∈ {0, . . . , n− 1},
avremo
Q′n(t) = n
[ n∑
i=1
PiBE
n−1
i−1 (t)−
n−1∑
i=0
PiBE
n−1
i (t)
]
= n
n−1∑
i=0
(Pi+1 − Pi)BE
n−1
i (t)(2.13)
= n
n−1∑
i=0
∆PiBE
n−1
i (t).
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Il procedimento sopra adottato per Q′n(t) puo` essere generalizzato alle derivate
di ordine superiore.
Se ∆r e` l’operatore differenza in avanti di ordine r:
∆rPi = ∆
r−1Pi+1 −∆
r−1Pi,(2.14)
allora
∆rPi =
r∑
j=0
(
r
j
)
(−1)r−jPi+j(2.15)
e la derivata di ordine r di una curva di Be´zier sara` data da:
Q(r)n (t) =
n!
(n− r)!
n−r∑
i=0
∆rPiBE
n−r
i (t).(2.16)
La dimostrazione di (2.16) e` ottenuta mediante applicazione ripetuta di (2.13).
Osserviamo che
Q(r)n (0) =
n!
(n− r)!
n−r∑
i=0
∆rPiBE
n−r
i (0) =
n!
(n− r)!
∆rP0,(2.17)
Q(r)n (1) =
n!
(n− r)!
∆rPn−r,(2.18)
cioe` la derivata r-esima di una curva di Be´zier nell’estremo di sinistra dipende
da tale estremo e dagli r punti di controllo che lo seguono, mentre quella nel-
l’estremo di destra dipende da tale estremo e dagli r punti di controllo che lo
precedono.
Riportiamo ora alcuni esempi di curve di Be´zier, commentandone le caratte-
ristiche.
In Fig. 2.6(a) e` presentata una curva di terzo grado. Osserviamo che la
particolare disposizione dei punti di controllo genera un flesso.
In tale curva il primo punto P0, che e` moltiplicato per la funzione BE
3
0(t), ha
la massima influenza quando t = 0. Per tale valore di t gli altri punti non hanno
influenza sulla curva, poiche´ tutti gli altri polinomi di Bernstein si annullano.
Analogamente avviene per P3 quando t = 1.
I punti P1 e P2 hanno piu` influenza sulla curva rispettivamente quando t = 1/3
e t = 2/3, per il fatto che BE3i (t) assume il massimo valore in t = i/3, i = 1, 2.
In generale, in una curva di Be´zier di grado n, ciascun punto Pi e` pesato dalla
funzione di miscelamento BEni associata, i = 0, 1, . . . , n. Quindi quando t = 0, a
P0 e` associato peso 1 e ai punti P1, . . . Pn peso nullo. Al crescere di t diminuisce il
peso attribuito a P0 ed aumenta quello attribuito ai punti Pi successivi, raggiungendo
un peso massimo per ciascun Pi quando t =
i
n . Tutti gli altri pesi diminuiscono
gradualmente fino a zero quando quello di Pn raggiunge il valore 1, cioe` per t = 1.
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Si puo` quindi concludere che c’e` uno slittamento dell’influenza di ciascun punto
di controllo al variare del parametro t da 0 a 1. In altre parole le curve di Be´zier
godono della proprieta` di controllo pseudo locale, cioe` i punti della curva che sono
maggiormente sensibili al cambiamento del punto di controllo Pi si trovano nella
regione circostante il punto Qn(
i
n ).
In Fig. 2.6(b) e` mostrato come lo spostamento del punto di controllo P2, di una
curva di Be´zier di grado 3, nella nuova posizione P ′2 “attiri” la curva verso il nuovo
vertice.
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Figura 2.6: Curve di Be´zier di grado tre con punti di controllo (a) P0(1,−2, 0),
P1(2, 2, 0), P2(7, 1, 0), P3(9, 6, 0); (b) P0(2,−1, 0), P1(1,−1, 0), P2(1, 0, 0),
P3(2, 0, 0); P2 viene spostato in P
′
2(1, 1, 0).
E` possibile fare in modo che la curva passi molto vicina ad un punto di controllo,
prendendo tale punto con una certa molteplicita`. In tale caso il grado della funzione
polinomiale che rappresenta la curva aumenta, senza che sia modificato il numero dei
lati e la forma del poligono di controllo, come mostrato in Fig. 2.7(a).
Se il primo e l’ultimo punto del poligono di controllo coincidono viene generata
una curva chiusa (Fig. 2.7(b), 2.8). La curva chiusa di Fig. 2.8(a) ha continuita` C1 nel
primo punto P0 coincidente con l’ultimo P5. Tale regolarita` e` assicurata assumendo
P0 ≡ P5 e i punti P1, P0 e P4 allineati e scelti in modo tale che | P5−P4 |=| P1−P0 |.
In Fig. 2.8(b) e` presentata una curva chiusa avente continuita` solo C0.
2.1.2 Conversione alla forma monomiale
Data una curva di Be´zier della forma (2.2), si puo` ottenere la sua forma monomiale.
Infatti dallo sviluppo in serie di Taylor di Qn(t) nell’intorno di t = 0 e ricordando
(2.15) e (2.17) si ottiene:
Qn(t) =
n∑
i=0
Q(i)n (0)
ti
i!
=
n∑
i=0
cit
i,(2.19)
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Figura 2.7: Curve di Be´zier (a) di grado 2, 3, 4 con punti di controllo P0(2,−1, 0),
P1(1,−1, 0), P2(1, 0, 0) dove P1 e` rispettivamente semplice, doppio, triplo; (b) di
grado sette con punti di controllo P0(0, 2, 0) ≡ P7, P1(0, 0, 0) ≡ P6, P2(−4, 0, 0),
P3(0,−6, 0) ≡ P4, P5(4, 0, 0).
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Figura 2.8: Curve di Be´zier chiuse con regolarita` (a) C1, di grado 5
con punti di controllo P0(0, 0, 0) ≡ P5, P1(0, 1, 0), P2(1, 1, 0), P3(1,−1, 0),
P4(0,−1, 0); (b) C
0, di grado 5 con punti di controllo P0(0, 0, 0) ≡ P5, P1(0.3, 1, 0),
P2(1, 1, 0), P3(1,−1, 0), P4(0.7,−1, 0).
dove
ci =
(
n
i
) i∑
j=0
(−1)i−j
(
i
j
)
Pj .(2.20)
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Quindi in forma matriciale risulta
Qn(t) = [ c0 . . . cn ] ·


1
t1
...
tn

 .(2.21)
La procedura 2.3 genera i coefficienti di una curva di Be´zier, definita da prefis-
sati punti di controllo, in forma monomiale.
Procedura 2.3 - bez2mono
function c=bez2mono(p)
%
% Funzione che genera i coefficienti della forma monomiale
% di una curva di Be´zier.
%
% Parametri di input:
% p: matrice di dimensioni 3x(numero di punti di controllo)
% contenente le coordinate x,y,z dei punti di controllo.
%
% Parametri di output:
% c: matrice di dimensioni 3x(numero di punti di controllo)
% contenente i coefficienti della forma monomiale.
%
np1=size(p,2);
c=zeros(3,np1);
c(:,1)=p(:,1);
for i=2:np1
for j=1:i
c(:,i)=c(:,i)+(-1)^ (i-j)*nchoosek(i-1,j-1)*p(:,j);
end
c(:,i)=nchoosek(np1-1,i-1)*c(:,i);
end
2.1.3 Conversione alla forma di Be´zier
Data una curva nella seguente forma monomiale
Qn(t) =
n∑
i=0
ci
(
n
i
)
ti,(2.22)
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si puo` ottenere la sua equivalente forma di Be´zier (2.2) nella base dei polinomi di
Bernstein.
Infatti, poiche´(
n
i
)
ti =
(
n
i
)
ti(1− t+ t)n−i =
n−i∑
k=0
(
n
i
)(
n− i
k
)
(1− t)n−i−kti+k
=
n−i∑
k=0
(
i+ k
k
)
BEni+k(t) =
n∑
j=i
(
j
j − i
)
BEnj (t),(2.23)
da (2.22) e (2.23) si ottiene la formula di conversione
Qn(t) =
n∑
j=0
PjBE
n
j (t)
dove
Pj =
j∑
i=0
(
j
j − i
)
ci.
Data una curva in forma monomiale, la procedura 2.5 genera i punti di controllo
della stessa nella forma di Be´zier.
Procedura 2.5 - mono2bez
function p=mono2bez(c)
%
% Funzione che genera i punti di controllo della forma di Be´zier
% di una curva definita in forma monomiale.
%
% Parametri di input:
% c: matrice di dimensioni 3x(numero di coefficienti)
% contenente i coefficienti della forma monomiale
% rispetto alle componenti x,y,z della curva.
%
% Parametri di output:
% p: matrice di dimensioni 3x(numero di coefficienti)
% contenente le coordinate x,y,z dei punti di controllo.
%
np1=size(c,2);
p=zeros(3,np1);
p(:,1)=c(:,1);
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for j=2:np1
for i=1:j
p(:,j)=p(:,j)+nchoosek(j-1,j-i)/nchoosek(np1-1,i-1)*c(:,i);
end
end
2.1.4 Algoritmo di de Casteljau
Una curva di Be´zier puo` essere generata facilmente mediante l’algoritmo di de Castel-
jau.
Usando ripetutamente la relazione di ricorrenza dei polinomi di Bernstein e
raccogliendo opportunamente i termini, da (2.2) otteniamo:
Qn(t) =
n∑
i=0
PiBE
n
i (t) =
n−1∑
i=0
P 1i (t)BE
n−1
i (t) =
n−2∑
i=0
P 2i (t)BE
n−2
i (t)
(2.24)
= . . . =
1∑
i=0
Pn−1i (t)BE
1
i (t) =
0∑
i=0
Pni (t)BE
0
i (t) = P
n
0 (t)
dove
P ri (t) = (1− t)P
r−1
i (t) + tP
r−1
i+1 (t), r = 1, 2, . . . , n, i = 0, 1, . . . , n− r,(2.25)
con P 0i (t) = Pi.
Osserviamo che la suddetta costruzione si basa sull’interpolazione lineare ripetu-
ta (vedere Appendice).
I punti intermedi P ri dell’algoritmo di de Casteljau possono essere organizzati
in una struttura triangolare dove ciascun elemento e` calcolato secondo lo schema a
destra in Fig. 2.9.
Essi possono essere espressi in termini di polinomi di Bernstein di grado r:
P ri (t) =
r∑
j=0
Pi+jBE
r
j (t), i = 0, 1, . . . , n− r.(2.26)
In Fig. 2.10 e` presentato un esempio di curva di Be´zier cubica, ottenuta
mediante la formula di ricorrenza (2.25) con n = 3.
La procedura 2.6 genera una curva di Be´zier di grado n mediante l’algoritmo
di de Casteljau. Si e` scelto di utilizzare matrici a due indici, anche se si sarebbe
potuto fare uso degli array multidimensionali ed in particolare di matrici a tre indici,
disponibili dalla versione 6 di Matlab.
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2
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ց ր
P 1n−1
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Figura 2.9: Schema dell’algoritmo di de Casteljau.
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Figura 2.10: (a) Curva di Be´zier cubica Q3(t), t ∈ [0, 1] con punti di controllo
P0(1,−2, 0), P1(2, 2, 0), P2(5, 5, 0), P3(9, 0, 0), generata mediante l’algoritmo di de
Casteljau. (b) Rappresentazione grafica dei tre passi dell’algoritmo.
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Procedura 2.6 - dec
function cast=dec(p,t)
%
% Funzione che genera una curva di Be´zier definita
% da prefissati punti di controllo, utilizzando
% l’algoritmo di de Casteljau.
%
% Parametri di input:
% p: matrice di dimensioni 3x(numero di punti di controllo)
% contenente le coordinate x,y,z dei punti di controllo;
% t: vettore (colonna) dei valori del parametro, corrispondenti
% alla partizione ottenuta suddividendo l’intervallo [0,1]
% in un numero arbitrario di parti.
%
% Parametri di output:
% cast: matrice di dimensioni 3x(lunghezza di t) contenente
% le coordinate dei punti della curva generati.
%
% Se non sono assegnati parametri di output, la curva e` disegnata.
%
n=size(p,2)-1;
px=p(1*ones(length(t),1),:);
py=p(2*ones(length(t),1),:);
pz=p(3*ones(length(t),1),:);
for r=1:n
for i=1:n-r+1
px(:,i)=(1-t).*px(:,i)+t.*px(:,i+1);
py(:,i)=(1-t).*py(:,i)+t.*py(:,i+1);
pz(:,i)=(1-t).*pz(:,i)+t.*pz(:,i+1);
end
end
if nargout==0
plot3(px(:,1),py(:,1),pz(:,1))
else
cast=[px(:,1)’;py(:,1)’;pz(:,1)’];
end
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2.1.5 Suddivisione
Consideriamo una curva di Be´zier Qn(t) di grado n definita sull’intervallo [0, 1] ed un
generico valore γ ∈ (0, 1). Siano P0, P1, . . . , Pn i punti di controllo. La parte della
curva corrispondente ai valori di t in [0, γ] puo` anche essere definita da un nuovo
poligono di Be´zier. La costruzione di tale poligono si realizza mediante un processo
di suddivisione della curva di Be´zier [4].
Verifichiamo ora come la geometria alla base dell’algoritmo di de Casteljau
possa essere impiegata per realizzare tale obiettivo.
Se introduciamo l’operatore di shift EPi = Pi+1, possiamo riscrivere (2.25)
nella forma [6]
P ri (t) = (1− t+ tE)P
r−1
i , r = 1, . . . , n, i = 0, . . . , n− r,
e quindi (2.24) risultera`:
Qn(t) = P
n
0 (t) = (1− t+ tE)P
n−1
0 (t) = (1− t+ tE)
2Pn−20 (t)
= . . . = (1− t+ tE)nP0.(2.27)
Definiamo ora il parametro locale s = tγ e osserviamo che per s = 0 risulta
t = 0 e per s = 1 risulta t = γ. Verifichiamo che la curva di Be´zier
Γn(s) =
n∑
i=0
GiBE
n
i (s), s ∈ [0, 1],(2.28)
definita dai seguenti punti di controllo:
G0 = P0
G1 = (1− γ + γE)P0
G2 = (1− γ + γE)
2P0
...(2.29)
Gn−1 = (1− γ + γE)
n−1P0
Gn = (1− γ + γE)
nP0,
coincide con Qn(t) per 0 ≤ t ≤ γ (Fig. 2.11).
Infatti, da (2.29) e dalla definizione dei polinomi di Bernstein, utilizzando la
formula del binomio di Newton, (2.28) diventa
Γn(s) =
n∑
i=0
[(1− γ + γE)iP0
(
n
i
)
si(1− s)n−i]
=
n∑
i=0
(
n
i
)
[s(1− γ + γE)]i(1− s)n−iP0
= [s(1− γ + γE) + (1− s)]nP0
= (1− γs+ γsE)nP0,
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Figura 2.11: Esempio di processo di suddivisione nel caso n = 3, con Q3(γ) = G3.
cioe` (2.27) con t ∈ [0, γ].
Inoltre risulta Gi = P
i
0(γ), i = 0, . . . , n, cioe` i punti di controllo di Γn sono gli
elementi della diagonale discendente dello schema triangolare che descrive l’algoritmo
di de Casteljau, calcolati in t = γ.
Grazie alla proprieta` di simmetria (2.12), la parte della curva Qn, corrispon-
dente ai valori di t in [γ, 1], viene definita in modo analogo attraverso la trasfor-
mazione parametrica t = (1 − γ)s + γ e i rispettivi punti di controllo sono dati da
Pn−ii (γ), i = 0, . . . , n, cioe` dagli elementi della diagonale ascendente dello schema di
de Casteljau, in t = γ.
In Fig. 2.10(b) possiamo individuare, nel caso n = 3, i due sottopoligoni di
vertici P0, P
1
0 , P
2
0 , P
3
0 e P
3
0 , P
2
1 , P
1
2 , P3 che definiscono i due archi rispettivamente da
Qn(0) = P0 a Qn(γ) e da Qn(γ) a Qn(1) = Pn della curva di Be´zier.
La tecnica di suddivisione puo` anche essere estesa al calcolo di una sezione di
curva, definita per t ∈ [α, β] con 0 < α < β < 1 [6].
Naturalmente il processo di suddivisione puo` essere ripetuto: ognuno dei due
poligoni di controllo puo` essere a sua volta suddiviso. La successione di poligoni di
controllo che ne risulta converge alla curva originale. Questa tecnica puo` quindi essere
utilizzata per rappresentare, al limite, la curva stessa.
2.1.6 Elevamento di grado
Supponiamo di aver rappresentato una curva di Be´zier di grado n, Qn(t), avente
poligono di controllo P0 di vertici {Pj}
n
j=0 e di decidere di considerare una curva con
un punto di controllo in piu`, cioe` di grado n+1, ma avente la stessa forma della prima
[4]. In Fig. 2.12 e` riportato un esempio.
I punti di controllo P
(1)
j , j = 0, . . . , n + 1 di tale nuova curva dovranno
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Figura 2.12: Curva di Be´zier cubica Q3(t), t ∈ [0, 1] definita da quattro e poi da
cinque punti di controllo.
soddisfare la relazione:
n∑
j=0
Pj
(
n
j
)
tj(1− t)n−j =
n+1∑
j=0
P
(1)
j
(
n+ 1
j
)
tj(1− t)n+1−j .(2.30)
Moltiplichiamo il primo membro di (2.30) per (1− t) + t ed otteniamo:
n∑
j=0
Pj
(
n
j
)
[tj+1(1− t)n−j + tj(1− t)n+1−j ] =
n+1∑
j=0
P
(1)
j
(
n+ 1
j
)
tj(1− t)n+1−j .
Se ora consideriamo i coefficienti di tj(1− t)n+1−j di entrambi i membri, otteniamo
P
(1)
j
(
n+ 1
j
)
= Pj
(
n
j
)
+ Pj−1
(
n
j − 1
)
che e` equivalente a scrivere
P
(1)
j =
j
n+ 1
Pj−1 +
(
1−
j
n+ 1
)
Pj , j = 0, . . . , n+ 1,
dove P−1 = Pn+1 = [0 0 0]
T. Quindi il nuovo vertice P
(1)
j e` ottenuto da Pj−1 e Pj
del vecchio poligono di controllo mediante interpolazione lineare nel valore jn+1 del
parametro.
Possiamo concludere che il nuovo poligono di controllo cade nell’inviluppo
convesso di quello vecchio ed e` “piu` prossimo” alla curva di quello originale.
Se ripetiamo r volte la procedura di elevamento di grado, otteniamo alla fine
un poligono di controllo Pr di vertici P
(r)
0 , P
(r)
1 , . . . , P
(r)
n+r. Si puo` dimostrare, per
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induzione, che ciascun P
(r)
i e` dato da:
P
(r)
i =
n∑
j=0
Pj
(
n
j
) ( r
i− j
)
(
n+ r
i
)(2.31)
e che, al tendere di r ad infinito, la successione di poligoni di controllo Pr tende alla
curva data Qn(t), cioe`
lim
r→∞
Pr = Qn.
Per dimostrare questo risultato fissiamo un valore del parametro t. Per ogni r, tro-
viamo l’indice i tale che in+r sia il piu` prossimo a t. Possiamo pensare a
i
n+r come
ad un parametro sul poligono Pr e, quando r → ∞, tale rapporto tende a t. Ora,
utilizzando la formula di Stirling, si puo` dimostrare che:
lim
i
n+r→t
(
r
i− j
)
(
n+ r
i
) = tj(1− t)n−j ,
e quindi
lim
i
n+r→t
P
(r)
i =
n∑
j=0
PjBE
n
j (t) = Qn(t).
Osserviamo che i coefficienti della combinazione lineare dei punti di controllo originali
in (2.31) hanno somma uguale ad 1 e quindi i nuovi punti di controllo sono una
combinazione convessa dei precedenti. Inoltre la matrice di trasformazione dai vecchi
ai nuovi punti di controllo e` simmetrica rispetto alla/e riga/ghe centrale/i.
In Fig. 2.13 e` illustrato un esempio di processo di elevamento di grado, nel
caso r = 2.
La convergenza dei poligoni Pr a Qn e` lenta e risulta quindi piu` utile per uno
studio relativo alle proprieta` teoriche che per scopi pratici.
Il processo di elevazione di grado ripetuta e` anche detto corner cutting (“taglio
degli angoli”) in quanto, attraverso l’interpolazione lineare a tratti, i vertici del vecchio
poligono di controllo sono eliminati per ottenere un nuovo poligono di controllo.
La procedura 2.7, richiamando la 2.8, realizza l’elevamento di grado di una
curva di Be´zier.
Procedura 2.7 - elev
function P=elev(p,r)
%
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punti di controllo
curva di Bézier
punti di controllo dopo il 1° elevamento di grado
punti di controllo dopo il 2° elevamento di grado
Figura 2.13: Successione di poligoni di controllo che definiscono una medesima curva
e che si avvicinano ad essa al crescere del numero di applicazioni del processo di
elevamento di grado.
% Funzione che realizza l’elevamento di grado
% di una curva di Be´zier.
%
% Parametri di input:
% p: matrice di dimensioni 3x(numero di punti di controllo)
% contenente le coordinate x,y,z dei punti di controllo;
% r: intero che indica il numero di punti da aggiungere
% nell’innalzamento di grado.
%
% Parametri di output:
% P: matrice di dimensioni 3x(numero di punti di controllo+r) con-
% tenente le coordinate dei nuovi punti di controllo generati.
%
% Funzioni-utente chiamate:
% bin.
%
n=size(p,2)-1;
P=zeros(3,n+r+1);
P(:,1)=p(:,1);
for i=2:n+r
for j=1:n+1
P(:,i)=P(:,i)+bin(n,j-1)*bin(r,i-j)/bin(n+r,i-1)*p(:,j);
end
end
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P(:,n+r+1)=p(:,n+1);
Procedura 2.8 - bin
function B=bin(n,k)
%
% Funzione che calcola il coefficiente binomiale n su k.
%
% Parametri di input:
% n,k: scalari interi.
%
% Parametri di output:
% B: intero positivo.
%
if k>=0 & k<=n
B=nchoosek(n,k);
else
B=0;
end
Il processo di elevamento di grado comporta la descrizione di una curva me-
diante piu` punti di controllo del necessario e quindi e` un processo che introduce una
ridondanza. Esso risulta tuttavia importante, per esempio, nella rappresentazione
di superfici o nella generazione di curve composte, i cui algoritmi di costruzione
richiedano in input curve dello stesso grado.
Il processo inverso di riduzione di grado comporta invece la riduzione di infor-
mazione nella rappresentazione di una curva, senza ovviamente perderne le caratteri-
stiche principali. In generale la riduzione esatta di grado non e` possibile, ma puo` essere
vista come un metodo per approssimare una data curva con una di grado minore [4].
2.1.7 Forma baricentrica di una curva di Be´zier
In questo paragrafo presentiamo una diversa rappresentazione delle curve di Be´zier,
cioe` la loro forma baricentrica.
Ricordiamo che se P1 e P2 sono due punti distinti su una retta, allora ogni
punto P della retta puo` essere scritto nella seguente forma:
P = αP1 + βP2,
con α+ β = 1. Allora α e β sono dette coordinate baricentriche di P rispetto a P1 e
P2 (vedere Appendice).
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Potremo dunque considerare una curva polinomiale Qn di grado n definita sulla retta
reale nel seguente modo:
Qn(α, β) =
∑
i,j≥0
i+j=n
n!
i!j!
αiβjPi,j .(2.32)
Notiamo che, benche´ (2.32) sembri bidimensionale, in realta` non lo e`. Infatti la
condizione α + β = 1 assicura che stiamo ancora definendo una curva, e non una
superficie.
La relazione tra la rappresentazione baricentrica (2.32) e la forma di Be´zier
tradizionale risulta individuata dai seguenti vincoli: t = β, Pj = Pi,j .
Questa rappresentazione evidenzia le proprieta` di invarianza per trasformazione
affine del parametro e, di conseguenza, di simmetria delle curve di Be´zier.
La posizione dei due punti P1 e P2 risulta irrilevante, infatti cio` che importa e`
la posizione relativa di P rispetto ad essi, descritta da α e β.
2.1.8 Teorema di approssimazione di Weierstrass e curve di
Be´zier
Il teorema di Weierstrass [3, 13], uno dei piu` importanti risultati della teoria dell’ap-
prossimazione, puo` essere presentato nel contesto delle curve parametriche.
Sia Q una curva continua definita su [0, 1]. Per un fissato intero n, consideriamo
una sequenza di nodi ti =
i
n , i = 0, . . . , n. I punti Q(
i
n ) possono essere interpretati
come i vertici del poligono di controllo della curva polinomiale
Qn(t) =
n∑
i=0
Q
( i
n
)
BEni (t).
Diremo che Qn e` l’approssimazione di Bernstein-Be´zier di grado n di Q.
Consideriamo ora Qn per valori crescenti di n, generando quindi una sequenza
di approssimazioni Qn, Qn+1, . . .
Il teorema di approssimazione di Weierstrass stabilisce che tale sequenza di curve
polinomiali converge alla curva Q:
lim
n→∞
Qn(t) = Q(t).
Tale risultato ha un valore soprattutto teorico, in quanto in pratica si dovrebbero
scegliere valori di n dell’ordine delle migliaia o anche dei milioni per ottenere una
ragionevole approssimazione di Q [8]. In teoria esso ci dice che ogni curva continua
puo` essere approssimata con precisione arbitraria da una curva polinomiale.
2.2 Superfici di Be´zier di tipo tensore prodotto
Possiamo pensare ad una superficie di Be´zier di tipo tensore prodotto come al luogo
geometrico generato da una curva di Be´zier che si muove nello spazio 3D, in modo
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tale che ciascun suo punto di controllo descriva a sua volta una curva di Be´zier e che
le curve su cui si muovono i punti di controllo siano tutte dello stesso grado.
In Fig. 2.14 e` rappresentata una superficie ottenuta muovendo nello spazio una
curva quadratica, cosicche´ i suoi tre punti controllo si spostino lungo curve cubiche.
Figura 2.14: Superficie tensore prodotto, generata da una curva di grado due i cui
punti di controllo si muovono su una curva di grado tre.
In Fig. 2.15 e` invece descritto il legame tra il dominio dei parametri s e t e lo
spazio 3D.
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Figura 2.15: (a) Dominio di variazione dei parametri s e t. (b) Superficie di Be´zier,
su cui e` evidenziato il punto (1.8, 1.2, 2.72448), corrispondente ai valori s = 0.2 e
t = 0.3 dei parametri.
Formalizziamo ora quanto detto sopra.
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Sia
Qn(t) =
n∑
j=0
PjBE
n
j (t)(2.33)
la curva iniziale di grado n, che si muove nello spazio.
Poiche´ ciascun Pj deve descrivere una curva di Be´zier di grado m, allora
Pj = Pj(s) =
m∑
i=0
Pi,jBE
m
i (s).(2.34)
Combinando (2.33) e (2.34), otteniamo l’equazione parametrica della superficie di
Be´zier:
Qm,n(s, t) =
m∑
i=0
n∑
j=0
Pi,jBE
m
i (s)BE
n
j (t).(2.35)
Fissato un sistema di riferimento cartesiano ortogonale, ogni superficie di Be´zier e`
quindi definita mediante un suo poliedro caratteristico (detto poliedro di controllo o
B-net), avente come vertici i punti Pi,j = (xi,j , yi,j , zi,j), i = 0, . . . ,m, j = 0, . . . , n,
che sono detti punti di controllo, come nel caso delle curve. Osserviamo che tali punti
hanno topologia rettangolare (matrice di Be´zier).
In Fig. 2.16 sono presentati due esempi di superfici. In particolare in Fig.
2.16(b) la presenza di punti di controllo multipli permette di simulare meglio l’anda-
mento non regolare della superficie. I punti che individuano il poliedro di controllo
sono collegati da linee tratteggiate. Le linee continue rappresentano curve con s o t
costante. La curva originale Qn(t) e` dunque la curva isoparametrica corrispondente
a s = 0 ed ha punti di controllo P0,j , j = 0, . . . , n.
Il punto Qm,n(s, t), appartenente alla superficie polinomiale, puo` dunque es-
sere valutato mediante n+ 2 applicazioni dell’algoritmo di de Casteljau per le curve,
secondo il seguente schema:
1. calcolo degli n+ 1 punti Pj(s) =
∑m
i=0 PijBE
m
i (s)
2. calcolo del punto Qm,n(s, t) =
∑n
j=0 Pj(s)BE
n
j (t) sulla superficie.
(2.36)
Consideriamo, per esempio, la superficie
Q3,2(s, t) =
3∑
i=0
2∑
j=0
PijBE
3
i (s)BE
2
j (t)
la cui matrice di Be´zier, relativamente alle sole zij , e` riportata nell’angolo in alto
a sinistra in (2.37). In (2.37) e` illustrato, per le quote z, come opera l’algoritmo
sopra descritto, mostrando in alto i passi previsti dell’algoritmo di de Casteljau, re-
lativamente al punto 1. per s = 2/3, e a destra i passi relativi al punto 2., per
t = 1/2.
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Figura 2.16: Superficie di Be´zier (a) biquadratica con punti di controllo
P00(0, 0, 0), P10(3, 0, 3), P20(6, 0, 0), P01(0, 3, 2), P11(3, 3, 3), P21(6, 3, 4), P02(0, 6, 1),
P12(3, 6, 2), P22(6, 6, 4); (b) bicubica con punti di controllo P00(3, 0, 0),
P10(3, 0, 0), P20(3, 0, 0), P30(3, 0, 0), P01(0, 2, 2), P11(2, 1, 2), P21(4, 1, 2), P31(5, 2, 2),
P02(−1, 4, 4), P12(1, 2, 4), P22(5, 2, 4), P32(6, 4, 4), P03(1, 5, 6), P13(3, 4, 6),
P23(5, 4, 6), P33(3, 5, 6).
Osserviamo che si perviene allo stesso risultato se si applica prima l’algoritmo
di de Casteljau m + 1 volte alle colonne della matrice di Be´zier per t = 1/2 e poi
un’ultima volta alle righe per s = 2/3.

 z00 z10 z20 z30z01 z11 z21 z31
z02 z12 z22 z32

 =

 0 −1 1 01 3 0 4
0 −2 −2 0

⇒

−2/3 1/3 1/37/3 1 8/3
−4/3 −2 −2/3

⇒

 0 1/313/9 19/9
−16/9 −10/9

⇒

 2/951/27
−4/3


⇓ ⇓ ⇓ ⇓(2.37) [
1/2 1 1/2 2
1/2 1/2 −1 2
]
⇒
[
5/6 2/3 3/2
1/2 −1/2 1
]
⇒
[
13/18 11/9
−1/6 1/2
]
⇒
[
19/18
5/18
]
⇓ ⇓ ⇓ ⇓
[ 12
3
4 −
1
4 2 ] ⇒ [
2
3
1
12
15
12 ] ⇒ [
5
18
31
36 ] ⇒ [
2
3 ]
Inoltre si possono arbitrariamente alternare le operazioni tra righe e colonne,
come e` indicato dalle frecce in (2.37).
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La procedura 2.9 genera una superficie di Be´zier di tipo tensore prodotto, defini-
ta da un prefissato poliedro di controllo, mediante n + 2 applicazioni dell’algoritmo
di de Casteljau per le curve secondo lo schema (2.36).
In input alla procedura e` assegnata la matrice multiindice:

P00 P10 ... ... Pm0
P01 P11 ... ... Pm1
... ... ... ... ...
P0n P1n ... ... Pmn

 .
Ogni elemento di tale matrice e` individuato dalla terna (α, β, γ), dove α indica la
riga a cui esso appartiene, β la colonna ed γ la pagina. Il termine “pagina”, che
descrive la terza dimensione, ne fornisce una visualizzazione, rappresentando matrici
bidimensionali sovrapposte una all’altra, nello stesso modo in cui le pagine di un
libro chiuso sono sovrapposte una all’altra [10]. In questo caso la matrice, utilizzata
nella procedura 2.9, ha dimensioni (n+ 1)× (m+ 1)× 3, dove 3 indica le tre pagine
contenenti rispettivamente ascisse, ordinate e quote di Pij , i = 0, ...,m, j = 0, ..., n:
prima pagina seconda pagina terza pagina

x00 x10 ... ... xm0
x01 x11 ... ... xm1
... ... ... ... ...
x0n x1n ... ... xmn

 ,


y00 y10 ... ... ym0
y01 y11 ... ... ym1
... ... ... ... ...
y0n y1n ... ... ymn

 ,


z00 z10 ... ... zm0
z01 z11 ... ... zm1
... ... ... ... ...
z0n z1n ... ... zmn

 .
Per esempio l’elemento z01 della matrice multiindice e` associato alla terna (2, 1, 3).
Procedura 2.9 - dec2d
function cast 2d=dec2d(p,s,t)
%
% Funzione che genera una superficie di Be´zier di tipo tensore
% prodotto, di grado m in s e di grado n in t, definita da
% prefissati punti di controllo, aventi topologia rettangolare,
% utilizzando l’algoritmo di de Casteljau.
%
% Se non sono assegnati parametri di input e` generato il
% paraboloide iperbolico, passante per i quattro punti di
% coordinate (0,0,0),(1,0,0),(0,1,0),(1,1,1).
%
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% Parametri di input:
% p: matrice di dimensioni (n+1)x(m+1)x3 contenente ascisse,
% ordinate e quote dei punti di controllo;
% s,t: vettori (colonna) dei valori dei parametri, tali che s*t’
% rappresenta un reticolo (eventualmente degenere)
% di punti sul dominio [0,1]x[0,1].
%
% Parametri di output:
% cast 2d: matrice di dimensioni
% (lunghezza di t)x(lunghezza di s)x3 contenente
% le coordinate dei punti della superficie generati.
%
% Se non sono assegnati parametri di output, la superficie viene
% disegnata.
%
% Funzioni-utente chiamate:
% dec.
%
if nargin==0
s=linspace(0,1,21)’; t=s;
x=[0 1;0 1]; y=[0 0;1 1]; z=[0 0 ;0 1];
p=cat(3,x,y,z);
end
np1=size(p,1); %np1=n+1
for i=1:np1
% applicazione dell’algoritmo di de Casteljau alle n+1 righe
% di ogni ’pagina’ della matrice p e memorizzazione dei
% risultati nella matrice cast 1d di dimensioni
% 3x(lunghezza di s)x(n+1)
cast 1d(:,:,i)=dec(reshape(p(i,:,:),size(p,2),3)’,s);
end
% applicazione dell’algoritmo di de Casteljau un’ultima volta
% rispetto al parametro t per ogni valore di s e memorizzazione
% nella matrice cast2d di dimensioni
% (lunghezza di t)x(lunghezza di s)x3
sl=length(s);
for j=1:sl
cast2d(j,:,:)=dec(permute(cast 1d(:,j,:),[1 3 2]),t);
Curve e superfici polinomiali 69
end
cast2d=permute(cast2d,[3 1 2]);
if nargout==0
if size(cast2d,1)==1 & size(cast2d,2)==1
plot3(cast2d(:,:,1),cast2d(:,:,2),cast2d(:,:,3), ...
’LineStyle’,’.’,’MarkerSize’,15)
elseif size(cast2d,1)==1 | size(cast2d,2)==1
plot3(cast2d(:,:,1),cast2d(:,:,2),cast2d(:,:,3))
else
surf(cast2d(:,:,1),cast2d(:,:,2),cast2d(:,:,3))
end
else
cast 2d=cast2d;
end
Nelle Figure 2.17 e 2.18 riportiamo alcuni esempi di superfici ottenute utiliz-
zando la procedura 2.9.
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Figura 2.17: Superficie di Be´zier relativa al poliedro di controllo individuato dai
punti (a) P00(0, 0, 0), P10(2, 0, 0), P20(4, 0, 0), P01(0, 2, 0), P11(2, 2, 0), P21(4, 2, 2),
P02(0, 4, 0), P12(2, 4, 4), P22(4, 4, 4); (b) P00(0, 0, 0), P10(2, 0, 0), P01(0, 2, 0),
P11(2, 2, 0), P02(0, 4, 0), P12(2, 4, 4).
Molte proprieta` delle superfici di Be´zier (2.35) seguono direttamente dalle
corrispondenti proprieta` delle curve. Nel seguito riportiamo, in sintesi, le principali:
- Qm,n(s, t) e` una combinazione baricentrica dei suoi punti di controllo, quindi e`
invariante per trasformazioni affini;
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Figura 2.18: Superficie di Be´zier relativa al poliedro di controllo individuato dai pun-
ti (a) P00(3, 2, 1), P10(3, 2, 2), P20(3, 4, 5), P30(4, 2, 1), P01(2, 3, 1), P11(2, 1, 2),
P21(5, 2, 2), P31(1, 2, 3), P02(1, 2, 3), P12(3, 4, 3), P22(3, 2, 2), P32(2, 2, 1);
(b) P00(0, 0, 0), P10(2, 0, 0), P20(0, 0, 0), P30(7, 4, 6), P01(0, 2, 8), P11(2, 2, 2),
P21(4, 2, 0), P31(6, 3, 8), P02(0, 4, 4), P12(2, 4, 0), P22(4, 4, 4), P32(6, 7, 8).
- Qm,n(s, t) e` una combinazione convessa dei suoi punti di controllo, quindi e`
contenuta nel loro inviluppo convesso;
- le curve di contorno sono curve polinomiali. I loro poligoni di controllo sono dati
dai poligoni di contorno del poliedro di controllo. In particolare i quattro vertici
del poliedro di controllo corrispondenti ai valori (s, t) = (0, 0), (0, 1), (1, 0), (1, 1)
appartengono alla superficie;
- le superfici di Be´zier sono invarianti per trasformazioni affini del parametro, cioe`
se u = a(1− s) + bs, a 6= b e v = c(1− t) + dt, c 6= d, allora
Qm,n(u(s), v(t)) = Qm,n(s, t), s, t ∈ [0, 1], (u, v) ∈ [a, b]× [c, d].
2.2.1 Interpolazione bilineare e algoritmo di de Casteljau
Cos`ı come una curva di Be´zier puo` essere ottenuta attraverso l’applicazione ripetuta
dell’interpolazione lineare, mostreremo ora che una superficie di Be´zier puo` essere
generata mediante l’applicazione ripetuta dell’interpolazione bilineare.
L’interpolazione bilineare genera la piu` semplice superficie tra quattro punti.
Siano P00 , P01 , P10 , P11 quattro punti distinti nello spazio 3D. L’insieme di tutti i
punti della forma:
Q11(s, t) =
1∑
i=0
1∑
j=0
PijBE
1
i (s)BE
1
j (t), s, t ∈ [0, 1](2.38)
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e` detto paraboloide iperbolico tra i quattro punti Pij , i, j = 0, 1. In forma matriciale
risultera`:
Q11(s, t) =
[
1− s s
] [ P00 P01
P10 P11
] [
1− t
t
]
.
Poiche´ (2.38) e` lineare sia in s sia in t ed interpola i punti dati, la superficie Q11 e`
detta interpolante bilineare (Fig. 2.19). Diremo che il quadrato unitario [0, 1]× [0, 1]
e` il dominio dell’interpolante, mentre la superficie Q11 e` il codominio.
Una retta parallela ad uno degli assi nel dominio corrisponde ad una curva
nel codominio, che, come sappiamo, e` chiamata curva isoparametrica. Ogni curva
isoparametrica del paraboloide iperbolico e` una retta, quindi i paraboloidi iperbolici
sono superfici rigate. In particolare la linea s = 0 e` trasformata nella retta tra P00 e
P01 e analogamente per le tre altre curve di contorno.
Invece di valutare l’interpolante bilineare direttamente si puo` applicare una
procedura a due passi, come segue. Calcoliamo prima i due punti intermedi:
P 0100 (t) = (1− t)P00 + tP01
P 0110 (t) = (1− t)P10 + tP11
ed otteniamo il seguente risultato finale:
P 1100 (s, t) = (1− s)P
01
00 (t) + sP
01
10 (t).
Cio` significa calcolare prima i coefficienti della isoparametrica t = costante e poi
valutare tale isoparametrica in s; cio` si realizza mediante l’uso dell’algoritmo di de
Casteljau per le curve. Si verifica facilmente che l’altra possibilita`, cioe` calcolare
prima una curva isoparametrica s =costante e poi valutarla in t, fornisce lo stesso
risultato.
Poiche´ l’interpolazione lineare e` una trasformazione affine (vedere Appendice) e
poiche´ si e` applicata l’interpolazione lineare sia in s sia in t, si dice che l’interpolazione
bilineare e` una trasformazione biaffine.
Osserviamo che il termine “paraboloide iperbolico” deriva dalla geometria ana-
litica. Infatti consideriamo la superficie non parametrica z = xy. Essa puo` essere
interpretata come l’interpolante bilineare per i quattro punti P00(0, 0, 0), P10(1, 0, 0),
P01(0, 1, 0), P11(1, 1, 1) (Fig. 2.19).
Se si interseca la superficie con un piano parallelo al piano xy la curva risultante
e` un iperbole; se la si interseca con un piano contenente l’asse z la curva risultante e`
una parabola.
Consideriamo ora la superficie di Be´zier (2.35) nel caso m = n. Essa puo` essere
ottenuta mediante l’applicazione ripetuta dell’interpolazione bilineare.
Supponiamo dunque che siano dati la matrice quadrata di Be´zier {Pij , 0 ≤ i, j ≤ n}
ed un punto (s, t) del dominio. Il punto Qm,n(s, t) della superficie (2.35), avente
poliedro di controllo individuato dai punti {Pij}, puo` essere generato come segue:
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Figura 2.19: Paraboloide iperbolico.
P rrij (s, t) =
[
1− s s
] [ P r−1,r−1i,j P r−1,r−1i,j+1
P r−1,r−1i+1,j P
r−1,r−1
i+1,j+1
] [
1− t
t
]
(2.39)
con r = 1, ..., n, i, j = 0, ..., n− r e P 00ij = Pij .
Allora Pnn00 e` il punto sulla superficie di Be´zier (2.35), corrispondente ai valori
(s, t) dei parametri.
In Fig 2.20 e` riportato un esempio relativo al caso m = n = 3.
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Figura 2.20: m = n = 3.
L’algoritmo sopra presentato genera punti della superficie (2.35) solo per gradi
uguali in s e t , cioe` n = m.
Nel caso in cui n 6= m, la matrice di Be´zier e` rettangolare, ma questa volta
l’applicazione diretta dell’algoritmo di de Casteljau tramite l’interpolazione bilineare
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ripetuta non puo` essere effettuata fino alla determinazione del punto Qm,n(s, t), ap-
partenente alla superficie polinomiale. Tuttavia, definito k = min{m,n}, applichia-
mo l’interpolazione bilineare ripetuta (2.39) con r = 1, ..., k, i = 0, ...,m − r e
j = 0, ..., n − r. Otteniamo come risultato punti del tipo P kk0j o P
kk
i0 che assumiamo
come punti di controllo di una curva di Be´zier rispettivamente in t o in s. Ad essi
applichiamo l’algoritmo di de Casteljau per le curve per determinare il punto sulla
superficie.
Ad esempio, in Figura 2.21 e` mostrato il caso m = 3, n = 2, per il quale
k = min{3, 2} = 2. Applicando (2.39) con r = 1, 2, i = 0, ..., 3− r e j = 0, ..., 2 − r,
nel caso r = 1 verranno generati via via i punti P 1100 , P
11
01 per i = 0, P
11
10 , P
11
11 per
i = 1, P 1120 , P
11
21 per i = 2 e nel caso r = 2 i punti P
22
00 per i = 0, P
22
10 per i = 1. Infine
l’applicazione dell’algoritmo di de Casteljau per le curve, in s, con punti di controllo
P 2200 e P
22
10 fornisce il punto P
32
00 , appartenente alla superficie.
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Figura 2.21: m = 3, n = 2.
Non e` difficile dimostrare che la definizione (2.35) e` equivalente a quella che
utilizza direttamente l’algoritmo di de Casteljau.
2.3 Superfici di Be´zier triangolari
In questo paragrafo considereremo la rappresentazione di Be´zier di superfici polinomia-
li definite su triangoli, che risulta particolarmente utile nella generazione di superfici
polinomiali a tratti, definite su una triangolazione di un dominio assegnato.
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2.3.1 Polinomi di Bernstein su un dominio triangolare e su-
perfici di Be´zier triangolari
I polinomi di Bernstein di grado n, associati ad un triangolo di base, possono essere
facilmente definiti con l’aiuto delle coordinate baricentriche (vedere Appendice).
Consideriamo l’identita`
(u+ v + w)n =
∑
i,j,k>0
i+j+k=n
n!
i!j!k!
uivjwk
e ricordiamo le seguenti relazioni elementari
[u+ (v + w)]n =
n∑
i=0
(
n
i
)
ui(v + w)n−i,
(v + w)n−i =
n−i∑
j=0
(
n− i
j
)
vjwn−i−j .
Allora nel caso bivariato i polinomi di Bernstein di grado n sono cos`ı definiti:
BEni,j,k(u, v, w) =
n!
i!j!k!
uivjwk(2.40)
con i+ j + k = n, i, j, k ≥ 0, u+ v + w = 1, u, v, w ≥ 0.
Osserviamo che essi sono la naturale generalizzazione del caso univariato:
BEni (t) =
(
n
i
)
ti(1− t)n−i
relativo all’intervallo [0,1]. Infatti, se si pone u = t e v = 1− t si ottiene:
BEni (t) = BE
n
i,j(u, v) =
n!
i!j!
uivj
dove u e v sono le coordinate baricentriche associate all’intervallo [0, 1].
Per semplicita` di notazione poniamo:
I = [i j k]T, τ = [u v w]T
con
| I |= i+ j + k, | τ |= u+ v + w.
Inoltre siano e1 = [1 0 0]
T, e2 = [0 1 0]
T, e3 = [0 0 1]
T.
Allora (2.40) puo` essere riscritta come segue:
BEnI (τ) =
n!
i!j!k!
uivjwk, | τ |= 1.(2.41)
I polinomi di Bernstein di grado n, definiti in (2.40), soddisfano alle seguenti
proprieta`:
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1. sono in numero di
(
n+ 2
2
)
e sono linearmente indipendenti; quindi costitui-
scono una base dello spazio dei polinomi di grado totale minore o uguale ad
n;
2. formano una partizione dell’unita`, cioe`:∑
|I|=n
BEnI (τ) = 1;
3. BEnI (τ)≥ 0 nel triangolo di base;
4. sui lati del dominio triangolare, si riducono ai polinomi di Bernstein univariati.
Per esempio:
BEn0,j,k(0, v, w) = BE
n
j (v) = BE
n
k (w);
5. soddisfano alla formula ricorsiva
BEni,j,k(u, v, w) = uBE
n−1
i−1,j,k(u, v, w)+vBE
n−1
i,j−1,k(u, v, w)+wBE
n−1
i,j,k−1(u, v, w)
o equivalentemente:
BEnI (τ) = uBE
n−1
I−e1
(τ) + vBEn−1I−e2(τ) + wBE
n−1
I−e3
(τ).(2.42)
Cio` segue dalla loro definizione e dal fatto che
n!
i!j!k!
=
(n− 1)!
(i− 1)!j!k!
+
(n− 1)!
i!(j − 1)!k!
+
(n− 1)!
i!j!(k − 1)!
;
6. il massimo di BEnI (τ) risulta in τ =
I
n .
Nelle figure 2.22-2.26 sono presentati i dieci polinomi di Bernstein di grado
n = 3.
(a) (b)
Figura 2.22: (a) BE30,0,3(u, v, w) = w
3; (b) BE30,3,0(u, v, w) = v
3.
La procedura 2.11 genera il polinomio di Bernstein BEnI definito su un dato
dominio triangolare. Tale procedura richiama la procedura 2.10, in cui sono deter-
minate le quote dei punti appartenenti alla superficie da generare. Osserviamo che il
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(a) (b)
Figura 2.23: (a) BE33,0,0(u, v, w) = u
3; (b) BE30,1,2(u, v, w) = 3vw
2.
(a) (b)
Figura 2.24: (a) BE30,2,1(u, v, w) = 3v
2w; (b) BE31,2,0(u, v, w) = 3uv
2.
(a) (b)
Figura 2.25: (a) BE32,1,0(u, v, w) = 3u
2v; (b) BE32,0,1(u, v, w) = 3u
2w.
tipo di dominio triangolare e` assolutamente ininfluente ai fini della determinazione di
tali quote.
Procedura 2.10 - bernst
function b=bernst(i,j,k,tau)
%
% Funzione che fornisce le quote di un insieme di punti
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(a) (b)
Figura 2.26: (a) BE31,0,2(u, v, w) = 3uw
2; (b) BE31,1,1(u, v, w) = 6uvw.
% appartenenti alla superficie polinomiale di Bernstein
% BE {i,j,k} di grado n=i+j+k definita su un dominio triangolare.
%
% Parametri di input:
% i,j,k: indici del polinomio di Bernstein BE {i,j,k};
% tau: matrice di dimensioni 3x(numero di punti), contenente le
% coordinate baricentriche dei punti del dominio
% triangolare.
%
% Parametri di output:
% b: vettore riga dei valori assunti in tau dal polinomio.
%
n=i+j+k;
b=prod(1:n)/(prod(1:i)*prod(1:j)*prod(1:k)) ...
*tau(1,:).^ i.*tau(2,:).^ j.*tau(3,:).^ k;
Procedura 2.11 - tri bernst
function BE=tri bernst(i,j,k,T,m)
%
% Funzione che genera il polinomio di Bernstein BE {i,j,k}
% di grado n=i+j+k definito su un dominio triangolare T
% assegnato.
%
% Parametri di input:
% i,j,k: indici del polinomio di Bernstein BE {i,j,k};
% T: matrice di dimensioni 2x3 contenente le coordinate
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% cartesiane dei vertici del triangolo (ascisse nella prima
% riga, ordinate nella seconda);
% m: parametro relativo al numero di punti di valutazione
% per la rappresentazione di BE {i,j,k}, con riferimento
% alla risoluzione grafica.
%
% Parametri di output:
% BE: matrice di dimensioni 3x((m+1)(m+2)/2), contenente le
% coordinate cartesiane dei punti generati, appartenenti
% a BE {i,j,k}.
%
% Se non sono assegnati parametri di output, il polinomio di
% Bernstein di grado n=i+j+k viene disegnato.
%
% Funzioni-utente chiamate:
% bernst.
%
kk=0;
for ii=1:m+1
for jj=1:ii
kk=kk+1;
tau(1,kk)=(m-ii+1)/m;
tau(2,kk)=(ii-jj)/m;
tau(3,kk)=(jj-1)/m;
end
end
xy=T*tau;
z=bernst(i,j,k,tau);
if nargout==0
tri=delaunay(xy(1,:),xy(2,:));
trisurf(tri,xy(1,:),xy(2,:),z);
else
BE=[xy(1,:);xy(2,:);z];
end
Poiche´ i polinomi di Bernstein {BEnI } di grado n formano una base per lo
spazio dei polinomi bivariati di grado minore o uguale ad n, definiti su un dominio
triangolare, ogni superficie polinomiale triangolare di grado totale n ha un’unica
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rappresentazione parametrica della forma:
Qn(τ) =
∑
|I|=n
PIBE
n
I (τ).(2.43)
Chiameremo dunque Qn, definita da (2.43), superficie di Be´zier triangolare.
In (2.43), gli 12 (n+ 1)(n+ 2) punti PI(xI , yI , zI) sono detti punti di Be´zier.
Essi sono i vertici del cosiddetto poliedro di controllo o Be´zier net (B-net), associato
alla superficie Qn. Osserviamo che il B-net risulta essere l’interpolante lineare a tratti
per i punti di Be´zier.
Tali punti hanno una struttura triangolare. Nel caso cubico, per esempio, essi
risultano organizzati come segue:
P0,3,0
P0,2,1 P1,2,0
P0,1,2 P1,1,1 P2,1,0
P0,0,3 P1,0,2 P2,0,1 P3,0,0
e sono associati ai punti aventi coordinate baricentriche I3 , che si trovano sul
triangolo di base:
(0, 1, 0)
(0, 23 ,
1
3 ) (
1
3 ,
2
3 , 0)
(0, 13 ,
2
3 ) (
1
3 ,
1
3 ,
1
3 ) (
2
3 ,
1
3 , 0)
(0, 0, 1) (13 , 0,
2
3 ) (
2
3 , 0,
1
3 ) (1, 0, 0)
Quindi, ritornando alla definizione di superficie di Be´zier triangolare come com-
binazione lineare di polinomi di Bernstein, si vede che tutte le informazioni relative a
tale superficie possono essere ricavate dal B-net. Infatti:
Q3(τ) =
∑
|I|=3
PIBE
3
I (τ)
= P0,0,3w
3 + P0,3,0v
3 + P3,0,0u
3 + 3P0,1,2vw
2 + 3P0,2,1v
2w
+3P1,2,0uv
2 + 3P2,1,0u
2v + 3P2,0,1u
2w + 3P1,0,2uw
2 + 6P1,1,1uvw.
Osserviamo che i polinomi di Bernstein sono associati ai punti di Be´zier secondo
il seguente schema triangolare:
v3
3v2w 3uv2
3vw2 6uvw 3u2v
w3 3uw2 3u2w u3
Nel caso generale i punti di Be´zier PI , | I |= n:
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P0,n,0
P0,n−1,1 P1,n−1,0
... ... ...
P0,0,n P1,0,n−1 ... Pn,0,0
sono associati ai punti del triangolo di base aventi coordinate baricentriche In :
(0, 1, 0)
(0, 1− 1n ,
1
n ) (
1
n , 1−
1
n , 0)
... ... ...
(0, 0, 1) ( 1n , 0, 1−
1
n ) ... (1, 0, 0)
Le proprieta` dei polinomi di Bernstein viste precedentemente possono essere
trasferite sulla rappresentazione di Qn.
In particolare si dimostra facilmente che i tre vertici del poliedro di controllo
corrispondenti a (u, v, w) = (1, 0, 0), (0, 1, 0), (0, 0, 1) appartengono alla superficie.
Per le proprieta` 2. e 3. dei polinomi di Bernstein, la superficie Qn e` una
combinazione convessa dei punti di Be´zier, quindi e` contenuta all’interno del B-net.
Inoltre essa risulta invariante per trasformazioni affini.
Le curve di contorno della superficie Qn sono curve polinomiali di Be´zier ed i
loro poligoni di controllo sono i contorni del poliedro di controllo. Per esempio, per i
punti τ0 = [0 v w]T di un lato del triangolo di base, risulta:
Qn(τ
0) =
∑
j+k=n
P0,j,kBE
n
0,j,k(τ
0)
che rappresenta una curva di Be´zier avente punti di controllo P0,j,k, con v + w = 1.
2.3.2 Algoritmo di de Casteljau
Una superficie di Be´zier definita su un dominio triangolare puo` essere facilmente
generata mediante l’algoritmo di de Casteljau.
L’algoritmo di de Casteljau per la costruzione di superfici triangolari di Be´zier
e` la generalizzazione del corrispondente algoritmo per le curve. Infatti esso si basa,
in analogia con quello in una variabile, sull’interpolazione lineare ripetuta.
Da (2.43), ricordando (2.42), poiche´ Qn(τ) puo` essere calcolato utilizzando i
polinomi di Bernstein di grado piu` basso, possiamo scrivere [4]:
Qn(τ) =
∑
|I|=n−r
P rI (τ)BE
n−r
I (τ), 0 ≤ r ≤ n,
dove
P 0I (τ) = PI , P
r
I (τ) = uP
r−1
I+e1
(τ) + vP r−1I+e2(τ) + wP
r−1
I+e3
(τ).
Curve e superfici polinomiali 81
Quindi:
Qn(τ) = P
n
0,0,0(τ).
Schematicamente tale algoritmo assume la seguente formulazione:
1. dati il grado n, gli
(
n+2
2
)
punti di Be´zier PI ∈ IE
3, con |I| = n, ed un punto
τ0 = [u0 v0 w0]
T nel triangolo di base;
2. per r = 1...n, |I| = n− r, si valuta
P rI (τ0) = u0P
r−1
I+e1
(τ0) + v0P
r−1
I+e2
(τ0) + w0P
r−1
I+e3
(τ0)(2.44)
con P 0I (τ0) = PI ;
3. risulta Qn(τ0) = P
n
0,0,0(τ0).
Consideriamo ad esempio il caso della superficie triangolare quadratica (n = 2),
definita dal poliedro di controllo, avente i seguenti sei vertici PI , | I |= 2:
P0,2,0(0, 2, 0)
P0,1,1(0, 1,−1) P1,1,0(1, 1, 2)
P0,0,2(0, 0, 0) P1,0,1(1, 0,
1
2 ) P2,0,0(2, 0, 3)
e sia τ0 =
[
1
9 ,
2
9 ,
2
3
]T
.
Applichiamo ora l’algoritmo di de Casteljau, che nel caso in esame si articola
in due passi, secondo lo schema di Fig. 2.27.
In particolare nel primo passo (r = 1) si ha:
P 10,1,0(τ0) =
1
9
P1,1,0 +
2
9
P0,2,0 +
2
3
P0,1,1
=
1
9

 11
2

+ 2
9

 02
0

+ 2
3

 01
−1

 =

 1/911/9
−4/9


P 10,0,1(τ0) =
1
9
P1,0,1 +
2
9
P0,1,1 +
2
3
P0,0,2
=
1
9

 10
1/2

+ 2
9

 01
−1

+ 2
3

 00
0

 =

 1/92/9
−1/6


P 11,0,0(τ0) =
1
9
P2,0,0 +
2
9
P1,1,0 +
2
3
P1,0,1
=
1
9

 20
3

+ 2
9

 11
2

+ 2
3

 10
1/2

 =

 10/92/9
10/9


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P0,2,0
ց
P1,1,0 −→ P
1
0,1,0
ր ց
P0,1,1
ց
P0,0,2 −→ P
1
0,0,1 −→ P
2
0,0,0
ր
P1,0,1
ց ր
P1,1,0 −→ P
1
1,0,0
ր
P2,0,0
P2,0,0 
P1,1,0 
P0,2,0 
P0,1,1 
P0,0,2 
P1,0,1 
P11,0,0 
P10,1,0 
P10,0,1 
P20,0,0 
Figura 2.27: I due passi dell’algoritmo di de Casteljau per generare una superficie
triangolare quadratica.
Nel secondo passo (r = 2) si ottiene:
P 20,0,0(τ0) =
1
9
P 11,0,0(τ0) +
2
9
P 10,1,0(τ0) +
2
3
P 10,0,1(τ0)
=
1
9

 10/92/9
10/9

+ 2
9

 1/911/9
−4/9

+ 2
3

 1/92/9
−1/6

 =

 2/94/9
−7/81


che rappresenta il punto Q2(τ0) appartenente alla superficie.
In Fig. 2.28 sono riportati due esempi di superfici quadratiche, generate uti-
lizzando l’algoritmo di de Casteljau, la prima delle quali fa riferimento all’esempio
appena trattato.
La procedura 2.13 genera la superficie di Be´zier triangolare, definita attraver-
so dati punti di controllo, utilizzando l’algoritmo di de Casteljau. Tale procedura
richiama la procedura 2.12, in cui sono calcolate le quote dei punti appartenenti alla
superficie da generare.
Si e` scelto di fornire in ingresso alla procedura gli
(
n+2
2
)
punti di Be´zier secondo
il seguente schema [4], esemplificato nel seguito al caso n = 3:
P0,3,0
ւ
P0,2,1 P1,2,0
ւ ր ւ
P0,1,2 P1,1,1 ↑ P2,1,0
ւ ւ ւ տ
P0,0,3 P1,0,2 P2,0,1 P3,0,0
Quindi, il primo elemento sara` P3,0,0, il secondo P2,1,0, il terzo P2,0,1, il quarto
P1,2,0 e cos`ı via.
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(a) (b)
Figura 2.28: Superficie di Be´zier triangolare avente poliedro di control-
lo (a) P2,0,0(2, 0, 3), P1,1,0(1, 1, 2), P1,0,1(1, 0,
1
2 ), P0,2,0(0, 2, 0), P0,1,1(0, 1,−1),
P0,0,2(0, 0, 0); (b) P2,0,0(6, 0, 0), P1,1,0(3, 3, 6), P1,0,1(3, 0, 3), P0,2,0(0, 6, 2),
P0,1,1(0, 3, 3), P0,0,2(0, 0, 2).
Procedura 2.12 - tri dec
function tri cast=tri dec(n,c,tau)
%
% Funzione che fornisce ascisse, ordinate o quote di un
% insieme di punti appartenenti ad una superficie di Be´zier
% triangolare di grado n, utilizzando l’algoritmo di
% de Casteljau.
%
% Parametri di input:
% n: grado della superficie di Be´zier triangolare;
% c: vettore (colonna) di lunghezza (n+1)(n+2)/2,
% contenente uno dei tre insiemi di coordinate
% (ascisse o ordinate o quote) del B-net.
% Esso e` fornito secondo il seguente schema,
% composto da (n+1)(n+2)/2 elementi:
% P {n,0,0} --> c(1) (u=1)
% P {0,n,0} --> c((n+1)(n+2)/2-n) (v=1)
% P {0,0,n} --> c((n+1)(n+2)/2) (w=1)
% Ad esempio, per n=3:
% P {3,0,0} --> c(1)
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% P {2,1,0} --> c(2)
% P {2,0,1} --> c(3)
% P {1,2,0} --> c(4)
% P {1,1,1} --> c(5)
% P {1,0,2} --> c(6)
% P {0,3,0} --> c(7)
% P {0,2,1} --> c(8)
% P {0,1,2} --> c(9)
% P {0,0,3} --> c(10);
% tau: matrice di dimensioni 3x(numero di punti) contenente
% le coordinate baricentriche di un insieme di punti
% del dominio triangolare.
%
% Parametri di output:
% tri cast: vettore riga di lunghezza (numero di punti)
% contenente ascisse o ordinate o quote dei punti
% appartenenti alla superficie triangolare, in
% corrispondenza dei punti tau.
%
% Ad ogni passo dell’algoritmo viene sovrascritto il vertice
% ‘‘a destra’’ di ogni sottotriangolo.
%
c=c(:,ones(size(tau,2),1));
for r=1:n
k=0;
for i=0:n-r
for j=0:i
k=k+1;
c(k,:)=tau(1,:).*c(k,:)+tau(2,:).*c(k+i+1,:) ...
+tau(3,:).*c(k+i+2,:);
end
end
end
tri cast=c(1,:);
Osserviamo, dalla (2.44) e dalla procedura 2.12, che l’algoritmo di de Casteljau
si applica ad ascisse, ordinate o quote dei punti di Be´zier fornendo ascisse, ordinate o
quote di punti appartenenti alla superficie triangolare.
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Procedura 2.13 - tri sup
function tri bez=tri sup(n,P,m)
%
% Funzione che genera una superficie di Be´zier di grado n
% su un dominio triangolare, definita da prefissati punti
% di controllo, utilizzando l’algoritmo di de Casteljau.
%
% Parametri di input:
% n: grado della superficie di Be´zier triangolare;
% P: matrice di dimensioni 3x((n+1)(n+2)/2), contenente
% le coordinate del B-net della superficie da rappresentare
% (ascisse nella prima riga, ordinate nella seconda e quote
% nella terza). Per l’ordinamento dei punti vedere
% procedura tri dec;
% m: numero naturale, relativo al numero di punti di
% valutazione per la risoluzione grafica della superficie.
%
% Parametri di output:
% tri bez: matrice di dimensioni 3x((m+1)(m+2)/2), contenente
% le coordinate cartesiane dei punti della
% superficie triangolare generati.
%
% Se non sono assegnati parametri di output, la superficie
% viene disegnata.
%
% Funzioni-utente chiamate:
% tri dec.
%
k=0;
for i=1:m+1
for j=1:i
k=k+1;
tau(1,k)=(m-i+1)/m;
tau(2,k)=(i-j)/m;
tau(3,k)=(j-1)/m;
end
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end
x=tri dec(n,P(1,:)’,tau);
y=tri dec(n,P(2,:)’,tau);
z=tri dec(n,P(3,:)’,tau);
T=[0 1 0; 0 0 1];
TT=T*tau;
if nargout==0
tri=delaunay(TT(1,:),TT(2,:));
trisurf(tri,x,y,z)
else
tri bez=[x;y;z];
end
2.4 Introduzione alle curve e superfici di Be´zier ra-
zionali
Una curva di Be´zier razionale di grado n, avente punti di controllo Pi e pesi wi ∈ IR,
i = 0, . . . , n, ha la seguente forma:
Rn(t) =
∑n
i=0 wiPiBE
n
i (t)∑n
i=0 wiBE
n
i (t)
=
n∑
i=0
Pi
wiBE
n
i (t)∑n
j=0 wjBE
n
j (t)
(2.45)
con t ∈ [0, 1].
I pesi wi hanno tutti lo stesso segno, per evitare che il denominatore si annulli
per qualche valore di t ∈ [0, 1].
Quando wi = cost, ∀i, allora (2.45) si riduce ad una curva polinomiale di Be´zier
di grado n.
Le curve razionali godono di proprieta` analoghe alle curve polinomiali di Be´zier:
• proprieta` dell’inviluppo convesso, cioe` se wi > 0, i = 0, . . . , n, allora la curva
(2.45) e` contenuta nell’inviluppo convesso dei suoi punti di controllo;
• proprieta` di interpolazione dei punti di controllo iniziale e finale;
• proprieta` delle tangenti nei punti di controllo iniziale e finale, cioe` le tangenti
nei punti iniziale e finale sono parallele rispettivamente a P1 − P0 e Pn − Pn−1;
• proprieta` di invarianza per trasformazioni affini;
• proprieta` di “diminuzione della variazione” (variation diminishing), cioe` il nu-
mero di volte che la curva interseca un qualunque piano e` limitato dal numero
di volte che il poligono di controllo interseca il piano medesimo.
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Inoltre la curve razionali godono di due ulteriori proprieta`, che non valgono per
le curve polinomiali di Be´zier, cioe`:
• forniscono una rappresentazione esatta per le coniche;
• sono invarianti per trasformazioni proiettive.
Analogamente a quanto illustrato nel §2.2 sulle superfici di Be´zier di tipo
tensore prodotto e con le stesse notazioni, si puo` definire una superficie di Be´zier
razionale, con punti di controllo Pij e pesi wij ∈ IR, come segue:
Sm,n(s, t) =
∑m
i=0
∑n
j=0 wijPijBE
m
i (s)BE
n
j (t)∑m
i=0
∑n
j=0 wijBE
m
i (s)BE
n
j (t)
.
Le superfici di Be´zier razionali, oltre a soddisfare le proprieta` delle superfici
polinomiali di Be´zier presentate nel §2.2, sono invarianti per trasformazioni proiettive.
Per una trattazione approfondita sulle curve e superfici di Be´zier razionali si
rimanda a [4, 6, 12, 14].
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matematica numerica per la grafica
Capitolo 3
Curve e superfici spline
Per descrivere realisticamente oggetti complessi sono necessari metodi piu` sofisticati
di quelli presentati nei capitoli 1 e 2. Una classe di metodi particolarmente utili per
rappresentare oggetti 3D e` costituita dai metodi di rappresentazione spline.
Una curva spline polinomiale Q(u), definita su una partizione π = {u0, u1, . . . ,
um} di valori del parametro u, e` una curva polinomiale a tratti, cioe` composta da
sezioni polinomiali, soddisfacente a determinate condizioni di regolarita` nei punti di
raccordo Q(ui). Ciascun numero reale ui e` detto nodo. L’insieme {ui}
m
i=0 e` chiamato
sequenza di nodi. Quindi Q(u) e` una curva polinomiale in ogni intervallo di nodi
distinti della partizione π. Essa puo` essere specificata fornendo un insieme di punti,
che indichino la forma generale della curva. Mediante tali punti vengono costruite
funzioni parametriche polinomiali a tratti in uno dei seguenti modi:
1) quando le sezioni polinomiali sono generate in modo che la curva passi attraverso
tutti i punti, si dice che la curva risultante interpola tali punti;
2) quando le sezioni polinomiali sono generate in modo che la curva non passi at-
traverso tutti i punti, ma usi per esempio altri criteri di relazione con gli stessi, allora
si dice che la risultante curva approssima i punti dati.
Una curva spline puo` essere definita, modificata e manipolata con operazioni sui
punti forniti, partendo dai quali si puo` realizzare una curva iniziale e successivamente,
riposizionandone alcuni o tutti, si puo` riorganizzarne la forma.
In Fig. 3.1(a) e` rappresentata una curva spline interpolante tutti i punti dati
e in Fig. 3.1(b) una curva spline approssimante.
Un superficie spline polinomiale e` una superficie polinomiale a tratti Q(u, v)
composta da sezioni soddisfacenti prefissate condizioni di regolarita` lungo linee di
raccordo tra le singole sezioni.
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(a) (b)
Figura 3.1: Curva (a) interpolante; (b) approssimante.
3.1 Condizioni di continuita` parametrica e geome-
trica nella rappresentazione di curve spline
Per garantire una transizione regolare da una sezione di una curva polinomiale a tratti
alla successiva, possiamo imporre diverse condizioni di regolarita` nei punti di raccordo.
Fissato un certo sistema di riferimento cartesiano ortogonale, per u ∈ [ui, ui+1], ogni
sezione spline e` descritta da un insieme di equazioni parametriche della forma
Q(u) =

x(u)y(u)
z(u)

(3.1)
dove x(u), y(u) e z(u) sono polinomi in u di un prefissato grado.
Si ottiene la continuita` parametrica di ordine r richiedendo che siano uguali le
derivate fino all’ordine r delle sezioni adiacenti di curva nel loro punto di raccordo.
La continuita` parametrica di ordine 0 (continuita` C0) significa che tutte le
sezioni di curva si raccordano, cioe` i valori di x, y e z calcolati nell’estremo destro
dell’intervallo del parametro per una sezione di curva sono uguali ai corrispondenti
x, y e z calcolati nell’estremo sinistro dell’intervallo del parametro per la sezione
successiva (Fig. 3.2a).
La continuita` parametrica di ordine 1 (continuita` C1) significa che anche le
derivate prime delle funzioni in (3.1) relative a due successive sezioni sono uguali
nel loro punto di raccordo. Quindi due sezioni di curva successive hanno la stessa
tangente nel punto di raccordo (Fig. 3.2b).
Analogamente la continuita` parametrica di ordine 2 (continuita` C2) significa
che anche le derivate seconde delle funzioni in (3.1) relative a due successive sezioni
di curva sono uguali nel loro punto di raccordo (Fig. 3.2c).
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(a) (b) (c)
Figura 3.2: Continuita` parametrica (a) C0; (b) C1; (c) C2.
Con la continuita` C2 la velocita` di variazione dei vettori tangenti per sezioni
di curva adiacenti sono uguali nei punti di raccordo.
Con la sola continuita` C1 invece la velocita` di variazione dei vettori tangenti
per due sezioni adiacenti di curva puo` essere abbastanza diversa, cosicche´ la forma
generale della curva puo` cambiare bruscamente.
Un metodo alternativo di collegare due sezioni successive di curva consiste
nello specificare condizioni di continuita` geometrica. In tale caso si richiede solo che
le derivate parametriche di due sezioni siano proporzionali l’una con l’altra nel punto
di raccordo, anziche` uguali [5].
La continuita` geometrica di ordine 0 (continuita` G0) e` identica alla continuita`
C0.
Nella continuita` geometrica di ordine 1 (continuita` G1) le derivate prime delle
funzioni in (3.1) per due successive sezioni di curva sono proporzionali. Se Q(u)
rappresenta il punto generico sulla curva, allora nella continuita` G1 la direzione del
vettore tangente Q′(u), ma non necessariamente la sua grandezza, sara` la stessa per
due successive sezioni di curva nel loro punto di raccordo.
La continuita` geometrica di ordine 2 (continuita` G2) indica che sia la derivata
prima sia la derivata seconda delle funzioni in (3.1) per due sezioni successive di curva
sono proporzionali nel loro punto di raccordo.
Una curva generata con condizioni di continuita` geometrica, pur essendo simile
a quella generata con condizioni di continuita` parametrica, presenta qualche differenza
di forma. Con la continuita` geometrica, per esempio, la curva e` “tirata” verso la parte
in cui il vettore tangente e` “maggiore” (Fig. 3.3).
3.2 Tipi di parametrizzazione
Notevoli cambiamenti nella forma di una curva possono essere realizzati senza cam-
biare i punti, ma modificando la spaziatura dei nodi.
Il problema della rappresentazione spline e` normalmente posto nella seguente
forma: “dato un insieme di punti Pi(xi, yi, zi) e i corrispondenti nodi, cioe` i valori
ui, i = 0, . . . ,m del parametro, ...”. E` evidente che questa e` la formulazione mate-
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Figura 3.3: Curva spline generata con continuita` (a) parametrica; (b) geometrica.
matica del problema. In pratica i nodi raramente sono dati e quindi devono essere
scelti in qualche modo.
Se assumiamo che i nodi {ui} siano tutti equidistanti, cioe` ui+1 = ui +∆, con
∆ costante, allora la corrispondente parametrizzazione e` detta uniforme. In questo
caso il modo piu` semplice per definire i nodi e` porre ui = i ∈ ZZ, per cui ∆ = 1.
Questa parametrizzazione e` chiamata uniforme, definita sugli interi.
Essa tuttavia ignora la geometria dei punti dati. Possiamo spiegare euristi-
camente cio` interpretando il parametro u della curva come il tempo. Al variare del
tempo dall’istante u0 all’istante um il punto Q(u) traccia la curva dal punto Q(u0) al
punto Q(um). Con la parametrizzazione uniforme Q(u) impiega lo stesso tempo tra
due punti adiacenti, senza tener conto delle loro rispettive distanze.
Puo` quindi risultare ragionevole scegliere una parametrizzazione non uniforme,
per esempio assumendo la spaziatura dei nodi proporzionale alle distanze dei punti
dati. Una tale parametrizzazione e` chiamata parametrizzazione basata sulla lunghezza
della corda e risulta cos`ı definita:
ui = ui−1 + di, di =
√
(xi − xi−1)2 + (yi − yi−1)2 + (zi − zi−1)2, i = 1, . . . ,m
dove ad esempio u0 = 0.
In Fig. 3.4 e` rappresentata una curva spline interpolante cubica costruita con
tre diverse parametrizzazioni.
Vi sono altre forme di parametrizzazioni, per le quali si rimanda a [4, 6].
3.3 Curve spline nella forma di Be´zier
Se la curva che deve essere modellata ha una forma complessa, la sua rappresentazione
mediante una semplice curva polinomiale di Be´zier dovrebbe avere un alto grado, e
per scopi pratici i gradi maggiori di dieci sono sconsigliabili. Inoltre in una tale curva
il cambiamento di un punto altererebbe l’intera curva.
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P0
P1
P2
P3 P4
P5
Punti da interpolare
Parametrizzazione uniforme ui=i, i=0,...,5
Parametrizzazione non uniforme u0=0, u1=1, u2=2, u3=6, u4=7, u5=8
Parametrizzazione basata sulla lunghezza della corda
Figura 3.4: Interpolazione spline cubica con diversi tipi di parametrizzazioni.
Un procedimento alternativo consiste nel costruire curve spline nella forma di
Be´zier, chiamate anche curve di Be´zier composte, ottenute raccordando curve poli-
nomiali di Be´zier in modo che l’ultimo vertice dell’i-esima sezione di curva coincida
con il primo punto o vertice dell’(i+1)-esima sezione e che siano soddisfatti prefissati
vincoli di regolarita` nei punti di raccordo.
L’insieme costituito dai poligoni di controllo relativi a tutte le sezioni di curva
e` chiamato poligono di controllo della curva composta.
3.3.1 Parametri globali e locali
Quando abbiamo considerato le curve polinomiali di Be´zier abbiamo assunto che esse
fossero definite in [0, 1]. Abbiamo potuto fare tale assunzione grazie all’invarianza
delle curve di Be´zier per trasformazioni affini del parametro.
Le cose si complicano nel caso di curve composte, in quanto mentre noi possia-
mo assumere che ciascuna sezione individuale di curva sia definita in [0, 1], l’intera
curva Q(u) nella sua globalita` e` definita su un insieme di intervalli, la lunghezza
relativa dei quali gioca un ruolo importante.
La curva composta Q(u) e` una curva polinomiale a tratti definita sulla par-
tizione dei nodi u0 < u1 < . . . < um, cioe` su ciascun intervallo [ui, ui+1] Q(u) e` una
curva polinomiale di Be´zier.
Consideriamo u ∈ [ui, ui+1]. Possiamo introdurre un parametro locale t ∈ [0, 1]
cos`ı definito:
t =
u− ui
∆i
con ∆i = ui+1 − ui, i = 0, 1, . . . ,m− 1.(3.2)
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Quando ci riferiamo all’intera curva Q sara` piu` conveniente farlo in termini del
parametro globale u, mentre le singole sezioni risultano curve di Be´zier semplici,
ciascuna delle quali puo` essere descritta mediante il parametro locale t.
Se denotiamo con Qi l’i-esima sezione di curva, allora:
Q(u) = Qi(t), u ∈ [ui, ui+1], t ∈ [0, 1].
Il punto Q(ui+1) = Qi+1(0) = Qi(1) e` il punto di raccordo tra l’i-esima e la
(i+ 1)-esima sezione, i = 0, . . . ,m− 2.
In Fig. 3.5 e` esemplificato il passaggio dalla parametrizzazione globale a quella
locale.
t=0 t=1 
u0 
u1 u2 
u3 
u4 
Q2(t) 
u5 u6 
u 
P0 
P1 
P2 
P3 
P4 
P5 
P6 
Figura 3.5: Curva composta di Be´zier: l’intervallo [u2, u3], su cui e` definita la terza
sezione, e` trasformato in [0, 1].
L’introduzione delle coordinate locali comporta che per u ∈ [ui, ui+1]
dQ(u)
du
=
dQi(t)
dt
·
dt
du
=
1
∆i
·
dQi(t)
dt
(3.3)
e
d2Q(u)
du2
=
1
∆2i
·
d2Qi(t)
dt2
.(3.4)
3.3.2 Condizioni di regolarita` C0, C1, C2
Per costruire una curva composta si fa innanzitutto in modo che l’ultimo punto di
controllo di ogni sezione di curva coincida con il primo della curva successiva.
Il fatto che l’ultimo punto di controllo di ogni sezione di curva coincida con il
primo della sezione successiva comporta la continuita` C0 della curva composta.
Denotiamo con P0,r, P1,r, . . . , Pn,r i punti di controllo della r-esima sezione di
curva Qr(t), r = 0, 1, . . . ,m− 1, di grado n.
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Affinche´ vi sia continuita` C1 nei punti di raccordo, da (3.3) dovra` risultare:
Q′(u−i+1) = Q
′(u+i+1), i = 0, . . . ,m− 2,
cioe`
1
∆i
dQi(t)
dt
|t=1 =
1
∆i+1
dQi+1(t)
dt
|t=0(3.5)
Da (2.18), con r = 1, avremo che:
dQi(t)
dt
|t=1 = n(Pn,i − Pn−1,i).
Analogamente da (2.17) risulta:
dQi+1(t)
dt
|t=0 = n(P1,i+1 − P0,i+1).
Il vincolo (3.5) diventa dunque:
∆i(P1,i+1 − P0,i+1) = ∆i+1(Pn,i − Pn−1,i).
Ma, per la continuita` C0, P0,i+1 = Pn,i e quindi la continuita` C
1 si ottiene imponendo
che:
P1,i+1 = Pn,i +
∆i+1
∆i
∆Pn−1,i,(3.6)
dove ∆ e` la differenza in avanti di ordine 1, cioe` viene fissata la posizione del secondo
vertice della (i+1)-esima sezione di curva. Infatti il vertice P1,i+1 di Qi+1(t) si dovra`
trovare sulla retta che unisce Pn,i e Pn−1,i della curva Qi(t), cioe` i tre punti di Be´zier
Pn−1,i, Pn,i, P1,i+1 devono essere collineari con rapporto delle distanze uguale a
∆i
∆i+1
,
come mostrato in Fig. 3.6 .
∆i   :      ∆i+1
∆i  :      ∆i+1
Figura 3.6: Continuita` C1: i tre punti di Be´zier devono essere collineari con rapporto
∆i : ∆i+1.
Dopo semplici manipolazioni algebriche, possiamo riscrivere (3.6), mettendo in
evidenza il fatto che Pn,i si possa scrivere come combinazione convessa dei punti di
controllo ad esso adiacenti, cioe`:
Pn,i =
∆i+1
∆i +∆i+1
Pn−1,i +
∆i
∆i +∆i+1
P1,i+1.
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Osserviamo che nel caso in cui i nodi {ui} siano equispaziati la distanza di
P1,i+1 da P0,i+1 dovra` essere eguale alla distanza di Pn,i da Pn−1,i.
In Fig. 3.7 sono presentati due esempi di curve di Be´zier composte con rego-
larita` C1, con una scelta di parametrizzazione uniforme.
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Figura 3.7: Curve di Be´zier composte da due curve di grado tre. La
parametrizzazione e` uniforme ed i punti di controllo sono: (a) (0, 0, 0), (0, 1, 0),
(1, 1, 0), (1, 0, 0), (1,−1, 0), (2,−1, 0), (2, 0, 0); (b) (1, 1, 0), (2, 4, 0), (4, 5, 0), (6, 4,
0), (8, 3, 0), (10, 4.5, 0), (12, 3, 0). La continuita` e` C1 nel punto di raccordo (1, 0, 0)
in (a) e (6, 4, 0) in (b).
Per ottenere la continuita` C2, ricordando (3.4), e` necessario imporre, oltre ai
vincoli relativi alla continuita` C1, anche la seguente condizione:
Q′′(u−i+1) = Q
′′(u+i+1), i = 0, . . . ,m− 2,
cioe`
1
(∆i)2
d2Qi(t)
dt2
|t=1 =
1
(∆i+1)2
d2Qi+1(t)
dt2
|t=0 .
Poiche´ da (2.18) risulta
d2Qi(t)
dt2
|t=1 = n(n− 1)∆
2Pn−2,i
e da (2.17)
d2Qi+1(t)
dt2
|t=0 = n(n− 1)∆
2P0,i+1,
ricordando (2.14), dovremo richiedere che
(∆i)
2[P2,i+1 − 2P1,i+1 + P0,i+1] = (∆i+1)
2[Pn,i − 2Pn−1,i + Pn−2,i].(3.7)
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Ma, poiche´ P0,i+1 = Pn,i per la continuita` C
0 e vale (3.6) per la continuita` C1, da
(3.7) si ottiene
P2,i+1 = Pn,i + 2
∆i+1
∆i
∆Pn−1,i +
(∆i+1
∆i
)2
∆2Pn−2,i,(3.8)
dove ∆2 e` la differenza in avanti di ordine 2, cioe` viene fissata anche la posizione del
terzo vertice della (i+ 1)-esima sezione di curva.
Dopo semplici manipolazioni algebriche, possiamo riscrivere (3.8) nella forma
P1,i+1 +
∆i
∆i+1
(P1,i+1 − P2,i+1) = Pn−1,i +
∆i+1
∆i
(Pn−1,i − Pn−2,i) = Di+1,(3.9)
cioe` la regolarita` C2 implica l’esistenza di un punto Di+1, tale che
Pn−1,i =
∆i+1
∆i +∆i+1
Pn−2,i +
∆i
∆i +∆i+1
Di+1,(3.10)
P1,i+1 =
∆i+1
∆i +∆i+1
Di+1 +
∆i
∆i +∆i+1
P2,i+1.(3.11)
I punti Di, introdotti in (3.9), sono punti ausiliarii e sono l’intersezione delle due rette
che, secondo la (3.9), passano per i punti Pn−2,i, Pn−1,i e per i punti P1,i+1, P2,i+1.
La Fig. 3.8 illustra il significato geometrico della condizione di continuita` C2. Se la
continuita` nel punto di raccordo e` solo C1, il punto Di+1 = D
−
i+1, ottenuto da (3.10),
non coincide con il punto Di+1 = D
+
i+1, ottenuto da (3.11) (Fig. 3.7(b)).
Nel caso di parametrizzazione uniforme da (3.8) avremo che
P2,i+1 = Pn−2,i + 4(Pn,i − Pn−1,i).(3.12)
Risultano quindi fissate le posizioni dei primi tre punti di controllo di ogni sezione di
curva.
In Fig. 3.8 e` mostrato un esempio di continuita` C2.
In generale, se si desidera continuita` r nei punti di raccordo, si imporra` [4]:
1
(∆i)j
∆jPn−j,i =
1
(∆i+1)j
∆jP0,i+1, j = 0, . . . , r.
Osserviamo che, se ad una curva composta cubica, avente regolarita` C2, aggiun-
giamo un’altra sezione, siamo liberi di posizionare solo l’ultimo dei punti di controllo,
perche´ gli altri tre sono vincolati dalle condizioni di continuita` C0, C1 e C2.
L’uso di curve di grado piu` alto lascia liberi piu` punti di controllo in ogni
sezione e cio` permette di poter modificare la forma della curva stessa.
Muovendo uno dei punti di controllo interni non coinvolti nei vincoli di regolari-
ta`, tale cambiamento si ripercuote solo sulla sezione di curva che ha quel punto come
punto di controllo, cioe` lo spostamento di un punto di controllo “libero” comporta
effetti solo locali.
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Figura 3.8: Curva di Be´zier composta di grado tre con punti di controllo
(1, 1, 0), (2, 4, 0), (4, 5, 0), (6, 4, 0), (8, 3, 0), (10, 0, 0), (12, 3, 0) e continuita` C2 nel
punto di raccordo (6, 4, 0). La parametrizzazione e` uniforme.
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Figura 3.9: Curve di Be´zier composte.
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Se muoviamo uno dei punti che sono coinvolti nelle condizioni di regolarita`, si
possono avere ripercussioni anche sulle sezioni di curva adiacenti a quella che ha quel
punto come punto di controllo.
In Fig. 3.9(a) e` presentata una curva di Be´zier composta da tre sezioni cubiche
Q0, Q1, Q2, avente continuita` C
1 nei due punti di raccordo.
Se muoviamo il punto di raccordo P3,0 ≡ P0,1 e richiediamo qui solo la continuita`
C0, cambieranno sia Q0 sia Q1 (Fig. 3.9(b)). Se muoviamo P2,0 e richiediamo la
continuita` C1, cambieranno sia Q0 sia Q1, ma non cambiera` Q2 (Fig. 3.9(c)).
Se muoviamo P1,0 e richiediamo la continuita` C
2, cambieranno sia Q0 sia Q1 sia Q2
(Fig. 3.9(d)).
Un interessante esempio di applicazione delle spline di Be´zier consiste nella rea-
lizzazione di stili tipografici. Ricordiamo che un semplice metodo per rappresentare le
forme di un carattere in un particolare stile e` usare un modello di reticolo rettangolare,
rappresentato da una matrice binaria (bitmap font). In Fig. 3.10(a) e` rappresentato
un esempio di bitmap font. Quando il modello in figura e` copiato in un’area di
memoria, i bit di valore 1 individuano le posizioni pixel che devono essere attivate
sullo schermo.
Tuttavia uno schema piu` flessibile consiste nel descrivere il carattere usando
linee rette e sezioni curve, come per esempio nel PostScript (outline font, Fig. 3.10(b)
e (c)).
In Fig. 3.11(b) e` presentata la realizzazione del carattere di un’iscrizione1 (Fig.
3.11(a)) mediante una curva di Be´zier composta, con sezioni ciascuna di grado quattro.
La procedura 3.1 genera una curva spline nella forma di Be´zier.
Procedura 3.1 - spl bez
function [p,sb]=spl bez(p,u,c)
%
% Funzione che genera una curva spline nella forma di Be´zier
% di grado prefissato, uguale per tutte le sezioni di curva.
%
% Parametri di input:
% p: matrice di dimensioni 3x(numero di sezioni*grado+1)
% dei punti di controllo che garantiscano continuita` C^ 0;
% u: vettore di lunghezza (numero sezioni+1), contenente la
% sequenza crescente di nodi corrispondenti ai valori
% del parametro;
1GRAHAM, RONALD L.; KNUTH, DONALD E.; PATASHNIK, OREN, CONCRETE MATH-
EMATICS: A FOUNDATION FOR COMPUTER SCIENCE, 2nd,1994. Stampato e riprodotto in
formato elettronico con il permesso di Pearson Education, Inc., New York, New York.
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Figura 3.10: Esempio di (a) bitmap font; (b) outline font, costruito utilizzando
spline di Be´zier, (c) dove l’interno del carattere e` stato riempito di colore.
% c: vettore di lunghezza (numero sezioni-1), contenente i
% numeri corrispondenti alla regolarita` richiesta nei
% (numero sezioni-1) punti di raccordo (valori ammessi:
% 0 per C^ 0, 1 per C^ 1, 2 per C^ 2).
%
% Parametri di output:
% p: matrice di dimensioni 3x(numero di sezioni*grado+1)
% contenente le coordinate dei punti di controllo,
% automaticamente corretti in base alla regolarita` richiesta
% nei punti di raccordo;
% sb: matrice di dimensioni 3x(100*numero di sezioni) contenente
% le coordinate dei punti della curva generati.
% I punti di raccordo sono ripetuti due volte.
%
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Figura 3.11: (a) Esempio di carattere che si desidera modellare mediante curve di
Be´zier; (b) modellazione del carattere mediante una spline di Be´zier composta da 12
sezioni di quarto grado con raccordi C0 o C1.
% Se non sono assegnati parametri di output, la curva spline
% viene disegnata, unitamente ai punti di raccordo e di controllo.
%
% Funzioni-utente chiamate:
% bezier.
%
ns=length(c)+1; %numero di sezioni
n=(size(p,2)-1)/ns; %grado
du=diff(u);
t=linspace(0,1);
%prima sezione
splbez=bezier(p(:,1:n+1),t);
%sezioni rimanenti
for i=2:ns
pp=p(:,n*(i-2)+[1:n+1]);
g=c(i-1);
dud=du(i)/du(i-1);
if g==1 | g==2
p(:,n*(i-1)+2)=pp(:,n+1)+dud*(pp(:,n+1)-pp(:,n));
end
if g==2
p(:,n*(i-1)+3)=pp(:,n+1)+2*dud*(pp(:,n+1)-pp(:,n)) ...
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+dud^ 2*(pp(:,n+1)-2*pp(:,n)+pp(:,n-1));
end
splbez=[splbez bezier(p(:,n*(i-1)+[1:n+1]),t)];
end
if nargout==0
plot3(splbez(1,:),splbez(2,:),splbez(3,:)) %curva
hold on
plot3(p(1,:),p(2,:),p(3,:),’o--r’) %punti di controllo
plot3(p(1,1:n:n*ns),p(2,1:n:n*ns),p(3,1:n:n*ns),’*r’, ...
p(1,n*ns+1),p(2,n*ns+1),p(3,n*ns+1),’*r’) %punti di raccordo
else
sb=splbez;
end
3.4 Curve spline polinomiali cubiche
Le curve spline polinomiali cubiche sono frequentemente usate nella grafica in quanto
richiedono meno conti, meno memoria, sono piu` stabili rispetto a spline di grado
maggiore e sono piu` flessibili rispetto a spline di minor grado per modellare forme
arbitrarie.
Esse sono curve polinomiali a tratti, dove ogni sezione puo` essere rappresentata
da una curva cubica espressa in forma monomiale in funzione delle derivate nei punti
di raccordo, e verranno esposte nel seguito.
Dato un insieme di punti di raccordo Pk(xk, yk, zk), k = 0, 1, . . . ,m, le spline
cubiche che interpolino tali punti si ottengono costruendo una curva parametrica,
formata da sezioni polinomiali di grado tre, che si raccordano in essi e soddisfano a
determinate condizioni di regolarita`, al massimo C2.
Quindi, data una sequenza di nodi {uk}
m
k=0, in ordine crescente, u0 < u1 <
. . . < um, dovra` risultare Q(uk) = Pk (Fig. 3.12).
Come abbiamo gia` detto, dal punto di vista computazionale risulta preferibile
esprimere x, y e z su ogni intervallo [ui, ui+1], i = 0, . . . ,m− 1 come funzioni di un
parametro locale t, definito come in (3.2), piuttosto che come funzioni del parametro
globale u (Fig. 3.12).
Quindi, quando u ∈ [ui, ui+1], i = 0, . . . ,m − 1, supponendo ogni sezione
polinomiale espressa come combinazione lineare di potenze, risulta
Q(u) = Qi(t) =

xi(t)yi(t)
zi(t)

 =

 aix + bixt+ cixt2 + dixt3aiy + biyt+ ciyt2 + diyt3
aiz + bizt+ cizt
2 + dizt
3

 , t ∈ [0, 1]
e per Q′(u) e Q′′(u) valgono (3.3) e (3.4).
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Figura 3.12: Parametrizzazione globale e locale.
In generale le ascisse dei punti della curva sono determinate utilizzando le as-
cisse {xr}
m
r=0 dei punti dati, e cos`ı le ordinate e le quote sono generate rispettivamente
mediante le ordinate {yr}
m
r=0 e le quote {zr}
m
r=0 degli stessi punti.
Nel seguito verranno presentati diversi tipi di spline cubiche interpolanti, per
ognuno dei quali e` proposta a scopo didattico una procedura Matlab di costruzione.
Ricordiamo che e` presente in Matlab una funzione di libreria (spline) per
la generazione di una particolare classe di spline cubiche interpolanti, le cosiddette
not-a-knot.
3.4.1 Curve spline cubiche interpolanti C1
Consideriamo ora una curva spline interpolante cubica, con continuita` parametrica
C1. Tale curva e` chiamata curva spline di Hermite. Se Qi(t) = [xi(t) yi(t) zi(t)]
T
rappresenta, nella parametrizzazione locale, la sezione di curva tra i punti Pi e Pi+1
(Fig. 3.12), allora le condizioni che definiscono la i-esima sezione di curva di Hermite
sono:


Q(ui) = Qi(0) = Pi
Q(ui+1) = Qi(1) = Pi+1
Q′(u+i ) =
Q′i(0)
∆i
= DPi
Q′(u−i+1) =
Q′i(1)
∆i
= DPi+1
, i = 0, . . . ,m− 1,(3.13)
dove DPr = [Dxr, Dyr, Dzr]
T e` la derivata prima parametrica nel punto Pr. Se la
parametrizzazione e` uniforme e definita sugli interi, allora DPr = Q
′
r(0) e DPr+1 =
Q′r(1).
Per motivi di semplicita` didattica, sviluppiamo per ora i conti solo per una
delle coordinate dei punti della curva, per esempio l’ordinata yi(t), ricordando che
analogo discorso si fa per le altre due coordinate.
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Ricordiamo che y(u) = yi(t), u ∈ [ui, ui+1], dove yi(t) e` un polinomio cubico
della forma
yi(t) = aiy + biyt+ ciyt
2 + diyt
3, t ∈ [0, 1].
Quindi:
y′i(t) = biy + 2ciyt+ 3diyt
2.
Imponendo le condizioni di interpolazione e supponendo dati i valori Dyi, otteniamo

yi(0) = aiy = yi
yi(1) = aiy + biy + ciy + diy = yi+1
y′i(0) = biy = ∆iDyi
y′i(1) = biy + 2ciy + 3diy = ∆iDyi+1
.(3.14)
Osserviamo che (3.14) e` un sistema di quattro equazioni in quattro incognite, la cui
soluzione risulta

aiy = yi
biy = ∆iDyi
ciy = 3(yi+1 − yi)−∆i(2Dyi +Dyi+1)
diy = 2(yi − yi+1) + ∆i(Dyi +Dyi+1), i = 0, 1, . . . ,m− 1.
.(3.15)
Un problema legato alla costruzione delle curve spline interpolanti di Hermite e` come
fornire i valori DPi.
Una possibilita` e` quella di approssimarli, usando, per esempio, come stima di Dyi il
valore della derivata prima in ui del polinomio di secondo grado che passa per i punti
(ui−1, yi−1), (ui, yi) e (ui+1, yi+1) e analogamente per Dxi e Dzi.
Un altro modo di procedere e` di dare loro dei valori arbitrari. Un’altra possibile
scelta conduce alle spline con proprieta` di tensione, che tratteremo nel §3.4.1.1. In-
fine possiamo scegliere i Dyi in modo che nei punti di raccordo ci sia regolarita` C
2.
Presenteremo quest’ultima scelta nel §3.4.2.
Una curva spline di Hermite puo` essere espressa in forma matriciale. Per fare
cio` scriviamo innanzitutto la i-esima sezione di curva nella forma:
Qi(t) = [ di ci bi ai ] ·


t3
t2
t
1

 ,(3.16)
dove
[ di ci bi ai ] =

 dix cix bix aixdiy ciy biy aiy
diz ciz biz aiz

 .
Ovviamente da (3.16) risulta che
Q′i(t) = [ di ci bi ai ] ·


3t2
2t
1
0

 .(3.17)
Curve e superfici spline 105
Ora, sostituendo al parametro t i valori estremi 0 e 1 in (3.16) e (3.17), possiamo
esprimere i vincoli di Hermite (3.13) come segue:
[Pi Pi+1 DPi DPi+1 ] = [ di ci bi ai ] ·


0 1 0 3∆i
0 1 0 2∆i
0 1 1∆i
1
∆i
1 1 0 0


da cui
[ di ci bi ai ] = [Pi Pi+1 DPi DPi+1 ] ·MH(3.18)
dove la matrice
MH =


0 1 0 3∆i
0 1 0 2∆i
0 1 1∆i
1
∆i
1 1 0 0


−1
=


2 −3 0 1
−2 3 0 0
∆i −2∆i ∆i 0
∆i −∆i 0 0

 ,
e` detta matrice di Hermite.
Sostituendo (3.18) in (3.16) otteniamo infine la i-esima sezione di curva spline
di Hermite in forma matriciale:
Qi(t) = [Pi Pi+1 DPi DPi+1 ] ·MH ·


t3
t2
t
1

 .(3.19)
Da (3.19) possiamo anche ottenere Qi(t) espressa come combinazione lineare
di particolari funzioni polinomiali di miscelamento:
Qi(t) = PiH0(t) + Pi+1H1(t) +DPi∆iH2(t) +DPi+1∆iH3(t),(3.20)
dove
H0(t) = 2t
3 − 3t2 + 1, H1(t) = −2t
3 + 3t2,
H2(t) = t
3 − 2t2 + t, H3(t) = t
3 − t2
(3.21)
sono i classici polinomi di Hermite (Fig. 3.13). Osserviamo che, nel caso ∆i = 1, le
funzioni di miscelamento coincidono con i polinomi di Hermite.
In Fig. 3.14 e` riportato un esempio di curve spline di Hermite.
Le procedure 3.2 e 3.3, per le quali sono dati i valori DPi, costruiscono una
curva spline interpolante cubica di Hermite rispettivamente nelle due forme (3.19) e
(3.20).
Procedura 3.2 - hermite
function P=hermite(p,dp,u)
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Figura 3.13: Polinomi di Hermite.
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Figura 3.14: Esempio di curva spline interpolante cubica di Hermite passante per i
punti P0(0, 0, 0), P1(1, 1, 2), P2(1.5, 2.25, 0), P3(2, 4, 1), P4(3, 9, 0), aventi derivate
DP0(0.4, 0.4, 1.3), DP1(0.2, 0.4,−0.2), DP2(0.2, 0.6,−0.2), DP3(0.2, 0.9, 0.6), DP4(0.1,
0.9,−0.5), con parametrizzazione (a) uniforme sugli interi; (b) basata sulla lunghezza
della corda.
%
% Funzione che genera la curva spline cubica di Hermite
% passante per m+1 punti p, utilizzando la matrice di Hermite.
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%
% Parametri di input:
% p: matrice di dimensioni 3x(m+1) dei punti
% p=[x(1)...x(m+1);y(1)...y(m+1);z(1)...z(m+1)];
% dp: matrice di dimensioni 3x(m+1) delle derivate nei punti
% corrispondenti, dp=[dx(1)...dx(m+1);dy(1)...dy(m+1);
% dz(1)...dz(m+1)];
% u: vettore di lunghezza m+1, contenente la sequenza crescente
% di nodi.
%
% Parametri di output:
% P: matrice di dimensioni 3x(99m+1), contenente le coordinate
% dei punti della curva generati, corrispondenti alla partizio-
% ne ottenuta suddividendo ogni intervallo dei nodi in 99 parti.
%
% Se non sono assegnati parametri di output,
% la curva spline viene disegnata.
%
m=size(p,2)-1;
du=diff(u);
P=[];
t=linspace(0,1);
T=[t.^ 3;t.^ 2;t;ones(1,length(t))];
for i=1:m
MH=[2 -3 0 1;-2 3 0 0;du(i) -2*du(i) du(i) 0;du(i) -du(i) 0 0];
x=[p(1,i) p(1,i+1) dp(1,i) dp(1,i+1)]*MH*T;
y=[p(2,i) p(2,i+1) dp(2,i) dp(2,i+1)]*MH*T;
z=[p(3,i) p(3,i+1) dp(3,i) dp(3,i+1)]*MH*T;
if nargout==0
plot3(x,y,z)
hold on
else
P=[P(:,1:end-1) [x;y;z]];
end
end
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Procedura 3.3 - h fpm
function P=h fpm(p,dp,u)
%
% Funzione che genera la curva spline cubica di Hermite
% passante per m+1 punti p mediante (3.20). Tale curva e`
% costruita come combinazione lineare delle funzioni
% polinomiali di miscelamento.
%
% Parametri di input:
% p: matrice di dimensioni 3x(m+1) dei punti
% p=[x(1)...x(m+1);y(1)...y(m+1);z(1)...z(m+1)];
% dp: matrice di dimensioni 3x(m+1) delle derivate nei punti
% corrispondenti, dp=[dx(1)...dx(m+1);dy(1)...dy(m+1);
% dz(1)...dz(m+1)];
% u: vettore di lunghezza m+1, contenente la sequenza crescente
% di nodi.
%
% Parametri di output:
% P: matrice di dimensioni 3x(99m+1), contenente le coordinate
% dei punti della curva generati, corrispondenti alla partizio-
% ne ottenuta suddividendo ogni intervallo dei nodi in 99 parti.
%
% Se non sono assegnati parametri di output,
% la curva spline viene disegnata.
%
m=size(p,2)-1;
du=diff(u);
P=[];
t=linspace(0,1);
H0=2*t.^ 3-3*t.^ 2+1;
H1=-2*t.^ 3+3*t.^ 2;
H2=t.^ 3-2*t.^ 2+t;
H3=t.^ 3-t.^ 2;
for i=1:m
x=p(1,i)*H0+p(1,i+1)*H1+dp(1,i)*du(i)*H2+dp(1,i+1)*du(i)*H3;
y=p(2,i)*H0+p(2,i+1)*H1+dp(2,i)*du(i)*H2+dp(2,i+1)*du(i)*H3;
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z=p(3,i)*H0+p(3,i+1)*H1+dp(3,i)*du(i)*H2+dp(3,i+1)*du(i)*H3;
if nargout==0
plot3(x,y,z)
hold on
else
P=[P(:,1:end-1) [x;y;z]];
end
end
Vogliamo infine esprimere Qi(t), dato da (3.19) o da (3.20), nella forma di
Be´zier. Poiche´ in generale risulta

BEn0 (t)
BEn1 (t)
...
BEnn(t)

 =


m00 . . . m0n
m10 . . . m1n
...
. . .
...
mn0 . . . mnn

 ·


t0
t1
...
tn

 ,
dove la matriceM = {mij}, conmij = (−1)
j−i
(
n
j
)(
j
i
)
, descrive la trasformazione
tra la base {BEni (t)} e la base {t
i}, nel caso delle curve di Be´zier di grado 3 (n = 3)
avremo:
M =


1 −3 3 −1
0 3 −6 3
0 0 3 −3
0 0 0 1

 .
Sostituiamo ora inQi(t), al posto di ogni t
i, la sua espressione in funzione dei polinomi
di Bernstein, cioe`

t0
t1
t2
t3

 =M−1 ·


BE30(t)
BE31(t)
BE32(t)
BE33(t)

 =


1 1 1 1
0 13
2
3 1
0 0 13 1
0 0 0 1

 ·


BE30(t)
BE31(t)
BE32(t)
BE33(t)

 ,
ottenendo rispettivamente:
Qi(t) = [Pi Pi+1 DPi DPi+1 ] ·MH ·


0 0 0 1
0 0 13 1
0 13
2
3 1
1 1 1 1

 ·


BE30(t)
BE31(t)
BE32(t)
BE33(t)


e, dopo semplici manipolazioni algebriche,
Qi(t) = PiBE
3
0(t)+
(
Pi+
1
3
∆iDPi
)
BE31(t)+
(
Pi+1−
1
3
∆iDPi+1
)
BE32(t)+Pi+1BE
3
3(t).
E` stato verificato che dal punto di vista computazionale la forma di Be´zier e` numeri-
camente piu` stabile di quella che usa come base i monomi.
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3.4.1.1 Curve spline con proprieta` di tensione
Come le spline di Hermite, anche le spline cubiche con proprieta` di tensione sono
curve polinomiali a tratti interpolanti C1, per le quali il valore della derivata prima
parametrica, in ogni punto di raccordo, e` calcolato in funzione delle coordinate dei
due punti adiacenti.
Una sezione di spline con proprieta` di tensione e` completamente specificata da
quattro punti consecutivi, dei quali quelli di mezzo sono gli estremi della sezione di
curva da costruire e gli altri due sono usati per calcolare le pendenze negli estremi.
Se Qi(t), nella parametrizzazione locale, e` la rappresentazione della sezione di curva
tra i punti Pi e Pi+1, allora i quattro punti Pi−1, Pi, Pi+1 e Pi+2 sono usati per porre
le condizioni al contorno, come segue:


Q(ui) = Qi(0) = Pi
Q(ui+1) = Qi(1) = Pi+1
Q′(u+i ) =
Q′i(0)
∆i
= 12 (1− τ)(Pi+1 − Pi−1)
Q′(u−i+1) =
Q′i(1)
∆i
= 12 (1− τ)(Pi+2 − Pi)
, i = 1, . . . ,m− 2.(3.22)
Il parametro reale τ e` detto tensione (Fig. 3.15) e al suo variare cambia la
forma della curva. Quindi le pendenze in Pi e Pi+1 sono proporzionali rispettivamente
a Pi+1 − Pi−1 e Pi+2 − Pi.
Pi−1
Pi
Pi+1
Pi+2
Figura 3.15: Sezione di spline con proprieta` di tensione tra i punti Pi e Pi+1.
Osserviamo dunque che la spline con punti {Pi}
m
i=0 e` costruita da P1 a Pm−1,
in quanto P0 e Pm sono usati solo per definire la pendenza rispettivamente in P1 e
Pm−1, ma non appartengono alla curva.
Usando un procedimento simile a quello impiegato per le spline di Hermite, da
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(3.22) otteniamo la seguente forma matriciale per la i-esima sezione di spline:
Qi(t) = [Pi−1 Pi Pi+1 Pi+2 ] ·MC ·


t3
t2
t
1

 ,(3.23)
dove
MC =


−s∆i 2s∆i −s∆i 0
2− s∆i s∆i − 3 0 1
s∆i − 2 3− 2s∆i s∆i 0
s∆i −s∆i 0 0

 ,
con s = 12 (1− τ).
Da (3.23) si ricava anche la sezione di curva spline come combinazione lineare
di funzioni di miscelamento nella seguente forma:
Qi(t) = Pi−1C0(t) + PiC1(t) + Pi+1C2(t) + Pi+2C3(t)(3.24)
dove
C0(t) = s∆i(−t
3 + 2t2 − t), C1(t) = (2− s∆i)t
3 + (s∆i − 3)t
2 + 1,
C2(t) = (s∆i − 2)t
3 + (3− 2s∆i)t
2 + s∆it, C3(t) = s∆i(t
3 − t2)
sono le funzioni di miscelamento con proprieta` di tensione, di cui si riportano i grafici
in Fig. 3.16 nel caso di parametrizzazione uniforme sugli interi (∆i = 1).
Nelle Fig. 3.17 e 3.18 sono riportati alcuni esempi di spline con proprieta`
di tensione per diversi valori del parametro di tensione, del numero di punti e per
differenti parametrizzazioni.
Le procedure 3.4 e 3.5 costruiscono una spline interpolante cubica con proprieta`
di tensione rispettivamente nelle due forme (3.23) e (3.24).
Procedura 3.4 - tension
function P=tension(p,s,u)
%
% Funzione che genera la curva spline cubica con proprieta`
% di tensione passante per m-1 punti p mediante (3.23),
% avendo assegnato due punti in piu` ai due estremi.
% Quindi risultano generate m-2 sezioni polinomiali,
% assegnati m+1 punti.
%
% Parametri di input:
% p: matrice di dimensioni 3x(m+1) dei punti
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Figura 3.16: Funzioni polinomiali di miscelamento con proprieta` di tensione con s =
0.5 e ∆i = 1, ∀i.
% p=[x(1)...x(m+1);y(1)...y(m+1);z(1)...z(m+1)];
% s: parametro di tensione;
% u: vettore di lunghezza m+1, contenente la sequenza crescente
% di nodi.
%
% Parametri di output:
% P: matrice di dimensioni 3x(99(m-2)+1), contenente le coordinate
% dei punti della curva generati, corrispondenti alla
% partizione ottenuta suddividendo ogni intervallo dei
% nodi in 99 parti.
%
% Se non sono assegnati parametri di output,
% la curva spline viene disegnata.
%
m=size(p,2)-1;
du=diff(u);
P=[];
t=linspace(0,1);
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Figura 3.17: Curva spline interpolante cubica con proprieta` di tensione defini-
ta su (a) quattro punti, passante per P1(0.4, 0.6, 0), P2(0.7, 0.5, 0) con diver-
si valori del parametro di tensione s, cioe` s = 0.5, 1, 1.5, 2, e ottenuta uti-
lizzando una parametrizzazione uniforme sugli interi; (b) sei punti, passante
per P1(0.4, 0.6, 0), P2(0.7, 0.5, 0), P3(0.8, 0.2, 0), P4(1.15, 0.3, 0) con diversi valori
del parametro di tensione s, cioe` s = 0.5, 1, 1.5, 2, e ottenuta utilizzando una
parametrizzazione uniforme sugli interi.
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Figura 3.18: Curva spline interpolante cubica con proprieta` di tensione definita su sei
punti, passante per P1, P2, P3, P4 con parametro di tensione s = 0.5, utilizzando
una parametrizzazione (a) uniforme sugli interi; (b) non uniforme.
T=[t.^ 3;t.^ 2;t;ones(1,length(t))];
for i=2:m-1
MC=[-s*du(i) 2*s*du(i) -s*du(i) 0; ...
2-s*du(i) s*du(i)-3 0 1; ...
s*du(i)-2 3-2*s*du(i) s*du(i) 0; ...
s*du(i) -s*du(i) 0 0];
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x=[p(1,i-1) p(1,i) p(1,i+1) p(1,i+2)]*MC*T;
y=[p(2,i-1) p(2,i) p(2,i+1) p(2,i+2)]*MC*T;
z=[p(3,i-1) p(3,i) p(3,i+1) p(3,i+2)]*MC*T;
if nargout==0
plot3(x,y,z)
hold on
else
P=[P(:,1:end-1) [x;y;z]];
end
end
Procedura 3.5 - t fpm
function P=t fpm(p,s,u)
%
% Funzione che genera la curva spline cubica con proprieta`
% di tensione passante per m-1 punti p mediante (3.24),
% avendo assegnato due punti in piu` ai due estremi.
% Quindi risultano generate m-2 sezioni polinomiali,
% assegnati m+1 punti.
% Tale curva e` costruita come combinazione lineare
% delle funzioni polinomiali di miscelamento.
%
% Parametri di input:
% p: matrice di dimensioni 3x(m+1) dei punti
% p=[x(1)...x(m+1);y(1)...y(m+1);z(1)...z(m+1)];
% s: parametro di tensione;
% u: vettore di lunghezza m+1, contenente la sequenza crescente
% di nodi.
%
% Parametri di output:
% P: matrice di dimensioni 3x(99(m-2)+1), contenente le coordinate
% dei punti della curva generati, corrispondenti alla
% partizione ottenuta suddividendo ogni intervallo dei
% nodi in 99 parti.
%
% Se non sono assegnati parametri di output,
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% la curva spline viene disegnata.
%
m=size(p,2)-1;
du=diff(u);
P=[];
t=linspace(0,1);
for i=2:m-1
C0=du(i)*(-s*t.^ 3+2*s*t.^ 2-s*t);
C1=(2-s*du(i))*t.^ 3+(s*du(i)-3)*t.^ 2+1;
C2=(s*du(i)-2)*t.^ 3+(3-2*s*du(i))*t.^ 2+s*du(i)*t;
C3=du(i)*(s*t.^ 3-s*t.^ 2);
x=p(1,i-1)*C0+p(1,i)*C1+p(1,i+1)*C2+p(1,i+2)*C3;
y=p(2,i-1)*C0+p(2,i)*C1+p(2,i+1)*C2+p(2,i+2)*C3;
z=p(3,i-1)*C0+p(3,i)*C1+p(3,i+1)*C2+p(3,i+2)*C3;
if nargout==0
plot3(x,y,z)
hold on
else
P=[P(:,1:end-1) [x;y;z]];
end
end
3.4.2 Curve spline cubiche interpolanti C2 nella forma di Her-
mite
E` possibile fare in modo che nei punti di raccordo di due successive sezioni di curva
non solo la derivata prima, ma anche la derivata seconda parametrica siano uguali.
Supponiamo come nel caso delle spline di Hermite di voler interpolare m + 1 punti
P0, P1, . . . , Pm con una curva polinomiale a tratti cubica.
Fissata una data parametrizzazione, sia {uj}
m
j=0 la sequenza di nodi corrispon-
dente ai punti dati Pj = (xj , yj , zj), j = 0, . . . ,m.
Come gia` detto in precedenza, per u ∈ [ui, ui+1], sia
Q(u) = Qi(t) =

xi(t)yi(t)
zi(t)

 , i = 0, . . . ,m− 1, t ∈ [0, 1],
l’equazione della i-esima sezione di curva espressa nella parametrizzazione locale.
Sviluppiamo ancora i conti solo relativamente alle ordinate yi delle m sezioni
di curva che sono polinomi di terzo grado, ciascuno dei quali e` individuato da quattro
coefficienti. Quindi il numero delle incognite del problema e` 4m.
116 Curve spline polinomiali cubiche
In ciascuno degli m− 1 nodi, in cui sezioni consecutive di curva si raccordano,
imponiamo le seguenti quattro condizioni relative all’interpolazione e alla continuita`
C0, C1, C2 nel punto ui, cioe`

yi−1(1) = yi(0) = yi
y′i−1(1)
∆i−1
=
y′i(0)
∆i
, i = 1, . . . ,m− 1,
y′′i−1(1)
∆2
i−1
=
y′′i (0)
∆2
i
ricordando che y′′i (t) = 2ciy + 6diyt.
Quindi risultano 4m− 4 vincoli.
Poiche´ richiediamo anche che y0(0) = y0 e ym−1(1) = ym, avremo in totale
4m− 2 condizioni.
Dobbiamo quindi imporre altre due condizioni, la scelta delle quali porta a
spline cubiche di tipo diverso. Tali condizioni sono comunemente applicate nei punti
iniziale e finale della curva, per cui sono dette condizioni agli estremi.
Una possibile scelta e` richiedere che le derivate seconde agli estremi siano nulle,
cioe`
y′′0 (0)
∆20
=
y′′m−1(1)
∆2m−1
= 0.
Essa conduce alle spline cubiche dette naturali.
Per costruire le spline cubiche naturali non e` necessario risolvere il sistema di
4m equazioni di cui sopra, in quanto il problema puo` essere semplificato.
Notiamo infatti che una curva spline interpolante cubica C2 e` un caso parti-
colare di curva di Hermite, in cui le derivate prime sono scelte in modo tale che le
derivate seconde coincidano nei punti di raccordo.
Ricordiamo ora che in (3.15), dalle condizioni di interpolazione e da quelle di
eguaglianza delle derivate prime nei punti di raccordo, per le ordinate della i-esima
sezione di curva yi(t) abbiamo ottenuto {aiy, biy, ciy, diy}.
Scegliamo dunque Dyi in modo tale che
y′′i−1(1)
∆2i−1
=
y′′i (0)
∆2i
, i = 1, . . . ,m− 1.(3.25)
Osserviamo che (3.25) e` equivalente a scrivere
∆2i (ci−1,y + 3di−1,y) = ∆
2
i−1ciy.(3.26)
Sostituendo in (3.26) le espressioni dei coefficienti, ottenute in (3.15), avremo
∆2i {3(yi − yi−1)−∆i−1(2Dyi−1 +Dyi) + 3[2(yi−1 − yi) + ∆i−1(Dyi−1 +Dyi)]}
= ∆2i−1[3(yi+1 − yi)−∆i(2Dyi +Dyi+1)]
e quindi
1
∆i−1
Dyi−1 + 2
( 1
∆i−1
+
1
∆i
)
Dyi +
1
∆i
Dyi+1 = 3
(yi − yi−1
∆2i−1
+
yi+1 − yi
∆2i
)
,(3.27)
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i = 1, 2, . . . ,m− 1. La richiesta che la derivata seconda all’inizio della curva sia zero
implica che
y′′0 (0) = 2c0y = 0,
per cui, da (3.15), si ottiene:
2Dy0 +Dy1 =
3
∆0
(y1 − y0).(3.28)
Analogamente la richiesta che la derivata seconda alla fine della curva sia zero implica
che
y′′m−1(1) = 0 = 2cm−1,y + 6dm−1,y,
e, da (3.15), risulta
Dym−1 + 2Dym =
3
∆m−1
(ym − ym−1).(3.29)
Le equazioni (3.27), (3.28) e (3.29) formano un sistema di m + 1 equazioni nelle
m+1 incognite Dy0, Dy1, . . . , Dym. Osserviamo che la matrice dei coefficienti di tale
sistema e` tridiagonale e a diagonale strettamente dominante, quindi e` non singolare.
Per una parametrizzazione uniforme (∆i = ∆, ∀i), il sistema scritto in forma
matriciale assume la seguente semplice struttura:


2 1
1 4 1
1 4 1
. . . . . . . . .
1 4 1
1 2

 ·


Dy0
Dy1
Dy2
...
Dym−1
Dym

 =
3
∆


(y1 − y0)
(y2 − y0)
(y3 − y1)
...
(ym − ym−2)
(ym − ym−1)

 .
Una volta calcolata la soluzione del sistema, da (3.15) o da (3.19) si ottiene la
curva C2 come spline di Hermite.
In modo analogo si procede per le altre due coordinate xi(t) e zi(t).
La procedura 3.6 costruisce, in ambiente Matlab, una spline interpolante cubica
naturale.
In Fig. 3.19 e` riportato un esempio di curva spline cubica naturale.
Procedura 3.6 - nat
function P=nat(p,u)
%
% Funzione che genera una curva spline cubica
% naturale passante per m+1 punti p.
%
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% Parametri di input:
% p: matrice di dimensioni 3x(m+1) dei punti
% p=[x(1)...x(m+1);y(1)...y(m+1);z(1)...z(m+1)];
% u: vettore di lunghezza m+1, contenente la sequenza crescente
% di nodi.
%
% Parametri di output:
% P: matrice di dimensioni 3x(99m+1), contenente le coordinate
% dei punti della curva generati, corrispondenti alla
% partizione ottenuta suddividendo ogni intervallo
% dei nodi in 99 parti.
%
% Se non sono assegnati parametri di output,
% la curva spline viene disegnata.
%
% Funzioni-utente chiamate:
% hermite.
%
m=size(p,2)-1;
du=diff(u);
%=======================
% costruzione matrice dei coefficienti
%=======================
A=zeros(m+1);
A(1,1)=2; A(1,2)=1;
A(m+1,m+1)=2; A(m+1,m)=1;
for i=2:m
A(i,i)=2*(1/du(i-1)+1/du(i));
A(i,i-1)=1/du(i-1);
A(i,i+1)=1/du(i);
end
%=======================
% costruzione ’matrice’ dei termini noti
%=======================
b(:,1)=(p(:,2)-p(:,1))/du(1);
for r=1:3
b(r,2:m)=(p(r,2:m)-p(r,1:m-1))./du(1:m-1).^ 2 ...
+(p(r,3:m+1)-p(r,2:m))./du(2:m).^ 2;
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end
b(:,m+1)=(p(:,m+1)-p(:,m))/du(m);
b=3*b;
%=======================
% risoluzione sistema
%=======================
dp=A\b’;
if nargout==0
hermite(p,dp’,u);
else
P=hermite(p,dp’,u);
end
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Figura 3.19: Curva spline interpolante cubica naturale, passante per dodici punti
assegnati, con parametrizzazione uniforme sugli interi.
Un’altra possibile scelta di condizioni agli estremi e` la seguente:
y′0(0)
∆0
=
y′m−1(1)
∆m−1
,(3.30)
cioe` Dy0 = Dym, e
y′′0 (0)
∆20
=
y′′m−1(1)
∆2m−1
.(3.31)
Essa conduce alle spline cubiche dette periodiche e risulta particolarmente utile in
quanto permette di costruire curve chiuse, imponendo l’ulteriore vincolo
y0 = ym.(3.32)
In tale caso, tenendo conto di (3.30) e (3.32), la prima delle m − 1 equazioni (3.27),
cioe` il caso i = 1, diventa
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2
( 1
∆0
+
1
∆1
)
Dy1 +
1
∆1
Dy2 +
1
∆0
Dym = 3
(y1 − ym
∆20
+
y2 − y1
∆21
)
,(3.33)
mentre le rimanenti restano inalterate.
Consideriamo ora l’ulteriore vincolo (3.31). Poiche´ y′′i (t) = 2ciy + 6diyt, da
(3.15) otteniamo
y′′0 (0) = 2c0y = 2[3(y1 − y0)−∆0(2Dy0 +Dy1)],(3.34)
y′′m−1(1) = 2cm−1,y + 6dm−1,y(3.35)
= 2[3(ym − ym−1)−∆m−1(2Dym−1 +Dym)]
+ 6[2(ym−1 − ym) + ∆m−1(Dym−1 +Dym)].
Quindi, tenendo conto di (3.32), (3.34) e (3.35), il vincolo (3.31) puo` essere riscritto
come segue:
1
∆0
Dy1 +
1
∆m−1
Dym−1 + 2
( 1
∆0
+
1
∆m−1
)
Dym = 3
(y1 − ym
∆20
+
ym − ym−1
∆2m−1
)
.
Abbiamo quindi ottenuto un sistema lineare di m equazioni nelle m incognite Dy1,
Dy2, . . . , Dym. La matrice dei coefficienti di tale sistema, pur non essendo piu`
tridiagonale come quella che caratterizza le spline naturali, tuttavia e` simmetrica e a
diagonale strettamente dominante, quindi e` non singolare.
Nel caso di parametrizzazione uniforme il sistema scritto in forma matriciale
ha la seguente semplice struttura:


4 1 1
1 4 1
1 4 1
. . . . . . . . .
1 4 1
1 1 4

 ·


Dy1
Dy2
Dy3
...
Dym−1
Dym

 =
3
∆


(y2 − ym)
(y3 − y1)
(y4 − y2)
...
(ym − ym−2)
(y1 − ym−1)

 .
Anche in questo caso, come per le spline naturali, una volta risolto il sistema,
da (3.15) o da (3.19) si costruisce la curva come spline di Hermite.
La procedura 3.7 costruisce una curva spline interpolante cubica chiusa.
In Fig. 3.20 sono proposti due esempi di curve spline cubiche interpolanti
chiuse.
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Procedura 3.7 - per
function P=per(p,u)
%
% Funzione che genera la curva spline cubica
% chiusa passante per m+1 punti p,
% di cui l’ultimo coincide con il primo.
%
% Parametri di input:
% p: matrice di dimensioni 3x(m+1) dei punti
% p=[x(1)...x(m+1);y(1)...y(m+1);z(1)...z(m+1)];
% u: vettore di lunghezza m+1, contenente la sequenza crescente
% di nodi.
%
% Parametri di output:
% P: matrice di dimensioni 3x(99m+1), contenente le coordinate
% dei punti della curva generati, corrispondenti alla
% partizione ottenuta suddividendo ogni intervallo
% dei nodi in 99 parti.
%
% Se non sono assegnati parametri di output,
% la curva spline viene disegnata.
%
% Funzioni-utente chiamate:
% hermite.
%
m=size(p,2)-1;
du=diff(u);
%=======================
% costruzione matrice dei coefficienti
%=======================
A=zeros(m);
A(1,m)=1/du(1);
A(m,1)=1/du(1);
A(m,m)=2*(1/du(1)+1/du(m));
for i=1:m-1
A(i,i)=2*(1/du(i)+1/du(i+1));
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A(i,i+1)=1/du(i+1);
A(i+1,i)=1/du(i+1);
end
%=======================
% costruzione ’matrice’ dei termini noti
%=======================
b(:,1)=(p(:,2)-p(:,m+1))/du(1).^ 2+(p(:,3)-p(:,2))/du(2).^ 2;
for r=1:3
b(r,2:m-1)=(p(r,3:m)-p(r,2:m-1))./du(2:m-1).^ 2 ...
+(p(r,4:m+1)-p(r,3:m))./du(3:m).^ 2;
end
b(:,m)=(p(:,2)-p(:,m+1))/du(1).^ 2+(p(:,m+1)-p(:,m))/du(m).^ 2;
b=3*b;
%=======================
% risoluzione sistema
%=======================
dp=A\b’;
dp=[dp(m,1) dp(m,2) dp(m,3);dp(:,1) dp(:,2) dp(:,3)]’;
if nargout==0
hermite(p,dp,u);
else
P=hermite(p,dp,u);
end
Vi sono altre possibili scelte per le due condizioni al contorno. Una di queste
e` la cosiddetta condizione not-a-knot, che richiede la continuita` C3 nel secondo e nel
penultimo nodo, cioe` in u1 e um−1. Tale richiesta comporta che le prime due sezioni
di curva siano un unico polinomio, cos`ı come anche le ultime due.
3.5 Curve B-spline
Le curve B-spline rappresentano una classe di spline molto usata, in quanto permet-
tono un controllo locale della forma della curva. Esse sono definite come combinazione
lineare di particolari funzioni di miscelamento, che rappresentano una base per lo
spazio spline in cui si opera.
Una curva B-spline ha la seguente forma:
Q(u) =
N∑
k=0
PkBk,d(u), umin ≤ u ≤ umax(3.36)
dove {Pk, k = 0, . . . , N} e` un insieme di punti di controllo e le funzioni di miscelamento
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Figura 3.20: (a) Curva spline interpolante cubica chiusa passante per otto punti as-
segnati, con parametrizzazione basata sulla lunghezza della corda. (b) Ricostruzione
della sagoma di un personaggio dei cartoni animati mediante una curva spline inter-
polante cubica chiusa passante per un insieme dato di punti, con parametrizzazione
uniforme.
Bk,d(u) sono funzioni polinomiali a tratti di ordine d (grado d − 1), dette funzioni
B-spline.
Sia πN = {ui}
N+d
i=0 una sequenza non decrescente di valori del parametro u,
denominati nodi. Su πN possono essere generate N + 1 funzioni B-spline di ordine d
attraverso la formula di ricorrenza di Cox-de Boor [2]:
Bk,1(u) =
{
1 se u ∈ [uk, uk+1)
0 se u /∈ [uk, uk+1)
,
(3.37)
Bk,d(u) =
u− uk
uk+d−1 − uk
Bk,d−1(u) +
uk+d − u
uk+d − uk+1
Bk+1,d−1(u), d > 1.
Quando in (3.37) compare un termine 0/0, ad esso e` assegnato il valore 0.
Le funzioni B-spline godono delle seguenti proprieta` [2]:
i) sono a supporto locale, cioe` Bk,d(u) ≥ 0 per u ∈ [uk, uk+d) e Bk,d(u) = 0 per
u /∈ [uk, uk+d). L’intervallo [uk, uk+d), con uk < uk+d, e` chiamato supporto
della B-spline Bk,d;
ii) tra due nodi distinti successivi del suo supporto, ogni B-spline e` un polinomio
di grado d − 1: quindi Bk,d e` una funzione polinomiale a tratti. In Fig. 3.21 e`
stata utilizzata la funzione bspline del Toolbox Curve Fitting di Matlab [11]
per rappresentare alcune funzioni B-spline di ordine 3. Nei grafici sono anche
evidenziati i polinomi che intervengono nella definizione di tali B-spline;
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iii) ogni B-spline Bk,d(u) e` una funzione avente al massimo regolarita` C
d−2. La
regolarita` massima si ha quando tutti i nodi del supporto sono distinti. La
presenza di un nodo multiplo riduce la regolarita` della B-spline. In particolare
risulta:
numero di condizioni di regolarita` + molteplicita` del nodo = d;
iv) le funzioni B-spline formano una partizione dell’unita`, cioe`
∑N
k=0Bk,d(u) = 1;
v) l’insieme {Bk,d}
N
k=0 e` una base per lo spazio Sd delle funzioni spline di ordine d
definite sull’intervallo [ud−1, uN+1], cioe` di quelle funzioni che in ogni intervallo
di nodi distinti sono polinomi di grado d− 1;
vi) in ogni intervallo [ui, ui+1] solo d B-spline sono non nulle: Bi−d+1,d, . . . , Bi,d.
Dalle proprieta` delle funzioni B-spline, definite su πN , discendono le seguenti
proprieta` delle curve B-spline (3.36):
1. ciascuna sezione polinomiale di curva B-spline tra due nodi distinti successivi e`
influenzata da d punti di controllo, cioe` se u ∈ [ui, ui+1], allora
Q(u) =
i∑
k=i+1−d
PkBk,d(u);(3.38)
2. la curva (3.36) e` una curva polinomiale a tratti, definita in [ud−1, uN+1], avente
grado d− 1 e continuita` al massimo Cd−2 in tale intervallo;
3. ogni punto di controllo puo` influenzare al massimo la forma di d sezioni di curva;
4. ogni punto Q(u) di una curva B-spline (3.36) e` una combinazione baricentrica
dei punti di controllo {Pi}
N
i=0. Quindi le curve B-spline sono invarianti per
trasformazioni affini, cioe`, se Φ e` una trasformazione affine, allora
Φ(
N∑
k=0
PkBk,d(u)) =
N∑
k=0
Φ(Pk)Bk,d(u);
5. ogni curva B-spline e` una combinazione convessa dei suoi punti di controllo; in
particolare la sezione polinomiale definita in u ∈ [ui, ui+1] e` una combinazione
convessa dei d punti Pi−d+1, Pi−d+2, . . . , Pi ed e` tutta contenuta nell’inviluppo
convesso di tali punti;
6. le curve B-spline godono della proprieta` di “diminuzione della variazione” (vari-
ation diminishing), cioe` il numero di volte che la curva interseca un qualunque
piano e` limitato dal numero di volte che il poligono di controllo interseca il piano
medesimo [12, 14].
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Figura 3.21: Rappresentazione di funzioni B-spline di ordine 3 con supporti individuati
dalla sequenza di nodi π0, dove (a) π0 = {1, 2, 3, 4}; (b) π0 = {1, 1, 3, 4}; (c) π0 =
{0, 1, 1, 3}; (d) π0 = {1, 1, 1, 3}. Sono rappresentati anche i polinomi che definiscono
ogni sezione polinomiale.
3.5.1 Curve B-spline uniformi
Quando i nodi {uk} sono equidistanti, allora la curva B-spline risultante e` chiamata
uniforme. In tale caso, per N e d fissati, le funzioni B-spline Bk,d(u), k = 0, . . . , N
sono tali che:
Bk+1,d(u) = Bk,d(u−∆),(3.39)
dove ∆ = ui+1−ui. Quindi Bk+1,d(u) e` ottenuta da Bk,d(u) mediante una traslazione
verso destra di una quantita` ∆.
Nel caso d = 2 le funzioni B-spline sono le cosiddette funzioni a cappello [2] e si
puo` dimostrare facilmente che la curva B-spline lineare coincide con la spezzata che
unisce i punti di controllo. La Fig. 3.22 riporta un esempio di curva B-spline lineare
uniforme.
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Figura 3.22: (a) Curva B-spline lineare Q(u) =
∑2
k=0 PkBk,2(u) con 3 punti di
controllo, definita su [u1, u3]; (b) corrispondenti funzioni B-spline su una partizione
uniforme π2 = {ui}
4
i=0.
Consideriamo ora curve B-spline quadratiche uniformi (d = 3).
Supponiamo per esempio che siano dati quattro punti di controllo, {Pk}
3
k=0. In
tale caso sara` N = 3. Assumiamo come sequenza di nodi l’insieme π3 = {0, 1, 2, 3, 4, 5,
6} per cui ∆ = 1, cioe` consideriamo una parametrizzazione su interi.
La curva B-spline avra` dunque la seguente forma:
Q(u) =
3∑
k=0
PkBk,3(u)(3.40)
e sara` definita nell’intervallo [2, 4].
Le quattro funzioni B-spline quadratiche B0,3(u), B1,3(u), B2,3(u), B3,3(u), de-
finite su π3, sono uniformi. Costruiamo quindi B0,3(u) mediante la formula di ricor-
renza (3.37) e successivamente ricaviamo per traslazione B1,3(u), B2,3(u) e B3,3(u).
A scopo esemplificativo riportiamo nel seguito i calcoli per la costruzione di
B0,3.
Innanzitutto possiamo scrivere:
B0,3(u) =
u
2
B0,2(u) +
3− u
2
B1,2(u)
con (Fig. 3.23):
B0,2(u) = uB0,1(u) + (2− u)B1,1(u),
dove
B0,1(u) =
{
1 se 0 ≤ u < 1
0 altrimenti
,
B1,1(u) = B0,1(u− 1).
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Inoltre, poiche´ la partizione e` uniforme, risulta:
B1,2(u) = B0,2(u− 1).
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Figura 3.23: Funzioni B-spline B0,2 e B1,2.
Quindi otteniamo:
B0,3(u) =


u2
2 , 0 ≤ u < 1
u
2 (2− u) +
1
2 (u− 1)(3− u), 1 ≤ u < 2
1
2 (3− u)
2, 2 ≤ u < 3
0, altrimenti
.
Successivamente, da (3.39), generiamo B1,3(u) da B0,3(u), cioe`:
B1,3(u) = B0,3(u− 1) =


1
2 (u− 1)
2, 1 ≤ u < 2
1
2 (u− 1)(3− u) +
1
2 (u− 2)(4− u), 2 ≤ u < 3
1
2 (4− u)
2, 3 ≤ u < 4
0, altrimenti
.
Analogamente:
B2,3(u) = B1,3(u−1) = B0,3(u−2) =


1
2 (u− 2)
2, 2 ≤ u < 3
1
2 (u− 2)(4− u) +
1
2 (u− 3)(5− u), 3 ≤ u < 4
1
2 (5− u)
2, 4 ≤ u < 5
0, altrimenti
e
B3,3(u) = B2,3(u−1) = B0,3(u−3) =


1
2 (u− 3)
2, 3 ≤ u < 4
1
2 (u− 3)(5− u) +
1
2 (u− 4)(6− u), 4 ≤ u < 5
1
2 (6− u)
2, 5 ≤ u < 6
0, altrimenti
.
In Fig. 3.24 e` mostrato il grafico di tali funzioni B-spline. Osserviamo che ogni
Bi,3(u) ha supporto [i, i+ 3), i = 0, . . . , 3.
Quindi (3.40) si puo` scrivere nella forma
Q(u) =
3∑
k=0
PkB0,3(u− k).
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Ricordando che la curva B-spline e` definita nell’intervallo [2, 4], da (3.38), per
u ∈ [2, 3), avremo:
Q(u) =
2∑
k=0
PkB0,3(u− k)
e, per u ∈ [3, 4],
Q(u) =
3∑
k=1
PkB0,3(u− k).
Per u < 2 e u > 4 non sono presenti tutte le d = 3 funzioni base necessarie per definire
l’approssimazione B-spline.
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Figura 3.24: Funzioni B-spline quadratiche uniformi sulla partizione di nodi
π3 = {0, 1, 2, 3, 4, 5, 6}.
Utilizzando la suddetta partizione di nodi π3, in Fig. 3.25 e` mostrato il grafico
della curva B-spline quadratica uniforme definita da un dato insieme di quattro punti
di controllo.
Osserviamo che tale curva inizia in una posizione intermedia tra i primi due
punti di controllo e termina in una posizione intermedia tra gli ultimi due.
Possiamo infatti determinare la posizione iniziale e finale della curva B-spline,
calcolando:
Piniziale = Q(2) =
2∑
k=0
PkB0,3(2− k) =
1
2
· P0 +
1
2
· P1 + 0 · P2 =
1
2
(P0 + P1),
Pfinale = Q(4) =
3∑
k=1
PkB0,3(4− k) = 0 · P1 +
1
2
· P2 +
1
2
· P3 =
1
2
(P2 + P3).
Possiamo anche determinare la derivata nei punti iniziale e finale della curva,
ottenendo:
P ′iniziale = Q
′(2) = P1 − P0,
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Figura 3.25: Curva B-spline quadratica con partizione di nodi π3 = {0, 1, 2, 3, 4, 5, 6}
e punti di controllo P0(1,−2, 0), P1(2, 2, 0), P2(7, 1, 0), P3(9, 6, 0).
P ′finale = Q
′(4) = P3 − P2.
Quindi la tangente alla curva nel punto iniziale e` parallela alla retta passante
per i primi due punti di controllo. Analoga proprieta` vale per la pendenza nel punto
finale.
Il discorso sviluppato nel caso dell’esempio puo` essere generalizzato alla costru-
zione di una curva B-spline quadratica uniforme definita da N +1 punti di controllo,
con partizione uniforme πN = {ui}
N+3
i=0 , cioe` ui+1 = ui +∆:
Q(u) =
N∑
k=0
PkBk,3(u), u ∈ [u2, uN+1].
Infatti bastera` costruire una sola B-spline, per esempio la B0,3, ottenendo poi tutte
le altre N per traslazione. Quindi potremo scrivere:
Q(u) =
N∑
k=0
PkB0,3(u− k∆).
Osserviamo che anche nel caso generale la curva inizia in una posizione inter-
media tra i primi due punti di controllo e termina in una posizione intermedia tra
gli ultimi due. Inoltre le tangenti alla curva nei punti iniziale e finale soddisfano alla
stessa proprieta` verificata nell’esempio.
Consideriamo ora curve B-spline cubiche (d = 4) uniformi.
Una curva B-spline cubica con N + 1 punti di controllo e parametrizzazione
uniforme πN = {ui}
N+4
i=0 , sara` dunque definita da
Q(u) =
N∑
k=0
PkBk,4(u), u ∈ [u3, uN+1].(3.41)
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Poiche´ si tratta di funzioni B-spline uniformi, bastera` costruire una sola B-
spline, per esempio B0,4 mediante (3.37), ed ottenere le altre per traslazione. Potremo
quindi scrivere (3.41) nella seguente forma:
Q(u) =
N∑
k=0
PkB0,4(u− k∆).(3.42)
Per esempio, nel caso N = 3 e π3 = {0, 1, 2, 3, 4, 5, 6, 7}, sara` ∆ = 1 e
B0,4(u) =


1
6u
3, 0 ≤ u < 1
− 16 (3u
3 − 12u2 + 12u− 4), 1 ≤ u < 2
1
6 (3u
3 − 24u2 + 60u− 44), 2 ≤ u < 3
1
6 (4− u)
3, 3 ≤ u < 4
0, altrimenti
.(3.43)
Analogamente al caso quadratico, anche per le cubiche, si puo` verificare che la
curva inizia in una posizione intermedia tra i primi tre punti di controllo e termina in
una posizione intermedia tra gli ultimi tre. In generale per curve B-spline di ordine
d piu` elevato, i punti iniziale e finale sono medie pesate rispettivamente dei primi e
degli ultimi d− 1 punti di controllo.
Le curve B-spline uniformi possono essere utilizzate per generare curve chiuse.
Per esempio, si puo` ottenere una curva chiusa costruendo una curva B-spline cubica
facendo coincidere gli ultimi tre punti di controllo con i primi tre (Fig. 3.26).
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Figura 3.26: Curva B-spline chiusa di ordine 4 definita su 10 punti di controllo:
{P0, P1, P2, P3, P4, P5, P6, P7 ≡ P0, P8 ≡ P1, P9 ≡ P2}.
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3.5.2 Curve B-spline non uniformi
Se assumiamo i nodi della partizione πN non equidistanti o scegliamo alcuni nodi
con una certa molteplicita`, la curva (3.36) che otteniamo si dice curva B-spline non
uniforme.
Le funzioni B-spline Bk,d, costruite su nodi non equispaziati, generano curve
B-spline aventi una maggiore flessibilita` rispetto a quelle uniformi.
Come gia` abbiamo detto in precedenza, in corrispondenza ad un nodo semplice
la curva ha regolarita` massima, cioe` Cd−2.
Un nodo ripetuto due volte all’interno dell’intervallo [ud−1, uN+1] riduce di una
unita` la classe di regolarita` della curva B-spline. In generale la presenza di un nodo
di molteplicita` r, r < d, comporta che la curva abbia regolarita` d − r − 1 in quel
nodo. Se r = d la curva diventa discontinua in corrispondenza del nodo avente tale
molteplicita`.
Inoltre se assumiamo i nodi iniziale e finale con molteplicita` d, cioe`
u0 = u1 = . . . = ud−1 e uN+1 = uN+2 = . . . = uN+d,(3.44)
la curva passa per il primo e per l’ultimo punto di controllo.
Per esempio, consideriamo il caso di una curva B-spline quadratica con cinque
punti di controllo {Pk}
4
k=0, per cui N = 4 e d = 3. Assumiamo come partizione dei
nodi π4 = {0, 0, 0, 1, 2, 3, 3, 3}, cioe` u0 = u1 = u2 = 0, u3 = 1, u4 = 2, u5 = u6 =
u7 = 3. L’intervallo in cui la spline e` definita e` [u2, u5] = [0, 3].
La curva B-spline sara` dunque:
Q(u) =
4∑
k=0
PkBk,3(u), u ∈ [0, 3].(3.45)
Le funzioni B-spline {Bk,3(u)}
4
k=0, ottenute applicando la formula di ricorrenza
(3.37) con d = 3, hanno le seguenti espressioni:
B0,3(u) =
{
(1− u)2, 0 ≤ u < 1
0, altrimenti
,
B1,3(u) =


1
2u(4− 3u), 0 ≤ u < 1
1
2 (2− u)
2, 1 ≤ u < 2
0, altrimenti
,
B2,3(u) =


1
2u
2, 0 ≤ u < 1
1
2u(2− u) +
1
2 (u− 1)(3− u), 1 ≤ u < 2
1
2 (3− u)
2, 2 ≤ u < 3
0, altrimenti
,
B3,3(u) =


1
2 (u− 1)
2, 1 ≤ u < 2
1
2 (3− u)(3u− 5), 2 ≤ u < 3
0, altrimenti
,
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B4,3(u) =
{
(u− 2)2, 2 ≤ u < 3
0, altrimenti
.
Esse sono rappresentate in Fig. 3.27. Notiamo che: i) B0,3 e B4,3 hanno una di-
scontinuita` rispettivamente in u = 0 e u = 3; ii) B1,3 e B3,3 sono solo continue
rispettivamente in u = 0 e u = 3, mentre B2,3 ha regolarita` massima C
1.
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Figura 3.27: Funzioni B-spline quadratiche sulla partizione di nodi π4 =
{0, 0, 0, 1, 2, 3, 3, 3}.
Osserviamo inoltre che i punti iniziale e finale della curva (3.45) sono rispetti-
vamente P0 e P4, cioe` la curva passa per il primo e per l’ultimo punto di controllo.
Infatti:
Piniziale = Q(0) =
2∑
k=0
PkBk,3(0) = P0,
Pfinale = Q(3) =
4∑
k=2
PkBk,3(3) = P4.
In Fig. 3.28 e` rappresentata una curva B-spline avente tali caratteristiche.
Nelle seguenti figure 3.29, 3.30, 3.31 sono infine rappresentate tre curve B-spline
cubiche, definite da un dato insieme di punti di controllo, e le corrispondenti funzioni
B-spline con le relative partizioni dei nodi.
La Fig. 3.31 mostra come la scelta di un nodo triplo (pari al grado) in u = 1
simuli un punto angoloso in Q(1). Inoltre risulta Q(1) = P3B3,4(1) = P3.
La procedura 3.8 costruisce una curva B-spline. Essa utilizza le funzioni spmak
ed fnplt, disponibili nel Toolbox Curve Fitting di Matlab. Le funzioni B-spline
sono state invece realizzate utilizzando la funzione spcol, anch’essa contenuta nel
medesimo Toolbox.
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Figura 3.28: Curva B-spline di ordine 3 con partizione di nodi π4 = {0, 0, 0, 1, 2, 3, 3, 3}
e punti di controllo P0(1, 3, 0), P1(1.5, 2.5, 0), P2(2, 4, 0), P3(4.2, 5, 0), P4(5, 1.8, 0).
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Figura 3.29: (a) Funzioni B-spline di ordine 4 sulla partizione di nodi π6 =
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10} e (b) corrispondente curva B-spline avente punti di
controllo P0(−1, 2, 0), P1(−0.6667, 0.8642, 0), P2(−0.3333, 0.3457, 0), P3(0, 0, 0),
P4(0.3333, 0.3457, 0), P5(0.6667, 0.8642, 0), P6(1, 2, 0).
Procedura 3.8 - cb spline
function bs=cb spline(p,u)
%
% Funzione che genera una curva B-spline,
% definita da prefissati punti di controllo.
%
% Se non sono assegnati parametri di input,
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Figura 3.30: (a) Funzioni B-spline di ordine 4 con partizione di nodi π6 =
{0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4} e (b) corrispondente curva B-spline avente punti di
controllo P0(−1, 2, 0), P1(−0.6667, 0.8642, 0), P2(−0.3333, 0.3457, 0), P3(0, 0, 0),
P4(0.3333, 0.3457, 0), P5(0.6667, 0.8642, 0), P6(1, 2, 0).
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Figura 3.31: (a) Funzioni B-spline di ordine 4 con partizione di nodi π6 =
{0, 0, 0, 0, 1, 1, 1, 2, 2, 2, 2} e (b) corrispondente curva B-spline avente punti di
controllo P0(−1, 2, 0), P1(−0.6667, 0.8642, 0), P2(−0.3333, 0.3457, 0), P3(0, 0, 0),
P4(0.3333, 0.3457, 0), P5(0.6667, 0.8642, 0), P6(1, 2, 0).
% sono richiesti i punti di controllo
% e la sequenza non decrescente dei nodi.
%
% Parametri di input:
% p: matrice di dimensioni 3x(numero di punti di controllo)
Curve e superfici spline 135
% contenente le coordinate dei punti di controllo;
% u: vettore di lunghezza (numero di punti di controllo)
% +(ordine della curva B-spline), contenente
% la sequenza non decrescente dei nodi.
%
% Parametri di output:
% bs: matrice contenente le coordinate dei punti
% della curva generati.
%
% Se non sono assegnati parametri di output, la curva B-spline
% viene disegnata.
%
if nargin==0;
p = input(’Fornire i punti di controllo > ’);
u = input(’Fornire il vettore dei nodi > ’);
end
sp=spmak(u,p);
i=[u(length(u)-size(p,2)) u(size(p,2)+1)];
if nargout==0
fnplt(sp,i)
else
bs=fnplt(sp,i);
end
3.5.3 Connessione tra curve B-spline e curve di Be´zier
Se nella definizione della curva B-spline (3.36) i nodi iniziale e finale di πN hanno
molteplicita` d, cioe` vale (3.44) e d = N + 1, allora la curva si riduce ad essere una
curva polinomiale di Be´zier di grado N = d − 1, avente gli stessi punti di controllo.
Infatti in questo caso si verifica che le N +1 funzioni B-spline sono gli N +1 polinomi
di Bernstein di grado N .
Esemplifichiamo cio` nel caso di una curva B-spline cubica (d = 4) con 4 punti
di controllo (N = 3) e nodi u0 = u1 = u2 = u3 = 0, u4 = u5 = u6 = u7 = 1, che si
riduce ad una curva di Be´zier di grado 3. Il nostro scopo e` far vedere che le B-spline
{Bi,4(u)}
3
i=0 su tale sequenza di nodi sono rispettivamente i polinomi di Bernstein
{BE3i (u)}
3
i=0. Consideriamo, nel seguente schema, le B-spline che intervengono nella
definizione di B0,4(u), che ha supporto [u0, u4), utilizzando la (3.37) con k = 0 e
d = 4:
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B0,4(u)
ւ ց
u−u0
u3−u0
B0,3(u)
u4−u
u4−u1
B1,3(u)
ւ ց ւ ց
u−u0
u2−u0
B0,2(u)
u3−u
u3−u1
B1,2(u)
u−u1
u3−u1
B1,2(u)
u4−u
u4−u2
B2,2(u)
ւ ց ւ ց ւ ց ւ ց
u−u0
u1−u0
B0,1(u)
u2−u
u2−u1
B1,1(u)
u−u1
u2−u1
B1,1(u)
u3−u
u3−u2
B2,1(u)
u−u2
u3−u2
B2,1(u)
u4−u
u4−u3
B3,1(u).
Poiche´ stiamo valutando una B-spline di ordine 4, l’albero avra` tre livelli. Il
valore di B0,4 e` una somma di otto termini. L’unica foglia dell’albero non nulla, data
la molteplicita` dei nodi, e` quella in cui la frazione ha a denominatore u4−u3. Quindi
risultera`
B0,4(u) =
(u4 − u)
3
(u4 − u1)(u4 − u2)(u4 − u3)
B3,1(u) = (1− u)
3 =
(
3
0
)
(1− u)3.
Consideriamo ora B1,4(u) che ha supporto [u1, u5), per cui avremo:
B1,4(u)
ւ ց
u−u1
u4−u1
B1,3(u)
u5−u
u5−u2
B2,3(u)
ւ ց ւ ց
u−u1
u3−u1
B1,2(u)
u4−u
u4−u2
B2,2(u)
u−u2
u4−u2
B2,2(u)
u5−u
u5−u3
B3,2(u)
ւ ց ւ ց ւ ց ւ ց
u−u1
u2−u1
B1,1(u)
u3−u
u3−u2
B2,1(u)
u−u2
u3−u2
B2,1(u)
u4−u
u4−u3
B3,1(u)
u−u3
u4−u3
B3,1(u)
u5−u
u5−u4
B4,1(u).
Data la molteplicita` dei nodi risultera`:
B1,4(u) =
(u− u1)(u4 − u)
2
(u4 − u1)(u4 − u2)(u4 − u3)
B3,1(u)
+
u5 − u
u5 − u2
[ (u− u2)(u4 − u)
(u4 − u2)(u4 − u3)
B3,1(u) +
(u5 − u)(u− u3)
(u5 − u3)(u4 − u3)
B3,1(u)
]
= u(1− u)2 + (1− u)[u(1− u) + (1− u)u]
= 3u(1− u)2 =
(
3
1
)
u(1− u)2.
Analogamente si ottiene che
B2,4(u) =
(
3
2
)
u2(1− u) e B3,4(u) =
(
3
3
)
u3.
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Quindi possiamo concludere che
Bi,4(u) =
(
3
i
)
ui(1− u)3−i = BE3i (u), i = 0, 1, 2, 3.
Il discorso puo` essere generalizzato ad una B-spline di ordine d = N + 1
ottenendo:
Bi,d(u) =
(
d− 1
i
)
ui(1− u)d−i−1 = BEd−1i (u), i = 0, . . . , d− 1.
Le curve di Be´zier sono quindi un caso particolare di curve B-spline. Ogni
pacchetto di software scientifico che permette la costruzione di curve B-spline, e` in
grado di rappresentare una curva di Be´zier.
In Fig. 3.32 e` proposto un esempio di curva B-spline che e` di fatto una curva
di Be´zier.
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Figura 3.32: Esempio di curva B-spline avente punti di controllo P0(0, 0, 0), P1(0, 3, 0),
P2(2, 1, 0), P3(1,−1, 0) e nodi π3 = {0, 0, 0, 0, 1, 1, 1, 1}: tale curva coincide con la
curva di Be´zier rappresentata in Fig. 2.4(b).
3.5.4 L’algoritmo di de Boor
L’algoritmo di de Boor permette di calcolare le coordinate di un punto appartenente
ad una curva B-spline senza conoscere esplicitamente le funzioni B-spline di base
[4, 6, 14]. Esso puo` essere visto come la generalizzazione dell’algoritmo di de Casteljau
e, come tale, fa uso della interpolazione lineare ripetuta.
Consideriamo la curva B-spline (3.36) con u ∈ [ud−1, uN+1]. Per (3.37) pos-
siamo scrivere
Q(u) =
N∑
k=0
PkBk,d(u)
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=
N∑
k=0
Pk
u− uk
uk+d−1 − uk
Bk,d−1(u) +
N∑
k=0
Pk
uk+d − u
uk+d − uk+1
Bk+1,d−1(u)
= P0
u− u0
ud−1 − u0
B0,d−1(u) +
N∑
k=1
Pk
u− uk
uk+d−1 − uk
Bk,d−1(u)(3.46)
+
N−1∑
k=0
Pk
uk+d − u
uk+d − uk+1
Bk+1,d−1(u) + PN
uN+d − u
uN+d − uN+1
BN+1,d−1(u).
Poiche´ B0,d−1(u) ha supporto [u0, ud−1) e u ∈ [ud−1, uN+1], allora B0,d−1(u) = 0.
Quindi il primo addendo di (3.46) e` nullo. Analogamente si ottiene che l’ultimo
addendo e` nullo, per cui risulta
Q(u) =
N∑
k=1
Pk
u− uk
uk+d−1 − uk
Bk,d−1(u) +
N∑
k=1
Pk−1
uk+d−1 − u
uk+d−1 − uk
Bk,d−1(u)
=
N∑
k=1

Pk−1
1−α
(1)
k︷ ︸︸ ︷
uk−1+d − u
uk−1+d − uk
+Pk
α
(1)
k︷ ︸︸ ︷
u− uk
uk+d−1 − uk


︸ ︷︷ ︸
P
(1)
k
(u)
Bk,d−1(u).
Possiamo dunque scrivere
Q(u) =
N∑
k=1
P
(1)
k (u)Bk,d−1(u).(3.47)
Applicando ancora lo stesso ragionamento in (3.47), otteniamo
Q(u) =
N∑
k=2
P
(2)
k (u)Bk,d−2(u),
con
P
(2)
k (u) = P
(1)
k−1(u)
1−α
(2)
k︷ ︸︸ ︷
uk+d−2 − u
uk+d−2 − uk
+P
(1)
k (u)
α
(2)
k︷ ︸︸ ︷
u− uk
uk+d−2 − uk
e cos`ı via, fino ad ottenere
Q(u) =
N∑
k=d−1
P
(d−1)
k (u)Bk,1(u),
dove
Bk,1(u) =
{
1 u ∈ [uk, uk+1)
0 altrimenti
.(3.48)
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Ora, da (3.48), se u ∈ [uℓ, uℓ+1)
Q(u) = P
(d−1)
ℓ (u).
Possiamo sintetizzare l’algoritmo di de Boor come segue:
P
(j)
k (u) =
{
(1− α
(j)
k )P
(j−1)
k−1 (u) + α
(j)
k P
(j−1)
k (u), j > 0
Pk, j = 0
con
α
(j)
k =
u− uk
uk+d−j − uk
, j = 1, . . . , d− 1.
Analogamente all’algoritmo di de Casteljau, anche questo processo, composto
da d−1 passi, puo` essere illustrato mediante la seguente tabella, dove per u ∈ [uℓ, uℓ+1)
solo le B-spline con indice ℓ− d+ 1, ℓ− d+ 2, . . . , ℓ− 1, ℓ sono non nulle:
Pℓ−d+1
ց
P
(1)
ℓ−d+2
ր ց
Pℓ−d+2 P
(2)
ℓ−d+3 ∗ 1− α
(j)
k
ց ր ց ց
P
(1)
ℓ−d+3 · · · ∗
ր ց ր ց ր
Pℓ−d+3
... P
(d−1)
ℓ ; ∗ α
(j)
k
ց ր ց ր
...
... · · ·
ր ց ր
Pℓ−1 P
(2)
ℓ
ց ր
P
(1)
ℓ
ր
Pℓ
3.6 Superfici B-spline di tipo tensore prodotto
Una superficie B-spline di tipo tensore prodotto ha la seguente forma:
Q(u, v) =
N1∑
i=0
N2∑
j=0
Pi,jBi,j,d1,d2(u, v), u ∈ [umin, umax], v ∈ [vmin, vmax],(3.49)
dove Bi,j,d1,d2(u, v) = Bi,d1(u)Bj,d2(v) con Bi,d1(u) e Bj,d2(v) funzioni B-spline uni-
variate rispettivamente di ordine d1 e d2, definite come nel §3.5 rispettivamente su
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due partizioni ΠN1 = {ui}
N1+d1
i=0 e ΠN2 = {vj}
N2+d2
j=0 di nodi. I punti Pi,j , i =
0, . . . , N1, j = 0, . . . , N2 specificano (N1+1)(N2+1) punti di controllo ed hanno una
topologia rettangolare.
Ogni superficie B-spline (3.49) e` quindi definita dal suo poliedro di controllo,
avente come vertici i punti Pi,j .
Si puo` pensare di avere ottenuto tale superficie muovendo una curva B-spline
di ordine d1 nello spazio, in modo tale che ogni suo punto di controllo descriva una
curva B-spline di ordine d2.
Osserviamo che ogni B-spline bivariata Bi,j,d1,d2 e` un polinomio a tratti di
grado d1 − 1 in u e d2 − 1 in v ed ha supporto [ui, ui+d1 ]× [vj , vj+d2 ].
Inoltre se d1 = d2 = d e i nodi sono semplici, ogni B-spline bivariata ha conti-
nuita` Cd−2. Infine, se le partizioni dei nodi sono uniformi, le funzioni Bi,j,d1,d2(u, v)
hanno tutte la stessa forma e si possono ottenere una dall’altra per traslazione.
La figura 3.33 rappresenta due esempi di funzioni B-spline di tipo tensore
prodotto. Le figure 3.35 e 3.34 rappresentano esempi di superfici B-spline del tipo
(3.49).
(a) (b)
Figura 3.33: Funzione B-spline bicubica (a) uniforme sugli interi con supporto
[0, 4] × [0, 4]; (b) non uniforme con supporto [0, 2] × [0, 2] e partizioni dei nodi
π0 = {0, 1, 1, 1, 2} per u e π0 = {0, 0, 1, 2, 2} per v.
Molte proprieta` delle superfici B-spline (3.49) seguono direttamente dalle cor-
rispondenti proprieta` delle curve B-spline. In particolare: Q(u, v) e` una combinazione
baricentrica dei suoi punti di controllo e quindi e` invariante per trasformazioni affini;
inoltre essa e` tutta contenuta nell’inviluppo convesso dei suoi punti di controllo, in
quanto combinazione convessa degli stessi.
La procedura 3.9 costruisce una superficie B-spline. Essa utilizza le funzioni
spmak ed fnval, disponibili nel Toolbox Curve Fitting di Matlab.
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Procedura 3.9 - sb spline
function bs=sb spline(p,u,v)
%
% Funzione che genera una superficie B-spline
% di tipo tensore prodotto.
%
% Parametri di input:
% p: matrice a tre indici contenente le coordinate dei punti
% di controllo: ascisse nella prima ’pagina’, ordinate nella
% seconda e quote nella terza;
% u,v: vettori contenenti le sequenze non decrescenti dei nodi.
%
% Parametri di output:
% bs: matrice di dimensioni 100x100x3 contenente le coordinate
% dei punti della superficie generati.
%
% Se non sono assegnati parametri di output, la superficie
% B-spline viene disegnata.
%
sp=spmak({u,v},permute(p,[3 1 2]),[3 size(p,1) size(p,2)])
uu=linspace(u(length(u)-size(p,1)),u(size(p,1)+1));
vv=linspace(v(length(v)-size(p,2)),v(size(p,2)+1));
pv=permute(fnval(sp,{uu,vv}),[2 3 1]);
if nargout==0
surf(pv(:,:,1),pv(:,:,2),pv(:,:,3))
else
bs=pv;
end
3.7 Introduzione alle curve e superfici B-spline razio-
nali
Le curve B-spline razionali sono denotate con il termine NURBS, che e` l’acronimo di
“Non Uniform Rational B-Splines”.
Sia ΠN = {ui}
N+d
i=0 una sequenza non decrescente di nodi. Su ΠN consideriamo
le N + 1 funzioni B-spline {Bk,d}
N
k=0 di ordine d definite nel §3.5.
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Figura 3.34: Superficie B-spline (a) biquadratica; (b) bicubica, avente punti di
controllo indicati in Fig. 2.16.
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Figura 3.35: Superficie B-spline con (a) d1 = d2 = 4 (bicubica) e partizione
dei nodi π3 = {0, 0, 0, 0, 1, 1, 1, 1} per entrambi i parametri u e v e punti
di controllo P0,0(−1,−1, 0.2213), P1,0(−1,−0.5, 0.0241), P2,0(−1, 0.5, 0.0241),
P3,0(−1, 1, 0.2213), P0,1(−0.5,−1, 0.0241), P1,1(−0.5,−0.5, 0), P2,1(−0.5, 0.5, 0),
P3,1(−0.5, 1, 0.0241), P0,2(0.5,−1, 0.0241), P1,2(0.5,−0.5, 0), P2,2(0.5, 0.5, 0),
P3,2(0.5, 1, 0.0241), P0,3(1,−1, 0.2213), P1,3(1,−0.5, 0.0241), P2,3(1, 0.5, 0.0241),
P3,3(1, 1, 0.2213); (b) d1 = 4, d2 = 3 e partizione dei nodi π4 = {0, 0, 0, 0, 1, 2, 2, 2, 2}
per u e π3 = {0, 0, 0, 1, 2, 2, 2} per v e punti di controllo P0,0(0, 0, 0), P1,0(4, 0, 6),
P2,0(8, 0, 0), P3,0(12, 0, 2), P4,0(16, 0, 4), P0,1(0, 2, 1), P1,1(4, 2, 8), P2,1(8, 2,−2),
P3,1(12, 2, 0), P4,1(16, 2, 2), P0,2(0, 4, 1), P1,2(4, 4, 7), P2,2(8, 4,−2), P3,2(12, 4,−1),
P4,2(16, 4, 0), P0,3(0, 6, 0), P1,3(4, 6, 4), P2,3(8, 6, 0), P3,3(12, 6, 2), P4,3(16, 6, 4).
Un curva B-spline razionale (NURBS) di ordine d (grado d− 1), avente punti
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di controllo Pk e pesi wk ∈ IR, k = 0, . . . , N , ha la seguente forma:
R(u) =
∑N
k=0 wkPkBk,d(u)∑N
k=0 wkBk,d(u)
.(3.50)
Quando wk = cost, ∀k, allora (3.50) si riduce alla curva B-spline (3.36).
Le NURBS godono di proprieta` analoghe a quelle valide per le curve B-spline
polinomiali, cioe`:
• sono locali, in quanto ciascuna sezione di curva tra due nodi successivi e` in-
fluenzata solo da d punti di controllo ed, in particolare, se u ∈ [ui, ui+1],
allora
R(u) =
∑i
k=i+1−d wkPkBk,d(u)∑i
k=i+1−d wkBk,d(u)
;
• se i pesi wk sono positivi, la curva e` contenuta nell’inviluppo convesso dei suoi
punti di controllo;
• la presenza in ΠN di un nodo di molteplicita` r, con r < d, comporta che la
curva abbia regolarita` d− r − 1 in quel nodo;
• ogni curva B-spline razionale e` invariante per trasformazioni affini;
• le curve B-spline razionali godono della proprieta` di “diminuzione della varia-
zione” (variation diminishing), cioe` il numero di volte che la curva interseca
un qualunque piano e` limitato dal numero di volte che il poligono di controllo
interseca il piano medesimo [14].
Inoltre le NURBS godono di due ulteriori e importanti proprieta`, che non
valgono per le curve B-spline polinomiali, cioe`:
• forniscono una rappresentazione esatta per le coniche, come circonferenze ed
ellissi, che possono solo essere approssimate da curve spline non razionali;
• sono invarianti per trasformazioni proiettive.
Analogamente a quanto spiegato nel §3.6 in relazione alle superfici B-spline di
tipo tensore prodotto e con le stesse notazioni, si puo` definire una superficie B-spline
razionale (NURBS), con punti di controllo Pij e pesi wij ∈ IR, come segue:
S(u, v) =
∑N1
i=0
∑N2
j=0 wijPijBi,j,d1,d2(u, v)∑N1
i=0
∑N2
j=0 wijBi,j,d1,d2(u, v)
.
Per una trattazione piu` approfondita sulle curve e superfici NURBS si rimanda
a [4, 6, 12, 14].
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matematica numerica per la grafica
Capitolo 4
Trasformazioni geometriche
2D
Un oggetto, rappresentato mediante una certa curva o superficie, deve spesso es-
sere sottoposto a cambiamenti di posizione, orientamento, dimensione e forma. Tali
cambiamenti sono realizzati mediante trasformazioni geometriche.
Trasformazioni geometriche di base sono: traslazione, rotazione e cambiamento
di scala. Altre trasformazioni che sono spesso utili sono la riflessione e la deformazione
di taglio. Esse sono tutte trasformazioni affini (vedere Appendice).
In questo capitolo analizzeremo le trasformazioni 2D, anche con riferimento
agli aspetti computazionali relativi alla loro realizzazione.
4.1 Trasformazioni geometriche 2D di base
4.1.1 Traslazione
Una traslazione 2D e` applicata ad un oggetto per ricollocarlo lungo una linea retta,
da una posizione nel sistema di riferimento ad un’altra.
Se trasliamo un punto P di coordinate (x, y) mediante un vettore di traslazione
t = [tx ty]
T , dove T indica l’operazione di trasposizione, lo spostiamo dalla posizione
originale in una nuova posizione P ′(x′, y′) tale che:{
x′ = x+ tx
y′ = y + ty
.(4.1)
Possiamo esprimere la traslazione (4.1) come una singola equazione matriciale
P ′ = P + t(4.2)
dove
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P ′ =
[
x′
y′
]
, P =
[
x
y
]
, t =
[
tx
ty
]
e + e` l’operazione di somma matriciale.
In Fig. 4.1(a) e` riportato un esempio di traslazione di un punto.
Osserviamo che la traslazione e` un movimento rigido che muove gli oggetti
senza deformarli.
Un segmento e` traslato applicando l’equazione (4.2) a ciascuno dei due punti
estremi e disegnando il segmento che congiunge i nuovi estremi.
I poligoni sono traslati traslando prima ogni vertice e rigenerando il poligono
che ha il nuovo insieme di vertici (Fig. 4.2).
Consideriamo come esempio di oggetto la figura poligonale L di vertici
(2, 1), (6, 1), (6, 3), (4, 3), (4, 9), (2, 9)(4.3)
che utilizzeremo poi in tutto il capitolo.
In Fig. 4.1(b) e` riportato il risultato della sua traslazione con vettore di
traslazione t = [5 6]T .
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Figura 4.1: Traslazione con vettore di traslazione t = [5 6]T (a) del punto P ;
(b) della figura poligonale L.
Metodi simili sono usati per traslare oggetti curvi. Per cambiare la posizione di
un cerchio (Fig. 4.3) o di un ellisse, trasliamo le coordinate del centro e ridisegnamo
la figura nella nuova locazione. Per traslare altre curve (ad esempio curve di Be´zier o
curve spline) ricostruiamo la curva usando i punti di controllo traslati.
La procedura 4.1 realizza una traslazione 2D in ambiente Matlab.
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Figura 4.2: Traslazione dell’oggetto G con vettore di traslazione t = [−10 − 4]T .
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Figura 4.3: Traslazione della circonferenza di centro C(1, 2) e raggio 2 con vettore di
traslazione t = [2 3]T .
Procedura 4.1 - trasl
function PT=trasl(P,t)
%
% Traslazione 2D di un insieme di punti P mediante il vettore t.
%
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn]: matrice di dimensioni 2xn
% delle coordinate degli n punti da traslare;
% t=[tx;ty]: vettore di traslazione.
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%
% Parametri di output:
% PT=[x1’ x2’ ... xn’;y1’ y2’ ... yn’]: matrice di dimensioni
% 2xn delle coordinate dei punti traslati.
%
n=size(P,2);
PT=P+t*ones(1,n);
4.1.2 Rotazione
Una rotazione 2D e` applicata ad un oggetto per riposizionarlo lungo un percorso
circolare nel piano xy. Per generare una rotazione e` necessario specificare l’angolo di
rotazione θ e la posizione (xr, yr) del punto di rotazione (o punto pivot) intorno a cui
l’oggetto deve essere ruotato.
I valori positivi per l’angolo θ definiscono rotazioni in senso antiorario intorno
al punto pivot; i valori negativi, invece, ruotano gli oggetti in senso orario.
Questa trasformazione puo` anche essere descritta come una rotazione intorno
ad un asse di rotazione che e` perpendicolare al piano xy e passa attraverso il punto
pivot.
Con l’aiuto di Fig. 4.4 si ottiene che la trasformazione che realizza la rotazione
di un punto P (x, y), quando il punto pivot e` l’origine delle coordinate, si puo` esprimere
come segue:
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Figura 4.4: Rotazione del punto P di un angolo θ intorno all’origine.
{
x′ = r cos(φ+ θ)
y′ = r sin(φ+ θ)
,
dove θ e` l’angolo di rotazione ed (r, φ) sono le coordinate polari di P.
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Usando identita` trigonometriche fondamentali, possiamo scrivere che{
x′ = r cosφ cos θ − r sin θ sinφ
y′ = r cosφ sin θ + r sinφ cos θ
.(4.4)
Ricordando che
x = r cosφ, y = r sinφ,(4.5)
sostituendo (4.5) in (4.4), otteniamo{
x′ = x cos θ − y sin θ
y′ = x sin θ + y cos θ
(4.6)
che possiamo scrivere nella seguente forma matriciale:
P ′ = R · P
dove
P ′ =
[
x′
y′
]
R =
[
cos θ − sin θ
sin θ cos θ
]
, P =
[
x
y
]
.
La matrice R e` detta matrice di rotazione e · e` l’operazione di prodotto matriciale.
In Fig. 4.5(a) e` riportato un esempio di rotazione di un punto intorno all’ori-
gine.
Anche le rotazioni sono trasformazioni che muovono gli oggetti senza deformar-
li. Ogni punto dell’oggetto e` ruotato dello stesso angolo.
Un segmento e` ruotato applicando le equazioni della rotazione ad ognuno dei
punti estremi del segmento e ridisegnando la linea tra i nuovi estremi.
La rotazione di figure poligonali avviene ruotando ogni vertice dell’angolo di
rotazione specificato e rigenerando la nuova poligonale usando il nuovo insieme di
punti.
In Fig. 4.5(b) e` proposto un esempio di rotazione della figura poligonale L di
vertici (4.3). Un ulteriore esempio e` presentato in Fig. 4.6.
Linee curve sono ruotate riposizionando i punti che definiscono l’oggetto e ri-
disegnando le curve.
La procedura 4.2 genera una rotazione 2D intorno all’origine in ambiente Mat-
lab.
Procedura 4.2 - rotaz
function PR=rotaz(P,theta)
%
% Rotazione 2D di un insieme di punti P di angolo theta
% intorno all’origine.
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Figura 4.5: Rotazione di un angolo π3 intorno all’origine (a) del punto P ; (b) della
figura poligonale L.
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Figura 4.6: Rotazione (a) del segmento r di estremi (−4,−7), (8, 17) di un angolo π6
intorno all’origine; (b) dell’oggetto S di un angolo π intorno all’origine.
%
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn]: matrice di dimensioni 2xn
% delle coordinate degli n punti da ruotare;
% theta: angolo di rotazione.
%
% Parametri di output:
% PR=[x1’ x2’ ... xn’;y1’ y2’ ... yn’]: matrice di dimensioni
% 2xn delle coordinate dei punti ruotati.
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%
c=cos(theta);
s=sin(theta);
R=[c -s;s c]; %matrice di rotazione
PR=R*P;
Con l’aiuto della Fig. 4.7 determiniamo ora le equazioni della trasformazione
che realizza la rotazione di un punto P (x, y) intorno ad un punto pivot arbitrario
C(xr, yr).
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Figura 4.7: Rotazione del punto P di un angolo θ intorno ad un punto pivot C(xr, yr).
Poiche´ {
x′ − xr = r cos(θ + φ)
y′ − yr = r sin(θ + φ)
,
allora {
x′ = xr + r cosφ cos θ − r sinφ sin θ
y′ = yr + r cosφ sin θ + r sinφ cos θ
.
Osservando che {
r cosφ = x− xr
r sinφ = y − yr
,
otteniamo {
x′ = x cos θ − y sin θ + (−xr cos θ + yr sin θ + xr)
y′ = x sin θ + y cos θ + (−xr sin θ − yr cos θ + yr)
che possiamo scrivere in forma matriciale nel seguente modo:
P ′ = R · P +
[
−xr cos θ + yr sin θ + xr
−xr sin θ − yr cos θ + yr
]
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dove
P ′ =
[
x′
y′
]
R =
[
cos θ − sin θ
sin θ cos θ
]
, P =
[
x
y
]
.
In Fig. 4.8(a) e` riportato un esempio di rotazione di un punto P intorno
ad un punto pivot C di un angolo dato. In Fig. 4.8(b) e` proposto un esempio di
rotazione della figura poligonale L di vertici definiti in (4.3) intorno ad un dato centro
di rotazione C.
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Figura 4.8: Rotazione di un angolo π4 intorno al centro di rotazione C (a) del punto
P ; (b) della figura poligonale L.
La procedura 4.3 realizza una rotazione 2D intorno ad un dato punto pivot. Ri-
cordiamo che e` possibile realizzare in Matlab una rotazione 2D mediante un opportuno
impiego della funzione di libreria rotate.
Procedura 4.3 - rotazc
function PR=rotazc(P,theta,C)
%
% Rotazione 2D di un insieme di punti P di angolo theta
% intorno al punto C.
%
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn]: matrice di dimensioni 2xn
% delle coordinate degli n punti da ruotare;
% theta: angolo di rotazione;
% C: matrice 2x1 delle coordinate del centro di rotazione.
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%
% Parametri di output:
% PR=[x1’ x2’ ... xn’;y1’ y2’ ... yn’]: matrice di dimensioni
% 2xn delle coordinate dei punti ruotati.
%
c=cos(theta);
s=sin(theta);
R=[c -s;s c];
TR=[-C(1)*c+C(2)*s+C(1);-C(1)*s-C(2)*c+C(2)];
n=size(P,2);
PR=R*P+TR*ones(1,n);
4.1.3 Cambiamento di scala (scaling)
Un cambiamento di scala (scaling) rispetto all’origine altera le dimensioni di un
oggetto.
Questa trasformazione e` realizzata moltiplicando le coordinate (x, y) del punto
dato P rispettivamente per i fattori di scala sx e sy, ottenendo le coordinate (x
′, y′)
del punto trasformato P ′, cioe` {
x′ = sx · x
y′ = sy · y
,(4.7)
Osserviamo che il fattore di scala sx opera lungo l’asse delle ascisse, mentre sy
opera nella direzione delle ordinate.
Le equazioni (4.7) possono essere scritte in forma matriciale:
P ′ = S · P
dove
P ′ =
[
x′
y′
]
, S =
[
sx 0
0 sy
]
, P =
[
x
y
]
.
Ogni valore numerico maggiore di zero puo` essere assegnato a sx e sy. Valori
minori di uno riducono le dimensioni dell’oggetto, mentre valori maggiori di uno le
ingrandiscono. Nel primo caso, inoltre, l’oggetto viene avvicinato all’origine, mentre
fattori di scala maggiori di uno lo allontanano dall’origine del sistema di riferimento.
Se sx = sy = 1 l’oggetto resta invariato. Quando sx = sy si ha uno scaling
uniforme che mantiene le proporzioni relative dell’oggetto. Valori diversi per sx e sy
portano ad uno scaling differenziato in x e y, che e` spesso usato nelle applicazioni.
In Fig. 4.9 sono riportati due esempi di scaling uniforme rispetto all’origi-
ne di un segmento che rimpiccioliscono o ingrandiscono lo stesso, rispettivamente
avvicinandolo all’origine e allontanandolo.
In Fig. 4.11(a) e` proposto uno scaling non uniforme rispetto all’origine della
figura poligonale L, definita in (4.3).
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Figura 4.9: Scaling del segmento di estremi (a) P (1, 0.5), Q(1, 4.5) con fattori di scala
sx = sy = 0.5; (b) P (1.2, 0.5), Q(1.2, 2.5) con fattori di scala sx = sy = 2.
La procedura 4.4 realizza lo scaling 2D rispetto all’origine.
Procedura 4.4 - scal
function PS=scal(P,sx,sy)
%
% Scaling 2D di un insieme di punti P
% di fattori sx e sy.
%
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn]: matrice di dimensioni 2xn
% delle coordinate degli n punti da trasformare;
% sx: fattore di scaling lungo l’asse x;
% sy: fattore di scaling lungo l’asse y.
%
% Parametri di output:
% PS=[x1’ x2’ ... xn’;y1’ y2’ ... yn’]: matrice di dimensioni
% 2xn delle coordinate dei punti trasformati.
%
S=[sx 0;0 sy]; %matrice di scaling
PS=S*P;
Consideriamo ora lo scaling rispetto ad un punto fisso arbitrario F (xf , yf ), che
puo` essere un punto del contorno dell’oggetto, un punto interno o un generico punto
Trasformazioni geometriche 2D 155
del piano.
Tale scaling e` rappresentato dalle equazioni
{
x′ = x · sx + (1− sx)xf
y′ = y · sy + (1− sy)yf
,(4.8)
che, scritte in forma matriciale, risultano:
P ′ = S · P +
[
(1− sx) · xf
(1− sy) · yf
]
con S =
(
sx 0
0 sy
)
.
Osserviamo che i termini additivi (1− sx)xf e (1− sy)yf sono indipendenti dai
punti dell’oggetto.
Per ottenere le equazioni (4.8) si procede secondo il seguente schema.
i) Il punto F diventa l’origine O∗ di un nuovo sistema di riferimento operando la
seguente traslazione: {
x∗ = x− xf
y∗ = y − yf
.
ii) Si esegue lo scaling rispetto alla nuova origine O∗:
{
x′∗ = x∗ · sx = (x− xf )sx
y′∗ = y∗ · sy = (y − yf )sy
.
iii) Con una nuova traslazione si riporta l’origine nella situazione iniziale:
{
x′ = x′∗ + xf = (x− xf )sx + xf
y′ = y′∗ + yf = (y − yf )sy + yf
,
ottenendo quindi (4.8).
In Fig. 4.10 sono riportati due esempi di scaling uniforme di due segmenti
rispetto ad un dato punto fisso F.
In Fig. 4.11(b) e` proposto un esempio di scaling uniforme della figura poligonale
L, definita in (4.3), rispetto ad un dato punto fisso.
Un ulteriore esempio e` fornito in Fig. 4.12.
La procedura 4.5 realizza lo scaling 2D rispetto ad un punto fisso.
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Figura 4.10: Scaling rispetto al punto fisso F (2, 1) del segmento di estremi
(a) P (1.2, 0.5), Q(1.2, 2.5) con fattori di scala sx = sy = 2; (b) P (1, 0.5), Q(1, 4.5)
con fattori di scala sx = sy = 0.5.
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Figura 4.11: Scaling della figura poligonale L (a) con fattori di scala sx = 0.5, sy =
0.75, rispetto all’origine; (b) con fattori di scala sx = sy = 2 rispetto al punto fisso
F (−3, 3).
Procedura 4.5 - scalf
function PS=scalf(P,sx,sy,F)
%
% Scaling 2D di un insieme di punti P di fattori
% sx e sy rispetto al punto fisso F.
%
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Figura 4.12: Scaling di fattori sx = 0.5, sy = 2 dell’oggetto R rispetto al punto fisso
F (−9, 3).
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn]: matrice di dimensioni 2xn
% delle coordinate degli n punti da trasformare;
% sx: fattore di scaling lungo l’asse x;
% sy: fattore di scaling lungo l’asse y;
% F: matrice di dimensioni 2x1 delle coordinate del punto fisso.
%
% Parametri di output:
% PS=[x1’ x2’ ... xn’;y1’ y2’ ... yn’]: matrice di dimensioni
% 2xn delle coordinate dei punti trasformati.
%
S=[sx 0;0 sy];
TS=[(1-sx)*F(1);(1-sy)*F(2)];
n=size(P,2);
PS=S*P+TS*ones(1,n);
4.2 Rappresentazioni matriciali e coordinate omo-
genee
Poiche´ molte applicazioni grafiche coinvolgono sequenze di trasformazioni geome-
triche, analizzeremo ora come le rappresentazioni matriciali discusse nel paragrafo
precedente possano essere riformulate, cosicche´ sequenze di trasformazioni possano
essere efficientemente elaborate.
Abbiamo visto nel §4.1 che ognuna delle trasformazioni di base e` una trasfor-
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mazione affine (vedere Appendice) e puo` essere espressa in forma matriciale come
segue:
P ′ = A · P + q
dove P e P ′ sono i due punti rappresentati come vettori colonna, A e` una matrice
di dimensione 2 × 2 e contiene fattori moltiplicativi, q e` un vettore colonna di due
elementi e contiene gli eventuali termini di traslazione.
Nel caso della traslazione risulta:
A = I =
[
1 0
0 1
]
, q = t =
[
tx
ty
]
,
cioe` A coincide con la matrice identita` e q contiene i termini di traslazione.
Se consideriamo la rotazione intorno all’origine di un angolo θ, si ha che
A = R =
[
cos θ sin θ
sin θ cos θ
]
, q =
[
0
0
]
.
Se, invece, si esegue una rotazione di un angolo θ intorno ad un punto pivot di
coordinate (xr, yr), A e q sono i seguenti:
A = R, q =
[
−xr cos θ + yr sin θ + xr
−xr sin θ − yr cos θ + yr
]
.
Per lo scaling rispetto all’origine di fattori sx e sy risulta
A = S =
[
sx 0
0 sy
]
q =
[
0
0
]
,
mentre per lo scaling rispetto ad un punto fisso di coordinate (xf , yf )
A = S, q =
[
(1− sx)xf
(1− sy)yf
]
.
Osserviamo che per la rotazione intorno ad un punto pivot e per lo scaling
rispetto ad un punto fisso, il vettore q contiene i termini di traslazione associati
rispettivamente al punto pivot ed al punto fisso.
Per produrre una sequenza di trasformazioni, per esempio una traslazione se-
guita da una rotazione e poi da uno scaling, dobbiamo calcolare le coordinate dei punti
trasformati un passo alla volta, cioe` nell’esempio prima si calcolano le coordinate dei
punti traslati, poi quelle dei punti ruotati ed infine quelle dei punti ottenuti con lo
scaling.
Un modo piu` efficiente di procedere potrebbe essere quello di cercare di ottenere
le coordinate finali dei punti direttamente dalle coordinate iniziali, eliminando i calcoli
di quelle intermedie.
Per far cio` e` necessario riformulare le precedenti rappresentazioni matriciali
eliminando la somma di matrici associata al termine di traslazione q.
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A tal fine si rappresenta ciascun punto P di coordinate cartesiane (x, y) in
coordinate omogenee (xh, yh, h), dove:
x =
xh
h
, y =
yh
h
e h e` un valore non nullo. Per trasformazioni 2D possiamo scegliere, per convenienza, il
parametro h = 1. Esistono, infatti, infinite rappresentazioni equivalenti in coordinate
omogenee.
Esprimendo i punti in coordinate omogenee e` possibile rappresentare ogni
trasformazione geometrica di base mediante una singola matrice T , cioe`
P ′ = T · P
dove
P ′ =

x′y′
1

 , P =

xy
1


e T e` la matrice 3× 3 che caratterizza la trasformazione.
La procedura 4.6 realizza una trasformazione 2D, rappresentata da una matrice
T assegnata, in ambiente Matlab.
Procedura 4.6 - trasf2d
function PT=trasf2d(P,T)
%
% Trasformazione 2D di un insieme di punti P.
%
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn]: matrice di dimensioni 2xn
% delle coordinate degli n punti da trasformare;
% T: matrice di trasformazione di dimensioni 3x3.
%
% Parametri di output:
% PT=[x1’ x2’ ... xn’;y1’ y2’ ... yn’]: matrice di dimensioni
% 2xn delle coordinate dei punti trasformati.
%
n=size(P,2);
% P matrice in coordinate omogenee:
P(3,:)=ones(1,n);
% PT punti trasformati:
PT=T*P;
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% PT in coordinate non omogenee:
PT(3,:)=[];
Per la traslazione avremo:
T = T (tx, ty) =

 1 0 tx0 1 ty
0 0 1

 .(4.9)
Osserviamo che l’inversa della matrice di traslazione si ottiene sostituendo tx e
ty con −tx e −ty.
Per la rotazione intorno all’origine avremo:
T = R(θ) =

 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 .(4.10)
Notiamo che l’inversa della matrice di rotazione e` ottenuta sostituendo θ con
−θ.
Per lo scaling avremo:
T = S(sx, sy) =

 sx 0 00 sy 0
0 0 1

 .(4.11)
Osserviamo che la matrice inversa di scaling si ottiene sostituendo sx e sy
rispettivamente con 1/sx e 1/sy.
Ricordiamo inoltre che traslazione, rotazione e scaling rappresentate dalle ma-
trici (4.9), (4.10) e (4.11) sono esempi di trasformazioni affini.
Nelle figure 4.13 e 4.14 sono presentati ulteriori esempi di trasformazioni.
4.3 Trasformazioni composte
Utilizzando le matrici del §4.2 per ogni sequenza di trasformazioni (traslazioni, ro-
tazioni, scaling) possiamo ottenere un’unica matrice di rappresentazione calcolata
moltiplicando nell’ordine da destra verso sinistra le matrici che rappresentano le
singole trasformazioni.
Ricordiamo che il prodotto di matrici non e` in generale commutativo, mentre
vale per esso la proprieta` associativa.
Quindi, se per esempio vogliamo traslare e ruotare un oggetto, dobbiamo stare attenti
all’ordine con cui vengono applicate le singole trasformazioni.
In casi speciali il prodotto di matrici che rappresenta la concatenazione di
trasformazioni e` commutativo. Alcuni esempi di trasformazioni composte per le quali
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Figura 4.13: (a) Traslazione T (2, 3); (b) rotazione R(2π/3) dell’ellisse E.
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Figura 4.14: Scaling S(1, 2) dell’ellisse E.
vale la proprieta` commutativa sono la concatenazione di traslazioni, di rotazioni, di
scaling e la sequenza formata da una rotazione e da uno scaling uniforme.
In Fig. 4.15 e` presentato un esempio di non commutativita` della composizione
di trasformazioni: una traslazione e una rotazione.
4.3.1 Concatenazione di traslazioni
Se due successive traslazioni T (tx1 , ty1), T (tx2 , ty2) sono applicate ad un dato punto
P, il punto finale sara`
P ′ = T (tx2 , ty2) · {T (tx1 , ty1) · P}
= {T (tx2 , ty2) · T (tx1 , ty1)} · P.
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Figura 4.15: Esempio di non commutativita` del prodotto di trasformazioni: (b) e`
ottenuta da (a) mediante la trasformazione composta T (10, 0) · R(π2 ); (c) e` ottenuta
da (a) mediante la trasformazione composta R(π2 ) · T (10, 0).
Osserviamo che:
T (tx2 , ty2) · T (tx1 , ty1) = T (tx1 + tx2 , ty1 + ty2).
Infatti 
 1 0 tx20 1 ty2
0 0 1

 ·

 1 0 tx10 1 ty1
0 0 1

 =

 1 0 tx1 + tx20 1 ty1 + ty2
0 0 1

 .
Cio` dimostra che due successive traslazioni sono additive. Il risultato si generalizza
alla concatenazione di piu` traslazioni.
In Fig. 4.16 e` presentato un esempio di composizione di traslazioni applicate
ad un punto dato.
La procedura 4.7 costruisce la matrice di rappresentazione di m ≥ 1 traslazioni
2D.
Procedura 4.7 - trasl h
function T=trasl h(t)
%
% Costruzione della matrice di m>=1 traslazioni.
%
% Parametri di input:
% t=[tx1 tx2 ... txm;ty1 ty2 ... tym]: matrice di traslazione
% di dimensioni 2xm.
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Figura 4.16: Composizione di due traslazioni T (2, 3) · T (3, 3) applicate al punto P.
%
% Parametri di output:
% T: matrice di traslazione di dimensioni 3x3.
%
T=[1 0 sum(t(1,:));0 1 sum(t(2,:)); 0 0 1];
4.3.2 Concatenazione di rotazioni
Due successive rotazioni R(θ1), R(θ2) applicate ad un dato punto P generano il punto
P ′ = R(θ2){R(θ1) · P}
= {R(θ2) ·R(θ1)} · P.
Osserviamo che:
R(θ2) ·R(θ1) = R(θ1 + θ2).
Infatti 
 cos θ2 − sin θ2 0sin θ2 cos θ2 0
0 0 1

 ·

 cos θ1 − sin θ1 0sin θ1 cos θ1 0
0 0 1


=

 cos(θ1 + θ2) − sin(θ1 + θ2) 0sin(θ1 + θ2) cos(θ1 + θ2) 0
0 0 1

 .
Cio` dimostra che due successive rotazioni sono additive. Il risultato si generalizza alla
concatenazione di piu` rotazioni.
In Fig. 4.17 e` presentato un esempio di composizione di rotazioni applicate ad
un punto dato.
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Figura 4.17: Composizione di tre rotazioni R(π9 ) ·R(
π
9 ) ·R(
π
9 ) del punto P.
La procedura 4.8 costruisce la matrice di rappresentazione di m ≥ 1 rotazioni
2D.
Procedura 4.8 - rotaz h
function R=rotaz h(theta)
%
% Costruzione della matrice di m>=1 rotazioni.
%
% Parametri di input:
% theta: vettore di lunghezza m degli angoli di rotazione.
%
% Parametri di output:
% R: matrice di rotazione di dimensioni 3x3.
%
c=cos(sum(theta));
s=sin(sum(theta));
R=[c -s 0;s c 0;0 0 1];
4.3.3 Concatenazione di scaling
Due successive operazioni di scaling S(sx1 , sy1), S(sx2 , sy2) rispetto all’origine appli-
cate ad un dato punto P generano il punto
P ′ = S(sx2 , sy2) · {S(sx1 , sy1) · P}
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= {S(sx2 , sy2) · S(sx1 , sy1)} · P.
Osserviamo che:
S(sx2 , sy2) · S(sx1 , sy1) = S(sx1 · sx2 , sy1 · sy2).
Infatti: 
 sx2 0 00 sy2 0
0 0 1

 ·

 sx1 0 00 sy1 0
0 0 1


=

 sx1 · sx2 0 00 sy1 · sy2 0
0 0 1

 .
Quindi due successivi scaling sono moltiplicativi. Se per esempio triplichiamo la di-
mensione di un oggetto per due volte successive, la dimensione finale sara` nove volte
quella originale. Il risultato si generalizza alla concatenazione di piu` scaling.
In Fig. 4.18 presentiamo un esempio di composizione di scaling rispetto all’o-
rigine applicata ad un segmento dato.
0 0.5 1 1.5 2 2.5
0
1
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3
4
5
P(1.2,0.5)
Q(1.2,2.5)
P’ (2.4,1)
Q’ (2.4,5)
O x
y
Figura 4.18: Composizione di due scaling S(0.5, 2) · S(4, 1) del segmento di estremi
P (1.2, 0.5), Q(1.2, 2.5).
La procedura 4.9 costruisce la matrice di rappresentazione di m ≥ 1 scaling 2D
rispetto all’origine.
Procedura 4.9 - scal h
function S=scal h(sx,sy)
%
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% Costruzione della matrice di m>=1 cambiamenti di scala.
%
% Parametri di input:
% sx,sy: vettori di lunghezza m dei fattori di scaling
% rispettivamente lungo l’asse x e lungo l’asse y.
%
% Parametri di output:
% S: matrice di scaling di dimensioni 3x3.
%
S=[prod(sx) 0 0;0 prod(sy) 0;0 0 1];
4.3.4 Matrice di rappresentazione di una rotazione intorno ad
un generico punto pivot
Se si dispone delle procedure di rotazione intorno all’origine e di traslazione, e` possibile
generare rotazioni intorno ad un punto pivotC(xc, yc) di un dato angolo θ, realizzando
la seguente concatenazione di trasformazioni:
1. traslazione dell’oggetto (Fig. 4.19(a)) cosicche´ il punto pivot sia spostato nell’o-
rigine (Fig. 4.19(b));
2. rotazione dell’oggetto intorno all’origine di un angolo θ (Fig. 4.19(c));
3. traslazione dell’oggetto cosicche´ il punto pivot ritorni nella sua posizione originale
(Fig. 4.19(d)).
La matrice RC(θ, xc, yc) che rappresenta tale trasformazione composta e` ot-
tenuta mediante il seguente prodotto matriciale:
 1 0 xc0 1 yc
0 0 1

 ·

 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 ·

 1 0 −xc0 1 −yc
0 0 1


=

 cos θ − sin θ xc(1− cos θ) + yc sin θsin θ cos θ yc(1− cos θ)− xc sin θ
0 0 1

 ,
cioe`
RC(θ, xc, yc) = T (xc, yc) ·R(θ) · T (−xc,−yc).(4.12)
In Fig. 4.20 e` presentato un esempio di rotazione della figura poligonale definita
in (4.3) intorno ad un punto pivot.
La procedura 4.10 costruisce la matrice di rappresentazione di una rotazione
2D di un angolo θ assegnato rispetto ad un centro di rotazione C.
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Figura 4.19: Sequenza di trasformazioni per ruotare un oggetto intorno ad un punto
pivot C di un dato angolo θ.
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Figura 4.20: Rotazione RC(−π3 , 10, 0) della figura poligonale L definita in (4.3).
Procedura 4.10 - rotazc h
function RC=rotazc h(theta,C)
%
% Costruzione della matrice di rotazione di angolo theta
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% di un insieme di punti P intorno ad un punto C.
%
% Parametri di input:
% theta: angolo di rotazione;
% C: matrice di dimensioni 2x1 delle coordinate
% del centro di rotazione.
%
% Parametri di output:
% RC: matrice di rotazione di dimensioni 3x3.
%
c=cos(theta);
s=sin(theta);
RC=[c -s C(1)*(1-c)+C(2)*s;s c C(2)*(1-c)-C(1)*s;0 0 1];
In Fig. 4.21(a) e` fornito un altro esempio di rotazione intorno ad un generico
punto pivot.
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Figura 4.21: (a) Rotazione RC(π/4,−1, 2); (b) scaling SF (2, 1,−1, 2) dell’ellisse E.
4.3.5 Matrice di rappresentazione di uno scaling rispetto ad
un generico punto fisso
Usando le matrici di scaling rispetto all’origine e di traslazione e` possibile generare
lo scaling rispetto ad un generico punto fisso di coordinate F (xf , yf ), realizzando la
seguente sequenza di trasformazioni:
1. traslazione dell’oggetto di Fig. 4.22(a) cosicche´ il punto fisso coincida con l’origine
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delle coordinate (Fig. 4.22(b));
2. scaling dell’oggetto rispetto all’origine (Fig. 4.22(c));
3. traslazione inversa per riportare l’oggetto nella posizione originale (Fig. 4.22(d)).
Moltiplicando le matrici di queste tre trasformazioni si ottiene la matrice di
scaling SF (sx, sy, xf , yf ) :

 1 0 xf0 1 yf
0 0 1

 ·

 sx 0 00 sy 0
0 0 1

 ·

 1 0 −xf0 1 −yf
0 0 1

 =

 sx 0 xf (1− sx)0 sy yf (1− sy)
0 0 1

 ,
cioe`
SF (sx, sy, xf , yf ) = T (xf , yf ) · S(sx, sy) · T (−xf ,−yf ).(4.13)
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Figura 4.22: Scaling di un oggetto rispetto ad un punto F.
In Fig. 4.24 e` presentato un esempio di scaling della figura poligonale L rispetto
ad un punto F realizzato mediante (4.13).
Nelle figure 4.21(b) e 4.23 sono forniti altri esempi di scaling rispetto ad un
generico punto fisso.
La procedura 4.11 costruisce la matrice di rappresentazione di uno scaling 2D
rispetto ad un punto fisso.
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Figura 4.23: Scaling SF (0.5, 2, 4, 1) della supercirconferenza S E di centro (4, 4),
raggio 3 e parametro s = 3.
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Figura 4.24: Scaling SF (0.5, 0.5, 2, 1) della figura poligonale L.
Procedura 4.11 - scalf h
function SF=scalf h(sx,sy,F)
%
% Costruzione della matrice di scaling
% di fattori sx e sy rispetto al punto fisso F.
%
% Parametri di input:
% sx,sy: fattori di scaling rispettivamente lungo l’asse x
% e lungo l’asse y;
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% F: matrice di dimensioni 2x1 delle coordinate del punto fisso.
%
% Parametri di output:
% SF: matrice di scaling di dimensioni 3x3.
%
SF=[sx 0 (1-sx)*F(1);0 sy (1-sy)*F(2);0 0 1];
Osserviamo che i parametri sx, sy realizzano lo scaling di un oggetto lungo le
direzioni degli assi coordinati.
4.3.6 Matrice di rappresentazione di uno scaling lungo di-
rezioni assegnate
I parametri sx ed sy realizzano lo scaling lungo le direzioni x e y. E` possibile effettuare
un cambiamento di scala in altre direzioni, ad esempio lungo le direzioni ortogonali
ottenute ruotando gli assi coordinati x e y di un angolo θ mediante una trasformazione
composta da:
1. rotazione dell’oggetto in modo tale da allineare con gli assi coordinati le direzioni
in cui si desidera lo scaling;
2. scaling;
3. rotazione opposta per riportare l’oggetto nelle direzioni originali.
Moltiplicando le matrici di queste tre trasformazioni, dopo aver assunto che lo
scaling 2. sia rispetto all’origine, si ottiene la matrice di scaling rispetto alla direzione
θ assegnata:
SR(θ, sx, sy) = R
−1(θ) · S(sx, sy) ·R(θ)(4.14)
=

 sx cos2 θ + sy sin2 θ (sy − sx) cos θ sin θ 0(sy − sx) cos θ sin θ sx sin2 θ + sy cos2 θ 0
0 0 1

 .
In Fig. 4.25 e` presentato lo scaling SR(π/3, 2, 0.5) della figura poligonale
L, mentre in Fig. 4.26 e` proposto un ulteriore esempio di scaling lungo direzioni
assegnate.
La procedura 4.12 costruisce la matrice di rappresentazione della trasformazione
composta, definita in (4.14), in ambiente Matlab.
Procedura 4.12 - scalr h
function SR=scalr h(theta,sx,sy)
%
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Figura 4.25: Scaling SR(π/3, 2, 0.5) della figura poligonale L.
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Figura 4.26: Scaling SR(−π/4, 0.5, 1.3) dell’ellisse E.
% Costruzione della matrice di scaling 2D lungo direzioni
% ruotate di un angolo theta rispetto agli assi coordinati.
%
% Parametri di input:
% theta: angolo di rotazione;
% sx, sy: fattori di scaling lungo i nuovi assi ruotati.
%
% Parametri di output:
% SR: matrice di trasformazione di dimensioni 3x3.
%
c=cos(theta);
s=sin(theta);
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SR=[sx*c^ 2+sy*s^ 2 (sy-sx)*c*s 0;(sy-sx)*c*s sy*c^ 2+sx*s^ 2 0;
0 0 1];
Potremmo allo stesso modo definire un cambiamento di scala lungo direzioni
assegnate rispetto ad un generico punto fisso.
4.3.7 Aspetti computazionali delle trasformazioni 2D composte
Una trasformazione bidimensionale che rappresenta una combinazione di traslazioni,
rotazioni e scaling puo` essere espressa nella seguente forma:

x′y′
1

 =

 rsxx rsxy trsxrsyx rsyy trsy
0 0 1

 ·

xy
1

 .(4.15)
I quattro elementi rsij sono i termini moltiplicativi dovuti alla rotazione e allo
scaling, che coinvolgono quindi solo angoli di rotazione e fattori di scaling. Gli elementi
trsx e trsy sono i termini di traslazione contenenti sia combinazioni di distanze relative
alle traslazioni sia coordinate di punti pivot e di punti fissi sia angoli di rotazione e
parametri di scaling.
Da (4.15) possiamo concludere che il massimo numero di calcoli richiesti per
ogni generica trasformazione composta e` dato da quattro moltiplicazioni e quattro
addizioni, una volta che le matrici individuali siano state concatenate e gli elementi
della matrice composta calcolati. Senza la concatenazione le trasformazioni indivi-
duali dovrebbero essere applicate una alla volta ed il numero dei calcoli crescerebbe
in modo significativo.
In conclusione, per realizzare una trasformazione composta in modo efficiente,
conviene formulare le matrici di trasformazione, moltiplicarle nell’ordine corretto,
ottenendo la matrice di rappresentazione della trasformazione composta da passare
alla procedura 4.6, per ottenere le coordinate dei punti trasformati.
Per esempio, se un oggetto deve essere scalato e ruotato intorno al punto (xc, yc)
e poi traslato, la matrice della trasformazione composta risulta
SRT (sx, sy, θ, xc, yc, tx, ty) = T (tx, ty) ·RC(θ, xc, yc) · SF (sx, sy, xc, yc)(4.16)
=

 sx cos θ −sy sin θ xc(1− sx cos θ) + ycsy sin θ + txsx sin θ sy cos θ yc(1− sy cos θ)− xcsx sin θ + ty
0 0 1

 .
La procedura 4.13 costruisce la matrice di rappresentazione della trasformazione
composta, definita in (4.16), in ambiente Matlab.
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Procedura 4.13 - srt
function SRT=srt(sx,sy,theta,C,t)
%
% Costruzione della matrice di rappresentazione della
% trasformazione composta da uno scaling rispetto ad un
% punto fisso C, una rotazione intorno a C e una traslazione.
%
% Parametri di input:
% sx, sy: fattori di scaling lungo gli assi x e y;
% theta: angolo di rotazione;
% C=[xc yc]: punto fisso e centro di rotazione;
% t=[tx;ty]: vettore di traslazione.
%
% Parametri di output:
% SRT: matrice di rappresentazione di dimensioni 3x3.
%
c=cos(theta);
s=sin(theta);
SRT=[sx*c -sy*s C(1)*(1-sx*c)+C(2)*sy*s+t(1); ...
sx*s sy*c C(2)*(1-sy*c)-C(1)*sx*s+t(2);0 0 1];
Osserviamo che la forma generale di una matrice di trasformazione di un corpo
rigido che coinvolge solo traslazioni e rotazioni e` la seguente:
 rxx rxy trxryx ryy try
0 0 1

(4.17)
dove i quattro elementi rij sono i termini moltiplicativi di rotazione e trx e try sono
i termini di traslazione. Un tale movimento lascia inalterate le distanze e gli angoli.
Inoltre la sottomatrice quadrata di ordine due:[
rxx rxy
ryx ryy
]
e` una matrice ortogonale. Cio` significa che se consideriamo ciascun vettore riga della
sottomatrice, allora i due vettori (rxx, rxy) e (ryx, ryy) formano un insieme ortogonale
di vettori normalizzati, cioe` ciascun vettore ha lunghezza unitaria:
r2xx + r
2
xy = r
2
yx + r
2
yy = 1
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e i vettori sono perpendicolari, cioe` il loro prodotto interno e` nullo:
rxx · ryx + rxy · ryy = 0.
Quindi se questi vettori sono trasformati dalla sottomatrice di rotazione, allora
(rxx, rxy) e` trasformato nel vettore (1, 0) e (ryx, ryy) nel vettore (0, 1). Infatti

 rxx rxy 0ryx ryy 0
0 0 1

 ·

 rxxrxy
1

 =

 10
1

 ,

 rxx rxy 0ryx ryy 0
0 0 1

 ·

 ryxryy
1

 =

 01
1

 .
La proprieta` di ortogonalita` delle matrici di rotazione e` utile per costruire la
matrice di rotazione quando conosciamo l’orientamento finale di un oggetto, ma non
l’angolo di rotazione per portare lo stesso in tale posizione [5].
Come esempio di movimento rigido costruiamo la matrice di trasformazione per
ruotare un oggetto di un angolo θ intorno ad un punto pivot (xc, yc) e poi traslarlo
di un vettore (tx, ty). Tale matrice risulta data da:
RT (θ, xc, yc, tx, ty) = T (tx, ty) ·RC(θ, xc, yc)(4.18)
=

 1 0 tx0 1 ty
0 0 1

 ·

 cos θ − sin θ xc(1− cos θ) + yc sin θsin θ cos θ yc(1− cos θ)− xc sin θ
0 0 1


=

 cos θ − sin θ xc(1− cos θ) + yc sin θ + txsin θ cos θ yc(1− cos θ)− xc sin θ + ty
0 0 1

 .
Consideriamo la sottomatrice[
cos θ − sin θ
sin θ cos θ
]
.
Essa e` ortogonale, infatti i suoi vettori riga formano un insieme ortogonale di vettori
normalizzati. Inoltre, se tali vettori subiscono una rotazione di angolo θ, il primo e`
trasformato nel vettore normalizzato (1, 0)T lungo x, infatti:
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 ·

 cos θ− sin θ
1

 =

 10
1

 ,
mentre il secondo e` trasformato nel vettore normalizzato (0, 1)T lungo y, cioe`:
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 ·

 sin θcos θ
1

 =

 01
1

 .
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La procedura 4.14 costruisce la matrice di rappresentazione del movimento
rigido, definito in (4.18), in ambiente Matlab.
Procedura 4.14 - rt
function RT=rt(theta,C,t)
%
% Costruzione della matrice di rappresentazione di una
% trasformazione composta da una rotazione
% intorno ad un centro C e una traslazione.
%
% Parametri di input:
% theta: angolo di rotazione;
% C=[xc yc]: centro di rotazione;
% t=[tx;ty]: vettore di traslazione.
%
% Parametri di output:
% RT: matrice di rappresentazione di dimensioni 3x3.
%
c=cos(theta);
s=sin(theta);
RT=[c -s C(1)*(1-c)+C(2)*s+t(1); ...
s c C(2)*(1-c)-C(1)*s+t(2);0 0 1];
In Fig. 4.27 sono applicate alcune trasformazioni composte alla figura poligo-
nale F di vertici
(3, 1), (6, 1), (6, 8), (9, 8), (9, 11), (6, 11), (6, 14), (12, 14), (12, 17), (3, 17)
e alla figura poligonale L precedentemente definita in (4.3).
La Fig. 4.28 presenta due ulteriori esempi di applicazione delle stesse trasfor-
mazioni.
4.4 Altre trasformazioni 2D
Accanto alle trasformazioni di base (traslazione, rotazione, scaling) vi sono altre
trasformazioni affini che possono essere utili nelle applicazioni, quali la riflessione
e la deformazione di taglio (shear).
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Figura 4.27: Esempi di composizione di trasformazioni: (b) e` ottenuto da (a) mediante
la trasformazione composta SRT (0.3, 0.8, π3 , 5,−2,−10,−8); (d) e` ottenuto da (c)
mediante la trasformazione composta RT (π2 , 2, 0,−10,−8).
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Figura 4.28: Spline cubiche interpolanti periodiche T e P , giacenti sul
piano xy, e loro trasformate rispettivamente mediante la concatenazione
(a) RT (π/3, 0, 0, 11, 2); (b) SRT (2, 1, π/6, 2, 3,−2, 8).
4.4.1 Riflessione
Una riflessione e` una trasformazione che riproduce “un’immagine allo specchio” di un
dato oggetto.
Tale immagine per una riflessione 2D e` generata relativamente ad un asse di
riflessione ruotando l’oggetto di π intorno a tale asse.
Si possono presentare due casi: l’asse di riflessione appartiene al piano xy
oppure puo` essere ad esso perpendicolare.
Quando l’asse di riflessione e` una retta sul piano xy il percorso di rotazione
intorno a tale asse si trova in un piano perpendicolare al piano xy.
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Per assi di riflessione perpendicolari al piano xy il percorso di rotazione appar-
tiene al piano xy.
La riflessione rispetto all’asse x, cioe` intorno alla retta y = 0 (Fig. 4.29) e`
realizzata con la seguente matrice di rappresentazione
RX =

 1 0 00 −1 0
0 0 1

(4.19)
che lascia inalterati i valori delle ascisse e produce valori opposti per le ordinate.
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Figura 4.29: Riflessione di un oggetto rispetto all’asse x.
Una riflessione rispetto all’asse y, cioe` intorno alla retta x = 0 (Fig. 4.30) si
ottiene mediante la matrice
RY =

−1 0 00 1 0
0 0 1

(4.20)
che lascia invariati i valori y e genera valori opposti di x.
................................................................................................................................................................................................................................................................
....
....
....
....
....
..
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
........
x
y
O
•
•
•
•
•
•
AA′
BB′
CC′
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...............................................
............................................... ..
....
....
....
....
....
....
....
....
....
....
...
....
....
....
....
....
....
....
....
....
....
....
.
Figura 4.30: Riflessione di un oggetto rispetto all’asse y.
La riflessione rispetto ad un asse perpendicolare al piano xy e passante per
l’origine e` detta riflessione rispetto all’origine delle coordinate (Fig. 4.31) ed e` rap-
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presentata dalla seguente matrice:
RO =

−1 0 00 −1 0
0 0 1

 .(4.21)
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Figura 4.31: Riflessione di un oggetto rispetto all’origine degli assi coordinati.
Questa riflessione coincide con la rotazione R(π).
Si puo` ottenere la riflessione intorno ad un punto qualsiasi Q(xQ, yQ) del piano
xy, in quanto essa equivale alla rotazione di π intorno ad un punto pivot coincidente
con il punto di riflessione. La corrispondente matrice di rappresentazione e` ottenuta
dal seguente prodotto matriciale
RQ =

 1 0 xQ0 1 yQ
0 0 1

 ·

−1 0 00 −1 0
0 0 1

 ·

 1 0 −xQ0 1 −yQ
0 0 1

 =

−1 0 2xQ0 −1 2yQ
0 0 1

 .(4.22)
Nella riflessione rispetto alla retta y = x (Fig. 4.32) la matrice di rappresen-
tazione risulta:
RB1 =

 0 1 01 0 0
0 0 1

 .(4.23)
La matrice di rappresentazione per la riflessione rispetto all’asse y = −x (Fig.
4.33) e` la seguente:
RB2 =

 0 −1 0−1 0 0
0 0 1

 .(4.24)
La riflessione rispetto ad una generica retta del piano xy di equazione y = ax+b
puo` essere realizzata mediante una sequenza di trasformazioni:
i) traslazione della retta in modo da farla passare per l’origine del sistema di riferi-
mento;
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Figura 4.32: Riflessione di un oggetto rispetto alla retta y = x.
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Figura 4.33: Riflessione di un oggetto rispetto alla retta y = −x.
ii) rotazione della retta asse di riflessione di un angolo θ in modo da farla coincidere
con uno degli assi coordinati, per esempio l’asse x;
iii) riflessione intorno a tale asse;
iv) ripristino della retta nella sua posizione originale.
La matrice di rappresentazione e` ottenuta dal seguente prodotto matriciale:
RR =

 1 0 00 1 b
0 0 1

 ·

 c −s 0s c 0
0 0 1

 ·

 1 0 00 −1 0
0 0 1

 ·

 c s 0−s c 0
0 0 1

 ·

 1 0 00 1 −b
0 0 1


=

 c2 − s2 2cs −2bcs2cs s2 − c2 b(c2 − s2 + 1)
0 0 1

(4.25)
dove c = cos(arctg a) e s = sin(arctg a).
In Fig. 4.34 sono riportati esempi dei diversi tipi di riflessione della figura
poligonale definita in (4.3).
Nelle figure 4.35, 4.36, 4.37 e 4.38 sono presentati ulteriori esempi di riflessione.
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Figura 4.34: Riflessione della figura poligonale L rispetto (a) all’asse x; (b) all’asse
y; (c) all’origine; (d) alla retta y = −x; (e) al punto P (−2, 2); (f) alla retta
r : y = 6x+ 4.
4.4.2 Deformazione di taglio (shear)
Chiameremo deformazione di taglio (shear) una trasformazione che cambia la forma
di un oggetto. Infatti risulta come se l’oggetto originale fosse composto di strati
182 Altre trasformazioni 2D
−6 −4 −2 0 2 4 6 8 10 12
−6
−4
−2
0
2
4
6
8
E
E’
y=0
−6 −4 −2 0 2 4 6 8 10 12
−6
−4
−2
0
2
4
6
8
EE’
x=0
(a) (b)
Figura 4.35: Riflessione dell’ellisse E rispetto (a) all’asse x; (b) all’asse y.
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Figura 4.36: Riflessione dell’ellisse E rispetto (a) all’origine O; (b) al punto Q(2, 4).
interni che nello shear sono stati fatti scivolare l’uno sull’altro per ottenere quello
trasformato.
Due comuni trasformazioni di tale tipo sono quella che sposta (“shifta”) i valori
della coordinata x e quella che “shifta” i valori della coordinata y.
Una deformazione di taglio relativa all’asse x e` prodotta dalla seguente matrice
SX =

 1 shx 00 1 0
0 0 1

(4.26)
che trasforma il punto P (x, y) nel punto P ′(x′, y′) cos`ı definito:
x′ = x+ shx · y, y
′ = y.
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Figura 4.37: Riflessione dell’ellisse E rispetto (a) alla retta y = x; (b) alla retta
y = −x.
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Figura 4.38: Riflessione dell’ellisse E rispetto alla retta y = 6x+ 4.
Il punto P viene dunque spostato orizzontalmente di una quantita` proporzionale
alla sua distanza dall’asse x, cioe` al valore della sua ordinata. La costante di pro-
porzionalita` e` il numero reale shx.
Per esempio nella figura seguente il quadrato unitario (Fig. 4.39) e` trasformato
in un parallelogramma (Fig. 4.40) mediante uno shear relativo all’asse x assumendo
shx = 3.
Valori negativi per shx spostano i punti a sinistra.
Analogamente si puo` procedere per realizzare lo shear relativo all’asse y. In tal
caso la matrice di rappresentazione e` la seguente:
SY =

 1 0 0shy 1 0
0 0 1

 .(4.27)
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In Fig. 4.41 sono riportati due esempi di shear relativi rispettivamente agli assi
x e y.
Ulteriori esempi sono proposti nelle figure 4.42 e 4.43.
Ricordiamo infine che e` possibile generare trasformazioni di shear rispetto ad
altre rette diverse dall’asse x e dall’asse y [5].
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Figura 4.39: Quadrato unitario.
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Figura 4.40: Parallelogramma ottenuto dal quadrato unitario, mediante shear di
fattore 3, relativo all’asse x.
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Figura 4.41: Shear di fattore 2 della figura poligonale L rispetto (a) ad x; (b) ad y.
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Figura 4.42: Shear dell’ellisse E (a) di fattore 2 rispetto all’asse x; (b) di fattore 0.5
rispetto all’asse y.
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Figura 4.43: (a) Il carattere ’r’, costruito mediante una curva spline di Be´zier giacente
sul piano xy, (b) e` trasformato mediante shear di fattore 0.5 rispetto all’asse x.
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matematica numerica per la grafica
Capitolo 5
Trasformazioni geometriche
3D
I metodi per realizzare trasformazioni geometriche in tre dimensioni si ottengono
estendendo quelli bidimensionali ed inserendo le informazioni sulla coordinata z. Un
oggetto viene traslato specificando un vettore di traslazione tridimensionale. Analoga-
mente per il cambiamento di scala e` necessario specificare i tre fattori di scaling lungo
le tre coordinate. L’estensione della rotazione e` meno immediata. Infatti a differenza
delle rotazioni 2D in cui e` necessario considerare solo rotazioni intorno ad assi che
sono perpendicolari al piano xy, nello spazio 3D e` possibile scegliere un qualunque
orientamento per l’asse di rotazione.
Anche le trasformazioni geometriche 3D si esprimono in forma matriciale. Ogni
sequenza di trasformazioni e` quindi rappresentata da una singola matrice T ∈ IR4×4,
ottenuta mediante il prodotto delle matrici che rappresentano le singole trasformazioni
della sequenza.
La procedura 5.1 realizza una trasformazione 3D, rappresentata da una matrice
T assegnata, in ambiente Matlab.
Procedura 5.1 - trasf3d
function PT3=trasf3d(P,T)
%
% Trasformazione 3D di un insieme di punti P.
%
% Parametri di input:
% P=[x1 x2 ... xn;y1 y2 ... yn;z1 z2 ... zn]: matrice di
% dimensioni 3xn delle coordinate degli n punti
% da trasformare;
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% T: matrice di trasformazione di dimensioni 4x4.
%
% Parametri di output:
% PT3=[x1’ x2’ ... xn’;y1’ y2’ ... yn’;z1’ z2’ ... zn’]:
% matrice di dimensioni 3xn delle coordinate
% dei punti trasformati.
%
n=size(P,2);
% P matrice in coordinate omogenee:
P(4,:)=ones(1,n);
% PT3 punti trasformati:
PT3=T*P;
% PT3 in coordinate non omogenee:
PT3(4,:)=[];
In questo capitolo analizzeremo le seguenti trasformazioni 3D: traslazione, ro-
tazione, cambiamento di scala, riflessione e shear, ed infine le trasformazioni composte.
Nelle immagini 3D proposte nel seguito si e` assunto come punto di vista quello
predefinito in Matlab (Fig. 5.1). Ove sia stato cambiato sono riportati i valori assunti
dagli angoli α e β.
oggetto 
x 
y 
z 
α 
β 
O
punto di vista 
Figura 5.1: Punto di vista predefinito in Matlab: α = −37.5, β = 30.
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5.1 Traslazione
In una rappresentazione in coordinate omogenee 3D un punto P (x, y, z) viene traslato
nella posizione P ′(x′, y′, z′) (Fig. 5.2(a)) come segue:

x′
y′
z′
1

 =


1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1

 ·


x
y
z
1


o
P ′ = T3(tx, ty, tz) · P
dove T3 e` detta matrice di traslazione 3D.
I parametri tx, ty e tz rappresentano l’ampiezza della traslazione lungo le direzioni x,
y e z, cioe` indicano di quanto l’oggetto deve essere mosso in ciascuna delle tre direzioni
individuate dagli assi cartesiani. La rappresentazione matriciale e` equivalente alle tre
equazioni 

x′ = x+ tx
y′ = y + ty
z′ = z + tz
.
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Figura 5.2: Traslazione (a) T3(2, 3, 1) del punto P (−1.5,−1, 1) con
α = −25, β = 20; (b) T3(3,−1, 1) della piramide V di vertice ( 32 ,
3
2 , 4) con
base quadrata di vertici (1, 1, 1), (2, 1, 1), (2, 2, 1), (1, 2, 1).
Un oggetto viene traslato in 3D traslando ciascuno dei punti che lo definiscono.
Per un oggetto composto da un insieme di superfici poligonali trasliamo ciascun vertice
di ciascuna superficie e ridisegnamo le facce poligonali nella nuova posizione.
Consideriamo ora come oggetto la piramide V di vertice (32 ,
3
2 , 4) con base
quadrata di vertici (1, 1, 1), (2, 1, 1), (2, 2, 1), (1, 2, 1), che utilizzeremo poi in tutto
il capitolo. In Fig. 5.2(b) e` riportato il risultato di una sua traslazione.
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L’inversa della matrice T3 produce una traslazione nella direzione opposta,
riportando P ′ in P . Quindi l’inversa T3−1 risulta:
T3−1 = T3(−tx,−ty,−tz) =


1 0 0 −tx
0 1 0 −ty
0 0 1 −tz
0 0 0 1

 .
La procedura 5.2 costruisce la matrice T3 in ambiente Matlab.
Procedura 5.2 - trasl3
function T3=trasl3(t)
%
% Costruzione della matrice di traslazione 3D.
%
% Parametri di input:
% t=[tx;ty;tz]: vettore di traslazione.
%
% Parametri di output:
% T3: matrice di traslazione di dimensioni 4x4.
%
T3=[1 0 0 t(1);0 1 0 t(2); 0 0 1 t(3);0 0 0 1];
5.2 Rotazione
Per realizzare una rotazione di un oggetto 3D e` necessario indicare l’asse di rotazione
e l’ampiezza dell’angolo di rotazione.
Mentre le trasformazioni 2D sono eseguite nel piano xy, una rotazione tridi-
mensionale puo` essere realizzata intorno ad una qualunque retta dello spazio.
Ovviamente gli assi di rotazione piu` semplici sono quelli che sono paralleli agli
assi coordinati. Per convenzione, angoli di rotazione positivi producono rotazioni in
senso antiorario intorno ad un asse coordinato, se guardiamo l’asse dalla parte del
semiasse positivo verso l’origine delle coordinate (Fig. 5.3(a), 5.4(a), 5.5(a)). Cio` e`
coerente con quanto e` stato detto per le rotazioni 2D, dove angoli di rotazione positivi
nel piano xy generano rotazioni in senso antiorario intorno ad un asse parallelo all’asse
z.
Una rotazione che ha l’asse z come asse di rotazione si ottiene immediatamente
Trasformazioni geometriche 3D 191
−1
0
1
2
3
4
5
−1
0
1
2
3
4
5
−1
0
1
2
3
4
5
x
O
y
z
0
2
4
6
−2
0
2
4
−3
−2
−1
0
1
2
3
4
5
6
7
8
x
V
y
z
(a) (b)
Figura 5.3: (a) Rotazione in senso antiorario intorno all’asse z. (b) Rotazione Rz(
π
4 )
della piramide V.
dalla rotazione 2D mediante le equazioni

x′ = x cos θ − y sin θ
y′ = x sin θ + y cos θ
z′ = z
(5.1)
dove θ specifica l’angolo di rotazione. Le (5.1) si possono esprimere nella seguente
forma matriciale: 

x′
y′
z′
1

 =


cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 1 0
0 0 0 1

 ·


x
y
z
1


o
P ′ = Rz(θ) · P
dove Rz(θ) e` detta matrice di rotazione intorno all’asse z.
Un esempio di rotazione di un oggetto intorno all’asse z e` presentato in Fig. 5.3(b).
Le equazioni per le rotazioni intorno agli altri due assi coordinati possono essere
ottenute con una permutazione ciclica delle coordinate x, y e z nell’equazione (5.1),
cioe` con le sostituzioni
x→ y → z → x.(5.2)
Sostituendo (5.2) in (5.1) otteniamo le equazioni per una rotazione intorno
all’asse x 

y′ = y cos θ − z sin θ
z′ = y sin θ + z cos θ
x′ = x
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che si possono scrivere in forma matriciale:

x′
y′
z′
1

 =


1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

 ·


x
y
z
1


o equivalentemente:
P ′ = Rx(θ) · P.
Un esempio di rotazione di un oggetto intorno all’asse x e` presentato in Fig.
5.4(b).
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Figura 5.4: (a) Rotazione in senso antiorario intorno all’asse x. (b) Rotazione Rx(
π
2 )
della piramide V.
Permutando ciclicamente i parametri x, y e z nelle equazioni (5.2), si ottiene
la rotazione intorno all’asse y :

z′ = z cos θ − x sin θ
x′ = z sin θ + x cos θ
y′ = y
che si possono esprimere in forma matriciale:

x′
y′
z′
1

 =


cos θ 0 sin θ 0
0 1 0 0
− sin θ 0 cos θ 0
0 0 0 1

 ·


x
y
z
1


o equivalentemente:
P ′ = Ry(θ) · P.
Un esempio di rotazione di un oggetto intorno all’asse y e` presentato in Fig.
5.5(b).
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Figura 5.5: (a) Rotazione in senso antiorario intorno all’asse y. (b) Rotazione Ry(
π
3 )
della piramide V.
Si ottiene l’inversa di ogni matrice R di rotazione 3D sostituendo nella stessa
θ con −θ, cioe` R−1(θ) = R(−θ).
Osserviamo inoltre che
R−1 = RT ,
cioe` R e` una matrice ortogonale. Tale proprieta` vale anche per ogni matrice di
rotazione composta.
Le procedure 5.3, 5.4 e 5.5 costruiscono le matrici Rx, Ry, Rz in ambiente
Matlab.
Procedura 5.3 - rotaz3x
function RX=rotaz3x(theta)
%
% Costruzione della matrice di rotazione 3D intorno all’asse x.
%
% Parametri di input:
% theta: angolo di rotazione.
%
% Parametri di output:
% RX: matrice di rotazione di dimensioni 4x4.
%
RX=[1 0 0 0;0 cos(theta) -sin(theta) 0;0 sin(theta) cos(theta) 0;
0 0 0 1];
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Procedura 5.4 - rotaz3y
function RY=rotaz3y(theta)
%
% Costruzione della matrice di rotazione 3D intorno all’asse y.
%
% Parametri di input:
% theta: angolo di rotazione.
%
% Parametri di output:
% RY: matrice di rotazione di dimensioni 4x4.
%
RY=[cos(theta) 0 sin(theta) 0;0 1 0 0;-sin(theta) 0 cos(theta) 0;
0 0 0 1];
Procedura 5.5 - rotaz3z
function RZ=rotaz3z(theta)
%
% Costruzione della matrice di rotazione 3D intorno all’asse z.
%
% Parametri di input:
% theta: angolo di rotazione.
%
% Parametri di output:
% RZ: matrice di rotazione di dimensioni 4x4.
%
RZ=[cos(theta) -sin(theta) 0 0;sin(theta) cos(theta) 0 0;0 0 1 0;
0 0 0 1];
La matrice di rotazione intorno ad un asse arbitrario si ottiene mediante com-
binazioni di traslazioni e rotazioni intorno agli assi coordinati.
Nel caso speciale della rotazione di un oggetto intorno ad un asse parallelo ad
uno degli assi coordinati, dobbiamo eseguire le seguenti trasformazioni (Fig. 5.6):
i) traslare l’oggetto in modo che l’asse di rotazione coincida con l’asse coordinato ad
esso parallelo;
ii) eseguire la rotazione intorno a tale asse coordinato;
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iii) traslare l’oggetto in modo che l’asse di rotazione torni nella posizione originale.
(a) (b)
(c) (d)
Figura 5.6: (a) Posizione originale della piramide V ; (b) traslazione dell’asse di
rotazione sull’asse x; (c) rotazione della piramide V di π/2 intorno all’asse x;
(d) traslazione dell’asse di rotazione alla posizione originale.
Nel caso piu` generale di un asse di rotazione non parallelo agli assi coordinati,
date le specifiche per l’asse di rotazione e l’angolo, bisogna procedere come segue
(Fig. 5.7):
i) traslare l’oggetto in modo che l’asse di rotazione passi per l’origine del sistema di
riferimento (Fig. 5.7 (b));
ii) eseguire la rotazione dell’oggetto in modo che l’asse di rotazione coincida con uno
degli assi coordinati (Fig. 5.7 (c));
iii) eseguire la rotazione dell’oggetto intorno a tale asse coordinato;
iv) realizzare la rotazione inversa per riportare l’asse di rotazione nella sua direzione
originale (Fig. 5.7 (d));
v) realizzare la traslazione inversa per riportare l’asse di rotazione nella sua posizione
originale (Fig. 5.7 (e)).
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Figura 5.7: Passi per la realizzazione di una rotazione intorno ad un asse arbitrario,
passante per P1 e P2 (α = −43, β = 22).
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E` interessante osservare che un metodo alternativo alle matrici, per rappre-
sentare rotazioni nello spazio 3D, e` basato sull’impiego dei quaternioni [9].
Ricordiamo infine che e` presente in Matlab una funzione di libreria (rotate)
che ruota un oggetto di un angolo prefissato intorno ad un asse di rotazione assegnato.
5.3 Cambiamento di scala
La matrice che rappresenta una trasformazione di scaling rispetto all’origine di un
punto P (x, y, z) risulta:
S3(sx, sy, sz) =


sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1

 .(5.3)
Quindi in notazione matriciale possiamo esprimere lo scaling 3D rispetto all’origine
come segue:
P ′ = S3(sx, sy, sz) · P.
I parametri sx, sy e sz sono valori positivi assegnati. Le equazioni di trasformazione
sono: 

x′ = x · sx
y′ = y · sy
z′ = z · sz
Il cambiamento di scala rispetto all’origine modifica quindi le dimensioni dell’oggetto
e lo riposiziona rispetto all’origine.
Se sx 6= sy 6= sz allora le proporzioni dell’oggetto cambiano (Fig. 5.8(a)). Se
il cambiamento di scala e` uniforme, cioe` sx = sy = sz = s, allora la forma originale
dell’oggetto viene conservata e in particolare se s < 1, l’oggetto risulta rimpicciolito
e avvicinato all’origine, se s > 1, l’oggetto e` ingrandito e allontanato dall’origine.
Il cambiamento di scala rispetto ad un punto fisso F di coordinate (xf , yf , zf )
si ottiene mediante le seguenti trasformazioni:
i) traslazione T3(−xf ,−yf ,−zf ) del punto fisso nell’origine;
ii) scaling S3(sx, sy, sz) dell’oggetto rispetto all’origine;
iii) traslazione T3(xf , yf , zf ) del punto fisso indietro nella sua posizione originale.
La matrice che rappresenta il cambiamento di scala rispetto ad F si ottiene
dalla concatenazione delle tre suddette trasformazioni:
SF3(sx, sy, sz, xf , yf , zf ) = T (xf , yf , zf ) · S(sx, sy, sz) · T (−xf ,−yf ,−zf )
=


1 0 0 xf
0 1 0 yf
0 0 1 zf
0 0 0 1

 ·


sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1

 ·


1 0 0 −xf
0 1 0 −yf
0 0 1 −zf
0 0 0 1


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=


sx 0 0 (1− sx)xf
0 sy 0 (1− sy)yf
0 0 sz (1− sz)zf
0 0 0 1

 .(5.4)
Un esempio di scaling rispetto ad un punto pivot e` dato in Fig. 5.8(b).
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Figura 5.8: Scaling (a) S3(0.5, 1, 2); (b) SF3(0.5, 1, 2, 1,−1,−1) della piramide V .
L’inversa di una matrice di scaling rispetto all’origine si ottiene sostituendo
nella matrice SF3 sx, sy e sz rispettivamente con 1/sx, 1/sy e 1/sz, cioe`:
S3−1(sx, sy, sz) = S3(1/sx, 1/sy, 1/sz).
Tale proprieta` e` vera anche per una matrice di rappresentazione del cambiamento di
scala rispetto ad un punto fisso, cioe`
SF3−1(sx, sy, sz) = SF3(1/sx, 1/sy, 1/sz, xf , yf , zf ).
Le procedure 5.6 e 5.7 costruiscono rispettivamente le matrici definite in (5.3)
e (5.4) in ambiente Matlab.
Procedura 5.6 - scal3
function S3=scal3(sx,sy,sz)
%
% Costruzione della matrice di scaling 3D rispetto all’origine.
%
% Parametri di input:
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% sx,sy,sz: fattori di scaling.
%
% Parametri di output:
% S3: matrice di scaling di dimensioni 4x4.
%
S3=[sx 0 0 0;0 sy 0 0;0 0 sz 0;0 0 0 1];
Procedura 5.7 - scalf3
function SF3=scalf3(sx,sy,sz,F)
%
% Costruzione della matrice di scaling rispetto al punto fisso F.
%
% Parametri di input:
% sx,sy,sz: fattori di scaling;
% F=[xf;yf;zf]: coordinate del punto fisso.
%
% Parametri di output:
% SF3: matrice di scaling di dimensioni 4x4.
%
SF3=[sx 0 0 (1-sx)*xf;0 sy 0 (1-sy)*yf;0 0 sz (1-sz)*zf;0 0 0 1];
5.4 Altre trasformazioni 3D
Accanto alla traslazione, alla rotazione ed al cambiamento di scala ci sono altre trasfor-
mazioni che possono essere utili nelle applicazioni grafiche tridimensionali, quali la
riflessione e la deformazione di taglio.
5.4.1 Riflessione
Una riflessione tridimensionale puo` essere realizzata rispetto ad un asse di riflessione
oppure rispetto ad un piano di riflessione. Le riflessioni rispetto ad un asse sono
equivalenti ad una rotazione di un angolo π intorno a tale asse. Le riflessioni rispetto
ad un piano sono equivalenti ad una rotazione di un angolo π in uno spazio a quattro
dimensioni.
Ad esempio, la riflessione rispetto al piano xy ha come effetto il cambiamento
di segno delle coordinate z, mentre le coordinate x e y restano inalterate (Fig. 5.9).
La matrice di trasformazione per la riflessione rispetto al piano xy risulta
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dunque la seguente:
RXY =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

 .(5.5)
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Figura 5.9: Riflessione rispetto al piano xy (a) del punto P (−1.5,−1, 1) con
α = −36, β = 24; (b) della piramide V.
Matrici di trasformazione per realizzare riflessioni rispetto ai piani yz e xz sono
definite in maniera analoga, cambiando il segno rispettivamente delle coordinate x e
y. Riflessioni rispetto ad altri piani possono essere ottenute come combinazioni di
rotazioni e riflessioni rispetto ai piani coordinati.
5.4.2 Deformazione di taglio
Una deformazione di taglio (shear) e` una trasformazione che modifica la forma di
un oggetto. In due dimensioni abbiamo discusso lo shear relativo all’asse x e quello
relativo all’asse y per produrre distorsioni nella forma degli oggetti. In tre dimensioni
possiamo anche generare uno shear relativo all’asse z.
Come esempio di shear 3D consideriamo quello relativo all’asse z la cui matrice
di rappresentazione ha la seguente espressione
SHz(a, b) =


1 0 a 0
0 1 b 0
0 0 1 0
0 0 0 1

 .(5.6)
I parametri a e b possono assumere qualunque valore reale.
L’effetto di questa trasformazione e` quello di modificare le coordinate x e y di
una quantita` proporzionale al valore di z, lasciando inalterato il valore della coordinata
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z. I contorni sui piani perpendicolari all’asse z vengono cos`ı slittati di una quantita`
proporzionale a z.
Un esempio dell’effetto di questa matrice di shear sulla piramide V e` mostrato
in Fig. 5.10 e sul cubo unitario in Fig. 5.11.
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Figura 5.10: Shear (a) SHz(2, 0.5); (b) SHz(1, 1) della piramide V.
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Figura 5.11: Shear (a) SHz(2, 0.5); (b) SHz(1, 1) del cubo unitario.
In modo analogo si definiscono matrici di shear relativo all’asse x o all’asse y.
La procedura 5.8 costruisce la matrice definita in (5.6).
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Procedura 5.8 - shear3z
function SZ=shear3z(a,b)
%
% Costruzione della matrice di shear 3D relativo all’asse z.
%
% Parametri di input:
% a, b: parametri.
%
% Parametri di output:
% SZ: matrice di shear di dimensioni 4x4.
%
SZ=[1 0 a 0;0 1 b 0;0 0 1 0;0 0 0 1];
Nelle figure 5.12-5.15 sono riportati alcuni esempi di trasformazioni realizzate
su un ellissoide di centro (3, 2, 1) e semiassi a = 3, b = 2, c = 1.
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Figura 5.12: (a) Traslazione T3(2, 3, 1); (b) rotazione Rx(
π
2 ) dell’ellissoide E3.
Nelle figure 5.17 e 5.18 sono presentati ulteriori esempi di trasformazioni realiz-
zate su un superellissoide di centro (3, 2, 2), semiassi a = 4, b = 3, c = 2 e parametri
s1 = s2 = 3.
Infine in Fig. 5.16 e` proposto un esempio di riflessione rispetto al piano xy di
una superficie di Be´zier semplice descritta dai punti di controllo riportati a commento
di Fig. 2.16(b).
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Figura 5.13: Rotazione (a) Ry(
π
3 ); (b) Rz(
2π
3 ) dell’ellissoide E3.
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Figura 5.14: Scaling (a) S3(0.5, 1, 2); (b) SF3(0.5, 1, 2, 1,−1,−3) dell’ellissoide E3.
5.5 Trasformazioni composte
Come per le trasformazioni 2D, una trasformazione composta 3D si realizza molti-
plicando le matrici che rappresentano le singole trasformazioni nell’ordine da destra
verso sinistra, dove la matrice piu` a destra rappresenta la prima trasformazione da
applicare e quella piu` a sinistra l’ultima.
Si ottiene dunque una matrice 4×4 che rappresenta la trasformazione composta.
In Fig. 5.19 e` riportato un esempio di trasformazione composta nell’ordine da
una rotazione, una traslazione e uno shear, applicata ad un toro per la cui costruzione
si rimanda al Capitolo 1.
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Figura 5.15: (a) Shear SHz(2, 0.5); (b) riflessione rispetto al piano xy dell’ellissoide
E3.
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Figura 5.16: Riflessione della superficie di Be´zier descritta dai punti di controllo di
Fig. 2.16(b) rispetto al piano xy (a) con α = −4, β = 20; (b) con α = −4, β = 0.
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Figura 5.17: (a) Rotazione Ry(−3π/4); (b) scaling SF3(2, 1,−0.5, 3, 2, 0) del
superellissoide S E3.
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Figura 5.18: Shear SHz(−1.9, 1.4) del superellissoide S E3.
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Figura 5.19: Trasformazione SHz(2, 0.5) · T3(6, 8, 7) · Ry(π/2) di un toro di centro
l’origine, raggio 5 con circonferenza generatrice di raggio 2.
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matematica numerica per la grafica
Appendice
Nella prima parte di questa appendice e` proposta una sintesi di alcuni concetti ma-
tematici di base, utili nello studio dei metodi numerici per la grafica presentati nei
capitoli precedenti. Per una trattazione piu` approfondita di tali argomenti si rimanda
a [4, 6, 14] e alla bibliografia in essi citata.
Punti e vettori
Lo spazio in cui si descrive un oggetto non possiede un sistema di riferimento prefe-
renziale, ma e` compito di chi descrive l’oggetto definirne uno. Diversi sono i sistemi
di riferimento che si possono scegliere, ma qualunque sia quello scelto, esso non deve
influenzare le proprieta` dell’oggetto stesso. I metodi di rappresentazione di un oggetto
devono essere indipendenti dalla scelta del sistema di coordinate.
Indichiamo con il termine punto un elemento dello spazio euclideo tridimen-
sionale IE3, che identifica una posizione, normalmente relativa ad altri oggetti. Sono
esempi il punto medio di un segmento di retta o il centro di gravita` di un oggetto
fisico.
Indichiamo inoltre con il termine vettore un elemento dello spazio tridimensio-
nale IR3.
Per rappresentare punti o vettori mediante coordinate o componenti relative
ad un certo sistema di riferimento, adotteremo, ove non specificato, la convenzione di
scriverli come vettori colonna.
Se consideriamo lo spazio euclideo IE3 con lo spazio vettoriale associato IR3,
allora ogni terna di scalari in IR3 indica un punto o un vettore a seconda del contesto.
Ricordiamo che, benche´ punti e vettori siano descritti da terne di numeri reali,
c’e` una netta distinzione tra loro: per ogni coppia di punti P e Q c’e` un unico vettore
v da P a Q. Esso e` calcolato dalla sottrazione componente per componente
v = Q− P, P,Q ∈ IE3, v ∈ IR3.
Quindi, dato un vettore v, esistono infinite coppie di punti P e Q tali che v = Q−P .
Infatti, sia P,Q una di tali coppie e sia w un vettore arbitrario. Allora P +w e Q+w
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e` un’altra di tali coppie, poiche´
v = (Q+ w)− (P + w) = Q− P.
Il punto P +w associato a P ∈ IE3 e` detto traslazione di P . Ne consegue che i vettori
sono invarianti per traslazione, mentre i punti no.
Elementi dello spazio IE3 possono essere solo sottratti e tale operazione conduce
ad un vettore. Essi non possono essere sommati.
Tuttavia possono essere definite operazioni tipo somma per i punti di IE3: esse
sono le combinazioni baricentriche. Si tratta di somme di punti dove i pesi hanno
somma 1:
(A.1) P =
n∑
j=0
αjPj , Pj ∈ IE
3,
n∑
j=0
αj = 1.
In un primo momento si potrebbe pensare ad una somma di punti, cioe` ad
un’operazione non definita. Tuttavia possiamo scrivere (A.1) come
P = P0 +
n∑
j=1
αj(Pj − P0),
che e` la somma di un punto e di un vettore.
Un caso particolare di combinazione baricentrica e` la combinazione convessa.
Si tratta di combinazioni baricentriche in cui i coefficienti αj , oltre ad avere somma
unitaria, sono anche non negativi.
Una combinazione convessa di punti giace sempre all’interno dell’inviluppo in-
dividuato da tali punti.
Trasformazioni affini
Molte trasformazioni usate per cambiare posizione o dimensione di un oggetto sono
trasformazioni dette ‘affini’.
La definizione di trasformazione affine si basa sull’operazione fondamentale tra
punti: la combinazione baricentrica.
Un trasformazione Φ che trasforma IE3 in se stesso e` chiamata affine se lascia
invariate le combinazioni baricentriche, cioe` se
P =
∑
αjPj , P, Pj ∈ IE
3,
allora
ΦP =
∑
αjΦPj , ΦP,ΦPj ∈ IE
3.
Tale definizione ha una semplice interpretazione. L’espressione P =
∑
αjPj
specifica come dobbiamo pesare i punti Pj cosicche´ la loro media pesata sia P . Questa
relazione e` ancora valida se applichiamo una trasformazione affine a tutti i punti Pj
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ed a P . Per esempio il punto medio di un segmento di linea retta sara` trasformato
nel punto medio dell’immagine affine del segmento stesso.
Come abbiamo detto, in un dato sistema di riferimento un punto P e` rappre-
sentato da una terna di coordinate, che denotiamo ancora con P . Una trasformazione
affine Φ puo` essere espressa come segue:
(A.2) ΦP = AP + q,
dove A ∈ IR3×3 e q ∈ IR3.
Un semplice calcolo permette di verificare che (A.2) soddisfa alla definizione di
trasformazione affine, cioe` conserva le combinazioni baricentriche. Infatti, ricordando
che
∑
αj = 1, possiamo scrivere:
Φ(
∑
αjPj) = A(
∑
αjPj)+q =
∑
αjAPj+
∑
αjq =
∑
αj(APj+q) =
∑
αjΦPj .
Alcuni esempi di trasformazioni affini sono l’identita`, la traslazione, la ro-
tazione, lo scaling, la deformazione di taglio (shear).
Interpolazione lineare
Siano P1 e P2 due punti distinti in IE
3.
L’insieme dei punti P ∈ IE3 della forma
(A.3) P = P (t) = (1− t)P1 + tP2, t ∈ IR
e` chiamato retta passante per P1 e P2.
Osserviamo che P (0) = P1 e P (1) = P2. Per 0 ≤ t ≤ 1 il punto P sta
tra P1 e P2. L’equazione (A.3) rappresenta una combinazione baricentrica di due
punti in IE3. La stessa combinazione baricentrica vale per i tre punti 0, t e 1 in IE1:
t = (1− t) · 0 + t · 1, cioe` t e` legato a 0 e 1 dalla stessa combinazione baricentrica che
lega P, P1 e P2. Allora, dalla definizione di trasformazione affine, i tre punti P, P1 e
P2 nello spazio IE
3 sono le immagini ottenute mediante una trasformazione affine dei
tre punti 0, t e 1 nello spazio unidimensionale (Fig. A.1).
Quindi l’interpolazione lineare e` una trasformazione affine della retta reale in
una retta in IE3, cioe` e` invariante per trasformazioni affini: se Φ e` una trasformazione
affine di IE3 in se stesso e (A.3) vale, allora
ΦP = (1− t)ΦP1 + tΦP2.
Strettamente collegato all’interpolazione lineare e` il concetto di coordinate
baricentriche.
Siano P1, P2 e P tre punti collineari in IE
3:
P = αP1 + βP2, α+ β = 1.
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1−t
Figura A.1: Interpolazione lineare.
Allora α e β sono chiamate coordinate baricentriche di P rispetto a P1 e P2 e P e` una
combinazione baricentrica di P1 e P2.
La relazione tra coordinate baricentriche ed interpolazione lineare e` ovvia,
infatti abbiamo che α = 1− t e β = t.
Per tre punti collineari P, P1, P2 le coordinate baricentriche di P , rispetto a P1
e P2, sono date da:
α =
d(P, P2)
d(P1, P2)
, β =
d(P1, P )
d(P1, P2)
,
dove d denota la funzione distanza con segno tra due punti.
Consideriamo ora il rapporto (ratio) di tre punti collineari, cos`ı definito:
ratio(P1, P, P2) =
d(P1, P )
d(P, P2)
.
Se α e β sono le coordinate baricentriche di P rispetto a P1 e P2, allora:
ratio(P1, P, P2) =
β
α
.
Poiche´ le coordinate baricentriche di un punto non cambiano se esso e` sottoposto ad
una trasformazione affine, allora anche il rapporto di tre punti collineari non cambia se
essi sono sottoposti ad una trasformazione affine, cioe` se Φ e` una tale trasformazione,
risulta
ratio(ΦP1,ΦP,ΦP2) =
β
α
.
Possiamo dunque concludere che le trasformazioni affini lasciano invariato il rap-
porto. Tale proprieta` puo` essere usata per definire le trasformazioni affini: ogni
trasformazione che trasforma rette in rette e che lascia invariato il rapporto e` una
trasformazione affine.
Il concetto di conservazione del rapporto puo` essere usato per dedurre un’altra
interessante proprieta` dell’interpolazione lineare.
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Abbiamo definito il segmento di retta tra P1 e P2 come l’immagine affine del-
l’intervallo unitario [0, 1], ma possiamo anche vederlo ottenuto come immagine affine
di un intervallo [a, b].
Lo stesso intervallo [a, b] puo` essere ottenuto mediante una trasformazione affine
dall’intervallo [0, 1] e viceversa. Con t ∈ [0, 1] e u ∈ [a, b], tale trasformazione e` data
da t = u−ab−a .
Il punto interpolato sul segmento di retta e` dato sia da
P (t) = (1− t)P1 + tP2
sia da
P (u) =
b− u
b− a
P1 +
u− a
b− a
P2.
Poiche´ a, u, b e 0, t, 1 sono nello stesso rapporto della terna P1, P, P2, ne consegue che
l’interpolazione lineare e` invariante per trasformazioni affini del dominio.
Il parametro t e` chiamato parametro locale dell’intervallo [a, b].
Coordinate baricentriche e interpolazione lineare nel
piano
Le coordinate baricentriche non sono definite solo sulla retta reale, ma anche nel
piano.
Consideriamo un triangolo di vertici U, V,W ed un punto P , tutti in IE2. Il
punto P puo` sempre essere scritto come combinazione baricentrica di U, V,W :
(A.4) P (u, v, w) = uU + vV + wW
con
(A.5) u+ v + w = 1.
I coefficienti u, v, w sono detti coordinate baricentriche di P rispetto ai vertici
U , V , W . I vertici U, V,W hanno coordinate baricentriche rispettivamente (1, 0, 0),
(0, 1, 0), (0, 0, 1) ed il triangolo UVW e` detto triangolo di base del sistema di coordi-
nate baricentriche.
Possiamo osservare che i punti interni al triangolo hanno coordinate baricen-
triche tutte positive, quelli esterni hanno almeno una coordinata negativa, mentre sui
lati hanno la prima, la seconda o la terza coordinata baricentrica nulla a seconda che
appartengano rispettivamente alla retta u = 0, v = 0 o w = 0 (Fig. A.2).
Siano (x1, y1) , (x2, y2) , (x3, y3) e (xP , yP ) le coordinate cartesiane rispetti-
vamente dei vertici U, V,W e del punto P in un sistema di riferimento cartesiano
ortogonale. Allora le relazioni (A.4) e (A.5) definiscono un sistema lineare di tre
equazioni nelle tre incognite u, v, w:

ux1 + vx2 + wx3 = xP
uy1 + vy2 + wy3 = yP
u+ v + w = 1
.
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Figura A.2: Segno delle coordinate baricentriche.
Quindi, se sono note le coordinate cartesiane di U, V,W e P , possiamo deter-
minare le coordinate baricentriche u, v, w di P risolvendo il suddetto sistema.
Osserviamo che, se si utilizza il metodo di risoluzione di Cramer e il punto P e` interno
al triangolo UVW , i determinanti che intervengono possono essere messi in relazione
con le aree dei triangoli UVW , PVW , UPW , UV P . Infatti:
∣∣∣∣∣∣
x1 x2 x3
y1 y2 y3
1 1 1
∣∣∣∣∣∣ = 2 ∗ area(UVW )
e analogamente per gli altri.
Quindi, le tre incognite u, v, w sono date da:
u =
1
2
∣∣∣∣∣∣
xP x2 x3
yP y2 y3
1 1 1
∣∣∣∣∣∣
1
2
∣∣∣∣∣∣
x1 x2 x3
y1 y2 y3
1 1 1
∣∣∣∣∣∣
=
area(PVW )
area(UVW )
,
v =
1
2
∣∣∣∣∣∣
x1 xP x3
y1 yP y3
1 1 1
∣∣∣∣∣∣
1
2
∣∣∣∣∣∣
x1 x2 x3
y1 y2 y3
1 1 1
∣∣∣∣∣∣
=
area(UPW )
area(UVW )
,
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w =
1
2
∣∣∣∣∣∣
x1 x2 xP
y1 y2 yP
1 1 1
∣∣∣∣∣∣
1
2
∣∣∣∣∣∣
x1 x2 x3
y1 y2 y3
1 1 1
∣∣∣∣∣∣
=
area(UV P )
area(UVW )
.
Affinche´ le formule usate per determinare le coordinate baricentriche siano
definite, si deve avere area(UVW ) 6= 0, il che significa che i punti U, V e W non
devono essere allineati. Tre punti non allineati definiscono, dunque, un sistema di
coordinate baricentriche nel piano.
Le procedure A.1 e A.2 effettuano la conversione dalle coordinate cartesiane di
un punto a quelle baricentriche e viceversa. Osserviamo che nella procedura A.1 non
e` stato usato il metodo di Cramer, ma l’operatore ‘\’ di Matlab che implementa l’al-
goritmo di eliminazione gaussiana, in quanto il tempo di calcolo risulta sensibilmente
inferiore rispetto a quello di una procedura equivalente basata sul metodo di Cramer.
Procedura A.1 - baric
function tau=baric(P,T)
%
% Funzione che effettua la conversione dalle coordinate
% cartesiane P alle coordinate baricentriche tau di un insieme
% di punti del piano rispetto ad un triangolo T appartenente
% al medesimo piano.
%
% Parametri di input:
% P: matrice di dimensioni 2x(numero di punti) contenente
% le coordinate cartesiane dei punti;
% T: matrice di dimensioni 2x3 contenente le coordinate
% cartesiane dei tre vertici del triangolo T (ascisse
% nella prima riga, ordinate nella seconda);
%
% Parametri di output:
% tau: matrice di dimensioni 3x(numero di punti) contenente
% le coordinate baricentriche dei punti.
%
tau=[T;ones(1,3)]\[P;ones(1,size(P,2))];
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Procedura A.2 - cart
function P=cart(tau,T)
%
% Funzione che effettua la conversione dalle coordinate
% baricentriche tau alle coordinate cartesiane P di un insieme
% di punti del piano rispetto ad un triangolo T appartenente
% al medesimo piano.
%
% Parametri di input:
% tau: matrice di dimensioni 3x(numero di punti) contenente
% le coordinate baricentriche dei punti;
% T: matrice di dimensioni 2x3 contenente le coordinate
% cartesiane dei tre vertici del triangolo T (ascisse
% nella prima riga, ordinate nella seconda);
%
% Parametri di output:
% P: matrice di dimensioni 2x(numero di punti) contenente
% le coordinate cartesiane dei punti.
%
P=T*tau;
Consideriamo ad esempio il triangolo di vertici: U(1, 0), V (0.5, 0.87), W (0, 0).
Sia inoltre P (0.625, 0.433) un punto interno a tale triangolo. Le coordinate baricen-
triche di P sono la soluzione del seguente sistema:

0.625 = u+ 0.5v
0.433 = 0.87v
u+ v + w = 1
cioe` u = 0.376, v = 0.498 e w = 0.126. Infatti:
≫ T=[1 0.5 0;0 0.87 0];
≫ tau=baric([0.625;0.433],T)
tau =
0.3761
0.4977
0.1261
≫ P=cart([0.3761;0.4977;0.1261],T)
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P =
0.6250
0.4330
Osserviamo che u+ v + w = (0.376 + 0.498 + 0.126) = 1.
Per la loro connessione con le combinazioni baricentriche, le coordinate bari-
centriche sono invarianti per trasformazioni affini. Sia P un punto avente coordinate
baricentriche (u, v, w) rispetto al triangolo di vertici U, V,W . Ora trasformiamo i
quattro punti P,U, V,W in un altro insieme di quattro punti mediante una trasfor-
mazione affine Φ. Allora ΦP ha le stesse coordinate baricentriche (u, v, w) di P
rispetto al triangolo di vertici ΦU,ΦV,ΦW .
Grazie a questa proprieta` si puo` sempre assumere che il triangolo di base sia
equilatero [6].
Le coordinate baricentriche u, v, w hanno anche un significato geometrico. In-
fatti, se consideriamo il triangolo equilatero i cui lati hanno lunghezza 1, possiamo
notare che esse costituiscono una partizione del lato di tale triangolo (Fig. A.3).
U W 
V 
w 
u 
v 
u v w 
v 
w 
u 
D 
B 
F 
A 
E 
C 
P 
U W 
 v = 0 
w = 0 u = 0 
(0,0,1) (1,0,0) 
(0,1,0) 
 V 
(a) (b)
Figura A.3: Triangolo UVW .
Sono inoltre simmetriche, cioe` ciascun lato del triangolo e` trattato in modo
equivalente agli altri. L’utilizzo delle coordinate baricentriche e` quindi piu` facile ed
elegante dell’uso delle coordinate cartesiane in un triangolo standard definito, per
esempio, dai tre vertici (1, 0), (0, 1), (0, 0), nel qual caso sono necessarie distinzioni
per ciascun lato.
Possiamo usare le coordinate baricentriche per definire l’interpolazione lineare.
Infatti, supponendo che siano dati tre punti P1, P2, P3 ∈ IE
3, allora ogni punto della
forma
(A.6) P ′ = P ′(u, v, w) = uP1 + vP2 + wP3 con u+ v + w = 1
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appartiene al piano generato da P1, P2, P3. Questa trasformazione da IE
2 a IE3 e` detta
interpolazione lineare.
Poiche` u + v + w = 1, possiamo interpretare u, v, w come coordinate baricen-
triche di P ′ relative a P1, P2, P3. Inoltre, possiamo anche interpretare u, v, w come
coordinate baricentriche di un punto P in IE2, in relazione ad un certo triangolo di
vertici U, V,W appartenente ad IE2. Allora (A.6) puo` essere interpretata come una
trasformazione del triangolo UVW ∈ IE2 nel triangolo P1P2P3 in IE
3. Notiamo che
la posizione e la forma del triangolo di base e` irrilevante nella definizione dell’in-
terpolazione lineare. Poiche` possiamo interpretare u, v, w come coordinate baricen-
triche sia in due sia in tre dimensioni, segue che l’interpolazione lineare (A.6) e` una
trasformazione affine.
Curve e superfici parametriche
Fissato un certo sistema di riferimento cartesiano ortogonale, ricordiamo che una
curva in forma parametrica e` un insieme di punti di IE3 che soddisfino ai seguenti
requisiti:
i) le coordinate cartesiane x, y, z di ogni punto della curva sono espresse in funzione
di uno stesso parametro t tramite tre funzioni, definite e continue in un intervallo
I ⊂ IR:
(A.7)


x = x(t)
y = y(t), t ∈ I;
z = z(t)
ii) all’insieme di tutti i punti e` associabile il corrispondente grafico della curva,
formato dai punti con coordinate ottenute sostituendo al parametro t i valori
da esso assunti nell’intervallo I.
Dalla forma (A.7) si passa alla forma vettoriale:
P (t) =

 x(t)y(t)
z(t)

 .
Una superficie in forma parametrica e` un insieme di punti di IE3 che soddisfino
alle seguenti condizioni:
i) le coordinate cartesiane x, y, z dei punti della superficie sono espresse in funzione
di due parametri u e v tramite tre funzioni, definite e continue in una regione
D ⊂ IR2:
(A.8)


x = x(u, v)
y = y(u, v), (u, v) ∈ D;
z = z(u, v)
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ii) all’insieme dei punti e` associabile il corrispondente grafico della superficie, for-
mato dai punti con coordinate ottenute sostituendo i valori delle coppie (u, v) ∈
D nelle tre funzioni.
Dalla forma (A.8) possiamo ottenere la forma vettoriale:
P (u, v) =

 x(u, v)y(u, v)
z(u, v)

 , (u, v) ∈ D.
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matematica numerica per la grafica
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