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1. A témaválasztás indoklása
A 80-as évek közepétől a rendszerelméleti kutatások egyik fókuszpontjában van az ún.
hierarchikus rendszerek vizsgálata [17], [18], [21], [48].
A gazdasági, biológiai és műszaki rendszerek a munkamegosztás, a technológiai felté-
telek, geográfiai viszonyok, műszaki lehetőségek miatt, igen gyakran természetes módon
strukturálódnak, hierarchizálódnak. Ezen felül a gazdasági rendszereket társadalmi, gaz-
daságpolitikai elvek, különféle egyéb okok miatt is tovább tagolhatjuk. Ezek leírására
végül igen bonyolult, komplex gazdasági rendszert hozhatunk létre. Ebben az értelemben
dinamikusan működő bonyolult rendszerek „egyszerű szerkezetűvé” való újjászervezésé-
nek, és az ennek során alkalmazott matematikai, rendszerelméleti módszereknek igen
nagy jelentőségük van.
Egyszerű szerkezetűnek az ún. vertikum típusú modelleket tekintjük, melyeknek
a közgazdaságtanban önmagában is nagy a fontossága, hiszen egy kitermelő-feldolgozó
rendszer a technológiai lánc szerint természetesen szervezhető vertikum típusú gazdasági
rendszerré [22], [37], [52]. Az utóbbi időben a vertikum típusú rendszerek széleskörű
alkalmazását figyelhetjük meg a biológiai és környezetvédelmi rendszerek vizsgálatánál
[56], [57], [67], [68], [72].
2. A kutatási feladat megfogalmazása, célkitűzések
Alapproblémánkat úgy fogalmazhatjuk meg, hogy a paraméterváltozós irányítási rend-
szerekből kiindulva algebrai, illetve diﬀerenciálalgebrai eszközökkel hogyan jutunk el az
általánosított vertikum típusú rendszer ún. Wei-Norman-féle reorganizációjához.
Az a kézen fekvő, hogy a bemeneteknek a deriváltjai is szerepelhetnek mind az ál-
lapottérben megfogalmazott irányítási diﬀerenciálegyenletekben, mind a kimenetekben.
Ezzel természetes módon adódik a Kalman-féle kanonikus alakoknál is általánosabb,
ún. Fliess-féle kanonikus alak [29] [54]. Beszélhetünk lineáris rendszerekről is, amikor
az adott leíró egyenletek lineárisak az állapotváltozókban és a bemenetekben, ill. azok
deriváltjaiban is. A fogalmak felhasználására mutatok egy érdekes eredményt, amely ál-
talánosítja a klasszikus Kalman-féle mátrix-rangfeltételt [6] és a Fliess-féle [29] kanonikus
alakban megadott állandó együtthatós lineáris rendszereket is.
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feltétel szükséges és elégséges.
Ez a Kalman-féle rangfeltétel általánosítása.
A paraméterváltozós irányítási rendszerek közül számomra különösen fontos egy spe-
ciálisan strukturált rendszer, mely az ún. vertikum típusú hierachiával rendelkezik. Eze-
ket is leírtam a felhasznált diﬀerenciálalgebrai formalizmus keretében. Azt a fontos spe-
ciális esetet, amelyben a paraméter állapotfüggő, a parciális diﬀerenciálalgebrák körében
megfogalmazott módszertan segítségével tárgyalhatom, amelyeket így szintén felsoroltam
a használt fogalmaink között.
A teljesség kedvéért ugyan megadtam a diﬀerenciálalgebrák keretében a rendszer-
mérnökök által sokat vizsgált megfigyelő és szabályozó fogalmát is, de a dolgozatban ezt
nem használtam.
3. Új tudományos eredmények
A módszertani fejezetben ismertetett algebrai eszközök felhasználásával különböző, pa-
raméterektől függő rendszerek ún. rendszertulajdonságait vizsgáltam.
Rendszertulajdonságokon a bemenet-kimenet rendszerek 0-ból való elérhetőségét,
0-ba irányíthatóságát, megfigyelhetőségét és rekonstruálhatóságát, valamint valamilyen
típusú stabilitását értjük. Ez utóbbival nem foglalkoztam átfogóan, mert a klasszikus
Ljapunov-féle módszerek, a Riccati-egyenletes jellemzések lényegében megoldják a prob-
lémát ebben a rendszerosztályban.
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A klasszikus kanonikus alakú
_x(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
(1)
időtől függő együtthatós rendszerekre R. Kalman minden alapkérdést megoldott. Be-
bizonyította, az általa definiált alapvető fogalmakat illetően az elérhetőség és megfi-
gyelhetőség, illetve az irányíthatóság és rekonstruálhatóság közötti dualitást, valamint
a folytonos idejű (1) alakú rendszerekre fennálló elérhetőség és irányíthatóság, valamint
megfigyelhetőség és rekonstruálhatóság párok ekvivalenciáját. Ennek értelmében csak
egyetlen rendszertulajdonsággal, az elérhetőséggel foglalkoztam.
1. Tézis. Megmutattam, hogy lineáris időtől függő rendszerekre az általánosított
Kalman-féle rangfeltétel kiegészítve az ún. gerjesztési feltételekkel szükséges és elégsé-
ges az ilyen típusú rendszerek elérhetőségére.
2.1. Tétel. Az általánosított időfüggő együtthatós lineáris rendszer a [0; T ]-intervallumon
teljesen elérhető akkor és csak akkor, ha a GRea[0; T ] Kalman-Gram-féle mátrix [6] in-
vertálható, vagy ami ezzel ekvivalens, ha pozitív definit.
Ezt kombinálva a diﬀerenciál-algebrákból ismert Diop-féle eliminációs eljárással [28],
a következő, a (2.17) LTV-rendszerre vonatkozó 2.2. Tételt kapjuk.
2.2. Tétel. Ha a (2.17) rendszerre teljesül az általánosított Kalman-féle feltétel, azaz
(2.9) az egész Rn, és teljesül a Diop-féle eljárással kapott (2.14) ún. gerjesztési feltétel,
akkor (2.17) elérhető.
A megfelelő (3.1) és a speciális (3.2) LPV rendszerekre a 2.2. Tétellel analóg eredmé-
nyeket bizonyítottam a 3.1. és 3.2 Tételek összefoglalásaképpen.
Feltéve, hogy az
1. általánosított Kalman-féle feltétel, azaz (3.4) teljesül,
2. továbbá a p1(x); : : : ; pI(x); q(x) együttható függvények alkalmas parciális diﬀeren-
ciálegyenleteket nem elégítenek ki, akkor a (3.1) LPV rendszer elérhető lesz.
Ez az LTV rendszerre vonatkozó 2.2. Tétellel analóg eredmény úgy adódik, hogy nem
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Ekkor egy nem sűrű szinguláris felületet kivéve, a rendszer lokális irányíthatóságának
a feltétele a jól ismert
rank(B;AB; : : : ; An 1B) = n
Kalman-féle feltétel lesz [31], [35], [34], [44], illetve az általánosított Kalman-féle felté-
tel lesz. A lokalitás ebben az esetben azt jelenti, hogy a szingularitási felület felbont-
hatja több nyílt komponensre az állapotteret, amelyek együttesen sűrű halmazt alkotnak
ugyan, de nem feltétlenül lehet egyik komponensről a másikra irányítani a rendszert.
2. Tézis. Buck-Boost [71] konverterből kiindulva egy nagyon általános approximációs
problémát tekintettem és oldottam meg, mely megalapozza az ún. kapcsolási (switching)
rendszerek további vizsgálatát, egybefogva nagyon különböző jellegű rendszerelméleti prob-
lémákat. A Buck-Boost konvertert tekintjük a „switching” rendszerek alapkövének, mely
ezeknek a rendszereknek a nevét is adta.
Két approximációs tételt bizonyítottam LPV rendszerek közelítésére. Az első tételben
az irányítási paraméterek U halmaza konvex poliéder, az A(p; t) és a B(p; t) struktúra-
mátrixok pedig megszokott folytonossági feltételeket teljesítenek. Ekkor tetszőleges pon-
tosságot előírva, lehet olyan, az u : (0; t)! U kontrollt approximáló v : (0; t)! U szaka-
szonként konstans kontrollt definiálni, amelynek az értékei az U csúcspontjaiból vannak,
és olyan, a p(t) paraméterfüggvény pontonként jól approximáló szakaszonként konstans
g(t) függvényt megadni, hogy a megfelelő trajektóriák az adott pontossággal közeliek ma-
radnak az adott időintervallumban. Ez a tétel a Gamkrelidze-féle approximációs tétel
általánosítása, amiből az eredeti tételt úgy kapjuk meg, hogy az A(p; t) és a B(p; t) kons-
tansok a p-változóban. A 4.2. Approximációs tétel esetén feltételeztem, hogy az A(p; t)
és a B(p; t) lineárisak a p paraméterfüggvényében, és a p paraméter egy adott P konvex
poliéderből veszi az értékeit. Ekkor a p : R ! P, állapotváltozós paraméterhez található
olyan szakaszonként konstans q : Rn ! P állapotfüggő paraméterfüggvény, amely a P
csúcspontjaiból veszi az értékeit. (Tehát a paraméterfüggvénynek sem kell pontonként
jól approximálnia). A megfelelő trajektóriák mégis az egész időintervallumon az adott
pontossággal közel maradnak egymáshoz. Egy példán bemutatom, hogy adott időinterval-
lumhoz lehet olyan [ M;M ] [ M;M ] négyzetet megadni, hogy Buck-Boost konverterre
a (4.3) és(4.5) modell helyett olyan szakaszonként konstans modelleket is használhatunk,
amelyben a bilineáris tagokban a tekercs x1 áramerőssége helyett M-et, a kondenzátor
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x2 feszültsége helyett is M -et beírva, az
L _x1 = x2 + (E M)u;




közelítéssel tetszőleges pontosságot elérhetünk.
Ezzel áramkörrel nem realizált (4.13) modelleket kapcsolgatva meghatározhatok egy
fizikailag realizálható áramkörnek tetszőleges pontosságú közelítését. Ez pedig már tisztán
a digitális kontroll témaköre lehet, amely az utóbbi időben kimondottan fontos terület.
3. Tézis. Nehéz lenne a rendszerek objektumában topológiát bevezetve arról beszélni,
hogy erre nézve az irányítható rendszer elég kis környezetében levő rendszerek is irá-
nyíthatók, ezért beszélünk az approximációs tétel szerinti közelség terminusában. Ennek
a megjegyzésnek fokozottan nagy a jelentősége, amikor a 4.2 Approximációs tétel sze-
rinti approximáló kapcsolási rendszerekről bizonyítjuk azok irányíthatóságát, ui. abban
a p paraméterfüggvény approximációját szakaszonként konstans, csak egy konvex poli-
éder csúcsaiból vett értékekkel approximáljuk, ami pontonként nem approximálja jól a
szakaszonként folytonos p(t) függvényt.
A Riccati-féle diﬀerenciálegyenlet segítségével elérhető irányíthatósági vizsgálatok és
a Kalman-féle mátrixrang-feltételek kapcsolata az approximációs tételek tükrében nagyon
természetesen vetődik fel. A mátrix Lie-algebrák elemeinek felhasználásával, a rend-
szertulajdonságok csupán a Wei-Norman-féle [4] exponenciális szorzat alkalmazásával is
tárgyalhatók. Csupán lineáris algebrai eliminációval kaphatók az előző fejezetekben em-
lített gerjesztési feltételek is. Nem lesz szükségünk a Diop-féle [28] diﬀerenciálalgebrai
eliminációra. Ha a (5.29) irányítási rendszerre teljesül az
Im f: : : ; An11 An22 : : : AnKK Bl; : : :g = Rn
rangfeltétel, és az a;b időfüggő együtthatókra teljesül a
D(a; _a; : : : ;b; _b; : : :) 6= 0
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A p-ben lineáris A(p) és B(p) mátrixok segítségével adott LPV rendszerekre is elvégez-
hetők az állapotfüggés esetén is mindazok az elemi átalakítások, amelyeket az időváltozós
paraméterek esetére elvégeztem. Az általánosított Kalman-féle rangfeltétel [31], [32], [35],
[34] azonban csak szükségességet ad az irányíthatóságra, a lineáris algebrai eliminációból
adódó „gerjesztési” feltétel is csak azt adja, hogy egy pontból elérhető pontok halmaza
(elérhetőségi halmaz, amely általában nem altér) kifeszíti az egész teret, de nem lesz a








rendszer elérhetőségi halmaza nem lineáris altér, hanem valamely esetleg szingularitáso-
kat is tartalmazó felület. Ezt egy példán is bemutatom.
4. Tézis. Általánosított Kalman-féle tételt bizonyítottam a vertikum típusú rendszerekre
a) megadtam, hogyan bontható az egész rendszer szétcsatolt rendszerekre (Wei-
Norman-féle reorganizáció)
Azt is megmutattam, miként lehet az LPV rendszerekként interpretálni a vertikum tí-
pusú rendszereket. Azt fogalmaztam meg, hogy milyen paraméterek 0; 1 értékeivel, hogyan
lehet azt leírni, hogy adott részrendszerek be vannak kapcsolva, mások pedig nem. Ezzel
elérhető, hogy egyes termékeket adott időszakban nem állítunk elő. Gazdasági érdekekből,
vagy technikai feltételek teljesítése miatt elképzelhető egy, az időben lejátszódó, ideálisnak
nevezett időfüggő paraméterrel leírható program, melyet azonban a konverteres bevezető
példánkhoz hasonlóan, a részrendszerek ki-be kapcsolásával nem realizálhatunk. Ezért az
ideális paraméterrel leírható viselkedést egy kapcsolási rendszer kapcsolási programjával
közelítjük olyan pontossággal, hogy teljesüljenek a kívánt rendszertulajdonságok is.
5. Tézis. Mérnöki és populációökológiai alkalmazások.
A vertikum típusú rendszerek egyik fontos jelenlegi alkalmazása a populációökológia
területén található. A populációk kölcsönhatása jellemzően nemlineáris, de [67] megmu-
tattam, hogy egy tipikus, erőforrás – termelő – elsődleges felhasználó – másodlagos fo-
gyasztó láncot lehet egy konkrét ökológiai kölcsönhatásrendszerben vertikum-típusú rend-
szerként azonosítani [68], [72]. Ezzel pedig az eredeti modell megfigyelhetőségét lokálisan
egy lineáris rendszer megfigyelhetőségére redukálhatjuk.
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