Introduction
Stochastic optimal control and optimal stopping problems have many applications in mathematical finance, portfolio optimization, economics and statistics (sequential analysis). Optimal stopping problems can be in some cases solved analytically [20] . With most problems, one must resort to numerical approximations of the solutions. One approach is to use controlled Markov chains as approximations to controlled diffusion processes, see e.g. [19] . A thorough account of this approach is available in [18] .
We are interested in the rate of convergence of finite difference approximations to the payoff function of optimal stopping and control problems. Using the method of randomized stopping (see [10] ) such problems can be treated as optimal control problems with the reward and discounting functions unbounded in the control parameter. This leads us to approximating a normalized degenerate Bellman equation.
Until quite recently, there were no results on the rate of convergence of finite difference schemes for degenerate Bellman equations. A major breakthrough is achieved by Krylov in [11] for Bellman equations with constant coefficients, followed by rate of convergence estimates for Bellman equations with variable coefficients in [12] and [13] . The estimate from [13] is improved in [2] and [1] . Finally, Krylov [14] (published in [15] ) establishes the rate of convergence τ 1/4 + h 1/2 of finite difference schemes to degenerate Bellman equations with Lipschitz coefficients given on the whole space, where τ and h are the mesh sizes in time and space respectively. This is later extended to finite difference approximations of Bellman equations on cylindrical domains in [4] .
In the present paper we extend this estimate to cover normalized degenerate Bellman equations corresponding to optimal stopping of controlled diffusion processes with variable coefficients. Adapting ideas and techniques of [14] we obtain the rate of convergence τ 1/4 +h 1/2 , as in [14] . There are two key ideas which are already introduced in [11] - [13] . The first idea is that the original equation and its approximation should play symmetric roles.
functions with supersolutions to Bellman equations are presented in Section 5. The estimate on Hölder continuity in time of the reward functions together with the corresponding estimates for their finite difference approximations are given in Section 6. Theorem 2.4 is proved in Section 7.
The Main Result
Fix T ∈ (0, ∞), and set
(Ω, F, P ) be a probability space, carrying a d ′ dimensional Wiener martingale W = (W t ) t≥0 with respect to a filtration (F t ) t≥0 . Below we introduce some basic notions and notation of the theory of controlled diffusion processes from [10] . The notation |a| = ( ∑ i,j a 2 ij ) 1/2 , |b| = ( ∑ i b i ) 1/2 and c + = c + = (|c| + c)/2, c − = c − = (−c) + is used for matrices a ∈ R k×l , vectors b ∈ R k and real numbers c. Unless otherwise stated, the summation convention with respect to repeated indices is in force throughout the paper.
Let A be a separable metric space and let σ = σ α (t, x), and β = β α (t, x) be given Borel functions of (α, t, x) ∈ A × R × R d , taking values in R d×d ′ and R d , respectively. Assume that A = ∪ ∞ n=1 A n for an increasing sequence of Borel sets A n of A such that the following assumption holds. Assumption 2.1. For every integer n ≥ 1 there is a constant K n such that for all α ∈ A n |σ α (t, x) − σ α (t, y)| + |β α (t, x) − β α (t, y)| ≤ K n |x − y| (2.1)
for all (t, x) ∈H T .
A progressively measurable process α = (α t ) t≥0 with values in A is called an (admissible) strategy if there is an integer n ≥ 1 such that α t (ω) ∈ A n for all t ≥ 0 and ω ∈ Ω. The set of strategies with values in A n is denoted by A n , and so A = ∪ ∞ n=1 A n is the set of all strategies. By the classical existence and uniqueness theorem of Itô, Assumption 2.1 ensures that for each α ∈ A, s ∈ [0, T ] and x ∈ R d there is a unique solution x α,s,x = {x t : t ∈ [0, T − s]} of
Let f = f α (t, x) and c = c α (t, x) be Borel functions of (α, t, x) ∈ A×R×R d with values in R and R + , respectively, and let g = g(t, x) be a Borel function of (t, x) ∈ R × R d with values in R such that the following assumption holds. For every integer n ≥ 1 there are constants K n and q n ≥ 0 such that for all α ∈ A n c α (t, x) ≤ K n (1 + |x| qn ), |f α (t, x)| ≤ K n (1 + |x| qn ) (2.5) for all (t, x) ∈H T .
For s ∈ [0, T ] we use the notation T(T − s) for the set of stopping times τ ≤ T − s. Consider the following optimal reward functions: 
)dr, and E α s,x denotes the expectation of the expression behind it, with x α,s,x t in place of x t everywhere. We call v and w the optimal reward functions for the optimal control problem, and for the optimal control and stopping problem, respectively, with strategies from A, under utility rate f , terminal utility g and discount rate c. It is useful to notice that for
we have v n (s, x) ↑ v(s, x) and w n (s, x) ↑ w(s, x) as n → ∞. Our aim is to investigate finite difference approximations for a class of nonlinear PDEs, called normalized Bellman PDEs, to approximate w via finite difference schemes for appropriate normalized Bellman PDEs, and to study the accuracy of these approximations. Using the method of randomized stopping, it is very useful to rewrite (2.7) in the form of (2.6), by extending A n and A n as follows. Set
identify α ∈ A with (α, 0) ∈Ā, and extend the definition of σ, β, f , g and c by setting
LetĀ n denote the set of progressively measurable processes with values in A n and setĀ = ∪ nĀn . Notice, that if Assumptions (2.1)-(2.2) hold then these assumptions remain valid withĀ n andĀ in place of A n and A, with the obvious extension of the metric on A ontoĀ. Moreover, the following result holds. This theorem, under somewhat stronger assumption is known from [10] when A = A n , K = K n , m = m n for n ≥ 1. For the proof we refer to [6] .
From [10] one also knows that under some assumptions (more restrictive than Assumptions 2.1-2.2) w satisfies the normalized Bellman PDE
with terminal condition
where m γ = (1 + r) −1 and
Therefore it is natural to design approximations for w as finite difference approximations for problem (2.10)-(2.11). To this end we fix a constant K ≥ 1 and make the assumptions below.
Assumption 2.3.
There exist a natural number d 1 , vectors ℓ k ∈ R d and functions 14) for α ∈ A and i, j = 1, 2, . . . , d.
Remark 2.2.
For given functions β α it is easy to find a set of vectors {ℓ k } and functions b α k ≥ 0 such that (2.13) holds. We can take, for example, ℓ ±k = ±e k , with the standard basis {e k } in R d , and set b α ±k = (β α k ) ± . It is proved in [16] that, if the matrix σ α σ α * is uniformly nondegenerate, then there always exist a set of vectors (2.14) holds, a α k are as smooth as σ α σ α * is, and a α k ≥ κ > 0, where κ is a constant. It is also proved in [16] that if all values of the matrix σ α σ α * lie in a closed convex polyhedron in the set of nonnegative matrices and the first and second order derivatives in x ∈ R d of σ α σ α * are bounded functions, then again there exist {ℓ k } and a α k satisfying the above assumption such that √ a α k are Lipschitz continuous in x. Clearly, (2.13) and (2.14) imply
for smooth functions u, where we use the notation
Thus setting a
, and consider the finite difference scheme
Remark 2.3. Equation (2.10) is often written in the form 18) and similarly, equation (2.16) can be written as
and similarly equation (2.19 ) is equivalent to
Proof. By setting ε = 
respectively. Hence we finish the proof of the remark by noticing that for any numbers p, q ∈ R sup ε∈ [0, 1] (εp + (1 − ε)q) = max(p, q).
□
Instead of Assumptions 2.1 and 2.2 we make now the following assumption. 
Notice that Assumption 2.3 and 2.4 imply Assumptions 2.1 and 2.2. Finally we make an assumptions on Hölder continuity of
for all x ∈ R d and s, t ∈ R.
The following result is the main theorem of the paper. It extends Theorem 2.3 from [15] to the reward function w defined by (2.7). 
On finite difference schemes
Let A be a set and consider for α ∈ A the finite difference operator
2) is a collection of separate problems given on each grid 
can be translated into results for for equations on subsets of all other grids of the type (3.3).
In this section we consider the finite difference problems
where Q is a fixed subset of M T and g is a bounded function on H ∞ . Let λ ≥ 0 be a constant and make the following assumptions. Proof. By virtue of Remark 3.1 it suffices to prove the lemma for (3.4)-(3.5). Let γ = (0, 1) and define ξ recursively as follows:
with u = ξv, where for ε > 0,
so for all ε smaller than some ε 0 we have p α ≥ 0. Also by taking into account (3.8) we have
Thus the operator H is a contraction on the space of bounded functions on M T . By Banach's fixed point theorem (3.9) has a unique bounded solution. □ 
Proof. Let ξ be defined as in the proof of Theorem 3.4 and let v = ξu. For a fixed (f α ) and g we define H n [v] for functions v onM T recursively in n as follows:
From the proof of Theorem 3.4 we see that H is a contraction on the space of bounded functions onM T . Hence for any ε > 0 there is n 0 such that
which proves the corollary. □
For the next lemma we need some remarks from [14] . Let D n x denote the collection of all n-th order derivatives in x. Remark 3.7. For any sufficiently smooth function η(x) by Taylor's formula
where B K (x) is the ball of radius K centered at x.
Remark 3.8. Let us introduce T ′ as the least integer multiple of τ not less than T . Notice that problem (3.4)-(3.5) can be rewritten as 
Let u 1 and u 2 be functions onM T such that for some constants µ ≥ 0 and C ≥ 0 the functions u 1 (t, x)e −µ|x| and u 2 (t, x)e −µ|x| are bounded onM T and
If u 1 , u 2 are bounded on Q then (3.14) holds for all positive τ and h.
Proof. By using Remark 3.8 we may assume that T = T ′ and δ
Notice that, as in (3.11) with γ = 1 (hence ξ = 1 and ν = 0) and f α = 0, we have
where one can see that also p α ≥ 0 if ε is sufficiently small. Thus G is a monotone operator in the sense that for any ψ ≥ w onM T we have
Let γ ∈ (0, 1). Use ξ from the proof of Theorem 3.4. Then
Due to the assumption that u 1 (t, x)e −µ|x| and u 2 (t, x)e −µ|x| are bounded on M T , we have N 0 < ∞. Our aim now is to show that, in fact N 0 = 0. By Remark 3.7, taking into account that for every µ > 0 and integer n ≥ 1 there is a constant N such that for all 
3 , and κ(1) > 0. So there is a γ ∈ (0, 1), which we choose now, such that κ < 0 and N 0 + εκ > 0. Thus by (3.17) and (3.13) 18) which implies N 0 = 0, since εκ < 0. This completes the proof of the first assertion of the lemma. Assume now that u 1 and u 2 are bounded on Q. Then we can take µ = 0, i.e., η = 1. We do not need estimate (3.16), hence there is no restriction on h. We can take N 3 = 0 and hence we do not need any restriction on τ . □ Corollary 3.10. Let Assumptions 3.1 through 3.3 hold. Let Q be a subset ofM T . Assume that g is a bounded function onM T and let u and w denote the unique bounded solutions of (3.4)-(3.5) and (3.6)-(3.7), respectively. Let ψ be a function onM T such that for some constant µ ≥ 0 the function e −µx ψ(t, x) is bounded onM T . Then the following statements hold:
Proof. The statements concerning u follow immediately from the previous lemma. Hence the statements concerning w follow by Remark 3.1. □ Let us consider now problem (3.1)-(3.2) and 
holds onH T , where 
Thus, due to
and conditions (3.8) and (3.21) we have
Hence applying Lemma 3.9 with u and ξ in place of u 1 and u 2 , respectively, we get u ≤ ξ onM T . Similarly, by using −ξ in place of ξ, we get u ≥ −ξ on M T . If λ = 0 then c 1 = 0, and taking ξ = Kρ −1 (T + 1) + N we get (3.22) in the same way as above. □
Finally we can show that Lemma 3.8 of [14] remains valid in our setting. 
Then u n → u onM T as n → ∞, where u n is the bounded solution of (3.4)-(3.5) with f α n and g n in place of f α and g, respectively. Proof. Having Theorem 3.4 and Corollary 3.11 at our disposal we can get this lemma in the same way as Lemma 3.8 in [14] is proved: Since by Corollary 3.11 u n is bounded uniformly in n, any subsequence of {u n } contains a subsequence converging to a solution of (3.4)-(3.5), which is unique and equals u. Therefore the whole sequence u n converges to u. □
Gradient Estimates for Finite Difference Schemes
Thorough this section we assume that Assumption 3.1 holds. Recall that T ′ denotes the smallest integer multiple of τ which is greater than or equal to T . For a fixed number ε ∈ (0, Kh] and a unit vector l ∈ R d , set h r = h for r = ±1, . . . , ±d 1 and h r = ε for r = ±(d 1 + 1), and
Let Q ⊂M T (ε) be a nonempty finite set. Define
The following estimate plays a crucial role in the proof of Theorem 2. 
where T ′ denotes the smallest multiple of τ that is not less than T . Let (t 0 , x 0 ) ∈ Q be the point where
Clearly, either
Hence
So we need only estimate V on Q. If (t 0 , x 0 ) belongs to ∂ ε Q, then the conclusion of the theorem is clearly true. Thus, we may assume that (t 0 , x 0 ) ∈ Q 0 ε . For any ε 0 > 0 there exists α 0 ∈ A such that at (t 0 , x 0 ),
and so for some ε
Furthermore (thanks to the fact that
where T h,l φ(t, x) := φ(t, x+hl) for any number h, vector l ∈ R d and function φ defined at (t, x) and (t, x + hl). Here and below (t 0 , x 0 ) is fixed and for simplicity of notation it is omitted in the arguments of the functions. We subtract (4.7) from (4.8) and divide by h r to obtain that for each r
where
and
Multiplying (4.9) by ξv − r and summing up in r we get
(4.11)
Since V attains its maximum at (t 0 , x 0 ) ∈ Q 0 ε we have
= νV,
Using the above estimates we get
Then we can rewrite the above inequality as
hr . So we need to estimate J 1 , J 2 . We turn our attention to J 1 . Using condition (4.2), noticing that h| ∆ h,ℓ k v| ≤ 2M 1 and
where N 1 , N 2 and N 3 are constants depending only on d 1 and K. So
Next we estimate J 3 . Since h r ≤ Kh for all r, by condition (4.2)
Hence using h 2 | ∆ h,ℓ k v r | ≤ 4M 1 and |a| = 2a − + a, we get
Notice that the summations in r above can be restricted to {r : v r < 0}. For these r we have
Notice that for k ∈ K we have a
with a constant N depending only on K and d 1 . Thus J 2 ≤ N M 2 1 and hence by (4.12) and (4.13) we get 
Then, using Young's inequality, we obtain
Then (4.14) yields
hr . Hence using condition (3.8) and then letting ε → 0 we obtain (
+ max
where N is a constant depending only on d 1 and K. In addition to the assumptions assume that for all α ∈ A the functions f α and g vanish outside of a fixed ball of radius R centered at the origin in
Let us now remove the additional assumption on f α and g. Let η ∈ C ∞ 0 (R d ) be a nonnegative function such that η ≤ 1, |Dη| ≤ 1 on the whole R d and η(x) = 1 for |x| ≤ 1. For each integer n ≥ 1 define
Let u n be the solution to (3.4)-(3.5) with Q =M T (ε) and with f α n and g n in place of f α and g, respectively. Then from (4.16) and (4.17) for all n ∈ N,
Hence estimating supM T (ε) |u n | by using Corollary 3.11 and then letting n → ∞ by using Lemma 3.12 we get estimate (4.15) . □ 
Assumption 4.2. For all α ∈ A, t ≥ 0 and x, y
∈ R d |b α k (t, x) − b α k (t, y)| ≤ K|x − y|, m α |c α (t, x) − c α (t, y)| ≤ K|x − y|, m α |f α (t, x) − f α (t, y)| ≤ K|x − y|, | √ a α (t, x) − √ a α (t, y)| ≤ K|x − y|.(sup H T |g| ≤ K, |g(t, x) − g(ty)| ≤ K|x − y| for all t ∈ [0, T ], x, y ∈ R d .
Then there is a constant
where n is the smallest positive integer such that |x − y|/n ≤ Kh. Then
Hence we can finish the proof by using Corollary 4.2 if we show that Assumption 4.1 with M T (ε) in place of Q 0 ε holds. It is easy to see that condition (4.1) is satisfied with K 2 in place of K. To verify condition (4.2) notice that for any r = ±1, · · · ± (d 1 + 1), ℓ r and (t, z) ∈M T (ε)
The proof is complete. □ Now we investigate the dependence of the solution to (3.4)-(3.5) on the data. Therefore together with Proof. We follow the idea of [14] to obtain this lemma from the gradient estimate (4.15). We consider
, and 
with a α k , b α , c α and f α in place of ψ. Moreover, due to (4.20)
, and
. Hence we get the lemma by using Corollary 4.2.
□ that proves (4.21) for u andû. Hence by using Remark 3.1 to rewrite equation (3.6) we get (4.21) also for w andŵ. □
Some properties of the reward functions
Let A be a separable metric space. Let σ = σ α (t, x) and β = β α (t, x) be some Borel functions of (α, t, x) ∈ A × [0, ∞) × R d with values in R d×d ′ and R d , respectively. Let α = (α t ) t≥0 be a progressively measurable process with values in A, such that for every s ∈ [0, T ) and x ∈ R d there is a solution 
Lemma 5.1. Assume that there exists a constant
for all α ∈ A, t ≥ 0 and x ∈ R d . Then for u := v α , w α,τ we have
Proof. Notice that 
|},
By (5.5) and (5.3)
for any constant N 0 ≥ 0, where 
and let C 1,2 (H T ) denote the set of functions ψ = ψ(t, x) whose first derivative in t and second order derivatives in x are continuous functions onH T .
The following lemma formulates an important property of smooth supersolutions and subsolutions to Bellman equations. 
In addition to (5.11) let g ≤ ψ on Q. Then (5.12) holds also for w in place of v.
Proof. This lemma follows from Lemma 6.1.2 and Theorem 6.1.5 from [10] . For the convenience of the reader we give a more detailed proof here. Set v n = sup α∈An v α for integers n ≥ 1. Then by Theorem 3.1.5 in [10] , the polinomial growth condition (5.10) holds for v n in place of ψ, with some constants K and q depending on n, and v n is continuous onH T . Set
, (5.16) where, as before, to ease notation we use x t in place of x α,s,x t . Using condition (5.11) and applying Itô's formula to ψ(s + t, x t )e −φt we have
Letting here R → ∞ we get
Thus from (5.15) we have
Letting here n → ∞ and ε → 0 we get (5.12). Hence (5.12) is valid also for w in place of v, since w = sup γ∈Ā v γ by virtue of Theorem 2.1, Assumptions 2.1-2.2 remain valid withĀ n andĀ in place of A n and A, and due to (5.11) and ψ ≥ g on Q,
To prove (ii) let α ∈ A such that (5.13) holds. Then α ∈ A n for some n ≥ 1, the constant strategy α t = α belongs to A n , and by Bellman's principle
with this strategy α, where I (α) n is defined by (5.16) . Hence by an obvious modification of the proof of part (i) we get the first inequality in (5.14), and that yields the second inequality by virtue of Theorem 2.1, since clearly
Next we want to study the regularity of v and w in t ∈ [0, T ]. The following simple example shows that Assumption 5.1 does not ensure the continuity of v at t = T , even if σ α and b α are as regular as we wish. 
which is not continuous at T .
Hölder continuity in time
We make the following assumption. 
3) where N is a constant depending only on K, and
Proof. We may assume ν 1 < ∞, ν 2 < ∞, µ < ∞ and 0 ≤ t 0 < s 0 . Moreover, by shifting the origin we may assume t 0 = 0 and hence s 0 ≤ 1. To prove (6.2) define for a constant γ > 0 the function
where ξ(t) = exp(s 0 − t) and κ 1 > 0, κ 2 > 0 are some constants to be chosen later. By simple calculations for any α ∈ A
for (t, x) ∈H s 0 , where N 1 and N 2 are constants depending only on K.
where the right-hand side is negative for all x if κ 1 is sufficiently large, depending only on
Thus applying part (i) of Lemma 5.4 with S := s 0 and Q := H s 0 we obtain
with N = max(2κ 1/2 1 , κ 2 ). To get the corresponding estimate for w, instead of (6.5) define ψ by
Then just like before we see that for sufficiently large constants κ 1 and κ 2 , depending only on K, the left-hand side of (6.6) remains negative for all (t, x) ∈H s 0 , and that Proof. For u = v τ,h estimate (6.9) is proved in [15] (see Lemma 6.2 there). We get (6.9) for u = w τ,h similarly, noticing that Assumptions 3.2 and 3.3 are obviously satisfied with m α = 1 and ρ = 1, and by using Lemma 6.3, Theorems 4.3, 4.5 and Corollary 3.11. □
Shaking and Smoothing
The method of shaking is introduced in [13] . Following [15] we adapt it to optimal stopping of controlled diffusion processes and to the corresponding finite difference schemes.
For ε ∈ R we set
and identify α ∈ A with (α, 0, 0) ∈ A ε and (α, η, ξ) ∈ A ε with (α, η, ξ, 0) ∈ A ε . Thus A ⊂ A ε ⊂Ā ε . First we shake optimal stopping and control problems. Let σ = σ α (t, x), β = β α (t, x), f = f α (t, x) and c = c α (t, x) be Borel functions of (α, t, x) ∈ A × R × R d , taking values in R d×d ′ , R d , R and R + , respectively, such that c ≥ λ for a constant λ ≥ 0. Let g be a Borel function on R × R d with values in R.
