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Commentators have argued that achievement measures based on teachers’ judgments lack 
validity (Ward & Thomas, 2016) and introduce bias (Meissel et al., 2017). This thesis addresses 
this issue by exploring whether decision frameworks can enhance the validity of teachers’ 
summative judgments. A decision framework is a systematic process used to support and guide 
judgments. The thesis focusses on a framework developed in New Zealand called the Progress 
and Consistency Tool (PaCT). Intended for use with students in Years 1 to 10, the PaCT supports 
teachers to judge how well their students are achieving in reading, writing, and mathematics. 
The thesis presents three studies designed to address different aspects of validity. The first 
study investigated the quality of the measures produced by a decision framework. It used 
multilevel modelling to explore the relationship between PaCT scores and scores on 
standardised tests. Study 2 investigated the practical viability of a decision framework. Using 
survey data collected from teachers and principals in schools that had committed to use the 
PaCT, the study compared the reactions of users who had some experience of the PaCT with 
those who were about to use it for the first time. The final study explored the relationship 
between the content of a decision framework and the measures the framework produces. The 
study involved the development of a methodology that could be used to describe each of the 
Rasch measurement scales that underpin the PaCT. 
Study 1 found a strong linear relationship between the scores generated by teachers using the 
PaCT and scores on standardised tests. This supported a hypothesis that both approaches were 
measuring the same construct. Although the series of multilevel modelling analyses did not find 
consistent evidence of systematic bias in teachers’ PaCT judgments, the results did suggest a 
level of idiosyncrasy in the way that teachers made use of the PaCT. 
Study 2 showed that educators who had experience using the PaCT were generally more 
positive about it than those who had no experience. However, school role mattered. On 
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average, classroom teachers recorded lower Attitude and Practicality scores regarding the PaCT 
than educators who had school leadership roles. 
The findings from Study 3 showed that it was possible to develop a robust methodology, based 
on the Rasch model, to link descriptions of the rich illustrations that form the content of the 
PaCT to most-probable locations on the underpinning measurement scales. The approach was 
applied by subject experts to successfully create a rich description of each of the PaCT scales. 
Taken together, the findings from the three studies suggest that decision frameworks can 
enhance the validity of teachers’ summative judgments. However, concerns around 
idiosyncrasy and practicality did emerge. It is argued that these issues could be mitigated by 
incorporating decision frameworks into what Wilson described as a “community of judgment” 
(2005a). Such a community would promote shared responsibility for developing appropriate 
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CHAPTER 1. SETTING THE SCENE 
Teachers in New Zealand are regularly called on to make summative judgments regarding 
student achievement. These judgments are sometimes used in high stakes contexts. For 
instance, in Years 1 to 10 they can form the basis for reporting to parents, whānau1, and school 
boards. In the senior secondary school, teacher judgments are a key element of the National 
Certificates of Educational Achievement (NCEA). Teachers are arguably well situated to judge 
how students are achieving. Their daily interactions give them opportunities to observe 
students in a range of contexts and over extended periods of time. Moreover, using teacher 
judgments for summative purposes can lessen dependence on “one-off” assessment events 
such as examinations that are often criticised for narrowing the curriculum and promoting a 
“one size fits all” approach (Mansell et al., 2009). The dependability of teacher judgments, 
however, cannot be taken for granted. A range of research in New Zealand and overseas claims 
that teachers’ summative judgments can lack validity (Meissel et al., 2017; Südkamp et al., 
2018; Ward & Thomas, 2016). When this happens, any potential advantages that may have 
accrued through the use of teacher judgments can quickly dissipate, and disadvantages, such as 
the potential for bias, emerge. 
The main concern of this thesis is to examine efforts to enhance the accuracy of teachers’ 
summative judgments. It does this by exploring the extent to which decision frameworks can be 
used to improve these judgments. For the purposes of the thesis, a decision framework is 
defined as a systematic process used to support and guide a decision maker. It has four 
important characteristics. 
First, a decision framework focusses a decision maker’s attention on a limited number of 
aspects that are critical to consider when making the judgment. For instance, in the area of 
writing, these could be different elements of written composition, such as vocabulary or the 
 
1 The word “whānau” comes from the Māori language. In New Zealand English it is often used to mean “extended 
family” and can include friends and members of a shared community. 
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use of organisation. Second, for each of these aspects, a decision framework illustrates 
different levels of achievement. The illustrations might be presented as verbal descriptors. 
Alternatively, they may take the form of annotated exemplars of students’ work. The purpose 
of the illustrations is to demonstrate a progression of achievement that allows the decision 
maker to select a level that best fits how they understand a student to be achieving on each 
aspect. The third characteristic of a decision framework is a scoring rule or mechanism that 
combines the judgments on each aspect and converts them to a location on a measurement 
continuum. Finally, the measurement continuum that underlies the decision framework is 
aligned with an appropriate performance expectation or set of expectations. This allows the 
decision maker to interpret what the location on the measurement continuum means in terms 
of performance against a relevant standard.  
This thesis focusses on an example of a decision framework developed in New Zealand called 
the Progress and Consistency Tool (PaCT). Used by Year 1 to 10 teachers in English-medium 
schools across the country, the PaCT supports teachers to make summative judgments in 
reading, writing, and mathematics. The purpose of the PaCT is to generate information that can 
be used to report on the progress of students over time. Special attention has been paid to 
supporting teachers to make consistent judgments. That is, judgments that are not unduly 
affected by who happens to be making the judgments. 
This chapter introduces the PaCT, and then introduces the research questions, and describes 
the three studies that form the basis for the thesis. It finishes by outlining how the thesis is 
organised. 
The PaCT 
In 2010, teachers of students in Years 1 to 8 in New Zealand English-medium state and state-
integrated schools were required by law to make summative judgments regarding their 
students’ achievement against National Standards in reading, writing, and mathematics 
(Ministry of Education, 2009a, 2009b). The judgments, which were called Overall Teacher 
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Judgments (OTJs), were to be used as the basis for twice-yearly reporting to parents and, in 
aggregated form, as part of a yearly school report to the Ministry of Education2. 
The National Standards system was controversial (‘Tolley Asks People to Look Past Standards 
Controversy’, 2010). Opponents argued that it narrowed the curriculum, led to the labelling of 
students, and encouraged a performativity culture. One of the enduring criticisms was that the 
judgments the system depended upon were not consistent. In other words, that judgments 
made by different teachers about students who were achieving at similar levels varied 
substantially. This variation was likely to be exacerbated when the teachers worked in different 
schools and in different geographic locations. 
In 2012, worries about the consistency of OTJs led the Ministry of Education to commission the 
development of the PaCT. Conceptualised by staff within the Ministry, the PaCT was to provide 
a mechanism for systematising the process involved in making an OTJ. According to the 
Ministry’s business case that underpinned the development (Ministry of Education, 2012), if 
teachers were provided with a common framework for making their OTJs, the judgments they 
produced would be much more reliable across teachers and schools. 
The PaCT was developed over a period of three years. A small group of pilot schools was given 
access to the mathematics part of the tool at the end of 2014, and the complete tool was made 
available for general use in 2015. When it was released, the PaCT was not made mandatory. By 
the end of 2015, about 300 schools nationwide (15% of eligible schools) were using the PaCT in 
at least one of the three areas of learning it covered. 
How Does the PaCT work? 
The PaCT is an online student data base and reporting engine that provides teachers with 
access to three decision frameworks, one each for reading, writing, and mathematics. The PaCT 
 
2 A separate series of standards was developed for use with Year 1 to 8 students in Māori language immersion classes (Ngā 
Whanaketanga Rumaki Māori). These were not translations of the English medium standards and were associated with four 
areas of learning rather than three: kōrero, pānui, tuhituhi, and pāngarau. They described the skills and knowledge that 
students needed across the learning areas described in Te Marautanga o Aotearoa (Ministry of Education, 2008) and which 
were implemented in local curricula (marautanga-ā-kura). 
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uses the frameworks to guide teachers through a judgment-making process. At the end of the 
process, the PaCT can generate an overall summative score which, originally, was linked to the 
performance expectations of the National Standards and, more recently, has been linked to 
curriculum levels. 
Each PaCT framework divides its respective area of learning into several “aspects”, with each 
aspect representing an important subset of the knowledge and skills students are expected to 
develop as they progress. For example, the mathematics framework is made up of eight aspects 
focusing on different parts of the mathematics and statistics learning area. Each aspect is 
represented by several sets of carefully crafted, annotated “illustrations” that describe students 
tackling different tasks, and highlight the competencies on display. The illustrations within each 
set have been selected to represent students who are working at a similar level of competence. 
Table 1.1 lists the eight aspects for mathematics and shows the number of sets of illustrations 
used to represent each one. The frameworks were originally designed to capture the range of 
performance evident across the first eight years of school. More recently, this was extended to 





List of Aspects for the Pact Mathematics Framework  
Aspect name  Number of sets of 
illustrations 
Additive thinking  8 
Multiplicative thinking  7 
Patterns and relations  7 
Using symbols and expressions to think mathematically  6 
Geometric thinking  7 
Measurement sense  7 
Statistical investigations  6 
Interpreting statistical and chance situations  5 
 
Selecting a “Best-Fit” Set of Illustrations  
Teachers use a PaCT framework to make a judgment for a student by comparing what they 
know about the achievement of a student, with the levels of competence exemplified by the 
different sets of illustrations. The sets of illustrations for each aspect are displayed in order 
from least to most sophisticated. The teacher selects the set of illustrations for each aspect that 
“best fits” the student's level of competency. 
When selecting the best-fit set of illustrations, teachers are expected to consider how the 
student has performed when faced with similar tasks and problems to those described in the 
illustrations. This knowledge is expected to have been generated through their normal day-to-
day teaching and learning interactions. Teachers are not expected to have carried out 
additional assessment activities or replicated the actual activities used in the PaCT illustrations. 
Creating the Overall Summative PaCT Judgment  
To create the overall summative judgment, the PaCT scores the teacher's response for each 
aspect and then sums these across the framework. The total score is then used to locate the 
student's overall performance level as a range on a measurement scale. The scale for each 
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learning area has been constructed using the partial credit form of the Rasch model (Wright & 
Masters, 1982). The range represents the Rasch scale score plus or minus the standard error of 
measurement. 
When it was developed, each of the PaCT measurement scales was aligned with the levels of 
the appropriate set of National Standards (reading, writing, or mathematics) through a 
standard-setting exercise. This allowed the PaCT to report a “best-fit” National Standard level 
for the student based on their PaCT scale score. The National Standards programme was later 
made non-compulsory, and the PaCT has been reconfigured to report in terms of a best-fit to 
the levels of the New Zealand Curriculum (Ministry of Education, 2007). 
The Development of the PaCT 
The starting point for the development the PaCT frameworks was the National Standards 
documents (Ministry of Education, 2009a, 2009b) and the New Zealand Curriculum (Ministry of 
Education, 2007). The development team for each area of learning used these, along with other 
relevant documentation, to propose a set of aspects that teachers should consider when 
making a summative judgment about achievement. They also proposed a number of 
“signposts” that could be used to describe different levels of progression in each aspect. For 
some aspects, investigative work was carried out with small groups of students and teachers to 
test ideas of progression, help define possible signposts, and generate ideas for illustrations.  
Draft sets of illustrations were developed to match the proposed progression signposts. Each 
illustration described a problem situation or task and outlined one or more student responses. 
An annotation section was used to headline each illustration. The annotation described the 
features of the task and the responses that were critical parts of the competencies on display. 
Figure 1.1 shows an example of a mathematics illustration. The annotation section is included 
at the start of the illustration to draw teachers' attention to the competencies the illustration is 





An Example of an Illustration Developed for Use in the Pact Mathematics Framework 
 
 
The frameworks for the PaCT were refined through a series of iterative trials involving teachers 
and students across New Zealand. For each of the frameworks the trials confirmed that: 
• the individual illustrations for each aspect could be grouped into sets that teachers 
could use to categorise different levels of achievement 
• Rasch modelling could be used to construct a scale based on teachers’ aspect judgments 




Historical Precedents for the PaCT 
Decision frameworks with some similarities to the PaCT were developed in Victoria, Australia in 
the late 1980s and early 1990s  (Griffin, 1989, 1990; P. Hill, 1994; Rowe & Hill, 1996). These 
frameworks were called “profiles” and consisted of “empirically calibrated descriptive 
performance indicators, located on a developmental growth continuum (or scale), designed to 
assist teachers, schools and systems with the process of assessing, recording, reporting, and 
monitoring students' educational progress” (Rowe & Hill, 1996, p. 318). 
Rowe and Hill (1996) argued that the profiles were developed as a response to widespread 
negativity around the use of tests and examinations. They highlighted that the profiles were 
inclusive of the broad range of competencies that modern curricula aspire to and allowed for 
improved reporting of educational outcomes to a range of audiences. 
Commentators describing the profiles stressed that they did not represent an assessment 
method. Rather they were designed to function as a “framework for assessment and reporting” 
(P. Hill, 1994, p. 38). According to Hill: 
In making use of the profiles it is assumed that a wide range of both formal 
and informal assessment methods could be used in arriving at professional 
judgements regarding students' achievement levels, including direct 
observations of student performance, written assignments, class-based and 
standardised tests, specially constructed assessment tasks, and so on. (p. 38) 
The content of each profile was constructed by groups of teachers and subject matter experts 
who identified and trialled a large number of indicators of achievement across multiple grade 
levels. The Rasch model was used to help identify a final set of indicators, and to locate each of 
these on an achievement continuum. The continuum was then divided up into a series of bands 
with each band describing progressively more sophisticated indicators of achievement. To apply 
a framework, teachers rated how well students had mastered the behaviours associated with 
each band using used a three-point scale. A “3” meant that all the behaviours described in a 
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band were consistently displayed by the student while a “0” meant that none of the indicators 
described in the band had been observed. A total score representing an overall level of 
achievement on the underlying achievement continua was then calculated by summing the 
ratings across the bands.  
Rowe and Hill (1996) provided Guttman standardised item alpha coefficients for teacher 
judgments based on five different profiles. The coefficients, which were provided for 12 grade 
levels, one level at a time, ranged from 0.673 to 0.938. The coefficients associated with the 
older grade levels were higher than those for the younger grade levels. Intra (test-retest) and 
inter-rater reliabilities based on Pearson product-moment correlations were also provided 
ranging from 0.85 to 0.93. 
Rowe and Hill (1996) were sanguine about the potential for the profiles to invigorate classroom 
assessment. They concluded by stating, “Subject profiles provide a means of valuing the full 
range of assessment practices available to teachers by enhancing their professional 
responsibilities for valid assessments, within a quality assurance framework, and without 
sacrificing reliability” (p. 340). 
The Validity of Decision Frameworks 
As mentioned at the start of this chapter, this thesis is concerned with the extent to which 
decision frameworks can be used to support teachers’ summative judgments. It is not difficult 
to create a theoretical argument for how decision frameworks might do this. First, they focus 
teachers’ attention on a limited number of aspects that are fundamental to the area of learning 
and the judgment to be made. Second, they alert teachers to the important features or cues 
that should be used to define increasing levels of achievement. Third, they provide categories 
of achievement to help teachers determine a level of achievement. These categories describe 
activities and events that are typical of what teachers experience in their classrooms and that 
relate to their students. Finally, they provide a mechanism for combining the judgments 
teachers make about each aspect that can be used to produce an overall view of achievement. 
By systematising, and to some extent enriching, the decision-making process, a decision 
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framework seeks to strengthen teachers’ summative judgment—that is, to make them more 
valid. 
Validity is a key idea in educational measurement and a fundamental part of this thesis. Broadly 
speaking, validity corresponds to the extent to which the interpretations and judgments made 
based on the results of an assessment process can be justified (American Educational Research 
Association, 2014; Messick, 1989). As will be explored in Chapter 2, validating an assessment 
approach can be thought of as involving a technical and social component. The technical 
component is primarily concerned with evaluating the ability of the assessment mechanism to 
measure the construct in question. The social component, on the other hand, is concerned with 
evaluating the acceptability of the social impacts associated with using the measure. 
The Research 
Research Questions 
Three questions that bear on the issue of validity have been used to guide the work presented 
in this thesis. The first and overarching question asks whether decision frameworks, such as the 
PaCT, can enhance the validity of teachers’ summative judgments about student achievement. 
The second question concerns the practical viability associated with decision frameworks. It 
asks how users of the frameworks have reacted to their use. The third and final question 
expands on the first by asking how the content that makes up a decision framework, such as 
the PaCT, can be used to describe the construct that the framework has been designed to 
represent. 
The Studies 
The thesis presents three studies that have been designed in response to the questions. The 
first of these explores how well judgments teachers have made with the support of the PaCT 
align with the results of more traditional standardised assessments. The study makes use of 
multilevel modelling to identify the extent to which standardised test scores explain the 
observed variance in the PaCT scores. The study also explores how much of any remaining 
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variance can be associated with characteristics that are particular to individual teachers and/or 
their school contexts. 
Study 2 touches on the social impacts associated with the PaCT. It looks at how teachers and 
principals who have used the PaCT have reacted to the experience. The study examines survey 
data collected from teachers and principals in schools that had signed up to use the PaCT by the 
beginning of 2016—just over a year after it had first been released. The survey included a set of 
items presented in a semantic differential format. These items asked respondents to rate the 
PaCT in terms of a selection of word pairs chosen to represent diametrically opposed 
perspectives, for instance: good and bad; slow and fast. The words associated with each item 
were presented as the poles at the ends of a continuum. Respondents indicated the position on 
the continuum that best fitted with their attitude towards the PaCT. As well as responding in 
relation to the PaCT, the teachers and principals used the word pairs to indicate their attitudes 
to three other aspects of teaching and learning in New Zealand: the New Zealand Curriculum, 
commonly used standardised tests such as e-asTTle, and the National Standards. The study 
compares the reactions of users who had some experience of the PaCT with those who were 
about to use it for the first time. 
The final study explores what it is that the PaCT measures. As has been described, at the heart 
of the PaCT are sets of illustrations that teachers use to make best-fit decisions regarding their 
students’ achievement. The illustrations exemplify the kinds of competencies that are valued by 
the PaCT and that become increasingly sophisticated as students’ achievement levels are 
located higher on the PaCT scale. The study involved the development of a methodology that 
could be used to describe each of the PaCT scales. This included determining an appropriate 
way to associate each of the sets of illustrations from the PaCT frameworks with a score range 
on the underlying PaCT scales, as well as how to create blended descriptions of the sets of 
illustrations that were located at similar parts of the scales. The final scale descriptions provide 





The studies made use of data collected as part of work associated with the development and 
early evaluation of the PaCT carried out between 2012 and 2016 by the New Zealand Council 
for Educational Research (NZCER). The work was done under contract to the New Zealand 
Ministry of Education. Permission to use the data was received from the Ministry of Education 
and NZCER as part of the ethical approval process required by the University of Otago. 
The Organisation of the Thesis  
This chapter (Chapter 1) has been used to set the scene for the thesis, including outlining the 
main question that underlies it and introducing the three studies it presents. 
Chapter 2 considers a range of literature that bears on the validity question. It begins by 
exploring how validity has emerged as a key idea in educational measurement. The chapter 
identifies human judgment processes as an important element in understanding the validity of 
teachers’ summative judgments. Three different fields of research into human judgment are 
introduced and a range of findings discussed. This leads into a discussion of research literature 
focussed more specifically on teacher judgment. Part of this includes a discussion of research 
into teacher judgments in the context of National Standards in New Zealand. The chapter 
finishes by providing a brief rationale for the three studies that make up the thesis. 
Chapter 3 to 5 present each of the studies in turn. Each chapter follows a similar format: the 
focus of the study is explained, the methodology employed in the study described, the findings 
outlined, and the implications discussed. 
The final chapter, Chapter 6, brings together the findings associated with the studies to provide 
some concluding thoughts. It links these findings to the research literature and examines both 
theoretical and practical implications. It also looks at limitations of the research presented and 




CHAPTER 2. ENHANCING TEACHER JUDGMENTS 
There are three main objectives for this chapter. The first is to investigate what the research 
literature says about the validity of teachers’ summative judgments of student achievement. 
The second is to explore what is known about the validity of overall teacher judgments (OTJs) 
made in the context of National Standards in New Zealand. The final objective is to provide a 
rationale for the three studies that make up this thesis. 
The chapter is divided into five parts. Part 1 considers what it means for an OTJ to be valid. The 
history of validity as a fundamental idea in educational measurement is outlined and a recent 
framework for evaluating validity described. An argument is made that a key part of evaluating 
the validity of OTJs is to investigate the primary mechanism for measurement that underpins 
them—human decision making. Part 2 begins this process by looking at what is known about 
the validity of human judgment in general. Starting with research into Social Cognition, several 
approaches to the psychology of judgment are considered. Part 3 shifts the focus back to 
teachers’ summative judgments. A range of research, including research inspired by the 
psychology of judgment literature is examined. Part 4 looks at the historical context of National 
Standards in New Zealand to explore what research can tell us about the validity of OTJs in 
practice. The final part of the chapter, Part 5, outlines the research questions that underlie this 
thesis and provides a rationale for the three studies used to provide insight into them. 
Part 1: Overall Teacher Judgments and Their Validity 
An OTJ is a summative judgment made by a teacher about student achievement. The judgment 
involves considering how well a student is achieving overall in an area of learning and deciding 
how this compares with a relevant standard. 
In the context of the National Standards in New Zealand, an OTJ involved a teacher determining 
whether a student was meeting the requirements of the Standard for their year level, or, in the 
case of students in their first three years at school, the number of years they had been at 
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school. Each Standard was presented as a written description of expected performance 
accompanied by annotated exemplars of student work. Making an OTJ involved determining 
whether the student was achieving above, at, below, or well-below the expectations outlined in 
the Standard. 
Since the National Standards were made non-compulsory in 2018, many schools have 
continued to use OTJs to judge how students are achieving against the levels of the New 
Zealand Curriculum (Ministry of Education, 2007). For instance, a student might be reported to 
be working at curriculum level 4. 
An OTJ is not meant to rest on a single piece of evidence or assessment event. According to the 
Ministry of Education’s Te Kete Ipurangi (TKI) website, making an OTJ “involves drawing on and 
applying the evidence gathered up to a particular point in time, in order to make an overall 
judgment about a student’s progress and achievement” (Ministry of Education, n.d., para. 2). In 
making the judgments, teachers are expected to draw on multiple sources of information and 
bring together a range of evidence. This evidence can be gathered through activities such as 
observing students, conversing with them to find out what they can do, examining work they 
have completed, and gathering information generated using assessment tools, including 
standardised tests. 
From an international perspective, the use of OTJs rather than a compulsory test to assess 
students, made the system of National Standards in New Zealand unique. This was often 
highlighted when the system was described3, and proponents of the policy considered the use 
 
3 In a forward to the Ministry of Education’s 2011 position paper on assessment (Ministry of Education, 2011), 
Karen Sewell, the Secretary of Education at the time wrote:  
Unlike standards-based assessment in other countries, our standards do not 
rely on national testing. Instead there is an emphasis on teacher professional 
judgments, assessment for learning principles and practice, and the 
importance of information sharing to support student learning. This is a novel 
approach when compared with other jurisdictions. (p. 2) 
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of OTJs to be a strength. For instance, Mary Chamberlain, a group manager at the Ministry of 
Education, noted the centrality of teacher judgment during an address about the National 
Standards policy given at the Ministry in 2010: 
You still have some tests, you still have some criteria but the overall judge is 
the teacher. The teacher sees that child over time, over different conditions 
and they will be the one who knows best how that child is doing in relation to 
applying that learning to different situations. And that’s what 21st century 
learning is about. (Chamberlain, 2010, para. 5) 
However, opponents of the policy were quick to point to the fragility of the data generated 
using OTJs. The word “ropey”, which was first used by then Prime Minister Sir John Key to 
describe the initial National Standards data (Standards Data ‘too Ropey’ to Show Parents Yet, 
2012), was quickly taken up by those who disagreed with the policy. Although Key had been 
mainly concerned with the variation in reporting formats that schools used to send aggregated 
data to the Ministry, the word highlighted more general concerns about the consistency of 
judgments and the lack of national moderation. Quoted in the Otago Daily Times in June 2013 
(Shuttleworth, 2013), Chris Hipkins, the Labour party’s education spokesman at the time 
commented “National Standards are no use basically; they're not consistent, they're not 
providing reliable, accurate data and they don't have an educational purpose” (para. 4). 
Somewhat ironically, given her rocky relationship with the schooling sector, the then Education 
Minister, Hekia Parata, was quoted in the same article as saying, “National Standards data is 
based on actual teaching judgements in actual classrooms. I trust teachers' judgements” (para. 
10). 
Questioning the quality of the teacher judgments struck at the heart of National Standards and 
provided opponents with a technical reason to justify their position. It also worried the Ministry 
of Education. As described in Chapter 1, the perceived lack of consistency associated with OTJs 
was behind the rationale to develop the PaCT (Ministry of Education, 2012). 
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Questions of consistency are ultimately questions of validity and validity is the paramount 
concern associated with educational measurement. However, as a concept, validity is often 
misunderstood or presented as a simple binary (valid or invalid). Given this, an important place 
to start when considering the quality of OTJs and the extent to which a decision framework, 
such as the PaCT, might enhance their validity, is to consider what is meant by the term. 
What is Validity? 
As has been indicated, validity is “a”, if not “the”, central idea in educational and psychological 
measurement. What it means to claim validity, however, has been and continues to be hotly 
contested. Newton and Shaw (2014) commented: 
We note that there have been few, if any, comprehensive, coherent and clear 
accounts of validity theory. The literature is characterized better as a 
compendium of piecemeal insights, concepts and arguments in search of the 
holy grail: consensus over a generally accepted theory. (p. 13) 
Ideas and theory about validity and validation emerged in the early 1900s as standardised 
assessment became increasingly prevalent, particularly in Europe and North America. Newton 
and Shaw (2014) described five periods of development between the mid-1800s and the 
present. They refer to these as: Gestation (mid 1800s to 1920), Crystallisation (1921 to 1951), 
Fragmentation (1952 to 1974), (re)Unification (1975 to 1999), and Deconstruction (2000 to 
2012)4. 
The definitions of validity that emerged out of the Gestation and Crystallisation periods 
described it as the degree to which a test measured what it was intended to measure. 
Alongside the definition were two main approaches to establishing validity. One was based on 
 
4 Over time, principles and processes for validation have been published as official statements about validity, for instance by the 
American Psychological Association (APA) in 1954, 1966 and 1974 and the American Educational Research Association (AERA) in 
1985, 1999 and 2014. Often these publications marked or coincided with the beginning and end of the historical periods 
described by Newton and Shaw (2014). 
17 
 
the analysis of test content and the other on empirical evidence, generally involving the 
examination of correlations between scores from different tests. 
From about the 1950s (the beginning of the Fragmentation period), attention was given to 
naming different types of approaches to establishing validity. Three main approaches had 
emerged by the mid-sixties: content validity; criterion validity; and construct validity. Content 
validity involved the analysis of test content and was generally associated with the validation of 
achievement tests, where the content domain was usually well defined. Criterion-related 
validity was associated with aptitude tests and involved investigating the correlation between 
the test scores and suitable criterion variables. The third approach, construct validity, had been 
introduced to cope with tests that required a different approach. Outlined in a paper by 
Cronbach and Meehl in 1955 (Cronbach & Meehl, 1955), it focussed on building a defensible 
theory around the underlying psychological construct or attribute believed to be responsible for 
performance on the test. 
Newton and Shaw (2014) noted that although these three validity types were presented as 
“conceptually fundamental” (p. 9), many other types of validity continued to be introduced, for 
instance: convergent, and discriminant validity. Moreover, although the types were intended to 
name different approaches to validation, they became increasingly seen as alternative 
definitions of validity. 
Newton and Shaw (2014) described the period of re(Unification) from 1974 to 1999 as the 
“Messick years” (p. 18). This is because by the end of this period, Samuel Messick’s view that all 
validity should be subsumed under the idea of construct validity had come to dominate 
education and psychological measurement. For Messick, studies of content analysis and 
correlation were not enough. Validation must involve systematically gathering evidence to 
support a claim that an appropriate underlying construct was responsible for the observed 
variation in test scores. Construct-irrelevant variance and construct under-representation were 
identified as significant threats to the valid use of a test. 
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Messick (1989) proposed a model or framework (see Figure 2.1) that outlined different aspects 
or facets to consider when validating a measure. The model, which he called a progressive 
matrix, was concerned with the purpose of the measure and importantly, included a 
consideration of the value implications and social consequences associated with score 
interpretations. Although value implications and social consequences had always been 
important to measurement theorists, they had not previously been wrapped up in a definition 
of validity. 
Figure 2.1 
Samuel Messick’s Progressive Matrix 
 FACETS OF VALIDITY 
 TEST INTERPRETATION TEST USE 
EVIDENTIAL BASIS 
Construct validity 
Construct validity + 
Relevance/utility 
CONSEQUENTIAL BASIS 
Value implications Social consequences 
 
Note. Adapted from “The Science and Ethics of Assessment”, by S. Messick, 1989, Educational 
Researcher, 18 (2), p.20. Copyright 1989 by American Educational Research Association. 
Messick’s definition of validity from 1989 is still often presented as the authoritative statement 
on validity. According to Messick, validity is an “integrated evaluative judgement of the degree 
to which empirical evidence and theoretical rationales support the adequacy and 
appropriateness of inferences and actions based on test scores” (Messick, 1989, p. 13). 
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Newton and Shaw’s (2014) final period of “deconstruction” represents a period of increasing 
dissatisfaction with Messick’s position. They described three critiques. The first, voiced by 
Michael Kane (Kane, 2013), was concerned that Messick’s approach was too arduous. Kane 
argued that Messick had bought into the “philosophical baggage” associated with Cronbach and 
Meehl’s (Cronbach & Meehl, 1955) original description of construct validity. This involved a 
scientific quest to identify and describe an interconnected web of psychological constructs. For 
Kane, this led to a labour-intensive and never-ending work programme. Kane believed that 
validation should only require what was appropriate for the validation purpose at hand. Some 
things, such as literacy or the ability to solve algebraic problems, were observable attributes 
and required much less evidence to validate than more complex psychological constructs. 
The second criticism came from commentators such as Gregory Cizek (Cizek, 2012) who argued 
that scientific and ethical concerns could not be combined into a grand theory of validation. For 
Cizek, the two types of analysis were incompatible. Newton and Shaw (2014) argued that 
Messick’s own position on this point was unclear. They suggested that Messick changed from 
an earlier liberal view, which attempted to fully encompass ethical concerns with test scores 
and testing, to one which considered them important only to the extent to which they informed 
a scientific evaluation of validity. 
The third critique, led by proponents such as Denny Borsboom (Borsboom, 2012), went one 
step further by arguing that validity was not a property associated with the interpretation and 
use of test scores at all. Rather, it was a property of the test itself. 
Newton and Shaw (2014) argued that any consensus that might have emerged during the 
Messick years had dissipated by the end of the deconstruction period (2012). This left a range 
of “camps” representing different positions in an ongoing debate. These camps ranged from 
liberals with a strong commitment to an encompassing view of validity to what Newton and 
Shaw called “hyper-conservatives” committed only to technical evaluations of measurement. 
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Newton and Shaw’s (2014) Approach to Validation 
Newton and Shaw (2014) completed their discussion of validity by proposing their own 
framework for validation. In doing this they moved away from trying to directly define validity 
and instead concentrated on describing an approach to the overall evaluation of a testing or 
assessment policy. They noted that their framework represented a “synthesis of major insights 
from the literature on validity and validation from the past 100 years” (p. 39). Newton and 
Shaw described their approach as “neo-Messickian”, claiming that it drew far more on the 
thinking of the earlier, more liberal, Messick than the later, more traditional, Messick. Central 
to their approach was a redevelopment of Messick’s progressive matrix (Figure 2.2). 
Figure 2.2 





Note. Reprinted from Validity in Educational & Psychological Assessment (page 186), by P. E. 
Newton and S. D. Shaw, 2014, Sage Publications Ltd. Copyright 2014 by Cambridge Assessment. 
Newton and Shaw’s (2014) matrix is built around three foci for evaluation: the mechanism for 
achieving the primary measurement objectives, the mechanism for achieving the primary 
decision-making objectives, and the mechanism for achieving the secondary policy objectives. 
As indicated in Figure 2.2, the three foci need to be looked at from a technical perspective and 
then a social one. Messick, in his original progressive matrix, had used scientific versus ethical. 
Newton and Shaw (2014) commented that they “prefer technical versus social because it is 
slightly broader and therefore more encompassing” (p. 186). 
According to Newton and Shaw (2014), when considering whether a testing programme should 
be implemented, “Robust evaluation . . . requires a thorough interrogation of the questions in 
each of the cells” (p. 186). The final decision about whether to proceed with the testing 
programme involves a final overall judgment (OJ) that considers both the technical and social 
components. 
The Technical Component 
The technical component of the evaluation (outlined in cells 1, 2 and 3) is concerned with the 
technical quality of the mechanisms at the heart of the testing policy. According to Newton and 
Shaw (2014): 
The purpose of evaluation within cells 1 to 3 is to construct, and ultimately to 
appraise, the arguments underlying the claims that it is possible to: 
• measure the desired attribute(s) using the test 
• make more accurate decisions by incorporating test scores into the 
decision-making process 
• achieve a range of secondary impacts by implementing the testing 
policy. (p. 192) 
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Newton and Shaw (2014) noted that the appropriate starting point for a technical evaluation 
should be a clear definition of the objectives associated with the foci in question. For cell 1, this 
involves a clear definition of the attribute (construct) that is to be measured. Newton and Shaw 
argued that this step is often not taken, and the specification of the attribute is implied rather 
than defined. They commented: 
This often occurs within achievement testing, when curriculum statements or 
lists of learning objectives are assumed to function as though they specified 
the attribute with sufficient clarity. Conversely, an effective attribute 
specification ought to go considerably beyond curriculum objectives: for 
example, to explain the implications of having more or less of the attribute. 
(p. 196) 
Once a clear definition of the attribute has been determined, the technical evaluation can focus 
on the measurement procedure. This involves evaluating how well things like the test items, 
reporting mechanisms, and conditions (including the conditions of administration and scoring) 
work to promote high-quality measurement of the attribute. 
Newton and Shaw (2014) argued that “ideally the culmination of any evaluation within cells 1 
to 3 ought to be a strong argument, supporting a claim concerning a certain level of technical 
quality—be that high or low” (p. 193). 
According to Newton and Shaw (2014), from a technical standpoint, a high-quality mechanism 
will demonstrate two important features: it will be theoretically plausible and have practical 
viability. The theoretical plausibility is essential but, by itself, does not mean that the 
mechanism will be practically viable.  
Social Evaluation 
If the technical evaluation is concerned with the technical quality of the mechanisms at the 
heart of the testing policy, the social evaluation concerns whether it is acceptable to implement 
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the mechanisms. For Newton and Shaw (2014), this involves a holistic judgment, structured by 
a consideration of the concerns outlined in the social evaluation cells of the matrix (cells 4a, 4b 
and 4c in Figure 2.2). The holistic judgment involves considering the expenses, pay-offs, 
impacts, and side effects associated with the testing programme. An important part of this is 
gathering an appropriate range of perspectives to ensure different value positions are 
accommodated. 
Considering the Validity of OTJs 
Validity concerns regarding the consistency of OTJs motivated the Ministry of Education to 
build the PaCT. In terms of Newton and Shaw’s (2014) matrix, these validity concerns can be 
framed as technical concerns involving the quality of measurement. If we follow Newton and 
Shaw’s approach to validation, evaluating the technical quality of OTJs involves evaluating the 
extent to which it is technically possible to use OTJs to measure achievement. Key to this is the 
measurement mechanism that underpins them. In the context of an OTJ, the heart of this 
mechanism is the teacher themselves.  
Cadwell and Jenkins (1986) commented that when someone is asked to rate themselves or 
others, they, in effect, become the measuring instrument:  
For example, when teachers are asked to provide ratings of their students' 
ability, academic performance, effort, or classroom conduct, each teacher 
serves as the “instrument” that transforms the information obtained through 
numerous interactions with students into a set of ratings. (p. 460) 
They go on to note, “Although the rating process clearly depends on the rater, seldom is a 
formal ‘model of the rater’ provided as theoretical support for the measurement procedure” 
(1986, p. 461). 
Cadwell and Jenkins (1986) drew on a research paradigm called Social Cognition in order to 
develop and test an information-processing model to account for the rating process. This 
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suggests that the Social Cognition paradigm could be useful in exploring the validity of OTJs. 
The next section examines that potential. 
Social Cognition 
According to Fiske and Taylor (1991), “Social cognition is the study of how people make sense 
of other people and themselves” (p. 1). They listed four characteristics that are central to Social 
Cognition research. 
The first characteristic is a commitment to cognitive elements. An example of a cognitive 
element is the “social schema”. According to Fiske and Taylor (1991), “A schema may be 
defined as a cognitive structure that represents one’s general knowledge about a given concept 
or stimulus domain” (p. 14). Social schemas allow people to function in and make sense of their 
social worlds. The second characteristic is a concern with cognitive processes in social settings. 
That is, “how cognitive elements are formed, used, and changed over time” (p. 15). A third 
characteristic is a cross-fertilisation between cognitive psychology and social psychology. The 
final characteristic is an interest in applying insights about social cognition to the real world. 
This, presumably, would include taking an interest in how teachers make inferences about the 
capabilities of their students. 
Although Social Cognition draws on fundamental cognitive principles, it is not a simple 
translation or application of Cognitive Psychology. Fiske and Taylor (1991) listed a range of 
reasons Social Cognition demands its own ideas and approaches. These can be summarised as 
follows. 
• People intentionally influence the environment—they are intentional and cause change. 
• Social cognition is mutual—people perceive back. 
• A social stimulus might change when it becomes the target of cognition—people worry 
about how they are perceived and may adjust their appearance or behaviour 
accordingly. 
• People's traits are non-observable but vital to thinking about them. 
• People change over time making cognitions rapidly obsolete or unreliable. 
• It is harder to check one's cognitions of others than one's cognitions of an object. 
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• People are complex—numerous choices have to be made about how to simplify social 
cognitions in order to research them, distorting the rich processes that underlie them. 
The processes involved in social cognition have been linked to different regions in the brain 
through neuroimaging studies (Blakemore, 2012). Blakemore called the regions in the brain 
that were activated when people thought about other people, their mental states, and their 
emotions the “social brain” (p. 111). 
Social Cognition and Human Judgment 
One of the concerns of Social Cognition research is the judgments people make about other 
people. Fiske and Taylor (1991) refer to these as “social inferences” (p. 346). Fiske and Taylor’s 
definition of a social inference provides a useful starting point for defining what it means to 
make a teacher judgment regarding achievement. They described an inference as both a 
process and a product. The process part is described as the reasoning that underpins the 
inference. According to Fiske and Taylor, a person making an inference first assesses what 
information sources are relevant, then collects or samples information from those sources, and 
finally combines or synthesises the information to reach an outcome. The product, on the other 
hand, represents the outcome of the reasoning—the actual inference or judgment that results 
from the reasoning process. 
A teacher’s summative judgment of a student’s level of achievement is fundamentally a social 
inference. A teacher is using a human reasoning process to sum up the capability of another 
human being. As a social inference it involves selecting relevant sources of information, such as 
observed behaviours, sampling from those sources, making interpretations, and combining the 
information to reach the judgment. The reasoning processes that the teacher uses to make the 
judgment are, of course, invisible—they occur in the mind. Understanding how teachers make 
decisions about achievement is therefore difficult, especially when the processes they use are 
tacit and often taken for granted. 
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The next part of the chapter attempts to provide some insight into the validity of teachers’ 
summative judgments by taking a step back from a specific focus on OTJs to examine human 
judgment and decision processes more generally. This involves considering a range of research 
that comes under the broad umbrella of Social Cognition and that is related to the psychology 
of human judgment. Special attention is paid to things that can threaten the accuracy of human 
judgments as well as to approaches that can enhance judgments. 
Part 2: Research into the Psychology of Human Judgment 
Part 2 of this chapter is organised under three major headings. Each heading is used to 
introduce an approach to thinking about and conducting research related to how humans make 
judgments. The approaches are, in order: biases and heuristics; social judgment theory; and 
naturalistic decision making. 
Approach 1: Biases and Heuristics 
Over the last five decades, much of the international research on human decision making has 
involved the biases and heuristics approach pioneered by Amos Tversky and Daniel Kahneman 
(Tversky & Kahneman, 1974). Tversky and Kahneman were able to demonstrate that the 
judgments people made often differed in systematic ways from what would have been 
predicted by normative theories of rationality. Much of Tversky and Kahneman’s early work 
explored decision making under uncertainty. They noted that people, including those with 
statistical expertise, often relied on heuristics or mental “rules of thumbs” to make judgments 
about the likelihood of events. These heuristics provided shortcuts around more deliberate and 
effortful analytical interactions with a problem or decision. Although the heuristics were often 
accurate, they were also associated with a range of errors or biases which often went 
unnoticed. Tversky and Kahneman’s early work in the context of likelihood was quickly 
generalized to the whole field of judgment and decision-making. 
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Bounded Rationality and Fast and Frugal Heuristics 
The idea that human beings employ a range of short cuts when making decisions has had 
backing in the psychological research literature since at least the 1950s. Herbert Simon (Simon, 
1955, 1987) introduced the idea of “bounded rationality”, arguing that human beings were 
often constrained in real-life contexts from making fully rational decisions, for instance by lack 
of time or cognitive limits. Simon noted that these types of constraints meant that humans 
often relied on shortcuts or heuristics that took advantage of regularities in the environment to 
make decisions in daily life.  
Simon’s ideas inspired a research tradition focused on understanding how humans make use of 
what were called “fast and frugal” heuristics to optimise decision making (Gigerenzer, 1999). 
Todd and Gigerenzer (2007) described the approach as being focused on “ecological rationality 
as the fit between structures of information-processing mechanisms in the mind and structures 
of information in the world” (p. 170). The associated research programme aimed “to explicate 
the mind–world interactions underlying good decision making” (p. 167).  
The ecological rationality research programme is optimistic about the power of human decision 
making and the general robustness of heuristics. According to its proponents, fast and frugal 
heuristics are applied by human minds that are well adapted through evolution and learning to 
specific environments and contexts. Fast and frugal heuristics allow for fast and satisficing 
cognition, and often outperform much more complex approaches to judgment and decision 
making (Todd & Gigerenzer, 2007). 
While Tversky and Kahneman (1974) acknowledged that heuristics often worked well and could 
be well-adapted to the real world, they were concerned that dependance on heuristics 
sometimes led to sub-optimal judgments or, what they called cognitive bias. Tversky and 
Kahneman introduced three heuristics, which are now considered as “‘prototypical’ or 
canonical heuristics within the heuristics and biases approach” (Keren & Teigen, 2004, p. 95). 
These were given the names: representativeness, availability, and anchoring. Each one was 
associated with one or more types of cognitive bias. 
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The Representativeness Heuristic 
The representativeness heuristic is used to make judgments of likelihood. It involves estimating 
the probability that an observed event belongs to a given category by considering how well it 
resembles a prototypical example or model for the category. For instance, a judgment 
regarding how likely it is that a person someone meets at random in the street happens to be a 
student might be made by considering how much the person resembles an idealised view of 
what a student is meant to look like. “Degree of similarity” can be a very good predictor of 
relevance and in many cases the heuristic will work well. However, focusing on similarity alone 
may mean that other factors that impact on the probability of an event are ignored. 
One of the cognitive biases associated with the representativeness heuristic involves ignoring 
base rates. For instance, a person we meet at random in the street might look like a student. 
However, in a location where very few people are students (that is, where the base rate is low), 
the probability associated with a randomly selected person being a student is also going to be 
low, even when the person has the appearance of a student.  
Gilovich (1991) argued that the “compelling nature of judgment by representation” (p. 25) also 
leads people to ignore the impact of regression to the mean. Here, people recognise that a 
relationship exists between two variables (one is representative of another) and expect an 
extreme value in one variable to be matched by a similarly extreme value in the other. The 
statistical phenomenon of regression to the mean, however, means that unless two variables 
are perfectly correlated, an extreme outcome in one variable, will, on average, be matched by a 
less extreme variable on the corresponding variable. An example of this is the relationship 
between the heights of parents and their children. In general, the children of very tall parents 
will be tall but not as tall their parents. Gilovich described how we often expect the son of a 
6’5” father to match the father’s height. Regression to the mean, however, predicts that on 
average this will not be true—on average, the son will be shorter (although generally still tall). A 
tendency to ignore the regression effect means that people do not adjust back towards the 
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mean as much as they should when basing a prediction on a perceived relationship between 
two variables. 
Gilovich (1991) argued further that the regression to the mean effect is often compounded by a 
“regression fallacy” ( p. 26). This involves a tendency for people to develop theories to create 
explanations for observations that are better explained by regression to the mean. One of 
Gilovich’s examples is a tendency for people to believe that reprimands are more likely to lead 
to improved performance compared to praise. Gilovich described how regression to the mean 
predicts that, on average, an improvement will follow a very poor performance while, on 
average, a lower level of performance is likely to follow a very good performance. When 
reprimands have been used after poor performances, people can begin to believe that it was 
the reprimands that directly led to the general improvement effect, when, in fact, the 
improvement is, typically, something that could be expected. 
Kahneman (2011) argued that when human beings notice an effect caused by a phenomenon 
such as regression to the mean they are “strongly biased towards causal explanations” (p. 182). 
He noted: 
When our attention is called to an event, associative memory will look for its 
cause—more precisely, activation will automatically spread to any cause that 
is already stored in memory. Causal explanations will be evoked when 
regression is detected, but they will be wrong because the truth is that 
regression to the mean has an explanation but does not have a cause. (p. 182) 
Kahneman (2011) described how human beings are constantly trying to make sense of the 
world. Part of that is developing good, simple, and coherent stories that explain actions and 
intentions that, in many cases, might be better explained by a statistical phenomenon.  
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The Availability Heuristic 
The second canonical heuristic introduced by Tversky and Kahneman (1974) is the availability 
heuristic. This heuristic involves basing the likelihood of an event on how easily instances of the 
event can be imagined or retrieved from memory. If a greater number of instances for a given 
event are more easily recalled than they are for an alternative event, a person applying this 
heuristic will consider the first event to be the more probable outcome. While ease of recall is 
often correlated with different variables, giving it some predictive power, a person’s ability to 
recall events can be biased by the amount of exposure a person has had to the events and how 
vividly those exposures can be remembered. The availability heuristic can also be manipulated. 
For instance, when people are asked to recall instances of an event before estimating the 
likelihood of that event, their estimates tend to be affected by their level of success in recalling 
the examples and they produce different judgments compared to when they are not asked to 
do this (Fox, 2006; Rotliman & Schwarz, 1998). 
The Anchoring and Adjustment Heuristic 
The third canonical heuristic, “anchoring and adjustment,” involves using an initial value as a 
starting point (anchor) for a judgment. When a person uses this heuristic, they begin with the 
anchor in mind and gradually adjust up or down until they are satisfied with a final value. 
Kahneman and Tversky (1974) found that different starting points can result in quite different 
judgments being made. Moreover, sometimes the heuristic is applied when the anchor is 
irrelevant or arbitrary or has been introduced by an outside agent with the intention of 
manipulating the final decision. 
A cognitive bias that is closely related to the anchoring heuristic is the halo effect. A halo effect 
occurs occur when a judgment is influenced by prior judgment (often a first impression) that 
acts as an anchor point and affects the subsequent judgment. In marking an exam for instance, 
a marker is influenced by the halo effect when a score on one question creates an impression 




Dual Processing Theory 
Researchers working within the biases and heuristic research programme often appeal to dual 
processing theories to explain how the mind deals with judgments. 
Dual processing is based on the idea that the mind uses two separate mechanisms or pathways 
to process information. Stanovich and West (2000) coined the terms “System 1” and “System 2” 
to describe the two separate pathways. System 1 is characterised as thinking that is automatic, 
associative, effortless, and fast. System 2, on the other hand, is seen as deliberate, conscious, 
effortful, and relatively slow. While System 2 looks to take advantage of associations, intuitions 
and context, System 1 looks to decontextualise information and bring rules and principles to 
bear. 
System 1 is continually making assessments. These includes assessments about physical 
properties, such as size and weight, but also about more abstract properties such as similarity, 
suprisingness, goodness, and mood. Kahneman (2011) described System 1 as a kind of “mental 
shotgun” (p. 89) that is always active and somewhat randomly coming up with the material 
needed for the evaluations that underpin different heuristics. 
System 2 has a supervisory role and can endorse, reject, or reconsider the solutions suggested 
by System 1. Making use of System 2 thinking however, takes effort and determination and 
generally does not lead to quick solutions. System 2 thinking can also be disrupted by time 
pressures and is affected by stress and distractions. Kahneman (2011) described System 2 as 
inherently lazy. Sometimes, processes that are initially applied as System 2 thinking can, 
through practice and repetition, transfer to System 1. 
Using System 2 thinking can sometimes lead a decision maker to avoid cognitive biases. 
Kahneman and Frederick (2002) described several contextual variables associated with the 
likelihood System 2 thinking will be used to avoid errors. These include the statistical 
sophistication of the decision maker, their intelligence level, whether the decision involves raw 
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numbers or probabilities, and the extent to which the decision maker’s level of attention has 
been manipulated.  
Heuristics as Attribute Substitutions 
Making use of a heuristic fundamentally involves substituting an easier judgment or decision for 
a harder one. Kahneman and Frederick (2002) described this process as “attribute 
substitution”. A target attribute, such as how much someone is willing to give to a cause, is 
evaluated by mapping to a heuristic attribute that is conceptually or associatively related to the 
target (for instance, the emotional reaction the person has when they think about the cause). 
The ability to map a heuristic attribute onto the scale of the target attribute (for instance, 
mapping an emotional reaction to a dollar scale) involves being able to cross from one 
measurement domain or dimension to another. Kahneman and Frederick (2002) noted that this 
type of cross-dimensional mapping is problematic when the scale used for the target attribute 
has no upper limit. In this case, when a person has no natural starting point, they must assign 
one. 
Kahneman and Frederick (2002) used an example from psychophysics to help explain this. In 
the example, respondents in an experiment were provided with a number (modulus) to assign 
to a standard stimulus. For instance, they may have been told that the number 10 represents 
the loudness of a sound they have just heard. All other judgments regarding loudness are then 
expected to be made in relation to that sound. When respondents are not provided with a 
modulus, they have no structured way to anchor the target scale. Although, individual 
respondents retain their internal consistency, there can be large variation between 
respondents who have each selected their own modulus.  
The Affect Heuristic 
Kahneman and Frederick (2002) noted that the anchoring heuristic does not fit the idea of 
attribute substitution. They argued that that the affect heuristic should replace anchoring as 
one of the three general-purpose (canonical) heuristics. The affect heuristic involves using the 
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strength of an emotional response as a substitute for a target attribute. For instance, a juror 
might use their sense of outrage to determine the dollar amount that should be paid to the 
victim of a crime as damages. Kahneman and Frederick commented that there is “compelling 
evidence for the proposition that every stimulus evokes an affective evaluation, and that this 
evaluation can occur outside of awareness” (p. 56). 
Slovic et al. (2007) provided a theoretical framework for the affect heuristic. According to Slovic 
et al., affect can be defined as “the specific quality of ‘goodness’ or ‘badness’ (1) experienced as 
a feeling state (with or without consciousness) and (2) demarcating a positive or negative 
quality of a stimulus” (p. 397). These affective responses, moreover, are fast, automatic, and 
often occur first. Slovic et al. (2007) pointed out: 
Using an overall, readily available affective impression can be far easier—
more efficient—than weighing the pros and cons or retrieving from memory 
many relevant examples, especially when the required judgment or decision 
is complex or mental resources are limited. This characterization of a mental 
short-cut leads to labeling the use of affect a ‘heuristic’”. (p. 400) 
Slovic et al. (2007) used the affect heuristic to explain a research finding from Hsee (1998). Hsee 
found that subjects in an experiment were willing to pay more for the same amount of ice 
cream when it was presented in a smaller, overfilled container than when it was presented in a 
larger, underfilled container (Figure 2.3). This “less is better effect” occurred when subjects 
evaluated each container separately but was reversed when the containers were jointly 
evaluated. 
According to Slovic et al. (2007), in the separate evaluation condition the proportion of the 
container that was filled provided a more ready basis for evaluation than an evaluation based 
on the “absolute amount of ice cream” (p. 1341). Slovic et al. argued that when subjects were 
presented with an over-filled container, they experienced a stronger positive impression than 




The Ice Cream Container Stimuli Used by Hsee (1998) 
 
Note. Reprinted from “Less Is Better: When Low-value Options are Valued More Highly than 
High-value Options”, by C. K. Hsee, 1998, Journal of Behavioral Decision Making, 11 (2), p.111. 
Copyright 1998 by John Wiley & Sons. 
Brooks (2012) provided several examples from a range of research which indicate that an affect 
heuristic can play a part in the marking of student work. For instance, “Experimental markers 
have been found to respond positively when they are able to award marks and negatively when 
obliged to withhold them” (p. 75). Brooks described other “emotional triggers” (p. 76) that are 
part of marking. These include the content of answers, the quality of the handwriting and clues 
in the answer that suggest something about the student who constructed it. 
Approach 2: Social Judgment Theory 
A second approach to research into human judgment involves a school of thought developed by 
Kenneth Hammond and sometimes referred to as Social Judgment Theory. Hammond is 
described by Dhami and Mumpower (2018) as “perhaps one of the most important figures in 
the history of the psychology of human judgment and decision making” (p. 1). Hammond built 
on a theory of perception developed by the Hungarian psychologist Egon Brunswick to develop 
Social Judgment Theory (Hammond et al., 1986). 
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An important part of Social Judgment Theory is the use of the “lens model” as a framework for 
understanding how people make judgments. According to Hastie and Dawes (2010), the 
framework,  
gets its name from the notion that we cannot make direct contact with the 
objects and events in the world outside our sense organs; we only perceive 
them indirectly through a “lens” of information that mediates between the 
external objects and our internal perceptions. (p. 47) 
Figure 2.4 shows the lens model framework as a conceptual diagram. 
Figure 2.4 




Note. Reprinted from Rational Choice in an Uncertain World: The Psychology of Judgment and 
Decision Making (page 47), by R. Hastie and R. M. Dawes, 2010, SAGE Publications. Copyright 
2010 SAGE Publications Inc. 
The framework consists of two halves. The left-hand half (as shown in Figure 2.4), represents 
the external world or environment in which the judgment is situated. The right-hand half 
represents the psychological processes that go on in the mind of the person making the 
judgment. According to the model, the judge is attempting to “see a true state of the world . . . 
through a proximal lens of items of information called cues” (Hastie & Dawes, 2010, p. 48). The 
cues are represented by the circles in the middle part of the figure and form the “lens” that give 
the model its name. The two-way arrows between the circles represent the interdependencies 
(intercorrelations) between the various cues. 
To explain the framework, Hastie and Dawes (2010) used the example of a person trying to 
determine the age of a man they have seen in the street. In the example, the “to-be-judged” 
criterion is the age of the man. The man has a “real” age, but this is unknown. The person 
making the judgment, however, has access to several cues in the environment that can be used 
to predict age. These include things such as the colour of the man’s hair (is it grey?), the way he 
walks, the sound of his voice and the style of clothes that he wears. The right-hand side of the 
diagram represents the way the judge attends to these cues, or in other words, the 
psychological processes the judge uses to process the cues in order to make a judgment. The 
left-hand side, on the other hand, emphasises the “true” relations that exist between the cues 
and the criterion.  
The lens model has been used in a large range of research to study judgment processes. 
According to Hastie and Dawes (2010) this generally involves three steps. First, the cues are 
identified and transformed into numerical scores on appropriate scales. This is often difficult 




The second step is focused on the left side of the diagram. It attempts to describe the 
relationship between the cues and the “to-be-judged criterion” through the correlations that 
exist between the criterion and the possible cues. This relationship is usually expressed using a 
linear regression model. 
The third step involves the right-hand side. It looks at how judges combine the cues to make 
judgments about the state of the criterion. Again, this often involves using a linear regression 
model to capture algebraically how judges weight each cue and then combine them when 
forming a judgment. Hastie and Dawes (2010) commented:  
The most general principle to describe cue utilisation processes is the linear 
equation. For an amazing range of everyday and expert judgments, people 
seem to infer the implications of cue information as if it is measured on 
numerical scales, weigh it, and add it up. (p. 51) 
Hastie and Dawes (2010, pp. 52–53) provided five conclusions (summarised below) based on 
the results of studies that have applied the lens model to expert and amateur judgment. 
1. In general, judges tend to rely on about three to five cues. 
2. Nearly all models of judgment are linear and additive. 
3. Judges find it difficult to explain how they make judgments. 
4. The models judges use, often differ from judge to judge and agreement rates between 
judges are often low. 
5. Judges often become more confident about their judgments when given irrelevant 
information, however the accuracy of the judgments does not increase. 
The lens model has also been applied in studies that explore whether experts’ judgments (the 
right-hand side of the lens diagram) outperform linear regression models that summarise the 
left-hand side of the model. 
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Statistical Decision Making Versus Expert Decision Making 
Meehl (1954) reviewed 20 studies that compared judgments made by psychologists and 
psychiatrists with linear models that were based on the empirical relations between the cues 
used by the judges and the “to-be judged” criterion. Overall, in terms of predictive accuracy, 
the statistical models proved to be either superior to or were tied with the experts’ judgments. 
Hastie and Dawes (2010) described several other reviews and studies comparing expert 
judgments with judgments based on statistical models that have been published since Meehl’s 
(1954) review. They commented: 
The practical lesson from these studies is that in many judgment situations, 
we should ask the experts what cues to use, but let a mechanical model 
combine the information from those cues to make the judgment. The finding 
that linear combination is superior to global judgment is general; it has been 
replicated in diverse contexts. (pp. 55–56) 
Hastie and Dawes (2010) commented further that “it is not even necessary to use statistically 
optimal weights in linear models for them to outperform experts” (p. 59–61). Dawes (1979) 
found that standardising the predictor variables and simply combining them with equal weights 
led to models that were as accurate as the original multiple regression models. 
Kahneman (2011) commenting on Meehl’s review in terms of why experts appear to be inferior 
to algorithms noted that 
experts try to be clever, think outside the box, and consider complex 
combinations of features in making their predictions. Complexity may work in 
the odd case, but more often than not it reduces validity. Simple 
combinations of features are better. Several studies have shown that human 
decision makers are inferior to a prediction formula even when they are given 
the score suggested by the formula! They feel that they can overrule the 
39 
 
formula because they have additional information about the case, but they 
are wrong more often than not. (p. 224) 
Kahneman (2011) also commented that “humans are incorrigibly inconsistent” (p. 225), tending 
to make different judgments when given a second chance to look at the same information. He 
suggested that this is probably due to “the extreme context dependency of System 1” (p. 225). 
Changes in our environment provide stimuli that trigger new thoughts and moods that can 
affect our decisions. 
Support From Psychophysics 
Laming (2003) drew on psychophysical research to argue that human judgments are limited by 
an inability to make absolute judgments. Instead, according to Laming, all human judgments 
rely on comparisons. He noted that evidence from a range of a studies suggests that for any 
given continuum, human beings, without support, can only reliably distinguish up to five 
different levels or categories. Beyond this, the judgments people make become unreliable. 
According to Laming, humans can only improve beyond five if they are given some sort of 
“ruler” or standard as a reference point. 
Laming (2003) argued further that the human ability to distinguish among magnitudes is limited 
to ordinal comparisons. For instance, when asked to compare the volume of two sounds a 
person can distinguish that one sound is “louder, softer, or about the same as another, but that 
is all we can say” (p. 51). Laming noted that the ordinal nature of human judgment also means 
that gradual, incremental change in a phenomenon often goes unnoticed even when the 
difference is perceptible to our senses. 
Laming (2003) commented that our need for reference points explains why we are often 




When someone comes to make a judgment in the everyday world, the point 
of reference is most often taken from past experience. Different people have 
different accumulations of past experience and for that reason make different 
judgments about the same issue. (p. 18) 
Objections to Rule-Based Approaches to Decision Making 
Dreyfus et al. (1986) rejected the view that expertise can be replaced by mathematical models. 
They argued that, at best, rule-based approaches to decision-making can only approximate, 
what they called a “competent” level of performance and misses out on the advantages of 
intuition they associated with real expertise. Dreyfus et al. based their arguments on their 
analysis of skill acquisition. Through observing people performing at different levels of expertise 
in a range of contexts, such as learning to fly, drive a car or play chess, they constructed a five-
stage model of skill acquisition. 
The first stage was referred to as the novice stage and is characterised by simple rule following. 
Novices use what Dreyfus et al. (1986) called “context-free” rules to try and recognise 
important facts and features that are associated with the skill and that can help them 
determine which actions to take. For example, a novice driver told to change gears when a 
particular speed is reached uses that rule to decide when to make a gear change. 
The second stage, “advanced beginner”, is reached when the novice has had a range of 
experiences using the skill in real-life contexts. At this stage they are beginning to recognise 
situations and regularities in the skill environment that can reliably inform a course of action. 
For instance, an advanced beginner car driver can use cues provided by the engine noise to help 
determine when the gears should be changed. 
A person who has reached the stage labelled “competence” is able to draw on a much larger 
store of rules and situated experience than the advanced beginner or novice. However, the 
sheer volume of information available can be overwhelming. According to Dreyfus et al. (1986), 
the competent performer therefore learns to approach decisions in a hierarchical manner. They 
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can determine goals and narrow their focus to the parts of a situation that are most salient. The 
competent car driver, for instance, who is intent on reaching a chosen destination can decide 
on an efficient route and competently navigate the traffic, however they may be unaware of 
passenger comfort and follow other cars too closely as they attempt to reach their goal. 
According to Dreyfus et al., the competent performer is a problem solver, deliberately and 
analytically processing information to attain their consciously selected goal. 
The next stage, “proficiency”, is marked by deep engagement and an ability to intuitively grasp 
a holistic view of the context. Patterns in the environment are noticed effortlessly and 
automatically without the need to break them down into constituent features and elements. 
Dreyfus et al. (1986) described this kind of intuition as “know how” and likened it to the “sort of 
ability we all use all the time as we go about our everyday tasks” (p. 29). Proficient performers, 
however, will still use analytical thinking to make decisions. Their intuitive awareness of what is 
important to attend to in a given situation will be used to automatically identify important 
situational elements. These will be assessed and used to construct an appropriate response. 
According to Dreyfus et al., when this happens, “The spell of involvement in the world of the 
skill will thus be temporarily broken” (p. 29). For example, a proficient car driver approaching a 
bend intuitively understands that their speed is too high and then consciously determines 
which action, such as braking or reducing weight on the accelerator, will best remedy the 
situation. 
The fifth and final stage is expertise. The expert, through practice and experience has 
developed a skill that “has become so much a part of him that he need be no more aware of it 
than he is of his own body” (Dreyfus et al., 1986, p. 35). At this stage, the expert car driver 
simply drives—they do not consciously deliberate. Dreyfuss et al. commented that when the 
expert relies on “calculative rationality” (p. 36) to make a decision, they regress to the “skill 
level of the novice, or at best, the competent performer” (p. 36). The expert can and does 
deliberate, however. When they do, they “consider and test whole intuitions” (p. 36), swapping 
to and fro between perspectives and evaluating each intuitively rather than relying on rules and 
principles to combine cues in the environment. 
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Dreyfus et al. (1986) dismissed research that indicates that decisions based on mathematical 
models are generally superior to those made by experts. 
While we make no claims that experts have been experimentally proved to 
outperform mathematical models when confronted by real-world 
unstructured problems, we strongly deny that the available evidence proves 
the superiority of rational calculation. (p. 49) 
Dreyfus et al. (1986) also expressed concern that a societal bias towards a computer metaphor 
that privileges calculative rationality is undermining real expertise. Instead of developing 
intuition, human beings risk becoming information processors that default to the procedures of 
the computer. If this happens, they will one day be made obsolete by faster machines and more 
sophisticated programming. Dreyfus et al. noted that “Experts are an endangered species . . . . 
Should calculative rationality triumph, no one will notice that something is missing, but now, 
while we still know what expert judgment is, let us use that expert judgment to preserve it” (p. 
206). 
Approach 3: Naturalistic Decision Making 
Dreyfus et al.’s (1986) thinking about intuition and expertise is reflected in work undertaken 
under the final research approach to decision making considered in this chapter: Naturalistic 
Decision Making (NDM). As its name suggests, NDM is concerned with how decisions are made 
in real-life situations. Findings generated under the NDM umbrella are generally optimistic 
about the ability of experts to make effective decisions based primarily on intuition. According 
to Kahneman and Klein (2009), “A central goal of NDM is to demystify intuition by identifying 
the cues that experts use to make their judgments, even if those cues involve tacit knowledge 
and are difficult for the expert to articulate” (p. 517). 
NDM researchers often use semi-structured interviews as part of a methodology called 
cognitive task analysis to try and discover the cues experts are attending to. For instance, 
Crandall and Getchell-Reiter (1993) investigated how nurses in a neo-natal intensive care unit 
43 
 
were able to recognise when a baby was in the early stages of a potentially fatal infection. The 
nurses were often able to make a positive diagnosis well before they had access to blood-test 
results. When asked, the nurses were unable to articulate how they made their judgments. The 
researchers however, through careful probing and focusing on the most difficult cases, were 
able to identify a range of elements that worked to inform the nurses’ decisions. The findings 
were tested and confirmed in another hospital and eventually used to inform a training 
program that helped new nurses learn the techniques more quickly. 
Early NDM research work was based around observations of decision making by the 
commanders of firefighting teams, often in high stakes situations. The extreme time pressure 
associated with the decisions generally meant that the commanders did not have time to 
identify and consider a large range of options. Given this, the researchers began with the 
hypothesis that commanders would start with two possible solutions that they would then 
compare against each other. However, instead they found that the commanders would usually 
only start with a single approach which they would then mentally simulate to evaluate whether 
it was fit-for-purpose. The researchers called this approach the Recognition Primed Decision 
(RPD) model. 
The RPD model is shown in Figure 2.5. According to the model, the expert decision maker 
focuses on two processes. The first of these involves the expert drawing on deep experience to 
make sense of the patterns they observe in order to generate a possible course of action. The 
process of recognition involves instantly understanding the priorities (goals) and cues that need 
to be attended to. Recognition also primes the decision maker as to what might happen next 
and the responses that typically work in the situation. During this process, the decision maker 
might check to ensure that their interpretation of the situation provides a coherent explanation 





The Recognition Primed Decision (RPD) Model 
 
Note. Reprinted from Sources of Power (page 91), by G. A. Klein, 1998, MT Press. Copyright 
2010 MT Press. 
The second part of the process described by the RPD model involves mentally simulating the 
proposed solution. Here the expert imagines how using their proposed solution will “play-out” 
in the current context. Klein (1998) noted that often the simulations are straight forward, rarely 
involving more than three different factors and usually no more than six steps. Klein suggested 
these constraints might be a limitation of working memory and noted that there are ways 
around these limitations. For instance, a person can “chunk” several steps into one action or 
use diagrams and writing to record actions. Klein added that constructing an appropriate 
mental simulation is complex: “The person assembling a mental simulation needs to have a lot 
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of familiarity with the task and needs to be able to think at the right level of abstraction (p. 
53).” 
Klein (1998) contrasted the RPD model with other models for decision making that involve 
generating and comparing several different options in order to select the one that maximises 
the outcomes (rational choice models). According to Klein, these later models may be useful for 
novices. However, they do not reflect how experts work in the real world. 
Rarely is there the time or the information needed to make this type of 
strategy work. Furthermore, if we cannot trust someone to make a big 
judgment, such as which option is best, why should we trust all of the little 
judgments that go into the rational choice strategy? (p. 29) 
As noted earlier, NDM researchers are generally optimistic about the ability of experts to make 
appropriate decisions. They believe that the Heuristics and Biases approach overstates the 
fragility of human decision making and argue that much of the research under the Heuristics 
and Bias banner has taken place in the laboratory, restricting its ability to generalise to the real 
world5. 
Reconciling Intuitive and Rule-Based Approaches to Human Judgment 
In 2009, Daniel Kahneman and Gary Klein, possibly the two most influential figures associated 
with the Heuristics and Biases and NDM approaches respectively, collaborated in writing a 
paper that explored the differences between the two camps (Kahneman & Klein, 2009). While 
they noted differences in the amount of optimism they held regarding the power of expert 
judgment (Kahneman was generally sceptical and Klein optimistic), they also noted multiple 
points of agreement. 
 
5 Gird Gigerenzer, who is a proponent of the Bounded Rationality approach to the psychology of human judgment 
(see discussion under Approach 1 earlier in the chapter), has also been critical of the Heuristics and Biases research 
programme. For instance, see Gigerenzer (1991) and for a rejoinder Kahneman and Tversky (1996). 
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Perhaps the most important area of agreement involved the conditions required for experts to 
develop the powerful intuitions that are an essential part of the RPD model. According to 
Kahneman and Klein (2009), two conditions are needed. The first is the need for the expert to 
be working in a high validity environment. By “high validity” they meant that cues in the 
environment provide information that can be used to reliably predict outcomes, even on a 
probabilistic basis. According to Kahneman and Klein, “Skilled intuitions will only develop in an 
environment of sufficient regularity, which provides valid cues to the situation” (p. 520). 
The second condition involves experts having enough opportunities to learn the environmental 
cues that their intuitions depend upon. Kahneman and Klein (2009) commented that many 
“experts” work in contexts which cannot be classed as high validity environments. For instance, 
they argued that while the experiences of a fire-fighter or nurse might lead them to develop 
powerful intuitions, the unpredictability of the marketplace means that the intuitions of a stock 
trader are less likely to be informed by valid cues about the future performance of a stock. 
Kahneman and Klein (2009) noted, moreover, that some environments are “wicked” (p. 520). In 
a wicked environment, any contextual cues not only lack predictive power but are apt to lead 
experts to develop wrong intuitions. 
Kahneman and Klein (2009) noted that experts can find it difficult to realise when their 
intuitions can be relied on and when they cannot. They commented that intuitions, whether 
based on deep experience or the result of applying a heuristic, are often very compelling. In 
addition, it takes effort to monitor and question something that has come to mind quickly and 
appears to fit so well. In many cases, experts are also what Kahneman and Klein called 
“fractionated”. They can have deep experience in some areas and less experience in others. 
This can be difficult for the expert to recognise in themselves, leading to over confidence in 
areas not well covered by their experience. 
Part 2 of this chapter has considered a range of research and theory related to the psychology 
of human judgment. The work covered has fallen into two broad camps. One has been more 
optimistic, pointing to the access human beings have to a toolbox of adaptive cognitive 
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resources that provide efficient and flexible ways to make decisions in complex situations. The 
other, more pessimistic camp, has been focussed on how human thought processes can depart 
from normative rationality in ways that threaten the accuracy of judgments and decisions. 
Some of the research and theory that has been covered has also pointed to how human 
judgments can be studied and enhanced with the support of decision aids such as linear 
models. The next part of the chapter is used to move from the general interest in human 
judgments and decision making to look at what is known about the judgments teachers make 
regarding their students’ levels of achievement. 
Part 3: Research Into Teacher Judgment 
Part 3 considers research literature specifically focussed on the validity of teachers’ summative 
judgments. It begins by exploring research that has found inspiration in the theory and research 
related to the psychology of human judgment that was described in Part 2. The net is then cast 
wider to consider a range of other research related to the validity of teachers’ summative 
judgments. 
Applying the Psychology of Human Judgment to Teacher Judgments 
It might seem reasonable to expect that there would be a substantial amount of literature 
related to teachers’ summative judgment that took some inspiration from the research and 
theory building related to human judgment described in Part 2. This, however, is not the case. 
Brooks (2012), discussing research related to decision making in the context of marking noted: 
Despite its pivotal role in assessment, the nature of judgment and the 
processes involved are topics which have received scant attention compared 
with perennial concerns such as standards or the reliability of marking. 
Systematic attempts to explore the role of judgment in marking are a recent 
phenomenon with researchers invariably expressing a sense of venturing into 
little explored terrain. (p. 63) 
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Notwithstanding this, Brooks (2012) identified several studies associated with assessment that 
do draw from aspects of human judgment research. Some of these studies are included in the 
discussion that follows. The studies are presented in three groups, starting with those that took 
inspiration from theory developed as part of the work on heuristics and biases 
Teacher Judgments and Heuristics and Biases 
Ideas about dual processing from the heuristics and biases research programme were used by 
Suto and Greatorix (2008) to describe the different approaches examination markers applied to 
score General Certificate of Secondary Education (GCSE) level examinations in England. Based 
on data from a series of “think-alouds” and structured interviews, Suto and Greatorix identified 
five distinct cognitive marking strategies: matching, scanning, scrutinising, evaluating and no-
response. They considered how each of these corresponded to cognitive strategies associated 
with System 1 and System 2 thinking. For instance, the “matching” strategy which involved 
checking whether a candidate’s answer matched an entry on a marking scheme was 
categorised as predominantly System 1. “Scrutinising”, on the other hand, was predominantly 
associated with a System 2 approach. Used when a response was unexpected, scrutinising 
involved repeated readings of the text, pauses, hesitation and referral to the marking scheme. 
Suto and Greatorix (2008) suggested that there was some evidence that marking strategies that 
were initially applied using System 2 processes could migrate to System 1. That is, from more 
directed, slow, and purposeful cognitive processes to fully automated processes. They noted 
that some examiners expressed concern that this could happen prematurely. 
Garry et al. (2005) considered whether the anchoring and adjustment heuristic would predict 
behaviours when work samples were double-marked by moderators (who saw the original 
scores) and by “blind markers” (who did not see these scores). The researchers found that 
adjustments to original scores were generally greater when the second score was generated by 
blind markers than when they were generated by moderators. 
Malouff et al. (2013) demonstrated the impact of the halo effect by comparing how markers 
who had witnessed either a poor or strong oral presentation assessed a piece of writing 
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completed by the same student. They found that the markers who had scored the stronger oral 
presentation scored the writing task significantly higher than those who had scored the weaker 
presentation. The researchers recommended that all scoring should be done anonymously to 
avoid the effect. 
Teacher Judgments and Social Judgment Theory 
Cooksey et al. (2007) applied Social Judgment Theory, which they referred to as Judgment 
Analysis, to explore how a group of 20 teachers drawn from schools across Brisbane, Australia 
approached the scoring of writing for their Year 5 students. Each teacher scored 50 scripts. Half 
of the scripts were scored by all the teachers and were from students who the teachers did not 
know. The other half of the scripts came from each teacher’s own students. Teachers were 
asked to score each script twice, once according to a mandated scoring scheme and once using 
their own classroom scoring model. The researchers established a range of cues that informed 
the teachers’ scoring policies through textual analysis of the students' scripts and through 
careful analyses of think-aloud interviews carried out with the teachers as they went through 
the process of scoring each script.  
In total, 40 different regression models were generated (two for each teacher) to capture their 
scoring policies. Variation between the models showed “inherent diversity and variability in 
teachers’ individual judgment models” (Cooksey et al., 2007, p. 420). Teachers tended to make 
use of the cues in different ways. Moreover, some of the teachers appeared to apply different 
policies when scoring scripts from their own students compared to when they scored scripts 
from the students they did not teach. 
Elander and Hardman (2002) applied Social Judgement Theory in the context of a university 
psychology examination. They compared linear regression models that captured the scoring 
policies for “first markers”, who were well acquainted with the associated course, with models 
that captured scoring policies for “second markers” who had much less knowledge of the 
course. The models used scores that the markers had awarded on seven different aspects of 
each question to predict the overall score the marker had independently given the question. On 
50 
 
balance, the models indicated that fewer of the aspect ratings made significant contributions to 
the prediction of overall marks for second markers than was the case for the first markers. In 
other words, compared with first markers, the overall marks for second markers appeared to 
incorporate fewer aspects of the assessment. Moreover, the second markers tended to rely 
more on one aspect score that Elander and Hardman (2002) noted “could be considered as 
among the more superficial aspects of an answer” (p. 322). A further finding was that the 
aspect ratings made by second markers added more to models that predicted a co-markers’ 
overall score than the aspect ratings made by first markers. Elander and Hardman (2002) 
suggested that the findings support the idea that second markers will produce more reliable 
scoring when their scores for questions are based on a series of aspect ratings than when they 
are based on producing an overall score. 
Teacher Judgments and Naturalistic Decision Making 
Ecclestone (2001) drew on Eraut (1995; 1996) who, in turn, had used ideas from Dreyfuss and 
Dreyfuss’s skill acquisition model (Dreyfus et al., 1986) to describe results from “a case study of 
assessment and moderation procedures for degree classification in a part-time, four year 
professional programme” (p. 303). As discussed earlier in the chapter, the Dreyfuss and 
Dreyfuss model proposes that decision making for beginners and novices relies on deliberate 
and analytical approaches and becomes increasingly associated with intuitive processes as 
expertise is acquired. In Eccleston’s case study, novice assessors did indeed demonstrate an 
analytical and purposeful approach to scoring, leaning more heavily on agreed grade criteria 
and indicating a more positive attitude towards prescribed moderation activities. Assessors 
who were classed as experts, however, were more likely to operate intuitively and were less 
enamoured with moderation processes. Eccleston noted that the degree classification awarded 
by assessors categorised as competent or experts were more likely to be changed after 




Without critical control over the intuitive parts of their expertise ‘through 
reflection, self evaluation and a disposition to learn from colleagues’ Eraut 
(1995) argues that experts believe (wrongly) that their tacit and intuitive 
judgements are infallible. Requirements that they should be deliberative are, 
therefore, subconsciously seen as reverting to being a novice, whilst learning 
a new set of interpretations or having to assess at a different level can induce 
the additional professional anxiety of becoming a ‘novice’ assessor. (2001, p. 
308) 
The research which has been described up to now in this part of the chapter has taken some 
inspiration from the research literature involving human judgment. Taken together it has 
indicated that teachers’ judgments of student achievement are often constructed through 
idiosyncratic processes and can rely on heuristics that, at times, lead to bias. Moreover, the 
teacher’s or marker’s status as an expert or novice also seems to be in play, with expertise not 
necessarily promoting more accurate judgments. The next section continues to focus on 
research related to teacher judgment but considers a wider range of research not necessarily 
inspired by work involving the psychology of human judgment. 
General Research into Teacher Judgment 
Although research into teachers’ summative judgments inspired by the psychology of human 
judgment is relatively scarce, there is a considerable amount of more general research 
considering the validity of teacher judgment. One of the most cited research reviews was 
written by Robert Hoge and Theodore Coladarci in 1989 (Hoge & Coladarci, 1989). The review 
explored the relationship between teachers’ evaluations of students’ achievement levels and 
the results of an “objective measure of student learning” (p. 1). The authors identified 16 
studies that presented data collected in naturalistic contexts. In each case the data involved 
teacher judgments and test results that were collected at the same time point. Hoge and 
Coladarci found that across the studies, the correlation between the teacher judgments and the 
criterion variable ranged from 0.28 to 0.92 with a median correlation of 0.66. 
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Hoge and Coladarci (1989) also explored how the correlations varied according to different 
types of judgments. For instance, they found that, overall, the correlations were slightly 
stronger for studies where teachers were given some information about the construct 
measured by the test (direct judgments) compared to those where the teacher had little or no 
information (indirect judgments). 
Several of the studies indicated that the correlation between student achievement and test 
scores also varied across teachers. Hoge and Coladarci (1989) noted:  
Although the 16 studies generally point to the validity of teacher-based 
achievement judgments, the results of the four studies just discussed are 
important insofar as they demonstrate that not all teachers are equally adept 
at making these judgments. “Teacher judgment accuracy,” then, appears to 
be an individual difference variable that is worthy of further examination in 
research on teaching. (p. 307) 
According to Hoge and Coladarci (1989), students’ ability also appeared to be a moderating 
variable. There was some evidence that teachers were more accurate when judging the 
performance of high achieving students compared with low achieving students. On the other 
hand, student gender did not appear to act as a moderating variable. 
In 2003, Wynne Harlen directed a comprehensive review of evidence related to the validity and 
reliability of teachers’ summative assessment (Harlen, 2004). Assessment by teachers for 
summative purposes was defined as “The process by which teachers gather evidence in a 
planned and systematic way in order to draw inferences about their students' learning, based 
on the professional judgment, and to report at a particular time on their students' 
achievements” (Harlen, 2004, p. 247). The definition did not include activities that were 




Harlen’s review (Harlen, 2004) was focused on one main question: “What is the research 
evidence of the reliability and validity of assessment by teachers for the purposes of summative 
assessment?” (p. 2). This was supplemented by a subsidiary question: “What conditions affect 
the reliability and validity of assessment by teachers for the purposes of summative 
assessment?” (p. 2). 
Harlen (2004) used procedures for the review developed by the Evidence for Policy and Practice 
Information and Coordinating Centre (EPPI-Centre) (see, e.g., (EPPI-Centre, 2003)). The review 
focused on studies that involved students who were 4 to 18 years of age. After initially 
identifying 431 relevant studies, 30 studies were selected that met the exclusion and inclusion 
criteria. All of these were written in English and half represented studies carried out in England. 
All but three of the remaining studies involved studies undertaken in the United States of 
America. 
The review did not produce an emphatic endorsement of teachers’ summative assessment. 
According to the review, there was evidence of low reliability, and in certain circumstances, of 
bias. Harlen (2004) argued, however, that any deficiencies associated with teachers’ judgments 
had to be considered alongside deficiencies that accompanied other forms of assessment, such 
as external tests. She noted that the review also pointed to different approaches to overcoming 
any shortcomings. 
Susan Brookhart (Brookhart, 2011) presented what she described as a “selective view of US 
literature” (p. 2) to examine the use of teacher judgment in summative assessment in the 
United States. Brookhart described a general distrust of teacher judgments backed up by a 
historical programme of research that has focused mainly on describing problems with 
teachers’ judgments rather than looking at how they could be strengthened. She also 
commented on a “few bright spots” (p. 4)—for instance, the Nebraska STARS programme 




Brookhart (2011) concluded that “The results of one hundred years of study of teacher 
judgment in the US have been at best mixed“ (p. 13) and characterised her conclusion with the 
heading, “Weighed in the balance and found wanting” (p. 13). 
Südkamp et al. (2012) carried out a comprehensive meta-analysis related to teachers’ 
summative judgments using literature that was published between 1989 and 2009. They 
initially identified over 20,000 relevant papers which was reduced to a final total of 75 using a 
systematic approach to exclusion and inclusion. All the studies used in the analysis reported 
correlations between teachers’ judgments of academic achievement and achievement on an 
external measure. Unlike Hoge and Coladarci’s (1989) review, Südkamp et al. (2012) included 
some studies where a period of time had elapsed between the teachers’ judgments and the 
administration of an external measure. 
Südkamp et al. (2012) used a multilevel modelling approach to investigate relations between 
the reported correlations and several predictor variables. These included variables related to a 
variety of judgment characteristics such as whether the teacher was informed of the 
achievement test being used and test characteristics, such as the subject matter being 
assessed. The results of the meta-analysis indicated that, overall, the correlation between 
teachers’ judgments and the results of external assessment was relatively strong (0.63). The 
analysis also indicated two moderating variables that were associated with teacher accuracy. 
First, teachers, overall, were more accurate when they were told about the type of 
standardised test that would be used. Second, teachers were also more accurate overall when 
there was a high level of congruence between what they were asked to judge and what the test 
assessed. 
Overall, the research into teachers’ summative judgments of achievement surveyed above hints 
at the potential of teacher judgments as an accurate measure of student achievement. 
However, it also highlights that teachers’ judgments can be far from perfect. The next part of 
the chapter is used to explore research that looks at the quality of OTJs made in the context of 
National Standards in New Zealand. 
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Part 4: Research Related to OTJs In New Zealand in the Context of National Standards 
Several research studies have been carried out to look at teachers’ summative judgment 
making related to the National Standards. Six research studies, two of which involved multiple 
reports, are examined in this part of the chapter. Taken together, they cast doubts on the 
validity of the OTJs made for the purposes of the National Standards, although they tend to 
differ in the reasons given for why this might be. 
The National Standards School Sample Monitoring and Evaluation Project 
Shortly after the introduction of the National Standards in 2010, the Ministry of Education 
sponsored a research study to describe and evaluate how the Standards had been implemented 
in schools. The study was carried out by Maths Technology (MT) Limited (now Education 
Technology Limited) and was called The National Standards School Sample Monitoring and 
Evaluation Project. The study ran from 2010 to 2014 and focussed on a nationally 
representative sample of 100 schools. The study produced six reports in all (Thomas & Ward, 
2011a, 2011b; Ward & Thomas, 2012, 2013, 2015, 2016). 
The final report for the study (Ward & Thomas, 2016) concluded that, overall, OTJs related to 
the National Standards were not dependable. The authors based their claim on five pieces of 
evidence collected over the life of the project. The first piece of evidence involved differences 
between reported OTJs for students attending different types of schools in Years 7 and Year 8. 
According to Ward and Thomas (2016), schools that catered for Year 1 to 8 students (full 
primaries), reported greater proportions of their Year 7 and Year 8 students achieving at or 
above the standards in reading, writing and mathematics than schools that had students just in 
Year 7 and above (intermediate schools and Year 7 to 13 schools). Ward and Thomas (2016) 
described the differences as “marked” (p. 18). They argued that it was highly unlikely that they 
reflected real differences in achievement as both types of schools were well matched in terms 
of decile, and that other major research projects such as the National Education Monitoring 
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Study (NEMP) had found no achievement differences between full primaries and other school 
types. 
Ward and Thomas (2016) suggested that these differences might reflect different expectations 
from teachers at the different types of schools (p. 19). Teachers at full primaries might be 
affected by their students’ earlier achievement, while teachers at intermediate schools might 
be influenced by the expectations of secondary schools. 
Table 2.1 uses data reported by Ward and Thomas (2016) to show the differences in the 
proportions of students achieving at or above the Standards across types of schools at Year 7 
and Year 8 in 2014. The differences ranged between 6 and 12 percentage points. Ward and 
Thomas reported that differences like these had been evident since the start of the project. In 
all cases, the differences had been in favour of full primary schools. 
Table 2.1 
Percentage of Students in the National Standards School Sample Monitoring and Evaluation 
Project in 2014 Achieving at or Above the National Standards at Year 7 and 8, by School Type 
Year level School type n Reading (%) Writing (%) Mathematics (%) 
7 
Year 1 to 8 
schools 
584 80.8 70.9 71.5 
Year 7 and 
above schools 
2597 72.7 61.0 62.3 
8 
Year 1 to 8 
schools 
543 84.6 75.9 79.3 
Year 7 and 
above schools 
2642 78.0 65.8 67.5 
 
The second piece of evidence offered by Ward and Thomas (2016) involved the consistency of 
students’ OTJ ratings over time. The data for the monitoring study included longitudinal data in 
the form of end-of-year OTJ judgments for 716 students covering all five years of the project. A 
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comparison of the first OTJs for students recorded in 2010 with the last recorded for the same 
students in 2014 indicated that large proportions of students who had been judged to be 
“below” or “well below” in 2010 were rated more highly in 2014. For instance, over 85% of 
students who had received a rating of “well below” in 2010 had improved their rating against 
the standards in 2014. Ward and Thomas (2006) commented that a range of factors could be 
responsible for the variation. This included the apparent increasing difficulty of the standards 
relative to year level achievement norms and the fact that students are likely to progress at 
different rates. However, they also noted:  
The extent of the variability observed year on year for the students in this 
longitudinal sample seems too large to be the result of changes in student 
achievement alone, and supports earlier findings that the most likely 
explanation is an inconsistency in teachers’ judgments themselves. (p. 22) 
The authors also showed that about 40% of students had been judged to be in different OTJ 
reporting categories (well below, below, at or above) in each consecutive two-year period 
between 2010 and 2014.  
The third piece of evidence presented by Ward and Thomas (2016) to show a lack of 
dependability was associated with principals’ perspectives. Principals were surveyed about 
their confidence in the consistency of OTJs within their own school and between schools across 
New Zealand nationally. About 90% of principals responded that they were “very confident” or 
“moderately confident” regarding the consistency of OTJs within their own school. However, a 
much lower percentage of principals indicated that they were “very confident” or “moderately 
confident” in the consistency of OTJs between schools (20% in relation to reading and 
mathematics and 12% for writing). 
Ward and Thomas’s (2016) fourth piece of evidence related to a study carried out as part of the 
project where groups of teachers judged a series of assessment scenarios for writing and 
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mathematics against a given National Standard6. The scenarios were presented as part of an 
online survey. For mathematics, the scenarios described a problem and showed a student’s 
response. A teacher’s notes about the student’s use of mathematics vocabulary and level of 
independence were also included. The writing scenarios included a description of the writing 
task, the response a student had made, and notes from the student’s teacher about the level of 
independence and the writing process used. 
Three scenarios were provided for each of the “3 years at school”, “end of Year 4”, “end of Year 
6” and “end of Year 8” National Standards. Each group of teachers in the study was expected to 
choose one standard for mathematics and one for writing to focus on. For each scenario, 
teachers were asked to indicate how the sample of student work related to the given National 
Standard. That is, was it “above”, “at”, “below” or “well below” the standard. The scenarios 
were developed by experts to be clearly positioned in relation to a standard. The content of the 
scenarios was also carefully chosen to be familiar to the teachers, by relating directly to the 
National Standards or accompanying illustrative materials. 
The scenarios were used in 2011 and 2012 and results were similar in both years. Overall, 
teachers agreed with the expert judgments related to each scenario 61% of the time for writing 
and 58% for mathematics. The rate of agreement varied substantially across the different 
scenarios. For instance, across the mathematics scenarios, accuracy ranged from 18 to 90% in 
2011 and 18 to 85% in 2012. Where the teachers and experts disagreed in their ratings, 
teachers typically rated the performance exhibited in the scenarios more highly than the 
experts had. 
Commenting on the scenario exercise, Ward and Thomas (2012) warned that the study could 
not replicate how teachers made their OTJs in real classroom settings. However, they noted 
 
6 According to Ward and Thomas (2012), “Reading was not included due to the challenge of presenting a work product for 
reading tasks online” (p. 36). 
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that the teachers’ decisions about the scenarios provided a “window” into teachers’ decision 
making and added to the evidence pointing towards a lack of dependability for OTJs (p. 53)7. 
The final piece of evidence that Ward and Thomas (2016) used to back up their claim that OTJs 
were not dependable involved a comparison between OTJs generated by teachers and those 
calculated when the same teachers used the PaCT. In 2013, 36 of the schools that took part in 
the monitoring study were also involved in a trial of the mathematics framework for the PaCT. 
During the trial, teachers in these schools used the PaCT mathematics framework to make 
judgments for a sample of students in their class. The teachers used a limited version of the 
PaCT software, which did not report an overall national standard judgment recommendation or 
provide an overall score for the student. Subsequent analysis by the PaCT development team 
allowed the teachers’ framework judgments to be located on a measurement scale and then, 
after a standard setting exercise, converted to a best-fit estimate against the National 
Standards. 
The trial coincided with teachers in the monitoring study making their normal end-of-year OTJs. 
The fact that the teachers who had also used the PaCT did not receive any feedback in terms of 
national standards recommendations meant that the two activities were relatively 
independent. Overall, the exact agreement rate between the two types of OTJs was 40%. Of the 
60% that did not represent an exact match, two thirds of the school based OTJs were higher 
than the corresponding PaCT-OTJs and one third were lower. The agreement rate varied by 
year level. At Year 5, the exact agreement rate was the highest at about 57%. Teachers in Years 
7 and Year 8 had the lowest agreement rate at around 33%. At these year levels, over 60% of 
the school-OTJs were higher than the corresponding PaCT-OTJs and about 5% lower. 
 
7 It is interesting to contrast these Maths Technology findings comparing teacher and expert judgments in the 
context of National Standards with the findings from an earlier Maths Technology study comparing teacher and 
researcher judgments against the Number Framework (Thomas et al., 2006). The Number Framework (Ministry of 
Education, 2005) provided teachers with described stages of progression in different aspects of number knowledge 
and number strategies. According to Thomas et al. (2006), “The findings show a high level of agreement between the 
judgments of classroom teachers and those of independent researchers” (p. 1). 
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The Research, Analysis and Insight Into National Standards (RAINS) Project 
At the same time as the National Standards School Sample Monitoring and Evaluation Project, a 
research project focused on the National Standards was commissioned by the trade union 
representing most primary and intermediate teachers in New Zealand: The New Zealand 
Educational Institute Te Riu Roa. The Research, Analysis, and Insight into National Standards 
(RAINS) projects was carried out over three years and produced three reports (Thrupp, 2013; 
Thrupp & Easter, 2012; Thrupp & White, 2013). 
The RAINS project was based on a series of case studies involving six schools. The schools were 
chosen for their diverse characteristics in terms of socio-economic and ethnic makeup, size, and 
location. The project team drew on the perspectives of Boards of Trustees, senior leadership 
teams, teachers, students, Education Review Office review teams, and other educational 
professionals. Data were collected using semi-structured interviews, discussions, classroom 
observations, observations of meetings, and the collection of relevant school documents and 
student data. 
The first two RAINS reports were very critical of the MT research discussed earlier. According to 
Thrupp and Easter (2012) the MT research demonstrated “the limitations of an instrumental, 
‘thin’, and ‘politically sanitised’ approach to research” (p. 33). Further, the MT research 
approach was “largely hands-off” and left “significant silences” (p. 33). 
Thrupp (2013) argued that the MT research had focussed entirely on individual teacher 
competence in making OTJs and in doing so had been blind to the effect of context. 
These [Maths Technology’s (MT’s)] research goals suggest that if teachers 
were just more knowledgeable, more data informed, more efficient and more 
systematic, then variability in OTJ-making would all but disappear. Yet what is 
it that prevents teachers from being as it is imagined they should be? The 
consistency or comparability of OTJs has to be seen as more than a matter of 
individual practice because like so many issues and processes in education, 
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context comes into play. Indeed the difficulty with making OTJs in schools is 
that teachers are not dealing with artificial assessment scenarios. They are 
dealing with real scenarios that are heavily influenced by school specific 
factors and instrumentalism leading to different school trajectories and 
variability at multiple levels. (pp. 28–29) 
According to Thrupp (2013), “In short, we need a more comprehensive conceptualisation and 
illustration of the reasons for variation in OTJ-making between and within schools (p. 30)”. 
The second RAINS report (Thrupp, 2013) attempted to provide this “comprehensive 
conceptualisation and illustration of the reasons for variation” by describing a model where 
variation in the way the National Standard policy was understood and enacted occurred at 
three inter-related levels: national/regional, school, and classroom. 
At the national and regional level, schools were described as working in a “policy soup” that 
made it very difficult to adhere to a common understanding of how National Standards should 
work in practice (Thrupp, 2013, p. 36). The “soup” included: ambiguities within central 
elements of the National Standards, varying professional development opportunities, 
difficulties around advice, weak Ministry requirements, and crude reporting mechanisms. 
The lack of coherency at a national/region level in turn led to variation at the second level—the 
school level, with schools responding to National Standards in a range of ways. According to 
Thrupp (2013): 
The RAINS schools are clearly embarked on diverse incremental trajectories 
around the National Standards that reflect local historical, social, 
organisational, political, philosophical pedagogical, curricula and assessment 
contexts, or ‘school specific factors’, that cannot be easily set aside. (p. 40) 
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Thrupp (2013) described how the case study schools had taken different approaches to critical 
issues, such as: expectations and procedures around moderation process, the involvement of 
senior leadership in steering National Standards related practices, the balance of evidence 
required to make National Standards decisions and the choice of assessment tools. 
Finally, at the classroom level, Thrupp (2013) described how variation at the national/regional 
and school level contributed to variance in the way different teachers enacted their OTJ 
decision making. This variation was also affected by teachers’ own experiences and outlook. 
Thrupp added that students, as well as teachers, were actors at the classroom level and that 
their response to National Standards was also part of how the implementation of National 
Standards varied across classrooms. 
Although Thrupp (2013) arguably provided a more developed theory for what causes variation 
in OTJs, than the researchers from MT, he was in no doubt that the variation existed and that it 
was not trivial. He wrote, “It is almost comical—if it weren’t so serious—that OTJ data 
representing such variation has been put into the public domain for comparative purposes 
when there are such important differences in what it actually represents” (p. 2). He was also 
convinced that plans to introduce the PaCT as a remedy for the variation were bound to be, 
an expensive failure. This is because it will not be able to address many of the 
various influences and pressures on schools and teachers illustrated by this 
report that will lead schools to take different ‘readings’ of the National 
Standards and of OTJs. (Thrupp, 2012, p. 2) 
Research from Meissel, Meyer, Yao, & Rubie-Davies 
Meissel et al. (2017) used hierarchical linear modelling (HLM) to compare the OTJs awarded to 
large groups of students in reading (n = 4771) and writing (n = 11,765) with the results achieved 
by the same students on standardised tests. The study involved students in Years 4 to 8 (8 to 
13-year olds) and the data were collected over two years (2012 and 2013) as part of a 
professional learning and development programme. The groups of students involved in the 
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study were not nationally representative. Most of the students were enrolled in low decile 
schools, although schools from the full range of deciles were represented. 
The correlation between the achievement measures (OTJs and standardised achievement test 
results) was about 0.73 for reading and 0.72 for writing. However, the correlation varied from 
school to school, ranging from -0.50 to 0.94 for reading and from -0.07 to 0.94 for writing. 
Separate HLM analyses with each based on three levels (student, class, and school) were 
carried out for reading and writing. In the analyses, standardised test results and OTJ scores 
were converted to Z-scores. For the reading analysis, data from students whose test results had 
been generated using two different standardised tests were combined after an initial analysis 
indicated that there was no advantage in treating the types of test results differently. 
The HLM analysis indicated that, after controlling for standardised test scores, Māori students 
and Pasifika students, students who were English speakers of other languages, those 
categorised as having special needs, and boys had been awarded lower OTJs compared with 
New Zealand European students, English speaking students, non-special needs students, and 
girls respectively. The effect sizes associated with most of these differences were small. For 
instance, the effect sizes related to the differences between boys’ and girl’s OTJs were -0.06 
standard deviation units (SDU) in reading and -0.11 SDU in writing. The exception to this was 
the effect sizes associated with students categorised as having special education needs (-0.53 
SDU for reading and -0.23 SDU for writing)8. 
School and classroom level effects were also identified. The analyses indicated that after 
controlling for differences in individual standardised achievement and student characteristics, 
teachers in schools where the average achievement level was high tended to award lower OTJs 
overall than teachers in schools with lower overall achievement levels. In reading, the related 
 
8 The analysis does not appear to have differentiated between the year levels of the students. This is potentially problematic 
given that the relative demands of the Standards compared with year level achievement norms were not necessarily the same 
from year to year (Lawes, 2016). This would tend to affect the predictive relationship between the standardised tests scores 
and OTJs at each year level. If there were year level differences and some of the subgroups in the student samples were 
differently represented at some year levels compared with others this could, in turn, also affect the analysis. 
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effect size was -0.28 SDU and in writing, -0.14 SDU. A statistically significant inverse effect 
associated with higher levels of achievement composition was also identified at the classroom 
level in writing (effect size = -0.16 SDU) but not in reading. 
In their discussion, Meissel et al. (2017) stated that that they believed the results clearly 
indicated underlying teacher biases. However, they also admitted that other explanations 
should also be explored.  
Although we believe that these results paint a clear picture of an underlying 
systematic bias with the New Zealand education system, there are some 
limitations and alternative explanations that should be noted (p. 58). 
Meissel et al. (2017) commented that the data were collected in the first years of National 
Standards when moderation processes were not well developed. They noted that the 
development of the PaCT could help teachers to be more systematic in their judgment making 
(p. 58). They also noted, however, that developing systems to reduce construct irrelevant 
information from teacher decision making will not remove bias if they do not address the bias 
itself (p. 58). 
Poskitt and Mitchell 
Poskitt and Mitchell (2012) reported on a research project that examined teachers’ 
understanding of what constitutes an OTJ and the processes they used to make them. The 
project was carried out in ten primary schools that were part of the 2010 Assess to Learn (AtoL) 
professional development contracts. The authors noted that as the participants were involved 
in a professional development programme involving assessment, they were likely to have some 
understanding of how they could draw on classroom and school-based assessment practices 
when making OTJs. They commented: 
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If these teachers struggled with the concept and application of OTJs then this 
would have significant implications for nationwide professional development 
programmes (Poskitt & Mitchell, 2012, p. 62). 
The research drew on data collected using semi-structured interviews that were carried out 
with 30 teachers. Each participant was interviewed twice. The first interview took place in June 
of 2010 and the second in November of the same year. 
Poskitt and Mitchell (2012) found that the teachers varied in how they conceptualized OTJs, 
that they employed a range of approaches when making them, and that use of moderation 
processes were very limited. They commented that teachers were “surrounded by uncertainty 
and confusion about the meaning of, and process for deriving, OTJs” (p. 72) and, as such, were 
unlikely to generate “highly valid and reliable data” (p. 72). 
The final two studies reviewed in this section, Hipkins and Robertson (2012) and Smaill (2018, 
2020), were focussed on moderation processes associated with making OTJs in the context of 
the National Standards. During the period of National Standards, schools were encouraged to 
develop moderation processes. However, there was no mandated national programme of 
moderation aimed at providing quality assurance. 
Hipkins and Robertson 
Hipkins and Robertson (2012) used a case study approach to examine how one school with a 
strong reputation for the quality of its assessment practices moderated students’ writing in the 
context of the National Standards. They noted that the moderation practices invested in by the 
school produced new learning that shaped ongoing teaching and learning. Within the school, 
moderation was seen as an important part of professional development. According to Hipkins 
and Robertson, the success of the moderation programme depended on proactive leadership 
and the careful alignment of the moderation practices with other aspects of school life. Hipkins 
and Robertson (2012) noted: 
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Every relevant aspect of practice matters: school leadership; school ethos and 
ways of working; clear professional learning targets; local ownership of, and 
belief in, resources used for making judgements; transparency to and support 
from the local community; and more. (p. 49) 
Smaill 
Smaill (2018, 2020) observed teachers and school leaders involved in moderation activities over 
a year-long period in three state schools. She argued that the activities the schools became 
involved in helped the teachers in the schools to become more aware of, and proficient in, 
using Assessment for Learning, including supporting the development of students’ own 
evaluative expertise. She also noted “that drawing attention to the synergies that exist between 
moderation and AfL [Assessment for Learning] could assist with both promoting interest in and 
raising the profile of moderation” (p. 18). Smaill indicated that it was important that the 
development of moderation processes was led or at least informed by personnel who had 
knowledge and experience of using Assessment for Learning. Smaill made special mention of 
how opportunities to work with other teachers to develop shared assessment criteria played an 
important part in the success of moderation. 
Without exception, the learning opportunities that the teachers experienced 
were linked with their involvement in the co-construction and use of school-
specific assessment criteria. The development and use of these criteria played 
an important role in enabling the teachers at each school to use their 
participation in moderation to form a community of practice. (Smaill, 2018, p. 
14) 
Overall, the research discussed in this part of the chapter (Part 4) has indicated that the OTJs 
that underpinned the system of National Standards in New Zealand were not dependable. The 
evidence suggests that teachers lacked clarity about the standards and were expected to make 
judgments with limited support and coordination at a national or across-school level. This 
resulted in a range of idiosyncratic approaches to making OTJs in schools and some evidence of 
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bias. Some commentators have noted, however, that the opportunity to be involved in 
moderation activities designed to support judgment making processes provided opportunities 
for teachers to become more aware of and proficient in assessment. 
The next section concludes the chapter with an outline of the research questions that underline 
this thesis and a rationale for the three studies used to investigate them. 
Part 5: The Research Questions and Associated Studies 
This thesis is concerned with efforts to enhance the accuracy of teachers’ summative 
judgments. Central to this is the potential of decision frameworks to support and enhance 
these judgments. Three specific questions are put forward for investigation. These are 
introduced in the discussion that follows, along with a description of the studies that have been 
used to address them and that are reported on in the following chapters.  
Question 1: Do Decision Frameworks Enhance the Validity of Teachers’ Summative 
Judgments? 
The first and overarching question is whether decision frameworks can enhance the validity of 
teachers’ summative judgments. As discussed earlier in this chapter, the concept of validity has 
evolved over time and remains a complex and often contentious idea. However, validity is the 
key idea in educational measurement, and it is vital to attend to it whenever a proposal is made 
to use a measurement process to categorise students and inform important decisions.  
Newton and Shaw (2014) noted that no matter how expansive the definition of validity, good 
technical quality is an essential element of a summative measure. If using a proposed 
measurement mechanism is technically unsound, it seriously undermines the measure and 
jeopardises any positive social impacts that are intended to be associated with its use. 
The technical quality of teachers’ summative judgments depends, for a large part, on the 
primary mechanism for measurement that underpins them—human judgment. As has been 
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shown in this chapter, research into the psychology of judgment and decision-making hints at 
the potential power of teacher judgment. However, there were plenty of warnings. People have 
limited cognitive resources, are prone to bias, are often unaware of how they have reached 
their judgments and tend to create powerful narratives for the theories they hold and decisions 
they make, even when these are based on faulty logic or poor assumptions. 
The research that looked more specifically at teachers’ summative judgments presented a 
mixed picture. Although there was evidence that teacher judgments could match the technical 
quality of other forms of assessment, such as standardised tests or external examinations, there 
was also evidence of variation between teachers and of bias that could make their use 
unacceptable. The research that looked at teacher judgments in the context of National 
Standards in New Zealand echoed these concerns. 
One of the driving forces behind the PaCT has been a belief that it will support teachers to 
make summative judgments that are better than the judgments they would make unaided. The 
research literature discussed in this chapter does provide some theoretical support for this 
belief. In particular, the work involving social judgment theory and the lens model suggested 
that human decision making is often improved when statistical models are used to support a 
decision-making process. Humans, it would seem, can often identify important cues that bear 
on decisions but lack consistency when it comes to combining information. 
There is little or no empirical information available, however, as to how well the PaCT succeeds 
in generating judgments that are more consistent. Ward and Thomas (2016) in their National 
Standards monitoring study were able to show that the judgments teachers made using the 
PaCT were not consistent with the judgments the teachers had made independently of the 
PaCT. However, this does not ensure that the PaCT judgments themselves were consistent. 
The first study associated with this thesis addresses the validity question by investigating the 
technical quality of the PaCT measures. It does this by comparing measures generated using the 
PaCT with measures made for the same students using a range of standardised assessment 
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tools. The study takes advantage of data collected as part of the development of the PaCT. 
During the later stages of the development, a range of standardised assessment data was 
collected from students alongside judgments teachers had made for the same students using 
the PaCT. The standardised assessment results were not made known to the teachers before 
the teachers made their PaCT judgments. 
The study uses multilevel modelling to explore how well the PaCT measures predict the 
standardised assessment scores. The use of multilevel modelling makes it possible to identify 
the extent to which the PaCT scores explain the observed variance in the standardised 
assessment scores. It also indicates how much of any remaining variance can be associated with 
characteristics that are particular to groups of students, and to their teachers and/or their 
school contexts. 
Question 2: Are Decision Frameworks Practically Viable? 
The second question underpinning this thesis looks at the practical viability of decision 
frameworks. Practical viability is an essential element of a measurement system. The intended 
users of a measurement approach are very unlikely to show much enthusiasm for the approach 
if it proves to be unwieldy or unnecessarily disruptive. The central role of the teacher in a 
system based on decision frameworks, moreover, focusses attention on practical viability. 
Systems based on judgments create workload for the teacher. Even if a framework can support 
teachers to produce accurate and reliable measurements, if the process takes too long, involves 
large amounts of training, or exhausts the teacher, its use might be impossible to sustain in the 
longer term. Furthermore, if teachers struggle to align the use of a framework with their own 
theories and philosophies of education, it is very possible that they will lack motivation to use 
the frameworks. 
The second study looks at this question by exploring data collected as part of an online survey 
of schools that were either currently making use of the PaCT or had registered with the Ministry 
of Education to use the PaCT in the near future. As part of the survey, respondents (teachers 
and principals) were asked to rate the PaCT on a series of semantic differential items. Each item 
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presented the respondents with a pair of bi-polar adjectives, such as “good and “bad”, which 
were separated by five equally-spaced check boxes. Respondents considered the word pair and 
then clicked on a box to show where they placed the PaCT in relation to the continuum formed 
by the words. 
As well as responding in relation to the PaCT, each respondent also rated three other “aspects” 
of curriculum and assessment in New Zealand education, using the same items. The three 
aspects were: the New Zealand Curriculum; commonly used standardised tests; and the 
National Standards. 
The study was designed so that responses from experienced and non-experienced PaCT users 
could be compared. The reasoning behind this design was that differences in the way the two 
groups responded might point towards changes in attitudes as teachers and principals 
developed some experience with, and understanding of, the PaCT. 
Question 3: How can Content-Based Evidence for Validity be Extracted From a Decision 
Framework? 
The final question looks at validity from another angle. It asks how content-based evidence 
from a decision framework, such as one of the PaCT frameworks, can be extracted to support 
claims about achievement on the construct the framework had been designed to assess. 
In testing, one of the potential sources of validity evidence for an intended use or 
interpretation is the content of the test. According to the Standards for Educational and 
Psychological Testing (American Educational Research Association, 2014), “Test content refers 
to the themes wording and format of the items, tasks or questions on a test” (p. 14). Test 
content becomes useful as a source of validity evidence when it can be directly related to the 
interpretations or actions that a test user wants to make based on the test scores. 
Kane (2013) noted that analyses based on content “is useful in evaluating the relationship 
between the sample of performance in the test and a larger performance domain that is of 
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interest” (p. 5). Citing Guion (1977), Kane argued that performance on a sample of tasks from a 
domain can be taken as a legitimate estimate of performance on the whole domain if three 
conditions are met: “(1) the observed performances can be considered a representative sample 
from the domain, (2) the performances are evaluated appropriately and fairly, and (3) the 
sample is large enough to control sampling error” (Kane, 2013, p. 5). 
A central concern of the PaCT is the progress that students are making against the aims and 
objectives of the New Zealand Curriculum (Ministry of Education, 2007). High scores on a PaCT 
scale are meant to represent high levels of achievement in terms of the learning outcomes 
described by the New Zealand Curriculum at levels 1 to 5. In terms of the PaCT, exploring 
content-oriented evidence of validation means considering how well the content of the PaCT 
corresponds to the intent of the curriculum. 
The PaCT however, is not a traditional test. Rather than items, tasks and questions, the content 
of the PaCT is the illustrated progressions that form the frameworks used to structure teacher 
judgments. The progressions are made up of sets of illustrations that are intended to work 
together to exemplify the kinds of capabilities students possess when achieving at different 
levels. Using the content of the PaCT as a form of validation evidence requires a methodology 
for describing the combined content of the illustrations in each set and relating this to scores 
on the PaCT scale. 
The final study addresses Question 3 by exploring the development of a methodology for the 
systematic analysis and description of the illustrated progressions that form the decision 
frameworks that underpin the PaCT. The methodology takes advantage of the Rasch modelling 
that has been used to construct the measurement scales associated with each of the PaCT 
frameworks. The Rasch modelling established a probabilistic relationship between the sets of 
illustrations that make up the progressions and score locations on the PaCT measurement scale. 
This relationship provides the potential for rich descriptions of the illustrations to be associated 
with specific scoring locations on the scales. By carefully weaving these descriptions across the 
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different aspects of each framework, it becomes possible to provide a rich description of the 
PaCT scales and make the underlying constructs evident. 
The Remainder of This Thesis 
The next three chapters in this thesis are used to describe each of the studies in turn. Each of 
these chapters follows a similar structure, outlining the methodology used and providing details 
of the results. The final chapter completes the thesis by discussing the findings in terms of their 




CHAPTER 3. MULTILEVEL ANALYSIS OF PACT DATA 
This chapter is used to describe the first of the three studies reported on in this thesis—the 
multilevel analysis of PaCT data. The chapter is divided into four sections. Section 1 outlines the 
questions that guided the study. Section 2 describes the data and methodology that was used. 
The third section reports on the findings. The final section discusses the implications of the 
findings from the study and the study’s limitations. 
The Guiding Questions 
Study 1 was designed to provide insights into the first question underpinning this thesis: Do 
decision frameworks enhance the validity of teachers’ summative judgments? As described in 
Chapter 2, and based on the discussion of validity and validation by Newton and Shaw (2014), 
the validity focus here is on the technical quality of the measures that teachers generate with 
the support of a framework. To explore this question, the study compared measures generated 
by teachers using the PaCT frameworks for mathematics, reading, and writing with measures 
for the same students generated using standardised tests. 
Two sub-questions guided the study. 
1. Is there a strong linear relationship between the PaCT frameworks and other relevant 
measures? 
2. Is there evidence that the measures constructed using the PaCT frameworks have been 
affected by factors that are not intended to be relevant to the underlying constructs 
(that is, bias)? 
It was assumed that a positive answer to the first question and a negative answer to the second 
would provide some evidence that decision frameworks do enhance the validity of teachers’ 
summative judgments. It is reasonable to assume that a validity claim for the use of a 
framework will be stronger when the measures generated using the framework correlate well 
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with measures made using an alternative assessment approach, such as a standardised test. 
Similarly, measures constructed with the support of a framework are more likely to be suitable 
for a range of purposes if they do not exhibit bias. 
Data and Methods 
Data 
The data used in the analyses were collected during a series of development trials for the PaCT 
undertaken by the New Zealand Council of Educational Research (NZCER). The data for 
mathematics were collected in November 2013, while the data for reading and writing were 
collected in two stages during trials in June and September the following year. All stages of data 
collection involved broadly representative samples of New Zealand English-medium, state and 
state-integrated schools with students in year levels 1 to 8. 
Table 3.1 shows the numbers of schools, teachers, and students who took part in each of the 
trials. There was some overlap in participation. In total, 152 schools were involved. Of these, 92 
were involved in reading and writing, 47 in reading and mathematics, and 46 in mathematics 
and writing. Forty-two schools participated in all three trials. 
Table 3.1 
Number of Schools, Teachers and Students Involved in Each of the Final Development Trials for 
the Progress and Consistency Tool 
Area of learning Schools (n) Teachers (n) Students (n) 
Reading 109 173 1772 
Writing 101 175 1853 




In each trial, the teachers made their judgments using an early (pre-release) version of the 
online PaCT platform. To assist them in using the platform, teachers were provided with written 
and videoed instructions. The online platform recorded the teachers’ judgments for each aspect 
of the appropriate PaCT framework. However, it did not report a final score to the teacher or 
provide any information about how their PaCT judgments might relate to the National 
Standards or curriculum levels. 
The teachers involved in the trials were asked to make PaCT judgments for at least 10 students 
randomly selected from their class. Instructions were provided on how to select the students in 
a random manner. 
The teachers of students in Years 4 to 8 were also asked to administer a standardised test to 
the students for whom they had made judgments. Table 3.2 shows the tests administered and 
the total number of students who completed each test. The tests were all developed and 
normed in New Zealand and were tests commonly used by schools. Some teachers may have 
used one or more of the tests independently of the PaCT trials at other times in the year. 
Two different tests were used to assess mathematics (PAT:Mathematics and e-
asTTle:Mathematics), two to assess reading (PAT:Reading Comprehension and e-
asTTle:Reading), and one to assess writing (e-asTTle:Writing). Teachers were provided with the 
test materials and the students’ scripts were sent back to the NZCER project team for marking. 
Scoring of students’ responses to the writing test was undertaken by trained markers and 
included moderation processes, such as double-marking and regular shared marking activities. 





Table 3.2  
Tests Used, and the Number of Students Administered Each Test, by PaCT Framework 
PaCT framework Test name n 
Mathematics PAT:Mathematics 516 
 e-asTTle:Mathematics 557 
Reading PAT:Reading 392 
 e-asTTle:Reading 607 
Writing e-asTTle:Writing 1108 
 
A third source of data involved an online survey for teachers. This was used to collect a range of 
demographic data about the teachers and to ask about their reactions to using the PaCT. 
Response rates for the online survey ranged from 78% for writing to 72% for reading. To 
minimise the impact of missing data in the analysis, the data from the teacher survey was only 
employed in the analysis for writing, which involved only one test type and therefore a larger 
data set. Two rounds of analyses were carried out for writing. One involved the data for all 
students who had been administered a writing test and one involved a smaller data set that 
incorporated information from the teacher survey.  
In what follows, the starting point for each analysis is the PaCT score for the respective 
framework (reading, writing, or mathematics). The PaCT generates this score by transforming 
the sum of the raw judgment scores on each aspect of the decision framework to a location on 
a Rasch measurement scale. For the trial data, each scale location was recorded using logits—
the unit of measurement generated by the underlying Rasch model. For the purposes of the 
analyses, logit scores were converted into z-scores based on the mean and standard deviation 
of the students involved in each analysis. 
A range of explanatory variables were explored in the analyses. These can be broadly 
associated with two levels. The first of these is the student level and includes variables such as 
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year level, gender, and ethnic group. The second level refers to characteristics associated with 
the class groups the students were in, including characteristics associated with the teacher 
responsible for making the judgments. Examples of variables at this level include the number of 
years of teaching completed by the teacher and the decile grouping of the school. 
The dependent variable in each analysis was the difference score which was calculated by 
subtracting the standardised test score from the PaCT score for each student. As was done for 
the PaCT score, the scores for each standardised test were first converted to a z-score based on 
the mean and standard deviation of all the students assessed using that test. 
The use of z-scores is helpful when comparing the PaCT and standardised test scores, and when 
interpreting the output generated by regression models. For instance, when an explanatory 
variable increases by one unit, the associated effect on the outcome variable is measured in z-
score units. When interpreting the z-scores it is important to remember that the standard 
deviation used to calculate them is based on the variation recorded for students across all the 
year levels assessed (Year 4 to Year 8). The variation recorded across all year levels is slightly 
greater than the variation recorded for students in any single year level (on average, about 1.2 
times as great). This means, for instance, that when an effect is reported as being 1 z-score unit, 
it would have been about 1.2 z-score units if the analysis had used z-scores based on the 
standard deviation for a single year level. 
Table 3.3 lists each of the explanatory variables used in the analysis and describes the response 





Contextual Variables, Response Categories, and Codes 
Variable Response category and code 
Student-level  
Gender  Female = “F” 
Male = “M” 
Ethnic group 
 The schools involved in the trials provided up 
to three, non-prioritised ethnic group 
designations for each student. These were 
converted into five dichotomous variables with 
each one representing membership in a 
particular ethnic group. Students could be 
coded as “1” for up to three of these variables. 
 
NZ European/Pākehā = “1” 
Non-NZ European/ Pākehā= “0” 
 
Māori = “1” 
Non-Māori = “0” 
 
Pacific= “1” 
Non-Pacific = “0” 
 
Asian = “1” 
Non-Asian = “0” 
 
Other = “1” 
Non-other = “0” 
Year level 
 Students were identified according to their 
year level of instruction within the school. The 
year level of students could vary within a class. 
 
Coded as 4, 5, 6, 7 and 8 with 4 used as the 
reference value. 
 
Class/school-level   
School code School identification code 
School decile group 
 Decile is a ten-level socio-economic indicator 
assigned to schools based on census-derived 
socio-economic factors. The schools’ decile 
codes were reduced to three codes to 
represent low, mid, and high decile schools. 
 
Deciles 1 to 2 = “low” 
Deciles 3 to 8 = “mid” 
Deciles 9 to 10 = “high” 
School type 
 A contributing school caters for Years 1 to 6 of 
schooling. A full primary school caters for 
Years 1 to 8 of schooling. Secondary schools 
cater for Year 7 to Year 15 of schooling. An 
intermediate school caters for Years 7 and 8 of 
schooling. School types coded to “Other” 
included composite schools, which combine 
students from year levels typically separated 
into primary or secondary schools. For 
instance, a restricted composite caters for 
Years 7 to 10. 
 
Coded as: contributing, full primary, intermediate, 
secondary, and other.  
 
Relative standardised test achievement in class 
 
The average z-score on the respective standardised 
test for the students in the class group. The variable 
was scaled to have a standard deviation of one and 
mean of zero for each year level. 
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Variable Response category and code 
Spread of standardised test scores in class 
 A measure of the homogeneity of test scores 
in the class 
The standard deviation of z-scores on the respective 
standardised test for students in the class group. 
The variable was scaled to have a standard 
deviation of one and mean of zero for each year 
level. 
Mixed class 
 A dichotomous variable indicating whether the 
class included students from multiple year 
levels. 
Class contains one year-level only = “0” 
Class contains students from more than one year-
level = “1” 
Relative proportion of Māori students in class A continuous variable with mean=0 and a standard 
deviation of 1. 
Additional explanatory variables from the teacher survey used only in the analysis for writing 
Teacher gender 
 The gender of the teacher making the 
judgments for the class. 
 
Female = “F” 
Male = “M” 
Years of teaching completed 






10 years or more 
Confidence in judgments  
Originally recorded on a four-point scale: Very 
unconfident, Unconfident, Confident, Very confident. 
The scale was dichotomised to confident and 
unconfident due to the small number of teachers 
who used the extreme categories. 
 
Data Cleaning and the Treatment of Outliers 
All data were inspected to ensure that the appropriate codes and data ranges had been 
adhered to. Special attention was paid to the achievement data. This involved examining the 
measures to try to identify cases where the result recorded might be a poor reflection of the 
student’s level of achievement. For instance, some test results may have involved a scoring 
error or reflected poor student motivation or an interrupted test session. Similarly, an aspect 
judgment may have been entered incorrectly when a teacher was completing a PaCT judgment. 
One approach taken to identify questionable achievement data involved calculating a ninety-
five percent confidence interval for the difference between each PaCT z-score and its 
corresponding standardised test z-score. The measurement error for the difference score was 
calculated using the formula below. The standard errors of measurement associated with each 
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of the component scores (SEM1 and SEM2) were based on the correlation between the two sets 
of scores. 
𝑆𝐸𝑀(𝐷𝑖𝑓𝑓) = √(𝑆𝐸𝑀1)2 +  (𝑆𝐸𝑀2)2 
Cases were deleted from the analyses when the ninety-five percent confidence intervals for the 
difference between the two measures did not include zero. 
Careful consideration was also given to identifying outliers in the achievement scores. Outliers 
can unduly influence regression results. To mitigate against the effects of outliers, boxplots 
were used to plot the score distributions on each achievement measure and any data points 
designated as outliers by the boxplots were deleted. 
Table 3.4 shows the total proportion of cases that were deleted because of the approach to 
data cleaning and treatment of outliers. 
Table 3.4  
Deletion of Cases by Analysis 
Analysis Proportion of cases deleted 
% 
PaCT vs PAT:Mathematics 6.2 
PaCT vs e-asttle:Mathematics 7.7 
PaCT vs PAT:Reading 6.4 
PaCT vs e-asttle:Reading 6.1 
PaCT vs e-asttle:Writing 6.0 
 
Method 
The analyses made use of a multilevel approach to linear regression. Multilevel models are 
sometimes referred to as hierarchical linear models, mixed-effects models, random-effects 
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models, random estimate models, and variance component models (Hox, 2010). As a family of 
models, they allow users to explore variation between groups as well as how group 
characteristics correspond to the outcomes for individuals. 
Multilevel models account for structures in data such as hierarchies or clustering that can 
introduce dependencies between data points. Ordinary linear regression assumes that 
observations are independent of one another. However, the way the data is structured can 
make that assumption problematic. For instance, when students are clustered in classes, which 
in turn are clustered in schools, students from the same class and school will, in general, be 
more alike than students from different classes or schools. When unobserved dependencies 
between levels are not considered, the standard errors associated with estimates of the model 
parameters will usually be underestimated. 
Models involving two-levels were used in the analyses. The lower level, Level 1, represented 
the students in the study and Level 2 the class groups that the students were associated with. 
Although each class group was linked to a teacher, it is not appropriate to describe the second 
level as the “teacher level”. Many factors, apart from the teachers themselves, could be 
responsible for any variance observed across the class groups. For instance, teachers work in 
school environments with different policies and shared beliefs. These can affect their 
perspectives, understandings, and practices. A decision was made not to include a third level in 
the modelling to differentiate schools and class groups. This was because, in most cases, only 
one or two classes had been used to represent each school. 
The multilevel models used in the analyses allowed the intercepts associated with the different 
class groups to vary but not the slopes. The relatively low number of students representing 
each class (generally 10 or less) meant that slope estimates across groups would be unreliable. 
The multilevel models were run using the “lme4” package (Bates et al., 2015) which is part of 
the R software environment for statistical computing and graphics (R Core Team, 2020). 
82 
 
In each area of learning the same approach was taken to the multilevel modelling process. The 
approach involved five steps. 
Step 1: Difference Scores 
As a first step, a set of difference scores was calculated by subtracting the standardised test z-
score for each student from their corresponding PaCT z-score. The difference scores then 
became the dependent variable in the next four steps involving multilevel models. 
Step 2: The Null Model 
In the second step, a null model with no explanatory variables was constructed. The null model 
allowed the intraclass correlation, sometimes called the variance partition estimate, to be 
estimated. The intraclass correlation indicated the proportion of the total unexplained variance 
in the model that could be associated with differences between class groups. It also provided a 
benchmark that could be used to evaluate improvements in model fit as subsequent models 
were constructed. This evaluation was carried out by using a likelihood ratio test (Snijders & 
Bosker, 1999).  
The general equation for the null model is as follows. Here, 𝛽0 represents the overall mean 
difference score. The 𝑢0𝑗 term, represents the effect associated with class group j and 𝑒𝑖𝑗 
represents the error associated with student i in class group j. The class group effects are 
assumed to follow a normal distribution with mean zero and variance, σ𝑢0
2 . 
𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖𝑗 = 𝛽0 + 𝑢0𝑗 + 𝑒𝑖𝑗 
The ability of the null model to explain variance at the class group level that was statistically 
significant was also tested by using a likelihood ratio test. This test compared the null model 
with an even simpler, single-level model based on ordinary linear regression. The equation for 
the single-level model is given below. 
𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖 = 𝛽0 + 𝑒𝑖 
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Step 3: The Student Model 
A model based on student level variables was constructed as a third step. This involved 
exploring the effect of adding explanatory variables (fixed effects) at the student level, one at a 
time using a stepped approach. A core set of variables was added and retained in each student 
model regardless of whether the associated coefficients were statistically significant. These 
variables were year level, gender, Māori, Pacific, and Asian.  
Step 4: Class Group Model 
A class group model based on variables representing class, school, and teacher characteristics 
was developed in a similar fashion to the student model. Again, a core set of variables was 
retained in each model regardless of whether the associated coefficients were statistically 
significant. The core variables were school type and school decile group. Other class/school-
level variables, such as the relative standardised test achievement in the class, were added and 
retained if the associated regression coefficients were statistically significant at the 0.05 level.  
Step 5: The Full Model 
The student and teacher models were combined into a final model. 
Results 
The results for each of the five analyses are presented below. The analyses are grouped 
according to PaCT framework, starting with mathematics, and followed by reading, and writing. 
Each set of results is presented in a similar manner.  
Mathematics 
Descriptive Statistics 
Table 3.5 shows the demographic characteristics of the groups of students involved in the trial 
of the PaCT:Mathematics framework who were administered PAT:Mathematics and e-asTTle 




Demographic Characteristics for PAT:Mathematics and e-asTTle:Mathematics 
Variable 
PAT:Mathematics 
(n = 484) (%) 
e-asTTle:Mathematics 
(n = 514) (%) 
Gender   
 Female 244 (50) 268 (52) 
 Male 240 (50) 246 (48) 
Ethnic group a   
 NZ European 336 (69) 339 (66) 
 NZ Māori 89 (18) 112 (22) 
 Pacific 34 (7) 59 (11) 
 Asian 51 (11) 56 (11) 
 Other 6 (1) 7 (1) 
Decile   
 Low 141 (29) 118 (23) 
 Medium 184 (38) 170 (33) 
 High 159 (33) 226 (44) 
School type   
 Full primary 141 (29) 166 (32) 
 Contributing 193 (40) 204 (40) 
 Secondary/Intermediate 137 (28) 136 (26) 
 Other 13 (3) 8 (2) 
Year   
 4 108 (22) 114 (22) 
 5 89 (18) 94 (18) 
 6 88 (18) 96 (19) 
 7 107 (22) 103 (20) 
 8 92 (19) 107 (21) 
 
a Students could be recorded in more than one ethnic group. 
For the two tests, the pattern of mathematics achievement, as measured by the test, was 
similar to the pattern as measured by the PaCT (Tables 3.6 and 3.7, and Figure 3.1). One 
exception to this was the difference in achievement registered at Years 6 and 7 between 
PAT:Mathematics and the PaCT. As can be seen in Figure 3.1, the overall trajectory for 
PAT:Mathematics climbs steadily upwards as the year level increases, while the trajectory for 





Mean and Standard Deviation Scores for PaCT and PAT:Mathematics 
Year level n PaCT PAT:Mathematics 
  M SD M SD 
4 108 -0.87 0.74 -0.83 0.77 
5 89 -0.3 0.75 -0.36 0.69 
6 88 0.33 0.78 0.10 0.75 
7 107 0.13 0.81 0.37 0.72 
8 92 0.84 0.97 0.78 0.90 
 
Table 3.7 
Mean and Standard Deviation Scores for PaCT and e-asTTle:Mathematics 
Year level n PaCT e-asTTle:Mathematics 
  M SD M SD 
4 114 -0.83 0.81 -0.83 0.73 
5 94 -0.46 0.75 -0.42 0.79 
6 96 0.12 0.72 0.24 0.74 
7 103 0.32 0.77 0.46 0.67 





Achievement Distributions for PAT:Mathematics and e-asTTle:Mathematics Compared With 






Based on all test scores collected during the trial, the correlation between the 
PAT:Mathematics and PaCT:Mathematics scores was 0.76. The corresponding correlation 
between scores on e-asTTle:Mathematics and the PaCT was 0.75. For class groups with 10 or 
more students who were administered PAT:Mathematics, the correlations ranged from 0.20 to 
0.96 with a mean of 0.71. For e-asTTle:Mathematics, they ranged from 0.21 to 0.97 with a 
mean of 0.78. 
Figure 3.2 uses scatterplots to show the relationship between the scores on the two 
standardised tests and the PaCT scores. In each plot, the year level of the student is used as the 




Figure 3.2  




A summary of the null models for PAT:Mathematics and e-asTTle:Mathematics is shown in 
Table 3.8. The interclass correlation (ICC), which indicates the proportion of the total variance 
in the model associated with Level 2 (the class groups), was similar for both models (0.40 and 
0.36). A likelihood ratio test indicated that in both cases the amount of variance associated with 





The Null Models for PAT:Mathematics and e-asTTle:Mathematics 
Parameter PAT:Mathematics  e-asTTle:Mathematics 
 
Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects          
 Intercept -0.02 0.06 -0.26 0.792  -0.03 0.05 -0.59 0.557 
Random effects          
 σ2 0.24  0.23 
 τ00 0.16  0.13 
 ICC 0.40  0.36 
Model summary          
 Deviance (-2× 
loglikelihood) 
785.744  806.205 
 
Figure 3.3 uses “caterpillar plots” to show the random effects associated with the class groups 
(the variable represented at the second level of the model). In each case, the random effects 
represent the differences between the modelled intercept for each class group and the overall 
intercept for the model based on all students. The dots in each plot are used to show the 
estimated sizes of the effects. The lines surrounding each dot represent a ninety-five percent 
confidence interval. When the effect associated with a class group is statistically significant it is 
plotted using a bold dot. As can be seen, for both tests, about a half of the class groups were 
associated with a statistically significant effect. The plots indicate that for the class groups 
associated with the largest random effects, the mean difference scores for students in those 










Student, Class, and Full Models 
Tables 3.9 and 3.10 show the student, class and full random intercept models constructed for 
PAT:Mathematics and e-asTTle:Mathematics, respectively. Compared with the null model, the 
full model for PAT:Mathematics explained 4% of the variance at the student level and 31% of 
the variance at the class group level. For the e-asTTle:Mathematics model, the corresponding 
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figures were 4% and 8%. For both tests, comparison with the null model showed that the 
additional amount of variance explained by the full model was statistically significant. 
There were several statistically significant effects associated with the models. For reference, a 
positive effect (Estimate) indicates that, when all other variables were kept constant, a higher 
score on the variable under consideration tended to be associated with higher scores on the 
PaCT. The opposite is true when the Estimate is negative. 
Both models showed positive statistically significant effects associated with year level (relative 
to Year 4). These were associated with Year 6 for PAT:Mathematics and for Year 8 for e-
asTTle:Mathematics.  
For the PAT:Mathematics model, there were also positive statistically significant effects 
associated with mid and high decile schools (compared with low decile schools), and a 
statistically significant negative effect associated with the relative level of achievement in the 
class group (Average PAT Maths z-score). 
There was a statistically significant effect associated with gender in each analysis. For 
PAT:Mathematics, a negative statistically significant effect was associated with male students. 






Student, Class, and Full Random Intercept Models for PAT:Mathematics 
Parameter Student model  Class model  Full model 
 Estimate SE t ratio p  Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects               
 Intercept -0.04 0.10 -0.42 0.675  -0.16 0.14 -1.17 0.241  -0.31 0.16 -1.96 0.050 
 Student variables                
  Year level (ref=Year 4)               
   Year 5 0.12 0.12 1.06 0.288       0.13 0.11 1.21 0.224 
   Year 6 0.25 0.13 1.96 0.050       0.27 0.12 2.28 0.023 
   Year 7 -0.12 0.14 -0.83 0.405       0.10 0.19 0.53 0.597 
   Year 8 0.09 0.14 0.63 0.526       0.30 0.19 1.61 0.108 
  Gender (ref=Female) -0.10 0.05 -2.20 0.028       -0.10 0.05 -2.16 0.031 
  Māori -0.03 0.07 -0.41 0.684       -0.03 0.07 -0.46 0.646 
  Pacific 0.16 0.11 1.46 0.145       0.19 0.11 1.75 0.081 
  Asian 0.13 0.08 1.53 0.126       0.14 0.08 1.66 0.097 
 Class/teacher variables                
  School decile band (ref= 
Low (deciles 1 to 3)) 
              
   Mid      0.23 0.14 1.60 0.110  0.29 0.13 2.14 0.032 
   High      0.35 0.16 2.27 0.023  0.40 0.14 2.77 0.006 
  School Type (ref=Full 
primary) 
              
   Contributing      0.03 0.13 0.21 0.833  0.05 0.14 0.33 0.742 
   Int/Secondary (Yr 7-
15) 
     -0.21 0.14 -1.45 0.148  -0.25 0.17 -1.51 0.132 
   Other      -0.37 0.33 -1.15 0.252  -0.34 0.30 -1.11 0.268 
 Average PAT:Math z-score      -0.20 0.06 -3.39 0.001  -0.22 0.06 -3.92 <0.001 
Random effects               
 σ2 0.23  0.24  0.23 
 τ00 0.15  0.13  0.11 
Model summary               




Student, Class, and Full Random Intercept Models for e-asTTle:Mathematics 
Parameter Student model  Class model  Full model 
 Estimate SE t ratio p  Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects               
 Intercept -0.16 0.09 -1.73 0.084  0.10 0.12 0.82 0.414  -0.11 0.15 -0.71 0.480 
 Student variables                
  Year level (ref=Year 4)               
   Year 5 0.16 0.10 1.52 0.129       0.16 0.10 1.56 0.119 
   Year.6 -0.04 0.11 -0.37 0.712       -0.03 0.11 -0.26 0.792 
   Year 7 -0.04 0.13 -0.29 0.769       0.13 0.17 0.77 0.442 
   Year 8 0.26 0.12 2.06 0.039       0.42 0.17 2.55 0.011 
  Gender (ref=Female) 0.09 0.04 2.11 0.035       0.09 0.04 2.12 0.034 
  Māori 0.07 0.06 1.20 0.230       0.07 0.06 1.11 0.268 
  Pacific 0.04 0.09 0.47 0.639       0.01 0.09 0.11 0.914 
  Asian 0.00 0.08 0.03 0.977       -0.01 0.08 -0.07 0.941 
 Class/teacher variables                
  School decile band (ref= 
Low (deciles 1 to 3)) 
              
   Mid      -0.17 0.14 -1.18 0.237  -0.18 0.14 -1.33 0.184 
   High      -0.17 0.14 -1.24 0.215  -0.13 0.13 -0.94 0.345 
  School Type (ref=Full 
primary) 
              
   Contributing      0.02 0.13 0.14 0.885  0.11 0.13 0.89 0.376 
   Int/Secondary (Y 7-15)      -0.00 0.14 -0.00 0.997  -0.15 0.16 -0.98 0.327 
   Other      -0.39 0.42 -0.91 0.361  -0.49 0.40 -1.20 0.230 
Random effects               
 σ2 0.22  0.23  0.22 
 τ00 0.13  0.14  0.12 
Model summary               





Table 3.11 shows the number of students who were administered PAT:Reading and e-
asTTle:Reading tests. As can be seen, a greater number of students were administered a 
PAT:Reading test than an e-asTTle:Reading test. 
Descriptive Statistics 
Table 3.11 
Demographic Characteristics for PAT:Reading and e-asTTle:Reading 
Variable 
PAT:Reading 
(n = 568) (%) 
e-asTTle:Reading  
(n = 368) (%) 
Gender   
 Female 303 (53) 185 (50) 
 Male 265 (47) 183 (50) 
Ethnic group a   
 NZ European 421 (74) 225 (61) 
 NZ Māori 131 (23) 103 (28) 
 Pacific 26 (5) 37 (10) 
 Asian 44 (8) 48 (13) 
 Other 15 (3) 9 (2) 
Decile   
 Low 117 (21) 116 (32) 
 Medium 254 (45) 92 (25) 
 High 197 (35) 160 (43) 
School type   
 Full primary 218 (38) 155 (42) 
 Contributing 205 (26) 91 (25) 
 Secondary/Intermediate 125 (22) 86 (23) 
 Other 20 (18) 36 (10) 
Year   
 4 134 (24) 52 (14) 
 5 101 (18) 86 (23) 
 6 105 (18) 81 (22) 
 7 125 (22) 74 (20) 
 8 103 (18) 75 (20) 
 
a Students could be recorded in more than one ethnic group. 
The means and standard deviation scores for each reading measure are shown in Tables 
3.12 and 3.13. The achievement distributions for each reading measure are shown in Figure 





Mean and Standard Deviation Scores for the PaCT and PAT:Reading 
Year level n PaCT PAT:Reading 
  M SD M SD 
4 134 -0.73 0.68 -1.01 0.68 
5 101 -0.42 0.76 -0.46 0.71 
6 105 0.30 0.85 0.26 0.78 
7 125 0.24 0.97 0.48 0.67 
8 103 0.75 0.96 0.92 0.74 
 
Table 3.13 
Mean and Standard Deviation Scores for the PaCT and e-asTTle:Reading 
Year level n PaCT e-asTTle:Reading 
  M SD M SD 
4 52 -0.98 0.95 -1.00 0.81 
5 86 -0.35 0.78 -0.59 0.77 
6 81 0.23 0.68 0.26 0.70 
7 74 0.19 1.01 0.47 0.82 













Using all data, the correlation between scores on the reading tests and the PaCT was 0.70 
for PAT:Reading and 0.71 for e-asTTle:Reading. For class groups with at least 10 students 
who were administered PAT:Reading, the correlations ranged from -0.41 to 0.98 
(mean=0.72) and for class groups who were administered e-asTTle:Reading, from -0.05 to 
0.94 (mean=0.67)9. 
Figure 3.5 
Scatterplots for PAT:Reading and e-asTTle:Reading with PaCT, with Lines of Equality 
 
 
9 Correlations based on samples as small as 10 students will vary, meaning the range of correlations can be 
misleading when considering how well the teachers’ scores lined up with the test scores. For PAT:Reading for 
example, although the range of correlations extended from -0.41 to 0.98, 99% of the teachers recorded 




Both of the null models for reading (Table 3.14) showed that statistically significant variation 
could be associated with the class groups (46% of the total variation for the PAT:Reading 
model and 37% for the e-asTTle:Reading model). The size of the effects associated with the 
different class groups can be seen in the caterpillar graphs shown in Figure 3.6. In each plot, 
about a third of the class groups are associated with a statistically significant effect. 
Table 3.14 
Null Models for PAT:Reading and e-asTTle:Reading 
Parameter PAT:Reading  e-asTTle:Reading 
 Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects          
 Intercept 0.02 0.06 0.35 0.723  0.01 0.07 0.11 0.912 
Random effects          
 σ2 0.25  0.30 
 τ00 0.22  0.17 
ICC 0.46  0.37 
Model summary          
 Deviance (-
2×loglikelihood) 






Random Effect Ranges by Class Group for PAT:Reading and e-Asttle:Reading 
 
Student, Class, and Full Models 
Tables 3.15 and 3.16 show the student, class, and full models constructed for PAT:Reading 
and e-asTTle:Reading, respectively. Compared with the null model, the full model for 
PAT:Reading explained 0% of the variation at the student level and 22% at the class group 
level. The corresponding amounts for the full e-asTTle:Reading model were 3% at the 
student level and 41% at the class group level. In both cases, the amount of variance 
explained at the class group level was statistically significant. 
Unlike the models constructed for mathematics, the full model for e-asTTle:Reading 
indicated there was no statistically significant effect associated with year level. However, 
this did not hold across both models. The full model for PAT:Reading showed that a positive 
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statistically significant effect could be associated with students in Years 6, 7 and 8 relative to 
those in Year 4.  
The full model for e-asTTle:Reading indicated that there was a positive statistically 
significant effect associated with the relative standard deviation of the e-asTTle:Reading 
scores for each class group. This means that when all other variables were held constant, 
teachers with class groups that showed more variation in terms of their standardised test 
scores tended to award higher PaCT scores than those with classes that achieved more 





Student Model, Class Model, and Full Model for PAT:Reading 
Parameter Student model  Class model  Full model 
 Estimate SE t ratio p  Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects               
 Intercept 0.26 0.09 2.76 0.006  0.21 0.15 1.41 0.159  0.37 0.15 2.44 0.015 
 Student variables                
  Year level (ref=Year 4)               
   Year 5 -0.17 0.10 -1.70 0.088       -0.15 0.10 -1.54 0.124 
   Year 6 -0.27 0.12 -2.37 0.018       -0.25 0.11 -2.18 0.029 
   Year 7 -0.38 0.12 -3.21 0.001       -0.30 0.14 -2.24 0.025 
   Year 8 -0.41 0.12 -3.32 0.001       -0.33 0.14 -2.32 0.020 
  Gender (ref=Female) -0.01 0.05 -0.17 0.865       -0.01 0.04 -0.28 0.776 
  Māori 0.05 0.06 0.81 0.417       0.04 0.06 0.75 0.454 
  Pacific -0.16 0.11 -1.43 0.152       -0.16 0.11 -1.45 0.148 
  Asian -0.10 0.09 -1.06 0.289       -0.09 0.09 -1.00 0.316 
 Class/teacher variables                
  School decile band 
 (ref=Low (deciles 1 to 3) 
              
   Mid      -0.18 0.16 -1.16 0.248  -0.15 0.14 -1.02 0.306 
   High      -0.07 0.16 -0.45 0.656  -0.04 0.15 -0.29 0.775 
  School Type (ref=Full 
 primary) 
              
   Contributing      0.00 0.14 0.02 0.986  -0.06 0.13 -0.43 0.668 
   Int/Secondary (Year 7-
15) 
     -0.41 0.16 -2.53 0.012  -0.27 0.16 -1.72 0.086 
   Other      0.09 0.35 0.24 0.808  0.02 0.32 0.06 0.955 
Random effects               
 σ2 0.26  0.25  0.25 
 τ00 0.18  0.21  0.16 
Model summary               





Student Model, Class Model, and Full Model for e-Asttle:Reading 
Parameter Student model  Class model  Full model 
 Estimate SE t ratio p  Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects               
 Intercept 0.01 0.15 0.06 0.954  0.17 0.14 1.22 0.223  0.04 0.18 0.24 0.812 
 Student variables                
  Year level (ref=Year 4)               
   Year 5 0.12 0.17 0.74 0.457       0.18 0.15 1.22 0.223 
   Year 6 -0.04 0.18 -0.25 0.803       0.03 0.16 0.16 0.872 
   Year 7 -0.36 0.19 -1.91 0.056       -0.17 0.20 -0.84 0.400 
   Year 8 -0.08 0.19 -0.41 0.679       0.11 0.21 0.51 0.609 
  Gender [ref=Female] 0.12 0.06 2.10 0.036       0.13 0.06 2.16 0.031 
  Māori 0.01 0.08 0.18 0.855       0.01 0.08 0.10 0.921 
  Pacific -0.06 0.12 -0.46 0.644       -0.07 0.12 -0.61 0.539 
  Asian -0.00 0.10 -0.02 0.981       -0.00 0.10 -0.02 0.987 
Class/teacher variables                
  School decile band 
 (ref=Low (deciles 1 to 3) 
              
   Mid      -0.21 0.18 -1.16 0.245  -0.20 0.16 -1.26 0.207 
   High      -0.22 0.18 -1.21 0.227  -0.25 0.17 -1.48 0.139 
  School Type (ref=Full 
primary) 
              
   Contributing      0.25 0.19 1.30 0.194  0.26 0.17 1.52 0.130 
   Secondary (Year 7-15)      -0.24 0.18 -1.31 0.190  -0.13 0.21 -0.62 0.538 
   Other      -0.09 0.26 -0.34 0.731  -0.00 0.23 -0.01 0.996 
  St. dev e-asTTle z-score      0.17 0.07 2.40 0.016  0.17 0.06 2.79 0.005 
Random effects               
 σ2 0.30  0.30  0.29 
 τ00 0.16  0.14  0.10 
Model summary               




Table 3.17 shows the number of students who were administered an e-asTTle:Writing test. 
As noted earlier, unlike for mathematics and reading, only one type of standardised test was 
administered to students involved in the PaCT:Writing trial (e-asTTle:Writing). 
Descriptive Statistics 
Table 3.17 
Demographic Characteristics for e-asTTle:Writing 
Variable e-asTTle:Writing (n = 1041) (%) 
Gender  
 Female 527 (51) 
 Male 514 (49) 
Ethnic group a  
 
a Students could be recorded in more than one ethnic group. 
The means and standard deviation scores for the two writing measures are shown in Tables 
3.18 and 3.19. Figure 3.7 shows the achievement distributions using boxplots. In general, 
the overall pattern of achievement looks similar across the measures. 
  
 NZ European 680 (65) 
 NZ Māori 245 (24) 
 Pacific 118 (11) 
 Asian 103 (10) 
 Other 19 (2) 
Decile  
 Low 269 (26) 
 Medium 378 (36) 
 High 394 (38) 
School type  
 Full primary 388 (37) 
 Contributing 321 (31) 
 Secondary/Intermediate 247 (24) 
 Other 85 (8) 
Year  
 4 256 (25) 
 5 178 (17) 
 6 208 (20) 
 7 191 (18) 




Mean and Standard Deviation Scores for PaCT and e-asTTle:Writing 
Year level n PaCT e-asTTle:Writing 
  M SD M SD 
4 256 -0.71 0.85 -0.79 0.91 
5 178 -0.39 0.81 -0.32 0.84 
6 208 0.20 0.76 0.24 0.79 
7 191 0.37 0.91 0.38 0.87 
8 208 0.67 0.94 0.66 0.77 
 
Figure 3.7 





The overall correlation between scores on e-asTTle:Writing and PaCT:Writing based on all 
students involved in the trial was 0.67. This varied from 0.03 to 0.89 for classes with 10 or 
more students (mean=0.58). 
Figure 3.8 





The null model for writing (Table 3.19) indicated that 28% of the total variance could be 
associated with differences between the class groups. Comparing the null model with the 
simpler ordinary linear regression model showed that this was statistically significant 
(p<0.01). Figure 3.9 shows the range of effects associated with the intercepts for the class 
groups estimated by the null model. The pattern of effects is similar to the corresponding 
effect patterns from the analyses for mathematics and reading. 
Table 3.19 
Null Model for e-asTTle:Writing 
 Parameter  e-asTTle:Writing 
 
 Estimate SE t ratio p 
Fixed effects      
 Intercept  0.01 0.04 0.31 0.758 
Random effects      
 σ2  0.40 
 τ00  0.15 
ICC  0.28 
Model summary      






Random Effect Ranges by Class Group Based on the Null Model for e-asTTle:Writing 
 
Student, Class, and Full Model 
The student, class and full models for writing are summarised in Table 3.20. Compared to 
the null model, the full model did explain more of the variation (3% of the variance 
identified at the student level and 7% of the variance identified by the null model at the 
class group level). None of the estimated model coefficients were statistically significant. A 
second analysis for e-asTTle:Writing that included variables from the teacher survey did not 





Student Model, Class Model and Full Model for e-Asttle:Writing 
Parameter Student model  Class model  Full model 
 Estimate SE t ratio p  Estimate SE t ratio p  Estimate SE t ratio p 
Fixed effects               
 Intercept 0.07 0.08 0.97 0.331  0.08 0.10 0.83 0.407  0.16 0.12 1.36 0.173 
 Student variables                
  Year level (ref=Year 4)               
  Year 5 -0.16 0.08 -1.96 0.050       -0.16 0.08 -1.93 0.053 
  Year.6 -0.13 0.10 -1.39 0.163       -0.13 0.10 -1.38 0.168 
  Year 7 -0.13 0.10 -1.31 0.191       -0.14 0.12 -1.12 0.262 
  Year 8 -0.00 0.10 -0.00 1.000       -0.01 0.13 -0.04 0.965 
 Gender (ref=Female) 0.03 0.04 0.75 0.453       0.03 0.04 0.77 0.442 
 Māori 0.07 0.05 1.25 0.212       0.06 0.05 1.11 0.265 
 Pacific -0.13 0.08 -1.71 0.087       -0.14 0.08 -1.70 0.090 
 Asian 0.02 0.08 0.28 0.783       0.03 0.07 0.35 0.725 
Class/teacher variables                
 School decile band (ref=Low 
(deciles 1 to 3) 
              
  Mid      0.07 0.11 0.63 0.528  0.04 0.11 0.39 0.695 
  High      -0.08 0.11 -0.73 0.468  -0.10 0.11 -0.87 0.387 
 School Type (ref=Full primary)               
  Contributing      -0.15 0.10 -1.48 0.139  -0.14 0.10 -1.36 0.175 
  Int/Secondary (Year 7-15)      -0.08 0.11 -0.71 0.476  -0.10 0.13 -0.78 0.435 
  Other      0.01 0.17 0.04 0.970  -0.02 0.16 -0.12 0.903 
Random effects               
 σ2 0.39  0.40  0.39 
 τ00 0.16  0.16  0.14 
Model summary               




The first question underpinning this study was focussed on the strength of the relations 
between the measures generated using the PaCT frameworks and measures generated using a 
range of standardised tests. Graphical and correlational analyses suggested that, overall, the 
relations were strong, with the correlations ranging from 0.67 to 0.76. The magnitudes of these 
correlations are broadly in line with the magnitudes of the correlations reported by Südkamp et 
al. (2012). In their meta-analysis which compared teacher judgments with external measures, 
they reported an average correlation of 0.63. The correlations recorded in the study were also 
similar to those reported by Meissel et al. (2017) in their New Zealand study. Meissel et al.’s 
study compared teachers’ National Standards’ judgments with standardised tests scores in 
reading and writing. They reported correlations of 0.72 and 0.73 for reading and writing, 
respectively. In Meissel et al.’s study, teachers were not aided by a framework. However, they 
did have access to the test scores included in the analysis and were able to use them to support 
their judgments. 
As could be expected, the correlations did vary across the class groups, sometimes 
substantially. The relatively small number of students in each class (generally, around 10 to 12) 
means that it is not appropriate to put too much weight on this finding. However, it does hint 
that some teachers might need more support to use the frameworks. 
The second question involved looking for evidence that the measures generated using the PaCT 
frameworks had been affected by factors that were not intended to be relevant to the 
underlying constructs. All the analyses showed that the amount of variance associated with the 
class group level (Level 2) was statistically significant, with the intraclass correlation ranging 
from 0.28 for the analysis involving e-asTTle:Writing, to 0.46 for the PAT:Reading analysis. At 
face value, these values appear quite high, especially if the assumption is that any variance 
remaining after taking into account standardised test achievement should represent random 
measurement error. There was some evidence that at least some of the variation associated 
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with class groups could be explained. Table 3.21 shows the variables in the full models that 
were associated with statistically significant coefficients across the five analyses (p<0.05). 
Table 3.21 
Variables Associated with Statistically Significant Coefficients (p<0.05), by Analysis 
Variable Mathematics Reading Writing 
PAT e-asTTle PAT e-asTTle e-asTTle 
Year level 
(reference=4) 
✓ (6) ✓ (8) ✓ (6,7,8) - - 
School decile 
(reference=low) 
✓ (mid/high) - - - - 
Gender 
(ref=Female) 




✓  - - - 
Variability on 
standardised test 
- - - ✓ - 
 
As can be seen in Table 3.21, the variables in the full models with statistically significant 
coefficients generally differed from test to test. The exception to this were the variables for 
student year level and gender. Gender was associated with statistically significant effects in 
three of the analyses (two analyses involving mathematics and one involving reading). The sizes 
of the effect were relatively small, ranging from 0.9 to 0.13 z-score units. In the mathematics 
analyses the direction of the gender effect varied (negative for boys for PAT:Mathematics and 
positive for boys for e-asTTle). In the e-asTTle:Reading analysis the gender effect was positive 
for boys. Student year level, which was coded as a categorical variable with values from 4 to 8, 
was associated with statistically significant effects in three analyses. The size of the effects 




The correlations reported in this study compare well with correlations recorded in a series of 
studies that compared scores on older versions of the Progressive Achievement Tests for 
reading, listening and mathematics with scores on matching tests sourced from outside New 
Zealand. These studies reported average correlations ranging from 0.76 to 0.80 (Reid, 1993; 
Reid et al., 1994; Reid & Elley, 1991). Table 3.22 shows the average correlations associated with 
each study. 
Table 3.22 
Average Correlations Reported by Studies Comparing the Progressive Achievement Tests With 
Tests Measuring the Same Constructs 
Correlation study r 
PAT: Reading 0.79 
PAT: Listening 0.80 
PAT: Mathematics 0.76 
 
To some extent, it is not desirable to expect the correlations reported in this study to be much 
higher than they were. The PaCT frameworks present a broad view of their respective areas of 
learning and expect teachers to take into consideration a wide range of evidence when making 
their judgments. In doing so, the frameworks cover material that is difficult to assess using a 
paper and pencil test, meaning that results probably should be expected to differ, at least to 
some extent. 
From another perspective, there is also a strong argument that the correlations should be at 
least as strong as those that were recorded. It is reasonable to expect, for instance, that 
teachers develop strong impressions of how well their students are achieving by using tests 
such as the ones employed in the study as part of regular classroom learning. The tests used 
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were ones that teachers often employ in the classroom themselves. It would be reasonable to 
assume that this primes the judgments they make to at least some degree. 
The results from the multilevel modelling analysis did indicate that some student and class-level 
variables could be associated with the residual variance after the effect of standardised test 
score had been taken into account. As discussed above, the variables identified were not 
consistently the same across the five analyses. 
The effect associated with student year level was identified as statistically significant in three of 
the five analyses. One possible explanation for a year level effect could be issues involved in 
scale construction. Each of the tests used across the analyses as well as the PaCT itself, measure 
achievement on scales that span multiple year levels. These are sometimes called vertical 
scales. Constructing a vertical scale depends on linking achievement across year groups and is 
generally done by using common items. When a vertical scale is constructed, decisions about 
how the links will be made, for instance, which common items will be used and how they will 
be deployed across test forms, can change the nature of the scale (Harris, 2007).  
Another possible explanation for the year level effect could involve the theory of anchoring 
introduced in Chapter 2 and originally developed by Amos Tversky and Daniel Kahneman 
(1974). Making a PaCT judgment requires a teacher to select an appropriate set of illustrations 
on each aspect. It could be that a strategy teachers use to make their judgments is to begin at a 
particular starting point (their anchor) and then adjust down or up until they settle on a final 
decision. It is very likely that a Year 4 starting point and a Year 8 starting point would be well 
apart on the scale. The anchoring heuristic also involves a general reluctance to move too far 
from the anchor point. This would predict that a teacher with a Year 4 anchor in their mind 
might be reluctant to move up the scale as far as required when judging a student with higher 
achievement. Similarly, a teacher with a Year 8 starting point might be unwilling to move as far 
down the scale as required when judging a student with lower achievement. An anchoring 
effect could therefore produce bias in two ways: by centring a year level on a particular set of 
illustrations and by limiting the variation from that anchor point.  
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The impact of anchoring could also be reinforced by the halo effect (Nisbett & Wilson, 1977). 
Once the judgment for the first aspect was made, this could influence the starting point for the 
series of judgments across the remaining aspects. Figure 3.10 shows a correlation matrix based 
on the category judgments teachers made in the trial using the mathematics framework. As can 
be seen, the correlation between each pair of judged aspects was relatively high, ranging from 
0.79 to 0.90.  
Figure 3.10 





The study’s biggest limitation revolves around the number of units available at each level of 
analysis. For instance, the relatively small number of class groups that are involved in each 
analysis. When the focus is on class group level variables, such as the confidence level of the 
teacher or the school type, the absolute number of units at this level determines the power of 
the model. In this analysis, the relatively small number of class groups in each analysis has been 
further exacerbated by the response rate on the teacher survey. Similarly, the number of 
students per class and the number of classes per school is also restrictive. It would be 
informative, for instance, to examine whether there are differences between classes in terms of 
slopes as well as differences in intercepts. It would also be useful to look at the extent to which 
class effects varied within schools. 
Overall, the findings from the study indicate that the measures generated by the PaCT have a 
strong relationship with measures generated using standardised tests scores. There is some 
evidence however, that this relationship varies across teachers. In general, the findings suggest 
that some teachers tend to be more generous than others when making their PaCT judgments 
but does not clearly indicate that there are systematic biases at play in terms of student and 
classroom variables. The possible exception to this is the impact of student year level. There is 
some indication that the measures generated when using the PaCT are dependent on the year 




CHAPTER 4. THE PRACTICAL VIABILITY STUDY 
Chapter 4 is used to present the second of the studies associated with this thesis. The focus of 
the study was on the practical viability of decision frameworks, such as the PaCT, as seen from 
the perspective of educators. The chapter begins by outlining the questions associated with the 
study. It then describes the data and methodology and presents the results. The final section of 
the chapter provides a discussion of the findings, including their implications. 
The Guiding Questions 
As discussed in Chapter 2, Newton and Shaw (2014) described practical viability as one of two 
essential features of a measurement system that exhibits high technical quality (the second one 
being theoretical plausibility). Evaluating whether a measurement system is practically viable 
involves determining whether the system can work in practice. When it comes to the practical 
viability of a decision framework, a critical voice to consider is the voice of the people who are 
expected to use the framework. If, in their opinion, the framework takes too much time, is 
difficult to use and interpret, or provides little in the way of useful information, it seems 
unlikely that the framework will be adopted, and if it is, that its use will lead to improved 
outcomes. 
The aim of this study was to gain some insights into the practical viability of decision 
frameworks by investigating the attitudes of educators to the PaCT. Three sub–questions 
guided the study. 
i. Do educators who use the PaCT have a positive attitude towards it? 
ii. Do educators who are classroom teachers have a different attitude towards the PaCT 
than those who are non-classroom teachers, such as school leaders? 
iii. Does having some experience of using the PaCT make educators more positive about it 
as a measurement approach? 
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Data and Methods 
Data 
The data for this study were collected as part of an online survey that was used in an early 
evaluation of the PaCT carried out by the New Zealand Council of Educational Research for the 
Ministry of Education. The evaluation took place in the first half of 2016 and involved schools 
that were already using the PaCT or who had signed an expression of interest with the Ministry 
of Education to make use of the PaCT in the future. 
By the start of 2016, the PaCT had been available for use in schools for one year. Uptake had 
been slow. National organisations, such as the NZEI Te Riu Roa 10 and the Principals Federation 
had urged schools to boycott the tool. Despite the resistance to the PaCT, the Ministry of 
Education had been proactive in promoting its use. This had included developing a registration 
process that schools could use to get access to the tool. If a school was prepared to commit to 
using the PaCT, including providing staff with time and opportunities for professional learning, 
the school could claim money from the Ministry to go towards the associated costs. 
At the start of 2016, invitations to take part in the survey were sent to 304 schools who had 
completed the registration process. Some of these schools had used the PaCT in 2015, while 
others had signaled an intention to use it in the coming year. 
In total, 271 respondents completed the section of the survey associated with the study. Table 
4.1 shows the number of responses by school role. It is important to note that participants 
could have more than one role. For instance, some principals and senior managers also classed 
themselves as classroom teachers. The table further divides the respondents into those who 
had some experience of using the PaCT in their school and those who did not. About 55% of the 
respondents had some experience of using the PaCT. The total number of schools represented 
 




is uncertain, as respondents were not required to name their school. However, the number was 
at least 109, as 109 of the respondents identified themselves as the PaCT leader11 in the school. 
Table 4.1 
Number of Respondents to the 2016 Online PaCT Evaluation Survey, by Role and Experience of 
Using the PaCT 
Role Experienced Non-experienced 
Principals (including principals who also 
indicated they were classroom teachers) 
37 24 
Other senior management 30 50 
Classroom Teachers 109 66 
 
By including educators with and without experience of using the PaCT, the survey presented a 
natural opportunity to study the difference that having some experience made to educators’ 
attitudes. Although there was no random allocation to one condition or the other, both the 
experienced and inexperienced groups could be considered to have had a similar level of 
motivation for using the PaCT. Both groups came from schools that had signed up to use the 
PaCT when the political context of National Standards meant there was some opposition to 
becoming involved. 
Methods 
The study made use of semantic differential items to measure the survey respondents’ 
attitudes. Using a semantic differential item involves presenting respondents with two 
opposing adjectives (for instance, good/bad or strong/weak). These are presented as the poles 
on a rating scale. The respondent is asked to consider some form of stimulus, for instance an 
 
11 All schools who registered to use the PaCT were required to name one staff member as the PaCT leader. This 
could be the principal in the school but was often another staff member. 
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object, and to show how they view the stimulus in relation to the poles. Figure 4.1 shows a 
semantic differential item based on the stimulus “capitalism” and the adjective pair “good” and 
“bad”. In the figure, a tick mark has been used to show a possible response. In this case, the 
respondent has been drawn more to the idea of “bad” rather than “good” when considering 
the idea of capitalism. 
Figure 4.1  
An Example of a Semantic Differential Item 




Responses to a semantic differential item can be coded numerically (for instance, a semantic 
differential item with five possible response categories might be coded from -2 to 2, where 2 is 
associated with full endorsement of the positive pole and -2 with full endorsement of the 
negative pole). Once each individual item is coded, the numeric codes for a collection of items 
can be summed together to give a total score. 
The semantic differential approach was developed by Charles Osgood (1969). Osgood used 
semantic differential items to study the meaning or connotations that people associate with 
different objects or stimuli and especially how these vary across cultural settings. Osgood used 
factor analysis to identify three underlying dimensions of meaning captured in responses to 
scales constructed using semantic differential items. These were evaluation, potency, and 
activity. Evaluation was associated with an overall sense of good or bad, potency indicated 
strength or weakness, and activity was associated with active or passive tendencies. 
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Fabrigar and Norris (2007) noted that “in practice, most researchers use the procedure 
[semantic differential scales] to assess global attitudes toward an object. Thus, in most 
situations, researchers focus exclusively on the evaluation dimension” (p. 3). They argued that 
the approach is easy to apply and versatile. According to Fabrigar and Norris, reliable scales can 
be constructed with a relatively small number of semantic differential items. 
For the purposes of the study, nine adjective pairs were selected to measure the survey 
respondents’ attitudes to the PaCT and to three other stimuli. The three additional stimuli were 
all associated with curriculum and assessment in English-medium New Zealand schools and 
were well known to teachers. They were the New Zealand Curriculum, the National 
Standards12, and Commonly Used Standardised Tests. 
Careful attention was paid to selecting adjective pairs that involved an evaluation orientation 
and that could be easily related to each of the stimuli. This included examining adjective pairs 
provided by Osgood and Suci (1969) that had been successfully used in a range of studies. 




12 The National Standards was a new educational policy introduced by the New Zealand National Party when it 
became the government in 2008. The policy required teachers of students in Year 1 to 8 to report achievement 
and progress judgments to parents twice a year against the mandated standards in reading, writing and 
mathematics. Schools had to provide aggregated data related to the Standards to the Ministry of Education at the 
end of each year. The standards were used in schools from 2010. In December 2017, a new government made 




The Semantic Differential Items Used in the Practical Viability Study to Measure Attitudes 
 
Two approaches were used to summarise the responses to the semantic differential items. The 
first involved a graphical analysis using a visualization method developed by Osgood (Osgood, 
1969) called the semantic differential chart. The chart displays the collection of semantic 
differential items as a response grid that looks similar to how the items were originally 
presented to respondents. The position of the mean item score on each of the adjective pairs is 
then plotted on the grid. The mean item scores for several different stimuli or groups can be 
plotted on the same chart to show the extent to which the associated response patterns differ. 
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The second approach involved constructing Rasch measurement scales based on the responses 
to the semantic differential items. As will be described in more detail in Chapter 5, Rasch 
Measurement (Bond & Fox, 2007) is a probabilistic approach to measurement based around a 
mathematical model (the Rasch model). It is often used in the measurement of latent traits, 
such as attitudes, to transform raw scores, for example, from a test or set of survey items, to 
locations on an equal-interval scale. The unit of measurement used by the Rasch model is called 
the “log-odds unit” or logit, and represents the distance along the measurement continuum 
required for the odds associated with the event predicted by the model to increase by 2.718. 
The Rasch model assumes that the survey items are measuring one underlying dimension. 
Graphical and statistical indicators are used to evaluate whether the responses to the items 
show adequate fit to the model and meet this assumption. When the fit is poor, responses to 
the relevant item or items may be considered for deletion from the scale. 
The graded response version of the Rasch model (Wright & Masters, 1982) was used in the 
study. This polytomous version of the model assumes that respondents approach each item 
using the same underlying response mechanism. That is, that they “see” the relative difference 
or distance between each response category in the same way across items. It is assumed that 
items differ only in terms of how difficult it is to endorse the item as a whole. For instance, 
respondents might find it relatively more difficult to endorse something as “good” compared 
with endorsing it as “helpful”. However, the relative difference associated with moving from 
one response category to another within each item (i.e., moving from full endorsement to 
partial endorsement) is assumed to be the same. The Rasch analysis was carried out using the 
Winsteps software (Linacre, 2020b). 
The first stage of the analysis involved an attempt to create one overall attitude scale based on 
all the responses to each of the four stimuli being judged (the PaCT, National Standards, New 
Zealand Curriculum, and Commonly Used Standardised Tests). Creating one scale that 
encompassed each stimulus would mean that the scores related to each one could be located 
on the same Rasch scale and compared.  
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Table 4.2 shows the item calibrations and fit statistics associated with the initial analysis. In the 
table, the “measure” column is used to show the calibrated scale location for each item in 
logits. Items with greater calibration values are located higher on the scale, meaning that they 
were relatively more difficult to endorse compared to those located lower on the scale. The 
“Infit” column shows the infit mean square statistic (Bond & Fox, 2007). This statistic provides 
an indication of fit to the Rasch model. Values are generally expected to be close to 1 if the item 
is showing good fit. Items with values greater than 1 show lower levels of discrimination than 
expected by the model. The point-measure correlation, which is also provided in the table, 
indicates how well the item is discriminating and is analogous to the point-biserial correlation 
used in classical test theory.  
As can be seen in the table, the infit statistics associated with the “time saving” and “straight 
forward” items showed poor fit to the model. Moreover, a principles components analysis of 
the residuals indicated that there was a discernable pattern in the part of the data not 
explained by the Rasch model that distinguished these two items from the remaining items. 
This is generally taken as evidence of multidimensionality. 
Table 4.2 
Initial Item Calibrations and Fit Statistics for the Attitude Scale 
Item Measure (logits) Infit Point Measure 
Correlation 
Good -0.95 0.89 0.84 
Helpful -1.19 0.79 0.84 
Best practice -0.36 0.85 0.85 
Powerful pedagogy -0.03 0.96 0.85 
Illuminating 0.16 0.78 0.86 
Empowering 0.31 0.76 0.88 
Straight forward 0.01 1.74 0.73 
Time saving 1.26 1.41 0.77 




After the initial analysis, responses to the two mis-fitting items were removed and a second 
analysis undertaken. The second analysis indicated that all remaining items showed good fit to 
the Rasch model.  
The responses to the remaining Attitude scale items were also analysed to check for indications 
of differential item functioning (DIF). An item is exhibiting DIF when members of separate 
respondent subgroups, who overall have the same underlying trait scores, demonstrate 
different response patterns on the item. For example, when members of one group find it 
easier to endorse an item compared to the members of other groups, despite having the same 
overall trait score. This can indicate, for instance, that an item is biased towards a group of 
respondents.  
Two analyses were carried out to investigate whether DIF could be associated with educators’ 
experience of using the PaCT (no experience vs some experience) and role (classroom teacher 
vs non-classroom teacher). In both cases, the approach taken involved constructing separate 
Rasch scales for each group and then examining how the sets of item calibrations varied. 
Figures 4.3 and 4.4 use line graphs to plot the sets of calibrations for the two analyses. As can 




































Differential Item Functioning Analysis Based on Role (Classroom Teacher (True) vs Non-
Classroom Teacher (False)) 
 
Given that the same adjective pairs were being used to measure respondents’ attitudes to each 
stimulus, it was also important to consider whether DIF could be associated with the stimuli 
being judged. If this kind of DIF occurred, the relative difficulty of endorsing an affected item 
would differ depending on which stimuli was being judged.  
Figure 4.5 shows a line graph with the four sets of calibrations for the different stimuli. 
Compared to the DIF analyses based on experience and role, this analysis showed more 
variation in the item calibrations. Based on recommendations provided by Linacre (2020a), 
adjective pairs were marked as DIF items when their Rasch scale locations for a specific 




























When this criterion was applied, three of the word pairs were classed as functioning differently 
for the Standardised Testing stimuli (helpful, best practice, and powerful pedagogy). Three 
adjective pairs also exhibited DIF for the New Zealand Curriculum stimulus (helpful, powerful 
pedagogy, and illuminating). 
Figure 4.5 
Differential Item Functioning (DIF) for the Attitude Scale Based on Stimuli 
 
The items that exhibited DIF were split into separate items. This meant, for instance, that the 
“helpful” item was calibrated twice: once for responses related to the New Zealand Curriculum, 
the PaCT, and National Standards and once for responses related to Standardised Testing. The 
final joint calibration of all responses ensured that the scale locations associated with each 
stimulus were based on a minimum of four common items. For the PaCT and National 






























Table 4.3 shows the final Rasch scale locations associated with each item. Items that were split 
are indicated using brackets containing the name of the stimulus they are associated with. 
Overall, the most difficult item to fully endorse using the positive pole was the “illuminating” 
item for the New Zealand Curriculum (NZC) stimulus (1.94 logits). The easiest item to endorse 
was the “helpful” item for Standardised Testing (-2.06 logits). The person and item reliability 
indices reported by the Winsteps software package for the final Attitude scale were 0.93 and 
0.99, respectively.  
Table 4.3 
Final Item Calibrations and Fit Statistics for the Attitude Scale 
Item Measure (logits) Infit Point Measure 
Correlation 
Good -1.09 1.06 0.87 
Helpful -1.48 0.96 0.89 
Best practice -0.55 0.94 0.89 
Powerful pedagogy -0.19 1.12 0.87 
Illuminating 0.13 1.00 0.87 
Empowering 0.69 0.92 0.91 
Engaging 1.38 1.16 0.89 
Helpful (Std.Test) -2.06 0.85 0.81 
Best practice (Std.Test) 0.5 0.88 0.85 
Powerful pedagogy (Std.Test) 1.25 0.71 0.88 
Helpful (NZC) -0.31 0.90 0.82 
Powerful pedagogy (NZC) -0.23 0.91 0.85 
Illuminating (NZC) 1.94 0.89 0.88 
 
Both items that that had been removed from the Attitude scale (straightforward/complicated 
and time saving/time wasting) appeared to be focused on important aspects of practicality. 
Responses to these items were analysed using a separate Rasch model. Both items showed 
good fit to the model (Table 4.4). A decision was made to use the responses to these items to 
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construct a second scale: the Practicality scale. The Winsteps person and item reliability indices 
reported for the scale were 0.82 and 0.99, respectively. 
Table 4.4 
Item Calibrations and Fit Statistics for the Practicality Scale 
Item Measure (logits) Infit Point Measure 
Correlation 
Straight forward -1.18 .98 0.91 
Time saving 1.18 .96 0.92 
 
Results 
The results section of this chapter is organised into six parts. The first part is used to examine 
the strength of the correlations between the different measures constructed for the study. Part 
2 reports on the overall patterns in participants’ responses to the Attitude and Practicality 
scales. Part 3 is used to consider the impact of having some experience of using the PaCT on the 
Attitude and Practicality scale scores for the four stimuli. The impact of school role (classroom 
teacher versus non-classroom teacher) on the Attitude and Practicality scores is considered in 
Part 4. Part 5 describes the combined effect of experience using the PaCT and school role on 
Attitude to the PaCT and PaCT Practicality scores. The final part describes a regression analysis 
used to explore the relationship between respondents’ attitude to the PaCT scores and a range 
of predictor variables. These variables included whether participants had used the PaCT, their 
school role, and their ratings of the PaCT’s practicality. 
Results Part 1: Correlations 
Figure 4.6 uses a correlation matrix to show the pairwise Pearson correlations between the 
Attitude and Practicality score distributions for the different stimuli. As can be seen, the 
correlations are generally low, except for the those between the Attitude scores for each 
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stimulus and the corresponding Practicality scores for the stimulus (emphasised in the larger 
font). It is understandable that the correlations are relatively high between the Attitude and 
Practicality scores, given that the Practicality items were initially selected to be part of an 
overall attitude construct. It is somewhat surprising, however, that the other correlations are 
not stronger. It might be assumed, for instance, that educators’ Attitudes towards the PaCT 
scores would be highly correlated with their Attitude scores for the National Standards. This is 
not the case, with the highest correlation associated with the Attitude scores being between 
the scores for National Standards and the scores for Standardised Tests (0.4). The correlation 
between PaCT Attitude scores and National Standards Attitude scores was, in fact, the weakest 
(0.25). 
Figure 4.6  




Results Part 2: Overall Differences in Participants’ Responses to the Four Stimuli 
Figure 4.7 uses a semantic differential chart to show how the mean response score for each of 
the semantic differential items varied according to the four different stimuli. Overall, 
respondents appeared to be more positive about the New Zealand Curriculum than the other 
stimuli. Moreover, there appeared to be a strong distinction between the mean item scores for 
the New Zealand Curriculum and the corresponding scores for the National Standards. While 
most of the mean response scores for the New Zealand Curriculum tended towards full 
endorsement of each item, they hovered much more around the neutral option for National 
Standards. The mean item scores for the PaCT and Standardised Testing, on the other hand, 
were more similar to each other and fell between those for the New Zealand Curriculum and 
National Standards. It is interesting to note the “crossover” that occurs between the lines 
tracing the mean item scores for the PaCT and Standardised Tests stimuli. The crossover is 
associated with the straightforward/complicated and time saving/time wasting items. For all 
other items, the mean response score for the PaCT seems to be more positive than the 






Mean Score on Each Semantic Differential Item for All Respondents, by Stimulus 
 
Overall Differences in Attitude Scale Scores 
Figure 4.8 uses boxplots to show the distribution of the Attitude scale scores for each stimulus. 
To support interpretation, the adjectives from each item have been used to label the Attitude 
scale, which is shown as the y-axis. Each label has been positioned at the part of the scale 
where scoring at that point means full endorsement of the adjective is highly probable. For 
instance, a respondent with an overall attitude score of 6 logits is likely to have fully endorsed 
the stimulus they are judging as “helpful”. However, they will need to score at about 8 logits 
before they have a similar probability of endorsing the stimulus as “engaging”. Locating the 
adjective pairs on the scale, highlights the respondents’ very positive response to the New 
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Zealand Curriculum stimulus, with over half of the respondents’ scores located at or around the 
part of the scale associated with full endorsement of the positive pole of each adjective pair. 
Figure 4.8 
The Distribution of Attitude Scale Scores, by Stimulus for All Respondents 
 
 






Mean and Standard Deviation of Attitude Scale Scores, by Stimulus for all Respondents 
 PaCT 
(n = 271) 
National 
Standards  
(n = 270) 
Standardised 
Tests 
(n = 268) 
NZ Curriculum 
(n = 268) 
M (logits) 2.82 -0.13 2.13 5.92 
SD (logits) 3.55 3.64 3.21 3.30 
 
An ANOVA, based on a repeated-measures, hierarchical linear model was conducted to 
compare the effect of the different stimuli on the Attitude scale scores. There was a significant 
effect associated with the stimuli (F(3, 814.30)=200.3, p<0.001). 
Post hoc comparisons of the means were carried out based on repeated-measures t-tests with 
Bonferroni adjustment to the alpha levels of 0.0083 (.05/6). Results showed that the mean 
attitude scores for the stimuli differed from each other by statistically significant amounts 
(p<0.001). The one exception to this was the difference between the mean scores for the PaCT 
and Standardised Tests. The Cohen-d effect sizes associated with these differences varied from 
1.7 for the difference between the mean attitude scores for the New Zealand Curriculum and 
National Standards to 0.2 for the difference between the mean attitudes scores for the PaCT 
and Standardised Testing. 
Overall Differences in Practicality Scale Scores 
Figure 4.9 shows the distribution of Practicality scale scores associated with each stimulus for 
all respondents. In general, the Practicality scores for the PaCT seem lower relative to the other 





The Distribution of Practicality Scale Scores, by Stimulus for all Respondents 
 
Table 4.6 shows the means and standard deviations of the Practicality scale scores by stimulus 





Means and Standard Deviations of Practicality Scale Scores, by Stimulus for all Respondents 
 PaCT  
(n = 266) 
National 
Standards  
(n = 266) 
Standardised 
Tests  
(n = 264) 
NZ Curriculum 
(n = 263) 
M (logits) 1.28 -0.42 3.22 4.25 
SD (logits) 4.63 4.48 4.29 4.31 
 
An ANOVA, based on a repeated-measures, hierarchical linear model indicated that the means 
of the Practicality scores differed across the stimuli (F(3, 801.21)=75.00, p<0.001). The results of 
repeated-measures t-tests with the appropriate Bonferroni adjustment indicated the 
differences in mean scores between each pair of stimuli were all statistically significant (the p 
value associated with each t-test was less than 0.001, except for the t-test comparing the mean 
Practicality scores for the New Zealand Curriculum and Standardised Tests where the p value 
was less than 0.05). The Cohen-d effect sizes associated with these differences varied from 1.0 
for the difference between the mean attitude scores for the New Zealand Curriculum and 
National Standards to 0.3 for the difference between the mean attitudes scores for the 
Standardised Testing and the New Zealand Curriculum. 
Results Part 3: The Impact of Experience of Using the PaCT on Attitude and Practicality 
Figure 4.10 uses Differential Semantic Charts to contrast the mean item responses for survey 
respondents who had no experience of using the PaCT with those who had some experience. 
Overall, respondents with no experience of using the PaCT appear to have responded more 
negatively than those who did have experience. This was most pronounced for the PaCT (red 





Mean Score on Each Adjective Pair for Non-Experienced and Experienced Users of the PaCT, by 
Stimulus 
Non-experienced users Experienced users 
  
Differences in Attitude Scale Scores 
Table 4.7 shows the mean and standard deviation of the Attitude scale scores for each stimulus 
by level of experience with the PaCT. Figures 4.11 uses boxplots to contrast the distributions of 
Attitude scale scores. 
Table 4.7 
Mean and Standard Deviation of Attitude Scale Scores, by Level of PaCT Experience and Stimulus 
Level of 
experience 






Experienced M (logits) 3.21 0.31 2.29 6.10 
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SD (logits) 3.55 3.65 3.33 3.02 
Non-experienced 
M (logits) 2.19 -0.84 1.88 5.62 
SD (logits) 3.47 3.51 2.99 3.71 
 
Figure 4.11 
Distribution of Attitude Scale Scores for Non-experienced and Experienced Users of the PaCT, by 
Stimulus 
 
An ANOVA based on a repeated-measures hierarchical linear model with two main effects 
(stimulus and PaCT experience status) indicated both effects were statistically significant (F(3, 
801.82)=83.77, p<0.001 and F(1 , 880.05)=7.29, p<0.05, respectively). The interaction effect was 
not significant (F(3, 801.71)=3.474, p>0.1). Independent sample t-tests indicated that the 
differences between the mean Attitude scale scores for experienced and non-experienced users 
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were statistically significant (p<0.05) for the PaCT and National Standards. The corresponding 
differences in the mean scale scores for Standardised Tests and the New Zealand Curriculum, 
however, were not statistically significant (p<0.05). 
Figure 4.12 shows an interaction plot which traces the change in mean Attitude scores for 
experienced and non-experienced respondents across the four stimuli. The plot shows that 
respondents with some experience of using the PaCT were more positive, on average, about 





Mean Attitude Scores for Experienced and Non-experienced PaCT Users 
 
Differences in Practicality Scale Scores 
Table 4.8 shows the mean and standard deviation of the Practicality scale scores for each 
stimulus by level of experience with the PaCT. Figure 4.13 shows the corresponding Practicality 





Mean and Standard Deviation of Practicality Scale Scores, by Level of PaCT Experience and 
Stimulus 
Level of PaCT 
experience 






Non-experienced M (logits) 0.69 -1.31 3.01 3.46 
 SD (logits) 4.50 4.39 4.43 4.30 
Experienced M (logits) 1.60 0.14 3.21 4.54 






Distribution of Practicality Scale Scores for Respondents With and Without Experience of Using 
the PaCT, by Stimulus 
 
An ANOVA based on a repeated-measures hierarchical linear model with two main effects 
(stimulus and PaCT experience status) showed that both effects were statistically significant 
(F(3, 787.81)=33.41, p<0.001 and F(3 , 926.38)=6.97, p<0.05, respectively). The interaction 
effect, was not significant (F(3, 788.17)=1.13, p>0.1). 
Independent t-tests with Bonferroni adjustment indicated that the difference between the 
mean Practicality scale scores for respondents with and without experience of using the PaCT 
was statistically significant (p<0.05) for the National Standards. However, differences in the 
mean Practicality scores for each of the other stimuli, including the PaCT, were not. 
142 
 
Figure 4.14 plots the change in mean Practicality scores for experienced and non-experienced 
respondents.  
Figure 4.14 
Mean Practicality Scores for Experienced and Non-Experienced PaCT Users 
 
Results Part 4: Differences Related to School Role 
The impact of school role on educators’ Attitude and Practicality scores was examined by 
comparing the responses for survey participants who had indicated they were a classroom 
teacher (teachers) with those who had not (non-teachers). Respondents who classed 
themselves as Non-teachers usually indicated that they were principals or senior staff 
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members. Figure 4.15 shows the mean response score to each adjective pair for the teacher 
and non-teacher groups. 
Figure 4.15 
Mean Score on Each Adjective Pair for Non-Classroom and Classroom Teachers, by Stimulus 
Non-classroom teachers Classroom teachers 
  
Differences in Attitude Scores for Classroom Teachers and Non-Classroom Teachers 
Table 4.9 shows the mean and standard deviation of the Attitude scale scores for each stimulus, 





Mean and Standard Deviation of Attitude Scale Scores for Each Stimulus, by School Role 








M (logits) 2.05 -0.25 1.65 5.2 
SD (logits) 3.49 3.45 2.92 3.29 
Non-classroom 
teacher 
M (logits) 4.23 0.09 2.94 7.05 
SD (logits) 3.22 3.97 3.52 3.09 
 
Examination of the score distributions (see Figure 4.16) indicates that the survey respondents 
who were not classroom teachers were generally more positive about the PaCT and the New 
Zealand Curriculum than those who were classroom teachers. Both groups, however, seemed 





Distributions of Attitude Scale scores for Classroom and Non-Classroom Teachers, by Stimulus 
 
An ANOVA based on a repeated-measures hierarchical linear model with two main effects 
(stimulus and school role) showed that the effect of stimulus was statistically significant (F(3, 
800.83)=94.64. The effect related to school role was not statistically significant (p>0.1), 
however the interaction effect, was (F(3, 801.31)=4.59, p<0.05). Independent sample t-tests 
were used to examine the differences in mean Attitude scale scores between classroom 
teachers and non-classroom teachers across the four stimuli. The tests indicated that the 
differences were statistically significant for the PaCT (p<0.001), Standardised Tests (p<0.05), 
and the New Zealand Curriculum (p<0.001) while the difference associated with National 
Standards was not (p>0.1). Figure 4.17 shows how the mean Attitude scale scores for classroom 




Mean Attitude Scores for Classroom Teachers and Non-Classroom Teachers, by Stimulus and 
School Role 
 
Differences in Practicality Scores for Classroom and Non-Classroom Teachers 
Table 4.10 shows the mean and standard deviation of the Practicality scale scores for each 
stimulus, by school role. Figure 4.18 shows the distribution of Practicality scales scores for 





Mean and Standard Deviation of Practicality Scale Scores for Each Stimulus, by School Role 








M (logits) 0.80 -0.48 2.94 3.73 
SD (logits) 4.55 4.34 4.24 4.43 
Non-classroom 
teacher 
M (logits) 2.08 -0.29 3.49 4.85 
SD (logits) 4.56 4.64 4.31 3.98 
 
Figure 4.18 





An ANOVA based on a repeated-measures hierarchical linear model with two main effects 
(stimulus and school role) showed that both effects were statistically significant (F(3, 
791.37)=73.82, p<0.001 and F(3 , 264.82)=4.75, p<0.05, respectively). The interaction between 
school role and stimulus was not statistically significant (p>0.1). Figure 4.19 shows how the 
mean Practicality score changes across the four stimuli. 
Figure 4.19 





Independent t-tests with Bonferroni adjustment indicated that differences between the mean 
Practicality score for teachers and non-teachers on the PaCT, and the New Zealand Curriculum 
were statistically significant (p<0.05). The corresponding differences for the National Standards 
and Standardised Tests were not statistically significant (p>0.1). 
Results Part 5: The Combined Impact of School Role and Experience of Using the PaCT on 
Attitude to PaCT and PaCT Practicality Scale Scores 
Table 4.11 shows the mean and standard deviation of the Attitude scale scores for the PaCT by 
level of experience of using the PaCT combined with school role.  
Table 4.11 
Mean and Standard Deviation of Attitude to PaCT Scale Scores, by Level of Experience and Role 
Level of experience 
using the PaCT 
Role  Attitude to the PaCT 
scale score 
Non-Experienced Classroom teacher M (logits) 1.87 
  SD (logits) 3.69 
 Non-classroom teacher M (logits) 2.76 
  SD (logits) 2.98 
Experienced Classroom teacher M (logits) 2.16 
  SD (logits) 3.38 
 Non-classroom teacher M (logits) 5.16 
  SD (logits) 3.03 
 
The combined effect of role and experience on the Attitude scale scores for the PaCT was 
explored using an ANOVA based on independent samples with school role and PaCT experience 
status as main effects. Both main effects were statistically significant F(1,267)=26.763, p<0.001 
and F(1,267)=6.054, p<0.05, respectively). The interaction effect, was also significant 
(F(1,267)=5.877, p<0.05). Figure 4.20 uses boxplots to show the distributions of Attitude to the 
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PaCT scale scores for the four combinations of experience and role. The dashed lines within the 
figure are used to illustrate the effect of the interaction between role and experience on 
Attitude to the PaCT scores. While experience of using the PaCT is associated with a more 
positive attitude for non-teachers, the effect is much less strong for teachers. The interaction is 
also shown in Figure 4.21 using a line graph. 
Figure 4.20 
Distribution of Attitude to the PaCT Scale Scores, by Level of Experience of Using the PaCT and 






Mean Attitude to the PaCT Scores for Classroom Teachers and Non-Classroom Teachers, by 
Level of PaCT Experience 
 
Impact of School Role and Experience on PaCT Practicality Scores 
The combined effect of school role and experience of using the PaCT on the PaCT Practicality 
scores was also examined. Table 4.12 shows the means and standard deviations of the 





Mean and Standard Deviation of PaCT Practicality Scale Scores, by Level of Experience and 
School Role 
Level of experience 
using the PaCT 
School role  Practicality of the PaCT 
scale score  
Non-Experienced Classroom teacher M (logits) 0.69 
  SD (logits) 4.60 
 Non-classroom teacher M (logits) 0.69 
  SD (logits) 4.37 
Experienced Classroom teacher M (logits) 0.87 
  SD (logits) 4.54 
 Non-classroom teacher M (logits) 2.96 
  SD (logits) 4.49 
 
An ANOVA based on independent samples with two main effects showed that the effect of 
school role was statistically significant (F(1,267)=4.99, p<0.05). The effect of experience of using 
the PaCT and the interaction effect were not statistically significant (p>0.05). Figure 4.22 shows 





Distribution of Practicality of the PaCT Scale Scores, by Level of Experience of Using the PaCT 
and Classroom Teacher Status 
 
Figure 4.23 shows the effect of the interaction between experience and school role and 
Practicality scores. As noted, the interaction effect was not statistically significant. Given the 





Mean Practicality Scores for Classroom Teachers and Non-Classroom Teachers by level of PaCT 
Experience 
 
Results Part 6: The Effect of Role, Experience, and Practicality on PaCT Attitude Scores  
The sixth and final aspect of the analysis explored the relationship between school role 
(classroom teacher/non-classroom teacher), experience of using the PaCT, and Practicality scale 
score on Attitude to PaCT scores. Figure 4.24 uses a “trellis” plot to show the relations between 
these variables graphically. The plot is divided into four frames, with each frame used to show 
the distributions of PaCT Attitude scores associated with scoring at a particular part of the 
Practicality scale. The plot is designed to be read a row at a time starting from the bottom left 
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frame, which represents the lowest level of Practicality scores. The four boxplots within each 
frame show the distributions for the four combinations of role and experience. The plots hint at 
an interaction between scores on the Practicality scale and role. Teachers with low practicality 
scores (bottom-left frame) generally appear to have lower Attitude to the PaCT scores than 
non-Teachers who have similar Practicality scores. However, when both groups have high 
Practicality scores (top-right frame), the difference in Attitude to the PaCT scores is not as 
evident. 
Figure 4.24 
A “Trellis Plot” Illustrating the Effect of Role and Experience on Attitude to PaCT Scores, 





Table 4.13 shows the output of an ordinary least squares linear regression model based on the 
variables used in the Trellis plot. The model contained two interaction terms: experience with 
the PaCT combined with role, and Practicality score combined with role. All the coefficients in 
the model were statistically significant (p<0.05). Other interaction terms were also explored, for 
instance Experience with the PaCT and Practicality score, but the associated model coefficients 
were not statistically significant. 
Table 4.13 
PaCT Attitude Linear Regression Model 
 Explanatory variable PaCT attitude model  
 
Coefficient SE t-ratio p-value  
Intercept 2.47 0.39 6.30 <0.001  
Practicality score 0.42 0.05 7.68 <0.001  
Experience with PaCT 1.44 0.51 2.82 0.005  
Teacher status (True) -0.99 0.49 -2.02 0.045  
Experience with PaCT (True): Teacher 
(True) 
-1.25 0.63 -1.98 0.049  
Practicality score: Teacher (True) 0.14 0.07 2.09 0.037  
Observations 271     
R2 / R2 adjusted 0.562/0.554     
 
Figure 4.25 illustrates the model by plotting the Practicality scores for the four combinations of 
experience and role against their attitude to PaCT scores. Plotted through the points are the 
regression lines for the different combinations of role and experience based on the model. As 
can be seen, there is a difference in the gradient of the two lines associated with teachers (the 
solid blue and green lines) compared with the lines for non-teachers (dashed red and black 
lines). This indicates that teachers’ view of the practicality of the PaCT (whether they have 
experience of using it or not) has a greater impact on their attitude towards the PaCT than it 
does for non-teachers. It also suggests that when teachers have a positive view of the 
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practicality of the PaCT, their general attitude to the PaCT tends to match the levels of non-
teachers. 
Figure 4.25 





The purpose of this study was to explore the practical viability of decision frameworks by paying 
close attention to the attitudes of educators who had used the PaCT or who were committed to 
doing so in the near future. Use of the semantic differential approach provided two measures 
for the study. The first of these, the Attitude scale, was based on seven adjective pairs that 
were selected to measure a general evaluative dimension. The second measure, the Practicality 
scale, was based on responses to two adjective pairs that were not included in the Attitude 
scale (straightforward/complicated and time saving/time wasting). 
The Attitudes of Educators Towards the PaCT 
Scores on the Attitude scale for educators who had used the PaCT indicated that, in general, 
they were positive about it. Most of these educators’ scores were located on the part of the 
Attitude scale associated with endorsement of the positive adjectives from each of the 
semantic differential items. There was a wide range of scale scores, however, with up to 25% of 
respondents scoring at the more negative end of the scale. 
Overall, the PaCT users appeared to be more positive about the PaCT than they were about 
National Standards or Standardised Tests. However, they were more positive overall about the 
New Zealand Curriculum than the PaCT. 
Compared with the Attitude scale scores for the PaCT, the Practicality scale scores associated 
with the PaCT were more evenly distributed over the negative and positive regions of the scale. 
Impact of Experience 
There were indications in the study that gaining some experience of using the PaCT promoted a 
more positive attitude towards it. On average, the Attitude and Practicality scores were higher, 
in both cases for respondents who were experienced PaCT users compared with those who 
were yet to use it. 
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Differences Between Classroom Teachers and Non-Classroom Teachers 
Overall, classroom teachers were less positive about the PaCT than non-classroom teachers. 
The mean scores on both the Attitude and Practicality scales were lower for classroom teachers 
than for non-classroom teachers. Moreover, although experience of using the PaCT did appear 
to be associated with more positive attitudes, this effect was much more muted for classroom 
teachers. 
How classroom teachers rated the practicality of the PaCT was an important indicator of their 
overall attitude towards it. When teachers’ Attitude scores towards the PaCT were conditioned 
on their Practicality scores the effect of experience was limited. This was not true for non-
classroom teachers, where Practicality scores did not discriminate as strongly in terms of 
predicting their Attitude scores and where experience of using the PaCT was associated with a 
more positive attitude towards the PaCT after conditioning on Practicality. 
Implications 
Although the results of the study indicate that educators are generally positive about the PaCT, 
they also highlight the different perspectives of classroom teachers and non-classroom 
teachers. For classroom teachers, gaining some experience of using the PaCT does not seem to 
be associated with a more positive attitude towards it. The strong association for teachers 
between their Practicality scale scores and general Attitude scores suggest that answering 
teachers’ concerns about practicality issues could have an impact on their overall attitude 
towards it. This seems important, given that the frameworks are dependent on properly 
engaged teachers. 
Limitations 
The study has several limitations. The first of these is a limited ability to control for factors, 
either statistically or through assignment processes, that could be associated with differences 
between the educators in the experienced and non-experienced groups. It may be, for instance, 
that the group of educators who have some experience of using the PaCT differ on some 
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fundamental variables at the school or individual level from those who are yet to gain 
experience. 
Another limitation is an inability to differentiate between variance that might be better 
explained at a school level rather than an individual teacher level. This is a result of not being 
able to identify which respondents work together in the same schools. It could be that there are 
clusters of teachers from the same schools whose attitudes towards the PaCT are determined, 
at least to some extent, by the school contexts they are working in. This is an example where a 
multilevel model approach could be helpful. 
A third limitation involves the amount of experience the teachers who have used the PaCT 
have. Given that the PaCT had only been available for a year when the survey was taken, it is 
possible that many of the educators who responded had limited exposure to the PaCT. Some of 
them, for instance, would have used it only once as part of the end-of-year reporting cycle. It is 
reasonable to expect that it would take repeated opportunities to use the PaCT before an 
educator became a proficient user. 
Finally, the study is based on a quantitative analysis of survey data. Understanding the 
mechanisms that might help explain the differences that have been identified would depend on 
employing qualitative approaches, such as interviews and focus groups. 
Overall, the findings of the study provide some support for the practical viability of the PaCT. In 
general, the survey responses indicated that educators who used the PaCT were positive about 
it and compared it favorably with other classroom and assessment tools. However, there are 
some caveats. The first of these is that the range of attitudes expressed by educators was wide, 
with around 25% of respondents indicating they see the PaCT more negatively than positively. 
Perhaps more telling were the differences observed between respondents who identified 
themselves as classroom teachers and those who did not. The findings here would suggest that 
enthusiasm for the PaCT was lower amongst classroom teachers than non-classroom teachers 
and that the experience of using the PaCT was generally not making much difference to how 
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classroom teachers perceived it. The findings also point to how important practical issues are to 
the teachers. Respondents who identified themselves as classroom teachers were generally 
more negative about the practicality of the PaCT than those who did not. In addition, 
practicality appears to be a more discriminating factor in whether classroom teachers have a 




CHAPTER 5. SCALE DESCRIPTION STUDY 
This chapter reports on the third study associated with this thesis. The study was used to 
investigate how content-based evidence for validity can be extracted from a decision 
framework. The chapter consists of four parts. The first part begins by explaining how 
information related to the content of an assessment instrument can be used as a form of 
validity evidence, and then describes how the Rasch model provides a way to connect the 
content of the PaCT frameworks to different levels of achievement. The second part of the 
chapter explores a technical consideration associated with using the Rasch model to locate 
content on a measurement scale and describes how the issue was resolved. The third part 
outlines a methodology that was developed to describe the measurement scales that underlie 
the PaCT and provides an example of a completed scale description. The chapter ends with a 
discussion of the implications and limitations of the study. This study does not test a specific 
hypothesis or research question so much as it investigates an important practical consideration 
associated with developing a scale that underpins a decision framework, and that is whether a 
coherent descriptive basis can be generated for the scale developed. In doing this it focuses on 
the extent to which the PaCT meets the fourth characteristic of a decision framework outlined 
in the introduction to this thesis. Namely, are all points in the scale fundamentally “describable” 
in a fashion that allows decision makers to interpret what a location on the measurement 
continuum means in terms of performance against a relevant standard? 
Part 1: Linking the Content of Decision Frameworks to the Construct 
According to the Standards for Educational and Psychological Testing (American Educational 
Research Association, 2014), “Validation logically begins with an explicit statement of the 
proposed interpretation of test scores along with a rational for the relevance of the 
interpretation to the proposed use” (p. 11). A central aspect of doing this involves “specifying 
the construct the test is intended to measure” (p. 11). Newton and Shaw (2014) described this 
as “attribute specification” and noted, “Whichever approach or combination of approaches is 
preferred, the attribute specification ought to be the point of embarkation for evaluating 
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measurement quality” (p. 197). They went on to comment, “Unfortunately, this step is not 
always taken, and both test design and test evaluation often commence from shaky 
foundations, with the measurement objective remaining largely implicit” (p. 197). 
In educational measurement, a primary source of evidence about the underlying construct 
associated with a measure is the content of the assessment instrument. For instance, in the 
context of an achievement test, a systematic examination of the test items, usually undertaken 
by subject matter experts, can be used to support a claim that the makeup of the test 
represents the larger knowledge domain or construct the test has been designed to measure. 
This is sometimes referred to as content validity. 
Although decision frameworks are not tests, they do contain content that exemplifies the 
knowledge and skills students are expected to accumulate as they progress against an 
underlying construct. The content is designed to support a teacher to judge how well a student 
is achieving on the construct by focussing the teacher’s attention on indicators of achievement 
that are pertinent. In doing so, the content cues the teacher to what should be attended to and, 
by omission, to what should be ignored. This suggests that the content of a decision framework 
can also be used as a source of validity evidence with the potential to support users’ 
understanding and claims about achievement on an underlying construct. 
The Content of the PaCT 
The PaCT has been designed to support teachers’ judgments regarding how students are 
achieving against the aims and objectives of the New Zealand Curriculum (Ministry of 
Education, 2007) in reading, writing, and mathematics. In each area of learning, it presents a 
series of progressions with each one designed to cover an aspect of the relevant learning 
domain. For instance, in mathematics, the PaCT presents progressions associated with eight 
different aspects of mathematics learning. Each PaCT progression is made up of several sets of 
illustrations, with each subsequent set intended to illustrate a higher level of achievement. 
When using the PaCT to judge how well a student has achieved, teachers are expected to select 
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the set of illustrations on each progression (aspect), that best describes what the student 
knows and can do by themselves and most of the time. 
It is these progressions and the sets of illustrations that make them up that form the content of 
the PaCT. Figure 5.1 shows an example of a set of illustrations taken from the additive 
progression of the PaCT mathematics framework. The set shown is the first of eight sets that 
make up the progression. As can be seen, the individual illustrations use rich descriptions, 
including pictures, to provide examples of students using basic additive thinking strategies to 
solve a variety of problems. The descriptions highlight the kinds of knowledge and skill the 











The PaCT converts the teacher’s best-fit judgment on each progression to a numerical score. 
These are then summed and converted to an overall location on a measurement scale. 
Although the scale quantifies the relative difference between levels of achievement, it does not 
by itself describe what a reported level of achievement means in terms of the knowledge and 
skill that define the underlying construct. 
The purpose of this study was to develop a methodology that would allow the Rasch scales 
associated with each PaCT framework to be described in terms of the content that makes up 
the frameworks. The intention was that this methodology could then be employed by suitable 
curriculum experts to produce a scale description for each of the PaCT frameworks. The starting 
point for developing this methodology was the Rasch model that was originally used to 
construct the PaCT scales. 
The Rasch Model 
As noted, the PaCT locates student achievement on a measurement scale using a mathematical 
model called the Rasch model13. The model allows both student achievement and the difficulty 
associated with each set of illustrations to be located on the same measurement scale. It does 
this by defining a probabilistic relationship between the achievement level of a student and the 
difficulty levels associated with the sets of illustrations.  
The PaCT uses a form of the Rasch model designed for polytomous items called the partial 
credit model (Wright & Masters, 1982). According to the partial credit model, the probability of 
 
13 The Rasch model is a mathematical model that attempts to describe the probabilistic relationship between the difficulty of 
test items and the ability of test takers. When data shows strong fit to the model, the model can be used to locate both ability 
and item difficulty on the same measurement continuum. One feature of the continuum is the ability to mark it out in equal-
interval units that represent the same underlying unit of measurement. 
The mathematical form of the model for dichotomous data is shown below. In the equation, 𝛽𝑛 is the ability of person n and 𝛿𝑖 
is the difficulty associated with item i. 







student n with ability level β being judged to be at set of illustrations x (𝑥 ∈ {0,1, … . 𝑚𝑖} ) on 
aspect i is given by the following expression. 
𝑃{𝑋𝑛𝑖 = 𝑥} =
exp ∑ (𝛽𝑛 − 𝛿𝑖𝑗)
𝑥
𝑗=0






In the expression, 𝛿𝑖0 is chosen so that ∑ (𝛽𝑛 − 𝛿𝑖𝑗)
𝑚𝑖
𝑗=0 =0. 
In the model, the 𝛿𝑖𝑗 are threshold values associated with the sets of illustrations that make up 
the progression for aspect i. They are sometimes referred to as “item step parameters” (Wright 
& Masters, 1982). The threshold values represent locations on the measurement continuum 
where there is an equal probability of being categorised in one of two adjacent sets of 
illustrations. For example, the first threshold for an aspect represents the location on the 
measurement continuum where there is an equal probability of being assigned to either the 
first or second set of illustrations. 
Fitting a Rasch model involves estimating the item parameters and examining the response 
data to check the extent to which the model predicts the recorded outcomes. This includes 
employing graphical methods and a range of fit statistics to test the quality of the model fit. 
Items where the responses indicate poor fit become candidates for deletion or further 
development. 
Figure 5.2 shows the probability curves generated by the Rasch partial credit model for the 
different sets of illustrations that make up the additive thinking aspect of the PaCT mathematics 
framework. The model uses data collected as part of the PaCT’s final development trial. Each 
curve plots the probability of selecting one of the eight sets of illustrations that make up the 
additive aspect as students’ achievement levels rise. The black curve on the far left of the graph 
shows the probability of teachers selecting the first set of illustrations, the red curve, the 




The Rasch Probability Curves Associated With the Additive Thinking Aspect of the PaCT 
 
 
As shown in Figure 5.2, the probability curves for sets of Illustrations 2 to 7 share a similar 
shape. For each of these sets, the probability of being selected starts off close to zero when 
achievement is low. It then rises to reach a maximum probability before decreasing until, once 
again, the probability is near zero. In each case, there is a clear location on the achievement 
scale where the probability associated with selecting the set reaches a maximum. The 
probability curves for Set 1 and Set 8 follow a different pattern. These sets contain illustrations 
designed to describe students working at the least and greatest sophistication respectively. The 
curve for Set 1 indicates that the probability it will be selected as the best-fit category is 
strongest at the lowest levels of achievement shown on the scale. As the scale score increases, 
the probability associated with selecting Set 1 tails off towards zero. The curve for Set 8 (the set 
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illustrating the greatest sophistication) does the opposite. For students whose achievement is 
at lower levels on the scale, there is very little probability associated with teachers judging 
them to be at Set 8. As the scale score increases, the probability of selecting Set 8 also 
increases, so that at the highest achievement levels it is almost certain it will be used to 
categorise the achievement level. Unlike Sets 2 to 7, however, there is no point on the scale 
where the probability curves for Set 1 and Set 8 reach a point of maximum probability. 
The grey dashed lines in Figure 5.2 have been used to show the points on the scale where two 
adjacent categories have an equal probability of being selected14. These points represent the 
item step parameters described earlier. The grey lines create eight distinct regions on the scale. 
Within each region, one set of illustrations is the most probable set. Starting from the left, Set 1 
is the most probable within the first region, Set 2 within the second region and so on. 
Describing a Scale 
The ability to associate the sets of illustrations from a PaCT framework with locations on the 
Rasch measurement scale that underpins it provides the potential to describe the scale in terms 
of the knowledge and skills that the different sets of illustrations are exemplifying as scale 
scores increase. Such a description would allow a user to interpret what a score associated with 
a PaCT framework means in terms of what students can typically do and understand at 
different scale score locations.  
The idea of describing a scale is not a new one and resonates with concepts associated with 
criterion-referenced assessment. Robert Glaser (1997), commented on how criterion-
referenced measures link information about what a student can do to an underlying 
measurement continuum. 
 
14 As noted earlier, the scale locations where two adjacent sets of illustrations are equally likely to be selected 
represent the threshold (delta values) used in the model. 
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Along such a continuum of attainment, a student's score on a criterion-
referenced measure provides explicit information as to what the individual 
can or cannot do. Criterion-referenced measures indicate the content of the 
behavioral repertory, and the correspondence between what an individual 
does and the underlying continuum of achievement. (Glaser, 1997, pp. 519-
520) 
Beaton and Allen (1992) described how scale descriptions had been developed for the National 
Assessment of Educational Progress (NAEP) in the United States. They described their approach 
as being based on scale anchoring: 
The basic idea of scale anchoring is simple. To find out what students at 
points on a scale know and can do, one may look and see what students in 
the assessed sample who are estimated to have scores at or near those points 
know and can do, as evidenced by their item responses. It is likely that 
attempting to describe student proficiencies at every scale point would be 
unreliable and unmanageable. Therefore, a few carefully dispersed scale 
points must be selected for description. These selected points are called 
anchor points or anchor levels. (p. 192) 
According to Beaton and Allen (1992), the scale anchoring approach involves a statistical 
component that is used to identify appropriate items at different points along the scale, along 
with a consensus component where the identified items are studied by educational experts to 
construct an interpretation of what students are likely to know and be able to do at the 
different points. 
Wilson (2005b) used the term “construct map” (p. 6) to describe the idea of a qualitatively 
described measurement continuum. Wilson noted that although the map can be separated into 
levels, the construct underlying the map is continuous (pp. 95-96). He commented, “By 
171 
 
combining the construct map idea with the Rasch model, a particularly powerful means to 
interpret measurements has been created” (p. 95). 
Wilson (2005b) referred to this combination as a Wright Map after Benjamin D. Wright who 
invented it. Wright Maps will generally juxtapose the location of a set of assessment items on a 
Rasch scale with the achievement locations of students who have been assessed by the items 
or a subset of the items. By describing the kinds of knowledge and skills associated with items 
located at different parts of the scale, the map provides a perspective on the task demands that 
students with achievement levels located at those parts of the scale are typically able to cope 
with. 
An important technical issue involved in taking advantage of the Rasch model to describe a 
scale is deciding on the approach that will be used to link items with scale locations. For scales 
that are based on polytomous items, such as the PaCT scales, several approaches can be used. 
The next part of the chapter describes some alternative approaches and provides a rationale for 
the one that was used in the scale description methodology. 
Part 2: Locating the Sets of Illustrations on the Scale 
Three approaches to associating the sets of illustrations from the PaCT with locations on the 
underlying PaCT scales were considered as part of this study. The first of these was to associate 
the sets of illustrations with the point on the scale where selecting the set is most probable. 
The second involved basing the location on the point on the scale where the probability that 
the set, or a set higher up on the progression is selected was at least 50% (a cumulative 
probability approach). The third approach was to use the point on the scale where the set of 
illustrations provides the maximum amount of statistical information. Each of these approaches 
is discussed below. 
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Approach 1: The Maximum Probability Approach 
The first approach to locating a category on the scale involves finding the point on the scale 
where scoring in that category is the most probable. Figure 5.2 shows that for the non-extreme 
categories there is an obvious location where the probability of scoring in a category reaches a 
maximum. For instance, the curve associated with the second category (coloured red in the 
figure) reaches a point of maximum probability somewhere between -9 and -13 logits. Similarly, 
the curve for the third category reaches a maximum somewhere between -6 and -9 logits. 
However, as can be seen in Figure 5.2, the probability curves associated with the extreme 
categories (Set 1 and Set 8) never reach a point of maximum probability. In both cases, the 
curves head towards an upper asymptote of 1 but will never reach it. This means that a 
different approach would need to be used to locate the sets representing these extreme 
categories. One approach is to calculate the average maximum probability for the middle 
categories and then find the location on the scale where this probability is reached for each of 
the extreme categories. For instance, by eye, the average maximum probability for the middle 
categories in Figure 5.2 seems to be around 0.7. Set 1 reaches a probability of 0.7 at around -14 
logits. Set 8, on the other hand, reaches a probability of 0.7 at about 8 logits. 
Approach 2: The Cumulative Probability Approach 
An alternative approach to locating the sets of illustrations on the scale involves defining a 











The curves associated with the cumulative probability approach are shown in Figure 5.3. The 
grey vertical lines in the figure are used to show the locations on the scale where the 
cumulative probability associated with each set reaches 0.515. These thresholds are sometimes 
called Thurstonian or Thurstone thresholds (M. Wilson, 2005b, p. 106). The grey lines in Figure 
5.3 cut the scale up into eight bands so that for each set of illustrations there is a band where 
the probability of that set or a higher set of illustrations being selected is greater than the 
probability of selecting any of the lower sets. This suggests that one place to locate the sets of 
illustrations is in the centre of these bands. This will work for the middle sets, but not for Set 1 
and Set 8 where the bands are open-ended. Again, this means treating the extreme sets 
differently. One approach to the extreme sets is to work out the average width of the bands 
associated with the middle sets and use this to help locate Set 1 and Set 8 so that the distances 
between the locations for each set are relatively even. 
An alternative approach to locating the sets of illustrations based on the cumulative probability 
curves would be to locate each set at a designated probability level. For instance, the location 
on the scale where the probability that set or a higher set is selected is 0.8. This would provide 
locations for all but the first set. One approach to locating the first set would be to base its 
location on the probability curve for Set 2. For instance, at the location on the scale where the 
probability in being in Set 2 or higher is 0.2. 
  
 




Cumulative Probability Curves for the Additive Aspect of the PaCT Mathematics Framework 
 
Figure 5.4 superimposes the category probability curves from Figure 5.2 on top of the 






Cumulative Probability Curves Associated With the Additive Aspect for the PaCT Mathematics 
Framework (Solid Lines) Superimposed on the Category Probability Curves (Dotted Lines) 
 
Approach 3: The Maximum Information Approach 
Huynh and Meyer (2003) outlined a third approach to associating response categories for 
polytomous items with locations on a Rasch measurement scale. Their approach involves using 
the location on the scale where the Fisher information function for the category reaches a 
maximum.  
The information function describes how much statistical information a category in a 
polytomous item provides about a respondent’s true scale location at different parts of the 
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scale. At the parts of the scale where the information value for a category is high, the category 
will allow for greater precision in locating the respondent on the scale. 
Because a point of maximum information can be calculated for all categories, there is no need 
to treat the extreme categories differently, as was done for the first two approaches. Figure 5.5 
shows the category information curves associated with each of the sets of illustrations for the 
additive aspect from the PaCT Mathematics framework. As can be seen, each of the 
information function curves reach a maximum at a unique location on the scale. 
Figure 5.5 





Figure 5.6 superimposes the category probability curves for each set of illustrations from the 
additive progression with the curves generated by using the respective information function for 
each set. The vertical lines mark the points of maximum information for each set. In general, 
the lines indicate that the points of maximum information and of maximum probability for Sets 
2 to 7 are similar. 
Figure 5.6 
Category Information Curves for the Additive Aspect of the PaCT Mathematics Framework 
Compared With Category Probability Curves 
 
Selecting an Approach 
While the different approaches described above do not result in locating the sets of illustration 
at exactly the same points on the scale, the differences among the approaches are not huge. 
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Graphical explorations across the different aspects of the PaCT frameworks confirmed that this 
was the case for the different progressions in each framework. For the purposes of describing 
the scale, it was decided to use the maximum probability approach. This was based on a belief 
that it was easier to explain to users the idea of each set being associated with a most probable 
location on the scale than to explain a location in terms of cumulative probabilities or statistical 
information. 
Once the technical approach to locating items on the scale had been decided, a step-by-step 
approach to describing the PaCT scales was developed. The intention was to provide the 
methodology to appropriate subject experts to apply to the three separate frameworks. The 
methodology is outlined in the following part of the chapter. Some commentary is provided to 
describe how the methodology was applied. 
Part 3: A Methodology for Describing the PaCT Scales 
The methodology for describing the PaCT scale involved five steps. These are outlined below. 
Step 1: Write a Description of Each Set of Illustrations 
The first step involved creating a written description of each of the sets of illustrations to 
summarise the key indicators of achievement each one exemplified. This was done by 
examining the individual illustrations that made up each set to “extract” the kinds of 
knowledge, skills, and behaviours that the separate illustrations in the set had in common. The 
description also had to identify characteristics that differentiated the illustrations in the set 
from those that were in the sets above and below. This task involved careful consideration of 
the illustrations, of which there were many. In the case of mathematics, it required writing 51 




Step 2: Locate the Written Descriptors for Each Set of Illustrations on the Scale 
The next step involved locating the descriptions written in the first step on the Rasch 
measurement scale. These locations were based on the maximum probability approach 
described above. Figure 5.7 shows the scale locations used to locate the written descriptions 
across the different aspects of the PaCT framework for mathematics. The thresholds (deltas) 
that separated the scale into regions of greatest probability for each aspect are shown using the 
horizontal lines. The numbers between the thresholds mark the scale location for the written 
description associated with each set of illustrations. For example, the written descriptor for the 
fourth set of illustrations for the multiplicative thinking aspect was located at a scale score of 
about zero logits. 
Figure 5.7 




Step 3: Break up the Scale Into Bands 
After the written descriptors were located on the scale, the next step involved considering how 
the scale might be broken into bands. The descriptors for each framework were spread over 
about 24 logits. It was decided to divide the scale into 10 bands. While the lowest and highest 
band (Band 1 and 9, respectively) were open-ended, the middle bands (Bands 2 to 8) where all 
set to be 3 logits wide. Table 5.1 shows the start and finish points for each of the bands on the 
mathematics scale. 
Table 5.1 
Start and Finish Points of the 10 Bands on the PaCT Mathematics Scale 
Band Start (logit) Finish (logit) 
10 (highest) 12 - 
9 9 12 
8 6 9 
7 3 6 
6 0 3 
5 -3 0 
4 -6 -3 
3 -9 -6 
2 12 -9 
1 (lowest) - -12.0 
 
Step 4: Combine the Descriptions That are Relevant to One Band into a Broader 
Description 
The fourth step involved considering how the verbal descriptors associated with each band 
could be combined into one coherent description of the band. The aim was to ensure the 
description for each band included material from as many of the aspects as possible. This was 
not always straightforward, as some bands did not include a descriptor for one or more of the 
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aspects. Another complication involved incorporating information from set descriptors that fell 
close to or on a boundary between the bands. In these cases, the subject experts used their 
professional judgment as to how the set descriptor would be used.  
Step 5: Investigate the Progression of Ideas Through the Descriptors 
Once the subject matter experts had described each of the bands, they looked to ensure the 
descriptions provided a coherent story of progression from the bottom band to the top. This 
was done to alert them to any gaps in the description of a band. Where gaps were present the 
individual set descriptors within the relevant bands were revisited to see if there were other 
indicators of achievement that could be used to strengthen the overall description. 
Step 6: Use Plain English 
The subject matter experts were asked to consider the readability of their descriptions and to 
apply plain English principles. This involved considering reviews of the descriptors by peers and 
by professional editors. A range of teachers who made use of the PaCT were also asked to 
review the descriptors and provide feedback. One of the outcomes of this process was a 
decision to summarise the descriptors further so that they could be used with parents and 
whānau. 
An Example: The Described Mathematics Scale 
The final description constructed by the subject experts for the lowest achievement band on 
the mathematics scale is shown in Figure 5.8. This is the original version of the descriptor that 
was written primarily for teachers. The descriptors for the higher bands are generally longer 
and more detailed than those for the earlier bands. For instance, while the description for Band 





Scale Descriptor 1 From the PaCT Mathematics Scale Descriptors Written for Teachers 
Using concrete materials, the students compare quantities and use informal language to describe this. They 
instantly recognise small quantities and equal groups and understand the concept of “same”. They copy or 
create patterns with two elements in the unit of repeat. Typically they know some number names and 
number symbols. 
The students use some measurement language, such as short and long, heavy and light. They match shapes 
by trial and error, and follow a single instruction to move. 
The students participate in teacher-led class investigations that involve the collection and display of 
category data to answer a simple investigative question. 
 





The Full Set of the PaCT Mathematics Scale Descriptors Written for Parents and Whānau 
Scale Descriptor 1  
Students notice when one small set has more than another, and when sets are the same. They know 
some numerals and say some number names between one and ten. They copy or create a repeating 
pattern with two objects in the repeating part. Students use simple measurement language, such as long 
and short, heavy and light. They try different ways to match shapes until they get it right. They follow a 
single instruction to move.  
Scale Descriptor 2  
Students count the number of objects in a small set one by one. They share a set of objects equally 
among two or three people. They match the numerals 1-10 with sets. They copy or create a repeating 
pattern with three objects in the repeating part. They describe shapes by their appearance. They 
compare the length and weight of two objects by bringing the objects together. They follow a set of 
instructions to move. Students provide their own data to a class display, and make statements about the 
chance of everyday events. 
Scale Descriptor 3  
Students count all of the objects to solve problems about joining, separating, and comparing sets. They 
write addition and subtraction equations. They create, continue, and describe a repeating pattern with at 
least three objects in the repeating part. They name shapes and give a set of instructions to locate an 
object. They order two or more objects by length or weight using other objects, such as a piece of string, 
to help. Students compare categories (e.g., boys and girls) in a data display by counting the objects in 
each category. They decide which of two everyday events is most likely to happen.  
Scale Descriptor 4  
Students count on and back to solve problems about joining, separating, and comparing sets. They skip 
count (by 2, 5, or 10) or repeatedly add or subtract to solve problems with equal sets or equal sharing. 
They write addition and subtraction equations that match a problem. They continue a repeating pattern 
with two features changing, like shape and colour, and use the repeating part of the pattern to work out 
what comes next. They sort shapes by their features, and name the categories, for example, “triangles 
and squares”. They create instructions for someone to move, including left/right and half/quarter turns. 
They choose a personal unit (e.g., hands, feet, blocks) to measure the length, weight, or capacity of 
objects. Students provide their own data to a class display and use everybody’s data to answer questions. 
They look at the possible outcomes of an event before deciding which outcome is more likely.  
  
Scale Descriptor 5  
Students use basic facts to solve problems that require addition and subtraction, and multiplication and 
division with a single-digit number. They record and work with equations to solve problems. They identify 
the repeating or growing part of a pattern, and use that part to predict objects for later positions in the 
pattern. They create patterns with symmetry. They use grid references and compass points to describe 
movement and location. They use devices (e.g., rulers, scales) to measure lengths, weights, and capacities 
in metric units. Students collect and display category (e.g., 5 boys, 6 girls) and number data to answer 
questions. They identify important features in data displays. They experiment to find out about the 





Scale Descriptor 6 
Students connect basic facts and place value to solve addition and subtraction problems with two- or three-digit 
numbers. They solve multiplication with single- or two-digit numbers and division with single-digit numbers. They 
write equations with unknowns to solve word problems. They find a rule to predict the next object or number in 
a pattern. They identify categories of shapes (e.g., triangles, squares) in the environment, build a solid model 
from paper plans (nets), and use compass directions. They read the scales on measurement devices (e.g., rulers, 
scales), including spaces between marks, and recognise abbreviations for metric units (e.g., metres (m), 
kilograms (kg)). Students display data about one variable to answer a summary question (e.g., shoe size or 
height). They identify the important features in displays made by others. They notice differences in the likelihood 
of outcomes occurring, based on experiments, and explain why differences happen.  
Scale Descriptor 7  
Students use a range of strategies flexibly to solve addition, subtraction, multiplication, and division problems 
with whole numbers, and addition and subtraction problems with decimals to two places. They use empty boxes 
in equations to represent unknown numbers. They use diagrams, tables, and graphs to predict the next number 
from the number before in a sequence with constant differences (e.g., 1, 4, 7, 10 has a difference of 3). They 
classify shapes (e.g., hexagon, pentagon) by their sides and angles, and use this information to create patterns 
(e.g., tiling, tapa cloth, and kowhaiwhai patterns). They calculate the areas of triangles and rectangles from side 
lengths. Students create and connect displays to answer a question about one variable in a dataset (e.g., shoe 
size or height). They compare the results of chance experiments with lists of all possible outcomes.  
 
Scale Descriptor 8  
Students use a range of strategies flexibly to solve addition and subtraction problems with whole numbers, 
fractions, decimals, and integers, and multiplication and division problems with whole numbers. They calculate 
fractions, decimals, and percentages of whole numbers. They use letters to represent unknowns in equations. 
They use diagrams, tables, and graphs to predict the next number in a sequence with constant or growing 
differences (e.g., 1, 4, 9, 16 has growing differences). They connect solid objects with paper plans (nets), and 
make accurate nets for pyramids and prisms. They calculate volumes of boxes from side lengths. They convert 
between common metric units (e.g., mm, cm, km). Students create and interpret displays that relate two or more 
variables to answer questions from data (e.g., shoe size and height). They recognise predictions about outcomes 
are more reliable when made from larger samples. They create models to explain the number of times different 
outcomes occur. 
 
Scale Descriptor 9  
Students choose appropriate mental or written methods or a calculator to flexibly solve problems with fractions, 
decimals, and percentages. They use diagrams, tables, graphs, and equations to represent linear relationships 
and solve equations for an unknown value. They apply the properties of shapes, solids, and transformations 
(slides, flips, and turns) to solve problems. They convert between units of the metric system (e.g., 1g = 1ml = 
1cm3), and use formulae to calculate areas and volumes using whole number measures. Students investigate 
questions by gathering data, and create displays to look for patterns, differences, and relationships in the data. 
They evaluate data-based claims made from an investigation. They experiment or create models to find the 
chance of an outcome.  
 
Scale Descriptor 10  
Apply multiplicative relationships among numbers (proportional thinking) to solve problems in a range of 
contexts. They use tables, graphs, and equations to represent linear, quadratic, and other common relationships 
and find unknown values. They deduce and apply formulae for areas and volumes where the measures are 
decimals. They apply the properties of shapes, angles, and lines to solve problems. They create a 3-dimensional 
shape that matches several 2-dimensional diagrams. They describe a shape created by a defined set of points. 
They use the scale on a map, and bearings, to give directions. Students gather data to answer questions, 
interpret the data, and connect graphs and measures to look for patterns, differences, relationships, and trends. 




Part 4: Discussion 
The results of the study have demonstrated that a practical methodology can be developed to 
describe the construct that underlies a decision framework. When applied to the PaCT 
mathematics frameworks, the methodology led to a detailed description of the measurement 
scale that underpins the framework. The description has two salient features. The first of these 
is that it describes achievement in probabilistic terms. Each of the described bands outlines 
what students can typically do when their scores are located at that part of the scale. In other 
words, the description is not deterministic—students whose scale scores lie within a band will 
not necessarily be able to do all the things described in the band. The description represents a 
generalisation that can and will differ for individual students. This is an important feature for 
users of the scale description to understand, particularly when they try to relate the description 
to the achievement of individual students. 
The second salient feature is that the description is broken into a limited number of bands. The 
use of bands highlights that there is a limit to the amount of information that can be gleaned 
from the content of the framework. It also points to the limited precision associated with 
measuring educational progress—there are only so many levels of achievement that can be 
qualitatively distinguished from each other, even when there are a relatively large number of 
score-points available. 
Describing the scale that underpins a framework goes some way toward helping those who use 
the framework to interpret the meaning of the scores that are generated using the framework. 
The description could also be a source of evidence when validating a proposed use for a 
framework. Describing the scale also opens opportunities for different forms of reporting. For 
instance, summarising the scale description so that it can be used to communicate the idea of 
achievement and progress to family and whānau has some obvious potential. 
The study has several limitations. One of these involves the lack of data around the actual use 
of the methodology. This makes it difficult to know, for instance, how much influence the 
186 
 
subject matter experts had on the process. It could be that idiosyncracies associated with the 
way different experts applied the methodology could have led to different final descriptions. 
This would seem to be especially important when the descriptions generated by the experts are 
based on their personal interpretations of the rich illustrations that make up the frameworks. 
An improvement to the methodology might be made if the “building block” descriptors based 
on the individual sets of illustrations were constructed collaboratively, or at least moderated by 
another expert or group of experts. Data could also be collected to better understand how the 
subject matter experts use information from the sets of illustrations that have scale locations 
close to or on the boundaries of the different bands. 
A second and related limitation is the lack of data associated with differences between how 
teachers and subject matter experts interpret the illustrations. Ultimately, the descriptors 
generated as part of this study represented the way that subject matter experts gave meaning 
to the illustrations and by extension to the scale. It could be that teachers emphasise other 
factors in the illustrations that do not correspond to how subject matter experts view the 
underlying construct. If this was the case, the scale description might represent what an expert 
believed should have been measured rather than what was measured. 
A further limitation involves the technical issue at the heart of the study. It would be useful to 
test the extent to which using a different approach to locate the sets of illustrations on the 
scale would affect the final descriptions. Although, as was shown, the different approaches to 
locating the sets produce similar results, it could be that even subtle changes to where a set of 
illustrations is located will change the way a person who is describing the scale combines the 
information when writing a description for a band. 
This chapter has been used to describe a study that investigated how the content of a decision 
framework can be used to describe an underlying construct. Commenting on the importance of 
a well-expressed definition of an underlying construct, Newton and Shaw (2014) noted, “an 
effective attribute specification ought to go considerably beyond curriculum objectives: for 
example, to explain the implications of having more or less of the attribute” (p. 15). The 
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methodology that was developed in this study allowed subject experts to prepare a scale 
description that did just that. The completed description has the potential to provide those who 
use it with a comprehensive view of what the framework is measuring. As has been discussed, 
the study does have limitations and more research should be done to inform and sharpen the 
methodology that was developed. This could, for instance, include exploring how the scale 
descriptions are interpreted and applied in different contexts. Overall, the limitations of the 
study and the need for more research notwithstanding, the potential of the methodology does 
look promising. 
The next and final chapter is used to investigate how the findings of the three studies described 
in this thesis contribute to existing research and understandings about teachers’ summative 
judgments. It also provides an opportunity to look at the implications of the findings from the 





CHAPTER 6. REFLECTIONS 
The purpose of this chapter is to reflect on the research that underpins this thesis. The chapter 
starts with a brief overview of the research, including a description of the three studies that 
were undertaken, and a summary of the findings. The findings are then discussed in terms of 
their relation to the research literature. In the discussion, special attention is paid to the 
theoretical and practical implications of the findings. The final section of the chapter is used to 
discuss the limitations of the studies and to outline future research possibilities. 
The Research 
Background to the Research 
This thesis was motivated by an interest in how decision frameworks can be used to improve 
teachers’ summative judgments of student achievement. A decision framework was defined as 
a systematic process used to support and guide a decision maker. Four defining characteristics 
of a decision framework were described. 
First, a decision framework identifies important aspects of the achievement construct that 
should be considered when making the judgment. For instance, in mathematics, these could be 
different strands of a mathematics curriculum. Second, for each aspect, the framework 
provides examples illustrating or describing different levels of achievement. The examples allow 
the judgment maker to select a level on each aspect that best fits what they have observed in 
terms of achievement. Third, a decision framework provides a scoring rule or mechanism that 
can be used to convert the best-fit judgments on the different aspects to an overall location on 
a measurement continuum. Finally, benchmarks or cut scores can be located on the 
measurement continuum, allowing the user to report whether a student has met the 
achievement expectations associated with a relevant performance expectation, for instance, a 
standard or curriculum level. 
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The thesis has focussed on New Zealand’s Progress and Consistency Tool (PaCT) as an example 
of a decision framework. The PaCT was developed as a result of concerns related to the validity 
and reliability of the judgments that teachers in English-medium classrooms in New Zealand 
were expected to make against National Standards in reading, writing, and mathematics 
(Thomas & Ward, 2011; Ward & Thomas, 2012, 2013, 2015, 2016). The PaCT allows teachers to 
make a series of judgments across different aspects of each area of learning using a framework 
of rich illustrations. For each aspect, the illustrations are organised into sets and presented as 
an ordered progression. When using the PaCT to assess a student, teachers select the set of 
illustrations related to each aspect that best fits the level of achievement they have observed 
for the student. The PaCT combines the teacher’s judgments on the different aspects and 
locates the student’s overall level of achievement as a score range on a Rasch measurement 
scale. The PaCT scales were originally benchmarked against the National Standards. This 
allowed the PaCT to report how the students were performing against the expectations of the 
Standards. When the National Standards were made non-compulsory in 2018, this was changed 
so that the PaCT scores could be interpreted in terms of a best-fit level of the New Zealand 
Curriculum. 
The Research Questions 
Three research questions involving decision frameworks and the PaCT were used to guide the 
work presented in this thesis:  
1. Do decision frameworks, such as the PaCT, enhance the validity of teachers’ summative 
judgments about student achievement? 
2. How do users of the frameworks react to their use?  
3. How can the content that makes up a decision framework, such as the PaCT, be used to 
describe the construct that the framework has been designed to represent? 
The Studies 
Three separate studies were undertaken to address each of these questions in turn. 
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The first study used data that were collected as part of a series of development trials for the 
PaCT frameworks held in 2013 and 2014. Multilevel Modelling (MM) was used to explore the 
relationship between scores generated for students by their teachers using the PaCT and scores 
that the same students achieved independently on a range of standardised tests. The scores on 
the PaCT frameworks for mathematics, reading, and writing were compared with scores on two 
different standardised assessments in mathematics, two in reading, and one in writing. The use 
of MM made it possible to explore patterns of variance in the difference between the 
standardised test scores and the PaCT scores after both sets of scores had been scaled to have 
the same mean and standard deviation. The variance was able to be partitioned into variance at 
the class group level and variance at the student level. 
Study 2 involved survey data collected from teachers and school leaders who were working in 
schools that had signed up to use the PaCT. The data were collected at the beginning of 2016—
just over a year after the PaCT had first been released. The study used responses to a collection 
of semantic differential items to examine the educators’ attitudes towards the PaCT and their 
views on its practicality. The same items were used to survey their views regarding the National 
Standards, commonly used standardised tests, and the New Zealand Curriculum. Two scales 
were constructed based on responses to the items: an Attitude scale and a Practicality scale. As 
well as providing an opportunity to compare responses from teachers and school leaders, the 
data set provided a natural opportunity to compare the perspectives of educators who had 
some experience of the PaCT with those who were about to use it for the first time. 
The final study explored the development of a methodology to describe the measurement 
continuum that underpins a decision framework. The study looked at how the Rasch model 
could be used to locate descriptors at regular intervals on the PaCT scales. The raw material for 
the descriptors were the sets of illustrations that make up the PaCT frameworks. 
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Summary of the Findings 
Study 1: The Multilevel Model Study 
The first study found that there was a strong predictive relationship between the scores 
generated by teachers using each of the PaCT frameworks and scores on the corresponding 
standardised tests. The correlations between the two types of measures ranged from 0.67 to 
0.76 across the five different combinations of PaCT scores and standardised test scores. At the 
class group level in each of the MM analyses, there was variation among the correlations. For 
instance, in the analysis comparing PaCT Mathematics with PAT:Mathematics, these ranged 
from -0.41 to 0.88. 
The series of MM analyses indicated that a sizeable amount of the variance in the data (30 to 
40%) could be associated with differences between class groups. However, the analyses did not 
find a consistent predictor or group of predictors that could explain substantial amounts of 
variation. The year level and gender of the students were associated with statistically significant 
effects in three of the five analyses. 
Study 2: The Practical Viability Study 
The findings from Study 2 showed that overall, educators responded to the PaCT using the 
semantic differential items in a similar way to how they responded to standardised tests. In 
general, they were more enthusiastic about the New Zealand Curriculum (than standardised 
tests or the PaCT) and much less positive about the National Standards (again, than 
standardised tests or the PaCT). The findings also showed that educators who had some 
experience of using the PaCT were generally more positive about it (had higher Attitude scores) 
than those who did not have experience. Educators with some experience also tended to rate 
the PaCT more highly in terms of its practicality. However, school role mattered. On average, 
classroom teachers recorded lower Attitude and Practicality scores regarding the PaCT than 
educators who had school leadership roles. Moreover, classroom teachers’ scores related to 
the practicality of the PaCT were more predictive of Attitude scores than the Practicality scores 
were for school leaders. 
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Study 3: The Scale Description Study 
The final study showed that it was possible to develop a methodology to describe the construct 
that underlies a decision framework. The methodology developed in the study used the Rasch 
model to identify the most probable parts of the scale associated with each of the different sets 
of illustrations that made up the PaCT. This allowed each of the verbal descriptors that had 
been written to describe each set of illustrations to be associated with a particular part of the 
scale. The scale was then partitioned into bands and the descriptors that were located in each 
band combined into summary statements that outlined the kinds of capabilities that could be 
associated with scoring in the band. The methodology was applied by subject experts to 
successfully create a rich description of each of the PaCT scales. 
Discussion 
This section discusses the findings from the three studies in relation to the research literature. 
Special attention is paid to the practical and theoretical implications. The section is organised 
around five themes related to the findings: 
• evidence of a strong predictive relationship between PaCT scores and external measures 
• limited evidence of systematic bias 
• evidence of idiosyncrasy in teachers’ use of the PaCT frameworks 
• the importance of practicality 
• the opportunities presented by scale descriptions. 
Theme 1: Evidence of a Strong Predictive Relationship Between PaCT Scores and External 
Measures 
The first discussion theme involves the strong predictive relations found in Study 1 among the 
scores generated using the PaCT frameworks and the results that the students had scored 
independently on a range of standardised tests. Over the five analyses undertaken, the 
correlations ranged from 0.67 to 0.76. These are higher than the mean correlations reported in 
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meta analyses by Hoge and Coladarci (1989) and Südkamp et al. (2012) (r=0.62 and r=0.63, 
respectively). These meta-analyses summarised correlational data from a range of studies that 
involved comparisons between teachers’ summative judgments and achievement scores on 
related external measures. The magnitudes of the correlations found in Study 1 were also 
aligned with the size of the correlations reported by Meissel et al. (2017) in reading (r=0.73) and 
writing (r=0.72). Meissel et al. explored the relationship between overall teacher judgments 
and standardised test scores in the context of National Standards in New Zealand.  
Südkamp et al. (2018) commented that the size of the correlations reported by Südkamp et al. 
(2012) and Meissel et al. (2017) indicated that “teacher judgment accuracy is fairly high albeit 
being far from perfect and leaving room for improvement” (p. 205). They did not attempt to 
justify this statement, however. Their comment suggests that standardised test scores 
represent a “gold standard” and that teachers’ judgments are at their best when they are as 
closely aligned to the test scores as possible. This is not necessarily the case. It is very likely that 
teachers’ judgments capture at least some aspects of performance that are not, and possibly 
cannot be, assessed by standardised tests. Moreover, correlation studies involving the use of 
two standardised tests designed to measure the same construct do not always record much 
higher correlations. For instance, as noted in Chapter 3, a series of validity studies that 
compared scores on the Progressive Achievement Tests with scores on other, related 
standardised tests, reported a mean correlation of 0.79 in reading (Reid & Elley, 1991), 0.76 in 
mathematics (Reid, 1993) and 0.80 in listening (Reid et al., 1994). Overall, the correlations 
recorded in Study 1 should be taken as positive evidence that the PaCT is supporting teachers 
to make accurate judgments of student achievement. They might also support the hypothesis 
that judgments made using the PaCT frameworks capture aspects of instruction that 
standardised tests do not. The frameworks do exemplify students working in rich contexts and 
showing proficiency using a wide range of skills and knowledge. Not of all these would be easily 
assessed using paper and pencil tests. 
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Theme 2: Limited Evidence of Bias 
Another positive piece of validity evidence associated with Study 1 was the limited indications 
of systematic bias related to student and class level variables across the analyses. Two possible 
exceptions to this were gender and year level. 
There were statistically significant effects found in three of the five analyses related to gender 
(both mathematics analyses and the e-asTTle:Reading analysis). The effects were relatively 
small (0.09 to 0.13 z-score units). Moreover, for mathematics, the direction of the gender effect 
was positive for one analysis and negative for the other. 
Statistically significant effects related to the year level of the student were also found in three 
analyses (both analyses for mathematics and the PAT analysis for reading). In the discussion 
section of Chapter 4, an argument was made that this year level effect might be able to be 
explained by issues to do with the linking processes used to construct the vertical scoring scales 
that underlie the tests or by teachers’ use of the anchoring heuristic. Whether or not this is so, 
the finding does indicate that PaCT scores can be influenced by the year level of the student. 
This is important given that the PaCT is seen as a tool that can be used to track students’ 
progress from their first year at school. Moreover, Year 6 and Year 8 represent important 
transition points, with many students poised to move into new schools when the year is 
completed. Teachers in the new schools who receive PaCT results as part of the information 
exchange at transition could choose to ignore them if they feel they are inaccurate.  
The number of statistically significant effects found in Study 1 is somewhat different from the 
results of Meissel et al.’s (2017) study. In both of their MM analyses (reading and writing), 
Meissel et al. reported statistically significant effects at the student level associated with 
gender, Māori students, Pacific students, students who had English as a second or other 
language (ESOL), and students with special needs status for both reading and writing. In each 
case, after controlling for standardised assessment scores, the teachers’ judgments in Meissel 
et al.’s study discounted the level of achievement for students in each of these groups. Meissel 
et al. also noted statistically significant effects associated with the average achievement level in 
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the school and with average achievement level in the classroom. After controlling for individual 
test scores, when overall achievement in a school or class was relatively high, the teacher’s 
judgment for a student tended to be lower than when achievement in a school or class was 
relatively low. 
The methodology used in Meissel et al.’s (2017) study and Study 1 bear some resemblance. For 
instance, both used a MM approach to explore the relationship between teacher judgments 
and scores on standardised assessments in a New Zealand context. However, there are some 
important differences. First, Study 1 involved a sample of students that was broadly 
representative of the national school population. Meissel et al.’s (2017) sample, by contrast, 
was dominated by students from decile 1 to 3 schools. Second, the teachers involved in Study 1 
used a decision framework (the PaCT) to make their judgments. The teachers in Meissel et al.’s 
study based their judgments on the practices they had developed within their own schools and 
classrooms. Third, Meissel et al. used a three-level MM (student, class, and school). The model 
in Study 1 involved two levels (student and class group). Fourth, the teachers in Meissels et al.’s 
study were likely to have been aware of the results of the standardised tests. The tests were 
administered by the teachers as part of a professional development project and teachers were 
entitled to consider the results when making their judgments. In Study 1, teachers did not have 
access to the results of the tests. Finally, although Meissel et al. (2017) involved data from 
students in a range of year levels (Year 4 to 8), they do not appear to have used year level as a 
variable in their analysis. As noted, Study 1 indicated that year level is an important variable to 
consider. 
The indication of bias in Meissels et al.’s (2017) study suggests that information or factors that 
are not relevant to the constructs under consideration were often being included, possibly 
unconsciously, in the teachers’ judgment-making process. The more limited evidence of bias in 
Study 1 compared with that found in Meissels et al.’s study could indicate that the use of the 
PaCT framework helped teachers to focus on the underlying constructs and, at least to some 
extent, ignore irrelevant factors. 
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Dual processing theories provide insights into how biases can become integrated into human 
judgment and decision-making processes. As discussed in Chapter 2, dual processing theories 
propose that people attend to decision making tasks using two different approaches to 
cognition. These are sometimes referred to as System 1 and System 2. System 1 processes are 
generally unconscious, automatic, and effortless, while those involved in System 2 are 
conscious, deliberate, and effortful. Neither system is error free and both can contribute to 
bias. 
Theorists working in the field of Social Cognition draw on dual-processing theories to describe 
two approaches people use to deal with information about other people. The first, a Systems 1 
approach, is referred to as “category-based”. It uses generalised understandings and concepts 
about social groups to quickly and effortlessly form impressions of individuals and make sense 
of new information about them. According to Brewer (1988): 
In category-based cognition, the individual is attached to a category node and 
most information about the individual (with the exception of individuating 
features that would be attached directly to the specific object) is associated 
with the category. (p. 22) 
Category-based cognition is contrasted with information-integrating processing, which is a 
System 2 approach. Information integration involves more deliberate and reflective practices 
where people take time and expend effort to integrate and personalise information. 
As has been pointed out in Meissel et al.’s study (2017), the teachers did not use a decision 
framework. Moreover, the data was collected within two to three years of the implementation 
of National Standards (2012 and 2013). This was a time when teachers were, arguably, still 
developing experience and knowledge of the Standards. Poskitt and Mitchell (2012), who 
worked with data collected in 2010 in the context of the same professional development 
initiative, noted the variation in teachers’ understanding and approaches to making 
achievement decisions and were doubtful regarding the quality of the judgments. Given these 
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factors, it is very possible that the teachers in Meissel et al.’s study (2017) were more likely 
than the teachers involved in Study 1 to draw on category-based processes when making their 
judgments. In doing so, their judgments may have been influenced by dominant stereotypes 
regarding the achievement of different groups of students, such as boys and Māori students. 
It is also very possible, on the other hand, that using a decision framework could encourage a 
System 2 information-integrating process, leading to more careful consideration of the 
information that was available. The PaCT, for instance, prompts teachers to attend to important 
aspects of the judgment and provides clear examples of different levels of achievement. This 
could activate appropriate memory processes, supporting teachers to recall information that is 
pertinent to the individual student concerned. 
Another possible way the decision framework could have reduced bias is by taking 
responsibility away from the user for combining the different aspects of the judgment. Larrick 
(2004) described different approaches to debiasing decision-making processes. One of these 
approaches involves employing what he called “technological strategies” (p. 327), such as the 
use of statistical models. He noted: 
Even an improper linear model is effective because it ensures that all the 
attributes are used, and that they are weighted and combined consistently. A 
biased model consistently applied is an improvement over a biased and 
inconsistent human. Overall, linear models are ideally suited for tasks in 
which there are a large number of alternatives to review. It is precisely such 
data-rich but repetitive tasks that prove the most taxing on human 
information processing and benefit the most from substituting a model for a 
human. (p. 328) 
Larrick’s (2004) advice is in line with the reviews comparing statistical decision making and 
expert decision making described in Chapter 2 which were strongly in favour of statistical 
models (Hastie & Dawes, 2010; Meehl, 1954). When it comes to combining information, 
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decision frameworks, by definition, rely on scoring rules. In the case of the PaCT, it is the Rasch 
model that is used to transform the aspect-by-aspect decisions from the teacher to locations on 
a measurement continuum. This transformation is always consistent. 
As has been mentioned, the limited evidence of systematic bias at the student level is a positive 
result in terms of supporting a validity argument for the PaCT. In addition, and as argued above, 
there is some theoretical support for how a decision framework might suppress bias. However, 
the findings from Study 1 did not indicate a complete absence of bias. A claim cannot be made 
therefore, that using the PaCT results in bias-free decisions. The discussion of the next theme 
highlights this issue further by considering the implications of the idiosyncrasy that is apparent 
in teachers’ use of the PaCT frameworks.  
Theme 3: Evidence of Idiosyncrasy in Teachers’ Use of the PaCT Frameworks 
The third theme examines a negative finding related to the validity of the PaCT scores. This 
involves the evidence in Study 1 of a level of idiosyncrasy in the way teachers used the PaCT 
frameworks to make judgments. This was evidenced in two ways. First, the correlations among 
teachers’ PaCT scores and students’ scores on standardised assessments varied somewhat from 
class group to class group. For instance, in the analysis involving PAT:Mathematics and the 
PaCT:Mathematics framework, the correlations for class groups with ten or more students 
ranged from 0.20 to 0.97 with a mean of 0.71. In the reading analysis involving PAT:Reading and 
PaCT:Reading, the range was even greater, -0.41 to 0.98 with a mean of 0.70. Thus, while some 
teachers generated PaCT scores that were highly consistent with standardised measures, others 
produced scores with a much weaker relationship, and sometimes even a negative relationship. 
Secondly, each of the five MM analyses indicated that a sizeable proportion of the variance 
(about 30 to 40%) in the difference scores could be associated with differences among the class 
groups. In other words, after taking into consideration a range of variables, knowing which class 
group a student was in provided useful predictive information about how much their PaCT 
scores would deviate from their standardised test scores. 
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Given the size of the class groups involved (on average about 10 to 12 students per class), care 
must be taken when interpreting these results. However, both results (variation in correlations 
and variation between class groups) suggest that teachers differ in their ability to use the PaCT 
to make accurate judgments. 
Hoge and Coladarci (1989) and Südkamp et al. (2012) found considerable variation in the 
correlations between teacher judgments and external measures reported by different studies. 
Individual research studies have also noted that judgment accuracy can vary considerably 
across teachers (Helmke & Schrader, 1987). Meissel et al.’s (2017) study did not report 
correlations at the class level. However, they did record high variation in the correlations across 
schools (-0.50 to 0.94 for reading, and -0.07 to 0.94 for writing). It is very possible that the 
correlations in Meissel et al’s study also varied considerably at the class level. 
The finding that there is a degree of idiosyncrasy in the relationship between teachers’ 
judgments using the PaCT and standardised assessment scores is important. One of the original 
drivers for developing the PaCT was to achieve greater consistency across teachers (Ministry of 
Education, 2012). The finding suggests that achieving consistency will involve more than just 
using the framework by itself. The next part of this section is used to explore how a greater 
level of consistency might be obtained when teachers use the PaCT. 
Achieving Consistency 
The PaCT relies on the expertise of the person making the judgment. A fundamental 
assumption is that this person can interpret the frameworks presented and reliably recall 
appropriate information that is pertinent to making the series of judgments required. 
Furthermore, it is also assumed that the person making the judgment is motivated and 
prepared to expend the energy necessary to engage appropriately in the process of using the 
PaCT. If these assumptions are not met, use of the PaCT frameworks is unlikely to improve the 
accuracy of decisions. 
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The teachers in Study 1 used the PaCT independently. That is, they were not required to consult 
with others when making their judgments. Nor were they accountable for the judgments they 
made. This opens the possibility that a moderation process, where teachers worked with their 
peers to use the PaCT frameworks and to justify their judgments, could significantly reduce 
variation at the class group level. 
A process that involves teachers discussing their judgments about students’ levels of 
achievement so that they can reach an appropriate level of agreement regarding when a 
standard has been met is sometimes referred to as social moderation (Gipps, 1994). Social 
moderation is often used in educational settings as a technique to support the accuracy and 
consistency of teachers’ summative judgments. A strong argument can be made that using the 
PaCT frameworks in tandem with social moderation could reduce variation amongst teachers. 
In what follows, four reasons are given to support this argument. 
Moderation as a Place for Harnessing the Power of Group-Decisions. First, 
social moderation could introduce elements of group-decision making to the PaCT process that 
are known to enhance decision making. One of these could be to build an expectation that the 
rationale behind a judgment will need to be explained to others. Larrick (2004) noted that 
holding decision makers accountable for the decisions they make can act to increase the 
motivation and engagement of the decision maker. According to Larrick (2004):  
The principal mechanism by which accountability improves decision making is 
pre-emptive self-criticism. In preparation for justifying their decisions to 
others, decision makers anticipate the flaws in their own arguments, thereby 
improving their decision processes and outcomes. (p. 322) 
Larrick (2004) described three other ways that group-based processes can improve on 
individual decision making. First, groups can check for errors as they interact. Second, 
“synergies” can emerge, especially when groups contain people with views and experiences 
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that complement each other. Finally, groups increase the amount of experience and 
information available to the decision-making process.  
Larrick (2004) also noted that there can be downsides to group-based processes. These can be 
pronounced when group members are “unknowingly influenced by the public judgments of 
others” (p. 326). When this happens, people’s individual judgments are anchored to those of 
the others in the group and the judgments made by the group members can become 
contaminated by shared error. Similarly, the apprehension individuals can feel sharing their 
judgments with a group, especially when the group has a known preference, can also lead to 
individuals compromising and constructing a judgment to fit in with others. Larrick commented, 
“The fundamental requirement of group decision making is that individuals must formulate 
their own hypotheses, judgments, and estimates independently of each other before working in 
a group; once into the group process, shared ideas can spark new insights” (p. 327). 
 Moderation as a Space for Drawing on Collective Knowledge. A second way 
that social moderation could help reduce variation between the way teachers use a framework 
would be by providing a space where teachers can draw on their collective knowledge (explicit 
and tacit) to help agree on how the framework should be interpreted and applied in a range of 
contexts. Sadler (1987) argued that some kind of framework is an essential part of making 
summative judgments. He recommended a combination of verbal descriptors and annotated 
exemplars. He also noted however, that the “use of natural-language descriptions together 
with exemplars is unlikely to provide a complete substitute for, or render superfluous, the tacit 
knowledge of human appraisers, simply because external formulations cannot be exhaustive 
and cover every conceivable case” (p. 201). It is very likely that this is just as true for the PaCT. 
Despite its sophistication, the frameworks it presents cannot be exhaustive and cover all 
contingencies. 
 Moderation as an Opportunity to Test and Negotiate the Legitimacy of 
Evidence. The third reason that social moderation could enhance teachers’ use of the PaCT 
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frameworks is that it would allow teachers to test and negotiate the legitimacy of using 
different kinds of evidence and knowledge to support their PaCT judgments. Wyatt-Smith et al. 
(2010) noted that teachers bring to judgment making what they described as “additional 
resources” (p. 69). This includes knowledge of students’ attitudes and dispositions, curriculum 
knowledge, knowledge of norms, as well as previous experience of making judgments about 
what students know and can do in a range of contexts. They observed that teachers often used 
these resources in combination and sometimes in opposition to the official guides for decision 
making. Social moderation could arguably provide a place where the legitimacy of using this 
kind of knowledge to inform PaCT judgments can be negotiated. 
 The Educative Power of Moderation. Finally, several researchers have argued that 
the rationale for social moderation can go beyond simply confirming or improving judgments. 
That is, it can have an educative function. For instance, Wyatt-Smith et al. (2010) commented: 
The moderation meeting itself also provides an opportunity to generate new 
knowledge and new ways of knowing as teachers draw on their individual 
tacit and individual explicit knowledge and the group’s tacit and explicit 
knowledge, and use this knowledge as a tool of knowing within a situated 
interaction with the social and physical world. (p. 120) 
In the New Zealand context, Hipkins and Robertson (2012) and Smaill (2020) were optimistic 
about the potential of social moderation as a way for teachers to develop and maintain their 
understandings of assessment for learning. Both studies involved observations of teachers 
involved in moderating their overall teacher judgments in the context of the National 
Standards. In both cases, the authors saw the opportunities they observed for learning about 
students and about assessment as a potentially positive outcome of moderation processes 
within the National Standards system. It is reasonable to assume that this optimism could be 




The educative power of moderation involving a decision framework could also extend to 
students. The New Zealand Ministry of Education indicated that students could benefit from 
involvement in moderation processes in a series of professional learning modules (Benefits of 
Moderation, n.d.). An argument was made in the modules that involving students in 
moderation processes, for instance, by asking them to select appropriate work samples, helps 
them to better understand expected outcomes. It was also noted that “Making judgments is 
closely linked to developing the skills of self and peer-assessment” (para. 3). Helping students 
to develop their own assessment capabilities so that they can proactively evaluate their own 
learning has been emphasised by several New Zealand researchers (Absolum et al., 2009; Booth 
et al., 2016; Hill et al., 2017). According to these researchers, promoting students’ own 
assessment capability is a critical part of students becoming “motivated, effective, self-
regulating learners” (Absolum et al., 2009, p. 24). 
Theme 4: Practicality Matters 
The fourth theme in this discussion involves the importance that practicality plays in how 
educators view a decision framework. The second study clearly indicated that educators who 
had used the PaCT were often positive about it. However, as has been noted, the findings also 
indicated that classroom teachers with experience of using the PaCT were, on average, less 
enthusiastic about it than the leaders in their schools, and not much more enthusiastic than 
teachers who were yet to make use of it. One strong concern for teachers appeared to involve 
issues of practicality. Compared with school leaders, teachers generally appeared to be more 
sensitive about the practicality of the PaCT in terms of how it related to their overall attitude 
towards it.  
The finding indicates that many of the teachers in the study who were using the PaCT were not 
yet seeing benefits that they believed outweighed the costs involved in using it. While it is 
important to emphasise that the study represented how teachers felt about the PaCT after only 
a limited amount of use (up to one year), this finding has important implications for the long-
term use and uptake of the PaCT and for decision frameworks more generally. In particular, it 
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suggests that school leaders and classroom teachers have different motivations for using the 
PaCT. School leaders are probably going to be more concerned than classroom teachers about 
questions of consistency and meeting obligations to the Ministry of Education or other official 
agencies than classroom teachers. For the school leaders in Study 2, the use of the PaCT may 
be, or at least may appear to be, satisfying these needs. Classroom teachers, on the other hand, 
who are tasked with using the PaCT to make judgments, are likely to be more concerned with 
finding the time required to learn how to use it and the time it takes to make the judgments for 
a class of students. For some teachers, especially in the first year of use, the amount of time 
needed could be considerable, especially if their school had decided to use all three PaCT 
frameworks (reading, writing, and mathematics). 
School leaders and policy makers at the system level who want to respond to this finding 
should consider how teachers might be supported to develop more efficient and focussed 
assessment programmes. At the school level, this would involve working with teachers to 
decide how teaching and learning, including any mandated assessment activities within the 
school, could be reorganised to support the centrality of teacher judgments. At the system 
level, it would mean developing appropriate policies and system settings so that teachers have 
access to the time and resources required to use the PaCT, including access to appropriate 
professional development. 
Wilson (2005a) provided a vision for a coherent approach to an assessment system based 
around teacher judgments which he called “A community of judgment” (p. 1). According to 
Wilson, such a community is an interpretive system made up of four interlocking components: 
frameworks for describing achievement; agreement on appropriate ways of collecting 
evidence; a system of within-school moderation; and an agreed approach to quality control 
across the system. Wilson argued that a major advantage of such a community “is that by 
placing teachers in the system’s central position, we are engaging them fully as professionals in 
the instruction of their students” (p. 5). He noted, “In summary, every part of the community of 
judgment is designed to contribute to the usefulness and validity of the judgments made within 
the community (p. 7). Creating the kind of community that Wilson envisaged would require 
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commitment to all of the parts that he described. A decision framework cannot simply be 
“bolted on”. 
Theme 5: The Opportunities Presented by Scale Descriptions 
The fifth and final discussion theme in this section involves the opportunities that present 
themselves when frameworks are supported by clear construct descriptions. The rationale for 
the third study was based around the idea that clear construct definition is a fundamental 
aspect of measurement and a necessary starting point for validation (American Educational 
Research Association, 2014). The study showed that it was possible to develop a systematic 
approach to describing the measurement continuums that underly the PaCT frameworks. An 
implication of this finding is the need to find opportunities to use the descriptions in order to 
strengthen users’ understanding of the constructs and of the frameworks themselves. 
One opportunity involves examining the descriptions to identify aspects of the constructs that 
are either underrepresented or possibly even missing. For instance, in mathematics, this could 
involve looking at how well important mathematical ideas, such as proportional reasoning and 
geometric thinking are represented, or to what extent mathematical processes such as 
problem-solving are included. If gaps are found, a response could be to consider creating 
additional illustrations to bolster the frameworks. In general, what is assessed and how it is 
assessed impacts on what is taught in the classroom. This kind of analysis would help ensure 
that the impact of the PaCT on teaching and learning was aligned with curriculum intentions. 
A second opportunity involves using the descriptions for reporting purposes. For instance, the 
scale descriptions provide a view of how the construct that underpins a framework becomes 
more complex as students grow and develop their understanding and skills. Incorporating the 
descriptions into reporting formats would support teachers, students, and their families to 




Each of the three studies has its limitations. This section describes some of these limitations. It 
is followed by a section that examines opportunities for further research. 
A limitation involved with Study 1 was its sample size, especially at the class group level. As has 
been mentioned, Study 1 indicated that differences between class groups accounted for 
between 30 to 40% of the total variance associated with each model. However, the relatively 
small number of classes available for analysis made it difficult to detect variables that might 
explain this variation. This was exacerbated when some of the classroom variables might have 
been involved in interactions with other variables or were only present at some year levels. For 
instance, it could have been that differences between class groups in intermediate and full-
primary schools16 were important predictors of variation at the class level. In the study, the 
number of classrooms representing each type of school was limited.  
Another limitation associated with Study 1 involved the absence of the school level in the 
model. Class groups exist in school communities and are likely to share common approaches 
and characteristics. Meissel et al. (2017) showed that differences between schools were 
responsible for at least some of the variation identified by their three level models. 
One of the biggest limitations for Study 2 was the inability to link the teachers who responded 
to the survey with the schools they worked at. It is very likely that teachers in the same school 
shared common attitudes and perspectives. It could be that differences at the school level are 
important determinants of how teachers feel about and react to the PaCT. Because this link was 
not possible, Study 2 was not able to employ a multilevel modelling approach to the analyses 
that may have opened opportunities to detect these differences.  
 




The final study, Study 3, was limited by its scope. The discussion above related to Study 3 would 
suggest that there were opportunities to make use of the descriptions that were produced 
using the methodology developed in the study. This needs an expanded study that allows 
teachers’ perspectives to be captured regarding the descriptions and their possible uses. 
This limitation for Study 3 highlights a more general limitation that is true across all three 
studies. The studies provided only limited access to the ideas and perspectives of the people 
who use the frameworks. In each study, opportunities to gather qualitative data would have 
provided more opportunities to interpret and validate the findings, and to identify implications. 
In Study 2 for instance, a mixed methods approach involving interviews with some of the 
educators who completed the survey may have made it possible to develop stronger 
understandings of attitudinal differences towards the PaCT between teachers and school 
leaders. 
Further Research  
In general, the findings from this thesis are positive regarding the utility of decision frameworks 
to support teachers’ summative judgments. The research does indicate, however, that teachers 
need support to use the frameworks. This support could involve opportunities for teachers to 
work together to moderate their framework judgments and to find ways to integrate their use 
of the frameworks into efficient teaching and learning programmes. As argued above, a system-
wide commitment is needed to creating a “community of judgment” (Mark Wilson, 2005a). 
Since this research was completed, the Ministry of Education in New Zealand has continued to 
invest in the PaCT. This has included developing an online website with professional learning 
information, providing face-to-face professional development opportunities, and extending the 
frameworks so that they can be usefully applied in schools catering for students in Year 9 and 
10. The Ministry also plans to encourage the use of the PaCT to support new initiatives 
associated with the National Certificate of Educational Achievement (NCEA) regarding literacy 
and numeracy requirements. Taken together, the findings and the current policy settings 
suggest that there is strong rationale for further research involving decision frameworks. 
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The findings from Study 1 indicated that there was a strong relationship between scores 
generated from teachers’ PaCT judgments and the scores students achieved on a range of 
standardised tests. The tests used in the study were ones that are commonly used in New 
Zealand schools and often for formative purposes. This suggests that further research should be 
carried out to investigate the link between the tests scores and PaCT scores more thoroughly. 
One of the purposes behind this kind of research could involve developing a tool for teachers 
that allowed them to interpret a test score in terms of a typical score range on the PaCT. 
Providing this kind of resource would provide teachers with a way to calibrate their judgments. 
Research should also be carried out to explore how the PaCT can best be supported by social 
moderation processes. This could build on the research carried out by Smaill (2018, 2020) and 
Hipkins and Robertson (2012) and would involve observing teachers using the PaCT in 
moderation activities with their peers. This could be extended to explore how interschool 
moderation practices can add to the value of moderation processes. Any research that involves 
moderation should be informed by theory related to group-decision making processes and 
debiasing. As noted earlier, the use of groups in decision-making processes can have downsides 
(Larrick, 2004). 
Another opportunity for further research involves looking closely at the decision-making 
process teachers use when making their PaCT judgments. For example, a think-aloud protocol 
could be used as teachers make their judgments to help identify the cues that they are 
attending to and the reasoning processes they are applying. The research could also involve a 
series of interventions based on debiasing techniques that support teachers to recognise when 
their judgments might be affected by bias and when they might need to be more deliberate. 
The findings of the research could be used to develop guides for teachers that supported their 




In 2006, Atul Gawande wrote an article in the New Yorker magazine that traced the 
development of modern medicine’s approach to the birth of a child (Gawande, 2006). Gawande 
noted that even as recently as the nineteen thirties, as many as one in thirty births in the 
United States of America resulted in the death of the child. He described how “Babies who 
were born malformed or too small or just blue and not breathing well were listed as stillborn, 
placed out of sight, and left to die” (para. 53). 
Gawande credits a doctor named Virginia Apgar for turning that around. Apgar believed that 
the deaths were not inevitable. She had no power to change the conventions of the day, but 
she did something that Gawande described as more powerful, “she devised a score” (para. 53). 
The score provided a systematic way for nurses to rate the wellbeing of a new-born. According 
to Gawande (2006): 
An infant got two points if it was pink all over, two for crying, two for taking 
good, vigorous breaths, two for moving all four limbs, and two if its heart rate 
was over a hundred. Ten points meant a child born in perfect condition. Four 
points or less meant a blue, limp baby. (para. 54) 
Gawande (2006) described the radical effect the score has had on birthing practices. He wrote: 
Around the world, virtually every child born in a hospital had an Apgar score 
recorded at one minute after birth and at five minutes after birth. It quickly 
became clear that a baby with a terrible Apgar score at one minute could 
often be resuscitated—with measures like oxygen and warming—to an 
excellent score at five minutes. (para. 56) 
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Gawande (2006) gave the Apgar score a large share of the credit for a huge improvement in 
mortality rates for new-borns. In the United States, the rate is now around one in five 
hundred—sixteen times better than it was 80 years ago. 
Like doctors and nurses, teachers are professionals tasked with a critical mission—the 
education of young people. The teachers’ knowledge and understanding of these young people 
are constantly in-play as they make minute-by-minute, day-by-day judgments and decisions 
related to their students’ learning. Teachers, moreover, are human beings who are affected by 
the interactions they have with their students and who care that their students succeed. This 
human element provides them with access to intuitions and insights that can make these 
decisions powerful. At times, it can also threaten the validity of these decisions. 
The research reported in this thesis has focussed on whether decision frameworks (Apgar-like 
systems for education) can support teachers to make better decisions about their students’ 
progress and achievement. It has found some evidence that they can. It has also uncovered 
evidence that decision frameworks cannot work alone. They need to be integrated into a 
coherent system focussed on supporting the judgment making process. The challenge going 
forward involves understanding more about how this kind of system could work and what the 
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