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Introduction
After the pioneering works of Gibbons, Hull and Tod [1, 2] on the characterization of
the supersymmetric solutions of pure (minimal) N = 2, d = 4 supergravity, a great ef-
fort (leading to a wealth of very important and useful results we will not try to review
here) has been devoted to the characterization (a.k.a. ”classification”) of the super-
symmetric configurations and solutions of more general supergravity theories. This
effort has been particularly intense and fruitful in the realm of the so-called N = 2
supergravity theories in d = 4, 5 and 6 dimensions. These are theories with 8 super-
charges that admit timelike supersymmetric solutions, which include black holes, and
not just null supersymmetric solutions, which in 4 dimensions only include waves and
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“stringy cosmic strings”. These theories admit many different matter couplings but
the amount of supersymmetry they have constrains their structure the right amount
which is needed to endow them with interesting geometries and dualities.
In d = 4, using the “bilinear method” of Ref. [3], the timelike case of the most
general N = 2 theory was worked out in Ref. [4], culminating a long series of works in
which theories with more general matter couplings were studied [5, 6, 7, 8, 9, 10, 11],
in which the the null case (in absence of non-Abelian gaugings) was also solved. Only
the null case for the most general non-Abelian-gauged theory remains to be worked
out.
In d = 5 dimensions, the timelike and null cases have been solved for the most gen-
eral theory after another long sequence of works dealing with increasingly complicated
matter couplings [3, 12, 13, 14, 15, 16, 17, 18]. An interesting aspect of the 5-dimensional
case is that the supersymmetric solutions that admit an isometry which acts with no
fixed points can be reduced to a supersymmetric solution of a N = 2, d = 4 supergrav-
ity.
Less is known about the six-dimensional case, which only admits null Killing
spinors, which nonetheless has interesting applications. For example, supersymmetric
solutions of d = 6 supergravity have recently proven to be very useful in the context of
the fuzzball proposal [19], thanks to the construction horizonless microstate geometries
[20, 21, 22, 23] that are able to account for a finite fraction of the black hole entropy.
In spite of the interest of this case, in d = 6 dimensions, however, only two the-
ories have been completely studied so far: pure supergravity, in Ref. [24], and Fayet-
Iliopoulos-gauged supergravity coupled to some vector multiplets in Ref. [25]. In be-
tween these two theories, there is a huge gap corresponding to ungauged theories cou-
pled to arbitrary numbers of vector and tensor multiplets and also to hypermultiplets
which are the theories we are going to consider here. This should be understood as
a first step towards the complete characterization of all the supersymmetric solutions
of the most general matter-coupled N = (1, 0), d = 6 supergravities: on the one hand,
only if one considers vector multiplets can one gauge any symmetries of the ungauged
theory. On the other hand, the symmetries that can be gauged are R-symmetry, which
is gauged via Fayet-Iliopoulos terms (the case considered in Ref. [25]) and the isome-
tries of the hyperscalar manifold and of the scalar manifold associated to the tensor
multiplets. Thus, if one wants to take a step beyond what is already known, one is
forced to consider, at least, tensor and vector multiplets together.
There is another reason for considering these two kinds of multiplets simultane-
ously: the existence of duality between ungauged theories with tensor and vector
multiplets compactified in a circle discovered in Ref. [26]. More precisely, in that refer-
ence it was shown that the dimensional reduction of one of these theories with just one
tensor multiplet (nT = 1) and an arbitrary number of vector multiplets nV and that of
a theory with n′T = 1+ nV and n
′
V = 0 give exactly the same N = 1, d = 5 theory with
nV5 = nV + 2 vector multiplets.
This situation is entirely analogous to the identity between the reductions on dual
circles of the N = 2A, d = 10 and N = 2B, d = 10 theories [27] which signals, at
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the effective action level, the T-duality between type IIA and IIB superstring theories
discovered in Refs. [28, 29]. In the case at hands, there is no known stringy/brany
duality underlying the duality found at the supergravity level. Nevertheless, it is
possible to derive a set of Buscher-type duality rules that transform solutions of the
nT = 1, nV theory with an isometry into a solutions of the n′T = nV + 1, n
′
V = 0 theory
and vice-versa.
Although this duality has been found in the bosonic equations of motion it is, most
likely, a duality between the two complete supergravity theories and, therefore, it is to
be expected that the supersymmetric solutions of both kinds of theories are related by
it. A first step to check whether this is true is the characterization of all the solutions of
the ungauged theories with arbitrary numbers of vector and tensor multiplets, which
we are going to present here. The relation between the supersymmetric solutions will
be studied elsewhere.
Early work on supersymmetric solutions of the theories that we are going to con-
sider here can be found in Ref. [30], but this work is quite far from the systematic
and exhaustive approach we aim to pursue here. More recently, M. Akyol and G. Pa-
padopoulos in Ref. [31] solved the Killing Spinor Equations of these theories in the
most general, gauged case identifying the geometry and the field strengths of super-
symmetric field configurations. However, since the main goal of that paper was to
study the different kinds of Killing spinors admissible by the supersymmetric con-
figurations, they did not solve the Bianchi identities of the vector field strength nor
did they impose the equations of motion on them. Thus, the supersymmetric con-
figurations were not completely characterized and the supersymmetric solutions (the
equations that they have to solve) were left unidentified.
It is known that supersymmetry ensures that some of the equations of motion of
supersymmetric solutions are related among them or automatically solved but there
is always a number of them which are independent and need to be solved. The re-
lations between the equations of motion of supersymmetric field configurations can
be obtained bia the so-called Killing Spinor Identities (KSI) [32, 33] or via the integra-
bility conditions of the Killing Spinor Equations. In order to construct the KSIs one
needs the locally supersymmetric action of the theory, which does not exist for the
theories under consideration because they include 2-forms with (anti-)self-dual 3-form
field strengths.1 Thus, in this work we will find these relations from the integrability
conditions of the KSEs. We will identify the independent and non-trivial (for super-
symmetric configurations) equations of motion and we will impose them, together
with the Bianchi identities of the vector fields, on the supersymmetric configurations,
finding a reduced number of simplified differential equations to be solved. Our main
result, summarized in Section 4, will be this set of simplified differential equations and
a recipe to construct supersymmetric solutions of theories with an arbitrary number of
1It might be possible to derive the KSIs from the pseudo-action Eq. (1.15), but this requires further
investigation.
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vector and tensor multiplets.2 We will also study some further simplifications of these
equations for particular cases and make contact with the results on classifications of
N = 1, d = 5 supersymmetric solutions, partially confirming the results of this paper.3
This paper is organized as follows: in Section 1 we present the theories, their
field content, (pseudo-)action, equations of motion and supersymmetry transforma-
tion rules. In Section 2 we characterize the field configurations which, satisfying the
equations of motion or not, admit at least one Killing spinor. In Section 3 we impose
the equations of motion on the supersymmetric configurations we have characterized.
Only a few of them are actually independent and, therefore, as usual, the number of
equations that have to be solved by the building blocks of a supersymmetric configu-
ration is very reduced. At this stage, we have achieved all the goals we were aiming
for and is simply rest to summarize our results. We do this, and conclude, in Section 4.
1 Ungauged six-dimensional supergravity
Six-dimensional supergravity coupled to matter has been described in increasing levels
of generality in Refs. [35, 36, 37, 38, 39, 40, 41]. For the sake of completeness we
review here the most relevant results. We will mostly use the notation of [41]. The
bosonic sector of six-dimensional supergravity contains the graviton, represented by
the Vielbein eaµ, a number nT of scalars ϕα, nT + 1 two-forms, Brµν, with respective
field strengths
Hr = dBr + 12c
r
ijF
i ∧ Aj, (1.1)
nV abelian vectors Ai, with field strengths
Fi = dAi, (1.2)
and 4nH hyperscalars φX. The fermionic sector consists of the gravitino ψAµ , nT ten-
sorinos χM A, nV gauginos λi A and 2nH hyperinos Ψa. Let us explain how these fields
couple among them.
The scalars ϕα, α = 1, ..., nT, parametrize the coset SO(nT, 1)/SO(nT). The indices
M, N = 1, ..., nT belong to the fundamental representation of SO(nT), while r, s =
0, 1, ..., nT label the fundamental representation of SO(nT, 1). On the other hand, A =
2After this work was already completed we learned about another work by H. het Lam and S. Van-
doren [34] which studies the case of coupling to an arbitrary number of tensor multiplets only from the
same point of view.
3The detailed comparison of our results with those of Ref. [31] is very complicated because we are not
solving exactly the same problem: we consider solutions with at least one unbroken supersymmetry and,
in Ref. [31], field configurations with exactly one, two etc. unbroken supersymmetries are considered.
Furthermore, we make some explicit choices of coordinates that lead to the definition of the, most useful,
base space, in which many of the objects that we determine are defined. The definition of base space is
not used in Ref. [31]. One can only compare the components of the 3-form field strengths and some
general structures of the supersymmetric solutions and check that, indeed, they agree.
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1, 2 is an Sp(1) index. Let us introduce a coset representative of SO(nT, 1)/SO(nT) as
a (nT + 1)× (nT + 1) matrix, Lrs, which belongs to SO(nT, 1). It is useful to split its
components in the form Lr ≡ Lr0 and LrM, so that they satisfy
LrLs − LrMLsM = ηrs, (1.3)
where ηrs = diag(+1,−1,−1, ...,−1). The indices r, s are lowered and raised with ηrs
(ηrs) in the way Lr = ηrsLs, LrM = −ηrsLrM. We also have the relations
LrLr = 1, LrLrM = 0, LrMLrN = δMN. (1.4)
We will also need the following symmetric but not constant tensor:
Grs = LrLs + LrMLsM. (1.5)
The scalars parametrize the coset representative, and we have the following rela-
tions
∂αLr = VαMLrM, (1.6)
∂αLrM = −AαMNLrN +VαMLr, (1.7)
where ∂α ≡ ∂/∂ϕα and VαM is the Vielbein, which satisfies
VαMVβM = gαβ, (1.8)
where gαβ is the metric of the scalar manifold associated to the tensor multiplets.
It is also convenient to define the 3-forms field strengths in the basis defined by the
coset H,HM, because the supersymmetric transformation rules are written are written
in terms of them. They are related to those defined in Eq. (1.1) by
H = LrHr, HM = LrMHr. (1.9)
In this way, we can distinguish the several supermultiplets of this theory: we have
the supergravity multiplet {eaµ,ψAµ ,H}, nT tensor supermultiplets {χM A, ϕα,HM}, nV
vector supermultiplets {Ai,λi A} and nH hypermultiplets {φX,Ψa}.
On the other hand, the hyperscalars φX parametrize a quaternionic-Kahler mani-
fold of holonomy Sp(1) × Sp(nH). For completeness, we give here certain formulas
which are used throughout the calculations in the text. The Vielbein of the quater-
nionic manifold is denoted as VaAX, with X = 1, . . . 4nH, while a and A are indices
of Sp(nH) and Sp(1), respectively. We are interested in the Sp(1) connection, which is
denoted AXAB and it is anti-hermitian in the A, B indices. Equivalently, we can write
the components of the connection in the adjoint representation
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AXAB = i2(σ
x)ABAxX ⇔ AxX = −i(σx)ABAXBA, (1.10)
where x = 1, 2, 3 and σx are the Pauli matrices. The field-strength of the connection is
defined as
FXYAB = ∂XAYAB − ∂YAXAB + [AX, AY]A B. (1.11)
We also have the following relations [42, 41]4
VaAXVbAY +VaAYVbAX = gXYδba ,
VaAXVaBY +VaAYVaBX = gXYδBA,
VaAXVaBY +VaBXVaAY = FXYAB.
(1.12)
The quaternionic structures are related to the field strength according to
J xXY = 12F xXY ≡ − i2(σx)BAFXYAB. (1.13)
They are covariantly constant with respect to the Sp(1) connection and they satisfy the
quaternionic algebra
J x · J y = −δxy + exyzJ z. (1.14)
1.1 Field equations and supersymmetry transformations
It is always most convenient to have an action principle from which the equations of
motion can be derived. Precisely, one of the difficulties of N = (1, 0), d = 6 supergrav-
ity is that it contains self-dual 3-forms whose equations of motion cannot be obtained
from a covariant action functional unless one introduces PST-type auxiliary variables
[43, 44, 45, 46] and reformulates the theory using them. However, one can also use
a “pseudo-action” (which is not supersymmetric) from which, through its functional
derivatives, one obtains equations that have to be supplemented by the duality con-
straints. For instance, this has been done in Refs. [47, 48] for theN = 2B, d = 10 theory,
whose Ramond-Ramond 4-form has a self-dual 5-form field strength, and for the case
at hands (with no hypermultiplets) in Ref. [26]. The pseudo-action we need is5 [41]
4We thank S.J.G. Vandoren for pointing to us a missprint in the first of these relations in Ref. [42].
5We follow the conventions of [49].
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S =
1
16piG(6)N
∫
d6x
√
|g|
{
R− ∂µLr∂µLr + 13GrsHrµνρHs µνρ − LrcrijFiµνFj µν
− 14cr ij
eµνρσλη√|g| BrµνFiρσFjλη + 2gXY∂µφX∂µφY
}
,
(1.15)
and has to be supplemented by the self-duality relations
? GrsHr = −ηrsHs. (1.16)
Given the relations Eqs. (1.5) and (1.3), these equations imply that the rotated field
strengths H and HM are, respectively, anti-self-dual and self-dual
H+ = 0, HM− = 0. (1.17)
The theory is invariant under the gauge transformations
Ai → Ai + dΛi, Br → Br − 12crijAi ∧ dΛj + dχr, (1.18)
for arbitrary 0− and 1−forms Λi and χr, providing that the constants crij satisfy the
relation
ηrscr (ij|cs |k)l = 0 , (1.19)
which we will assume to hold. Then the field equations are gauge-invariant and they
read
Eµν = Rµν + gαβ∂µϕα∂νϕβ + GrsHrµρσHsνρσ − 2LrcrijFiµρFjνρ
+14gµνLrc
r
ijFiρσFj ρσ + 2gXY∂µφX∂νφY, (1.20)
Er = d (?GrsHs) + 12cr ijFi ∧ Fj, (1.21)
Ei = d(?Lrcr ijFj)− 2cr ijHr ∧ Fj, (1.22)
Eα = Dµ∂µϕα − 23VαMHMµνρHµνρ + 12VαMLrMcrijFiµνFj µν, (1.23)
EX = Dµ∂µφX, (1.24)
where Dµ denotes the covariant derivative in space-time and in the corresponding
scalar manifold.
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Along with these equations we have the Bianchi identities of the vector fields,6
dFi = 0. (1.25)
It is also convenient to write the equations of motion of the 1- and 2-forms in their
dual form
?Erµν = ∇ρ (GrsHs ρµν) + 18cr ij
eµνρσαβ√|g| FiρσFjαβ, (1.26)
−18 ? Eiν = ∇µ(LrcrijFj µν) + GrscsijHr αβνFjαβ. (1.27)
For vanishing fermions, the supersymmetry transformations of the fermion fields
are given by7
δeψ
A
µ = DµeA − 14 /HµeA, (1.28)
δeχ
M A = 12
[
/∂ϕαVαM + 16 /HM
]
eA, (1.29)
δeλ
i A = − 1
2
√
2
/FieA, (1.30)
δeΨa = i/∂φXVaAXeA, (1.31)
where Dµ is the space-time and Sp(1) covariant derivative
DµeA = ∇µeA + AµABeB =
(
∂µ − 14ωµabγab
)
eA + AµABeB, (1.32)
and AµAB ≡ ∂µφXAXAB is the pullback of the connection.
2 Supersymmetric configurations
In this section we are going to identify all the supersymmetric configurations of the
theories that we have just introduced. First, in Section 2.1 we are going to find the
necessary conditions that a field configuration has to satisfy in order for the Killing
Spinor Equations (KSEs) to admit at least a solution (a Killing spinor). In a second
stage, in Section 2.2 we will show that these conditions are also sufficient and we will
explicitly determine the form of the Killing spinor.
6By (anti-) self-duality, the Bianchi identities of the 3-form field strengths are the equations of motion
themselves.
7Our conventions on the spinors and gamma matrices are explained in Appendix A
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2.1 Necessary conditions
We assume that we have certain purely bosonic field configuration which admits a
Killing spinor eA. By definition, this means that every field is invariant under the
supersymmetry transformation generated by eA and, in particular,
δe f = 0, (2.1)
for every fermion f of the theory and for eA. These equations are, by definition, the
KSEs of the theory.8
In order to find useful information from these fermionic equations, we will use the
“bilinear method” pioneered in Ref. [3]. Given a Killing spinor eA we can construct an
associated vector and a triplet of 3-form bilinears, as explained in Appendix A:
lµ ≡ e¯AγµeA, Wxµνρ ≡ i(σx)BAe¯AγµνρeB. (2.2)
The properties of these bilinears are described in Appendix A.2. In particular, the
triplet Wx is anti-self dual and l is null and transverse to W:
?Wx = −Wx, lµlµ = 0, lλWxµνλ = 0. (2.3)
We introduce an auxiliary null vector nµ satisfying
nµnµ = 0, lµnµ = 1, (2.4)
and define
Jxµν ≡ nλWxµνλ. (2.5)
Jx is transverse to l and n, self-dual in the four-dimensional transverse space and,
most importantly, with one index raised, Jx µν, it satisfies the quaternionic algebra
Eq. (A.53).
Our next task is to extract all the possible information from the KSEs by using these
bilinears. The analysis is more or less independent for each equation and we dedicate
one section to each of them.
2.1.1 Gravitino equation
The gravitino KSE, δeψA = 0, can be written as
∇µeA = 14 /HµeA − AµABeB. (2.6)
8The supersymmetry transformations of the bosonic fields, being proportional to the fermionic fields,
which vanish by assumption, are trivially satisfied.
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We are going to translate this spinorial equation into equations for the spinor bi-
linears. By taking their covariant derivatives and using the above KSE, we find that lµ
and Wxµνρ satisfy the following identities9
∇µlν = lλHµνλ, (2.7)
∇µWxνρσ = 3Wxλ[ρσ|Hµ|ν]λ − exyzAyµWzνρσ. (2.8)
Eq. (2.7) implies, in particular, that ∇(µlν) = 0, so lµ is a null Killing vector. Then,
let us characterize all the metrics which allow for a null Killing vector which in general
is not covariantly constant. First, we introduce a coordinate v associated to lµ defined
through
lµ∂µ = ∂v. (2.9)
Hence, in this coordinate system, lµ = δµv. On the other hand, lµ is transverse to lµ.
Let us write lˆ = lµdxµ. Since, in general, dlˆ 6= 0, we cannot find a coordinate u such
that lˆ = du. In addition, generically lˆ is not hypersurface-orthogonal, dlˆ ∧ lˆ 6= 0, so
lˆ 6= f du for any function f and coordinate u. Therefore, we must write in general
lˆ = f (du+ β), where β = βmdxm, m = 1, 2, 3, 4, (2.10)
so β is a 1-form on the four-dimensional space transverse to l and n while f is just a
function. Both f and β can depend on u and xm but not on v. Now, since lµnµ = 1, the
1-form nˆ = nµdxµ can be written as
nˆ = dv+ Hdu+ω, (2.11)
where H is a function which again can depend on u and xm, and ω is a 1-form in the
four-dimensional space (which can also depend on u). Finally, since n and l are null,
the metric must be given by
ds2 = 2lˆ ⊗ nˆ− f−1δmnvm ⊗ vn, (2.12)
where vm is the Vielbein of the four-dimensional Euclidean space which we will call,
as it is customary, “base space”. In coordinate form, the metric reads
ds2 = 2 f (du+ β)(dv+ Hdu+ω)− f−1γmndxmdxn, (2.13)
9These identities imply that lµ and Wxµνρ are covariantly constant with respect to the torsionful
connection Γ(e) +H+ A.
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where γmn is the metric of the base space.10 No quantity in this metric depends on the
isometric null coordinate v. In order to make any further progress in our analysis, we
introduce a null Vielbein eaµ:
e+ = f (du+ β), e− = dv+ Hdu+ω, em = f−1/2vm, (2.15)
and the inverse Vielbein is
e+ = f−1(∂u − H∂v), e− = ∂v, em = f 1/2vm − f 1/2βm∂u − f 1/2(ωm − βm)∂v, (2.16)
where βm ≡ vmmβm, and the same for ωm. Note that e+ = lˆ, e− = nˆ and e+µ = nµ,
e−µ = lµ. The spin connection of this Vielbein is computed in Appendix B.
From the condition Eq. (2.7) we have been able to find the generic form of the metric
of a supersymmetric configuration. The next step is to exploit the rest of information
contained there in (2.8) in order to find the general form of the field strength H in a
supersymmetric configuration.
First, let us inspect the independent components of Habc (in the null Vielbein basis).
It has four kind of components:
H+−m, H+mn, H−mn, Hmnp. (2.17)
On account on the anti-self-duality of H:
Hmnp = e˜mnpqH+−q, (2.18)
where the Levi-Civita symbol of the transverse space is given by
e˜mnrq = emnrq+−. (2.19)
Furthermore, considered as 2-forms in this four-dimensional space, H+mn and H−mn
are, respectively, self-dual and anti-self-dual:
?˜H+mn = +H+mn, ?˜H−mn = −H−mn. (2.20)
All these conditions reduce the list of independent components of H. Let us pro-
ceed with the computation of the independent components. In flat indices, Eq. (2.7)
can be written as
de+ = Hab−ea ∧ eb, (2.21)
and we get the following relation between H and the spin connection:
10It is related to the Vielbein by the usual expression
γmn = δmnvmmvnn. (2.14)
12
ωab− +Hab− = 0. (2.22)
Automatically, this relation gives us the components H−mn and H+−m, and, by using
the duality relation Eq. (2.18), we also obtain Hmnp. Hence, it only remains to find
H+mn, or, equivalently, its self-dual part. In order to do so, let us note that Eq. (2.8) can
be written as
DaWxbcd = 3Wxe[cd|Ha|b]e, (2.23)
where now Da is also the Sp(1) covariant derivative. Then, we take into account that,
since Wx is anti-self-dual and transverse to e+, the only non-vanishing components are
Wx+mn = Jxmn. By using also Eq. (2.22) we see that Eq. (2.23) is equivalent to
DaJxmn = 2Jx [m|pHa|n]p. (2.24)
By using again (2.22), the component a = −, gives us ∂vJxmn = 0.11 On the other
hand, the component a = + gives us the following relation:
H++mn +ω++mn = Jzmn
(
1
16 f
−1exyz∂uJxrsJy rs − 12Az+
)
. (2.25)
Since H++mn = H+mn, we have determined the general form of all the components
of H.
From the gravitino KSE we can also obtain information about the base space. In
order to simplify the notation, let us introduce the following derivative operator acting
on the p-form α [24]
Dα ≡ d˜α− β ∧ α˙, (2.26)
where d˜ is the exterior derivative in the base space and where α˙ denotes the derivative
with respect to u in the coordinate basis. For example, for a 1-form:
α = αµdxµ ⇒ α˙ ≡ ∂uαµdxµ. (2.27)
Note that the components of α˙ in the Vielbein basis are given by α˙a = eaµ∂uαµ (in
the case of a 1-form). The operator D satisfies the identity
D2α = −Dβ ∧ α˙. (2.28)
By using this operator, the full exterior derivative is given by
dα = Dα+ f−1e+ ∧ α˙. (2.29)
Coming back to the issue of interest, we know that the structures Jx mn satisfy the
quaternionic algebra. However, these are not the natural quaternionic structures of the
11We are advancing that Ax− = 0.
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base space, since they must be defined with respect to the Vielbein vmm. Therefore, we
define the complex structures in the coordinate basis as
Jx mn ≡ vmmJx mnvnn. (2.30)
Now the indices are raised and lowered with γmn instead of gµν:
Jxmn = γmpJ
x p
n, Jx mn = Jx mpγ
pn. (2.31)
These relations imply, in particular, that, as 2-forms, the Jxs and Jxs are related by
Jx = − fJx, (2.32)
while in the corresponding Vielbein basis their components are related by
Jxmn
∣∣
v = −Jxmn
∣∣
e. (2.33)
Now, we can express Wx in terms of Jx as
Wx = e+ ∧ Jx = − f−1e+ ∧ Jx. (2.34)
From Eq. (2.8), it follows that
dWx + exyzAy ∧Wz = 0. (2.35)
Then, this equation implies that
d˜Js + exyzAy ∧ Jz = ∂u (β ∧ Jx) + exyzAyuβ ∧ Jz, (Dβ)+ = 0, (2.36)
where Ay = d˜φXAyX is the pullback of the Sp(1) connection onto the base space, and
Ayu = ∂uφXA
y
X. Note that in the cases β = 0 or u-independent, the first equation tells
us that Jx is covariantly closed in the base space with respect to the Sp(1) connection.
However, in a quaternionic-Kähler manifold the complex structures Jx must be not
only covariantly closed, but covariantly constant. Indeed, if we use the equation (2.24)
we see that
∇˜rJxmn + exyzAyrJzmn =βrexyzAuyJzmn + βr∂uJxmn − δr[mJxn]s β˙s
+ Jxr[m β˙n] − 2Jx [m|sU|n]rs,
(2.37)
where
Unrs ≡ −v˙n[rβs] + v˙s[rβn] − v˙r[nβs], (2.38)
so that Jxmn is actually Sp(1) covariantly constant in the cases β = 0 or u-independent.
Observe that this does not mean that the base space is quaternionic-Kähler, because,
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precisely for d = 4 dimensions, the definition of a quaternionic-Kähler space is differ-
ent.12 In absence of hypermultiplets, the space is hyperKähler.
Let us summarize our results so far: in a supersymmetric configuration, the metric
and the 3-form field strength H are given by
ds2 = 2 f (du+ β)(dv+ Hdu+ω)− f−1γmndxmdxn, (2.39)
H = 12 f−1e+ ∧ e− ∧
(
D f − f β˙)+ 12 f e− ∧ Dβ
−12 ?˜
(
D f−1 + f−1β˙
)
+ e+ ∧
[
f−2
(
−ψ+ 12JxAxu
)
− 12G+
]
, (2.40)
where G is the 2-form
G = Dω− d˜H ∧ β, (2.41)
and
ψ =
1
16
exyzJ˙x rsJyrsJ
z, (2.42)
and where all the objects that appear in these expressions are v-independent. In addi-
tion, β satisfies the equation
(Dβ)+ = 0, (2.43)
and γmn is the metric manifold with self-dual complex structures Jx which satisfy the
quaternionic algebra, and whose covariant derivative is given by Eq. (2.37).
2.1.2 Tensorino equation
The tensorino KSE δeχM A = 0 reads[
/∂ϕαVαM + 16 /HM
]
eA = 0. (2.44)
If we contract it with e¯A, we get:
0 = lµ∂µϕα = ∂vϕα. (2.45)
Therefore, the scalars do not depend on the isometric coordinate v. Another useful
identity is obtained if we contract Eq. (2.44) with e¯Aγab. In this case, we obtain:
HMabclc = l[a∂b]ϕαVMα. (2.46)
12The holonomy is Sp(1)× Sp(1) ∼ SO(4) and is not special anymore. Therefore, it cannot be used to
characterize these spaces. Instead, it is required that they are Einstein and a self-dual Weyl tensor.
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Decomposing the fields in this equation in their components, we find that
HMm+− = −12emϕαVMα, HM−mn = 0. (2.47)
This is all the information that we can get directly from (2.44). However, if we now
make use of the self-duality of HM, we find
HMmnr = 12 e˜mnrqeqϕαVMα. (2.48)
On the other hand, we have not found any condition on HM+mn, but the self-duality
of HM implies that it must be anti-self-dual in the base space:
HM+mn ≡ IMmn = (IMmn)−. (2.49)
Hence, we can write the self-dual 3-forms HM as
HM = −12e+ ∧ e− ∧ DϕαVMα + 12 f−1?˜DϕαVMα + e+ ∧ IM. (2.50)
By taking into account the results of the previous section, we can write the physical
field strengths by using the relation
Hr = LrH+ Lr MHM, (2.51)
And we find
Hr =12 f
−1e+ ∧ e− ∧ [D( f Lr)− β˙ f Lr]+ 12 f Lre− ∧ Dβ− 12 ?˜[D( f−1Lr) + f−1Lr β˙]
+ e+ ∧
{
χr + Lr
[
f−2
(
−ψ+ 12JxAxu
)
− 12G+
]}
,
(2.52)
where the quantities Lr satisfy
∂vLr = 0, (2.53)
and the anti-self dual 2-forms
χr = Lr M IM, (2.54)
satisfy
Lrχr = 0. (2.55)
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2.1.3 Gaugino equation
Let us now consider the KSE of the gauginos
δeλ
i A = − 1
2
√
2
/FieA = 0. (2.56)
By contracting this equation with e¯Bγa, we obtain these two equations:
lbFibc = 0, (2.57)
Wx abcFibc = 0. (2.58)
The first equation simply tells us that
Fia− = 0. (2.59)
Then, the second equation can be rewritten as
Jx mnFimn = 0, (2.60)
which means that Fimn is anti-self-dual in the base space. Therefore, we can write the
field strength Fi as
Fi = e+ ∧ θi + F˜i, (2.61)
where θi and F˜i are, respectively, 1- and 2-forms in the base space, and F˜i is anti-self-
dual in the base space
?˜F˜i = −F˜i. (2.62)
2.1.4 Hyperino equation
Finally, let us analyze the supersymmetric configurations for the hyperscalars. The
hyperino KSE reads
δeΨa = i/∂φXVaAXeA = 0. (2.63)
Contraction this equation with e¯B just tells us that
∂vφ
X = 0, (2.64)
as expected. On the other hand, if we contract with e¯Bγab we obtain
il[a∂b]φ
XVaBX + ∂cφXVaAXWBA abc = 0. (2.65)
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Now, by contracting with the inverse Vielbein VYaB and by using Eqs. (1.12) and
(1.13), one can see that this equation is equivalent to
∂mφ
X = J xXY∂nφYJx nm, (2.66)
which characterizes φX as a “quaternionic map”. This is similar to what happens in
d = 5 [17], with the difference that in our case the hyperscalars φX can depend on the
null coordinate u.
2.2 Sufficient conditions
In the previous subsection we have determined the necessary conditions for a field con-
figuration to be supersymmetric and we have obtained the general form of the fields.
However, this does not imply that these configurations are actually supersymmetric
and one has to make sure that there is a solution to the KSEs. We are going to show
that, when the fields take the form described in the preceding section, there exists
always a Killing spinor.
To begin with, let us consider an spinor eA satisfying the following conditions
γ+eA = 0 , ΠxABeB = 0, (2.67)
where
ΠxAB ≡ 12
[
δAB +
i
4 /J
x(σx)AB
]
, (no summation on x). (2.68)
Once the condition γ+eA = 0 is imposed, it follows that the ΠxAB are projectors.
Moreover, the set of all these quantities
{
γ+,ΠxAB
}
is closed under commutation, so
the conditions are consistent. We also have the relation
ΠxABΠyBCeC = 12
[
ΠxAC +ΠyAC − |exyz|ΠzAC
]
eC, (2.69)
so that once two of the three conditions are imposed, the third is automatically satis-
fied. Since each projector reduces in 1/2 the dimension of the space of allowed spinors,
it follows that the dimension of the space of spinors satisfying Eqs. (2.67) is 1/8 of the
total and there is only one independent spinor. If these conditions guarantee that the
KSEs are satisfied, this will imply that, in general, these configurations have 1/8 of the
total supersymmetry. Also, note that the second condition in (2.67) is equivalent to
i(σx)ABeB = 14 /J
xeA, i(σx)ABeA = −14 /JxeB. (2.70)
In addition, the first condition in (2.67) fixes a chirality in the base space, and we obtain
duality relations like
γmneA = +12 e˜
mnrsγrse
A, (2.71)
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thus implying that γmneA is self-dual.
Now we are going to prove that, indeed, there is always a Killing spinor fulfilling
these properties for the configurations that satisfy the necessary conditions identified
in the previous subsection.
We can start with the hyperino equation, δeΨa = 0. First, since γ+eA = 0 and
∂−φX = 0, this equation only involves derivatives ∂mφX. Contracting this equation
with VXaB, we obtain
VYaBδeΨa = i2γ
m
[
∂mφ
YδAe B + ∂mφ
XFYXAB
]
eA (2.72)
= i2γ
m
[
∂mφ
YδAe B + i∂mφ
XJ xYX(σx)AB
]
eA. (2.73)
Now we make use of Eq. (2.70) and we obtain
VyaBδeΨa = i2γ
m
[
∂mφ
Y − ∂nφXJ xYXJx nm
]
eB. (2.74)
Hence, on using Eq. (2.66) we see that the r.h.s. vanishes, so that δeΨa = 0 for the
spinor eA. The gaugino equation is also satisfied for this spinor:
δeλ
i A = − 1
2
√
2
/FieA = − 1
2
√
2
(
2Fim+γ
m+ + Fimnγmn
)
eA = 0, (2.75)
where we have used that Fia− = 0, that γ+eA = 0 and that Fimn and γmneA have
opposed chirality, so that their contraction is zero. On the other hand, for the tensorino
equation we see that
δeχ
M A = 12
[
/∂ϕαVαM + 16 /HM
]
eA
= 12
[
γm∂mϕ
αVαM +HM+−mγ+−m + 16HMmnrγmnr
]
eA
= 12
[
γm∂mϕ
αVαM + 2HM+−mγ+−m
]
eA
= 12
[
γm∂mϕ
αVαM + 2HM+−mγm
]
eA
= 0.
(2.76)
In the second equality we have used ∂−ϕα = 0, HM−mn = 0 and the projection γ+eA = 0,
in the third equality we have used the fact that HM is self-dual and in the last equality
we have used Eq. (2.50).
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Hence, for every spinor satisfying the projections Eqs. (2.67), and for the configura-
tions obtained in the previous section, the KSEs δeΨa = δeλi A = δeχM A = 0 always
hold.
Finally, we have to prove that the gravitino KSE is also satisfied by a spinor con-
strained by Eqs. (2.67). We can write the equation δeψAµ = 0 as
∂ae
A = 14 (ωabc +Habc) γbceA − AaABeB. (2.77)
By using Eq. (2.22) and γ+eA = 0, we can simplify the r.h.s. of this equation to
∂ae
A = 14 (ωamn +Hamn) γmneA − AaABeB. (2.78)
Taking now into account Eq. (2.24), this expression can be rewritten as
∂ae
A = 164 [−exyz∂aJxmnJy mn + 8Aza] /JzeA − AaABeB. (2.79)
Then, using Eq. (2.70), we get
∂ae
A = − 164exyz∂aJxmnJy mn/JzeA. (2.80)
The v-independence of Jx implies that of the Killing spinor. On the other hand, we
can always find a basis of the tangent space such that the quaternionic structures take
the form
J1 = v1 ∧ v2 − v3 ∧ v4, J2 = v1 ∧ v3 + v2 ∧ v4, J3 = v1 ∧ v4 − v2 ∧ v3. (2.81)
In particular, the components in this basis are constant [24] ∂aJxmn = 0. Therefore,
in this basis any constant spinor satisfying the constraints Eqs (2.67) also solves the
gravitino equation.
In conclusion, we have proven that all the configurations found in the subsec-
tion 2.1 are indeed supersymmetric and they admit a constant Killing spinor satisfying
Eqs (2.67).
3 Supersymmetric solutions
In the previous section we have characterized the supersymmetric configurations of
d = 6 ungauged supergravity in terms of a number of elementary building blocks
(functions, forms, metric) satisfying certain first-order equations. Our goal, now, is to
find under which conditions they are solutions of the equations of motion of the theory
as well. The naive answer would be to say that those conditions are, precisely, the
equations of motion; all of them. However, once we assume that the field configuration
is supersymmetric, many of the equations of motion are equivalent or automatically
solved and only a reduced number of them remain independent and nontrivial. This is
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precisely the magic that one is seeking for and the reason why finding supersymmetric
solutions is, indeed, simpler.
In order to identify these independent equations of motion one can use the integra-
bility equations of the KSEs, which are typically proportional to combinations of the
equations of motion, or the so called Killing spinor identities (KSIs) [32, 33]. These can be
understood as projections over the supersymmetric configurations of the gauge identi-
ties associated to the local supersymmetry invariance of the theory. They are typically
derived from the supergravity action assuming invariance under local supersymmetry
transformations. In this case, doing this is not possible and we have just worked out
the integrability conditions of the KSEs.13
3.1 Killing spinor identities
Let us start with the gravitino KSE, which we can write as
DµeA = 14 /HµeA. (3.1)
Its integrability condition, which must hold for the supersymmetric configurations that
we have determined in Section 2.1, are[Dµ,Dν] eA = 14Dµ(/HνeA)− 14Dν(/HµeA). (3.2)
The commutator in the l.h.s. of this equation takes the value[Dµ,Dν] eA = −14RµνabγabeA + ∂µφX∂νφYFXYABeB, (3.3)
leading to the identity
1
4
[
Rµνabγab + 2∇[µ /Hν] + 12 /H[ν /Hµ]
]
eA − ∂µφX∂νφYFXYABeB = 0. (3.4)
If we contract on it with γν, we get
1
4
[
−2Rµaγa − 4∂µφX/∂φYgXY + γν
(
2∇[µ /Hν] + 12 /H[ν /Hµ]
)]
eA = 0 (3.5)
Then, after a long computation in which we make use of the gaugino KSE (2.56), we
rewrite this identity as
1
2
[
−Eabγb − 16LrEr abcdγbcd + Lr ? Er abγb + Ca/l
]
eA = 0, (3.6)
where we recall that the different E -tensors represent the equations of motion as de-
fined in Eqs. (1.20)-(1.24), and
13We suspect that the KSIs may be derived from the pseudo-action, assuming that it can be supersym-
metrized up to terms proportional to the self-duality constraints or by some other trick. However, it is
not clear how to prove that the KSIs obtained in this way are indeed correct, except by direct comparison
with those obtained from the integrability conditions, since nobody is actually going to find the required
supersymmetrization of the pseudoaction.
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Ca ≡ 12Lrcrij
(
2laFi+rFj+r + naFimnFj mn − 4FiarFj+r
)
. (3.7)
From Eq. (3.6) we can obtain several interesting relations among the equations of
motion: if we contract it with e¯Aγcd and we assume that the 2-form equations are
already satisfied we obtain
Er = 0⇒ Ea[blc] = 0. (3.8)
Then, by taking into account that lc = δ+c and that Eab is symmetric, we find that
Ea− = E−a = Eam = Ema = 0 . (3.9)
Hence, once the 2-form equations of motion are satisfied, so are all the components of
the Einstein equation, except for the ++ one.
Less interesting relations can be derived for the equations of the 2-forms, Er. For
example,
Lr ? E abr Wxabc = 0, ⇒ Lr ? Er −m = 0, Lr ? Er mnJx mn = 0, (3.10)
but we shall not need them since we will compute the full equations of the 2-forms
explicitly.
Let us next consider the tensorino KSE (2.44). Its derivative must also also vanish,
and in particular, /DδeχM A = 0, where /D = γaDa is the space-time and Sp(1)-covariant
derivative. After some computations in which we make use of the different KSEs we
get the following result:
0 = /DδχM A = 12
[
VαMEα + LrM ? E abr γab
]
eA. (3.11)
From this equation it is evident that once the equations for the 2-forms are satisfied,
the equations for the scalars are also satisfied,
Er = 0, ⇒ Eα = 0. (3.12)
In addition, we can obtain the identities LrM ? Er −m = 0, and LrM ? Er mnJx mn = 0,
implying together with Eq. (3.10) that
? Er −m = 0, ?Er mnJx mn = 0 . (3.13)
An explicit computation shows that ?Er mn = 0 identically for supersymmetric con-
figurations. Thus, the only non-vanishing components of the 2-form equations are
?Er +m and ?Er +−.
From the gaugino KSE (2.56) we can get the following interesting identity relating
some components of the vector field equations and of the Bianchi identities,
0 = e¯aDc
(
γabcLrcrijδeλi A
)
= 1
4
√
2
[
l[a ? E b]j − 2Lrcrij eabcde f ∂[cFide]l f
]
. (3.14)
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In obtaining this identity we have made use of several results of Section (2.1).
This equation implies that ?Ei − = 0 and that, once the Bianchi identity (dFi)mnr = 0
is satisfied, then ?Ei m = 0 is also satisfied. In addition, since Fia− = 0 and there is
no dependence in v, one can see that the non-vanishing components of the Bianchi
identities are (dFi)mnr and (dFi)+mn. Hence, the only independent equations that one
needs to impose are
(dFi)mnr = 0, (dFi)+mn = 0, ?Ei + = 0. (3.15)
Finally, we have to determine whether the equation for the hyperscalars
EX = Dµ∂µφX = 0, (3.16)
is satisfied. If we take into account that ∂−φX = 0, we can write it as
EX = −2ω−+m∂mφX +Dm∂mφX. (3.17)
On the other hand, we have the relation Eq. (2.66). By taking the covariant derivative
there and by using that J x XY is covariantly constant we obtain
Dp∂mφX = J x XYDp∂nφYJx nm + J xXY∂nφYDpJx nm. (3.18)
Now the covariant derivative of Jx can be read from Eq. (2.24) and we get
Dp∂mφX = J xXYDp∂nφYJx nm + J xXY∂nφY
(
Jx nrHpmr + Jx rmHp rn
)
. (3.19)
Then, if we contract m and p we obtain
Dm∂mφX = −δpmDp∂mφX = −J xXY∂nφYJx rmHrmn
= 2J xXY∂nφYJx nmH+−m = −2∂mφXH+−m,
(3.20)
where we used that D[p∂n]φY = 0 and we recall that the indices of Jx rm are raised and
lowered with +δmn instead of −δmn by definition.
Finally, we take into account Eq. (2.22) from where we get H+−m = ω+m− =
−ω−+m. Hence, we have proven that Dm∂mφX = 2∂mφXω−+m, thus implying that
the equation of the hyperscalars is automatically satisfied.
Summarizing, we have found that the only equations that we have to solve are
E++ = 0, ?Er +− = 0, ?Er +m = 0,
?Ei + = 0, (dFi)mnr = 0, (dFi)+mn = 0.
(3.21)
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3.2 Equations of motion
In the previous section we learned that we only have to solve the 2-form and vector
field equations, the component ++ of the Einstein equation and the Bianchi identities
of the vector field strengths and that some components of these equations are already
satisfied. We are now going to find the form that the remaining equations have in
terms of the building blocks of the supersymmetric solutions.
The 2-form field equations only have two non-trivially-satisfied components:
d˜
{
Lr
[
f G− + f−1(JxAxu − 2ψ)
]
+ 2 fχr
}
−∂u
{
β ∧
[
Lr
(
f G− + f−1(JxAxu − 2ψ)
)
+ 2 fχr
]
−?˜[D( f−1Lr) + f−1Lr β˙]
}
+ 2 f cr ijθi ∧ F˜j = 0, (3.22)
D?˜[D( f−1Lr) + f−1Lr β˙]− f Dβ ∧ (LrG− + 2χr) + cr ij F˜i ∧ F˜j = 0. (3.23)
The Bianchi identities for the vectors have another two non-trivial sets of components:
˙˜Fi + f β˙ ∧ θi − D( f θi) = 0, (3.24)
DF˜i + f Dβ ∧ θi = 0. (3.25)
The equation of the vector fields only have one non-trivial component:
cr ij
[
?˜D( f−1Lr) ∧ θ j − f−1D(Lr?˜θ j) + (LrG+ 2χr) ∧ F˜j
]
= 0, (3.26)
and, finally, the only non-trivial component of the Einstein equations reads14
−∇˜2H + ∇˜mω˙m − βm(ω¨m − ∂mH˙)− (ω˙m − ∂mH)
(
2β˙m + 2v˙n[nβm] + v˙
r
n vmrβn
)
−14 f 2G−2 + f−2
(
ψ− 12JxAxu
)2
+
(
ψmn − 12Jx mnAxu
)
G+mn + 5 f
−4 f˙ 2
−2 f−3 f¨ + ∂u
(
f−2v˙mm
)
+ f−2v˙(mn)v˙(mn) − f 2χrχr − f−2 L˙r L˙r
+2 f Lrcrijθimθ
j m + 2gXY f−2φ˙Xφ˙Y = 0,
(3.27)
14The component R++ of the Ricci tensor is computed in Appendix B.
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where, for a 2-form G = 12Gµνdx
µ ∧ dxν we define G2 = GµνGµν. Also, in the previous
expressions, the four-dimensional indices are raised with +δmn, for example, ωmβm =
+δnmωnβm and so on.
3.3 Solving the equations
The preceding equations are highly coupled and non-linear, and solving them is a
considerably hard task. Nonetheless, we can sketch a possible procedure which one
would ideally use in order to solve the equations. Sine the main source of complication
comes from the u-dependence, by demanding independence from this coordinate the
system of equations can be recast in a triangular form and it is possible to construct
explicit solutions upon choice of a base space.
3.3.1 Base space
The first thing we must do is to find a base space, for which we have to find a solution
to the system of Eqs. (2.43) and (2.37). The latter can be written in a more suggestive
way as follows
∇ˆrJxmn + exyzAˆyrJzmn = 0, (3.28)
where
Aˆyr = A
y
r − βrAyu + 18eyxz∂uJxrsJz rs, (3.29)
and ∇ˆ is a torsionful connection whose components ωˆmnr are determined by(
d˜− β ∧ ∂u − 12 β˙∧
)
vm + ωˆnm ∧ vn = 0. (3.30)
Note that in the u−independent and β = 0 cases this is just the usual spin connection.
Now, in a frame in which the components Jxmn are constant, the Eq. (3.28) becomes
an algebraic relation between the Sp(1) connection Ay and the self-dual part of the
connection ωˆ:
ωˆ+rmn = −16 (Axr − βrAxu) Jxmn. (3.31)
In the case of vanishing hyperscalars, this equation simply tells us that the connec-
tion ωˆ is anti-self-dual. Moreover, if there is no dependence on u, ωˆ coincides with the
spin connection and therefore the space is hyperKähler.
3.3.2 Simplification of the equations
We can in general simplify the equations of motion by introducing auxiliary quantities
and further decompositions, regardless of whether we have determined the base space.
The following decomposition of the vector fields is useful:
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θi = f−1(Dzi − zi β˙), F˜i = d˜A˜i − ziDβ. (3.32)
In addition, we introduce the following auxiliary quantities
Σr ≡ f (LrG− + 2χr) + 2cr ijzid˜A˜j − cr ijzizjDβ+ JxAxu − 2ψ, (3.33)
L ≡ d˜H − ω˙− d
(
f−1Lrcr ijzizj
)
+ ∂u
(
β f−1Lrcr ijzizj
)
. (3.34)
We will treat Σr and L as independent fields which once determined can be used to
obtain χr, G− and d˜H. The equations of motion are simplified and take the form
∂ud˜A˜i = 0, (3.35)
(d˜A˜i)+ = 0, (3.36)
Σ+r − JxAxu + 2ψ = 0, (3.37)
d˜Σr + ∂u
[
?˜(D( f−1Lr) + f−1Lr β˙)− β ∧ Σr
]
= 0, (3.38)
d˜
[
?˜(D( f−1Lr) + f−1Lr β˙)− β ∧ Σr + cr ij A˜i ∧ d˜A˜j
]
= 0, (3.39)
cr ij
[
−d˜?˜D( f−1Lrzi) + ∂u
(
β ∧ ?D( f−1Lrzi)
)
+ Σr ∧ d˜A˜i
]
= 0, (3.40)
?˜
[
D?˜L− 2L ∧ ?β˙+ 12Σr ∧ Σr − G+ ∧ (JxAxu − 2ψ)
]
+5 f−4 f˙ 2 − 2 f−3 f¨ + ∂u
(
f−2v˙mm
)
+ f−2v˙(mn)v˙(mn)
− f−2 L˙r L˙r + 2gXY f−2φ˙Xφ˙Y = 0. (3.41)
In order to find a solution, the following procedure can be followed:
1. First, one determines the base space, β, and the complex structures Jx. In the
presence of hyperscalars this step gets coupled with the rest of equations but if
we truncate the hyperscalars, it can be carried out independently.
2. Second, one solves the system of equations above. The equations are supposed
to be solved in the given order, so, ideally, one would find in sequence A˜i, Σr,
f−1Lr, zi and L. However, as we can see, these equations are not in a triangular
form, so finding a solution is not straightforward.
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3. Finally, one has to extract the information from the auxiliary fields Σr and L: the
2-forms χr can be obtained by using
χr =
1
2
[
f−1Σ−r − LrG−
]
, (3.42)
G− = f−1Lr
[
Σ−r − 2cr ijzid˜A˜j + cr ijzizjDβ
]
, (3.43)
while ω and H should be determined by solving the equations
d˜H − ω˙ = L+ d
(
f−1Lrcr ijzizj
)
− ∂u
(
β f−1Lrcr ijzizj
)
, (3.44)
(d˜ω)− = G− +
[(
L+ d
(
f−1Lrcr ijzizj
)
− ∂u
(
β f−1Lrcr ijzizj
))
∧ β
]−
,(3.45)
where the right hand side is supposed to be known.
We see that the main difficult of solving the equations above, apart from determin-
ing the base space, is that they are very entangled and they do not have the shape of
a triangular system which can be solved step-by-step. u-dependent solutions to these
equations were found in [20] in the case with nT = 1 and no vectors and hyperscalars.
An extension of those results to the general case considered here could be carried out
elsewhere.
u−independent solutions
In the u−independent case, the base space reduces to a hyper-Kähler space when
the hyperscalars are truncated. The equations of motion get the form of a triangular
system:
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(d˜A˜i)+ = 0, (3.46)
d˜Σr = 0, (3.47)
Σ+r = 0, (3.48)
d˜
[
?˜d˜( f−1Lr)− β ∧ Σr + cr ij A˜i ∧ d˜A˜j
]
= 0, (3.49)
cr ij
[
−d˜?˜d˜( f−1Lrzi) + Σr ∧ d˜A˜i
]
= 0, (3.50)
d˜?˜d˜
(
H − f−1Lrcr ijzizj
)
+ 12Σr ∧ Σr = 0, (3.51)
(d˜ω)− − f−1Lr
[
Σr − 2cr ijzid˜A˜j + cr ijzizjd˜β
]
− (d˜H ∧ β)− = 0, (3.52)
χr − 12 f
[
Σr − LrLs
(
Σs − 2cs ijzid˜A˜j + cs ijzizjd˜β
)]
= 0, (3.53)
These equations can be solved step-by-step (in the given order) once the base space
is determined. In the case of a hyper-Kähler base space (vanishing hyperscalars) a
common technique consists in assuming the existence of one isometry, which allows
to write the metric γmn in a Gibbons-Hawking form. With this choice it is possible to
solve the preceding equations explicitly, as it was originally done in Ref. [3]. For a sake
of completeness we do that next, but before so let us note that all these solutions can be
obtained by uplifting 5-dimensional solutions. Indeed, since the coordinate u is isomet-
ric in these solutions, there always exists a space-like isometry which is a combination
of the null isometry and the u−isometry. Dimensional reduction along this space-like
direction will produce time-like solutions of 5-dimensional supergravity. Hence, all of
the u−independent solutions can be obtained by uplifting the 5-dimensional time-like
solutions, which are already known [15, 16, 17, 18], using the map derived in Ref. [26].
3.3.3 Base space with one isometry
Further simplification of the equations can be achieved in absence of hyperscalars (so
the base space is hyper-Kähler) by assuming, further, that the base space has a triholo-
morphic isometry.15 The metric of the base space, then, is a Gibbons-Hawking metric
of the form
15Since, as we have explained, the 6-dimensional u-independent supersymmetric solutions are the
uplift of the 5-dimensional timelike supersymmetric solutions, this case is equivalent to the timelike
5-dimensional case with one additional triholomorphic isometry in the base space or, depending on the
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γmndxmdxn = h−1(dϕ+ χ)2 + hdxidxi , i = 1, 2, 3, (3.54)
where the function h and the 1-form χ satisfy16
?3 dh = −dχ . (3.55)
In order to simplify the equations, let us first note that Eq. (3.47) implies that, locally,
Σr = dσr (3.56)
for some 1-forms σr. Then, if we further decompose the fields as
β = −β6h−1(dϕ+ χ) + β˘ , (3.57)
Aˆi = −φih−1(dϕ+ χ) + A˘i , (3.58)
σr = −φrh−1(dϕ+ χ) + σ˘r (3.59)
f−1Lr = h−1
[
cr ij φiφj − β6φr
]
+ ψr , (3.60)
cr ij f−1Lrzj = −cr ij h−1φrφj + ξi , (3.61)
H = f−1Lrcr ij zizj +
1
2
h−1φrφr +Λ, (3.62)
we obtain the following set of equations for the scalars β6, φi, φr, ψr, ξi and Λ and the
3-dimensional 1-forms β˘, A˘i and σ˘r:
choice of compact dimension, to the u-independent null 5-dimensional case. The interest of this exercise
is that it facilitates the comparison between 6- and 5-dimensional supersymmetric solutions.
16The reason for the negative sign is that, in the conventions we are using, the complex structures
Jxmn are self-dual. This implies that the spin connection must be anti-self-dual, and this is achieved if
?3dh = −dχ. For the sake of clarity, in this subsection the symbol d denotes the exterior derivative in
the 3-dimensional Euclidean space E3 with metric dxidxi.
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dβ˘+ ?3dβ6 = 0 , (3.63)
dA˘i + ?3dφi = 0 , (3.64)
dσ˘r + ?3dφr = 0 , (3.65)
d ?3 dψr = 0 , (3.66)
d ?3 dξi = 0 , (3.67)
d ?3 dΛ = 0 . (3.68)
The functions ψr, ξi and Λ are harmonic on E3, and the integrability conditions of
Eqs. (3.55) and Eqs. (3.63)-(3.65) imply that the functions h, β6, φi and φr are also
harmonic. Now we must determine ω. It is useful to decompose it in the following
way
ω = ω6(dϕ+ χ) + ω˘, (3.69)
where ω˘ is a 1-form in E3. In the process of simplifying Eq. (3.52) one finds useful the
following decomposition of ω6
ω6 = ωˆ6 − 2cr ijφ
rφiφj
h2
+
β6φrφ
r
h2
− Hβ6
h
, (3.70)
and, in terms of ωˆ6, Eq. (3.52) reads
d
(
ω˘− Hβ˘) = ?3 [−h2d( ωˆ6h
)
− 2hψrd
(
φr
h
)
+ 4hξid
(
φi
h
)
+ 2hΛd
(
β6
h
)]
. (3.71)
The integrability condition of this equation provides us with the equation for ωˆ6:
0 = hd ?3 d
[
−ωˆ6 − ψ
rφr
h
+ 2
ξiφ
i
h
+
Λβ6
h
]
, (3.72)
whose solution can be written as
ωˆ6 = M− ψ
rφr
h
+ 2
ξiφ
i
h
+
Λβ6
h
, where d ?3 dM = 0 . (3.73)
Taking this result into account we may rewrite Eq. (3.71) as
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d
(
ω˘− 12 β˘H
)
= ?3
[
Mdh− hdM+ φrdψr − ψrdφr + 2ξidφi − 2φidξi +Λdβ6 − β6dΛ
]
,
(3.74)
whose integrability condition is now manifestly satisfied.17
Therefore, the complete solution is determined by specifying the set of harmonic
functions h, β6, φi, φr,ψr, ξi,Λ, M, from which it is straightforward to obtain the 1-forms
χ, β˘, A˘i, σ˘r and ω˘ by simple integration of Eqs. (3.55), (3.63)-(3.65) and (3.74). We get
the functions Lr and f from Eq. (3.60) and the condition LrLr = 1. Explicitly, we have
for f
f−2 =
{
h−1
[
cr ijφiφj − β6φr
]
+ ψr
}{
h−1
[
cs ijφiφj − β6φs
]
+ ψs
}
ηrs
=ψrψ
r + 2h−1ψr
[
cr ij φiφj − β6φr
]
+ h−2β26φrφr − 2h−2β6cr ij φrφiφj .
(3.75)
Also, from Eq. (3.61), we can obtain zi, for which we need to solve a linear system of
equations once an specific cr ij has been chosen. We can write symbolically
zj =
[
cr ij f−1Lr
]−1 (−cs ilh−1φsφl + ξi) , (3.76)
where
[
cr ij f−1Lr
]−1 denotes the inverse matrix in ij indices. Once the scalars zi are
determined, H is given by Eq. (3.62), and one can compute the anti-self-dual 2-forms
χr from Eq. (3.53). Thus, we have determined all the building blocks of the fields, and
these can be written explicitly. In particular, let us note that the vectors Ai are given by
Ai = −duzi + (dϕ+ χ)h−1(β6zi − φi) + A˘i − zi β˘ . (3.77)
4 Summary
In a supersymmetric configuration, the fields are v-independent and have the form
17As it is well known [50, 51], the harmonic functions generically considered have singularities and the
integrability condition will not be automatically satisfied there: additional conditions on the integration
parameters of the harmonic functions have to be met.
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ds2 = 2 f (du+ β)(dv+ Hdu+ω)− f−1γmndxmdxn, (4.1)
Hr = 12 f
−1e+ ∧ e− ∧ (D( f Lr)− β˙ f Lr)+ 12 f Lre− ∧ Dβ
−12 ?˜
(
D( f−1Lr) + f−1Lr β˙
)
+e+ ∧
{
χr + Lr
[
f−2
(
−ψ+ 12JxAxu
)
− 12G+
]}
, (4.2)
Fi = e+ ∧ θi + F˜i, (4.3)
∂mφ
X = J xXY∂nφYJx nm, (4.4)
where
G = Dω− d˜H ∧ β, and ψ = 116exyzJ˙x rsJyrsJz, (4.5)
and where the derivative D is defined as
Dα = d˜α− β ∧ α˙. (4.6)
In addition, the quantities that appear in these expressions (the building blocks of the
supersymmetric configurations) satisfy the following properties:
?˜Jx = +Jx, ?˜Dβ = −Dβ, ?˜F˜i = −F˜i, ?˜χr = −χr, Lrχr = 0, (4.7)
∇˜rJxmn + exyzAyrJzmn =βrexyzAuyJzmn + βr∂uJxmn − δr[mJxn]s β˙s
+ Jxr[m β˙n] − 2Jx [m|sU|n]rs,
(4.8)
where
Unrs ≡ −v˙n[rβs] + v˙s[rβn] − v˙r[nβs], (4.9)
Ay = AyX d˜φX is the pullback of the Sp(1) connection onto the base space, and Ayu =
AyX∂uφX. Moreover, the complex structures Jx satisfy the quaternionic algebra. In the
cases β = 0 or u-independent these complex structures are Sp(1)-covariantly constant.
The previous configurations allow for one Killing spinor eA which is constant in
the basis in which the complex structures Jzmn are constant, and which satisfies
γ+eA = 0 , ΠxABeB = 0, (4.10)
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where
ΠxAB ≡ 12
[
δAB +
i
4 /J
x(σx)AB
]
, (4.11)
Finally, the field equations that must be solved for these configurations are
d˜
{
Lr
[
f G− + f−1(JxAxu − 2ψ)
]
+ 2 fχr
}
−∂u
{
β ∧
[
Lr
(
f G− + f−1(JxAxu − 2ψ)
)
+ 2 fχr
]
−?˜[D( f−1Lr) + f−1Lr β˙]
}
+ 2 f cr ijθi ∧ F˜j = 0,(4.12)
D?˜[D( f−1Lr) + f−1Lr β˙]− f Dβ ∧ (LrG− + 2χr) + cr ij F˜i ∧ F˜j = 0,(4.13)
˙˜Fi + f β˙ ∧ θi − D( f θi) = 0,(4.14)
DF˜i + f Dβ ∧ θi = 0.(4.15)
cr ij
[
?˜D( f−1Lr) ∧ θ j − f−1D(Lr?˜θ j) + (LrG+ 2χr) ∧ F˜j
]
= 0.(4.16)
−∇˜2H + ∇˜mω˙m − βm(ω¨m − ∂mH˙)
−(ω˙m − ∂mH)
(
2β˙m + 2v˙n[nβm] + v˙
r
n vmrβn
)
−14 f 2G−2 + f−2
(
ψ− 12JxAxu
)2
+
(
ψmn − 12Jx mnAxu
)
G+mn + 5 f
−4 f˙ 2
−2 f−3 f¨ + ∂u
(
f−2v˙mm
)
+ f−2v˙(mn)v˙(mn) − f 2χrχr − f−2 L˙r L˙r
+2 f Lrcrijθimθ
j m + 2gXY f−2φ˙Xφ˙Y = 0.(4.17)
A simplification of these equations is explained in Section 3.3.2.
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A Gamma matrices, spinors and bilinears
A.1 Gamma matrices and spinors in d = 6
We choose the mostly − signature for the Minkowski metric
ηab = diag(+1,−1,−1,−1,−1,−1). (A.1)
The gamma matrices are defined through the relation{
γa,γb
}
= 2ηab. (A.2)
In addition to this, we will choose that they are antisymmetric:
γTa = −γa. (A.3)
As usual, it is also define
γ7 = γ0γ1γ2γ3γ4γ5 =
1
6!
eabcde fγaγbγcγdγeγ f , (A.4)
which satisfies that γ27 = 1 and γ
T
7 = −γ7. Thus, it is Hermitian and purely imaginary.
We will use the following notation for the antisymmetrized product of gamma matrices
γ(n) = γa1a2...an = γ[a1γa2 ...γan], (A.5)
and the duality relation reads
γb1...bn =
(−1)[n/2]
(6− n)! e
b1...bna1...a6−nγa1...a6−nγ7. (A.6)
The following useful identities are satisfied:
γabcγdγ
abc = 0, γaγbcdγ
a = 0, γabcγde fγ
abc = 0. (A.7)
A.1.1 Reduction to five dimensions
We want to relate the previous antisymmetric representation of the six-dimensional
γ-matrices to the five dimensional gammas. In d = 5 there is a unitary representation
of gamma matrices, which we call γ˜i, i = 0, 1, 2, 3, 4, that satisfies
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γ˜†0 = γ˜0, γ˜
†
i = −γ˜i, i 6= 0. (A.8)
Moreover, γ˜4 is real and the rest purely imaginary. Now, from these matrices we can
construct the six-dimensional ones by means of the following definitions
γˆi = γ˜i ⊗ σ1, i = 0, ..., 4 (A.9)
γˆ5 = 1⊗ iσ2 , (A.10)
γˆ7 = γˆ0...γˆ5 = 1⊗ σ3, (A.11)
where σi are the Pauli matrices. The matrices γˆa, a = 0, ...5, satisfy the six-dimensional
Clifford algebra; However, not all of them are antisymmetric. In order to get an anti-
symmetric representation we perform the following similarity transformation
γa ≡ SγˆaS−1, (A.12)
where S and its inverse are given by
S =
1√
2
(
γ˜0 ⊗ σ1 + γ˜4 ⊗ σ3), S−1 = 1√
2
(
γ˜0 ⊗ σ1 − γ˜4 ⊗ σ3). (A.13)
Then the γa’s are an antisymmetric representation of the six-dimensional Clifford
algebra: γTa = −γa. The explicit relation with the five-dimensional gammas is
γ0 = γ˜0 ⊗ σ1 , (A.14)
γi = γ˜4γ˜iγ0 ⊗ σ3, i = 1, 2, 3 , (A.15)
γ4 = −γ˜4 ⊗ σ1 , (A.16)
γ5 = 1⊗ iσ2 + γ˜0γ˜4 ⊗ 1 , (A.17)
γ7 = γ˜
4γ˜0 ⊗ σ1. (A.18)
Note that γ27 = 1 and it is imaginary and antisymmetric, as it should be.
A.1.2 Majorana-Weyl symplectic Spinors
In N = (1, 0), d = 6 supergravity we use Majorana-Weyl symplectic spinors. These are
a pair spinors, χA, A = 0, 1, such that they satisfy the Weyl condition
γ7χ
A = sχA, (A.19)
where s = ±1 is the chirality, and a reality condition(
χA
)T
= χ¯A, (A.20)
where the Dirac conjugate, χ¯A, is defined by
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χ¯A =
(
χA
)†
γ0. (A.21)
The Sp(1) indices A, B, can be raised and lowered in the following way
χA = eABχb, χA = χ
BeBA, eAB = eAB =
(
0 1
−1 0
)
. (A.22)
If γ7χA = sχA, then its Dirac conjugate satisfies
χ¯Aγ7 =
(
χA
)†
γ0γ7 = −
(
γ7χ
A)†γ0 = −sχ¯A. (A.23)
Therefore, if χA and λA have, respectively, chiralities s1 and s2, we get a relation for
the bilinears formed with these two spinors:
λ¯Aγ(n)χ
B = (−1)n+1s1s2λ¯Aγ(n)χB. (A.24)
Now, by using the identities (A.6), we see that the bilinears with n > 3 are related
to those with n ≤ 3. In particular, if both spinors have the same chirality, the only non-
vanishing bilinears are those with n = 1, 3, and if the spinors have opposed chirality,
then n = 0, 2 are the only bilinears.
A.1.3 Fierz identities
The antisymmetrized product of gamma matrices provide a basis for the space of 8× 8
matrices. Moreover, by using the identities (A.6), we can construct the following basis:{Oi} = {1,γa, iγab, iγabc, iγabγ7,γaγ7,γ7}, (A.25)
and the dual basis {OJ} = {1,γa, iγab, iγabc, iγabγ7,γ7γa,γ7}. (A.26)
The scalar product of two matrices M, N is defined as the trace of MN, and with
respect to this scalar product, the basis is orthogonal:
Tr
(OJOi) = 8δIJ . (A.27)
This allows us to expand every matrix M in this basis. In particular, if χ and ψ
are spinors with the same chirality, s, and M and N are matrices, we get the following
identity for the product of bilinears
(
λ¯Mχ
)
(ψ¯Nϕ) = 18
[
λ¯Mγa(1− sγ7)Nϕ
]
(ψ¯γaχ)− 148
(
λ¯ MγabcNϕ
)
(ψ¯γabcχ) . (A.28)
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A.2 Spinor Bilinears
Given an spinor κA, we want to construct all the possible bilinears with it and to
the determine their properties. Here we will assume that κA has positive chirality
γ7κ
A = +κA. According to our previous discussion, the only bilinears that can be
constructed are a matrix of vectors and a matrix of 3-forms. Let us define them more
precisely:
VA B a ≡ κ¯Aγaκb, WA B abc ≡ iκ¯AγabcκB. (A.29)
Now, let us take both indices down in the matrix of vectors and let us use the reality
condition Eq. (A.20) and the antisymmetry of gamma matrices:
VAB a = κ¯Aγaκb = (κ¯Aγaκb)
T = κTb γ
T
a κ¯
T
A = −κ¯bγaκA = −VBA a. (A.30)
This implies that VAB a = 12eBAla, or
VA B a = 12δ
A
Bla, la = κ¯AγaκA. (A.31)
Hence, we only have one vector field. On the other hand, it can be shown that, with
both indices down, WAB abc is symmetric:
WAB abc =WBA abc. (A.32)
Now, since the indices are raised with eAB, this implies that the matrix of 3-forms
is traceless, WAA abc = 0. Moreover, we can compute the complex conjugate of W:(
WAB abc
)∗
=
(
iκ¯AγabcκB
)†
=WBA abc. (A.33)
This means that the matrix WAB is hermitian and traceless. Therefore, we can expand
it as a linear combination of Pauli matrices
WAB abc = 12 (σ
x)A BWxabc, ⇔ Wxabc = (σx)B AWAB abc. (A.34)
Notice that the components Wx are real, despite WAB can be complex. Finally, we
can compute the dual of the 3-form matrix
?WAB abc =
1
3!
εabc
de fWAB de f =
i
3!
κ¯Aεabc
de fγde f κB = −iκ¯Aγabcγ7κB = −WAB abc.(A.35)
Therefore, W is a matrix of anti-self-dual 3-forms. We have concluded our analysis:
from a spinor κA we can construct one vector la and three real anti-self-dual 3-forms
Wx abc.
Now let us apply the Fierz identity Eq. (A.28) to products of la and WAB abc in order
to extract relations between them. For example, we apply this identity to lalb and we
get
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lalb = 18 κ¯
AγaγcγbκAlc + i48 κ¯
Aγaγ
cdeγbκbWBA cde. (A.36)
After the calculation of every term and simplification, we have
lalb = −16ηabl2 + 16WAB acdWBAcdb. (A.37)
Then, if we contract a and b with ηab, we have that WAB acdWBA acd = 0, and then,
l2 = −l2 = 0, so la is a null vector.
lalb = 16W
A
B acdWBAcdb, l2 = 0. (A.38)
We can do the same analysis with the product lW. This time, after a quite long
calculation, we get
laWAB bcd =WAB a[bcld] − leWAB e[bcηd]a − iWCB ae[b|WACe|cd]. (A.39)
If we now contract the indices a and b we get the following expression
laWAB acd = i3W
C
B ae[d|WACae|c] = 0. (A.40)
The last identity can be checked by using the anti-self-duality of W. Therefore,
W is transverse to l. Finally, we have to compute the product of two W’s. After
simplification, the painful calculation yields the following result:
WABabcWCD e f g = 14W
A
D
abcWCB e f g + 38δ
A
Dδ
C
B
(
6l[eδ
[a
f δ
b
g]l
c] + lhl[cεab]he f g
)
+ 9i2
(
δCBWAD [a[e f δ
b
g]l
c] − δADWCB[a[e f δbg]lc]
)
+ 94
(
WAD [ab|[e|WCB|c]| f g] −WAD [ab|hWCB h[e f δ|c]g]
)
.
(A.41)
This is a very complex and rich identity and it can deliver a lot of information. For
example, if we contract two pairs of indices, this expression simplifies to
WABabcWCD ebc =
(
2δADδCB − δABδCD
)
lale. (A.42)
If we only contract two indices, the result is
WABabcWCD e f c = 12
(
5δADδCB − 4δABδCD
)
l[eδ
[b
f ]l
a]
− 2i
(
δCBWAD [ae f lb] − δADWCD [ae f lb]
)
+WAD [b|c[e|WCB|a]| f ]c.
(A.43)
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In order to make further progress, we need to introduce another null vector, na,
such that
n2 = 0, lana = 1. (A.44)
Then, we introduce a 2-form, JAB, defined as
JAB ab ≡ ncWAB abc. (A.45)
By using the anti-self-duality of W, it can be shown that there is a converse relation
WAB abc = 3JAB [ablc]. (A.46)
By construction, JAB is transverse to n and l:
naJAB ab = laJAB ab = 0. (A.47)
Therefore, this object has a four-dimensional character and it lives in the four dimen-
sions transverse to n and l. In this space, JAB is self-dual
?˜JAB ab ≡ 12 ε˜abcdJAB cd = JAB ab, (A.48)
where
ε˜abcd ≡ εabcde f len f , (A.49)
is the Levi-Civita symbol in the the 4-dimensional space transverse to the two null
directions l, n.
Our next goal is to find the product JAB · JCD. With this aim, we contract Eq. (A.43)
with nane, obtaining
JAB
a
cJ
C
D
c
b = −14
(
δA(Dδ
C
B) + 3δ
A
[Dδ
C
B]
)
δ˜ab +
i
2
(
−δADJCBab + δCBJADab
)
, (A.50)
where
δ˜ab ≡ δab − lanb − lbna, (A.51)
is the identity of the 4-dimensional space transverse to the two null directions l, n18
and can be used as the projector onto this space.
Finally, we contract everything with Pauli matrices, in order to express the equation
in terms of the real components
Jx ab ≡ (σx)B AJABab. (A.52)
The result is
18Lowering one index it would give the induced metric on that space.
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Jx acJ
y c
b = −δxyδ˜ab + εxyzJz ab, (A.53)
or, hiding the spacetime indices,
Jx · Jy = −δxy + εxyzJz. (A.54)
Hence, the objects Jx satisfy the algebra of quaternions.
B Connection and curvature components
Let us consider the metric of the supersymmetric field configurations of ungauged
N = (1, 0), d = 6 supergravity:
ds2 = 2 f (du+ β)(dv+ Hdu+ω)− f−1γmndxmdxn. (B.1)
The components of the inverse metric are given by
guu = −β2 f , guv = f−1 + f βm(βmH −ωm), gum = f βm,
gvv = − f H2β2 − 2H f−1 + 2βmωm f H − fω2, gvm = f (ωm − βmH),
gmn = − fγmn,
(B.2)
where the indices m and n in ωm, βn have been raised with γmn. We introduce a
Vielbein:
e+ = f (du+ β), e− = dv+ Hdu+ω, em = f−1/2vm, (B.3)
where vm is a Vielbein of the metric γmn. The metric then is
ds2 = e+ ⊗ e− + e− ⊗ e+ − δmnem ⊗ en. (B.4)
and the inverse Vielbein is
e+ = f−1(∂u − H∂v), e− = ∂v, em = f 1/2vm − f 1/2βm∂u − f 1/2(ωm − βm)∂v. (B.5)
The spin connection ωab = ωcabec is defined through Cartan’s first structure equation
dea = ωab ∧ eb, (B.6)
and, for the above metric and Vielbein basis it has the following non-vanishing com-
ponents
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ω++m = f−1/2 [ω˙m − vmH] ,
ω+−m = ω−+m = ωm+− = 12 f
−1/2 [ f˙ βm + f β˙m − vm f ] ,
ω+mn = f−1v˙[mn] + 12 f (d˜ω)mn − f v[mHβn] + f ω˙[mβn],
ω−mn = −ωmn− = 12 f 2(d˜β)mn + f 2β˙[mβn],
ωm+n =
1
2 f
−2 f˙ δmn − f−1v˙(mn) + f 12(d˜ω)mn − f v[mHβn] + f ω˙[mβn],
ωmnr = − f 1/2ω˜mnr + f−1/2v[n f δr]m + f−1/2 f˙ β[rδn]m
+ f 1/2
[
−v˙n[mβr] + v˙r[mβn] − v˙m[nβr]
]
.
(B.7)
In these expressions, v˙mn ≡ v˙mrvnr, ω˙m = vmr∂uωr and (d˜ω)mn = 2v[mωn], and ω˜mnr
is the spin connection associated to the Vielbein vn.
The curvature 2-form is defined by
Rab = 12R
a
bcdec ∧ ed = dωab −ωac ∧ωcb. (B.8)
In this work we only need to compute a component of the Ricci tensor, namely R++ =
Ra+a+ = Rm+m+. We get the following result:
R++ =− ∇˜2H + ∇˜mω˙m − βm(ω¨m − ∂mH˙)
− (ω˙m − ∂mH)(2β˙m + 2v˙n[nβm] + v˙nrvmrβn)
+ 14 f
2G2 + 5 f−4 f˙ 2 − 2 f−3 f¨ + ∂u( f−2v˙mm) + f−2v˙(mn)v˙(mn).
(B.9)
where ∇˜ stands for the covariant derivative with respect to the connection ω˜mnr, and
G ≡ d˜ω− d˜H ∧ β+ ω˙ ∧ β = Dω− d˜H ∧ β. (B.10)
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