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The interaction of quantum emitters with structured baths modifies both their individual and collective dy-
namics. In Ref. [1] we show how exotic quantum dynamics emerge when QEs are spectrally tuned around
the middle of the band of a two-dimensional structured reservoir, where we predict the failure of perturbative
treatments, anisotropic non-markovian interactions and novel super and subradiant behaviour. In this work, we
provide further analysis of that situation, together with a complete analysis for the quantum emitter dynamics in
spectral regions different from the center of the band.
I. INTRODUCTION
Even in perfect isolation from other systems, an optical
quantum emitter (QE) interacts unavoidably with the bath of
vacuum photons, which renormalizes its energy and gives it a
finite lifetime [2]. Interestingly, when several QEs are present
they can exchange interactions through the photon bath. This
generates both (coherent) interactions and collective decay be-
tween them which quickly decay with the distance between
QEs in the near field, due to energy spread into the whole solid
angle [3, 4]. Coherent interactions are instrumental for de-
signing quantum gates or spin-exchange interactions for quan-
tum simulation, whereas collective decay renormalizes the
lifetime of individual atoms generating super and subradiant
states [5] decaying faster/slower than they would do indepen-
dently. However, in structureless 3D baths both mechanisms
compete [6] and make it difficult to observe these effects in a
clean way.
Since Purcell predicted the modification of QE decay rates
inside cavities [7], the possibility of modifying QE dynamics
through spectral shaping of the vacuum modes has attracted a
lot of interest (see [8–13] and references therein for several re-
views on the subject). Recent advances in QE-nanophotonics
integration [14–26] and the possibility of mimicking such
QED scenarios in circuit QED [27–31] or cold atoms [32, 33]
has increased the interest in studying systems where the baths
not only have an spectral structure but are also confined to
reduced dimensionalities. This interplay between the struc-
ture and reduced dimensionality results in qualitatively new
physics.
For example, in the case of one-dimensional (1D) baths the
reduced dimensionality induces infinite range collective inter-
actions between the QEs in which the dipole-dipole couplings
can be made zero, while keeping the collective decay max-
imal [34–38]. This leads to perfect super/subradiance [23–
26, 39], which can be exploited for entanglement generation,
self-organization of atoms or multiphoton generation among
others [24, 36, 37, 40–44].
Apart from the effects introduced by the reduced dimen-
sionality, further flexibility is obtained with structured reser-
voirs, as they naturally appear in photonic crystals [45] or
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atoms in optical lattices [32, 33]. By structured we mean pos-
sesing a periodic structure that gives rise to the existence of
bands in the dispersion relation of the propagating modes. For
example, placing the QE energies within the bandgap leads to
the localization of photons around them [46–52], which can
mediate long-range purely coherent interactions between the
QEs [53, 54]. Last, but not least, the interplay of the con-
finement of the fields and the polarization of light, allows one
to control the directionality of the emission [55, 56], leading
to the so-called chiral quantum optics [57]. This 1D direc-
tional emission has been shown to generate novel many-body
entangled steady states [58], non-reciprocal photon trans-
port [59] and more efficient implementations for quantum net-
works [60, 61] and computation [62].
From all those examples, it is clear that quantum optics with
low dimensional structured baths leads to new type of inter-
actions, which afterwards can be harnessed for applications
impossible to obtain otherwise. In this work, we focus on the
coupling of QEs to two-dimensional baths (2D). In particu-
lar, we consider the structured 2D reservoir of bosonic modes
with square symmetry that we studied in the main manuscript
[1], and focus on the situation where the QE transition fre-
quency lies within the band. Apart from the long range char-
acter of the interactions expected from the reduced dimension-
ality, we analyze several effects such as non-perturbative re-
laxation of a single QE which is accompanied by directional
emission into the bath, as also predicted for a classical source
of light [63] and sound [64]. The interplay between the di-
rectionality, position and relative phases between QEs leads
to super/subradiant behaviour for two QEs, This phenomenon
has been discussed for a similar model in Ref. [65] within
a Born-Markov master equation description. Using an exact
treatment, we find that perfect subradiance/superradiance is
not possible for two QEs, i.e., there exist no states with a finite
excitation in the limit t→∞. We give an intuitive explanation
of this fact in terms of the interference of the light emerging
from both emitters, which can only be destructive in one of the
propagation directions. However, for four QEs we are able to
find a situation where all the emitted light interferes, and thus
complete subradiance could be observed.
The outline of this manuscript reads as follows: first, in
Section II we introduce the system of interest and in Section
III we explain both the theoretical and numerical tools that
we use to characterize it respectively. Before moving to the
core of the results of the paper, we review the results obtained
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Figure 1. (a) Contour plot of ω(k) for the square lattice tight-
binding model with the vector fields of the group velocities for
E/J = (−3,−2,−1,0). (b) Real δωe (dotted red) and imaginary
Γe [proportional to the density of states D(E)] (solid black) part of
the single QE self-energy Σe(E) for g= J.
already for the 1D scenario in Section IV, that will help us
to emphasize what is different for our 2D situation. Then, in
Sections V,VI and VII, we study the situation where one, two
and many QEs are interacting through the 2D environment. In
Section VIII we make a brief discussion on the experimental
feasibility in two platforms and analyze the impact of some
experimental limitations of the phenomena predicted. Finally,
we summarize the main results and point to future directions
of work in Section IX.
II. SYSTEM
In this work we are interested in a bath which has a 2D
square lattice structure. Given the variety of experimental
systems that are available nowadays to obtain the QED-like
Hamiltonians [14–23, 27–33], we consider a simplified model
to describe the reservoir that can capture the most important
features of the system, in the same spirit than using a bosonic
tight-binding model for 1D systems. In particular, we describe
our 2D bath as a set of N×N bosonic modes, with annihilation
operators an, disposed in a square lattice, with energies ωa,
position described by two integer indices n = (nx,ny) (as we
take the distance d ≡ 1 as the length unit) and nearest neigh-
bor coupling J. Thus, its free Hamiltonian reads (we use h¯= 1
along the manuscript):
HB =−J ∑
〈n,m〉
(
a†nam+h.c.
)
. (1)
Notice that we have written the Hamiltonian HB in a frame
rotating with ωa, that we use to write all the Hamiltonians
along this manuscript. The bath Hamiltonian can be diagonal-
ized by imposing periodic boundary conditions and introduc-
ing the operators an = 1N ∑k ake
ik·n, where k = (kx,ky), with
ki ∈ 2piN (−N2 , . . . , N2 − 1). In that basis, HB = ∑kω(k)a†kak,
where ω(k) = −2J [cos(kx)+ cos(ky)] that we plot in Fig. 1.
Despite being a very simplified model, it captures several in-
teresting characteristics of 2D reservoirs:
• For the single excitation subspace it captures the ef-
fect of having a band with a finite bandwidth, i.e.,
ω(k) ∈ [−4J,4J]. Therefore, it allows one to explore
the situation when the QE transition frequency lies in
or out of the band.
• Close to the band-edges ∓4J, the energy dispersion
can be shown to be isotropic, therefore capturing the
physics of other simplified models used in the litera-
ture [54]. For example, for the lower edge, i.e., ω(k)≈
−4J+ J|k|2 for |k|2 1
• At the X,Y points the energy dispersion displays a sad-
dle point, e.g., at kX = (0,pi), ω(kX +q) ∝ q2y−q2x , for
qx,y 1. This saddle point gives rise to a divergent den-
sity of states in the thermodynamic limit, defined as:
D(E) =
1
(2pi)2
∫∫
dkδ [E−ω(k)] . (2)
These saddle points are ubiquitous in 2D systems, also
with other geometries, because minima have to be con-
nected within different Brillouin zones as it happens,
e.g., in real materials [63, 64]. Thus, we expect the dy-
namics we find associated to such divergences to be ob-
served in many different systems.
• As the energy moves close to the middle of the band
the k-line of equal frequencies E = ω(k) gets more
anisotropic as depicted by plotting the vector field asso-
ciated to the group velocity vg(k) = 2J(sin(kx),sin(ky))
at the k’s satisfying ω(k) = E. At exactly the middle
point, i.e., E = 0, there are k points in which the group
velocity is zero, |vg(0,±pi)|= |vg(±pi,0)|= 0 and oth-
ers where it is maximal. Note that all this can be asso-
ciated to the appearance of the saddle points mentioned
in the previous item [63, 64].
We describe our QEs as two-level systems {|g〉 j , |e〉 j} with
transition frequency, ωe. Thus, their bare Hamiltonian in the
frame rotating with ωa is given by HS = ∆∑Nej=1σ
j
ee, where
∆=ωe−ωa and where we use the notation σ jαβ = |α〉 j 〈β | for
the spin operators. The QEs have a transition |e〉 ↔ |g〉 which
3couples to the bath modes locally, such that their Hamiltonian
is given by:
Hint = g
Ne
∑
j=1
(
an jσ
j
eg+h.c.
)
. (3)
where n j denotes the position of the bath mode which in-
teracts with the j-th QE. Notice that, for typical electro-
magnetic dipole coupling, we have performed the rotating
wave approximation to neglect the counter-rotating terms,
which requires that ωa,ωe  g; that is a safe assumption
in the optical regime. As a consequence, the total Hamilto-
nian H = HS+HB+Hint conserves the number of excitations
Nexc = ∑ jσ
j
ee +∑n a
†
nan, which allows us to diagonalize in
each excitation subspace. We are also considering the cou-
pling to a single polarization of light, such that one can assume
a scalar description of the bosonic field, and also to a single
bosonic band. Considering the coupling to several bands may
also give rise to interesting phenomena as shown in Ref. [66],
but this is beyond the scope of this paper.
Despite its simplicity this model can be implemented in
several platforms. For example, using alkaline-earth atoms
in state dependent optical lattices [32, 33], one atomic state
can be tightly/loosely trapped playing the role of QEs (bath)
and connect them through Raman lasers mimicking exactly
the Hamiltonian Hint of Eq. 3, without any approximations
(counter rotating processes do not appear) as we explain in
more detail in Section VIII. Interestingly, such cold atom im-
plementation will allow one to obtain g∼O(J). Another plat-
form where realistically tune the ratio g/J almost arbitrarily is
circuit QED, where superconducting qubits interact with cou-
pled resonators [31]. In this setup, one has to consider situa-
tions where the rotating wave approximation done in Hint still
holds.
For clarity, let us list altogether the assumptions/regime we
are interested in along this manuscript:
• We are interested in predictions in the continuum limit,
i.e., N→ ∞, where finite size effects are negligible.
• We focus on the regime where the QE transition fre-
quency lies within the band, i.e., ∆/J ∈ [−4,4].
• We illustrate the phenomenology for coupling constants
g . J, for the sake of clarity of the figures. However,
we typically provide analytical formulas for the regime
g/J  1 that allows one to understand the scaling of
the features for weaker couplings. Notice that for the
optical or circuit QED implementation we still demand
that g
√
Nωa,ωe such that the counter-rotating terms
of Hint can be safely neglected and which also justifies
considering a single band. For the purely atomic imple-
mentation [32, 33], this restriction can be relaxed.
• We are neglecting the coupling to other reservoirs be-
cause we want to capture the effects that arise merely
from the interaction through the 2D structured bath.
This coupling might introduce losses in the system,
which timescale must be obviously larger than those of
the phenomena we want to simulate.
• We study the problem of having one (or several) QEs
prepared in a given initial state, |Φ0〉S, while the bath is
initially empty, |vac〉B, and then let the system evolve
according to the dynamics dictated by the total Hamil-
tonian H = HS +HB +Hint. Moreover, we restrict to
cases where |Φ0〉S contains only a single excitation, as
they already display the physics we want to explore.
III. THEORETICAL FRAMEWORK
To analyze the QE dynamics we follow two alterna-
tive and complementary approaches: either integrating the
Schro¨dinger equation for the full QE-bath system numerically,
or using analytical techniques [2] to solve exactly the QE dy-
namics.
A. Numerical tools
Even though we are interested in the limit N→ ∞, our nu-
merical simulations always have a finite N. Thus, the main
challenge to make a faithful numerical integration of the dy-
namics is to be able to simulate a large enough lattice such that
finite size effects do not occur within the timescale of the sim-
ulation. There are three relevant scales in the system: i) the
fastest timescale of the phenomena we want to simulate, e.g.,
spontaneous decay into the bath, that we denote in general as
Γrel, ii) the maximum speed of the propagation of excitations
into the bath, that we denote as v, iii) the size of the system N.
The rule of the thumb will be that the system size must satisfy
N > vΓ−1rel .
The two-dimensional character makes it more challenging
to simulate large system sizes as the number of bosonic modes
scales with the area of the system (N2). However, we exploit
the simplified form of the different terms H = HS+HB+Hint
to develop an efficient method that allows us to simulate our
problem for system sizes N > 104. As these methods can
be extended to simulate other systems in higher dimensions
and/or higher excitations we detail them here.
Spectral method [67]. This technique relies on the follow-
ing fact: when written in k-space HB is diagonal, such that its
generated time evolution is trivial to calculate, whereas Hint
couples each QE to all k’s. In real space however, Hint has a
simple form because each QEs couples to a single bosonic
mode an j , but the price to pay is that HB is non-diagonal.
However, it is possible to combine the best of both represen-
tations to perform the simulation efficiently. The idea is to
discretize our simulation time in steps dt, such that tn = ndt,
and perform the complete evolution of H in four steps:
|Ψ(tn+1)〉=Un→ke−iHintdtUk→ne−i(HS+HB)dt |Ψ(tn)〉 , (4)
that is, we start with the wavefunction |Ψ(ti)〉 with the bath
written in k-space, and apply the evolution of HS+HB that can
be precalculated analytically because the Hamiltonians are di-
agonal in that representation. Then, we make a change of ba-
sis in the bath modes to real space that we represent through
4Uk→n and apply the evolution of Hint which can also be pre-
calculated analytically as it is a 2× 2 Hamiltonian for each
QE-bath interaction. Finally, we change the basis again to k
space with Un→k to prepare for the next step. The bottleneck
of the simulation is the change of basis, as in principle it re-
quires a number O(N4) of operations. However, by realizing
that the change of basis is nothing but a Fourier Transform
and by restricting to systems with N = 2α we can apply the
Fast Fourier Transform algorithm which reduces the number
of operations to O(N2 log(N)). This method can be used for
several QEs as well.
Discretizing frequency space. A further simplification can
be obtained by realizing that the k modes have a degener-
acy in frequency space. The idea is to partition the fre-
quency interval in small pieces of size δω , and just use the
Hamiltonian with this discretized version which transforms
it into a one-dimensional problem. Let us illustrate it with
the single QE situation, but the results can be generalized for
Ne > 1. We discretize [−4J,4J] in several frequencies ωn with
ωn−ωn−1 = δω , such that we can rewrite HB and Hint as fol-
lows:
HB =∑
k
ω(k)a†kak =∑
ωn
ωn
(
a†ωnaωn +
N˜(ωn)−1
∑
α=1
a†α,naα,n
)
,
Hint =
g
N∑k
(akσeg+h.c.) =
g
N∑ωn
√
N˜(ωn)(aωnσeg+h.c.)
(5)
where N˜(ωn) is the number of modes in the frequency interval
ωn, proportional to the density of states of the bath. Notice,
that the density of states can be calculated analytically in the
thermodynamic limit for our models of interest (see below).
We defined the operator aωn that couples to the QE as follows:
aωn =
1√
N˜(ωn)
∑
k=k(ωn)
ak , (6)
and we denote the N˜(ωn)− 1 orthogonal ones by the index
α in HB. As they do not couple to the QE they will not be
populated and their dynamics can be ignored. This method
can be extended to more QEs by simply taking into account
the mode each QE is coupled to for each frequency.
B. Analytical tools
A typical approach to these problems consists of tracing the
environment degrees of freedom and use the Born-Markov ap-
proximation to write an effective Master Equation [68] which
describes the dynamics of the QEs. In this work, however,
we use the resolvent operator technique [2], that allows us
to extrapolate between a perturbative description, which re-
covers the results of Born-Markov Master Equations, and a
non-perturbative one when that description fails.
Let us first illustrate it with the case of a single QE starting
in an initial state, |Φ0〉S = |e〉. As the total Hamiltonian H
conserves the number of excitations, Nexc = σee +∑k a
†
kak,
the combined wavefunction at any time can be written:
|Ψ(t)〉=
[
Ce(t)σeg+∑
k
Cka
†
k
]
|g〉S⊗|vac〉B , (7)
where Ce(0) = 1 and Ck(0) = 0. Using resolvent operator
techniques these probability amplitudes can be calculated as
the (displaced) Fourier transform.
Cα(t) =− 12pii
∫ ∞
−∞
dEGα(E+ i0+)e−iEt (8)
for t > 0 and where Gα(E + i0+) is the so-called retarded
Green Function associated to the probability amplitude of the
α state. By using H, it can be shown that in this case:
Ge(z) =
1
z−∆−Σe(z) , (9)
Gk(z) =
g
(z−ω(k))(z−∆−Σe(z)) , (10)
where Σe(z) = g
2
N ∑k
1
z−ω(k) is the so-called self-energy, which
in the continuum limit and above the real axis is given by:
Σe(E+ i0+) = δωe(E)− iΓe(E)2 =
=
g2
(2pi)2
∫∫
dk
[
P.V
1
E−ω(k) − ipiδ (E−ω(k))
]
. (11)
This function captures the effect of the bath on the dynam-
ics of the QE. It can be separated in its real, δωe(E), and
imaginary part, Γe(E). The latter can be written in terms of
the density of modes as follows Γe(E) = 2pig2D(E). A stan-
dard approximation in the literature consists of assuming that
the coupling g is sufficiently weak such that Σe(E + i0+) ≈
Σe(∆+ i0+). With that approximation the integral for Ce(t)
can be easily solved by applying Residue Theorem around the
pole z= ∆+Σe(∆+ i0+) to obtain:
Ce(t)≈ e−i
(
∆+δωe(∆)−i Γe(∆)2
)
t
, (12)
which reproduces the expected behavior in the perturbative
regime; that is, the coupling to the bath induces both a shift
in the QE energy, δωe(∆), and an exponential decay of the
population, with a decay rate given by Γe(∆), that we denote
from now on as δωM and ΓM , respectively. This approach
is commonly referred to as Wigner-Weisskopff or single-pole
approximation, which predicts an exponential decay given by
the Fermi’s Golden Rule (FGR).
Using that approximation, the integral for Ck can also be
solved applying Residue Theorem, obtaining:
Ck(t)≈ g
[ e−iω(k)t
ω(k)−∆−δωM+ iΓM/2
+
e−i
(
∆+δωM−i ΓM2
)
t
∆−ω(k)+δωM− iΓM/2
]
, (13)
5where the first contribution comes with the pole at E = ω(k),
whereas the last one comes from the one at E = ∆+ δωM −
iΓM2 and which will ultimately vanish for t → ∞ if ΓM 6=
0. Eq. 13 shows that, within the Markov approximation,
the modes dominating the emission are the ones satisfying
ω(k)≈ ∆.
However, the perturbative treatment may fail in a situation
where Σe(E) can not be considered a perturbation to ∆ or
when it suffers discontinuities and/or divergences as in our
bath. In those cases, one must perform the exact Fourier inte-
gral of Eq. 8 to obtain the correct dynamics as we will see in
Sections IV and V.
The situation with Ne = 2 QEs coupled to the bath can be
treated in an analogous way than the single QE situation when
ω(k) = ω(−k). In that case, the Hamiltonian Hint can be
written in terms of the σ± =
(
σ1ge±σ2ge
)
/
√
2 as follows:
Hint =
g
√
2
N ∑k+,α=±
√
1± cos(k ·n12)
(
a†k,ασα +h.c.
)
,
(14)
where the k-sum has been restricted to the positive ones, i.e.,
kx,y > 0, and ak,+ are the bath modes that couple to the sym-
metric and antisymmetric superposition given by:
ak,± =
[
(1± eik·n12)ak+(1± e+ik·n12)a−k
]
2
√
1± cos(k ·n12)
, (15)
It can be shown that these modes are orthogonal, i.e.,
[ak,α ,a
†
q,β ] = δα,βδk,q, and that HS,B remain diagonal with
those transformations. Thus, the dynamics of the symmet-
ric/antisymmetric component is separable and can be cal-
culated independently and in an analogue way to the sin-
gle QE case. In particular, in Section VI, we focus on
the dynamics starting in an initial state |Φ0〉S = |Φ±〉 =
1√
2
(
σ1eg±σ2eg
) |g,g〉, such that the probability amplitude to re-
main in |Φ±〉 is governed by a similar Green Function to that
of a single QE Eq. 9, that we denote as G±(z), but replacing
Σe→ Σ± = Σe±Σ12, where:
Σ12(z;n12) =
g2
N2 ∑k
eik·n12
z−ω(k) . (16)
This function, Σ12(z;n12), accounts for the collective in-
teraction mediated by the bath modes, which depends on the
relative position n12 between the two QEs. As it occurs with
Σe, the Σ12(E+ i0+) = J12(E)− iΓ12(E)2 can also be separated
in its real and imaginary components. The real one, J12, is
responsible for the coherent exchange of excitations between
QEs, whereas the imaginary one renormalizes the decay rates
of |Φ±〉 generating either super or subradiance depending on
both the amplitude and phase of Γ12.
The situation with Ne > 2 is in general not separable. How-
ever, in Section VII we will see a situation with Ne = 4 where
this separation is still possible. This means that for certain ini-
tial states the problem can be rephrased as the one of a single
QE but with a modified self-energy.
C. Effect of QE and bath losses
Even though along the manuscript we focus on the QE dy-
namics induced only by the interaction with the bath, in prac-
tical situations both the QEs and the bath modes may couple
to other reservoirs. These extra channels introduce losses at a
rate Γ∗ and κ for the QE and bath modes respectively. A way
to account for such loss channels is to upgrade the Hamilto-
nian description to a density matrix one, in which the system-
bath density matrix is governed by a Master Equation which
reads [68]:
∂ρ
∂ t
=−i[H,ρ]+ κ
2 ∑n
Lan [ρ]+
Γ∗
2 ∑j
Lσ jge
[ρ] , (17)
where we assume the loss rates κ and Γ∗ to be the same for all
the bath modes and QEs respectively and the Lindblad opera-
tor is defined asLc[ρ] = (2cρc†−c†cρ−ρc†c). In the single
excitation subspace, this equation can be formally solved as
follows:
ρ(t) = ρ0(t)+ρ1(t) = e−iHefftρ(0)eiH
†
efft +
∫ t
0
dsJ
[
e−iHeffsρ(0)eiH
†
effs
]
,
(18)
where ρ(0) = |Ψ(0)〉〈Ψ(0)| is the initial state. The term ρ0(t)
is usually referred to as ”no-jump” evolution and is governed
by the effective non-Hermitian Hamiltonian, Heff, defined as
Heff = H − iκ2 ∑n a†nan − iΓ
∗
2 ∑ jσ
j
ee. The other term, ρ1(t),
describes the evolution where a quantum jump, described by
J[·] =∑n an[·]a†n+∑ jσ jge[·]σ jeg, has occurred. In the single ex-
citation subspace, the state after a quantum jump occurs will
always be |g . . .g〉S⊗|vac〉 independent on whether the jump
occurs at the QE or bath mode. Thus, the general solution can
be expressed as:
ρ(t) = ρ0(t)+Pjump(t) |g . . .g〉S 〈g . . .g|S⊗|vac〉〈vac| , (19)
In the particular case where κ = Γ∗ ≡ Γloss, the effective
non-hermitian Hamiltonian, Heff = H− iΓloss2 Nˆexc, commutes
with H. Thus, the solution can be easily written:
ρ(t) = e−Γlosst |Ψ(t)〉〈Ψ(t)|+
(1− e−Γlosst) |g . . .g〉S 〈g . . .g|S⊗|vac〉B 〈vac|B . (20)
where |Ψ(t)〉 = e−iHt |Ψ(0)〉, i.e., the evolved state in the ab-
sence of losses. In Section VIII, we will use these equations
to estimate the impact of the losses in the observation of the
phenomena emerging from the pure system-bath Hamiltonian
H.
IV. 1D STRUCTURED RESERVOIRS
In order to emphasize the new features obtained from the
two-dimensional scenario compared to other type of reser-
voirs [46–54, 69–73] we revisit the one-dimensional model
with nearest neighbour coupling used to describe waveguide
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Figure 2. Excited state population |Ce(t)|2 for a single QE for g/J =
0.4 interacting with a one-dimensional tight-binding bath for several
∆/J =−3,−2,−1,0 as depicted in the legend.
QED setups. This model assumes hopping at a rate J be-
tween N bosonic modes distributed along a line. Thus, the
bath Hamiltonian can be written in real and momentum space
as follows:
HB =−J ∑
〈n,m〉
(
a†nam+h.c.
)
=∑
k
ω(k)a†kak , (21)
As it occurs for the two-dimensional scenario, the bath
Hamiltonian is diagonal in momentum space, giving rise to an
energy dispersion ω(k) =−2J cos(k)∈ [−2J,2J]. The disper-
sion is linear around the middle of the band, i.e., ω(±pi2 +q) =±2J sin(q) ≈ ±2Jq, whereas it is parabolic around the band
edges; e.g., for the lower one, ω(k) ≈ −2J (1− 12k2) for
k = |k|  1. This translates into a density of states which
can be calculated analytically in this case
D(E) =
1
pi
√
4J2−E2Θ(2J−|E|) , (22)
which shows a nearly constant density of states around the
middle of the band D(E) ≈ 12piJ , whereas it diverges as
1/
√|E|−2J around the band edges.
A. Single QE
We consider the situation of a single QE that is initially ex-
cited, i.e., |Φ0〉S = |e〉, and study its dynamics as a function
of the detuning, ∆, with respect to the central frequency. In
Fig. 2, we plot the results from the exact integration of the
evolution for several detunings with respect to the center of
the band ∆/J = −3,−2,−1,0 and g = 0.4J. For detunings
far from the band edge [∆ = −3J], the spontaneous emission
is quenched and the excitation remains mostly in the QE. For
a detuning around the band edges, ∆ = −2J, the QE experi-
ences the so-called fractional decay in which the excitations
partly decay into the bath and partly remain localized. In con-
trast, in the center of the band, the QE experiences mostly an
exponential decay of its population because of its interaction
with the bath.
To gain analytical understanding we use the techniques de-
scribed in Section III which start out by calculating the self-
energy for the one-dimensional bath. This can be done by
taking the continuum limit and transforming the sum into an
integral yielding:
Σe,1d(z) =
1
2pi
∫ dk
z−2J cos(k) =
=
1
2pii
∮ dy
−y2+ yz−1 =±
g2√
z2−4J2 . (23)
where the ±-sign depends on whether Rez ≷ 0. Within
the Wigner Weisskopff approximation, the decay of the QE
is basically given by |Ce(t)|2 ≈ e−Γe(∆)t , where: Γe(∆) =
2pig2D(∆). Thus, it predicts no decay for ∆ /∈ [−2J,2J] and
a perfect exponential decay for ∆ ∈ [−2J,2J]. In Fig. 2, it
is evident the limitation of the Markov or Wigner-Weisskopff
approaches to capture the dynamics in the whole parameter
space. In particular, close to the band edges, the QE does not
decay completely, leading to the so-called fractional decay.
To go beyond the perturbative predictions it is convenient to
calculate the Fourier transform appearing in Ce(t) by closing
the contour in the lower half plane and apply complex analysis
techniques. The continuum ω(k) introduces branch cuts in
Σe(z), due to the presence of the
√
. which tells us that we can
not directly close the integral with a semicircle in the lower
half plane. On the contrary, we decide to define the branch
cuts of Σe,1d(z) at the band edges z = ±2J− ix, with x > 0,
such that to close continuously the contour we have to take a
detour as depicted in Fig. 3(a).
The dynamics can be calculated from the sum of different
contributions, namely,
• The contribution coming from real isolated poles of
Ge(E), which therefore satisfy:
F(E) = E−∆−Σe,1d(E) = 0 , (24)
that emerge outside the continuum [in red in Fig. 3(a)].
These appear as a consequence of the so-called photon
bound states (BS) and are responsible of the fractional
decay observed in Fig. 2(a).
• The contribution appearing from the detour taken be-
cause of the branch cuts (BCs) at the lower/upper edges.
• When taking the detour at the band edges, the Green
Function Ge(z) has to be analytically continued to the
second Riemann sheet, which can be easily done in this
situation by replacing √.→−√. in Σe,1d. This opens
up the possibility of finding a complex pole of F(E)
which also contributes to the dynamics of Ce(t). We
denote this complex pole as unstable pole (UP) because
it is the one responsible for the spontaneous emission
rate into the bath when ∆ ∈ [−2J,2J]
The rest of the elements introduced to close the contour can
be shown to give no contribution to Ce(t). Thus, the proba-
bility amplitude Ce(t) can be finally written as a sum of the
different terms
Ce(t) = ∑
α=UBC,LBC
Cα(t)+ ∑
β=LBS,UBS,UP
Rβ e
−izβ t ,
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Figure 3. (a) Contour of integration for 1D tight-binding bath taking
two detours at the band edges E = 2J to avoid the branch cuts. (b)
Contributions to the dynamics at t = 0 for a situation with g = 0.4J
as a function of ∆. (b) Imaginary part of the complex pole (in the
Second Riemann sheet) as a function of ∆ compared to Markov pre-
diction for g= 0.4J.
where Rβ will be the residue of the real and unstable poles
that we obtain through Residue Theorem and that gives the
overlap of the initial wavefunction with the LBS/UBS/UP. For
the single QE Green Function Σe(z), it can be shown to be:
Rβ =
∣∣∣∣ 11−∂zΣe,1d(z)
∣∣∣∣
z=zβ
, (25)
In Fig. 3(b), we plot the contribution of the different ele-
ments to the dynamics at t = 0 for g= 0.4J and scanning the
detuning ∆ in/out of the band. One can clearly distinguish the
different regimes that explain the dynamics in Fig. 2; for QE
energies well beyond the band, |∆± 2J|  g, the LBS/UBS
state contribution dominates with |RLBS/UBS| ≈ 1. For regions
deep in the band, |∆|  J, the dynamics are mostly governed
by the UP contribution, which yields the exponential decay
observed in Fig. 2. Finally, in the regions close to band edges,
i.e., |∆±2J|  g, the dynamics is a mixture between the BS,
UP and the BC contribution. The latter leads to a power-law
decay of the population scaling with 1/t3; however, the large
overlap with the BS makes that the most visible feature is the
fractional decay of the QE excitation and not the power law
decay due to the BC.
Finally, in Fig. 3 we compare the perturbative prediction
of the decay rate, Γe(∆) in solid black, with the one obtained
from the imaginary part of the complex poles 2ImzUP, show-
ing how instead of diverging it arrives to a constant value
which depends on the ratio g/J.
Summing up, for g J and ∆ lying within the band and far
from band-edges, the dynamics follow the expected Marko-
vian prediction of just an exponential decay with a rate given
by FGR. Close to the band-edges |∆± 2J|  g, the Marko-
vian prediction gets corrected because the QE does not decay
completely because of the existence of a BS.
B. Two QEs: super/subradiance
The goal of this paper is to explore mainly the dissipative
regime, that is, when the QE transition frequencies lie in the
band, i.e., in 1D ∆ ∈ [−2J,2J]. In this regime, the most re-
markable effect of the coupling of Ne = 2 QEs to the bath is
the renormalization of the lifetimes of certain atomic states.
In particular, we will see that there are certain atomic states in
which the decay is enhanced/suppressed because of the pres-
ence of other QEs coupled to the bath, that we label as su-
per/subradiant states. We study these effects by considering
an initial atomic state given by the symmetric/antisymmetric
combination of a single excitation
|Φ0,±〉S =
1√
2
(
σ1eg±σ2eg
) |gg〉 . (26)
As we explain in Section III, the probability amplitude for
the symmetric/antisymmetric component, C±(t), can be cal-
culated in an analogous way to the single QE situation as
they are separable and contain a single excitation. The col-
lective symmetric/antisymmetric self-energy is given Σ±,1d =
Σe,1d±Σ12,1d, where Σ12,1d (in the first Riemann sheet) reads
Σ12,1d(z;n12) =
1
2pi
∫ pi
−pi
dk
eikn12
z+2J cos(k)
=±i g
2
√
4J2− z2
(
− z
2J
∓ i
√
1−
( z
2J
)2)n12
(27)
where the± sign corresponds to the situation where Re(z)≶ 0
and n12 is the relative position between the QEs in the lattice.
As we have the complete analytical behaviour of Σ±,1d(z), we
make a similar study of the different contributions to the dy-
namics of C±(0) as we did for the single QE following a sim-
ilar contour of integration as described in Fig. 3(a). The sum-
mary of the results are shown in Fig. 4 for two different dis-
tances, n12 = 1,2, and for the symmetric and antisymmetric
components. We also compare in panels (c,f) the exact imagi-
nary component of the complex pole compared to the Markov
prediction. Let us summarize the main particularities of the
two QE situation, with respect to the single QE one:
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Figure 4. (a-b) [(c-d)] Contributions to the dynamics at t = 0 for the symmetric/antisymmetric component starting with a state
∣∣Φ0,±〉 for
g = 0.4J and n12 = 1 [n12 = 2]. (c) [(f)] Comparison of the symmetric/antisymmetric decay rate as a function of ∆ between the Markov
prediction (solid) with the imaginary part obtained from the complex pole in the second Riemann sheet.
• In the lower edge, the LBS contribution survives for
the whole parameter range for both n12’s. This can
be shown to be the case for all n12 as Σ+,1d(z =
−2J;n12)→∞, which is a necessary condition for find-
ing such bound states [50]. Interestingly, the contribu-
tion of the antisymmetric LBS vanishes at a critical ∆
because the divergences from Σe,1d and Σ12,1d compen-
sate, leading to a critical detuning from the upper edge
∆c = limE→−2J−0+ Σ−,1d(E;n12) =
g2n12
2J to observe the
antisymmetric LBS contribution.
• In the upper edge, however, the merging of the BS into
the continuum alternates between the symmetric and
antisymmetric component; that is, for odd [even] n12
the symmetric [antisymmetric] UBS contribution dis-
appears at an analog critical detuning from the upper
edge [51].
• In the middle of the band, the UP contribution (in
red) dominates in both the symmetric and antisymmet-
ric components. As shown in panels (c,f), depending
on the relative value between ∆ and n12, the decay
rates of the symmetric/antisymmetric components get
enhanced/suppressed with respect to the single QE sit-
uation. This is what we will label in this paper as su-
per/subradiance to settle the nomenclature. Moreover,
we show that there are certain values in which the imag-
inary part can be perfectly suppressed, e.g., ∆ = 0 and
n12 = 2, in which the unstable pole becomes stable, that
we denote as perfect subradiance; There exists also the
opposite situation where Γ±/Γe = 2; we will refer to
the corresponding |Ψ±〉 as superradiant states.
As this manuscript is focused on the dynamics emerging
when the QEs are spectrally tuned within the band, let us ex-
plore in more detail the phenomenon of super/subradiance as
it will be important for the discussion of the two-dimensional
scenario. Let us initially apply the Markovian approximation
to get an intuition on which values super/subradiant might ap-
pear:
Γ±(∆)≈ Γe(∆) [1± cos(k(∆)n12)] (28)
where k(∆) = arccos
(− ∆2J ) is the wavelength associated to
the propagating bath modes at the frequency of the QEs.
Therefore, for distances satisfying cos(k(∆)n12) = 1 the sym-
metric [antisymmetric] will be perfectly super[sub]radiant and
viceversa for cos(k(∆)n12) = −1, which is what we observe
in Fig. 4.
A legitimate question is whether these perfect su-
per/subradiant states survive beyond the Markovian approx-
imation and what are the corrections to it. Let us illustrate
the result for the subradiant configuration and, e.g., focusing
on what happens to the asymmetric state contribution G−(z).
The exact pole equation we need to solve in this case reads:
z−∆= g
2
pi
∫ pi
0
dk
1− cos(kn12)
z+2J cos(k)
. (29)
In general, the integral appearing in the right-hand side
of the equation diverges. However, it can be shown that by
choosing the QE positions such that cos(k(∆)n12) = 1, and
z = ∆ the integral vanishes because of symmetry arguments
and because the divergence is cured as can be shown by ex-
panding the integrand around k(∆)+q for q 1:
1− cos
(
2kpi
k(∆))
)
∆+2J cos(k)
∣∣∣
k=k(∆)+q
≈ q
2
√
1− ∆24J2
→ 0 , (30)
This proves that zsb = ∆ ∈ R is indeed a solution of the
pole equation for such distances even beyond the Markovian
approximation. The only thing left to prove is that the associ-
ated residue, Rsb, of such solution is not zero. This residue is
directly related to the excitation that remains within the QEs
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Figure 5. (a) [(c)] Dynamics for the population of subradiant states
|Csb(t)|2 for g = 0.1J and ∆/J = 0[−
√
2] and several distances as
depicted in the legend. (b) Bath population dynamics |Cn(t)|2 as a
function of time for a situation with ∆= 0, g= 0.1J and n12 = 42.
in the long time limit, i.e., Csb(∞) = Rsb, and is given by:
Rsb =
1
1−∂zΣ−(z)|z=zsb
=
1
1+n12
Γe(∆)
2|vg(∆)|
. , (31)
where vg(∆) = ∂kω(k)|k=k(∆) =
√
4J2−∆2 is the group ve-
locity at frequency ∆. Thus, the overlap with the initial state
is mostly 1, except from a retardation effect which takes into
account the time, n12/(2vg(∆)), it takes to the bath excita-
tions to move among the QEs compared to the decay time into
the bath Γe(∆). We numerically certified these predictions in
Fig. 5, where we plot the subradiant state dynamics for a sit-
uation with g = 0.1J and ∆ = 0 (in the middle of the band)
and ∆ = −√2J. In both cases, we observe how the subradi-
ant state decays in a timescale Γe(∆) until the excitation from
one QE arrives to the other. At that moment a destructive in-
terference between the bath excitations from both QEs occurs
quenching the decay into the environment. The longer the
separation and the smaller the group velocity, the larger is the
retardation effect. However, we emphasize that the imaginary
part of the pole is still strictly zero, and it is only the overlap
with the initial state the one that gets corrected. Moreover,
in Fig. 5(b) we plot the bath population dynamics for a situa-
tion with ∆= 0 and n12 = 42 where it is clearly illustrated the
interference effect, which not only quenches the spontaneous
emission into the environment, but also localizes the bath ex-
citations between the QEs.
The collective phenomena discussed here have a very in-
tuitive explanation in the context we are studying here and
for g  J and ∆ = 0. In that case, energy conservation
ω(k) ≈ ∆ = 0 imposes that in the long time limit, the only
k-modes that can be populated have momenta around ±k(∆).
If we restrict the Hamiltonian Hint to those modes, we see that
the subradiant state decouples continuously, whereas the su-
perradiant coupling gets a factor of
√
2. Furthermore, the pho-
tons emitted in the reservoir at those k coming from the two
QEs interfere, either destructively or constructively depend-
ing on the phase (sign) of the superposition in the initial state,
giving rise to the sub and superradiance. This interference
exists as long as there is no which-way information indicat-
ing which QE has emitted the bath mode. Since the temporal
size of the wavepacket emitted by each of them is of the or-
der of tg = 1/Γe(∆) and it propagates at velocity vg( Delta),
there will be which-way information whenever the distance
between the QEs is of the order vgtg that will make the inter-
ference disappear.
V. SINGLE QE DYNAMIC FOR TWO-DIMENSIONAL
BATHS
After having analyzed the dynamics of one-dimensional
structured reservoirs, let us explore what phenomena emerge
from the two-dimensional bath that we described in Section II.
As we do in the main manuscript [74], we first proceed to
solve the evolution of an initially excited QE numerically to
see what features can be observed. Then, we try to under-
stand them through the Wigner-Weisskopff approach. Finally,
we perform the exact integration of Eq. 8 to understand the
different contributions which give rise to the dynamics.
In Fig. 6(a), we show the evolution of an initially excited
QE coupled with g/J = 0.1 for different ∆’s ranging from
∆ = −5J, where the QE energy lies far from the band, to
∆= 0, which corresponds exactly to the energy at the middle
of the band. Moreover, we complement this figure with pan-
els (b-i) where we plot the bath population in position (upper
row) and momentum space (lower row) at time tJ = 100 for
∆/J=−3,−2,−1,0. The QE goes from a situation where it is
not emitting, i.e., ∆ = −5J, to situations where the QE emits
into the bath modes at a faster timescale as we move closer
to the middle of the band. At the band edge, i.e., ∆ ≈ −4J,
the QE shows what has been called as fractional decay as it
occurs for one-dimensional systems. Along this manuscript
we are more interested in what happens in the middle of the
band, which has no analogue with other types of reservoirs,
where we observe: i) at short times the QE decays exponen-
tially, but with a timescale which is not the one obtained from
perturbative treatments as it predicts an infinitely fast decay;
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Figure 6. (a) Excited state population |Ce(t)|2 for a single QE for g/J = 0.1 for 11 equally spaced ∆’s from −5J to 0. (c-f) [(g-j)] Absolute
value of the probability amplitude of the bath modes for positions n= (nx,ny) [momenta k] at a time tJ = 100 for ∆/J =−3,−2,−1,0.
ii) at longer times the QE shows an oscillation followed by
a subexponential relaxation; iii) as shown in Figs. 6(f,j), the
emission into the bath becomes highly anisotropic, ultimately
decaying as if there were just two quasi-1D modes.
A. Wigner-Weisskopff approach
As we show in Section III, in both the exact and the Wigner
Weisskopff approach, the function which dominates the dy-
namics of a single QE coupled to a bath is the so-called self-
energy Σe(z) defined in Eq. 11. Interestingly, for the simpli-
fied 2D bath that we are considering, this self-energy can be
calculated analytically, obtaining
Σe(z) =
2g2
piz
K
[(
4J
z
)2]
, (32)
where K(m) is the complete elliptical integral of the first kind,
using the following convention:
K(m) =
∫ pi/2
0
dφ
1√
1−msin2(φ)
. (33)
This function is purely real when m ∈ (−∞,1), which
means that Σe(z) ∈ R if Re(z) /∈ (−4J,4J), whereas it is
complex if Re(z) ∈ [−4J,4J]. Within the Wigner-Weisskopff
approach, the dynamics of the probability amplitude is just
dominated by the values of the self energy close to the real
axis, Σe(∆+ i0+), which real and imaginary part we plot in
Fig. 1(a). In particular, if we are only interested in the pop-
ulation decay, Wigner Weisskopff approach just predicts an
exponential decay of the population |Ce(t)|2 ≈ e−ΓMt given by
the decay rate predicted by FGR, ΓM = Γe(∆). Therefore, this
approach fails to approximate both the regions close to the
band edge, i.e., ∆/J ≈ ±4 and the reversible dynamics and
slow relaxation in the middle of the band, ∆/J ≈ 0.
Regarding the population of the bath modes, the Markov
approximation given by Eq. 13 rightly predicts that within the
band, where Γe(∆) is finite, the population is dominated by the
k modes which satisfy ∆≈ω(k). However, it fails in the mid-
dle of the band, as the ΓM→∞ predicts that the populations of
the modes will be 0. Nevertheless, when looking at panels (f),
(j) we observe that the modes along the lines ±kx± ky = ±pi
are indeed populated. This directional emission into the bath
can be considered as the 2D analogue of chiral emission 1D
waveguides [55–57], as the expected 2pi-angle emission trans-
forms into a more restricted emission distribution. Therefore,
it deserves special attention to characterize it properly and ex-
plore what new effects emerge from it.
B. Exact integration
The integration of the probability amplitude Ce(t) can be
done exactly by using complex analysis integral techniques as
we already explained for the one-dimensional bath. In par-
ticular, we would like to close the integration path to find the
poles of Ge(z) and apply the Residue Theorem to calculate
their contributions. As t > 0, we have to close the contour
through the lower part of the complex plane, i.e., Imz→−∞.
However, when closing the contour we face several difficulties
as explained schematically in Fig. 7(a), namely,:
• We have already pointed out that the elliptical integral
appearing in the Σe(z) displays a discontinuity at the
band edges, i.e., Rez/J=±4. This is the typical discon-
tinuity that appears in standard quantum optical prob-
lems because of band edges [2] or also in a 1D waveg-
uide as we explained in Section IV. This discontinuity
is associated to a BC of Σe(z) (and therefore of Ge(z))
that we can not cross with our integration path. The so-
lution consists of taking a detour of our integration path
as depicted in Fig. 7(a), and use the analytical continu-
ation in the second/third Riemann sheets.
• The 2D bath, however, introduces a new variant which,
up to our knowledge, has not been considered before
in the quantum optical scenario. It can be shown that
the elliptic integral also has another BC in the middle of
the band. This forces us to take an extra detour in our
integration contour as depicted in Fig. 7(a), appearing at
the third Riemann sheet. The analytical continuation of
Σe(z) in the second/third Riemann sheet can be obtained
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Figure 7. (a) Contour of integration to calculate Ce(t) from Eq. 8.
When closing the contour from below, it crosses three branch cuts
Ge(z), the one of the band edges, and the extra branch cut that appear
in the middle of the band. (b) Different contributions to the dynamics
of the QE population at t = 0 for g= J as depicted in the legend. (c)
Decay rate, Γe(∆), as a function of ∆/J associated to the UPs of the
analytical continuation of the Green Function Ge(z). The markers
correspond to the numerical exact calculation while the solid ones
are the Markov predictions.
by using the properties of the elliptic integrals [75, 76]:
ΣII[III]e (z) =
2g2
piz
[
K
[(
4J
z
)2]
±2iK
[
1−
(
4J
z
)2]]
(34)
which should be used when Re(z) ∈ (−4J,0)[(0,4J)]
respectively. The choice of this linear combination for
the elliptic integrals is done to guarantee the continuity
of the self-energy along the contour of integration.
Therefore, the dynamics ofCe(t) can be separated in differ-
ent contributions:
• First, we need to find the poles in the real axis that
emerge out of the continuum that correspond to BS’s.
As the self-energy diverges at the band edges, i.e.,
Σe(±4J)→ ∞, the BSs exist in all parameter regime,
(g/J,∆/J), as was shown in Ref. [50, 51]. These poles
(and their corresponding residues) are obtained by solv-
ing the pole equation (and applying Residue Theorem
respectively):
EBS = ∆−Σe(EBS) , (35)
RBS =
1
1−∂EΣe(E)
∣∣∣
E=EBS
. (36)
As we have two band edges, we always find an upper
and a lower BS that we denote as UBS/LBS.
• Secondly, we also need to find solutions of the pole
Equation in the second/ third Riemann sheet of the an-
alytical continuation of Ge(z), which can be done by
solving Eq. 35, but replacing Σe → ΣII,IIIe respectively.
These poles are generally complex, and therefore lead
to the exponential decay of population, which is why
they are usually called unstable poles. We denote by
UPII/UPIII to the unstable poles in the second/third
Riemann sheet respectively.
• Finally, we need to add up the contributions coming
from the detour introduced by the BC of Σe(z). In
this case we have three of them that we denote by
LBC/MBC/UBC for the lower/middle/upper BC con-
tributions.
• The rest of the contributions coming from the circular
detours around the edges and the bigger one to close the
contour can be shown to be zero.
In Fig. 7(b) we plot the absolute value of the different afore-
mentioned contributions to the dynamics ofCe(t) at t = 0 of a
single QE for a coupling g= J and as a function of ∆/J. The
absolute value of some of the contributions, e.g., UPs, can be
larger than 1 because they acquire a non negligible imaginary
part. However, when summing them up they all interfere ar-
riving to Ce(0) = 1. Let us highlight the main findings:
i) First, we show that the UBS&LBS survive for all ∆
regimes, including values deep inside the band. In fact, it is
possible to find a good approximation to the energies of the
UBS/LBS for a wide range of g’s, which reads:
ELBS =−4J− g
2
4piJ
W
(
128J2pi
g2
e−4Jpi(∆+4J)/g
2
)
, (37)
EUBS = 4J+
g2
4piJ
W
(
128J2pi
g2
e−4Jpi(4J−∆)/g
2
)
, (38)
where W (x) is the so-called product-log or Lambert func-
tion [75]. Notice that in the strongly non-perturbative regime:
|∆±4J|  g2/(4piJ), for the lower bound states the energy is
given: ELBS−4J ≈− g
2
4piJW
(
128J2pi
g2
)
≈− g24piJ log
(
128J2pi
g2
)
.
ii) Around the band-edges |∆| ≈ 4J, the main contribution
to the dynamics is given by both BS and BC. As it is well
known, the BC contribution leads to subexponential decays.
However they are typically hidden by the BS contribution
which gives rise to the fractional decay of Fig. 6(a) [47, 48].
iii) The most interesting region for our model lies within
the band. In particular, we see that because of the existence
of the MBC there is a range of energies, ∆ ∈ [− g22J , g
2
2J ], where
12
two UP’s from the second/third Riemann sheet can be found.
The coexistence of both solutions can be traced back to the
finite value of δωe(E) around E ≶ 0, which pushes the en-
ergy of the UP to remain in the second/third Riemann sheet
even for ∆ ≷ 0. In Fig. 7(c), we plot both the imaginary part
of such UP’s showing that they have similar imaginary part
(the same at ∆= 0, whereas different real energy (not shown)
which difference provides the period of the oscillation shown
in Figs. 6(a) and 8. However, as the imaginary part and the
real one scale in the same way with g and are of the same or-
der, the oscillations will be overdamped, and this is why we
only observe a single oscillation. From this analysis, we can
even find an approximated expression of the imaginary part of
the UPS at ∆ = 0, which tells us how the Markovian predic-
tion ΓM(0)→ ∞ renormalizes to Non-Markovian decay rate
which reads:
Γ¯e ≈ g
2
piJ
W
(
32piJ2
g2
)
≈ g
2
piJ
log
(
32piJ2
g2
)
. (39)
where in the last equality we assumed g J. This is an in-
teresting result as it shows: i) that exponential relaxation into
the bath can occur in places where perturbative approaches
fail; and ii) it occurs at a rate O
(
g2
J log(
J2
g2 )
)
rather than the
standard O
(
g2/J
)
obtained from FGR. Importantly, the coex-
istence of both UP’s is also accompanied by a sudden jump in
the MBC contribution. Thus, when the UP’s have decayed we
can also observe the slow relaxation dynamics given the MBC
contribution, as shown in Fig. 8 for several g/J. Interestingly,
this MBC contribution is large when ∆ is very far from the
band-edges, differently from the 1D counterpart, such that its
decay does not appear hidden by the BS contribution. Using
a numerical fitting to a power law scaling, 1/tα , for the range
of times plotted in the figures one obtains α ≈ 2.5. However,
a closer inspection to the integral dominating the long- time
dynamics of the MBC contribution leads to [77]:
lim
t→∞CMBC(t) ∝
∫ ∞
0
e−yt
log
( y
16J
)2 ∝ 1t log(t16J)2 , (40)
such that the population, |Ce(t)|2, in the long-time limit is
O[t−2 log(t16J)−4]. Notice that both Eqs. 39 and 40 are di-
rectly connected to the logarithmic divergence of the density
of states around ∆= 0 associated to the saddle point of ω(k).
Thus, we conjecture that for other dispersion relations with
saddle points, the same analysis will give rise to a similar
quantitative behavior as that determined by those formulas.
Finally, it is instructive to see how the non-Markovian cor-
rections affect to the population of the modes. Interestingly, in
the long-time limit the shape of the outgoing wave-packet be-
yond the perturbative approach is still dominated by the pole
occurring at E = ω(k):
lim
t→∞Ck(t) =
ge−iω(k)t
ω(k)−∆−Σe(ω(k)) . (41)
as the contributions from the UPs or BC will ultimately decay.
As in the 1D case for, g J there is quasi energy conserva-
tion, that is, only k-modes satisfying ω(k) ≈ ∆ are emitted.
1 10 100 1000 10 410
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Figure 8. Excited state population |Ce(t)|2 in logarithmic scale for
∆= 0 and different g/J = 0.1,0.2,0.3 as depicted in the legend.
However, whereas in 1D this gives rise to a double Lorentzian
structure of Ck which peaks are centered at k(∆) with width
Γe(∆)/2, in 2D the situation is much richer, especially around
∆ ≈ 0. In that case the emission occurs in modes with k ful-
filling ω(k) ≈ 0, i.e., kx± ky ≈ pi(mod2pi), which is why we
see only emission in Fig. 6 in real space around the diago-
nals (n,±n). Moreover, as Re(Σe) is discontinuous this trans-
lates into a double peak structure around the lines defined by
kx± ky = pi(mod2pi), with a dip exactly at the lines which is
strictly zero in the continuum limit as Γe(0)→ ∞. The fact
that we do not observe the dip in the population in Fig. 6 is
attributed in this case to the finite size effects of the numer-
ical simulation, which ultimately renormalizes Γe to a finite
value. However, it can be shown that for large enough sys-
tems (not shown), the |Ck|2 indeed shows a dip at these k’s,
which therefore agrees with the predictions of Eq. 41.
VI. TWO QE’S DYNAMIC FOR TWO-DIMENSIONAL
BATHS
We consider now the situation with Ne = 2 QEs to study the
interplay between the relative position n12 of the QEs and the
directionality of the emission that we observed in the previous
Section. In particular, we are interested in super/sub-radiant
effects, which is why we study the problem of the QEs initially
prepared in |Φ0〉S = |Φ±〉= 1√2 (σ1eg±σ2eg) |g,g〉.
As we explain in Section II, the probability amplitudeC±(t)
associated to the symmetric/antisymmetric superpositions can
be calculated using Eq. 8 for Ce(t), but replacing the Σe →
Σ± = Σe±Σ12, where Σ12 is given by Eq. 16. Before we give
the general solution for Σ12(z,n12) for all z and n12, let us
restrict our attention to QE energies close to the band edges
where ω(k) ≈ ±4J ∓ Jk2 is isotropic. For example, close
to the lower band-edge the collective self-energy is approx-
imately given by:
Σ12(−4J+E+ i0+;n12)≈ g
2
4iJ
H(1)0
(
|n12|√
J/E
)
(42)
where H(1)0 (x) = J0(x)+ iY0(x) is the Hankel Function of the
first kind [75] and
√
J/E is the associated wavelength of the
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Figure 9. (a-b) [(c-d)] Contributions to the probability amplitude |C±(t = 0)| as a function of ∆ for two QEs initially prepared in |Φ±〉 inter-
acting with g= J with relative position n12 = (0,1) [(1,1)]. (e-f) [(g-f)] Imaginary part of the unstable poles for the symmetric/antisymmetric
component Σ± for two QEs coupled with g= J for n12 = (0,1) [(1,1)] respectively.
excitations. This results agrees with the ones found in the
literature using isotropic models [53, 54].
In contrast, in this manuscript we are interested in study-
ing the problem beyond the isotropic approximation. For
that purpose it is enlightening to change the k = (kx,ky) and
n12 = (nx,ny) variables in the integral to kx,y = qx± qy and
n¯x,y = nx± ny, such that in the continuum limit the integral
transforms to
Σ12(z;n12) =
g2
pi2
∫ pi
0
∫ pi
0
d2q
cos(qxn¯x)cos(qyn¯y)
z+4J cos(qx)cos(qy)
, (43)
which now can be integrated by parts in certain regimes. For
example, it is possible to show that [76, 78]:
Σ12(z;(1,1)) =
2g2
piz
[(
2
m(z)
−1
)
K(m(z))− 2
m(z)
E(m(z))
]
,
(44)
Σ12(z,(1,0)) =
1
4J
[
g2− zΣe(z)
]
, (45)
where we define m(z) =
( 4J
z
)2
and where E(m) =∫ pi/2
0
√
1−msin2(x)dx is the complete elliptical integral of
the second kind. The possibility of obtaining such closed ex-
pressions for all z allows us to make a separation of the dif-
ferent contributions to the probability amplitudes as we did
for the single QE in Fig. 7(b). The result of this analysis
for n12 = (0,1) and (1,1) is shown in Fig. 9(a-d). For sim-
plicity, we have used a single color for the all the BC con-
tributions, but as in the single QE situation we have an up-
per/lower/middle BC contribution. Let us highlight the main
differences with respect to the single QE situation:
i) Depending on n12 LBS (or the UBS) associated with Σ±
does not exist for all parameter regimes. For example, in
Fig. 9(a-b), we see how for n12 = (1,0) the UBS (LBS) of the
Σ+(−) component disappears for a critical ∆. For n12 = (1,1)
both BSs survive (disappear) for the Σ+(−) component. The
reason for the disappearance of the BSs can be traced back
to a cancellation of the divergence of δωe(E = −4J) by the
collective component J12(E), as we already showed for 1D
situation in Section IV.
ii) More importantly for this manuscript is that something
similar happens with the two UPs contributions appearing in
the middle of the band. For example, for n12 = (1,1) and
Σ−(z) (see Fig. 9(c)] the region of coexistence of the two so-
lutions enlarges by a factor 2 to ∆ ∈ [− g2J , g
2
J ] with respect to
the single QE situation, whereas in the symmetric one (see
Fig. 9(d)) it disappears. This can be explained by the fact
that the relative phases of Σ12 and Σe around that point make
these functions add up constructively/destructively for the
antisymmetric/symmetric components respectively. More-
over, in panels (g-h) we plot the imaginary part of the
UP in the second and third Riemann sheet and show how
these constructive/destructive interference in the antisymmet-
ric/symmetric components corresponds to a super/subradiant
behaviour manisfested in an enhanced/suppressed decay rate
with respect to the single QE situation. Remarkably, the sub-
radiant phenomena does not cancel completely the emission
to the reservoir for two QEs, i.e., Γ± 6= 0 in any combina-
tion (d,∆), which is different from what happened with 1D
reservoirs. We will give a more intuitive explanation for that
behaviour below.
For the case n12 = (1,0), the main difference is that it ap-
pears an asymmetry ∆ ≷ 0. In particular, the coexistence of
the two UPs occurs for a regime of ∆ ∈ [0, g2J ] ([− g
2
J ,0]) for
the antisymmetric (symmetric) component. Then, looking at
the imaginary components for the UPs, we observe that de-
pending on whether ∆≷ 0 either the symmetric/antisymmetric
component behaves super/subradiantly. We have certified this
type of behaviour for other positions (not shown), by using
recursive relationships [76, 78] between the Σ12(z,n12) which
allows one to obtain their analytical structure by starting with
the ones of Eqs. 44.
From the study of a single QE, we know that for ∆= 0 the
emission occurs into two quasi-1D modes along the diagonal.
This is why, from now on, we focus on the situation where the
two QEs are placed along a diagonal, e.g., n12 = (n,n), for
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Figure 10. (a-b) Symmetric/Antisymmetric population |C±(t)|2 for
two QEs with g= 0.1J and ∆= 0 for different positions n12 = (n,n)
along the diagonal as depicted in the legend. (c-d) Corresponding
bath population of the upper panels for n12 = (4,4) at a time tJ =
100.
which the recursive relation simplifies to:
Σ12(z;(n+1,n+1)) =
4n
2n+1
[
2
m(z)
−1
]
Σ12(z;(n,n))−
2n−1
2n+1
Σ12(z;(n−1,n−1)) . (46)
From this formula it can be obtained that when the QEs lie
in the middle of the band (∆= 0), it seems that the Markov de-
scription, the Σ12(i0+;(n,n))/Σe(i0+) = (−1)n, which points
to two interesting conclusions: i) first, the alternating phase
(−1)n tell us that the symmetric/antisymmetric state will de-
cay super(sub) radiantly for even (odd) n. ; ii) On the other
hand, the fact that they have the same amplitude points to the
possibility of observing perfect super/subradiant behaviour as
in 1D systems. However, as it occurs for the single QE both
Σe,Σ12 diverge at this point, such that one has to be cautious
when applying Markovian approximation [79].
In order to understand how Markovian approximation gets
corrected in this situation we numerically integrate the ex-
act dynamics of the (anti)symmetric state for different even
n= 2,4, . . .10 for a situation with g= 0.1J, in which the QEs
should decay sub(super)radiantly. We show the corresponding
dynamics in Fig. 10(a-b) and complement in panels (c-d) with
the bath population of the n= 4 situation at tJ= 100. Interest-
ingly, the (almost) perfect superradiant behaviour is observed
in which the decay rate seems to vary very weakly with the
QE positions. On the other hand, as expected, the perfect sub-
radiant behaviour is not obtained.
An intuitive picture for the absence of perfect subradiance
can be obtained by looking at the bath population dynamics,
where we see that the subradiant state is able to cancel bath
emission in the diagonal where the QEs are placed, but the
QEs are free to decay in other one as shown in Fig. 10(c). The
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Figure 11. (a) [(b)] Imaginary [Real] part of super/subradiant pole
with solid/dashed lines compared to the one a single QE as a function
of n12 = (n,n) for 8 logarithmically spaced values of g/J ranging
from 5× 10−4 to 10−1. In panel (a) in dotted lines we plot the sum
of super/sub radiant states. In panel (b) we do not plot the one of the
subradiant states as it is strictly 0. (c-d) Corresponding residue of
super/subradiant poles for the situation of panels (a-b)
cancellation along the QE diagonal occurs because the bath
excitations emitted in both QEs add up destructively, which
ultimately traps the excitation as we show it occurs in 1D se-
tups (see Section IV). However, the other diagonal creates an
open decay channel that forbids the existence of perfect subra-
diant behaviour. In Section VII, we will see how to add more
QEs to recover the perfect subradiance of 1D systems.
In order to get a better understanding on the scaling of the
super/subradiance phenomena for two QEs with the distance
and the relative value g/J, we solve exactly the pole equation
for ∆= 0, i.e., z= Σ±(z;(n,n)), to find the corresponding UPs
in the second/third Riemann sheet. In order to do it, we have
to use the analytical continuation of K(m) and E(m) in those
sheets. For K(m) we already give them in Eq. 34 for the single
QE situation. For the elliptic integral of the second kind, they
read [75, 76] EII,(III)(m) = E(m)±2i [K(1−m)−E(1−m)].
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Figure 12. Imaginary part of subradiant pole of two QEs with po-
sitions n12 = (2n,2n) for g/J = 10−4,10−3,10−2,10−1. Markers
correspond to the numerical solution of the pole equation, whereas
the solid lines correspond to the asymptotic expansion of Eq. 49.
The results are summarized in Fig. 11(a-b), where we plot
the imaginary and real part of the UPs (normalized by the in-
dividual decay rate) corresponding to a superradiant (solid)
and subradiant configuration (dashed) as a function of n for
different g/J ranging from 5× 10−4 (blue) to 10−1 (red). In
dotted lines we also plot the sum of the super and subradiant
decay rates
(
Γsp+Γsb
)
/Γ¯e. The super(sub)radiant states ini-
tially have enhanced (suppressed) decay rate close to 2(0)Γ¯e
converging very slowly to Γ¯e as the distance increases as ul-
timately, the QEs decay with the same timescale than they
would have individually. The smaller the ratio g/J is, the clos-
est is the initial value to the ideal situation and the slower is
the convergence to the individual situation. Another remark-
able consequence is that (Γsb+Γsp)/Γ¯e < 2 (plotted in dashed
lines in Fig. 11(a) for short distances, breaking the sum rule
typical of Markovian evolution.
The real part of the subradiant state is exactly 0, as we al-
ready showed in Figs. 9 that the subradiant configuration is
characterized by canceling the discontinuity of the real part
at ∆ = 0. On the contrary, the real part of Σe and Σ12 add
up constructively for the superradiant configuration, which is
why the real part of the UP is very close to 2δe as shown in
Fig. 11(b). Remarkably, it also shows a very slow decay, being
almost collective for the plotted range of distances. This pro-
vides an exciting perspective in which both long-range coher-
ent interactions and collective decay can be obtained, which
is different from the 1D scenario in which only one of them
survives.
For ∆= 0 the dynamics is dominated mainly by the contri-
bution of the UPs and the MBC [see Fig. 9]. The former gives
a contribution to the dynamic |C±(t)|2 ∝ Rsp,sbe−Γsp,sbt , where
Rsp,sb is the associated residue, whereas the MBC gives rise to
subexponential decays. In Fig. 11(c-d), we plot the deviation
from 1 of the associated residue of the UPS to see how impor-
tant are the corrections to the Markovian predictions. There,
we find that, i) the non-Markovian corrections increase with
the distance n, because of retardation effects; ii) but also that
the superradiant configuration has a larger correction than the
subradiant one, because of the coexistence of two UPs.
Finally, to get a better quantitative understanding on the
dependence with the distance, we write explicitly the pole
equation for the subradiant state occurring for n12 = (2n,2n),
which correspond to the antisymmetric configuration:
z¯sb = 8
( g
8piJ
)2 ∫∫ pi
0
dq
sin2(2qxn)
z¯sb+ cos(qx)cos(qy)
(47)
where z¯ = z/(4J). As we know from the numerical results
of Fig. 11, that the real part of the subradiant pole is strictly
zero, we can write directly the pole equation for the imaginary
component z¯= iy, and perform the qy integral to arrive to:
8pi
(
J
g
)2
=
∫ pi
0
dqx
sin2(2qxn)
y
√
y2+ cos2(qx)
(48)
where we have chosen negative branch of the √. as we are
looking for the solutions of the analytical continuation of
G−(z) in the lower half plane. Eq. 48 is much easier to solve,
which allows us to go to much larger distances as shown in
Fig. 12. Interestingly, integrating by parts and making an ex-
pansion first for y  1 and then for n  1, the subradiant
decay can be asymptotically approximated by:
Γsb ≈ g
2
piJ
(γ+ log(8n)) . (49)
where γ ≈ 0.577 is the Euler constant. We compare this for-
mula with the exact solution in Fig. 12 showing an excellent
agreement for g J and n 1. Notice that Eq. 49 is only
valid for Γsb/J  1, and obviously gets corrected for larger
distances where Γsb ≈ Γ¯e as one expects to recover the inde-
pendent emission result. Remarkably, the two QE arrive to
the situation of independent emission with a very weak de-
pendence with the distance (log(n)).
VII. SEVERAL QE’S DYNAMIC FOR
TWO-DIMENSIONAL BATHS
After having explored extensively the dynamics of a sin-
gle and two QEs, we finally consider the dynamics of several
QEs. As before, we restrict to the single excitation dynamics
and for the sake of concreteness we avoid the discussion on
the different contributions to the dynamics obtained from the
analysis of the complex integration. Here, we adopt a prag-
matic perspective in which we use the intuition developed in
the previous Sections to search novel effects.
In particular we want to answer two questions: i) is it pos-
sible to find perfect subradiant states in our setup?, ii) how
does the superradiance behave when increasing the number of
QEs? We answer these questions in Section VII A and VII B
respectively.
A. Four QEs: Square-like subradiant states
Analyzing the propagation of the bath excitations, we show
in Section VI that by placing two QEs at (0,0) and (2n,2n)
prepared in an antisymmetric superposition |Ψ−〉, the popu-
lation decay gets reduced because of the destructive interfer-
ence along the diagonal where the QEs are present. However,
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Figure 13. (a) Population dynamics |C4(t)|2 for four QEs with ∆= 0,
g = 0.05J and positions as depicted in the legend. (b) Bath popula-
tion in real space for a time tJ = 1000, where we observed the pop-
ulation trapping in a square given by the positions of the QEs for the
value of n = 8 in panel (a). Inset: Scheme of the cancellation in the
8 directions where the QEs are emitting into the bath. (c) |C4(∞)|2
as a function of n for g/J = 0.05 numerically obtained (markers)
compared to analytical expression obtained in the text.
the emission into the orthogonal direction provides a decay
channel that can not be suppressed with only two QEs. In
this Section we show how by placing four QEs appropriately
a perfect cancellation of spontaneous emission into the bath
can be obtained.
The Hamiltonian interaction for four QEs is given by Hint
of Eq. 3 with Ne = 4. However, to understand the effect it is
instructive to rewrite the spin operators in the following four
orthogonal states:
σa,beg =
1
2
(
σ1eg±σ2eg+σ3eg±σ4eg
)
, (50)
σ c,deg =
1√
2
(
σ1,2eg −σ3,4eg
)
. (51)
Using those operators, the interaction Hamiltonian reads:
Hint =
g
N ∑k,α=a,b,c,d
(
fα(k)akσαeg+h.c.
)
, (52)
where fα(k) are the mode functions coupling to the α-mode,
which are given by:
fa,b(k) =
1
2
(
eik·n1 ± eik·n2 + eik·n3 ± eik·n4) , (53)
fc,d(k) =
1√
2
(
eik·n1,2 ± eik·n3,4) , (54)
In general, the dynamics of the four QEs is compli-
cated because all the modes are coupled between themselves
as they couple to non-orthogonal modes of the bath, i.e.,
fα(k)ak. However, by fixing the positions n1 = (2n,0),n2 =
(0,2n),n3 = (2n,4n), n4 = (4n,2n), we can prove how the
dynamics can be simplified. To show it, we change the k vari-
ables in Hint to kx,y = qx±qy, and rewrite the q sum restricting
to the ones with qx,y > 0, we arrive to
Hint =
g
N ∑q>0,α
Nα(q,n)
(
aα,qσαeg+h.c.
)
. (55)
Now, the aα,q are the normalized bath modes that couple
to the σαeg QE state, with a mode function Nq,α which can be
obtained from the normalization condition. For example, the
α = a,b modes are defined
aa/b,q =
1
Na/b(q)
4
∑
θ=1
fa/b(Rˆθq)aRˆθq , (56)
Na,b(q,n) = 2
√
1+ cos(4qxn)cos(4qyn)± cos(4qxn)± cos(4qyn)
(57)
where Rˆθ denotes the rotation of the q-variables an θpi/2 an-
gle. Interestingly, these modes can be shown to be orthog-
onal to the rest, which means that their dynamics decouple
and can be treated independently. Moreover, from the intu-
ition developed in the previous Sections, we know that by
fixing ∆ = 0 the bath modes dominating the dynamics are
such that kx+ ky = 2qx = ±pi , which can be shown to lead
to Na(q,n) = 4 and Nb(q,n) = 0 independent of the distance
which points to both having a perfect super and subradiant
effect in the dynamics. This effect can be interpreted from
the emission in those k, which will propagate for each QE in
two directions, interfering constructively/destructively along
the total 8 spatial directions as sketched in Fig. 13(b)).
Now, let us explore more rigorously the subradiant be-
haviour and study the dynamics of the four QEs when they
are initialized |Φ4〉 = σbeg |g〉⊗4. As we have just seen that its
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dynamics decouples from the rest of the modes, we can apply
the resolvent operator technique to calculate the probability
amplitude C4(t). In particular, C4(t) can be obtained from the
same Fourier transform than the one of a single QE, but re-
placing the individual self-energy Σe(z) by:
Σ4(z) =
g2
4pi2
∫∫ pi
0
dq
|Nb(q,n)|2
z+4J cos(qx)cos(qy)
, (58)
where |Nb(q,n)|2 = 4
[
1+cos(4qxn)cos(4qyn)−cos(4qxn)−
cos(4qyn)
]
= 16sin2(2nqx)sin2(2nqy). As we did for the 1D
case in Section IV to prove that the state |Φ4〉 is perfectly
subradiant it suffices to show: i) Σ4(0) = 0, that will show
that the imaginary part of the UPs is zero at ∆ = 0; and ii)
that the associated residue, R4, is finite. The later is important
because it directly relates to the remaining excitation in the
QE state in the final steady state, i.e.,C4(∞) = R4. We start by
proving i), by showing that Σ4(0) is given by:
Σ4(0) =
g2
pi2J
∫∫ pi
0
dq
sin2(2qxn)sin2(2qyn)
cos(qx)cos(qy)
, (59)
that is, a separable integral in qx,y. There, one can show
that the numerator [denominator] of the integrand, sin2(2nq)
[cos(q)], is an even [odd] function with respect to pi/2 in
the interval of integration [0,pi]. Moreover, the divergence at
qx = qy= pi/2 of the denominator is cancelled because the nu-
merator goes to 0 as well faster than the denominator. Thus,
Σ4(0)≡ 0. The only remaining point is to calculate the residue
using that R4 = (1−∂zΣ4(z))−1 |z=0. It can be shown that the
only non-zero contribution is
∂zΣ4(z)|z=0 =− g
2
4pi2J2
∫∫ pi
0
dq
sin2(2nqx)sin2(2nqy)
cos2(qx)cos2(qy)
, (60)
where: ∫ pi
0
dq
sin2 2nq
cos2(q)
= 2pin . (61)
Thus, the final steady-state population remaining in |Φ4〉 is
given by:
C4(∞) =
1
1+ g
2n2
J2
. (62)
As in the 1D situation, the perfect interference appears
when there is no which-way information on which QE emitted
the photons. In 2D, the correction to the perfect interference
is given in Eq. 62 by the term g2n2/J2, which contains both
the ratio between the timescales required for the QEs to de-
cay to the bath compared to the propagation of excitations in
it (g2/J2), and the n2 factor, different from the 1D counterpart
(n), which we attribute to the fact that the interference must
occur in two directions simultaneously. We emphasize as we
did for the 1D situation, that the state |Φ4〉 remains perfectly
subradiant in all the parameter regimes, but only its overlap
with the initial state decreases.
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Figure 14. (a) |CNe(t)|2 for g = 0.1J for different Ne = [1− 15] as
depicted in the legend at positions n j = (2 j,2 j). j = 0, . . . ,Ne− 1.
Inset: |CNe(t)|2 in logaritmic scale where the non-Markovian effects
appear more clearly. (b) ΓNe/Γ1 for g/J = 0.05,0.075 and 0.1 ob-
tained by solving the equation: |CNe(t = 1/ΓNe)|2 = e−1.
We numerically certify these predictions and summarize the
results in Fig. 13. In Fig. 13(a), we plot the dynamics of
|C4(t)|2 for four QEs coupled with g= 0.05J and for different
distances controlled by the value n of the vector positions ni.
There, we observe that indeed the spontaneous decay into the
bath gets suppressed compared to the situation of two QEs.
We complement these figure by plotting the population in the
bath modes in real space in Fig. 13(b) for a particular sepa-
ration, i.e., n = 8, where we observe the population mostly
remains trapped in the square defined by the positions of the
QEs. Obviously, for larger distances retardation effects enters
into play, as the excitations needs to propagate from one QE
to the other before the destructive interference can play a role,
as it occurs for the waveguide QED. Finally, in Fig. 13(c), we
compare the steady state numerical results for |C4(∞)|2 with
the prediction obtained in Eq. 62, |R4|2 showing how both the
analytical and numerical results match very well.
B. Many QE: collective emission
In Section VI we show how the two QE superradiant state
experiences both long-range coherent interaction and collec-
tive decay which decreases very slowly with the distance [see
Fig. 11]. It is very easy to show that adding new emitters will
keep the interference. Here we will concentrate in superradi-
ance in the presence of several QEs when prepared initially
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prepared in a state:
|ΦNe〉=
1√
Ne
Ne
∑
j=1
σ jeg |g〉⊗Ne (63)
placed at positions n j = (2 j,2 j) to enforce that the decay
collectively. The results are shown in Fig. 14(a-b). Let us
highlight the most remarkable features: In Fig. 14(a), we in-
deed observe that the emission gets faster the more emitters
we include in the calculation for a situation with g = 0.1J.
However, there is a point in which the increase in the decay
rate is very slow. We quantify this observation by assuming
an exponential law for the population |CNe(t)|2 and defining
ΓNe as the inverse of time when |CNe(t)|2 has decayed to e−1.
We plot the resulting scaling of ΓNe in Fig. 14(b), together
with the results for g/J = 0.05,0.075. We emphasize that this
is only an approximation, as the dynamics is not exponen-
tial in the short/long time limit. The short time corrections,
1− |CNe(t)|2 ∝ t2, are a general feature of the decay to any
reservoir [2], whereas the overdamped oscillations that we ob-
serve in the inset of Fig. 14(a) are attributed the coexistence
of two complex poles with different real component, as we
already explain in Section VI.
We attribute the saturation of ΓNe to the logarithmic decay
with the distance that we show in Figs. 11 & 12 which intro-
duces a finite length scale in which the constructive interfer-
ence can be built. As we already show in those figures, the
smaller the ratio g/J, the larger the length scale of the interac-
tions which is why in that limit the saturation of ΓNe occurs at
a larger value in Fig. 14(b).
VIII. EXPERIMENTAL CONSIDERATIONS
As we mentioned in Section II, there are several platforms
where the Hamiltonian H = HS +HB +Hint can be imple-
mented. In this Section, we discuss more in detail two of
these implementations, namely, cold atoms in state dependent
optical lattices [32, 33] and quantum emitters coupled to en-
gineered dielectrics [14–19, 21, 23]. In particular, we analyze
the conditions under which the predicted phenomena could be
observed
A. State dependent optical lattices
The QED Hamiltonian H can be obtained in a state-
dependent optical lattice with a setup as depicted in Fig. 15
(a) [see Refs. [32, 33] for an extended discussion]: a bosonic
atom with two internal metastable states, that we label as a
and b, is trapped within an optical lattice such that the trapping
potential suffered by both metastable states is very different.
One internal state, e.g., b, with energy ωe, sees a deep po-
tential such that the Wannier functions associated to each site
n are strongly localized. Thus, they do not overlap between
them, and therefore do not hop from one site to the other. Fur-
thermore, since we will have just one atom, we can ignore
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Figure 15. (a) Scheme of a state-dependent optical lattice to simulate
QED Hamiltonians. (b) Impact of bath loss, κ , on the dynamics of
the perfect subradiant state of four emitters. The positions of the QE
are as in Fig. 13 with n= 1. The rest of the parameters are g= 0.1J,
∆= 0 and several κ’s as depicted in the legend.
all interactions. The Hamiltonian describing the dynamics of
such internal state is then given by:
Hb ≈∑
n
ωeb†nbn . (64)
Since we have a single atom, we can write bn as an effective
two-level system, i.e., bn→ σnge such that Hb ≈ HS. Thus, the
b-atoms will play the role of the QEs.
The other internal state, a, with energy ωa is trapped by
a much weaker potential which makes the wavefunction less
localized, therefore overlapping between nearest neighbours
and allowing them to hop from one site to another. The Hamil-
tonian describing the dynamics of this internal state is given
by:
Ha ≈∑
n
ωaa†nan− J ∑
〈n,m〉
a†nam , (65)
where J is the nearest-neighbour tunnelling rate. We can im-
mediately identify Ha ≈ HB, that is, with the bath Hamilto-
nian we used along the manuscript. Both of them are trapped
within the Lamb-Dicke limit, such that they are in their mo-
tional ground state. The only element left is to implement the
coupling between the a-b atoms. In the case where a and b
are two mestastable states of an Alkaline atom the coupling
can be obtained through a two-photon Raman transition using
an auxiliary excited state as sketched in Fig. 15(a). Alterna-
tively, Alkaline-Earth atoms have a mestastable optically ex-
cited state (that can survive for extremely long times) which
allows one to use a direct optical transition between a and
b. The latter has the advantage that the energy difference be-
tween ωa and ωe lies in the optical regime which allows one
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to create very different potentials for the two internal states,
avoiding scattering events [80].
However, both the finite lifetime of the excited state in the
case of Alkaline-Earth atoms, or the scattering losses intro-
duced by the trapping potential induce decoherence in both
the QE and bath-like modes. These decoherence rates in real-
istic implementations can be as small as κ,Γ∗ ∼ Hz [80–82].
As typical tunnelling rates are of the order of J ∼ 10 KHz [80]
and the coupling can be comparable to them, g ∼ O(J), then
κ,Γ∗ . 10−4g.
Assuming that κ = Γ∗ = Γloss and using the solutions that
we obtained in Section III C, we can estimate the conditions
to observe the phenomena that we predicted in this implemen-
tation. For example, to observe the exponential decay and di-
rectionality for a single QE we require Γ¯e/Γloss  1, which
is favoured by the logarithmic enhancement that occurs in the
middle of the band. The oscillatory non-Markovian behaviour
will be more challenging to observe as their timescale do not
benefit from the logarithmic enhancement, such that the con-
dition to be observed is g2/(JΓloss), which is still within the
reach in the state-dependent cold atom setup. To observe su-
perradiant behaviour with N QEs, the former condition bene-
fits in the weak coupling regime from an extra factor N, i.e.,
NΓ¯e/Γloss 1. Finally, the subradiant mode with N = 4 QEs
acquires a finite lifetime given by Γloss, such that subradiance
will only be observed within a timescale, t Γ−1loss.
B. QEs coupled to engineered dielectrics
Another platform to observe the predicted phenomenology
is the one consisting on QEs coupled to engineered dielectrics.
In these setups, the bath modes are guided photonic modes
confined into the dielectric structures, which can be patterned
to display similar energy dispersion relations displaying the
same features as the ones predicted by our model. The two-
level system of the QEs can be an optical transition of either
natural or solid state atoms. Alternatively, to increase the
tunability, one can use a Λ transition naturally appearing in
optical QEs, where one metastable state, g, is driven by an
off-resonant Raman laser to an optically excited state, s, that
can decay to the guided photons in the dielectric into another
metastable state, e. If the detuning is large enough, the ex-
cited state s is only virtually populated and the dynamics of
the metastable states, g,e, mimics the one of H. The conse-
quence of the adiabatic elimination of the excited state is that
both the spontaneous emission, of the order of MHz for Al-
kali atoms, and coupling constant are renormalized as Γ∗x2
and g→ gx, being x a small tuneable parameter depending on
the Raman laser intensity and detuning. Like this, one can go
to a limit where the dominant decay rate is the one given by
κ . In Ref. [53], the predicted coupling constant g ∼ 10 GHz,
such that κ/g∼ 10−2 for state-of-the-art Q factors.
In general, the conditions to observe the phenomenology
will be similar to the ones described in the previous Sec-
tion. However, in the subradiant case they became more
favourable as the quantum jumps only occur in the bath modes
which are, in that case, weakly populated in the non-retarded
regime. Thus, the timescale to observe the subradiant plateau
t  [(1−|C4(∞)|2)κ]−1, where the factor (1−|C4(∞)|2)
takes into account the bath population trapped within the QEs.
For illustration, we numerically calculate the impact of bath
loss on the perfect subradiant states of Fig. 13. We consider
a situation with ∆ = 0, g = 0.1J, fixed distance between QEs
n= 1, and plot |C4(t)|2 for several κ’s. As expected, the sub-
radiant state is still formed but it acquires now a finite lifetime
as predicted by Eqs. 18 in Section III C.
IX. CONCLUSIONS AND OUTLOOK
Summing up, in both the main text [74] and along this
manuscript we have shown both analytically and numerically
how the coupling to a structured 2D reservoir with square like
geometry gives rise to a zoo of phenomenology with no ana-
logue in other type of reservoirs. In particular,
• For a single QE we show that by tuning the energy of
the QEs one can explore very different regimes. For en-
ergies inside the band but close to the band edges, the
single QE experiences a standard exponential relaxation
with a decay rate predicted by Fermi’s Golden rule and
with an associated isotropic emission into the bath. As
the energies get closer to the middle of the band, the
emission gets more anisotropic until it emits into two
quasi-1D orthogonal modes for ∆ = 0 [63, 64]. More-
over, the QE relaxation dynamics at this point is non-
conventional as for short times is approximately expo-
nential but with a timescale different than the one pre-
dicted by Fermi Golden rule, whereas for longer times
is accompanied by an oscillation and a subexponential
decay.
We emphasize that the directionality comes from the
structure of the bath, and not by an interplay with po-
larization as the case of nanophotonics chiral quantum
optics [55–57], which paves the way of observing it for
other setups beyond the optical one [28–33].
• We have also characterized the super and subradiant
phenomena when two QEs are coupled to the bath be-
yond the perturbative regime. We show how collective
emission can emerge, also accompanied by collective
dipole-dipole interactions, and how non-perfect subra-
diant states are able to cancel emission in one of direc-
tions and emit mostly in the orthogonal one.
• We show how to engineer perfect subradiant states by
coupling N = 4 QE in a square like distribution, in
which the emission is trapped due to perfect destruc-
tive interference. We have also characterized them in
both the Markovian and non-Markovian regimes study-
ing the effect of retardation.
• We have studied the characteristics of superradiance
when many QEs are placed along a diagonal and their
energies are matched to the situation of anisotropic de-
cay. We have seen that non-Markovian corrections pro-
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vide a bound for collective emission for large g/J ra-
tios, and how collective emission can be recovered in
the limit for g/J 1.
• We have studied the impact of bath and QE loss in
the observation of the phenomena described along the
manuscript, providing the conditions to observe them.
Despite the simplification of the model used for the bath,
we believe this paper can be used as a solid basis to understand
the dynamical features of QEs interacting with real 2D pho-
tonic crystals [45], where the divergences associated to saddle
points of ω(k) have also been predicted [63].
Moreover, even though we explore many different phenom-
ena, there are many future lines of work that one may follow,
such as:
• Extending the results to other geometries, e.g., triangu-
lar, and going beyond the single excitation regime or
even higher dimensions.
• Studying the interplay between the geometry and polar-
ization in real dielectric materials as in 1D setups [55–
57] to further taylor spontaneous emission.
• Introduce driving into the QEs and study the interplay
between the anisotropic dissipation and collective driv-
ing. We foresee the existence of novel many-body
2D entangled steady states as it occurs with 1D chiral
waveguides [58].
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