Abstract-In this paper, we investigate the dynamic resource allocation adapted to spread-spectrum multicarrier multiple-access (SS-MC-MA) systems in a multiuser power line communication (PLC) context. The developed adaptive system is valid for uplink, downlink, as well as for indoor and outdoor communications. The studied SS-MC-MA system is based on classical multicarrier modulation like digital multitone (DMT), combined with a spread-spectrum (SS) component used to multiplex several information symbols of a given user over the same subcarriers. The multiple-access task is carried out using a frequency-division multiple-access (FDMA) approach so that each user is assigned one or more subcarrier sets. The number of subcarriers in each set is given by the spreading code length as in classical SS-MC-MA systems usually studied in the wireless context. We derive herein a new loading algorithm that dynamically handles the system configuration in order to maximize the data throughput. The algorithm consists in an adaptive subcarrier, code, bit, and energy assignment algorithm. Power-spectral density constraint due to spectral mask specifications is considered, as well as finite-order modulations. In that case, it is shown that SS-MC-MA combined with the proposed loading algorithm achieves higher throughput than DMT in a multiuser PLC context. Because of the finite granularity of the modulations, some residual energy is indeed wasted on each subcarrier of the DMT spectrum. The combining of a spreading component with DMT allows to merge these amounts of energy so that one or more additional bits can be transmitted in each subcarrier subset leading to significant throughput gain. Simulations have been run over measured PLC channel responses and highlight that the proposed system is all the more interesting than the signal-to-noise ratio is low.
I. INTRODUCTION

W
ITH THE increasing ubiquity of the Internet, the demand for high data rate communications over the access network has been growing rapidly. Permanent necessity for additional transmission capacities on the so-called "last-mile" has motivated the study of new telecommunication networks and new transmission technologies. A promising possibility is then offered by power line communications (PLC) using the power supply grids for communications. However, power distribution networks have not been designed for communication purposes and do not present a favorable transmission medium. The most crucial properties of the PLC transmission channel are deep fades caused by multipaths, frequency-dependent cable losses, as well as unfavorable noise conditions [1] , [2] . PLC systems have moreover to manage point-to-multipoint multiuser communications. To cope with the impairments of such a hostile channel, PLC systems have to apply robust and efficient modulation techniques such as spread-spectrum (SS) and multicarrier (MC) schemes [3] . In particular, recent investigations have focused on orthogonal frequency division multiplexing (OFDM) and code division multiple access (CDMA) systems [4] - [7] . On the other hand, various combinations of both schemes (MC-SS), like multicarrier CDMA (MC-CDMA), have been introduced since 1993 [8] , [9] . MC-SS schemes have shown very good performances in the case of multiuser communications in difficult environments and are today proposed for beyond 3G mobile cellular systems [10] , [11] . These hybrid techniques have also been investigated in recent studies in the digital subscriber line (DSL) context [12] , and represent as well potential solutions for PLC [13] .
On the other hand, it turns out that the PLC channel exhibits long-time variations due to the various devices that are switched on/off in the network [14] . A simple approach is then to consider the PLC channel as invariant for periods of time that are long compared to symbol durations. This quasi-static behavior encourages the use of adaptive modulation schemes that require the knowledge of the instantaneous channel state information (CSI) at the transmitter side. Practically, the symmetric property of the transfer function of the PLC channel can be helpful for that purpose [15] . However, note that there also exist periodic variations of the input impedances of the loads connected to the network that translate into short-time variations of the transfer function [16] . This behavior must in fact be incorporated in the CSI which needs to be refreshed periodically. Some studies have advantageously applied loading principles to SS systems [17] , [18] , but among the existing adaptive schemes, digital multitone (DMT) used for DSL communications is the most popular. Like OFDM, DMT is based on multicarrier modulation but historically comes from the DSL community and is usually combined with bit loading techniques assuming CSI at the transmitter. DMT carries out energy and bit distribution across the subcarriers yielding significant performance improvements as demonstrated in many papers [19] - [21] . In a multiuser environment, adaptive sharing of the spectrum can moreover be carried out and leads to performance increase compared to classical static sharing methods such as time-division multiple access (TDMA) and frequency-division multiple access (FDMA) [22] , [23] .
In the PLC context, the most limiting factor is given by electromagnetic compatibility specifications. Standards generally specify admissible spectral masks that give rise to a power-spectral density (PSD) constraint, sometimes called peak-energy limited constraint. PSD limitations can severely affect the data throughput of a DMT system [24] , [25] , when classical algorithms that only consider the total transmit power as a constraint are applied. Even with algorithms adapted to PSD constraint, some amount of energy is wasted on each subcarrier due to the finite granularity (FG) of constellations [26] . In this paper, we will show that adding a spreading component in the frequency domain of a multicarrier system allows to exploit the energy resource more efficiently. It will be highlighted that the spreading process is indeed capable to pool the energy available on each subcarrier of a given subset so that the transmission of one or more additional bits is possible. In order to focus on the contribution of the spreading process, channel coding is not considered. In this paper, we thus propose to apply an adaptive loading algorithm to a particular version of MC-SS schemes, commonly referred to as spread-spectrum multicarrier multiple access (SS-MC-MA) [27] , which can be classified as particular linearly precoded DMT.
As it will be detailed in the paper, SS-MC-MA is a multicarrier modulation that combines SS and FDMA. The FDMA component is based on the transmission of several subsets of subcarriers in parallel, each subset being exclusively assigned to a specific user. The SS component allows each user to multiplex several symbols within the same subset by spreading them in the frequency domain. Different spreading sequences can be associated to different modulation orders and different transmit power levels. We actually propose to adapt these quantities according to the channel knowledge. Moreover, an adaptive subcarrier distribution is also considered to efficiently share the spectrum resource among the users. This work then results in a subcarrier, code, bit and energy allocation algorithm, based on the channel instantaneous fading characteristics of all users. Perfect knowledge of these characteristics at the transmitter side is assumed in the paper. Since each user is assigned its own subset of subcarriers, the problem formulation strictly holds in both uplink and downlink transmissions. The proposed scheme can also be applied either to indoor or outdoor PLC networks.
The paper is organized as follows. In Section II, the structure of the new adaptive SS-MC-MA system is presented and related to the DMT approach. In order to keep this paper clear, the whole system will be studied in three steps, corresponding to three systems, studied from the most simple to the most complex. In Section III, we derive the capacity expressions of the different systems. An optimal code, bit and energy algorithm for the single-block and single-user system is then proposed in Section IV. In Section V, we extend the results of Section IV to the cases of the multiple-block systems with one and several users. Suboptimal but practical algorithms are hereby introduced. In Section VI, simulation results are then presented over measured PLC channel responses and compared to those obtained with the classical DMT system. It is shown that the adaptive SS-MC-MA system combined with the proposed loading algorithm achieves higher throughput than the DMT system. Finally, we conclude in Section VII.
II. SS-MC-MA SYSTEM DESCRIPTIONS
In order to give better understanding of the issues involved, we introduce three SS-MC-MA systems, A, B, and C. System A consists in a single-user single-block transmission system, system B consists in a single-user multiple-block transmission system, and system C is the multiple-user multiple-block system proposed herein. Throughout the paper, we mean by "block" a set of subcarriers bound with the same spreading codes. We emphasize that the very aim is to exploit system C for PLCs, but the two other systems will provide allocation algorithms that will be adapted to the final solution.
A. System A: Single-User and Single-Block Case
The first system assumes the transmission of a single subcarrier block owned by a single user. As shown in Fig. 1 , the signal generation is based on the combination of SS and MC schemes and a specific loading algorithm handles the dynamic configuration of the whole system. The incoming symbols of the only active user, i.e., user 1 in Fig. 1 , are generated using quadrature amplitude modulation (QAM) constellations. A spreading code matrix is then applied to the obtained complex symbol vector , which means that each symbol is multiplied by a specific code sequence and added with each other. These spreading codes are orthogonal codes extracted from the Hadamard matrix 1 of size , and the number of used codes is such that . Moreover, a certain amount of energy is assigned to each code sequence, or equivalently, to each complex symbol . Each chip of the resulting spread symbol is then transmitted in parallel over a subset of subcarriers among the available subcarriers of the multicarrier spectrum, which implies . It is important to keep in mind that the subcarrier block is not necessarily composed of adjacent subcarriers and that a subcarrier distribution step has to be processed before multicarrier modulation (Fig. 1) . In the following, we denote the set of the available subcarriers. System A actually consists of an adaptive multicarrier modulation applied to a code-division multiple-access (CDMA) signal. The knowledge of , , and the subcarrier assignment procedure are provided by the loading algorithm. The transmitted signal can finally be written (1) where is the allocation policy followed by the loading algorithm, is the diagonal matrix whose terms convey the energy assigned to each complex symbol , is a permutation matrix of size which performs the subcarrier distribution, and is the Fourier matrix of size . The multicarrier component is assumed to be adapted to the channel, which implies that the channel can be modeled by a single complex coefficient per subcarrier [8] .
B. System B: Single-User and Multiple-Block Case
Contrary to system A, system B allows the active user to transmit its data over several blocks of subcarriers. System B is then the multiple-block extension of system A as evident from Fig. 1 . The system supports blocks of spread symbols transmitted in parallel over subsets of subcarriers, where denotes the integer part. As in system A, the subcarriers of a given subset are not necessarily adjacent. The transmitted chips are frequency interleaved across the multicarrier spectrum, following the subcarrier distribution policy. The codes within a given block can differ in energy and modulation orders, and the number of codes can be different from one block to another, depending on the loading algorithm outputs. We denote the number of spreading codes used on subset , the amount of energy assigned to the th code of subset , and the modulation order associated to that code. The transmitted signal is then (2) where corresponds to the symbol generated by system A when subcarrier block is used. Note that with , and thus with , system B amounts to DMT.
C. System C: Multiple-User and Multiple-Block Case
System C is the herein proposed system for PLCs. The extension of system B to multiple-user case yields system C. As shown in Fig. 1 , several users have to share the subcarrier set to transmit their data. Multiple access is managed following an FDMA approach, which is a fundamental feature of the SS-MC-MA scheme. To ensure FDMA, the different subsets must be mutually exclusive, and each user must exclusively transmit its data on the subsets that have been assigned to him. Hence, the SS component is not used to handle multiple access among users as in the well-known MC-CDMA scheme but instead to multiplex different symbols of the same user on different subcarriers. Fig. 2 illustrates the spectrum sharing of system C. Point-to-multipoint or multipoint-to-point communications must be considered here, and there are as many channel links as active users (Fig. 2) . The subcarrier distribution is carried out taking into account the different channel frequency responses as it will be detailed later on. As evident from the example taken in Fig. 2 , note that the number of blocks per user is not necessarily the same, and each block of each user can get different modulation orders, number of codes, and amount of energy. All of these parameters are handled by the loading algorithm.
The obtained signal for system C writes (3) where is the symbol generated by system B when the subcarrier blocks belonging to user are used. Note that taking leads to a multiuser DMT system. Hence, the proposed system consists in the generalization of DMT to the use of a frequency spreading component.
III. CAPACITY CONSIDERATIONS
In this section, we aim at computing the SS-MC-MA system capacity in order to solve the multiuser allocation problem. In this paper, DMT will be considered as the reference system and its capacity will be reminded herein for comparison purposes. Moreover, PSD constraint corresponding to power mask specifications will be assumed for both systems.
A. System A As always in this paper, system A is considered at first. Let us then assume a single-user transmission over a subset of subcarriers. After multicarrier demodulation with guard interval removal, zero forcing (ZF) channel correction, and despreading, the received signal carried by the th code is [11] (4) where is the frequency channel coefficient that belongs to the selected subset and is the corresponding sample of complex background noise assumed to be Gaussian and white with variance . We suppose a simple receiver structure where each symbol is estimated independently. Thus, the total system capacity is the sum of the system capacities associated with each code . The per-symbol capacity of system A using ZF detection is then (5) where and . Then, it comes (6) and the PSD constraint is expressed as , i.e., the sum of the energies allocated to the different codes transmitted within a given bandwidth must remain under the amount of energy allowed for that bandwidth. Considering the same subset , the capacity of the DMT system writes (7) which is the sum of the capacities per subcarrier.
B. System B
Let us now consider multiple-block transmission over several subsets , as mentioned for system B. Each received block being processed independently at the receiver side, the capacity of the whole system is then the sum of the system capacities of each subset given by (6) . This yields
Following the same analysis, the DMT system capacity is expressed over the same subcarriers using , , and . When both systems use the same sets of subcarriers it can be shown that for . This result is intuitively expected since DMT allows to achieve maximal capacity, whereas system B is not able to, owing to the use of ZF as a detection scheme. Note that equality is obtained for flat-fading channels. However, it will be shown that the inequality no more holds when finite-order modulations are used.
C. System C
The capacity of system C is easy to derive from (8) , since the blocks of each user are demodulated separately. Hence, expression given by (8) can then be rewritten as (9) where denotes the channel gain of user 's subcarrier and is the set of indices such that subsets belong to user . As previously stated, the DMT system capacity considering the same subcarriers is expressed using and also leads to for .
IV. SINGLE-BLOCK BIT LOADING
In this section, we focus on the optimization of system A. In order to work on reliable throughput rather than capacity bound, a convenient quantity called the signal-to-noise ratio (SNR) gap , sometimes called the normalized SNR, is introduced. This gap is a measure of the loss introduced by the QAM with respect to theoretically optimum capacity [19] . With channel coding, the SNR gap is modified to include the coding gain [19] . We also consider another quantity called the noise margin which is an additional gap. With these two quantities, the throughput achieved with system A, can from (6) be expressed (10) and the DMT throughput is (11) Assuming perfect channel state information at the transmitter side, system A optimization can be carried out using (10) . Two possible optimization policies can be considered: either the throughput is maximized for a given noise margin , or the noise margin is maximized for a target throughput . Each of these optimization policies results in a so-called loading algorithm, which consists in a subcarrier, code, bit, and energy allocation procedure. In this paper, we focus on the throughput maximization with noise margin . In the sequel, will denote optimality of and will be used to stress the FG assumption used on . Besides, as we only consider single-block transmission in this section, subscript that denotes the block number will be omitted.
A. Infinite Granularity (IG)
Let us first investigate the throughput maximization in the case of IG of the constellations, i.e., when , and with . Constraining the transmit PSD to remain under a given level, the related problem can be formulated as follows:
Constraint (C2a) is due to the use of orthogonal spreading sequences and constraint (C3a) is the PSD constraint. To solve , we have to choose the number of codes, the rates , and the energies per code, and to select the subcarriers of subset under constraints (C1a), (C2a), and (C3a). Assuming at first that is given, the solution to can simply be derived following the Lagrange optimization procedure, which yields the following proposition.
Proposition 1: Over a given subset , the throughput of system A under PSD constraint is maximal for and . The optimal achieved throughput is then (12) Proposition 1 simply says that system A reaches maximum throughput at full load and for an equal sharing of energy among the codes. Likewise, it follows immediately that the total throughput has also to be equally distributed among the codes, i.e., , . Hence, the throughput maximization problem leads to a very simple solution which consists in achieving a uniform bit and energy distribution among the codes. This allocation policy is intuitively applied in most of MC-SS combined systems.
The best subcarrier subset must now be found to complete the optimization problem. From (12) , the optimal subset selection is obtained basically invoking that is a decreasing function for . This leads to the following proposition.
Proposition 2: The optimal subcarrier subset that maximizes the throughput (12) is such that , , . Proposition 2 says that the subcarriers of system A must be selected among the "best" ones, meaning by best subcarriers, the subcarriers with the highest power gains . Hence, both propositions give a fairly simple procedure to the throughput maximization task when no constraint on the constellation granularity is considered.
B. Finite Granularity (FG)
If we now consider the use of discrete modulations, the maximization problem gets a bit trickier. The bit rates are constrained to be integer and theoretical throughput cannot be achieved. Furthermore, each expected may not be a multiple of , which prevents from uniformly distributing bits among the codes as wanted by Proposition 1. The maximization problem must then be restated taking into account the integer constraint. Note that the FG assumption still holds with channel coding, even if the bit rates can become noninteger. Based on the intuitive idea that bits should be distributed among the codes as uniformly as possible, the following theorem gives the optimal loading solution to the stated problem. This result represents one of the major contributions of this paper.
Theorem 1: Let be the bit allocation policy. Under PSD constraint and assuming FG of rates, the achievable throughput is maximal when assigns bits to codes and bits to codes. Proof: From Proposition 1, is the maximal achievable throughput of the system. We have to distribute bits at most among the available codes, so that each code receives an integer number of bits, and that the related energy cost meets the PSD constraint. Let us write , with . If the proof is obvious and bits are assigned to each code. Otherwise, a potential solution is to assign bits to each code and to distribute bits among the remaining bits to codes. As we a priori do not know if the bits can be allocated while verifying the PSD constraint, is such that . Hence, codes receive bits and codes receive bits. Let denote such an allocation policy. We have (i) to prove that costs minimum energy for a given , and (ii) to find the largest with respect to the PSD constraint.
Let us first prove (i). From (10), the energy cost expresses (13) with . Hence, the proof amounts to demonstrate that minimizes . Therefore, for any allocation policy , we define function with given by . Without loss of generality, suppose that the bits are initially allocated with respect to and let us show that any bit exchange leads to a higher energy spent, i.e.,
. We first consider the allocation policy defined by the bit exchange and for some , and . We have Since , . Following the same analysis for the three cases:
leads to the same conclusion. Then, the allocation policy minimizes , and thus minimizes the energy spent , which proves (i).
Let us now solve (ii). This consists in finding the largest such that
, which amounts to solve the following inequalities:
This leads to , and to . Hence the largest is . This solves (ii), and completes the proof.
Theorem 1 gives the closed form solution to the optimal bit allocation problem when FG is assumed. The maximal achieved throughput, denoted , then expresses (14) Note that and equality is obtained when . If we have , then some codes will not receive any bit, and the number of codes used will be . The bit distribution can finally be computed from using (10) with (15) Concerning the subset choice, it is straightforward that the optimal subset given by Proposition 2 in the case of IG is also optimal when FG is assumed, since we can express , where is an increasing function. However, as is nonbijective, Proposition 2 gives a sufficient but not necessary condition to the subset selection in the FG case. Consequently, there exists a set of subcarrier subsets for which the optimal throughput can be reached. For , Proposition 2 can then be restated as follows. The proof is obtained using (12) and (15) .
Proposition 3: Let be the set of the subcarrier subsets for which system A can achieve maximal throughput . , we have (16) One can check that and equalities in Proposition 3 are obtained when
. The left term of the inequality corresponds to the subset made up of the best subcarriers and leads to the lowest energy spent, while the right term is obtained for a subset that leads to the highest energy spent, that is when the system reaches the PSD level limit.
Eventually, Theorem 1, Proposition 3, and (15) give the allocation procedure that maximizes the throughput of system A. The algorithm is described in Fig. 3 . Note that we propose to select the best subcarriers to form subset , which corresponds to the case of minimal energy spent. Hence, we equivalently use or . The algorithm requires low computations resource since only two values and must be found. Concerning DMT, throughput maximization is fairly simple under PSD constraint and consists in allocating maximum rate given by (11) to each subcarrier of the selected subset.
V. MULTIPLE-BLOCK BIT LOADING
The previous propositions and theorems give the solution to the throughput maximization problem in the case of the singleblock single-user SS-MC-MA system, i.e., system A. In the knowledge of those results, we are now ready to investigate the case of the other two systems. The optimal solution to the subcarrier distribution task will be studied in the IG case, and then exploited to provide suboptimal but practical loading algorithms in the FG case.
A. Single-User Case
Let us first study the bit allocation algorithm for system B. Taking into account the noise gap the achievable throughput expresses from (8) (17) where is the achieved rate on subset . The maximization problem can then be formulated and (18) Considering IG, can immediately be restated exploiting Proposition 1 (19) where is the optimal achieved rate on subset from Proposition 1. Hence, only the subset allocation has still to be optimized, which is the purpose of the following proposition.
Proposition 4: The optimal subcarrier subsets that maximize the throughput are such that , , , . 
Proof:
We have basically to show that any subcarrier swapping between two subsets and given by the proposition leads to a rate loss. This is done using simple derivative study of a sum of logarithm functions.
Proposition 4 is the immediate generalization of Proposition 2 to the case of multiple blocks. A practical solution to make use of Proposition 4 is to sort the subcarriers in ascending (or descending) order of power gain.
If the FG case is considered, problem becomes (20) using the optimal loading policy derived in Theorem 1. As highlighted by our discussion about Proposition 3, the subset choice that guarantees an achieved rate is not unique. Applying Proposition 4 in the FG case actually results in a suboptimal solution to . Some good subcarriers could indeed be spared on subset and be reallocated to another subset in order to increase the rate without modifying . The optimal subset choice would consist in finding the subcarriers that fully exploit the PSD in each subset , that is to say the subcarriers yielding the second equality in (16) . This optimal solution could be obtained following a subcarrier swapping approach after the initial subcarrier distribution given by Proposition 4. The resulting rate gain would however not be sufficiently high to compensate for the complexity increase of such a solution. 2 Therefore, we will directly exploit Proposition 4 to select the subsets in system B. Hence, the obtained algorithm is suboptimal in the sense that the subcarrier allocation procedure is suboptimal. Nevertheless, the bit and energy loading procedure remains optimal for the selected subsets.
The structure of the algorithm is presented in Fig. 3 . It simply consists in iteratively running the algorithm proposed for system A until the whole set of available subcarriers is exploited. At each iteration, a new subset is formed with the best remaining subcarriers, and the optimal bit and energy loading procedure of system A is carried out. The subcarriers can be sorted at the beginning of the algorithm to ease the selection of the good subcarriers at each iteration. Finally, it is worth noting that the proposed algorithm can also be exploited with DMT since system B is equivalent to DMT when .
B. Multiple-User Case
Finally, let us investigate the whole allocation loading task. Let us denote the rate assigned to user . The aim of the multiple-user throughput maximization algorithm is to maximize each individual throughput rather than to maximize the total throughput of the system. This can be formulated as (C2b), (C3b),
and (21) with . Constraint (C4b) ensures that the users can neither share the same subset nor share the same subcarriers, and thus guarantees FDMA. Considering Theorem 1, the problem reduces to the max-min problem (22) The optimization problem essentially consists in finding and assigning the different subsets so that each user can transmit a number of bits as high as possible. This is actually a complex combinatorial optimization problem. To find the optimal 2 The maximum rate gain is actually less than one bit per block, i.e., the total rate gain 1 is such as 1 < (N=L).
solution,
should be formulated into a standard convex optimization problem. However, the resulting algorithm would require an intensive computation due to the recursive nature of solving a convex optimization problem. This is why a greedy approach is eventually used, which leads to a suboptimal but fairly simple solution. Basically, it consists in iteratively assigning one block of best subcarriers to the user that has the lowest instantaneous rate. As an FDMA approach is carried out, allocating bits to a subcarrier prevents other users from using that subcarrier. This dependency is the very reason of the suboptimality of any greedy algorithm [28] . Nevertheless, we will see in simulations that the proposed scheme offers very satisfying results.
The algorithm is presented in Fig. 3 . As mentioned in the figure, the algorithm is composed of three main stages. The initialization stage computes, for each user, the maximal rate achieved if a single-user multiple-block communication is considered, i.e., if system B is employed by each user independently. Therefore, the throughput maximization algorithm of system B is run. This step is useful to establish in which order the first subsets have to be allocated to the users. The so-obtained priority order is used in the second stage to assign a first block of subcarriers to each user. The user with the smallest computed rate is considered at first, then the second smallest, and so on. The subcarriers are selected among the best ones to provide the highest rate to each user. The throughput maximization algorithm of system A is thus exploited. At the end of this stage, each user owns one block of subcarriers and in the final stage, the iterative process corresponding to the greedy approach is run. At each iteration, the user with the smallest rate is selected and is assigned a new subset which leads to the highest increase of its rate, which is handled by system A's maximum throughput algorithm. The algorithm ends when no more subcarriers are available.
Note finally that, when , the proposed algorithm can be applied to multiple-user DMT systems. The subcarrier distribution strategy is then very close to that proposed in [23] except that some priority order is considered in the initialization stage and that the SNR gap is taken into account in our algorithm.
VI. SIMULATION RESULTS
In this section, we will present simulation results for the proposed adaptive SS-MC-MA scheme and we will compare the performance of the new scheme with the performance of DMT, i.e., when . The generated SS-MC-MA signal is composed of subcarriers transmitted in the band [0-20] MHz. The subcarrier spacing equals 9.765 kHz and a long enough cyclic prefix is used to overcome intersymbol interference [29] . We assume that the synchronization and channel estimation tasks have successfully been treated. We use power line channel responses, displayed in Fig. 4 , that have been measured in an outdoor residential network by the French power company Electricité de France (EDF). We apply the proposed algorithms to the case of a four-user communication over these channels. We assume a background noise level of 110 dBm/Hz and the signal is transmitted with respect to a flat PSD of 30 dBm/Hz. We consider that -ary QAM are employed with as in DSL specifications. Results are given for a target SER of 10 corresponding to an SNR gap dB without channel coding. Fig. 5 shows the achieved average rates per user versus the average channel gain which conveys the attenuation experienced by the signal through the channel. Rates are expressed in bit per multicarrier symbol (bit/symb). The corresponding SNR is then given by . The system performance is presented for a spreading factor with SS-MC-MA and for with DMT, in the case of infinite and FG. As expected from Section III, achieved rates are slightly higher with DMT when granularity is infinite, since DMT represents the optimal solution. In the FG case however, both schemes achieve lower throughputs, which is due to the combined effect of the PSD constraint and discrete modulation requirements. Nevertheless, SS-MC-MA exhibits the lowest throughput loss and performs closer to the IG upper bound than DMT when the channel gain is low. Note that a saturation floor is reached for high channel gains corresponding to high SNR. This is simply due to the modulation order limitation. In that case, the PSD constraint is no more preponderant, which explains that both schemes perform very close to each other.
In order to emphasize the behavior differences between SS-MC-MA and DMT, the same results are presented in Fig. 6 relatively to the DMT performance with IG denoted as the reference curve. It is then highlighted that SS-MC-MA outperforms DMT. Furthermore, it is worth noting that the SS-MC-MA system is all the more interesting than the channel gain is low, i.e., the reception SNR is low. For instance, at an average channel gain of 70 dB, the throughput loss with FG is less than 15% with SS-MC-MA, while it is around 40% with DMT. The important conclusion is that the spreading function can improve rate allocation when discrete constellations are used under PSD constraint. The reason is that the DMT is not able to exploit the total amount of energy available on each subcarrier in the case of PSD constraint and finite-order modulations, while the spreading component of SS-MC-MA allows the subcarriers of a same subset to pool their energy to transmit one or more additional bits. SS-MC-MA gives rise to significant throughput gains, especially when the total throughput is low. It is interesting to note that SS-MC-MA can almost transmit 65% of the achievable rate at a channel gain of 80 dB, corresponding to dB, while DMT cannot transmit any more rate in the same conditions. Hence, we conclude that the proposed system can especially be advantageously exploited for poor SNR. This is equivalent to claim that the spreading component allows to ensure reliable communications over long lines. The proposed system can then be used in order to increase the range of PLC systems. Fig. 7 exhibits the rates achieved by each user for several spreading factors and for a channel gain of 60 dB. It clearly appears that results are improved when , which validates the benefit of the spreading component. For a spreading factor of 16, for example, SS-MC-MA can transmit 1260 bits/symbol and for each of the four users, while DMT only offers 960 bits per symbol and per user, which represents a throughput gain of 34%. The corresponding total throughput is around 49,2 Mb/s for SS-MC-MA and 37,6 Mb/s for DMT, within a bandwidth of 20 MHz. The rate gain saturates from a certain spreading factor and the system is more efficient in assigning equal rates to users when remains not to large. The rate dispersal is due to the spectrum sharing policy of the proposed algorithm. Due to the greedy approach, the subcarrier distribution efficiency depends on the subcarrier block size, or more precisely on ratio . It can actually be shown that if , then individual rates converge to the same value. Thus, there is a tradeoff in the spreading factor choice. On one hand, the spreading factor has to be sufficiently large to significantly increase the throughput, and on the other hand, the spreading factor has to be restrained to a relatively small value to ensure uniformly distributed rates among users. Recall that such imperfection is only due to the suboptimality of the subcarrier sharing method used herein, which could be improved by a subcarrier swapping approach. Eventually, a spreading factor between 16 and 32 turns out to be the best tradeoff.
VII. CONCLUSION
In this paper, we proposed an adaptive SS-MC-MA system suitable to backward and forward links of PLC networks. We introduced a novel loading algorithm that handles the subcarrier, code, bit, and energy resource distribution among the active users of the system. We focus on the system throughput maximization constrained to PSD limitations and finite-order modulations. We derived the optimal solution in the case of singleuser and single-block transmissions and proposed a simple algorithm in the case of multiple-user and multiple-block transmissions. In the latter algorithm, the subcarrier distribution strategy is based on a greedy approach which represents a suboptimal but practical solution to the stated problem.
We analyzed the performance of the new system and compared the results to those obtained with the DMT system. It was highlighted that DMT is equivalent to the proposed SS-MC-MA system with . The spreading component was shown to provide throughput gain especially for low channel gains. This behavior was explained by the energy gathering capability of SS-MC-MA within each subcarrier block. Contrary to DMT, the proposed system can exploit the residual energy conveyed by each subcarrier because of the FG of the QAM modulations. These algorithms can be straightforwardly exploited to compare both systems with channel coding, i.e., using specific code/signal-constellation pairs. We can expect that SS-MC-MA will then keep its advantage but that the bit rate difference will be reduced. Furthermore, we can note that spreading component leads to a very low increase of the complexity. The additional cost is then limited.
We also investigated how the rate distribution among users was influenced by the spreading factor. It was shown that SS-MC-MA was all the more efficient in equally distributing rates than the spreading factor was small. Eventually, it raised a tradeoff concerning the spreading factor choice. On one hand, the spreading factor has to be sufficiently large to increase the throughput, and on the other hand, it has to remain relatively small to ensure uniformly distributed rates. For well-chosen spreading factors, we then concluded that the proposed adaptive system was able to transmit higher rates than DMT. The proposed results thus demonstrated that SS-MC-MA could improve the range of PLC systems.
