




























SEdit 135 16956 0.09 93%
Fractality 240 19042 0.86 25%
HSQLdb 283 61633 0.37 72%
Jasper
Reports
316 99540 0 100%
JBPM 366 133590 0 100%
Manta­
Ray
384 132298 0.12 89%
Blue
Marine
468 194991 0.13 89%
Jboss 4244 17619836 0.02 98%




































































































































































































































−2  pn pn
=
1
p
n
−
x
n
−
p
x
1−2 pn pn
Taking the limit as n tends to infinity gives:
lim
n∞
ce=
1−
p
x
1
=1−
p
x
QED
Theorem 2.4
Given a uniformly distributed, encapsulated graph G of n nodes and of r encapsulated 
regions, with each encapsulated region having an information hiding violation of p, and given that 
G has an information hiding violation of h(G), the limit of the configuration efficiency as the graph 
grows indefinitely large is given by:
lim
n∞
ce=1−
∣h G∣
n
Proof:
From theorem 2.3, where the ith encapsulated region Ki contains the fixed number x nodes, 
the limit of the configuration efficiency of G as the graph grows indefinitely large is given by:
lim
n∞
ce=1−
p
x
  (i)
By definition:
∣K i∣=x=
n
r
Substituting this into (i) gives:
lim
n∞
ce=1−
rp
n
  (ii)
But by item (iii) of definintion D22 in [1]:
p=∣h K i∣=
∣h G ∣
r
  
Substituting this into (ii) gives:
lim
n∞
ce=1−
r∣hG ∣
rn
=1−
∣h G ∣
n
QED
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