Sequence classification is an important problem in computer vision, speech analysis or computational biology. This paper presents a new training strategy for the Hidden Conditional Random Field sequence classifier incorporating model and feature selection. The standard Lasso regularization employed in the estimation of model parameters is replaced by overlapping group-L1 regularization. Depending on the configuration of the overlapping groups, model selection, feature selection,or both are performed. The sequence classifiers trained in this way have better predictive performance. The application of the proposed method in a human action recognition task confirms that fact.
Introduction
Sequence modelling methods are applied in multiple areas. They are employed by computational biologists to model proteins [1] . The natural language processing community uses them to solve chunking or part-of-speech tagging tasks [2] . They are also applied in action recognition from video [3] . Probabilistic graphical models [4] are employed in sequence modelling. The generative Hidden Markov Model has been employed in many works. Multiple variations have been proposed to capture the peculiarities of different sequence modelling scenarios. Efficient exact and approximate algorithms exist to perform the associated inference tasks. Recently, discriminative sequence models such the Hidden Conditional Random Field (HCRF) [5] have emerged as a new alternative. They provide compact parametrizations and have higher predictive power. However, they still have reduced applicability and have not displaced generative models.
This work wants to foster the spread of discriminative sequence classifiers incorporating model and feature selection to the training algorithm of the HCRF. The Occams Razor principle of machine learning stands that a model should not be more complex than strictly required. Model and feature selection are two ways of implementing it, obtaining a more compact result. Model selection in the context of the HCRF refers to the determination of the optimal number of hidden state variables, while feature selection refers to the selection of informative features in the input sequences while discarding uninformative ones.
Contributions
The contributions of this paper might be summarized as follows:
-A new training procedure for the HCRF incorporating model and feature selection. -Experimental evidence showing than the proposed training algorithm performs better than the standard HCRF in a standard action sequence classification task.
Paper Organization
Paper is organized as follows: section 2 introduces the standard HCRF model; the proposed training procedure is presented on section 3; experimental evidence of the higher performance of the proposed method in a human action classification task is reported on section 4; finally, 5 resumes the contributions of this work and presents new research directions.
Hidden Conditional Random Fields
The HCRF [5] is an undirected graphical from the exponential family. It might be understood as an extension of the Conditional Random Field with hidden variables to model correlations among different observations. Multiple structured prediction tasks might be represented with HCRFs. This work assumes, without loss of generality, a sequence classification task. Formally, the HCRF defines the conditional probability distribution of a discrete random variable y ∈ {y 1 , . . . , y N } (a.k.a. sequence label) given a sequence of random variables x = x 1 , . . . , x T (a.k.a. observations) employing a set of auxiliary discrete hidden variables h = h 1 , . . . , h T , h i ∈ H not observed during training. These variables are introduced to model correlations among the observations in x. In the case of sequence classification, these correlations correspond to the sequence dynamics. The conditional probability of the sequence label y and the hidden variable assignments h given the sequence of observations x is defined using the Hammersley-Clifford theorem of Markov Random Fields: 
The conditional probability of the class label y given the observation sequence x is obtained marginalizing over all the possible value assignments to hidden parts h: P (y | x, θ) = h e Ψ (y,h,x;θ) y h e Ψ (y ,h,x;θ) (2)
