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The MES of tripartite qutrit states and pure state separable transformations which
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Entanglement is the resource to overcome the restriction of operations to Local Operations assisted
by Classical Communication (LOCC). The Maximally Entangled Set (MES) of states is the minimal
set of n–partite pure states with the property that any truly n–partite entangled pure state can be
obtained deterministically via LOCC from some state in this set. Hence, this set contains the
most useful states for applications. In this work we characterize the MES for generic three qutrit
states. Moreover, we analyze which generic three qutrit states are reachable (and convertible) under
LOCC transformations. To this end we study reachability via separable operations (SEP), a class
of operations that is strictly larger than LOCC. Interestingly, we identify a family of pure states
that can be obtained deterministically via SEP but not via LOCC. To our knowledge these are the
first examples of transformations among pure states that can be implemented via SEP but not via
LOCC.
I. INTRODUCTION
In many quantum informational tasks such as quan-
tum cryptography [1] and quantum secret sharing
[2, 3] a scenario is considered where several parties are
spatially separated and they can only communicate
classically. In this scenario the parties are restricted
to Local Operations and Classical Communication
(LOCC). LOCC transformations and its structure have
been studied extensively [4, 5]. The interest in these
class of operations is not only due to its correspondence
to the very natural physical setup mentioned above
but the concept of LOCC is strongly interconnected
with entanglement. In particular, entanglement is a
resource when the operations are restricted to LOCC,
i.e. entanglement is non-increasing under LOCC and
it can be used to overcome the restrictions set by
LOCC. Entanglement plays also an important role in
quantum computation (see e.g. [6, 7]) and other fields
of physics such as condensed matter physics [8]. In the
bipartite case entanglement is largely understood [4],
e.g. several entanglement measures and the states that
are maximally entangled are known. This is due to the
fact that in the case of bipartite pure states one can
show that any LOCC transformation that is possible can
be achieved by a very simple protocol [9]. This allowed
for a characterization of LOCC transformation between
bipartite pure states known as Nielsen’s majorization
criterion [10].
LOCC convertibiliy among multipartite entangled states
has only been studied for small system sizes [11–15].
This is due to the fact that in general the structure of
LOCC transformations is very subtle. It has been shown
that some tasks require infinitely many rounds [16]. As
the mathematical characterization of LOCC transfor-
mations is so challenging a different class of operations
called separable maps (SEP) that include LOCC have
been studied (see [17] and references therein). Although
mathematically easy to characterize, SEP lacks a clear
physical interpretation as it has been shown that SEP
is strictly larger than LOCC [5, 18], i.e., there exist
separable maps that can not be implemented via LOCC.
Moreover, state transformations involving mixed states
have been found that can be achieved via SEP but not
via LOCC [19, 20]. Furthermore, there exist entangle-
ment monotones, i.e. quantities that are non-increasing
on average under LOCC which have been shown to
increase under SEP [20]. Other classes of operations
that have been studied are local unitaries and stochastic
LOCC-operations. Local Unitaries (LUs) constitute
invertible deterministic LOCC transformations and
therefore interconnect states with the same amount of
entanglement. Necessary and sufficient conditions for
two pure n-qubit states to be LU-equivalent have been
derived in [21, 22]. Under Stochastic LOCC-operations
(SLOCC-operations) states that can be transformed
into each other with non-zero probability are grouped
together [23–25]. LU- and SLOCC-classes are equiva-
lence classes and do not allow to identify which states
are more useful than the others under the restriction to
LOCC.
Thus, despite all the difficulties one faces when inves-
tigating LOCC transformations its characterization is
necessary in order to understand and quantify mul-
tipartite entanglement. In particular, the knowledge
about which deterministic LOCC transformations are
possible allows to compute operational entanglement
measures [26, 27] and identify the most useful states
for applications. In the bipartite case the maximally
entangled state, i.e. the state which can not be obtained
via LOCC (excluding LUs) from any other state but any
other state can be reached via LOCC from this state,
and several applications based on it such as teleporta-
tion [28] and cryptography [1] are well known. In the
multipartite setting it is no longer a single state but a
set of states, the Maximally Entangled Set (MES) [14]
that is an optimal resource under LOCC. In particular,
the MES of n parties is given by the minimal set of
pure n-partite states such that any other truly n-partite
entangled pure state can be reached via LOCC from a
state in the MES. Hence, the MES contains the most
2useful states for applications. In particular, any protocol
can be based on a state in the MES (as any state can
be reached via deterministic LOCC from a state in the
MES) and thus identifying the MES could guide the
path to new applications.
In [14, 15] we have identified the MES for three and
four qubit states. Whereas for three qubits the MES
is of measure zero and any state can be converted via
LOCC deterministically into some other state, one
observes a completely different picture for four qubits.
In this case the MES is of full measure. This is due
to the fact that almost all states are isolated, i.e. they
can neither be reached nor converted via deterministic
LOCC transformations (excluding LUs). The rare
instances of non-isolated states that are in the MES
are of particular interest as these are the most useful
states for entanglement manipulation. They constitute
a zero measure subset and exhibit a particularly simple
parametrization. In the three and generic four qubit
case we found that all transformations between pure
truly multipartite entangled states that can be done via
SEP can also be implemented via LOCC [14, 26, 27].
As the picture changes drastically when going from the
three qubit to the four qubit case the question arises
whether an increase in the local dimension would reveal
a different behavior and new insight into the possible
structures of LOCC transformations. This is precisely
the motivation of this work, where we identify the
transformability properties of generic three qutrit states
under SEP and under LOCC. In particular, we identify
the MES.
Interestingly, we find that, although the three qutrit
case resembles very much the generic four qubit case,
it brings a new feature into the play. In particular, we
observe the first examples of pure state transformations
that can be implemented via SEP but not via LOCC.
Moreover, these states are reachable via SEP but not
via LOCC (even if one allows for infinitely many rounds
in the protocol).
The outline of this paper is the following: First we
present the notation, the precise definition of the MES
and the methods that we use in order to characterize SEP
and LOCC convertibility. Then we show which generic
three qutrit states can be reached via SEP and we present
the first example of transformations between pure states
that can be accomplished via SEP but not via LOCC.
Finally, we characterize the MES for generic three qutrit
states and show which states are convertible via LOCC.
II. NOTATION AND KNOWN RESULTS
Let us first generalize the term truly n-partite entan-
glement to higher-dimensional systems. For a n-partite
qubit state, the state is either truly n-partite entangled
(all reduced density matrices are of full rank) or the state
is biseparable. For d-dimensional systems with d > 2 the
grading is finer as the ranks of the reduced density ma-
trices can range from 1 to d. We call a state |φ〉 ∈ H,
where H = Cd1 ⊗Cd2 ⊗ . . .⊗Cdn truly n-partite, c-level
entangled, where c = (c1, c2, . . . , cn) with ci ≤ di, if the
reduced density matrix of system i has rank ci for all
i ∈ {1, . . . , n}.
Equivalence classes containing states which are equiva-
lent under Stochastic LOCC (SLOCC) are called SLOCC
classes. Two states |φ〉 and |ψ〉 are equivalent under
SLOCC if they can be transformed into each other with
non vanishing probability of success using local oper-
ations, i.e., if there exists a LOCC protocol in which
at least in one branch |φ〉 is transformed into |ψ〉 and
vice versa. Here and in the following one branch is
determined by a specific sequence of measurement out-
comes. Hence, two states |φ〉 and |ψ〉 are equivalent un-
der SLOCC iff they are related by local invertible op-
erators, i.e., |φ〉 ∝ A ⊗ B ⊗ C |ψ〉, where A, B, and C
are invertible. We will investigate deterministic LOCC
transformations between generic three qutrit states that
are truly 3-partite, d-level entangled for d = (3, 3, 3). In
this case, LOCC transformations are only possible within
SLOCC classes. We denote by |ψ〉 a particular represen-
tative (see below) of a SLOCC class, which we call a seed
state in the following. Moreover, we will denote the ini-
tial state by g |ψ〉 and the final state by h |ψ〉, where g
and h are local, invertible operators, i.e., g = g1⊗g2⊗g3
and h = h1⊗h2⊗h3 with gi, hi ∈ GL(3,C). Furthermore,
let us introduce the notation G = G1 ⊗ G2 ⊗ G3 = g†g
and H = H1 ⊗H2 ⊗H3 = h†h.
Let us now review the definition of the MES and the
methods used to determine the MES for 3 qubit and
generic 4 qubit states, which are also applicable to the
three qutrit case.
In the bipartite d-level setting the maximally entan-
gled state
∣∣φ+d 〉 = 1√d
∑d−1
i=0 |ii〉 plays a very special role
as this state, on the one hand, cannot be reached from
any LU-inequivalent state via deterministic LOCC and,
on the other hand, can be converted into any other state
via deterministic LOCC. This is due to the fact that the
vector containing the Schmidt coefficients of
∣∣φ+d 〉 is ma-
jorized by any other vector containing sorted Schmidt
coefficients, and therefore from the majorization crite-
rion [10] it follows that
∣∣φ+d 〉 can indeed be converted
into any other state. Moreover, the majorization crite-
rion implies that this state cannot be reached from any
other LU-inequivalent state. In contrast to the bipartite
case, there is no such maximally entangled state which
can be transformed to any other state via LOCC in the
multipartite setting. However, the idea of the MES is
precisely to generalize the notion of maximal entangle-
ment to the multipartite scenario [14]. There, the term
maximal entanglement is not associated to a single state,
but to a set of states, the maximally entangled set. It is
defined as follows. The MESd is a set of truly n-partite,
d-level entangled states with the following two proper-
ties.
3(i) No state in MESd can be reached from any other
truly n-partite, d-level entangled, LU-inequivalent
state via LOCC and
(ii) for any pure, truly n-partite, d-level entangled en-
tangled state |φ〉, there exists a state |ψ〉 in the
MESd such that |ψ〉 can be transformed into |φ〉
via LOCC.
TheMESd is hence the minimal set of truly n-partite, d-
level entangled states which is maximally useful for quan-
tum information tasks.
To characterize the MES, one has to know which
LOCC transformations are possible. In contrast to the
bipartite case, where all possible LOCC transformations
have been characterized by Nielsen [10], such a charac-
terization is much more demanding in the multipartite
setting. This is due to the complex structure of LOCC,
including possibly infinitely many rounds of communica-
tion [16]. Despite these difficulties it is essential to know
which LOCC transformations are possible to characterize
entanglement as it is the resource to overcome LOCC. In
order to characterize LOCC transformations we will con-
sider convertibility under Separable Operations (SEP), a
class of quantum operations which is strictly larger than
LOCC [18]. A completely positive, trace preserving map
Λ that can be written as
Λ(ρ) =
∑
k
MkρM
†
k with Mk = A
(k)
1 ⊗ · · · ⊗A(k)n , (1)
is called separable. All such Λ form the set of Separable
Operations (SEP).
In contrast to LOCC, separable operations are math-
ematically much more tractable, and as SEP contains
LOCC, SEP-convertibility of a state |ψ〉 to a state |φ〉 is
a necessary condition for LOCC-convertibility. However,
it has been shown that LOCC is strictly contained in SEP
[18], i.e., there exist SEP-maps which cannot be imple-
mented via LOCC. Thus, the existence of a SEP trans-
formation is a necessary but not a sufficient condition for
the existence of a corresponding LOCC transformation.
Indeed, in section V, we will give examples for pure state
transformations which are possible via SEP but not via
LOCC. Note that we cannot leave the SLOCC class with
LOCC transformations without going to a state which is
not truly n-partite, d-level entangled any more.
Let us now review the results on SEP ob-
tained in [17]. In order to state the necessary
and sufficient conditions for the existence of SEP
transformations within SLOCC classes, which
has been derived there, we denote by S(|ψ〉) =
{S : S |ψ〉 = |ψ〉 , S = S1 ⊗ . . .⊗ Sn, Si ∈ GL(dn,C)}
the set of local symmetries of the state |ψ〉.
Theorem 1 ([17]). Let |ψ1〉 = g |ψ〉 ∈ H and |ψ2〉 =
h |ψ〉 ∈ H. Then |ψ1〉 can be converted into |ψ2〉 via SEP
iff there exists a finite index set I, probabilities {pk}k∈I
with pk ≥ 0 and
∑
k∈I pk = 1 and symmetries of the seed
state Sk ∈ S(|ψ〉) such that
∑
k∈I
pkS†kHSk = rG (2)
with H = H1⊗ . . .⊗Hn = h†h, G = G1⊗ . . .⊗Gn = g†g,
and r = || |ψ2〉 ||2 / || |ψ1〉 ||2.
Note the important role the symmetries of the seed
state play in SEP transformations. In order to transform
|ψ1〉 into |ψ2〉 via SEP, the parties have to implement a
POVM whose elements depend on the matrices Gi and
Hi, as the explicit SEP map which transforms the state
|ψ1〉 to |ψ2〉 is given by
ΛSEP (ρ) =
∑
k∈I
MkρM
†
k , where Mk =
1√
r
√
pkhSkg−1.
(3)
We will see later on that if such a transformation is pos-
sible via LOCC, then in order to transform |ψ1〉 into |ψ2〉
the parties can locally implement the POVM correspond-
ing to the given SEP map.
In order to determine the MES for generic three qutrit
states, we will follow the methods introduced in [14] for
the four qubit case. Using the characterization of generic
three qutrit SLOCC classes in [25] and the representa-
tives (seed states) given therein, we will first determine
the symmetries of the seed states. We will find that there
are, as in the four qubit case, only finitely many and that
all of them are unitary. Using these facts we will then
derive simple necessary conditions for SEP-convertibility
by calculating partial traces over Eq. (2). We will in-
troduce a standard form for generic three qutrit states.
Subsequently, we will use the derived conditions as well as
the standard form to characterize states which are reach-
able via SEP. Using this characterization, we will show
which of the states that are reachable via SEP are indeed
reachable via LOCC by constructing the corresponding
LOCC protocols which are of a simple form. However,
we will show, that, surprisingly, a family of states which
can be reached via SEP cannot be reached via LOCC,
even after infinitely many rounds. We will use these re-
sults on LOCC to derive the MES for generic tripartite
qutrit states. Finally, we will characterize states which
are convertible under LOCC and identify isolated states,
i.e., states which can neither be reached from, nor con-
verted to another LU-inequivalent state.
III. SEED STATES AND THEIR SYMMETRIES
In this section, we will first present the seed states of
the generic SLOCC classes derived in [25] and determine
their local symmetries. Then we will derive the necessary
and sufficient conditions for SEP-convertibility.
Recall that states |φ〉 and |ψ〉 are in the same SLOCC
class iff they are related by local invertible operators, i.e.,
|φ〉 ∝ A ⊗ B ⊗ C |ψ〉, where A,B,C ∈ SL(3,C). In [25],
4it has been shown that generic states belong to SLOCC
classes with the seed states
|ψ〉 = a (|000〉+ |111〉+ |222〉)
+ b (|012〉+ |201〉+ |120〉)
+ c (|021〉+ |210〉+ |102〉) , (4)
where a, b, c ∈ C. Therefore, the generic SLOCC classes
of three qutrit states are characterized by 4 real param-
eters.
In the following lemma, we give the symmetries,
S(|ψ〉), of the seed states |ψ〉 of the generic SLOCC
classes. Note that several choices of the parameters a,
b, and c have to be excluded as there possibly exist
additional symmetries in these cases. We exclude the
cases where a = 0, b = 0, c = 0, a3 + b3 + c3 = 0,
(a3 + b3 + c3)3 = (3abc)3, a9 = b9, a9 = c9, b9 = c9,
a+b+c = 0, a+ωb+c = 0, a+ω2b+c = 0, a+b+ωc = 0,
a + b + ω2c = 0, a + ωb + ω2c = 0, a + ω2b + ωc = 0,
ab+ bc+ ca = 0, ab + ωbc+ ca = 0, ab + ω2bc+ ca = 0,
ab+bc+ωca = 0, ab+bc+ω2ca = 0, ab+ωbc+ω2ca = 0,
or ab+ω2bc+ωca = 0 where ω = ei
2pi
3 . In the following,
we will call a 3 qutrit seed state (3 qutrit state) generic if
it is (belongs to a SLOCC class of some seed state) given
in Eq. (4) where none of the above conditions is fulfilled,
respectively.
Lemma 2. Let |ψ〉 be a generic three qutrit seed state.
The symmetries of |ψ〉 are given by the so-called gener-
alized Pauli matrices,
S(|ψ〉) ={1l⊗33 , (X)⊗3, (X2)⊗3, (Z)⊗3, (Z2)⊗3, (XZ)⊗3,
(XZ2)⊗3, (X2Z)⊗3, (X2Z2)⊗3
}
, (5)
where
X =

0 1 00 0 1
1 0 0

 and Z =

1 0 00 exp i 2π3 0
0 0 exp i 4π3

 .
(6)
This lemma is proven in the appendix. Note that
S(|Ψ〉)\{1l⊗33 } corresponds to the set of all the gener-
ators of SU(3). Note further that there are only finitely
many symmetries, and note that they are unitary (as
it was also the case for the generic four qubit SLOCC
classes). In the following, we will denote the generalized
Pauli matrices by Sk = X
k1Zk2 , where
(
k1
k2
) ≡ k ∈ Z23.
The symmetries are then
{
S⊗3
k
}
k∈Z23
. We will use the
standard calculation rules for the vector space Z23, in par-
ticular, we denote the inverse element of k with respect
to addition by −k.
Note that for all l, m we have that
SlSm ∝ Sl+m (7)
as SlSm = X
l1Z l2Xm1Zm2 ∝ X l1+m1Z l2+m2 = Sl+m,
where we used that Z l2Xm1 ∝ Xm1Z l2 . In particular, it
holds that
S†
l
SkSl = e
iφklSk, (8)
with φkl ∈ {1, ei 2pi3 , ei 4pi3 } for any l, k. Note further that
considering the scalar product (A,B) = tr
(
A†B
)
, the
generalized Pauli matrices {Sk}k∈Z23 form an orthogonal
basis for the 3× 3 matrices.
Due to Eq. (2) the operators of interest are the strictly
positive operators of the form Gi = g
†
i gi. Thus, without
loss of generality we normalize the operatorsGi such that
tr (Gi) = 1. Obviously, Hi can be normalized in the same
way. Using that the generalized Pauli matrices form an
orthogonal basis and that S0 = 1l, where 0 = ( 00 ), we can
rewrite Gi as
Gi =
∑
k∈Z23
g
(i)
k
Sk =
1
3
1l+
∑
k∈Z23\{0}
g
(i)
k
Sk. (9)
For later use we define the vector of the coordinates of
Gi with respect to the basis elements {Sk}k 6=0 as
g(i) =
(
g
(i)
( 10 )
, g
(i)
( 20 )
, g
(i)
( 01 )
, g
(i)
( 02 )
, g
(i)
( 11 )
, g
(i)
( 22 )
, g
(i)
( 21 )
, g
(i)
( 12 )
)T
,
(10)
which is contained in C8. Using the fact that Gi must be
hermitian and S†
k
∝ S−k leads to the observation that
the vectors g(i) cannot be arbitrary. In fact, defining
phases νk such that
S†
k
= eiνkS−k, (11)
we get
Gi =
1
3
1l+
∑
k
g
(i)
k
∗
S†
k
=
1
3
1l+
∑
k
g
(i)
−k
∗
eiν−kSk. (12)
Hence, comparing Eq. (12) with Eq. (9) we have
g
(i)
k
= g
(i)
−k
∗
eiν−k . (13)
The vector h(i) is defined in an analogous way, and ob-
viously, the same restrictions have to hold.
Let us remark here that if the operator Gi is of the
special form Gi ∈ span {1l, Sw, S−w} with w ∈ Z23,
w 6= 0, then also gi with g†i gi = Gi can be chosen such
that gi ∈ span {1l, Sw, S−w} as the following observation
shows.
Observation 3. Let M ∈ GL(3,C) be such that M > 0
and M † = M and w ∈ Z23 \ {0} such that M ∈
span {1l, Sw, S−w}. Then there exists m ∈ GL(3,C) such
that m†m =M and m ∈ span {1l, Sw, S−w}.
Proof. As 1l, Sw, and S−w can be simultaneously diag-
onalized using some unitary U we have that M can be
written as M = U †DU , where D is diagonal and all the
entries of D are positive, as M > 0. In particular, using
Eq. (13) we obtain
M = a11l+ a2Sw + a
∗
2e
iνwS
−w
= U † (a11l+ a2D1 + a∗2D
∗
1)U, (14)
5where D1 is diagonal. Let us now define m = U
†√DU ,
where
√
D is a diagonal matrix with the square roots of
the elements of D = a11l + a2D1 + a
∗
2D
∗
1 in its diago-
nal. As {1l, D1, D∗1} are linearly independent, any diago-
nal matrix, in particular
√
D, can be written as a linear
combination of these three matrices. Hence, m can be
written as a linear combination of 1l, Sw and S−w and
m†m =M , which completes the proof.
We will make use of this observation later on. More-
over, we will denote gi (hi) which are restricted to
span {1l, Sw, S−w} by giw (hiw) respectively.
Let us now introduce a standard form for generic three
qutrit states g |ψ〉. In order to get rid of the local unitary
freedom in g, we can choose g such that g > 0 and g is
diagonal in the same basis as G = g†g. However, G is not
unique, as conjugation of G with a symmetry of the seed
state does not change the state we are referring to. This
is due to the fact that for all l we have g |ψ〉 = g S⊗3
l
|ψ〉
and therefore G and
(
S†
l
)⊗3
G (Sl)
⊗3
refer to the same
state. Conjugation of G with (Sl)
⊗3 changes the phases
of the entries in the vectors, arg g
(i)
k
, by φkl for all i.
Note that for fixed l 6= 0, always two of the entries are
unchanged, three are multiplied by a phase ei
2pi
3 and the
remaining three are multiplied by a phase e−i
2pi
3 [29]. We
can use this freedom to bring G into a unique form by
restricting the range of the phases for certain entries in
the coordinate vector for one particle. We choose here
arg g
(1)
( 10 )
∈ [0, 2π3 ) and arg g(1)( 01 ) ∈
[
0, 2π3
)
. Note that in
case one or both of those entries vanish one has to go
through the other entries (parties) in a certain order and
fix the range of the phases for the first non vanishing
entries (parties). Furthermore, the seed states can be
chosen uniquely. As can be easily seen, this leads to
a unique standard form. As any generic state can be
transformed into its unique standard form by LU we have
the following Lemma.
Lemma 4. Two generic states in C3⊗C3⊗C3 are LU-
equivalent iff their standard forms as defined above coin-
cide.
Counting parameters, one obtains that 4 real param-
eters are required for the seed state and 4 complex pa-
rameters for each Gi in order to identify a generic state
(up to LUs). This amounts in total to 28 real parame-
ters which suffice to parametrize LU–equivalence classes
of tripartite qutrit states [30].
Let us now derive simple necessary and sufficient con-
ditions for the existence of SEP transformations among
two states. Using the symmetries of the seed state in
Theorem 1 we obtain∑
k∈Z23
pk
(
S†
k
)⊗3
H (Sk)
⊗3 = rG. (15)
with H = H1 ⊗ H2 ⊗ H3 and G = G1 ⊗ G2 ⊗ G3 and
some probability distribution {pk} as necessary and suffi-
cient conditions for the existence of SEP transformations
mapping g |ψ〉 into h |ψ〉. By taking the trace over the
left and the right hand side of Eq. (15) we get r = 1.
We also take partial traces of the left and the right hand
side of Eq. (15) over all parties but i to get
∑
k∈Z23
pkS
†
k
HiSk = Gi. (16)
Inserting Eq. (16) in the right hand side of Eq. (15) we
obtain that a state h |ψ〉 is reachable via SEP iff there
exists a probability distribution {pk} such that
∑
k
pk
(
S†
k
)⊗3
H (Sk)
⊗3
=
∑
k1,k2,k3
pk1pk2pk3
×
(
S†
k1
⊗ S†
k2
⊗ S†
k3
)
H (Sk1 ⊗ Sk2 ⊗ Sk3) . (17)
Note that in these equations we substituted G, such that
the equations only depend on H , i.e., they only depend
on the final state after applying the SEP transformation.
To simplify notation we define h
(i)
0
= 13 for all i. Note
that the vector h(i) is still eight-dimensinal as defined in
Eq. (10) for g(i). Let us now write Hi in Eq. (17) in the
basis of the generalized Pauli matrices as in Eq. (9) to
obtain
∑
lmn
∑
k
pk h
(1)
l
h(2)
m
h(3)
n
(
S†
k
)⊗3
(Sl ⊗ Sm ⊗ Sn)S⊗3k
=
∑
lmn
∑
k1,k2,k3
pk1pk2pk3 h
(1)
l
h(2)m h
(3)
n (Sk1 ⊗ Sk2 ⊗ Sk3)†
× (Sl ⊗ Sm ⊗ Sn) (Sk1 ⊗ Sk2 ⊗ Sk3) . (18)
Using Eq. (8) in Eq. (18) and the fact that the set
{Sk}k forms an orthogonal basis and therefore the con-
dition given in Eq. (18) has to hold for each of the coordi-
nates with respect to that basis, we obtain the following
necessary and sufficient condition
ηlηmηn = ηl+m+n ∀lmn s.t. h(1)l h(2)m h(3)n 6= 0, (19)
where ηl ≡
∑
k
pke
iφlk . We used here that ei(φlk+φmk) =
eiφ(l+m)k , which follows from Eq. (7) and Eq. (8) [31]
Note that
η0 =
∑
i
pi = 1 and η
∗
k
= η−k, (20)
where ∗ denotes the complex conjugate. Hence, there are
only four independent ηk. Here and in the following, we
will call ηk and ηl independent if k, l 6= 0 and k 6= ±l.
Note further that as ηk ∈ conv
{
1, ei
2pi
3 , ei
4pi
3
}
∀k, where
by conv we denote the convex hull, we have
|ηk| ≤ 1 ∀k. (21)
Eq. (19) becomes particularly simple if we choose one
of the indices l, m, or n equal to 0. We obtain
ηlηm = ηl+m ∀lm s.t. h(i)l h(j)m 6= 0, (22)
6for all pairs of parties (i, j) with i 6= j. If in addition one
of the remaining indices l andm equals 0, the conditions
are fulfilled in a trivial way. Hence, we only need to
consider the case where no index in Eq. (22) equals 0.
The necessary condition given in Eq. (22) can be
rewritten as
h(i)
(
h(j)
)T
⊙ (N1 −N2) = 0, (23)
where ⊙ denotes the Hadamard product, N1 ≡ ηηT and
[N2]lm ≡ ηl+m. Moreover, using this notation, the nec-
essary condition given in Eq. (16) is equivalent to
ηuh
(i)
u = g
(i)
u ∀u. (24)
Note that Eq. (23) and Eqs. (24) basically coincide
with the necessary conditions for the existence of a SEP
transformation for the generic four qubit states (see [14]),
but here ηk are complex whereas in the four qubit case ηk
are real numbers. However, we will see that in the three
qutrit scenario there are additional solutions to this equa-
tion leading to the fact that some states are reachable via
SEP but not LOCC as we will see in section V.
IV. REACHABLE STATES VIA SEP
We will now use the conditions given in Eq. (19) and
(22) and the standard form to characterize states which
are reachable via SEP, i.e., states which are final states of
a (non-trivial) SEP transformation, and thus final states
for which Eq. (19) can be fulfilled such that the initial
state is not LU-equivalent to the final state.
The necessary and sufficient condition for SEP-
convertibility given in Eq. (19) and the necessary condi-
tion for SEP-convertibility given in Eq. (22) are written
in such a way that they only depend on the final state
h |ψ〉. Note that all these conditions account for equa-
tions in the ηk which have to hold depending on the form
of h. If we want to know whether a state h |ψ〉 can be
reached via SEP we have to know whether there exits
a set of probabilities {pk}k fulfilling the conditions, i.e.,
solving all the equations in the ηk which have to hold
for a given h. We will call such a set {pk}k a solution.
Each solution {pk}k which fulfills all the conditions ac-
counts for a possible SEP-transformation transforming
some state into h |ψ〉. Moreover, for each solution {pk}k
the initial state g |ψ〉 can be easily determined via Eq.
(16) and therefore depends on h and the probabilities
{pk}k. Let us now state some simple observations which
we will then use to derive the reachable states.
Observation 5. If one of the ηk with k 6= 0 fulfills that
|ηk| = 1 , then three probabilities pi sum up to one and
the other six are zero. Which of the probabilities have to
be zero depends on k.
Proof. Recall that ηk ∈ conv
{
1, ei
2pi
3 , ei
4pi
3
}
∀k. For k ∈
Z23\{0} the weights in the convex combination are certain
sums of three probabilities. Therefore |ηk| = 1 implies
that one weight in the convex combination has to be one.
Hence the corresponding three probabilities have to sum
up to one. This proves the observation.
In the next observation we consider the case where
more than one of the independent ηk has absolute value
equal to one.
Observation 6. If more than one of the independent ηk
fulfills that |ηk| = 1, then one pi = 1 (and the others
vanish).
Proof. To prove this observation, note that due to Obser-
vation 5 two triples of probabilities have to sum up to one,
and the other probabilities have to vanish as two inde-
pendent ηk have absolute value equal to one. One readily
sees that for any allowed choice of the triples of probabili-
ties which sum up to one there is at most one probability
which appears in both of these triplets. Therefore one
probability pk has to be one, and all the others have to
vanish.
One can easily see from Eq. (15) that if more than
one of the independent ηk have absolute value equal to
one, the standard forms of g |ψ〉 and h |ψ〉 coincide and
hence, the intial state is LU-equivalent to the final state.
Hence, in order to study non-trivial transformations we
only need to consider those solutions where at most one
ηk (and its complex conjugate η
∗
k
= η−k) have absolute
value equal to 1.
In the next observation we consider the consequences
of Observation 5 and Observation 6 on the vectors h(i).
Observation 7. If there exists k ∈ Z23\{0} and i, j ∈
{1, 2, 3}, i 6= j such that h(i)
k
h
(j)
k
6= 0, then the only solu-
tions to Eq. (22) are those, where |ηk| = 1.
Proof. Whenever there are two parties (i, j) for which
the same components in the vectors h(i) and h(j) are
non vanishing, i.e., h
(i)
k
6= 0 and h(j)
k
6= 0 (which also
implies that h
(i)
−k 6= 0 and h(j)−k 6= 0) for the same k, then
due to Eq. (22) both ηkηk = η−k and ηkη−k = η0 must
hold. Due to Eq. (20) the latter condition is equivalent
to |ηk|2 = 1.
Note that Observation 7 and Observation 6 imply that
for any non-trivial solution of Eq. (15) the vectors h(i)
have to be of a form that h
(i)
k
h
(j)
k
6= 0 holds for at most
one k (and the corresponding −k), i.e., there exists no
i1 6= j1, i2 6= j2, 0 6= k1 6= ±k2 6= 0 such that
h
(i1)
k1
h
(j1)
k1
6= 0 and h(i2)
k2
h
(j2)
k2
6= 0. (25)
We will now characterize the states which are reach-
able via SEP. In particular we will make use of Eq. (19),
the necessary and sufficient, and Eq. (22), the necessary
condition for SEP-reachability. Recall that in order to
transform a state g |ψ〉 into the state h |ψ〉 via SEP, the
parties have to implement the POVM {Mk}k∈Z23 , where
7Mk =
1√
r
√
pkhS
⊗3
k
g−1 and that we use the notation
hi
w
∈ span {1l, Sw, S−w}. Using the observations above
we are now able to prove the following theorem.
Theorem 8. A generic state h |ψ〉 is reachable via SEP
from some other LU-inequivalent state iff (up to permu-
tations) either
(i) h = h1⊗h2⊗1l such that h(1)⊙h(2) = 0, where not
both h1 ∝ 1l and h2 ∝ 1l or
(ii) h = h1 ⊗ h2w ⊗ h3w, for some w ∈ Z23\{0} with
h1 6= h1w.
Proof. Only if: We first show that states which can be
reached non–trivially are necessarily of the form given in
the theorem. To this end, we show that the conditions
given in Eq. (19) can be fulfilled for non LU–equivalent
initial and final states, g |ψ〉 and h |ψ〉, respectively, only
if the final states are of the form given above.
Due to Observation 6 we know that for non–trivial
transformations not more than one of the independent ηk
can have absolute value equal to 1. We distinguish the
case where no (exactly one) ηk has absolute value equal
to 1 respectively. Note that here and in the following
k 6= 0. We will see that these two cases correspond to
the cases (i) and (ii) of the theorem, respectively.
Let us first consider the case where no ηk has abso-
lute value equal to 1. First we consider the case that
for no party we have h(i) = 0, i.e., ∀i ∃k h(i)
k
6= 0.
Then just by the fact that there cannot exist two par-
ties such that components h
(i)
k
6= 0 for the same k
(as otherwise our assumption |ηk| 6= 1 would not hold
due to Observation 7) we can conclude that wlog for
party 2 (3) there can be at most one index k2 such
that h
(2)
±k2 6= 0 (k3 such that h
(3)
±k3 6= 0) respec-
tively, where k2 6= ±k3 and for party 1 only the remain-
ing two independent components can be non vanishing,
i.e., up to joint permutations of the entries in the vec-
tors we have h(1) =
(
h
(1)
( 10 )
, h
(1)
( 20 )
, h
(1)
( 01 )
, h
(1)
( 02 )
, 0, 0, 0, 0
)T
,
h(2) =
(
0, 0, 0, 0, h
(2)
(11 )
, h
(2)
( 22 )
, 0, 0
)T
and h(3) =
(
0, 0, 0, 0, 0, 0, h
(3)
(21 )
, h
(3)
( 12 )
)T
. It is straightforward to
show that due to Eq. (19) it must hold that
η
k˜1
η
k˜2
η
k˜3
= η0 = 1, (26)
where k˜i is chosen out of the set {±ki} such that k˜1+k˜2+
k˜3 = 0 holds. Note that such a triple of vectors always
exists, even if there is only one independent non vanishing
component in the vector h(1). Using that |ηk| ≤ 1 for all
k in Eq. (26) we obtain that it must hold that |η
k˜1
| =
|η
k˜2
| = |η
k˜3
| = 1 which leads to a contradiction to the
assumption that no ηk has absolute value equal to 1.
Therefore, wlog it must hold that h(3) = 0. As can be
easily seen Eq. (19) (or equivalently Eq. (22)) can then
only be fulfilled for h(1),h(2) such that h(1) ⊙ h(2) = 0
[as in Theorem 8 (i)] as none of the ηk has absolute value
equal to 1. Note that if h(1) = h(2) = 0 the initial
state g |ψ〉 would be LU-equivalent to the final state h |ψ〉,
which is the seed state. In all the other instances the
states given in Theorem 8 (i) can be reached from LU–
inequivalent states choosing pk =
1
9 ∀k, which leads to
ηk = 0 ∀k 6= 0 [32].
Let us now consider the case where exactly one of the
independent ηk has absolute value equal to 1. We will
first consider the case that there exist two parties (wlog
party 1 and party 2) for which at least two components
in the corresponding vectors h(i) are non vanishing. We
denote the indices of these components by k1, l1 and
k2, l2, respectively. As we will show in the following,
this always leads to the existence of at least two indices
k′ and l′ with k′ 6= ±l′ s.t. |ηk′ | = |ηl′ | = 1 contra-
dicting the assumption. As h
(1)
k1
h
(1)
−k1h
(1)
l1
h
(1)
−l1 6= 0 and
h
(2)
k2
h
(2)
−k2h
(2)
l2
h
(2)
−l2 6= 0, where k1 6= ±l1 and k2 6= ±l2 Eq.
(22) leads to quadratic equations in ηi which have to be
fulfilled. We now distinguish the following cases:
(a) Either both of the indices ±k1 and ±l1 coincide with
the indices ±k2 and ±l2,
(b) or exactly one of the indices ±k1 and ±l1 coincides
with one of the indices ±k2 and ±l2,
(c) or none of the indices ±k1 and ±l1 coincide with ±k2
or ±l2.
In case (a), the components h
(1)
k1
, h
(1)
l1
and h
(2)
k1
, h
(2)
l1
are
non–vanishing, which implies (see Observation 7) that
|ηk1 | = |ηl1 | = 1, which contradicts the assumption.
In case (b), we can assume wlog that k1 ∈ {±k2},
however, l1 6∈ {±l2}. Due to Observation 7 it must then
hold that |ηk1 | = 1. From Eq. (22) we get the following
set of quadratic equations in ηk
η±k1η±l1 = η±k1±l1
η±k1η±l2 = η±k1±l2
η±l1η±l2 = η±l1±l2 . (27)
In the following, we will show that ηk1 occurs on the
right hand side of at least one of these equations, im-
plying that there exists some l 6= k1 such that |ηl| = 1,
contradicting the assumption. As l1,k1 6= 0 we have
(k1 + l1) 6= ± (k1 − l1). The same is true for k1 + l2
and k1 − l2. Moreover {±k1 ± l1} = {±k1 ± l2} is
not possible as otherwise l1 = ±l2 leading to a con-
tradiction. Therefore, three of the four independent
ηi have to appear on the right hand side of the first
two equations in Eq. (27). Now we have that either
{±k1 ± l1,±k1 ± l2} = Z23, which implies that ηk1 oc-
curs on the right hand side of at least one of the Eqs. (27),
or one of the indices ±k1 ± l1 coincides with one of the
indices ±k1±l2. In the latter case out of the many possi-
ble combinations of indices coinciding, there are only two
fundamentally different cases, either k1 + l1 = k1 + l2 or
8k1 + l1 = −k1 + l2 [33]. The first case is not possible as
l1 6= ±l2 due to our assumption. In the second case we
obtain l1 − l2 = k1, implying that we get k1 as an index
on the right hand side of the third equation in Eq. (27).
Hence, case (b) cannot occur.
In case (c), we have {±k1,±l1} ∩ {±k2,±l2} = ∅.
Again, due to Eq. (22) we get a set of quadratic equa-
tions in the ηl. As before, we find that all independent
ηl appear in the linear term of these equations. Using
similar methods as before, as well as Eq. (21), and the
fact that in the here considered case |ηk| = 1 one obtains
that all ηl must have absolute value equal to 1, leading
again to a contradiction.
As none of the cases (a)–(c) can occur, we have that
only for one party (wlog party 1) there can be more than
one independent non vanishing component h
(i)
±k 6= 0. For
the remaining, however, it must hold that h2 = h
2
w2
and
h3 = h
3
w3
for some w2,w3 ∈ Z23 \ {0} (see Observa-
tion 3). Moreover, as already mentioned if h(i) = 0 ∀i
the corresponding state is not reachable via SEP. Thus,
there has to be at least one party i for which h(i) has
a non-vanishing component and we choose wlog i = 1.
We show now that either w2 = w3 = w has to hold (up
to particle permutations) or that one can always choose
w2 = w3 = w. Note that if h
(2) = 0 we can trivially
choose w2 = w3 and analogous for h
(3) = 0. Let us now
consider the case that neither h(2) = 0 nor h(3) = 0.
Due to Eq. (19) there cannot exist k1,k2,k3 such that
k1 6= ±k2 6= ±k3 6= ±k1 and h(1)k1 h
(2)
k2
h
(3)
k3
6= 0, as oth-
erwise more than one independent ηk would have abso-
lute value equal to 1. This can be seen using the same
arguments as before, which imply that the different vec-
tors can always be added to obtain η0 = 1 on the right
hand side of Eq. (26). Hence, for any triple of vectors,
k1,k2,k3 for which h
(1)
k1
h
(2)
k2
h
(3)
k3
6= 0 holds, it must be
that ki ∈ {±kj} for some {i, j} ∈ {{1, 2}, {1, 3}, {2, 3}}.
This implies that in case party 1 has more than one inde-
pendent non vanishing component h2 = h
2
w and h3 = h
3
w
has to hold for some w ∈ Z23 \ {0}. In case party 1
has exactly one independent non-vanishing component
we choose wlog that h(2) is parallel to h(3). Note that in
case h1 = h
1
w and not both h
2
w and h
3
w are proportional
to the identity using Observation 7 one can easily see
that the standard forms of H and G would coincide im-
plying that the initial state is LU-equivalent to the final
state. The remaining states are of the form correspond-
ing to case (ii) of the theorem [34]. Hence, we have that
a state h |ψ〉 is reachable via SEP from some other LU-
inequivalent state only if it can be written in one of the
forms given in the theorem.
If: We now show, that states of the form given in the
theorem can be reached from some LU-inequivalent state
via SEP. The SEP maps which can be used to reach the
states can be easily constructed as follows. In general the
SEP maps are given in Eq. (3) (recall that r = 1). Here,
Gi can be obtained by depolarizing Hi with the gener-
alized Pauli matrices Sk weighted with the probabilities
pk which are the solution of Eq. (15). States of the form
given in case (i) of Theorem 8 can be reached from the
(non LU–equivalent) seed state |ψ〉. The corresponding
SEP map is given by {Mk}k∈Z23 , where
Mk =
1
3
(h1 ⊗ h2 ⊗ 1l)S⊗3k . (28)
States of the form given in case (ii) of Theo-
rem 8 can be reached from the (non LU–equivalent)
state g1
w
⊗ h2
w
⊗ h3
w
|ψ〉, where G1 =
(
g1
w
)†
g1
w
=
1
3
∑
k∈{0,w,−w} S
†
k
H1Sk. The corresponding SEP map
is given by {Mk}k∈{0,w,−w}, with
Mk =
1√
3
(h1 ⊗ 1l⊗ 1l)S⊗3k
((
g1w
)−1 ⊗ 1l⊗ 1l) . (29)
Here, we used that S±w commutes with hiw. Hence, all
states given in Theorem 8 can be reached non–trivially,
which completes the proof.
V. EXAMPLE OF A PURE STATE
TRANSFORMATION THAT IS POSSIBLE VIA
SEP BUT NOT VIA LOCC
In the previous section we have characterized all states
reachable via SEP. As SEP reachability is only a nec-
essary condition for LOCC reachability not all of those
states have to be reachable via LOCC. In this section
we will characterize a family of states which is, surpris-
ingly, not reachable via LOCC, although the family is of
the form given in case (i) of Theorem 8 and therefore
reachable via SEP.
In order to characterize this family of states, we first
prove the following lemma.
Lemma 9. Let h = h1 ⊗ h2 ⊗ 1l be such that (up to
permutations) Hi ∈ span {1l, Sui , S−ui, Swi , S−wi} for
i ∈ {1, 2}, where {±u1,±w1,±u2,±w2,0} = Z23 and
none of the coordinates of Hi corresponding to Sui and
Swi is zero. Then, the only possibility to reach a generic
state h |ψ〉 via SEP are SEP transformations where the
initial state is the seed state |ψ〉.
Proof. We have shown in Theorem 8 that states of the
form given in this lemma are reachable via SEP as Eq.
(15) can be solved by choosing ηk = 0 ∀k 6= 0 which
corresponds to a probability distribution pk =
1
9 ∀k. We
will show, that this is the only solution to Eq. (15). This
leads to the fact that the state h |ψ〉 can only be the final
state of a SEP protocol if the initial state is the seed state
|ψ〉 as the map Λ(ρ) = ∑
k
pkS
†
k
ρSk with pk =
1
9 ∀k is
completely depolarizing.
Due to the form of h specified in the lemma and due to
the necessary conditions given in Eq. (22), the following
9quadratic equations in the ηk have to hold:
η±u1η±u2 = η±u1±u2
η±u1η±w2 = η±u1±w2
η±w1η±u2 = η±w1±u2
η±w1η±w2 = η±w1±w2 . (30)
As u1 + u2 6∈ {±u1,±u2}, we have that u1 + u2 ∈
{±w1,±w2}. Consider wlog that u1 + u2 = w2. Thus,
we have that ηu1ηu2 = ηw2 and η−u1ηw2 = ηu2 [see Eqs.
(30)]. Inserting the second equation into the first one one
obtains that either |ηu1 | = 1 or ηw2 = 0 and therefore
ηu2 = 0. Note that as {±u1,±w1,±u2,±w2,0} = Z23
we have that all the independent ηk appear at least once
on the right hand side of Eqs. (30). Thus, it can be easily
seen that for |ηu1 | = 1 it has to hold that |ηk| = 1 for
at least two other independent k. However, |ηk| = 1 for
more than one k would imply that the initial state is LU
equivalent to the final state due to Observation 6. Thus,
we only have to consider the solution ηw2 = ηu2 = 0. It
can be easily shown using again the fact that all the in-
dependent ηk appear at least once on the right hand side
of Eqs. (30) that this implies ηk = 0 ∀k. This solution
corresponds to a probability distribution {pk}k∈Z23 with
pk =
1
9 ∀k. Therefore {pk}k∈Z23 with pk =
1
9 ∀k is indeed
the only way in which Eq. (15) can be solved.
Note that for states of the form given in Lemma 9 it
holds that there exists no Sk ∈ S(|Ψ〉) with k ∈ Z23\{0}
s.t S†
k
HiSk = Hi for i ∈ {1, 2}.
Using the lemma above we can now prove the following
theorem.
Theorem 10. States of the form given in Lemma 9 are
not reachable via a LOCC protocol from some other LU-
inequivalent state (although they can be reached via SEP).
Proof. As proven in Lemma 9, the state h |ψ〉 can only
be the final state of a SEP protocol if the initial state
was the seed state |ψ〉. Therefore also every determin-
istic LOCC protocol transforming a state into the final
state h |ψ〉 has as initial state the state |ψ〉. Using this
result, we will first show that we cannot transform |ψ〉
into h |ψ〉 deterministically in a single round protocol,
i.e., only one party does something nontrivial, commu-
nicates the measurement outcomes to the other parties
and the other parties are allowed to apply LUs. Then we
will show that we cannot reach h |ψ〉 with any (even an
infinitely many round) LOCC protocol.
Let us assume now that we can reach h |ψ〉 = h1⊗h2⊗
1l |ψ〉 via LOCC in one round deterministically [35]. Let
us assume that party 1 does something nontrivial. Then
there has to exist an operator A and unitaries U2, U3
such that A⊗U2⊗U3 |ψ〉 ∝ h1⊗h2⊗1l |ψ〉. However, us-
ing the fact that the symmetries are unitary this implies
that H2 ∝ 1l, which is a contradiction to the assumption.
Obviously, similar arguments can be used to find a con-
tradiction if party 2 or party 3 were the parties applying
nontrivial operations. Hence, we cannot reach h |ψ〉 in
one round deterministically.
We now show that there cannot be a finitely many
round or even infinitely many round LOCC protocol
transforming |ψ〉 into the final state h |ψ〉. Assume that
we can transform the initial state |ψ〉 into h |ψ〉. As we
cannot reach the final state in one single round, as shown
above, it must hold that there exists a round m and a
branch i such that there exists a state |ψi,m〉 different
from the initial state |ψ〉 and the final state h |ψ〉, i.e.,
∃ |ψi,m〉 : |ψi,m〉 6≃LU |ψ〉 , |ψi,m〉 6≃LU h |ψ〉 , (31)
which can be transformed to the final state h |ψ〉, as af-
ter any round m and for any branch i the remaining
(finitely or infinitely many round) part of the protocol
has to transform the state |ψi,m〉 into h |ψ〉 deterministi-
cally. Using Lemma 9, this, however, implies that either
|ψi,m〉 ≃LU |ψ〉 or |ψi,m〉 ≃LU h |ψ〉 which is a contradic-
tion to Eq. (31). Hence, the state h |ψ〉 cannot be reached
via (finitely or infinitely many round) LOCC.
As these transformations can be implemented via SEP
but not via LOCC, this implies the existence of a familiy
of entanglement monotones that can increase under SEP.
In fact the maximum success probability for reaching a
state of the form given in Lemma 9 via LOCC, which
has been shown to be an entanglement monotone [36],
can increase under SEP.
VI. THE MES OF GENERIC THREE QUTRIT
STATES
In this section, we will characterize the states which are
reachable via LOCC. Note that these are all the states
reachable via SEP, characterized in Theorem 8, exclud-
ing those for which we have proven that they are not
reachable via LOCC in Theorem 10.
Theorem 11. A generic state h |ψ〉 is reachable via
LOCC from some other LU-inequivalent state iff (up to
permutations) h = h1⊗h2w⊗h3w for some w ∈ Z23, where
h1 6= h1w.
Proof. Only if: Combining the results of Theorem 8 and
Theorem 10 we get that states reachable via LOCC nec-
essarily have to be of the form given in this theorem.
If: We will prove this direction by explicitly giving
the initial state g |ψ〉 and the LOCC protocol trans-
forming g |ψ〉 into the final state h |ψ〉. We will dis-
tinguish in the following the two different cases: (i)
not both h2w and h
3
w are proportional to the iden-
tity and (ii) h2
w
= h3
w
∝ 1l. For case (i) con-
sider the following LOCC protocol. The parties start
out with the initial state g1
w
⊗ h2
w
⊗ h3
w
|ψ〉, where(
g1w
)†
g1w =
1
3
∑
k∈{0,w,−w} S
†
k
H1Sk. Party 1 measures
{Mk}k∈{0,w,−w}, where Mk = 1√3h1Sk
(
g1w
)−1
. She
communicates the outcome k to party 2 and 3 and they
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apply, depending on k, the unitary Sk. It can be easily
seen that {Mk}k∈{0,w,−w} is a valid POVM. Moreover,
using the fact that hiw commutes with S±w one easily
sees that in every branch of the protocol the parties end
up with the final state h |ψ〉 [37]. For case (ii) the states
can be reached from the corresponding seed state via the
following LOCC protocol. Party 1 implements a POVM
whose elements are given by Mk =
1
3h1Sk where k ∈ Z23.
Then, in case of the measurement outcome k party 2 and
3 apply the unitary Sk. This proves the theorem.
Any generic state which cannot be written as those
given in Theorem 11 is necessarily in the MES. However,
all states which are reachable are reachable from a state
in the MES. This can be easily seen as follows. Except for
states that are (up to particle permutations) of the form
h1 ⊗ h2w ⊗ 1l |Ψ〉 with w ∈ Z23\{0}, h(1) ⊙ h(2) = 0 and
h(2) 6= 0 the corresponding LOCC protocols (and initial
states) are given in the proof of Theorem 11. States of the
form h1⊗h2w⊗1l |Ψ〉 can be reached from the seed state by
implementing the following LOCC protocol. Party 2 im-
plements the POVM {Mk}k∈Z23 whereMk = 13h2wSk and
depending on the measurement outcome the other par-
ties apply Sk (see case (ii) in the proof of Theorem 11).
The resulting state is given by 1l⊗h2
w
⊗ 1l |Ψ〉. Then, the
protocol given for case (i) in the proof of Theorem 11 is
implemented in order to reach the state h1⊗ h2w ⊗ 1l |Ψ〉.
Thus, any state that is reachable can be obtained via
LOCC from a state that can not be written as in The-
orem 11. Therefore, the states which are not reachable
via LOCC constitute the MES for generic three qutrit
states as stated in the following corollary. Note that in
particular the seed state |ψ〉 is contained in MES(3,3,3).
Corollary 12. The MES for generic three qutrit states
is given by MES(3,3,3) = {h1 ⊗ h2 ⊗ h3 |ψ〉}, where h1 ⊗
h2 ⊗ h3 cannot be written as (up to permutations) h1 ⊗
h2w ⊗ h3w for some w ∈ Z23, where h1 6= h1w.
The states in Theorem 11 are characterized by 16 real
parameters implying that the set of reachable states is of
measure zero (as it was the case in the four qubit sce-
nario). Thus, the MES is of full measure. However, we
will now show that most of the states in the MES are
isolated, i.e., they can neither be reached from, nor con-
verted into any other LU-inequivalent, truly tripartite,
d-level entangled state. In order to do so, we will char-
acterize convertible states in the following theorem.
Theorem 13. A generic state g |ψ〉 is convertible via
LOCC to some other LU-inequivalent state iff (up to per-
mutations) g = g1 ⊗ g2w ⊗ g3w, for some w ∈ Z23, where
g1 is arbitrary.
Proof. If: We show that g |ψ〉, where g is of the form
given in the theorem, i.e., g = g1 ⊗ g2w ⊗ g3w, can always
be converted into a LU-inequivalent state h |ψ〉 = h1 ⊗
g2w ⊗ g3w |ψ〉 for some h1. To show this we construct
the LOCC protocol accomplishing this transformation.
Consider {M0,Mw,M−w}, which we will later show is a
valid POVM, where
Mk =
√
pkh1Sk (g1)
−1 ⊗ S⊗2
k
(32)
and where {p0, pw, p−w} is a proper probability distri-
bution, i.e., pk ≥ 0 and
∑
k
pk = 1. It is LOCC as
it can be implemented by party 1 measuring and party
2 and 3 applying (depending on the measurement out-
come) local unitaries S0 or S±w. As g2w (g
3
w) com-
mutes with S±w the protocol indeed transforms g |ψ〉
into h |ψ〉. We now confirm that for any g we can find h
and {p0, pw, p−w} such that {M0,Mw,M−w} is a valid
POVM, i.e.
∑
k
M †
k
Mk = 1l. This is equivalent to
p0H1 + pwS
†
wH1Sw + p−wS
†
−wH1S−w = G1, (33)
which is fulfilled iff [see Eq. (24)]
ηuh
(1)
u = g
(1)
u ∀u. (34)
Note that here η0 = ηw = η−w = 1 as there are only
three non vanishing probabilities p0, pw, and p−w. Let
us first consider the case where g1 = g
1
w
. As we have
seen in the proof of Theorem 11 we can transform this
state to states of the form h1 ⊗ g2w ⊗ g3w |ψ〉 by choosing
p0 = pw = p−w = 13 . Let us now consider the case where
g1 6= g1w. Obviously, we can find an operatorH satisfying
the condition given in Eq. (34). However, we have to
make sure that H corresponds to a valid state, i.e., H is
positive. To see that this is always possible consider a
probability distribution {p0, pw, p−w} with p0 = 1 − 2ǫ3 ,
pw =
ǫ
3 , p−w =
ǫ
3 , where ǫ > 0. With this probability
distribution we obtain ηu = 1 − ǫ ∀u with u 6= 0,±w.
This choice of the probabilities increases the components
of the initial state g
(1)
u ∀u with u 6= 0,±w by a factor
of 11−ǫ . Note that the expression for the eigenvalues of
the operator H is continuous in ǫ. Using this as well
as the fact that the operator G is strictly positive, we
obtain that given any state g |ψ〉 of the form above, there
is always a probability distribution {p0, pw, p−w} which
leads to a small enough ǫ such that H still corresponds
to a valid state. Hence, states of the form given in the
theorem are convertible via LOCC.
Only if: We now show that convertible states are neces-
sarily of the form given in the theorem. Due to Theorem
11 we know that reachable states have to be of the form
h |ψ〉 with h = h1⊗h2w⊗h3w for hiw ∈ span {1l, Sw, S−w}
and h1 6= h1w. Thus any LOCC-convertible state g |ψ〉
can only be converted into states of this form. By insert-
ing Hi (Gi) expressed in the generalized Pauli matrices
{Sk}k as in Eq. (9) into the necessary condition for SEP
inter-convertibility given in Eq. (16) we obtain
ηkh
(i)
k
= g
(i)
k
∀k. (35)
Hence, a component of Gi can only be non vanishing
if the corresponding component of Hi is non vanishing.
Thus, g has to be of the form given in the theorem, i.e.,
g = g1 ⊗ g2w ⊗ g3w, which completes the proof.
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Note that the set of convertible states via LOCC co-
incides with the set of convertible states via SEP. This
is due to the fact that for any state that is reachable via
SEP (see Theorem 8) it has been shown that they can
only be reached via SEP from the seed states or from
a state of the form given in Theorem 13 (see proof of
that theorem). As mentioned above, the MES is of full
measure. However, with Theorem 13 we see that only
a subset of the states in the MES are states which are
convertible. They constitute a family defined by 10 real
parameters of the form g1w⊗g2w⊗g3w |ψ〉 for some w ∈ Z23
where no gi
w
∝ 1l (except for the seed state). Note that
all other states in the MES are isolated, i.e., they can
neither be reached from, nor converted to any other LU-
inequivalent state via LOCC. Although the MES is of full
measure, the subset of non-isolated states, which are the
physically more relevant ones, is of measure zero (as it
was the case in the four qubit setting).
VII. CONCLUSION AND OUTLOOK
In this paper we characterized the MES for generic
three qutrit states. It turns out that as in the generic
four qubit case deterministic LOCC transformations are
hardly ever possible and almost all states are isolated.
We identified the zero measure subset of convertible
states in the MES. These states are the most relevant
ones for deterministic entanglement manipulation.
In order to characterize the MES we studied first
reachability under deterministic SEP transformations.
Interestingly, we found a family of pure states that
can only be reached via SEP from the corresponding
seed state. We showed that this implies that these
transformations can not be implemented via LOCC
(even if one allows for infinitely many rounds of com-
munication). Up to our knowledge these are the first
examples of transformations among pure states that
can be accomplished via SEP but not via LOCC. The
existence of these transformations implies that the max-
imum success probability of reaching the final state of
the transformation via LOCC, which is an entanglement
monotone [36], increases under SEP [38].
As the possibility for deterministic LOCC transforma-
tion is very rare it would be interesting to study the
multi-copy case as well as the use of catalysts in order to
see whether isolation still remains a generic feature. An-
other interesting question would be to consider ǫ-LOCC
transformations, i.e., allowing for a small deviation
in the final state. Our study of deterministic LOCC
transformations and the tools used in this paper also
open the way to determine the entanglement measures
introduced in [26] for generic three qutrit states.
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Appendix: Symmetries of the three qutrit seed
states
In this appendix, we will calculate the symmetries of
the generic three qutrit seed state |ψ〉 given in Eq. (4).
Note that some parameter choices in the seed state are
excluded as discussed in Section III. In order to improve
readability we recall here Lemma 2.
Lemma 2. Let |ψ〉 be a generic three qutrit seed state.
The symmetries of |ψ〉 are given by the so-called gener-
alized Pauli matrices,
S(|ψ〉) ={1l⊗33 , (X)⊗3, (X2)⊗3, (Z)⊗3, (Z2)⊗3,
(XZ)⊗3, (XZ2)⊗3, (X2Z)⊗3, (X2Z2)⊗3
}
,
(A.1)
where
X =

0 1 00 0 1
1 0 0

 and Z =

1 0 00 exp i 2π3 0
0 0 exp i 4π3

 .
(A.2)
Proof. To prove this Lemma we will assume that S is a
symmetry of a generic seed state |ψ〉. We will write S in
terms of local operators as S = A⊗B⊗C with A,B,C ∈
GL(3,C). The condition for S to be a symmetry is given
by
A⊗B ⊗ C |ψ〉 = |ψ〉 . (A.3)
In the following, we will denote the matrix elements of A,
B, and C in the computational basis by Aij , Bij , or Cij
respectively. We will now derive necessary conditions for
A⊗B⊗C to be a symmetry. Later on we will use these
necessary conditions to prove that (up to normalization
of A, B, and C) for generic seed states only S⊗3
k
, where
Sk denotes the generalized Pauli matrices, can be sym-
metries. Let us introduce the following bipartite states
for party 2 and 3:
|φ1〉 = c∗ |12〉 − b∗ |21〉
|φ2〉 = c∗ |20〉 − b∗ |02〉
|φ3〉 = c∗ |01〉 − b∗ |10〉
|φ4〉 = a∗ |12〉 − b∗ |00〉
|φ5〉 = a∗ |20〉 − b∗ |11〉
|φ6〉 = a∗ |01〉 − b∗ |22〉
|φ7〉 = a∗ |21〉 − c∗ |00〉
|φ8〉 = a∗ |02〉 − c∗ |11〉
|φ9〉 = a∗ |10〉 − c∗ |22〉 . (A.4)
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Note that they are all orthogonal to the seed state |ψ〉,
i.e., for all i we have 23 〈φi| ψ〉123 = 0. Projecting Eq.
(A.3) onto the states |φi〉23 yields
A⊗ 23 〈φi|B ⊗ C |ψ〉123 ∝ 23 〈φi| ψ〉123 = 0 ∀i, (A.5)
which is equivalent to
23 〈φi|B ⊗ C |ψ〉123 = 0 ∀i, (A.6)
as A is an invertible operator. Note that Eq. (A.6) is
a set of 9 vector equations which are linear in entries of
each of the matrices B and C and quadratic in the seed
parameters a, b, and c. As the equations are linear in the
entries of C, we can write these equations as
X

c0c1
c2

 , (A.7)
where cTi is the ith row of the matrix C. Note that X is
of a special form as it can be written as
X =


0 −bM2 cM1
cM2 0 −bM0
−bM1 cM0 0
−bM0 0 aM1
aM2 −bM1 0
0 aM0 −bM2
−cM0 aM2 0
0 −cM1 aM0
aM1 0 −cM2


(A.8)
with
Mi =

a c bb a c
c b a

⊙

Bi0 Bi2 Bi1Bi2 Bi1 Bi0
Bi1 Bi0 Bi2

 . (A.9)
This leads to the following set of equations (excluding the
non-generic choices for the seed parameters where a = 0,
b = 0, or c = 0)
M0c1 =
b
c
M1c0 M1c1 =
a
b
M2c0 M2c1 =
c
a
M0c0
M0c2 =
c
a
M1c1 M1c2 =
b
c
M2c1 M2c2 =
a
b
M0c1
M0c0 =
a
b
M1c2 M1c0 =
c
a
M2c2 M2c0 =
b
c
M0c2.
(A.10)
Note that the three vectors c0, c1, and c2 form a basis
of C3 as the matrix C is invertible. Together with the
set of equations given in Eq. (A.10) we have that ei-
ther all matricesMi are invertible or none of them is. To
see this note that range(Mi) = span {Mib0,Mib1,Mib2},
where {b0, b1, b2} is an arbitrary basis. Hence, using
the fact that {c0, c1, c2} forms a basis and using the
equations given in Eq. (A.10) we have range(M0) =
range(M1) = range(M2). In particular, we have that
rk(M0) = rk(M1) = rk(M2), where rk denotes the rank.
Hence, either all of them are invertible (have full rank)
or none of them is. In the following, we will distinguish
these two cases.
(a) None of the matrices Mi is invertible.
(b) All of the matrices Mi are invertible.
Let us first consider case (a). We will make use of
the adjugates of the matrices Mi which are denoted by
adj(Mi). Note that the adjugate of a matrix is always
defined and can be constructed by calculating the mi-
nors of the matrix independently of whether a matrix is
invertible or not. In case of the matrices Mi we have
adj(Mi) =

a
2Bi1Bi2 − bcB2i0 b2Bi0Bi1 − acB2i2 c2Bi0Bi2 − abB2i1
c2Bi0Bi1 − abB2i2 a2Bi0Bi2 − bcB2i1 b2Bi1Bi2 − acB2i0
b2Bi0Bi2 − acB2i1 c2Bi1Bi2 − abB2i0 a2Bi0Bi1 − bcB2i2

 . (A.11)
Using that adj(Mi)Mi = det(Mi)1l together with Eq.
(A.10) and using the fact that {c0, c1, c2} forms a ba-
sis it has to hold that
adj(Mi)Mj = 0, (A.12)
where i, j ∈ {0, 1, 2} and i 6= j. Excluding the cases
where a3 + b3 + c3 = 0 or
(
a3 + b3 + c3
)3
= (3abc)3 we
find that the equations we get by requiring that for all
i we have det(Mi) = 0 together with the equations we
get by taking the traces over Eq. (A.12) contradicts the
assumption that B is invertible. It is thus, furthermore,
a contradiction to the assumption that S is a symmetry.
Let us now consider case (b), where all matricesMi are
invertible. We can thus multiply the first (second, third)
three equations in Eq. (A.10) with M−10 (M
−1
1 , M
−1
2 )
from the left respectively. As the vectors ci form a basis,
we can conclude that there exists a basis transformation
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T such that
TM−10 M1T
−1 =

0 0
b
a
c
b
0 0
0 a
c
0

 , (A.13)
and the matrices TM−11 M2T
−1 and TM−12 M0T
−1 are
matrices where the non vanishing entries of the matrix
given in Eq. (A.13) are cyclically permuted. Note that
the eigenvalues of these matrices are 1, ei
2pi
3 , and e−i
2pi
3 .
This implies that the eigenvalues of the matricesM−10 M1,
M−11 M2, and M
−1
2 M0 are, independently of the normal-
ization of B and independently of the seed parameters,
also 1, ei
2pi
3 , and e−i
2pi
3 . Using the special form of the
matricesMi in the computational basis and imposing the
known form of the characteristic polynomial of M−1i Mj
(as we know the eigenvalues), one obtains a set of equa-
tions for the entries of B independently of the entries of
C. The conditions imposed on the matrix elements of
B by these equations are necessary for the matrix B to
be part of a symmetry. Excluding the parameter choices
a3 + b3 + c3 = 0 and
(
a3 + b3 + c3
)3
= (3abc)3 the equa-
tions lead to one of the following two cases. We find that
either, in case (b1), six of the entries in B have to van-
ish while the remaining ones are (normalizing the matrix
to det(B) = 1) taken out of the set
{
1, ω, ω2
}
, where
ω = ei
2pi
3 or, in case (b2), the matrix B is (normalizing
the matrix to B00 = 1) one of the following 162 candi-
dates

 1 ω
i ωj
ωk ωk+i+m ωk+j+2m
ωl ωl+i+2m ωl+j+m

 , (A.14)
where i, j, k, l ∈ {0, 1, 2} and m ∈ {1, 2}.
Let us first consider the case where B is of the form
given in case (b1). Excluding the parameter choices
a9 = b9, a9 = c9, and b9 = c9, using Eq. (A.6), and
assuming that B is of the form given in case (b1) we have
that C ∝ B and that only the generalized Pauli matrices
remain as possible symmetries. It remains to derive the
form of A. It is straightforward to verify that whenever
A⊗ B ⊗ C |ψ〉 ∝ |ψ〉, we also have B ⊗ C ⊗ A |ψ〉 ∝ |ψ〉
due to the fact that |ψ〉 exhibits a cyclically particle per-
mutation symmetry. Using this we find that in case (b1)
S = A ⊗ B ⊗ C ∈ {S⊗3i }i, where Si are the general-
ized Pauli matrices. Furthermore, it is straightforward
to verify that they actually are symmetries of the seed
state.
Let us now consider the case where B is one of the
candidates given in case (b2) [see Eq. (A.14)]. Let us first
derive necessary conditions for the entries of the matrix
C. Obviously, the same arguments as above apply to
derive necessary conditions for the matrix C. Thus, also
C has to be of one of the forms we derived for B, i.e.,
either six of the entries in C vanish or C is one of the
candidates given in Eq. (A.14). The former cannot be
the case as this, as we have seen before, leads to the fact
that B ∝ C contradicting the assumption that B is of the
form given in case (b2). Hence, also C has to be one of
the candidates given in Eq. (A.14). Using Eq. (A.6) it is
now straightforward to verify that none of the candidate
combinations for matrices B and C turns out to be a
symmetry as long as the parameter choices a3 = b3, a3 =
c3, b3 = c3, a+ b+ c = 0, a+ωb+ c = 0, a+ω2b+ c = 0,
a + b + ωc = 0, a + b + ω2c = 0, a + ωb + ω2c = 0,
a + ω2b + ωc = 0, ab + bc + ca = 0, ab + ωbc + ca = 0,
ab+ ω2bc+ ca = 0, ab+ bc+ ωca = 0, ab+ bc+ ω2ca =
0, ab + ωbc + ω2ca = 0, and ab + ω2bc + ωca = 0 are
excluded. Hence, we get no additional symmetries in
case (b2). This proves the lemma.
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