Abstract. The present paper is a continuation of the earlier work of the author. Here we study the rate of convergence of certain Durrmeyer type operators for function having derivatives of bounded variation.
Introduction.
The integral modification of the well-known Bernstein polynomials was introduced by Durrmeyer [2] . Derriennic [1] established some direct results in ordinary and simultaneous approximation for the Durrmeyer operators. The rate of convergence of the Durrmeyer operators was studied by Zeng and Chen [6] . Very recently Gupta et al. [3] considered a family of Durrmeyer type operators P n,r (f, x) defined in the following way. Let p n,k (x) = n k x k (1 − x) n−k . Then where r, n ∈ N 0 with r ≤ n and for any a, b ∈ N 0 , a b = a(a−1) · · · (a−b+1), a 0 = 1 is the falling factorial. One can notice that the family P n,r (f, x), as a particular case (r = 0), contains the sequence P n,0 (f, x) introduced by Srivastava and Gupta in [5] . The rate of convergence of functions of bounded variation of the Bézier variant of the special case of these operators was obtained by Gupta and Maheshwari in [4] .
The operators P n,r (f, x) also admit the integral representation
where the kernel K n,r (x, t) is given by
Here, δ(t) denotes the Dirac delta function.
The aim of the present paper is to extend the study on the operators P n,r (f, x). Here we study the rate of convergence for these operators for functions having derivatives of bounded variation. We also present a corollary in the end, which gives the result in simultaneous approximation.
Auxiliary results.
In the sequel we shall need several lemmas. First we will study the moments of the operators P n,r (f, x). For this purpose we define for any m ∈ N 0
Lemma 1 ([3]). The following claims hold:
(i) For any r, m ∈ N 0 and x ∈ [0, 1], the recurrence relation is satisfied
where, for m = 0, we denote T n,r,−1 (x) = 0.
(ii) For all r ∈ N 0 and x ∈ [0, 1],
(iii) For all r, m ∈ N 0 and x ∈ [0, 1],
Lemma 2 ([3]).
For any r, s ∈ N 0 and x ∈ [0, 1],
Remark 1. For n sufficiently large and x ∈ (0, 1), it can be seen from Lemma 1, that
for any C > 2.
We denotê
δ(t) denotes the Dirac delta function.
Remark 2.
For n sufficiently large and x ∈ (0, 1), it can be seen from Schwarz inequality and Remark 1, that
Lemma 3 ([3])
. Let x ∈ (0, 1) and C > 2, then for n sufficiently large, we have
3. Rate of convergence. By DB(0, 1), we denote the class of absolutely continuous functions f defined on (0, 1) which have a derivative f on the interval (0, 1), coinciding a.e. with a function which is of bounded variation on every finite subinterval of (0, 1). It can be observed that all functions f ∈ DB(0, 1) possess for each c > 0 the representation
In this section, we prove the following main theorem. Theorem 1. Let f ∈ DB(0, 1), and x ∈ (0, 1). Then for C > 2 and n sufficiently large, we have
where b a f (x) denotes the total variation of f x on [a, b], and f x is defined by
Proof. Using the mean value theorem, we can write
Also, we use the identity
where
Obviously, we have
Thus, using above identities, we can write
Also, it can be verified that
1/2 and (3)
Combining (1)- (3), we have
Making use of Remark 1 and Remark 2 in (4), we have
On the other hand, we have
Collecting the estimates (5)- (7), and using the fact that (1−x) 2 +x 2 ≤ 1, we get the required result. This completes the proof of Theorem 1.
Furthermore, as a corollary of Theorem 1, if we take into account the differential formula given by Lemma 2 we can easily prove the following result for the derivatives of the operators P n,r . Corollary 1. Let f (s) ∈ DB(0, 1), and x ∈ (0, 1). Then for C > 2 and n sufficiently large, we have (n + r + s) r+s n r+s D s P n,r (f, x) − f (s) (x) 
