The modeling of wave breaking dissipation in coastal areas is investigated with a fully nonlinear and dispersive wave model. The wave propagation model is based on potential flow theory, which initially assumes nonoverturning waves. Including the impacts of wave breaking dissipation is however possible by implementing a wave breaking initiation criterion and dissipation mechanism. Three criteria from the literature, including a geometric, kinematic, and dynamic-type criterion, are tested to determine the optimal criterion predicting the onset of wave breaking. Three wave breaking energy dissipation methods are also tested: the first two are based on the analogy of a breaking wave with a hydraulic jump, and the third one applies an eddy viscosity dissipative term. Numerical simulations are performed using combinations of the three breaking onset criteria and three dissipation methods. The simulation results are compared to observations from four laboratory experiments of regular and irregular waves breaking over a submerged bar, irregular waves breaking on a beach, and irregular waves breaking over a submerged slope. The different breaking approaches provide similar results after proper calibration. The wave transformation observed in the experiments is reproduced well, with better results for the case of regular waves than irregular waves. Moreover, the wave statistics and wave spectra are predicted well in general, and in particular for regular waves. Some differences are observed for irregular wave cases, in particular in the low-frequency range. This is attributed to incomplete absorption of the long waves in the numerical model. Otherwise, the wave spectra in the range [0.5fp, 5fp] are reproduced well, before, inside, and after the breaking zone for the three irregular wave experiments.
Introduction
As ocean waves propagate toward the shore, they evolve under the effects of a variety of physical processes, among which shoaling, refraction and breaking have dominant roles. Accurate modeling of these processes requires a mathematical approach that properly reproduces both dispersive and nonlinear effects. One option is to use Computational Fluid Dynamics (CFD) codes solving the Navier-Stokes equations to simulate the physical processes in detail, but this approach is computationally expensive and can be applied at local scales only.
Another faster method consists in solving approximate equations, such as one form of the Boussinesq or Serre-Green-Naghdi equations. However, these mathematical systems are unable to retain the complete dispersive and nonlinear properties of the water wave problem.
Extension of the Nonlinear Schrödinger equations (Dysthe, 1979; Kharif and Pelinovsky, 2003) can be used to capture nonlinearity and dispersion for narrow-banded sea-states. A more general approach consists in solving a fully nonlinear and dispersive potential flow model, which can be reformulated as the Zakharov equations (Zakharov, 1968; Craig and Sulem, 1993) . This approach resolves the potential flow problem by advancing in time free surface quantities only. Several approaches can be considered to solve the Zakharov equations, such as the Hamiltonian Coupled-Mode Theory (or HCMT) method (Athanassoulis and Papoutsellis, 2017; Papoutsellis et al., 2018a) , the extension of the high-order spectral (or HOS) method to variable bottom cases (Gouin et al., 2016) , or the direct use of finite difference schemes (Bingham and Zhang, 2007) . Other commonly applied approaches for solving the fully nonlinear potential flow problems are, for example, the Boundary Element Method (Longuet-Higgins and Cokelet, 1976; Dold and Peregrine, 1986; Grilli et al., 1989; Dold, 1992) , the Finite Element Method (Wu and Eatock Taylor, 1994) , the Quasi-Arbitrary Lagrangian Eulerian Finite Element Method (Ma and Yan, 2006) , the Spectral Element Method (Engsig-Karup et al., 2016) and the Spectral Boundary Integral Method (Fructus et al., 2005; Wang and Ma, 2015) .
In this study, a spectral approach is applied in the vertical direction using Chebyshev polynomials, following Tian and Sato (2008) . This approach is accurate and converges quickly as a function of the number of polynomials used, as previously demonstrated (Yates and Benoit, 2015; Raoult et al., 2016; Benoit et al., 2017) . One limitation of the Zakharov equations is the assumption of a non-overturning free surface, which precludes direct modeling of wave breaking. In order to overcome this limitation, some of the effects of wave breaking can be simulated by incorporating a term in the dynamic and/or kinematic free surface boundary conditions dissipating energy during wave breaking.
Several approaches have been developed to model wave energy dissipation after a criterion detects the onset of breaking. Among the different criteria used, the most common approaches are based on considering: the angle of the wave front (Schäffer et al., 1993) , the vertical velocity at the free surface (Kennedy et al., 2000; Kurnia and van Groesen, 2014) , a combination of both (Kazolea et al., 2014) , or the relative trough Froude number (Okamoto and Basco, 2006) . Wave breaking can also be detected by computing the ratio of the horizontal wave crest particle velocity over wave phase speed, also defined as the energy flux velocity at the crest divided by crest velocity by Barthelemy et al. (2018) .
Following the detection of the onset of wave breaking, several different dissipation mechanisms can be applied by adding a term to the dynamic free surface boundary condition. Over the specified spatial extent of wave breaking, the wave energy dissipation can be calculated using a surface roller model (Schäffer et al., 1993 ), a vorticity model (Svendsen et al., 1978) , an eddy viscosity model (Kennedy et al., 2000; Kurnia and van Groesen, 2014; Papoutsellis et al., 2018b Papoutsellis et al., , 2019 , or by analogy with a hydraulic jump (Guignard and Grilli, 2001; Grilli et al., 2019; Papoutsellis et al., 2019) . These mechanisms require parameterizing both the definition of the onset of wave breaking and the intensity and spatial extent of the applied dissipation.
In this work, three wave breaking criteria and three dissipation mechanisms are implemented in a numerical code solving the Zakharov equations (code whispers3D). This work builds on previous work using the wave model presented in Simon et al. (2018) which has been extended with additional breaking criteria and dissipation mechanisms, as well as additional irregular wave breaking cases. It also builds on a similar fully nonlinear and dispersive potential model (Papoutsellis et al., 2019) solving the same mathematical model (Zakharov equations) , but using the HCMT approach. The focus of the current study is to evaluate the accuracy of the breaking criteria and wave energy dissipation mechanisms in reproducing the propagation and transformation of irregular waves over various types of coastal bathymetries. The simulation results are compared to four sets of experimental measurements confirming the applicability of the proposed modeling strategies, both for regular and irregular wave conditions.
Mathematical modeling and numerical methods

Overview of the system of equations
For an inviscid and homogeneous fluid of constant density, potential flow theory can be used if the flow is assumed irrotational. In the following, the domain is restricted to two dimensions in the vertical plane (x, z) , with x the horizontal axis and z the vertical axis (positive upward), with z = 0 at the still water surface. In this case, the velocity vector u(x, z, t) = (u, w) can be expressed as the gradient of the velocity potential Φ(x, z, t): u = ∇Φ = (∂xΦ, ∂zΦ). The velocity potential must then satisfy the Laplace equation in the fluid domain: ∆Φ = Φxx + Φzz = 0. The Laplace equation is supplemented with boundary conditions at the free surface, bottom, and lateral boundaries. The seabed, z = −h(x), is considered impermeable, fixed and smooth, such that:
(1)
The free surface, z = η(x, t), is continuous and assumed non-overturning. At the lateral boundaries, Dirichlet or Neumann boundary conditions are defined. After assuming uniform atmospheric pressure at the free surface (by convention set to 0), and defining the velocity potential at the free surface as ψ(x, t) := Φ(x, z = η(x, t), t), the nonlinear free surface boundary conditions are formulated as the so-called Zakharov equations (Zakharov, 1968; Craig and Sulem, 1993) :
where W (x, t) is the vertical velocity at the free surface W (x, t) = ∂zΦ(x, z = η(x, t), t), and g is the acceleration of gravity. Eqs.
(2)-(3) only involve free surface variables, depending on x and t. To integrate these equations in time, a Dirichletto-Neumann (DtN) problem must be solved to determine W from (η, ψ), as described in Yates and Benoit (2015) , Raoult et al. (2016) and Benoit et al. (2017) and summarized in the next subsection.
Numerical solution of the DtN problem with a spectral method
The DtN problem to be solved, at a given time t, is a Laplace boundary value problem (BVP) for the potential Φ in the fluid domain, composed of:
completed by lateral boundary conditions. A numerical code, called whispers3D, is being developed at Centrale Marseille and the Irphé laboratory to solve the above BVP problem Eqs. (4)-(6) and to march Eqs.
(2)-(3) in time. It combines high-order finite difference schemes to approximate the horizontal derivatives with a spectral method in the vertical direction using the Chebyshev-tau approach, following the work of Tian and Sato (2008) and Yates and Benoit (2015) . With this method, the velocity potential is approximated using a linear combination of Chebyshev polynomials of the first kind, Tn(s), n = 0, 1, ..., N T for s ∈ [−1, 1]:
where s is a scaled vertical coordinate, varying from −1 at the bottom to +1 at the free surface:
and N T is the maximum order of the Chebyshev polynomials used in the approximation. In the following simulations, N T is set to 7, which was found to be a good compromise between computational speed and accuracy for non breaking cases (Yates and Benoit, 2015; Raoult et al., 2016) and which was verified also for breaking cases. The BVP problem (4)-(6) is first reformulated in the (x, s) coordinate system, then the approximation of the velocity potential, Eq. (7), is inserted in these equations. After applying a Galerkin-like approach in the vertical direction to the Laplace Eq. (4) and using the orthogonality properties of the Chebyshev polynomials, in combination with the two boundary conditions (Eq. (5) at the free surface, s = +1, and Eq. (6) at the bottom, s = −1), a linear system of N T + 1 equations with unknowns an(x), n = 0, 1, ..., N T is formed. In the current version of whispers3D, this system is solved using a GMRES algorithm with Incomplete L-U preconditioning. Once the an coefficients are known, the vertical velocity at the free surface is readily obtained as:
and Eqs.
(2)-(3) are integrated in time using an explicit third-order strong stability preserving Runge-Kutta scheme (SSP-RK(3, 3)) with constant time step (Gottlieb, 2005) . At the left boundary, incident waves are generated by reconstructing η and ψ from a measured wave signal (for instance, a wave gauge from experiments) by decomposing it as a sum of independent sinusoidal waves using linear wave theory. A relaxation zone adjacent to the lateral boundary progressively imposes the incident wave conditions in the domain, while absorbing reflected waves propagating toward the boundary. At the opposite end of the domain, an absorbing relaxation zone forces the solution of η and ψ to 0 with a progressive transition in space to dampen waves and limit wave reflections.
Modeling wave breaking
Pursuing preliminary developments made in whispers3D (Simon et al., 2018) , wave breaking is modeled with a combination of two steps. In the first step, a breaking criterion detects the onset (and possibly termination) of wave breaking. In the second step, the wave energy dissipation is simulated using a mechanism that computes a dissipative term D that is added to the dynamic free surface boundary condition, Eq. (3).
Wave breaking detection criteria
In this work, three of the most studied wave breaking onset criteria are tested. The first type of criteria is geometric and uses the slope of the wave front to initiate wave breaking (Schäffer et al., 1993) . Wave breaking is activated when the angle of the wave slope with the horizontal, denoted β (see Figure 1 ), exceeds a threshold value: β i . In the literature, the value of β i ranges from 14 • to 38 • , depending on the type of breaking (e.g. plunging, spilling) and the local bottom slope (Okamoto and Basco, 2006) . Using a Boussinesq-type model, Cienfuegos et al. (2010) showed that the calibration of this criterion depends on the wave field, and they recommended using β i between 28 • and 32 • for spilling breakers, and between 35 • and 36 • for plunging breakers. The slope angle can also be used to stop the dissipation when wave breaking terminates. The angle of termination, denoted β t , is usually set to approximately 10 • (Schäffer et al., 1993; Cienfuegos et al., 2010) .
The second type of criteria is kinematic. The wave breaking onset criterion uses the ratio between the normal velocity ∂ t η on the wave front over the corresponding wave speed in shallow water √ gh. Breaking is initiated when ∂ t η/ √ gh > γ i and is terminated when ∂ t η/ √ gh < γ t for a breaking wave. The parameters γ i and γ t are calibrated with the experimental data (Okamoto and Basco, 2006; Kurnia and van Groesen, 2014) , although authors using these parameters do not mention how to select values depending on the wave field or type of breaking. The most commonly used thresholds to detect breaking are γ i ∈ [0.35, 0.65] (Kennedy et al., 2000; Kazolea et al., 2014) . Termination threshold values are usually around γ t ≈ 0.15 (Kennedy et al., 2000; Kurnia and van Groesen, 2014) . A series of tests showed little sensitivity of the results to parameters varying in the recommended interval.
The third type of criteria is dynamic and is based on the local energy flux velocity recently presented in Barthelemy et al. (2018) . For two dimensional flows, this breaking criterion can be reduced to a dynamical criterion: Bx = u 1 (xc, t)/C, where C is the (local) crest velocity, xc the position of the crest, and u 1 the horizontal orbital velocity at the crest. Wave breaking is detected when Bx = u 1 (xc, t)/C > σ i . Kurnia and van Groesen (2014) proposed σ i ∈ [0.7, 1], whereas Barthelemy et al. (2018) suggest that breaking occurs when Bx is larger than [0.85, 0.86] for waves in deep and intermediate water depths. The same authors expect a similar range of values to be valid for shallow water conditions. Saket et al. (2017) re-examined this threshold experimentally using thermal image velocimetry, and they reduced the proposed range of σ i to 0.84 ± 0.016. However, recent work concluded that the wave breaking onset should be Bx > 0.90 for intermediate water wave groups specifically generated to produce fewer spurious free waves (Hasan et al., 2019) . Figure 1 presents the characteristics of a breaking wave with celerity C. hc is the water depth under the crest located at xc, h t is the depth under the front trough at x t , H is the wave height, and β is the angle of the slope of the wave front relative to the horizontal. The interval [x b , x f ] is the zone of energy dissipation, as defined by Guignard and Grilli (2001) .
Figure 1
Definition sketch of geometric and kinematic parameters used to detect breaking waves, adapted from Guignard and Grilli (2001) 
Wave energy dissipation mechanisms
Once the onset of wave breaking is detected, a dissipation term is applied over a defined spatial extent of the breaking wave. Three dissipation mechanisms are considered here, all relying on adding a dissipation term, denoted D, to the right-hand-side of Eq. (3). The first method (denoted HJ in the following) uses an analogy with a hydraulic jump propagating over a flat bottom to estimate a pressure term D = −P surf /ρ, with ρ the water density (Guignard and Grilli, 2001; Grilli et al., 2019) . The zone where the pressure is applied extends on both sides of the breaking wave crest between x f and x b (see Figure 1 
with (∂nΦ) min and (∂nΦ)max the minimum (respectively maximum) value of ∂nΦ in the back (respectively front) of the wave (Figure 1 ) and a small threshold value (for instance, = 10 −5 in Guignard and Grilli (2001) ). The normal derivative of the potential Φ at the free surface is:
where n is the normal vector (non-unit) to the free surface. The pressure P surf , non-zero in the breaker zone [x f , x b ], is computed as:
where S(x) is a function ensuring a smooth spatial transition in areas where breaking dissipation is applied. It varies sinusoidally from 0 to 1 at the defined limits [
is defined depending on the case, and α = 0.1 is used here, as suggested by Guignard and Grilli (2001) ). The absorption coefficient, ν b , is defined as:
where µ is a coefficient controlling the magnitude of the dissipation. Svendsen et al. (1978) recommend selecting values close to 1.5 for µ. Π jump is the power dissipated in a turbulent bore (Lamb, 1932) , adapted by Guignard and Grilli (2001) as:
The second method (denoted HJf) is a variation of the HJ method, tested by Papoutsellis et al. (2019) and here. It consists in reducing the defined spatial extent of the wave breaking dissipation zone to the wave front, from the wave crest xc to the wave front x f . In order to keep this method stable, a linear transition increasing from 0 to 1 over 8 time steps was used to add progressively in time the term D = −P surf /ρ to Eq. 3. This temporal transition reduced the occurrence of instabilities appearing with the abrupt addition of P surf , without impacting significantly the simulated wave energy dissipation. Figure 2 shows the spatial extent and variation of P surf for the first identified breaking wave of the simulations in section 3.2.
The third dissipation method uses an eddy viscosity model to dissipate energy due to wave breaking. This method, denoted EVM, was developed by adding a dissipation term based on the tangential velocity at the surface to the momentum equations in Boussinesq-type models. For example, in their model, Kennedy et al. (2000) compute the dissipation term R as:
where (15) is derived by imposing the additional condition that the total wave momentum should be conserved for waves propagating over a flat bottom. The term ∆ = δ 2 B(∂ t η) controls the breaking process, and δ determines the magnitude of the dissipation (Kennedy et al., 2000; Kurnia and van Groesen, 2014) . δ is typically chosen in the interval [0.9, 1.5] and calibrated to match experimental measurements. The function B depends on ∂ t η and varies between 0 and 1 in time and space controlling the initiation and termination of the breaking process by replacing N by ∂ t η in the formula:
The parameter N * varies in time from an initial value N i to a final value N f , following the linear relation:
Here, t i is the initial time of breaking of the considered wave, and T * is the transition time. The values N i and N t depend on the breaking criterion, and Kennedy et al. (2000) proposed using N i = γ i √ gh, N t = γ t √ gh and a transition time T * = 5 g/h. The computed dissipation is only non-zero along the breaking wave between the wave crest and the preceding trough. When extending the EVM method to a momentum equation based on potential flow, the added dissipative pressure must satisfy ∂xD = R. In order compute D, Eq. (15) is integrated in space using a two-step Adams-Bashforth method. An example of the dissipation computed by EVM is presented in Figure 2 . The spatial extent of the applied dissipation using the EVM method is smaller than those defined using HJ and HJf because of the influence of the function B.
When computing the breaking criterion, u 1 /C > σ i , or the dissipation term with the HJ or HJf methods, an accurate estimation of the wave phase speed C is needed. Here, a partial Hilbert transform (Stansell and MacFarlane, 2002; Kurnia and van Groesen, 2014 ) is used to determine the instantaneous wave number k in the whole domain and to evaluate the crest speed using the linear dispersion relation:
To compute k, the partial Hilbert transform of the free surface elevation is used with respect to x, which is defined by: where p.v. is the Cauchy principal value of the integral. The Hilbert transform is used to express the phase function, which allows computing the wave number as:
in turn used to compute the local wave celerity using Eq. (18).
Results
General presentation of the simulated experiments
The implementation of breaking models in whispers3D was tested with four sets of laboratory experiments: regular (3.2) and then irregular waves (3.3), breaking over a submerged bar (Beji and Battjes, 1993) , irregular waves breaking on a plane beach slope (Mase and Kirby, 1992) (3.4), and finally irregular waves breaking over a submerged sloping bed (Adytia et al., 2018) (3.5). Details of the simulation parameters, including the time step, ∆t, grid size, ∆x, size of the domain, length of the relaxation and absorption zones, total simulation time, and CPU time are summarized in Table 1 . The simulations were run on a laptop equipped with an Intel Core i7-4710MQ (2.5 to 3.5 GHz), 16 Go DDR3 RAM and a 6 GB/s SATA3 SSD Drive running on Windows 10. The simulations are named after the combination of breaking criterion and dissipation method used, for example: simulation HJ-β uses the criterion 'β' (the slope of η) to activate the dissipation method HJ.
Results are presented by comparing time series of the free surface elevation as shown in Figure 3 , 6, 9 and 12. Wave characteristics are presented and compared in Figure 4 , 7, 10 and 13, including: Hs the significant wave height, Sk the skewness, Kurt the kurtosis, and As the asymmetry, which are computed as:
where . is the time averaging operator. The simulations are compared with the experiments by computing the correlation and the normalized root-mean-square deviation, NRMSD, of the free surface elevation time series at the location of the wave gauges. The correlation is calculated as the covariance of the two time series divided by the product of their standard deviations (Pearson correlation). The correlation (corr) and the NRMSD between signals from simulation (X) and experiment (Y) are computed as:
A deviation of the correlation from the maximal value of 1 indicates differences in the phase and shape of the wave signals. The NRMSD is normalized by the difference between the maximum and minimum values of the experimental time series of the free surface elevation.
Regarding the other wave properties, an increase in skewness indicates a narrowing of wave crests and a widening and flattening of wave troughs. Wave asymmetry reaches higher values when the front of the wave shortens and steepens, and the back of the wave therefore lengthens. The kurtosis is a measure of the peakedness of the free surface elevation distribution. Its value is 0 for a Gaussian distribution. When the free surface position is represented by a sinusoidal function, the distribution has a kurtosis of −1.5. Values larger than 0 indicate that the signal has tall, thin waves.
Finally, for the regular wave case, the amplitude of the first six harmonics are presented in Figure 5 as a function of the distance, whereas, for the irregular wave cases, wave amplitude spectra are presented in Figure 8 , 11, and 14 where the frequency on the horizontal axis being normalized by the peak frequency specified in the experiments. Beji and Battjes (1993) conducted several experiments of wave propagation over a trapezoidal bar. The first test is focused on experiments propagating long waves (wave height H = 0.054 m and period T = 2.5 s), resulting in plunging wave breaking (Beji and Battjes, 1993) . The bar varies in depth from 0.4 m to 0.1 m (See bottom profile and location of probes in the lower panel of Figure 4) , with a 1:20 upslope and a 1:10 downslope starting at x = 6 m and x = 14 m, respectively. The free surface was measured with 8 wave gauges located at 6, 11, 12, 13, 14, 15, 16 and 17 m. In the numerical simulations, the incident waves were generated using the signal recorded at the first probe. Table 2 summarizes the combination of wave breaking criterion and dissipation mechanisms used in the model, as well as the parameters used to initiate and terminate wave breaking, and the dissipation coefficient. (Beji and Battjes, 1993) 
Regular waves breaking over a submerged bar
and numerical simulations using different combinations of breaking criteria and dissipation methods
In the simulations and experiments, as the waves travel upslope, the wave height increases during the shoaling process. The wave fronts shorten and steepen, with the wave tail becoming longer (Figure 3) , which results in an increase in asymmetry before x = 13 m (Figure 4 ). Wave breaking occurs over the top of the bar. In the simulations, breaking is initiated between x = 12.17 and 12.20 m and terminates between x = 14.15 and 14.57 m, depending on the combination of parameters used ( Table 2) . As waves break and the wave energy is dissipated, the wave height decreases, and the waves decompose into a series of free waves of higher frequencies in the deeper part of the domain (Figure 3 and 5) .
For the selected parameters, the wave evolution is nearly identical between all simulations (Figure 3) . The time traces and wave properties resulting from simulations with the same dissipation method but different breaking criteria are almost superimposed. The activation of the dissipation occurs at the same time for each wave since this test case simulates regular waves. Moreover, using EVM or HJf produces similar results since the applied dissipation mechanisms have similar values and are both applied on the wave front (Figure 2) , whereas the simulations using HJ produce time series with slightly smaller secondary oscillations (x = 13 m, Figure 3) .
Overall, the simulation results agree well with the experiments. In the simulations, the wave crest height is slightly overestimated before breaking and underestimated after breaking (Figure 3) . Nonetheless, the wave height evolution agrees well with the measurements (Figure 4) . Figure 4 shows a high correlation between the simulated and observed free surface position with a minimal correlation of 85% and a NRMSD less than 0.14. When comparing to results obtained in previous studies, as an example, the correlation with the experiments at x = 15 m in Kurnia and van Groesen (2014) is 0.863, while here, the correlation for simulation HJf-γ is 0.871. Finally, the decomposition into higher harmonics is well captured in all approaches as shown in Figure 5 , showing the spatial evolution of the amplitudes of the first six harmonics of the wave signal. The amplitude of the fundamental harmonic decreases as the waves break. Good agreement between the simulated Figure 4 Comparison of the wave properties between the experimental data (Beji and Battjes, 1993) and numerical simulation results for regular waves breaking over a bar (H = 0.054 m, T = 2.5 s) and measured harmonic amplitudes is obtained, even for the higher harmonics, although small differences can be observed after x = 13 m for harmonics 3 to 5, depending on the proposed breaking method.
The results here are in agreement with those obtained by Papoutsellis et al. (2019) using similar wave breaking parameterization approaches but with a different technique to solve the DtN problem. This test case confirms the ability of the proposed methods to simulate regular breaking waves.
Figure 5
Comparison of the spatial evolution of the first six harmonic amplitudes (at frequencies 1f , 2f ,. . . , 6f ) of the free surface elevation between the experimental data (Beji and Battjes, 1993) and numerical simulation results for regular waves breaking over a bar (H = 0.054 m, T = 2.5 s)
Irregular waves breaking over a submerged bar
Using the same bathymetry presented in the previous section (see lower panel of Figure 7) , simulations were performed for irregular waves characterized by a JONSWAP-type spectrum having a significant wave height Hs = 0.049 m and a peak period Tp = 2.5 s (Beji and Battjes, 1993) . Table 3 summarizes the combination of wave breaking criterion and dissipation mechanism used in the model, as well as the parameters used to initiate and terminate wave breaking, and the dissipation coefficient. Table 3 Wave breaking parameters for the case of irregular waves propagating over a submerged bar (Beji and Battjes, 1993) Case name HJ-β HJ-γ HJ-σ HJf-β HJf-γ HJf-σ EVM-γt Strength coef.
In the simulations and experiments, as the waves travel upslope, the wave crests narrow, and the waves lose their symmetry ( Figure 6 ). During the simulations, wave breaking is initiated between 10.5 and 11 m for a few waves, with on average, dissipation starting at x ≈ 12.4 m. The dissipation terminates, on average, after x ≈ 14.4 m. The wave asymmetry increases until x ≈ 12 m, and decreases when the waves start breaking, whereas the skewness decreases only over the downslope ( Figure  7) .
Similar to the regular wave case, the wave height decreases after wave breaking is initiated, and the incident waves decompose into higher frequency components while they travel over the downslope (Figure 8) .
Overall, the simulation results are similar. Differences appear over the top of the bar for the asymmetry and kurtosis, as well as the wave height over the downslope. At the end of the downslope (x = 17 m), a 3 mm difference between the wave heights of simulations HJ-γ and HJf-β is observed (Figure 7) . The selection of values for the breaking initiation and termination and power of the dissipation influences the differences observed between the simulations (Table 3) . Moreover, the refinement of the breaking parameters for one statistical wave parameter can be detrimental to another statistical parameter. For instance, the results from HJ-β slightly overestimate the wave height compared to the experiments but provide a better match of the observed skewness and the asymmetry (Figure 7) .
Overall, the simulations results agree with the experimental measurements (Figure 7) . The skewness and kurtosis are slightly underestimated over the top of the bar, but the numerical results match the experimental measurements over the downslope. Cases HJ-σ, HJ-γ and HJf-γ show the best agreement with the experiments with respect to the wave height, whereas HJ-β shows the best agreement for the other wave properties (Figure 7) . This is a consequence of the difficulties in optimizing the 3 parameters controlling wave breaking. In Figure 6 a few waves appear to be out of phase. As a consequence, the correlation of the simulated and measured time series decreases to reach a minimal value of 47% for HJ-γ. However, the NRMSD remains less than 0.14 and, the amplitude spectra are in good agreement with the experiments over most of the frequency range (Figure 8) , except for the low frequency range (f < 0.5fp) where the presence of some peaks in the simulation results can be attributed to the incomplete absorption of long waves in the relaxation zones.
This case confirms the capacity of the proposed methods to simulate irregular breaking waves in the presence of strong dispersion and nonlinearity.
Figure 6
Time series of the free surface elevation for irregular waves (H s = 0.049 m, T p = 2.5 s) breaking over a trapezoidal bar. Comparison between the experiments (Beji and Battjes, 1993) and numerical simulations using different combinations of breaking criteria and dissipation methods
Figure 7
Comparison of the wave properties of the experimental data (Beji and Battjes, 1993) and numerical simulation results for a test with irregular waves breaking over a bar (H s = 0.049 m, T p = 2.5 s)
Figure 8
Comparison of the wave amplitude spectra between the experimental data (Beji and Battjes, 1993) and numerical simulation results for irregular waves breaking over a bar (H s = 0.049 m, T p = 2.5 s)
Irregular waves breaking on a plane beach
The third case is the breaking of irregular waves on a plane beach of slope 1:20 following the experiments of Mase and Kirby (1992) . The waves propagate for 10 m on a flat bed with a 0.47 m water depth before propagating up a sloped beach starting at x = 0 m. The free surface was measured by 12 probes located at 0, 2.4, 3.4, 4.4, 5.4, 5.9, 6.4, 6.9, 7.4, 7.9, 8.4, 8.9 m. In the simulations, the beach is modified due to the absence of run-up in the code. In the numerical domain, when the depth reaches 0.04 m, the bathymetry deepens again (see lower panel of Figure 10 ). The absorption layer starts at the location of the peak of the bathymetry (Table 1) . The generated waves correspond to a Pierson-Moskowitz spectrum with a peak frequency fp = 1 Hz and a significant wave height Hs = 0.06 m. The combination of wave breaking criteria and dissipation mechanisms used for the 7 simulations are summarized in Table 4 . Table 4 Wave breaking parameters for the case of irregular waves propagating on a plane beach (Mase and Kirby, 1992) Case name HJ-β HJ-γ HJ-σ HJf-β HJf-γ HJf-σ EVM-γ Strength coef. µ = 1.2 µ = 0.9 µ = 1.2 µ = 0.9 µ = 0.9 µ = 0.9 δ = 1.1
In the simulations and experiments, the same changes in wave shape are observed. As the waves travel upslope, they become progressively more asymmetrical, with narrower crests (Figure 9 and 10 ). In the simulations, for most waves, the dissipation is activated after x = 7 m. As the water depth decreases, Figure 11 shows a decrease in energy around the peak frequency, as well as the transfer of energy from the peak frequency toward lower and higher frequencies.
Comparing the simulation results obtained by the different methods, the numerical results are again similar, and the simulated time series are nearly superimposed (Figure 9 ). Differences are only visible when focusing on individual waves where the maximum or minimum values of the wave crests and troughs vary, while the phase remains nearly the same. The wave spectra are also similar for each simulation with the curves nearly superimposed (Figure 11 ). The wave characteristics ( Figure 10 ) all follow similar trends up to x = 7 m. The EVM-γ simulation presents the highest wave heights and the HJ-σ simulation shows the lowest wave heights. After x = 8.4 m, the skewness and kurtosis in the simulations increase sharply, which may be due to the proximity of the absorption zone ( Figure 10) .
When comparing the numerical results with the probe measurements, the time series show some differences in wave phase (Figure 9) , which results in a decrease in the correlations until it reaches 35% for EVM-γ and 38% for HJ-σ ( Figure  10) . Nonetheless, the wave asymmetry and skewness are in good agreement despite being slightly underestimated for the simulations, and the NRMSD which remains under 0.20 ( Figure 10) . Between x = 6 and 8 m, the simulations underestimate the value of the kurtosis. The wave spectra are in good agreement between the simulations and experiments. However, the low frequency peak (at f /fp ≈ 0.12) is overestimated at some of the probe locations ( Figure 11 ).
Figure 9
Time series of the free surface elevation for irregular waves breaking over a beach (H s = 0.06 m, T p = 1 s). Comparison between the experiments (Mase and Kirby, 1992) and numerical simulations using different combinations of breaking criteria and dissipation methods
Figure 10
Comparison of the wave properties between the experimental data (Mase and Kirby, 1992) and numerical simulation results for irregular waves breaking over a beach (H s = 0.06 m, T p = 1 s)
Figure 11
Comparison of the wave amplitude spectra between the experimental data (Mase and Kirby, 1992) and numerical simulation results for irregular waves breaking over a beach (H s = 0.06 m, T p = 1 s)
Irregular waves breaking on a submerged slope
The last case focuses on laboratory experiments (Husrin et al., 2012; Adytia et al., 2018) of irregular wave breaking over a submerged slope. It was conducted in a channel with a 0.615 m water depth, reducing to 0.2 m after a 1:20 slope between x = 23.65 m and x = 31.98 m (shown in the lower panel of Figure 13 ). The experiments provide measurements for waves with a peak frequency fp = 0.4 Hz and a significant wave height Hs = 0.2 m. Under these wave conditions, the simulations using the HJf dissipation method are not shown here because they became unstable despite trying to progressively apply the dissipation with a ramp coefficient. The breaking parameters for the simulations are presented in Table 5 . Table 5 Wave breaking parameters for the case of irregular waves propagating over a submerged slope (Adytia et al., 2018) Case name HJ-β HJ-γ HJ-σ EVM-γ Strength coef. µ = 1.1 µ = 1.2 µ = 1.2 δ = 1. Initiation β i = 30 • γ i = 0.5 σ i = 0.83 γ i = 0.5 Cessation β t = 10 • γ t = 0.15 β t = 10 • γ t = 0.15 For this case, the wave skewness, kurtosis and asymmetry increased as the waves propagate upslope. The breaking dissipation is activated on average around x = 27 m, which corresponds to the location of the maximum value reached by Hs (Figure 13 ).
The numerical results differ more between themselves in comparison to the previous test cases. After the upslope, the wave shape starts to differ (Figure 12 and 13) . The wave heights of simulation HJ-β and EVM-γ are higher than for the two other simulations. The skewness, kurtosis and asymmetry of the simulation results also start to differ after x = 35.5 m. Around f /fp = 1.8, 2.6 and 3.1 in Figure 14 and for x > 31.98 m, the simulation EVM-γ (red curve) shows slightly higher amplitude values than the other simulations.
Comparing the simulations to the experiments, the largest differences in shape appear after x = 35 m ( Figure 13 ). The asymmetry in the experiments decreases after x = 34 m, while it remains nearly constant for the other simulations. However, the dissipation methods properly capture the decrease of Hs. The correlation of the time series between simulation EVM-γ and the experiments is 5% better than for simulations with HJ dissipation. The NRMSD at the last probe of the domain varies between 0.19 to 0.21 for HJ-γ and HJ-β respectively (Figure 13 ).
Figure 12
Time series of the free surface elevation for irregular waves breaking over a submerged slope (H s = 0.2 m, T p = 2.5 s). Comparison between the experiments (Adytia et al., 2018) and numerical simulations using different combinations of breaking criteria and dissipation methods
Figure 13
Comparison of the wave properties between the experimental data (Adytia et al., 2018) and numerical simulation results for irregular waves over a submerged slope (H s = 0.2 m, T p = 2.5 s)
Figure 14
Comparison of the wave amplitude spectra between the experimental data (Adytia et al., 2018) and numerical simulation results for irregular waves over a submerged slope (H s = 0.2 m, T p = 2.5 s)
Conclusion
The implementation and validation of wave breaking dissipation methods have been presented for the fully nonlinear potential flow solver whispers3D in the case of two dimensional waves. Among the various breaking models presented in the literature, three existing dissipation methods were implemented here: HJ and HJf, based on the analogy between a breaking wave and a hydraulic jump (Guignard and Grilli, 2001; Grilli et al., 2019) , and an eddy viscosity-like formulation of the dissipation (Kennedy et al., 2000) . Three initiation criteria for wave breaking were also compared. Those mechanisms proved to be particularly effective for regular wave breaking. The time series of the free surface elevation and the spatial evolution of the wave shape were in good agreement with the measurements. In addition, the decomposition of the waves into higher harmonic components during breaking over the trapezoidal bar and the propagation of the wave train after the bar were also reproduced well. For irregular waves, the examined breaking mechanisms provided less accurate results than for regular waves. The simulation results reproduce the free surface correctly during the nonlinear shoaling process. Slight differences with the experiments appeared during the post-breaking evolution. Nonetheless, the wave properties and spectra evolution were well predicted by the breaking methods, with differences mainly observed in the lower frequency range. Some spurious low frequency peaks could be observed in the simulation results due to insufficient attenuation of long waves in the relaxation zones used for wave generation and absorption. This effect could be reduced by considering longer relaxation zones and/or techniques more suited to dampen long waves. The last case of breaking waves over a submerged slope proved to be more challenging, and the HJf method was unstable, while the other methods provided acceptable results. Considering the three irregular wave experiments, the wave spectra over the range [0.5fp, 5fp] were simulated well before, inside, and after the breaking zone.
The breaking models were selected for their simplicity in practical implementation and their efficiency. The main drawback of the breaking methods is the need to calibrate 3 parameters (whose optimal values appeared to depend on both the wave conditions and the bathymetry): the breaking onset and termination criteria and the strength of the dissipation. After calibration of these parameters, the different combinations of breaking criteria and dissipation mechanisms showed equivalent results. Some combinations of parameters slightly improved the agreement with the experiments of some wave properties, but the overall comparison of the simulated and experimental time series (assessed by computing the correlation and NRSMD) showed no method being significantly better than another. The onset breaking criterion that required the least modification was the local energy flux velocity method. This method was recently verified for wave breaking in deep and intermediate depth water (Saket et al., 2017; Barthelemy et al., 2018) for values of σ i close to 0.84. In the presented simulation results, the threshold for breaking gave the best results for σ i = 0.83 and 0.84. Therefore, the present numerical results support the extension of this criterion to the case of depth-induced wave breaking of irregular wave trains.
Overall, the potential flow solver whispers3D proved capable in reproducing wave breaking for both regular and irregular wave conditions, considering three different types of coastal bathymetries. Future work will address developments of the code to model run-up on slopes, and the extension of the model to three-dimensional cases to simulate more realistic wave conditions.
