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1. The motion of two-dimensional, small-amplitude internal gravity 
waves propagating through a Boussinesq fluid of constant Brunt-V&ala 
frequency is described by the hyperbolic equation 
!Dsz - w2!Dse = 0, (1) 
where w > 0 is a constant and @ is the stream function of the motion (see, 
e.g. [l, Chapter 51). We wish to determine the solution of Eq. (1) within the 
domain R : - h(x) < x < 0 and all real x such that h > 0, where h E C”. 
Physically, z = 0 and z = - h represent the top and bottom, respectively, 
of the fluid. On the boundaries of R, the following conditions are imposed: 
qx, 0) = 0, 
The general solution of (1) is 
a+, - h(x)) = 0. (4 
qx, z) =f(x + wz, co) + j(x - wz, o), 
wheref and j are arbitrary functions of class C2. The parameter w has been 
introduced as an explicit independent variable in f andj since h is assumed to 
be independent of w. The boundary conditions Eq. (2) imply that 
and 
f(% w) t j(x, w) = 0, 
f(x - wh, w) + j(x + wh, w) = 0, 
respectively. Hence we can write the solution in the form 
where 
@(x, x) = f (x + wz, w) - f(x - 02, w), (3) 
f (x + 44, w) = f (x - 44, w). (4) 
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Thus, the solution set of the partial differential Eq. (I), subject to the bound- 
ary conditions (2), is given by Eq. (3) in which f is a member of the solution 
set of the functional Eq. (4). We shall see that a solution set of the homogene- 
ous Eq. (4) may be found in terms of a particular solution of an inhomogene- 
ous form of this equation, viz. Eq. (11) below. Under certain convergence 
conditions, an infinite series solution exists for the inhomogeneous equation; 
consequently, a denumerable set of infinite series solutions is obtained (see 
Theorem 5) for the function CD. The physical implications of these internal 
wave solutions are discussed elsewhere [2]. 
2. Although the general solution of Eq. (4) is by no means obvious, it 
may be solved directly when h is a linear function of X. 
THEOREM 1. If h(x) = h, + sx (w,&,,s > 0 and SW # 1) andf(x) is a 
bounded function of class C” on the open interval (- h,/s, CO), then the solution 
set f = { fn : n E I} of the functional equation (4) is given by 
fB(x) = expW!ur lo& + h&)lllog A> (5) 
where h = (1 + sw)/(l - SW). If SW = 1, then f is equal to a constant; in this 
case, f is bounded at x = - h,/s. 
Proof. Putting h = h, + sx in Eq. (4), we find that 
f((1 + sw)x+ wh,) =f((l - sw)x- ah,). 
On setting x = y - h,/s, we obtain 
f ((1 + SW)Y - ho/s) =f ((1 - S~)Y - h,/s). 
Provided that SW # 1, we let f (0) = F(B + h,/s) and 7 = (I 
we have 
where 
F(7) = W7h 
x = (1 + sw)/(l - SW). 
(6) 
SW) y; thus 
(7) 
Finally, under the transformation 7 = ec and h = em and upon defining 
g(4) = F(e”), Eq. (7) implies that 
Therefore g is any periodic function with period m; clearly, all functions 
satisfying this condition can be constructed from the complete set of func- 
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tions g = (g, : 7t EI}, where g&) = exp(i2nnp/m). From the definitions of 
F and f, we thus find 
F,(q) = exp[(ihx log @/log Al, 
and that fn is given by (5). If SW = 1, then Eq. (6) becomes 
f(2x + f+Js) = f (- J&). 
The left side of this equation is bounded because f is bounded on (- h,/s, co). 
Therefore f (- h,/s) = c < co and f = c, a constant. 
From Theorem 1 and Eq. (3), the eigenwave solution set of Eqs. (1) and 
(2) for a linear h(x) with SW f 1 is given by Q, = (cD~ : n EI}, where 
CDn(x, 2) = exp[i2nru log(x + wx + h,/s)] 
- exp[i2n7ra log(x - wz + ha/s)], 
(84 
in which a = l/log h = l/log[(l + sw)/(l - SW)]. Alternatively, Qn can be 
written in the form 
~~(,,.)=-2isin[nnalog(:T~~=~~~)] 
X exp(in7ra log[(x + /z,/s)~ - w2x2]}. 
G-43) 
From Eq. (8b) it is obvious that 0, = 0 on the boundaries z = 0, - h, - CC, 
as required. Further, for the special case ha = 0 (corresponding to h = SX), 
the solutions Eqs. (8a) and (8b) reduce to those found by Wunsch [3] and 
[4] “by inspection”. Finally, it can be verified that upon multiplying Eq. (8b) 
by exp[- i2n~-u log&,/s)] and then taking the limit s + 0, we obtain the 
familiar solution set for the case h = h, , a constant, viz., 
@%(x, z) = - 2i sin(nnZ/h,) exp(in7rX/wh,). (9) 
It is also easy to show that Eq. (9) can be obtained directly from Eqs. (3) 
and (4). 
3. The solution of Eq. (4) given by Eq. (5) for a linear h suggests that, 
for a general smooth h(x), Eq. (4) might also be satisfied by a denumerable 
set of linearly independent functions. Under this assumption we now proceed 
to develop a solution set of Eq. (4) for a general h(x). 
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THEOREM 2. If f and h are bounded functions of class C” for all real x where 
h(x) > 0, then there exists a denumerable set of linearly independent solutions 
f = ( fn : n E I> of the homogeneous functional Eq. (4) such that 
fn(x, w) = expW~g(x, ~>/r(~)l 
where g(x, W) satisfies the inhomogeneous functional equation 
g(x + wh(x), w) - g(x - wh(x), w) = Y(W). (11) 
The function g(x, W) is of class C” for all real x such that h(x) > 0. 
Proof. We suppose that f can be written in the form 
f (x, w) = jm dkF(k) exp[ikg(x, w)]; 
--m 
f (x + 4 w) -f (x - wh, w) 
= jm dkF(k) exp[ikg(x + wh, w)] 
--m 
x (1 - exp[ik(g(x - wh, w) - g(x + wh, w))]). 
Thus, sufficient conditions for Eq. (4) to be satisfied are that Eq. (11) is satis- 
fied and that 
F(k) = 6(k - k,), 
where k,(w) = 2n7rjy(w), n E I, and 6(k) is the Dirac delta function. Hence, a 
solution set of (4) is given by (10); it follows from this equation that the func- 
tion g E C” since f E C”. 
4. Equation (11) suggests that g(x, W) might be separable for some h(x); 
that is, 
g(x, w) = u(x) V(W)’ (12) 
THEOREM 3. If f, g and h are the respective functions in Theorem 2 and if 
g is of the form given by Eq. (12) with V(W) # 0 for all w > 0, then 
h = h, + sx, 
and f = { fn : n E I}, where fn is given by equation (5). 
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Proof. From Eq. (12) and Theorem 2, u is of class Cm for x in the solution 
domain. Thus, we can find an w > 0 such that the radius of convergence of a 
Taylor series for U(X) is greater than w/r(x). Thus, Eq. (11) becomes 
z. (2n”y;)! h2n+1(x) 24. (2n+l)(x) = + y(w)/o(w), 
where u(m)(x) = dmu(x)/dxm. Since the functions wm and wn, m # n, are 
linearly independent, we must have 
hS”‘l(x) 24 @n+yX) = u2n+l ) a constant, 
or 
zP+yX) = uZn+Jh2n+l(x). 
Differentiating the latter equation twice, we find that h(x) satisfies the 
differential equation 
Hence 
hh” - (2n + 2) h’2 = - a,,+,/(2n + 1) c&+1 . 
dhjdx = [C2h4n+4 + a,,+,/(2n + 1) (2n + 2) u~~+$‘~, 
where C is an arbitrary constant. Clearly, h = h(x, n) for C f 0, so that the 
only allowable solution is 
Wdx = [a,,+,l@n + 1) (2n + 2) a2n+1]1’2 = s, a constant. 
Hence 
and 
h(x) = h, + sx, 
u(x) = (44 log(h, + 4 j’ (alih(x)) dx = ~ulx,h, , 
s f 0, 
s = 0. 
From Eqs. (11) and (12) we thus find 
With these expressions for g and r/e), Eq. (10) and (12) yield, to within a 
multiplicative constant, the solution set { fn) given by Eq. (5). Clearly, by 
analytic continuation, the solution is valid for all positive w f l/s. 
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5. We now consider a more general solution of Eq. (11) wheng = g(x, w). 
THEOREM 4. If g and h are boundedfunctions of class C” for all real x where 
h(x) > 0 and if&t, 8) is analytic at 5 = x and /3 = 0 such that the radii of 
convergence are greater than wh(x) and w > 0, respectively, then a particular 
solution of the inhomogeneous functional Eq. (11) is given by 
y(w) = 2w, (13) 
and 
g&w) = f W2n~2n(X), 
la=0 
(14) 
where 
M:‘(x) = l/h(x) , 
s+1 
M.$,(x) = - C h”“(x) AI$-mz+nt!2(x)/(2m + l)!. 
?Tt=l 
Proof. We may expand g(x, CZJ) in a double Taylor series about the point 
(x, 0) such that 
g(x + wh, W) = 2 (wha, + &,)ng(x, 0)/n!. 
?l=O 
Using the binomial expansion and defining 
Eq. (15) reduces to 
g(x + wh, W) = 2 UJ~ [i h”(x) Mzs(x)/s!] . 
7%=0 S=O 
(15) 
(16) 
Without loss of generality, we assume that the solution domain includes the 
point x = 0. On setting x = 0 in Eq. (1 l), it is seen that 
Y(W) = g(wh(O), w) - g(- wh(O), ~1. (17) 
Using Eqs. (16) and (17), Eq. (11) takes the form 
;. (go [l - (- l>“] [h’(x) M:lS(x) - h’(0) MzS(0)],s! 1 un = 0. (18) 
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Since We and ws, n # s, are linearly independent, each coefficient of wn in Eq. 
(18) must vanish, viz., 
to [I - (- l)$] [P(x) M;?,(x) - P(0) MJ&(O)]/s! = 0, (19) 
for all n E W = (0, 1, 2,...}. Because all the terms for even s vanish, Eq. (19) 
may be separated into two distinct series for M,, and Mzs+l , s E W; in parti- 
cular, for s E W, 
s+1 
VW 
- l)!, 
where 
h(x) M,$c) = h(O) M;‘(O), 
and 
(2Ob) 
- z, [P”“(x) M:~,?&$,(x) - tP+‘(O) M&$,(O)]/(2m + l)!, 
where 
h(x) M?‘(x) = h(O) M?‘(O). 
Clearly, by setting M:l’(O) = aMi”( where a is an arbitrary constant, it 
follows that MA:)+:,(x) = uM.$~‘(x), for all s E W. Therefore, 
g(x, w) = f w”Mn@) = (1 + am> f UJ~“M~,&X). 
n=4 n=o 
It is evident from Eq. (11) that we may take a = 0 without any loss of gener- 
ality; thus we consider the set (M,,(x) : n E W} only. 
Since Eq. (20a) specifies M;‘,‘(x), the function M2,(x) itself is determined 
to within an arbitrary constant. This follows necessarily from Eq. (1 I), which 
is satisfied by g(x, w) = gr(x, w) + S(w), where gr also satisfies Eq. (11) and S 
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is arbitrary. Without any loss of generality, we may therefore select MA:‘(O), 
s E W, such that 
llQ’(O) h(0) = 1, 
(21) 
h(0) M&(O) + sf h2m+1(0) M~~~~,(0)/(2??2 + l)! = 0. 
WC=1 
Hence, from Eqs. (20a) and (21), a solution of Eq. (11) is given by Eq. (14). 
The function y(w) may be found by expanding Eq. (17) in a double 
Taylor series about x = 0 = w; that is, from Eqs. (16) and (17) we find 
Y(W) = go J (go P - (- lrl W) J4Qv/~! 1 * 
But Mzs+l(x) = 0, s E W, so that 
y(w) = 2 f W2n+1 
[ 
f h%+‘(o) M&30)/(2s + l)! 
?l=O s=o 1 
= 240) kp(0) w 
+ 2 2 W2n+1 
[ 
h(0) &2(O) + il: h%+‘(o) M~~~(O)@s + I)! . 
9L=l .S=l 1 
However, from Eq. (21) it follows that each coefficient of UJ~~+~, n E N, is zero. 
Therefore, y(w) is given by Eq. (13). 
6. Having obtained a solution of Eq. (1 l), we may now use Theorem 2 
to find a solution set for the function @ of Eq. (3), and hence of Eqs. (1) 
and (2). 
THEOREM 5. If @(x, z) is of class C” in the domain R: - h(x) < z < 0 
and all real x such that h > 0, if the functions h andg satisfy the conditions of 
Theorem 4, and if the series of Eq. (14) is absolutely convergent, then there 
exists a denumerable set of linearly independent solutions @ = {a,, : n E I} of 
Eq. (1) and (2) such that 
CDJx, 2) = i2 exp[(in+) 4(x, s; w)] sin[n7rS2(x, x; w)], (22) 
where 
s, = f tu2* 
[ 
i x2mM.$~m(x)/(2m)! 
S=O ??%=O 1 
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and 
P+%z~~-“z’n”(X)/(2m +- l)!] , 
and where the set (M,,, : m E W} is giwen by Eq. (14). 
Proof. Since 1 x / < h(x), Th eorem 4 allows us to expand g(x f wx, w) 
in a Taylor series about the point (x, 0) using Eq. (14). This absolutely 
convergent series may be rearranged to give two distinct convergent series; 
in particular, we separate the terms involving even and odd powers of x as 
follows: 
g(x 5 wz, co) = i w2s 
[ 
i PM&$&)/(2m)! 
S=O m=o 1 
(23) 
* f w2s+1 i 
L 
z”“+%!&!~~‘(X)/(2m + l)! . 
a=0 m=o 1 
From Theorem 2, the solution set {@,J may be written as 
Qn(x, 4 = eqWWy) g(x + wz, w>l 
- exp[(iWr) g(x - wz, ~11, nEI. 
(24) 
Upon substituting Eqs. (13) and (23) in Eq. (24) and recalling that 
sin z = (eiz - ecis)/2i, 
we obtain Eq. (22). 
Using Eqs. (14) and (22), the eigenwave solutions of Eqs. (1) and (2) are 
given as an explicit function of h(x) by 
We now establish the convergence of the series S, and S, in Eq. (22) when 
h belongs to a certain class of functions. 
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THEOREM 6. If, for all s E W, {m : 0 < m < s} and all real x where 
h(x) > 0, there exists a 6 > 0 such that WS < +3/2 and 
1 J@?~$(x)l < a,-,(2m)! S2s/h2m+1(x), (25) 
where a,, = 1 and a, = (+)“I4 f or s > 0, then the series S, in Eq. (22) converges 
uniformly and absolutely in R and the series S, in Eq. (22) converges for all 
x E (- h, 0) and Jinite x in R provided S, converges at some point x,, for all 
x E (- h, 0). 
Proof. First we must show that the inequality of Eq. (25) is consistent 
with Eq. (14). Putting the former into the right side of the latter, we obtain 
I &%)I = 1 - il h2~M~~?~~)(x)/(2m + l)! / 
< (628/h) i a,-,/(2m + 1) 
?n=l 
< (62S/3h) i as+ . 
TX=1 
However, from the definition of a, , we have that 
a, = (3 i as-m 
Wkl 
(s > 0). 
Therefore, 
(26) 
Since the above inequality is also obtained by letting m = 0 in Eq. (29, the 
inequality is indeed consistent with Eq. (14). 
Using Eq. (25), an upper bound can now be established for 1 S, 1 . We have 
I Sz(x, z; w)I < F w2s 2 h2m+1 ) M~~?~) 1/(2m + I)!] (since 1 x I < h) 
5=0 WL=O 
m R 
d C @JS)~S 2 a d(2m + 1) 
S=O W&=0 
< 2 f (wS)~~ a, 
S=O 
(by (25)) 
(by (26)) 
= 2 + (4) f (uJS)2~ ($) 
S=l 
= 2 + 2(~8)~/3 [l - 4(~8)~/3], for (~08)~ < $. 
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Thus the series S,(x, x; OJ) converges uniformly and absolutely in R provided 
w6 < d/3/2. Similarly, we can also establish an upper bound for ] 3,S, 1 . 
We have 
< f (cIJS)~~ f a&h 
S=O m=0 
= (4/h) f u&JJ~)~~ 
S=O 
= (4/h) [ 1 + ($1 f’ (4zs (f,^j 
.S=l 
= (4/h) (1 + WV/3 [I - 4(~s)~/3]), 
= A/h. 
for (~08)~ < 2 
Thus h&!T, converges uniformly and absolutely in R provided w6 < d/3/2. 
We now let h, = min, h(f), where f E P = [x0 , x]. Then we have 
’ <A h-l([) dt 
Gl 
< (x -- x0) Ah;‘. 
But, since 
I &(x, ? w)l - I %(X”, z; w)l < I 4(x, x; w) - qql , x; w>l , 
we have 
1 S&G z; w>I < I S,(.%, , z; w)l + (x - x0) Ah;‘. 
Therefore, provided w6 < 1/3/2 and S, is bounded at some point x0 for.:all 
z E (- h, 0), S, is bounded for all (finite) x > x0 and z E (- h, 0). In a 
similar manner, it can also be shown that S, is bounded for all x < x0 and 
z E (- h, 0) provided WS < 2/T/2. 
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