Recently, locally repairable codes (LRCs) with local erasure correction constraints that are unequal and disjoint have been proposed. In this work, we study the same topic and provide some improved and additional results.
4)
For sets A and B, A ⊔ B denotes the disjoint union, i.e., A ∪ B with further implication that A ∩ B = ∅.
5) For a symbol index set T ⊂ [n]
of a code C of length n, C | T denotes the punctured code with support T , and G| T is the corresponding generator matrix. Furthermore, we define rank G (T ) = rank(G| T ).
6) For a symbol index set T ⊂ [n]
of a linear [n, k] code C constructed via polynomial evaluation on an extension field F q t , rank E (T ) denotes the rank of the evaluation points corresponding to C | T over the base field F q .
B. Minimum Distance
The minimum distance of linear codes is well known to be characterized by the following lemma [5, Lem. A.1] , which is the basis of our minimum distance bounds. Below, we state a lemma (see also [6] ) based on Lemma 1 that turns out to be more useful. Note that this lemma can not be derived by simply substituting for |T | in Lemma 1.
Lemma 2. For a symbol index set T ⊂ [n] of a linear [n, k, d] code such that rank G (T ) ≤ k − 1, let γ be the number of redundant symbols indexed by T , i.e., γ = |T | − rank G (T ). We have
Proof: Clearly, the set T can be enlarged to a set T ′ such that rank G (T ′ ) = k − 1. Make another set T ′′ by removing γ redundant symbols from T ′ . Note that |T ′′ | ≥ k − 1 since rank G (T ′′ ) = k − 1. By applying Lemma
C. (r, δ)-Locality
A linear [n, k, d] code C is said to have locality r (or r-locality) if every symbol of C can be recovered with a linear combination of at most r other symbols [7] . An equivalent description is that for each symbol index i ∈ [n],
there exists a punctured code of C with support containing i, length of at most r + 1 and distance of at least 2. We call such codes r-LRCs. It has been shown in [7] that the minimum Hamming distance d of an [n, k, d] r-LRC is upper bounded by
which reduces to the well-known Singleton bound if r ≥ k. Various optimal code constructions achieving the equality in the minimum distance bound have been reported in the literature [7] - [15] .
The notion of r-locality can be naturally extended to (r, δ)-locality [16] to address the situation with multiple (local) node failures. Note that r-locality corresponds to (r, δ = 2)-locality.
if there exists a punctured code of C with support containing i, length of at most r + δ − 1 and distance of at least δ, i.e., there exists a symbol index set
Remark 2. By applying the Singleton bound to
Furthermore, C in the definition above is said to have (r, δ)-locality if every symbol of itself has (r, δ)-locality, and is also called an (r, δ)-LRC. It is shown in [5] , [16] that the minimum distance of an (r, δ)-LRC is upper bounded by
There are also several optimal code constructions in the literature [5] , [8] - [11] , [16] - [19] that achieve the equality in (1).
D. r-LRC with Unequal Disjoint Localities
While the locality of a code has been conventionally specified by a single parameter r, recent works [1] , [2] have introduced the notion of unequal (or multiple) locality, where the localities specified on different symbol sets are not equal. Some restrictions that differ between [2] and [1] are further imposed. In this work, we build on the problem formulation of [2] , which assumes some kind of disjointness. In particular, let [n] = s j=1 N j and
, is a linear combination of at most r j other symbols within N j , where r 1 ≤ r 2 ≤ · · · ≤ r s without loss of generality. The minimum distance of C is shown to be upper bounded by
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Furthermore, a code construction based on shortening that is optimal with respect to this bound is provided, thereby demonstrating the tightness of the bound.
On the other hand, [1] does not restrict the symbols composing the linear combination for the symbol with index i ∈ N j to lie within N j . Instead, it is assumed that the locality for each symbol is specified in a minimum sense. In other words, if a symbol is specified to have r-locality, then it further means that it does not have r ′ -locality such that r ′ < r, i.e., the size of the minimal linear combination is r. This minimum specification of symbol localities is defined by the notion of locality profile, while the conventional specification is termed as the locality requirement.
Under this restriction, [1] obtains a distance upper bound similar to (2) , which is also shown to be tight by an optimal code construction.
E. Gabidulin Codes
Our optimal code construction is an extension of the LRC construction based on Gabidulin codes [1] , [9] . We thus give a brief introduction on Gabidulin codes, including some relevant properties. Note that, due to the vector space structure of extension fields, an element in F q t can be equivalently expressed as a vector of length t over the base field F q , i.e., F t q . Gabidulin codes [20] are an important class of maximum distance separable (MDS) codes 1 . Similar to ReedSolomon (RS) and other algebraic codes, Gabidulin codes are constructed via polynomial evaluation. However, both the data polynomials and the evaluation points are different from RS codes. In particular, an [n, k, d] q t Gabidulin code (t ≥ n) is constructed by encoding a message vector a = (a 1 , . . . , a k ) ∈ F k q t according to the following two steps.
2) Obtain a codeword by evaluating f (x) at n points {x 1 , . . . , x n } ⊂ F q t (or F t q ) that are linearly independent over F q , i.e., c = (f (x 1 ), . . . , f (x n )) ∈ F n q t with rank({x 1 , . . . , x n }) = n. The data polynomial f (x) belongs to a special class of polynomials called linearized polynomials [21] . The evaluation of a linearized polynomial over F q t is an F q -linear transformation. In other words, for any a, b ∈ F q and x, y ∈ F q t , the following holds.
The MDS property of Gabidulin codes can be shown by analyzing their erasure correction capability. Specifically, the polynomial f (·), and therefore the underlying message vector a, can be recovered from evaluations on any k points {f (y 1 ), . . . , f (y k )}. Since the k evaluation points {y 1 , . . . , y k } are linearly independent (over F q ), i.e., rank({y 1 , . . . , y k }) = k, the use of the F q -linearity in (3) makes it possible to obtain evaluations at q k different points, from which the polynomial f (·) of degree q k−1 can be interpolated. Therefore, erasure correction is possible from any k symbols of the codeword. Note that, the key property for erasure correction is that the remaining rank (of the evaluation points) corresponding to the remaining symbols is at least k. In other words, n − k rank erasures are tolerable.
In our code construction, we apply MDS encoding on chunks of a Gabidulin codeword to equip the code with the desired local erasure correction property. The following lemma, which is a special case of [22, Lem. 9] , shows that symbols of such a code are also evaluations of the data polynomial f (·), but the evaluation points generally differ from the original ones used in the Gabidulin codeword construction. 
Proof:
where G is the generator of the [n, k] q MDS code. Without loss of generality, denote the s symbols in v as {v 1 , . . . , v s }, i.e.,
and therefore
III. (r, δ)-LRC WITH UNEQUAL DISJOINT (r, δ)-LOCALITIES
We generalize r-LRCs with unequal disjoint r-localities, by defining (r, δ)-LRCs with unequal disjoint (r, δ)-localities, which we call UD-(r, δ)-LRCs in short (see also [4, Def. 4] ). We further define some auxiliary parameters to make various expressions more compact.
, has (r j , δ j )-locality such that the corresponding punctured code satisfies S i ⊂ N j . Furthermore, define
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Unlike the r-LRC case, we assume no order in the parameters r j and δ j , j ∈ [s], in the definition above.
However, more useful results are obtained in the special case where the parameters r j and δ j follows the two ordering conditions below (see also [4, Def. 4] ). Clearly, either condition alone can be assumed without loss of generality, but not both together.
Definition 3 (Ordered (r, δ) condition). An UD-(r, δ)-LRC is said to satisfy the ordered (r, δ) condition if
IV. UPPER BOUNDS
In this section, we first derive a dimension upper bound for UD-(r, δ)-LRCs that does not depend on the minimum distance. The Singleton-type minimum distance upper bound is provided next. For the derivation of both of the bounds, we heavily rely on an algorithmic technique that was originally proposed in [7] and has been widely 
where (a) is due to Remark 2, and hence the first claim.
April 10, 2017 DRAFT For the second claim, first note that in the context of the punctured code with support S i , the symbols indexed by an arbitrary subset of S i with the size of
This is contradictory to the condition in Step 3. Now, out of the |Q l | − |Q l−1 | ≥ δ j incremental symbols in the set Q l , at least δ j − 1 symbols are redundant since they are already redundant in the context of S i ⊂ Q l . Therefore, we get
Finally, the first claim implies that
and the last claim therefore directly follows from Remark 3.
We also require the following lemma (see also [3, Lem. 6]) on rank G (N j ), both for the dimension and minimum distance upper bounds.
Lemma 6. For UD-(r, δ)-LRCs, we have
Proof: Considering the incremental symbols in the construction of Q L ⊂ N j in Algorithm 1, we obtain
where (a) comes from Lemma 5-2), and (b) is due to Lemma 5-3) and Remark 3.
For 0 ≤ q j ≤ δ j − 2, suppose that rank G (N j ) ≥ p j r j + 1. It follows from (4) that
which is a contradiction. Therefore, we have
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Again by (4), we have
The following theorem (see also [3, Thm. 1]) provides the dimension upper bound as a simple corollary to Lemma 6.
Theorem 1 (Dimension upper bound). The dimension of UD-(r, δ)-LRCs is upper bounded by
Proof: Clearly by Lemma 6, we have
Our minimum distance upper bound is based on the lemma below (see also [3, Lem. 5]), where the rank G (N j )
terms appear in the expression. They are subsequently eliminated in the theorem following the lemma (see also [3,
Thm. 2]).

Lemma 7. The minimum Hamming distance of UD-(r, δ)-LRCs is upper bounded by
Proof: We build a set T ⊂ [n] such that rank G (T ) ≤ k − 1, and apply Lemma 2 to obtain the distance upper bound. First, set j = σ in Algorithm 1. By Lemma 5-3) and the definition of σ, we have
For Q l with
we get
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We conclude the proof by noting that the number of redundant symbols indexed by T is
Theorem 2 (Minimum distance upper bound). The minimum Hamming distance of UD-(r, δ)-LRCs is upper bounded by
where
Proof: First note that s * is well defined due to Theorem 1, and we have s
it is easy to verify that the theorem holds by applying Lemma 6 on Lemma 7.
where (a) is just Lemma 7, (b) is obtained by removing some non-negative subtrahends, and (c) is due to Lemma 6.
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Otherwise, if δ s * − 1 ≤ q s * ≤ r s * + δ s * − 2, again we get
Furthermore, we have
Therefore, substituting (6), (7) and (8) into (5) completes the proof.
Note that the bound given by Theorem 2 does not require any ordering in the parameters r j and
Therefore, it is possible to obtain multiple bounds by permuting the index j.
The bound for the unequal disjoint r-locality case can be obtained by setting δ j = 2, j ∈ [s], and the ordering in r j can be assumed without loss of generality. Then, Theorem 2 results in a bound that is generally tighter than (2).
V. OPTIMAL CODE CONSTRUCTION
The minimum distance upper bound by Theorem 2 is of special interest, in the case where the ordered (r, δ) condition by Definition 3 holds. In particular, we show the tightness of the bound by optimal code constructions for some parameter regime. The code construction closely follows the Gabidulin-based LRC construction [1] , [9] (see also [3, Construction 1]). 3) Encode each local group of size r j using an [r j + δ j − 1, r j , δ j ] q MDS code.
It is obvious by construction that a Gabidulin-based UD-(r, δ)-LRC C has indeed {(n j , r j , δ j )} j∈[s] -locality. In particular, by choosing S i as the support of the MDS local code corresponding to i ∈ N j , we have i ∈ S i and 
Construct ∆R 1 and ∆R 2 such that
∆R 2 ⊂ R ∩ G l2 , and
4: end while
Note that, by having k = n Gab = s j=1 m j r j in the construction, the equality in the dimension bound of UD-(r, δ)-LRCs (Theorem 1) is achieved, implying the tightness of the bound.
We require the following remark and lemma (see also [3, Remark 5] and [3, Lem. 9] ) to analyze the minimum distance of the code by Construction 1 satisfying the ordered (r, δ) condition, which is shown to be optimal in the theorem following the lemma. 
Proof: Any erasure pattern can be transformed into the claimed worst case pattern by repeatedly invoking Algorithm 2, since in Step 3 of the algorithm, symbols as many as possible in the local group G l2 are replaced with symbols in the local group G l1 , where l 1 < l 2 . We show that that this replacement always results in a non-increasing remaining rank, making the claimed pattern worst indeed.
First, observe that
We have
where (a) is due to Remark 4. Similarly, for
we can write
From (9) and (10), we have to show that
Let G li be of (r ji , δ ji ), i = 1, 2. By the ordering of L and the ordered (r, δ) condition, we have r j1 ≤ r j2 and δ j1 ≥ δ j2 . Note that by Lemma 4, we have
We only provide the proof for the case where |R 1 | ≤ r j1 and |R 2 | > r j2 , since it is easy to verify that (11) holds in other cases. From (12), we have (14) and (13), we get
and therefore (11) . Otherwise, (11) again holds since 
Let T * be the greedily chosen set of Lemma 8 such that |T * | = |T |, which consists of all the symbols in the local groups of (r j , δ j ), j ∈ [s * − 1], P local groups of (r s * , δ s * ), and some Q + 1 symbols in an additional local group of (r s * , δ s * ). This composition is valid since m j r j + P r s * + Q + 1 (15) = k, where (a) is Lemma 8, and (b) is due to Lemma 4 and Remark 4, hence erasure correction is possible from T .
The proof is complete by noting that substituting (15) into (16) 
VI. CONCLUSION
In this work, we have investigated codes with unequal disjoint (r, δ)-locality. A minimum distance upper bound has been obtained, which is shown to be tight by a Gabidulin-based optimal code construction under the ordered (r, δ) condition. A tight dimension upper bound characterizing the feasible rate region is also derived.
