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Abstract
With the proliferation of Orthogonal Frequency Division Multiplexing (OFDM)
based multi-carrier wireless systems, efficient resource allocation has become a
prominent problem. An OFDM based multi-hop network consists of number of
users, relays and subcarriers. Additionally, every node has a limited amount
of power. The fairness aware resource allocation problem tries to jointly assign
subcarriers to users, perform the relay selection, assign subcarriers to relays and
allocate optimal amount of power to subcarriers such that the system objective
is reached in an efficient and fair manner.
Initially, a comprehensive tractability analysis of the resource allocation problem
is conducted. If a certain problem can be solved optimally in polynomial time it
is said to be tractable. Research work on tractability are scarce and tractability
analysis on multi-hop networks has never been done. Single hop, two-hop and
multi-hop systems are analyzed and several theorems regarding their tractable na-
ture are presented in this thesis. Conditions for a specific problem to be tractable
are also investigated. Subsequently, insights into converting intractable problems
to tractable problems, the nature of the tractable problems, and their feasibility
and practicality in real systems are also provided. Additionally, generalizations
for optimally defined bit allocation problems in both two-hop and multi-hop sys-
tems are presented.
Next, the power minimization problem in single hop systems is analyzed. Fol-
viii
lowing the results of the tractability analysis, it is evident that the completely
constrained complex single hop problems are NP-Hard. Thus, in this thesis, bit
dimension relaxed subcarrier allocation problems are investigated. This problem
is tractable using Hungarian method which has a O(N3) complexity. Conse-
quently, it is slow in systems with large number of resource elements (N). There-
fore, three low complex, sub-optimal, yet fairly efficient algorithms for solving the
problem are designed. For a 2048 subcarrier system these algorithms can operate
up to 7x104 times faster than the Hungarian algorithm while having less than
0.2dB (5%) power increase.
Finally, the power minimization problem in multi-hop networks is analyzed.
Multi-hop bit allocation problem is NP-Hard and highly complex, thus is sel-
dom given attention in literature. Special focus is given to two-hop systems,
which has six constrained dimensions. This problem can be converted into a two
dimensional problem by relaxing the user, bit and relay dimensions. However,
relaxing user dimension does not add meaning to the problem, since in most
cases each user requires a specific Quality of Service. Thus, two fairness aware
approaches are considered. Firstly, direct subcarrier pairing is considered and an
algorithm to allocate optimum pairings is provided. Secondly, an approach called
Hop by Hop (HbH) optimization which is based on partitioning the network ac-
cording to each hop’s power optimization priorities is considered. This is the first
time such partitioning of the problem is considered for resource allocation. This
optimization criteria could also be extended to multi-hop (hops>2) systems. The
thesis is concluded by presenting several fast and efficient algorithms based on
HbH optimization for multi-hop systems.
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Chapter 1
Introduction
1.1 Background
The world is now going mobile. The growing demand for wireless applications
has led to the rapid advancement in wireless technologies. Akhtan states that
technological progress in wireless communication is constituted by the provision of
ubiquitous connectivity between individuals [1]. Such ubiquitous connectivity will
be achieved in the form of a heterogeneous wireless system that mainly consists of
dominant cellular and emerging wireless ad hoc architectures. With this level of
significance, wireless communication remains an important area of research that
deserves utmost attention.
Recently, Orthogonal Frequency Division Multiplexing (OFDM) based wireless
communication systems have been given intense focus specially with OFDM be-
ing one of the underlying technologies for Long-Term Evolution (LTE) for 3G
downlink transmission [2]. Additionally, OFDM based techniques are also used
in WiMAX [3], Wireless LANs [4], Digital Video Broadcasting (DVB) [5] and
several other wireless standards. Van der Meulen introduced the relay as an in-
termediate node that aid wireless transmission [6]. LTE Advanced is designed
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to take the benefits of relay nodes to improve the all edge cell performance and
extend the coverage [7]. Inarguably, OFDM based multi-hop networks are a
promising technology for future generation wireless systems.
OFDM is a multi-carrier modulation technique where system bandwidth is di-
vided into a number of narrowband orthogonal parallel subcarriers. Chang first
introduced OFDM as a technique to maximize the spectral efficiency [8]. Salz et
al. used the Discrete Fourier Transforms (DFT) to implement OFDM [9]. Cooley
and Tukey further reduced the complexity of the DFT computation algorithm by
introducing Fast Fourier Transforms (FFT) [10]. OFDM rapidly became popular,
not only because of its efficient bandwidth usage and its ability to combat robust
channel characteristics, but also because of its simple implementation and fast
computation using FFT. The practicality of implementation was also fueled by
the development of electronics where complex Integrated Circuits (IC) with high
computational capacity played a major role.
An OFDM based multi-hop network consists of number of users, relays and sub-
carriers. The system uses power on two accounts. Firstly, to convert the in-
formation to a form that is transmittable and secondly, for the transmission
itself. However, every practical system only has a limited amount of power at its
disposal. This fundamental system characteristic is the underlying reason that
motivates the investigation of ‘how power should be used’. In a broader sense,
this study a called Resource Allocation problem. Reducing into a more spe-
cific scope, the same problem could be coupled with the multi-carrier multiuser
environment and be described as follows. In a multi-carrier wireless system, each
user and relay will have a limited amount of power and therefore it is necessary
to select good subcarriers for users and relays and allocate power efficiently to
them, while maintaining an efficacious relay selection criteria as well.
Resource allocation in OFDM networks has been a popular topic from the late
1990s. Early resource allocation schemes were straightforward, where fixed or
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random resource allocation schemes were used [11]. However, with the growing
interest in the research community, more intelligent resource allocation schemes
followed [12, 13].
The need for intelligent resource allocation arises due to several reasons. Firstly,
users and relays in the system experience different channel gains with respect to
subcarriers due to small scale fading effects and the different channel conditions
of their geographical locations. Small scale fading is caused by phenomena such
as multi-path fading, shadowing and also relative velocities of sender, receiver
and surrounding objects of the wireless channel [14, pp. 140-141]. Secondly,
no subcarrier could be allocated to more than one user, if each user data is
uniquely identified using frequency division multiplexing. It is apparent that
some subcarriers that are highly favorable to some users might be highly distorted
when other users are considered. On the other hand, some subcarriers could be
extremely good for several users. If a particular subcarrier is preferred by several
users, the question arises as to which user it should be allocated to. Subcarriers
with higher channel gains require less power for a reliable transmission. Therefore
this assignment decision can significantly affect the system performance. Thirdly,
in practical systems, each user requests a specific Quality of Service (QoS). Thus,
subcarrier allocation should be fair.
A multi-hop network consists number of intermediate relays that aid the transmis-
sion. The efficiency of the communication heavily depends on the performance of
the relay channel. Relays might have their own power constraints and as a result
number of subcarriers they can cater for can differ accordingly. Additionally, a
selection of a set of relays will affect the performance of the next hop and there-
fore subsequent hop channels also needs to be taken into consideration when a
relay selection decision is taken.
Each of these subcarrier allocation and relay selection decisions should be taken
while considering the power usage of the system. The resource allocation problem
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should therefore jointly assign subcarriers to users, perform the relay selection,
assign subcarriers to relays and allocate optimal amount of power to subcarriers
such that the system objective is reached in a fair and efficient manner. Evi-
dently, OFDM offers per subcarrierwise resource allocation options. Taking this
as an advantage, it was shown that adaptive modulation ensures higher system
performance [15]. This dictates that subcarriers with higher channel gains should
transmit more bits per symbol while subcarriers with lower gains transmitting
fewer bits per symbol. Consequently, different modulation orders would be used
on different subcarriers. Joint subcarrier allocation and bit loading is called bit
allocation.
1.2 Research Problem
This thesis contextualizes the resource allocation problem in OFDM based wire-
less systems. Such systems consist of subcarriers, power and relays that need to
be efficiently and fairly allocated to users of the system so that the system can
perform at an optimal level. We aim to addresses the fairness aware resource
allocation problem in OFDM based wireless systems. The resource allocation
problem can be divided into two main parts. It could either be a rate maxi-
mization problem [16, 17] or a power minimization problem [18–23]. From an
information theoretic point of view, analysis of rate maximization problems give
significant insights. However, power minimization problems with fixed rates are
more applicable to practical scenarios and therefore, we give more attention to
power minimization.
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1.3 Motivation
Having laid out the background and the main research problem, in this section
we will outline the motivations that lead to this research work. It should be
emphasized that due to the specific nature of resource allocation problems and
their solutions there are number of gaps in knowledge within this discipline.
Resource allocation is a discrete optimization problem. All completely con-
strained (refer Section 3.3 for definition) resource allocation problems are Non-
deterministic Polynomial-time (NP)-Hard (refer Section 3.4 for proof). However,
relaxation of a one or more dimensions of a completely constrained problem can
lead to a system with polynomial time solutions (refer Section 3.7). For an exam-
ple single-hop subcarrier allocation problems are polynomial while single-hop bit
allocation and multi-hop problems are NP-Hard. NP-Hard is a class of problems
that are at least hard as the hardest problem in NP [24, Ch. 5]. It is important to
note that although not proven, it is believed that NP-Hard problems cannot be
solved optimally in polynomial time. Due to the intractable nature of majority
of these problems, resource allocation in OFDM based systems remains an open
research problem.
There has been limited research on the investigation of tractability or complexity
of resource allocation problems. Tractability refers to whether a certain problem
can be solved in acceptable time. In this thesis we consider any problem that
could be solved optimally in polynomial time to be tractable. Although several
studies have been done on the complexity of single-hop systems [25–27], they are
not comprehensive. Moreover, multi-hop systems have never been studied. The
NP-Hardness of a problem does not warrant it to be discarded, specially since such
problems are relevant to practical wireless communication systems. Sufficiently
sub optimal solutions are acceptable if such solutions can operate in polynomial
time. Generally, we are interested in finding the most efficient algorithm that
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provides an acceptable solution. For a wireless channel, real time results are more
significant than optimal results and therefore efficiency weights more on the speed
of an algorithm. Tractability studies provide many insights on the nature of the
problems and how they should be approached and they provide guidelines for the
design of fast algorithms. Despite the fact that all completely constraint problems
are NP-Hard, constraint relaxation can lead to systems with polynomial time
solutions, as mentioned earlier. The most important characteristic of such relaxed
systems is that some of them could exist practically in wireless communications
domain. Thus, there could be practical multi-hop systems that offer polynomial
time solutions. Tractability analysis provides many clues on how constraints
relaxation could be done and how justifiable it is. Evidently, it is imperative to
investigate the tractable nature of resource allocation problems.
Single-hop subcarrier allocation problems are tractable using the Hungarian Al-
gorithm with a O(N3) complexity, where N is the number of subcarriers in the
system. This complexity is too high for systems with large number of resource
elements. For such cases, fast and efficient sub-optimal algorithms are essen-
tial. Additionally, it is necessary to investigate the feasible region of Hungarian
algorithm as well.
Completely constrained two-hop resource allocation problem is NP-Hard. The
extra hop adds three extra dimensions to the single-hop optimization problem.
This means that even if the power dimension is relaxed and the problem is con-
verted to a subcarrier allocation problem, the complexity of the system is still
too high to be solved in polynomial time. For this reason work on two-hop or
multi-hop systems is rare. Most previous work rely on sequential or greedy allo-
cation schemes or relaxation of most of the constraint dimensions. Consequently,
some of the proposed solutions are far from optimum bounds, while others are
not practical. Due to these reasons, we are motivated to investigate and present
efficient resource allocation algorithms for multi-hop systems.
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A number of resource allocation algorithms rely on heuristic approaches. Major-
ity of heuristic approaches rely on Greedy algorithms. While greedy algorithms
operate significantly well in some cases they give highly unfavorable results for
some scenarios. Some other heuristic methods are guaranteed to reach an op-
timal solution but exhibits exponential time complexity. A significant portion
of other resource allocation algorithms rely on Karush-Kuhn-Tucker conditions
based methods. Game theoretic approach is also popular among the research
community. However non of these approaches are strictly polynomial. Non poly-
nomial and non optimal nature of these methods warrants for thorough investiga-
tion of the problem and presentation of new optimum solutions for the considered
problem domains.
An interesting approach of resource allocation is to define a specific type of a
problem and try to find an optimal solution for that problem. Admittedly, some
of the defined system models are not practica1. Additionally, for some systems
the system definition is too general. Sometimes the problem domain of such cases
include sub sets of problems that readily have polynomial time and optimal algo-
rithms. This warrants the investigation and definition of specific system models
provided that the model is practical in the wireless channel. These practical sys-
tem models need to be analyzed and if NP-Hard, reasonable heuristic approaches
for solving needs to be investigated.
By looking at the large number of different system models and problems it is
apparent that resource allocation problems and their tractable nature should be
generalized. Such generalization would simplify the approach to a problem since
it will show whether a certain problem is tractable or not. It would also provide
possible approaches for solutions.
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1.4 Objectives
Following the above mentioned motivations, we now look at the main objectives
of this research. Generally, our objectives can be divided into two main parts.
Firstly, we will analyze the tractable nature of resource allocation problems. The
second part of the objectives deals with analysis of different types of problems
and efficient algorithm design for solving these problems.
1. Investigation of tractability of the resource allocation problems.
Here we will provide a comprehensive tractability analysis of both single-
hop and multi-hop networks. Special attention would be given to two-
hop networks and the analysis would be extended to multi-hop networks.
Although power minimization systems are given more weight in this thesis,
many cases of rate maximization problems are analyzed as well.
2. Analyze single-hop resource allocation problem classes and present fast and
efficient allocation algorithms.
Under this objective, we will generalize single-hop power minimization prob-
lems. We aim to tackle the problem by reducing the NP-Hard problems to
tractable and practical problem domain using constraint relaxation meth-
ods. Several novel subcarrier allocation algorithms will be presented and
the importance and practicality of greedy allocation algorithms will be high-
lighted.
3. Analyze multi-hop resource allocation problems and provide fast and effi-
cient allocation algorithms.
We will analyze the two-hop problems first and generalize this problem.
Then we will investigate the applicability of direct and indirect pairing
methods to solve this problem. We will provide a practical partitioning
scheme for the two-hop system. Several direct and indirect pairing algo-
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rithms will be presented and the extension of the optimization criteria to
multi-hop networks will be also discussed.
1.5 Significance
This thesis provides a number of generalizations, definitions and theories regard-
ing resource allocation problems. It is expected that these contributions will
provide a pathway for easier understanding and analysis of resource allocation
problems. Particularly, if a specific system model is considered, analysis of com-
pletely constrainedness and constraint relaxation would provide insights into the
tractability of the problem and possible approaches to solutions before diving into
the problem.
Some of the results provided in this thesis are not just applicable to wireless com-
munications. Several problem definitions are ultimately reduced to optimization
problems that are widely discussed in the operations research discipline. There-
fore we expect that some of the results of this thesis could also be applied and
extended to many other applications outside our expertise. For an example the
trade vector based subcarrier allocation algorithm for two source communication
channel (refer Section 4.7) is a solution for a specific case of subset-sum prob-
lem with a large number of weights and two knapsacks. Most of the multi-hop
resource allocation algorithms provided in this thesis are assumed to be specific
to the wireless communications discipline. However there could be other applica-
tions outside this domain.
OFDM has the potential to be widely used in the future generation wireless com-
munication, specially with the growth of 3GPP LTE. We expect that the results,
analysis and algorithms provided in this thesis will greatly help the advancement
of resource allocation discipline. At this stage, it is clear that most OFDM sys-
tems still use conventional fixed or greedy based allocation schemes. The concepts
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and system models provided in this thesis are expected to help with more efficient
use of resources in future.
The significance of this research from an end users point of view also needs to
be discussed. Use of power minimization algorithms will ultimately contribute
toward power efficiency of equipments used. It is expected that such methods
will provide longer battery life for the mobile phones and other wireless commu-
nication equipments.
1.6 Contributions
In this section we present the major contributions that resulted from our re-
search. These contributions are discussed in detail in Chapters 3, 4, and 5.
Major contributions fall under tractability analysis and novel efficient, fast and
optimal/suboptimal algorithm designs for both single-hop and multi-hop cases.
• Comprehensive tractability analysis of the resource allocation prob-
lems.
Following the definition for complete constrainedness, we have proven that
all completely constrained problems are NP-Hard. It was also proven that
any multi-dimensional (more than two dimensions) resource allocation prob-
lem is NP-Hard. Furthermore, it was shown that if constraints are relaxed
by reducing a multi-dimensional problem to have only two constrained di-
mensions, a polynomial time algorithm for the relaxed version of the prob-
lem will exist. However, we also show that a problem with more than two
hops cannot have a practical optimum solution, even with constrained di-
mension relaxation. Additionally, the single relay cluster model is studied.
It is shown that any single relay cluster partitions the problem into two
independent parts. We also generalize the optimally defined two-hop and
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multi-hop bit allocation problem. Such analysis has never been done prior
to this work.
• Analysis of power minimization problems in a single-hop system
and fairness aware algorithm design.
The standard subcarrier allocation problem that is obtained by convert-
ing rate constraints of the users to subcarrier requirement constraints is
defined. We show that rate maximization and power minimization of sub-
carrier allocation problems yield the same solution. We provide three fast
and efficient heuristic algorithms (Fair User Greedy (FUG), Trade Matrix
and Forced Cost) for single-hop subcarrier allocation problem. For a 2048
subcarrier system, these algorithms can operate up to 7x104 times faster
than the Hungarian algorithm while having less than 0.2dB (5%) power
increase.
• Analysis of power minimization problem in multi-hop systems and
fairness aware algorithm design.
Following our proof of NP-Hardness of all multi-hop networks, we explore
the resource allocation of multi-hop networks. We first generalize the two
hop systems. Our analysis show that adding an additional hop increases
the number of dimensions in a system by three. In two hop networks, unless
some of the constraints are ignored, problems can not be solved optimally in
polynomial time. When multi-hop networks are considered even the relax-
ation of dimensions cannot provide a practically solvable system. Therefore
we encourage a suboptimal approach called ‘Hop by Hop’ optimization. The
basic idea of this optimization approach is to analyze each hop channels sep-
arately and carry out the optimization based on optimization priorities of
each hop. Such optimization criteria has never been studied in the litera-
ture. We present new algorithms that use Hop by hop optimization using
Hungarian method, Trade Vector, FUG and Forced cost. Furthermore we
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also provide a fast algorithm for direct pairing. Multi-hop resource alloca-
tion problem is also generalized and the extension of hop by hop scheme to
multi-hop transmission is also discussed.
1.7 Organization of the thesis
Outline for the rest of the thesis is as follows.
• Chapter 2 - We conduct a comprehensive survey on resource allocation in
OFDM based multi-hop networks under this chapter. A brief introduction
to OFDM technology and a review on OFDM history is given first. Next,
the concepts of adaptive loading, its related research work and multi-hop
networks are discussed in details. Nature of resource allocation problems
are discussed with the introduction to single-hop rate maximization and
power minimization problems. A review on tractability aspects of resource
allocation problems is also given. This is followed by a review of most com-
mon approaches to resource allocation problem. Under this section, greedy
algorithms and KKT based method is given focus. We also review the stan-
dard assignment problem and its applicability to resource allocation. The
generalized knapsack problem and its relation to resource allocation is also
analyzed. Finally a review on resource allocation in multi-hop networks is
given.
• Chapter 3 - This chapter presents a comprehensive tractability analysis
of resource allocation problem. A number of theorems regarding tractable
nature of resource allocation problems are given. It is proven that all bit
allocation problems are NP-Hard, any two-dimensional resource allocation
problem is tractable and that all systems with a hop count larger than
two cannot be relaxed to a two-dimensional practical system. Standard
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subcarrier allocation problem class for single-hop is defined. User dimen-
sion relaxed two or lesser dimensional problems could be solved optimally
using greedy algorithms. All cases of two-hop subcarrier allocation power
minimization problems were analyzed and their tractable nature was in-
vestigated. It is shown that a single relay cluster divides the subcarrier
allocation problem to two independent and optimally solvable parts.
• Chapter 4 - Single-hop resource allocation problem is considered in this
chapter. Single-hop bit allocation is NP-Hard and therefore bit dimension
relaxed problems are given focus. Such problems are called subcarrier al-
location problems. Once the subcarrier allocation is found single user bit
loading algorithm could be used to find the bit allocation. Single-hop sub-
carrier allocation is a tractable problem. Optimum result can be found
using Hungarian algorithm that runs in O(N3) complexity. It is shown
that this complexity is too high for systems with large number of subcarri-
ers. Therefore, three less complex sub-optimal albeit significantly optimal
algorithms are presented. Generally, we have shown that most heuristic
algorithms perform relatively well in subcarrier allocation problems. For
systems with low number of resource elements, Hungarian algorithm can
give optimum subcarrier allocation. For systems, with higher number of
resource elements we recommend the use of presented algorithms instead of
complex and sub-optimal methods such as KKT, Game theory etc
• Chapter 5 - We considered subcarrier allocation problem in multi-hop
systems in this chapter. Infinite Power relay model was introduced and an
optimization criteria called hop by hop optimization was presented for this
model. The basic idea is that if a system consists of stationary relays that
have additional power, then optimizing the power usage of the first hop
mobile users becomes crucial. Thus we consider relays as infinite power
systems and focus on optimizing the first hop transmission. This optimiza-
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tion will allocate a certain number of subcarriers per each relay. Then next
hop optimization is again carried out assuming relays to be users. Thus
each optimization happens on a per hop basis. This optimization is not
optimal for the overall system. However, it is optimal for the critical first
hop. We provided three HbH optimization algorithms for relay dimension
relaxed problems. All these algorithms are fast and efficient for first hop
optimization. Additionally we presented a HbH optimization algorithm for
two-hop networks based on second hop optimization priority. The aim of
this algorithm is to explore the effect of second hop optimization to the
overall system. It was evident from the simulation results that second hop
first optimization criteria does not improve the system performance signifi-
cantly. Furthermore we provided a direct pairing algorithm based on FUG.
It is apparent that this algorithm performs significantly well in both infinite
and finite power relay models.
• Chapter 6 - This chapter provides a summary of the overall thesis, sum-
mary of contributions and future work. We highlight the contributions of
this research in detail and provide several future directions that could be
taken.
1.8 Summary
This chapter provided the basic background, research problem, motivations, ob-
jective, significance and the contribution of the thesis.
With the foundation of the research laid out, next chapter will provide a thorough
review of the resource allocation problem that is addressed.
Chapter 2
Review on Resource Allocation
A comprehensive review on OFDM based resource allocation is given in this chap-
ter. Generally resource allocation in wireless communication deals with allocating
available system resources in an efficient and economic manner. In multiple access
systems available resources in an assignment space such as time, frequency, code
or space are shared among several users [28]. The main focus of this thesis is on
resource allocation in OFDM based multi-carrier multiple access, which is a Fre-
quency Division Multiple Access (FDMA) method, that exploit the availability
of frequency assignment space. Multi-carrier modulation divides the transmitted
bit stream into several sub streams and transmits them in parallel over a number
of different frequency bands (subcarriers) [29, pp. 350]. Multi-carrier modulation
can also be implemented using vector coding [30], [29, pp.364-367].
In practical systems, often, two multiple access methods are combined. For an
example 2G systems use Time Division Multiple Access (TDMA) and FDMA
combined method [31]. UMTS and UTRAN 3G systems use both a combina-
tion of CDMA with Frequency Division Duplexing (FDD) and a combination of
CDMA with Time Division Duplexing (TDD) [32, 33]. However, in most cases
resource allocation could be isolated within the multiple access scheme. 3GPP
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LTE systems is an exception where a combination of time and frequency dimen-
sions are used to define resource blocks. The research interest of this thesis is on
any system that is associated with OFDM based multiple access.
2.1 Orthogonal Frequency Division Multiplex-
ing
OFDM lies as the foundation technology on top of which we build our resource
allocation algorithms. OFDM is a digital multi-carrier modulation scheme where
the channel bandwidth is divided into large number of overlapping, orthogonal,
parallel, narrow band subcarriers [29, 34, 35]. OFDM technologies are used or
proposed to be used in number of wireless standards. These include Digital Audio
Broadcasting (DAB) [36], Digital Video Broadcasting (DVB) [5], Wireless LANs
(IEEE 802.11a,g,n HIPERLAN/2) [4], Wireless Personal Area Networks (WPAN)
[37], Mobile-Wimax [38], Mobile Broadband Wireless Access (WBMA) [39] and
Long Term Evolution for 3G (3GPP LTE) [2].
2.1.1 Brief History of OFDM
Earliest research on transmitting data using orthogonal signals dates back to
late 1950s [40–42]. Kineplex system divided data into several bit streams and
modulated them using several carriers [40, 41]. These systems used a widely
spread frequency spectrum resulting in loss of frequency components in a band
limited transmission medium. Chang designed a band limited yet still overlap-
ping spectra, stating the general conditions for orthogonality, that would result
in a system with no inter carrier or inter symbol interference [43]. These con-
ditions allowed the system to transmit near Nyquist rate using a large number
of channels. Saltzberg extended Chang’s work by analyzing the performance of
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a parallel orthogonal data transmission system that used staggered orthogonal
QAM (O-QAM) channels [44]. Chang and Gibby followed up and analyzed the
performance of parallel scheme considering timing error, carrier phase offset and
non-ideal filter characteristics [45]. Chang patented orthogonal frequency division
multiplexing in 1970 [8].
In parallel to the above research that mainly focused on spectral efficiency via
orthogonal overlapping carriers, research on efficient generation of overlapping
orthogonal carriers were also given high interest during 1960s, particularly in
military research [46–49]. These research focused on a High Frequency (HF)
OFDM modem called KATHRYN. Notably, Zimmerman and Kirch designed a
KATHRYN system that generate 34 subcarrier signal on analog hardware using
DFT [47]. Motivated by the recently announced Cooley-Tukey FFT algorithms
[10] Weinstein, Salz and Ebert used FFT to implement OFDM [9, 50].
Following these initial work there have been numerous research that have con-
tributed to the advancement of OFDM techniques. Some of the key contributions
are highlighted below. The remarkable concept of cyclic prefix was first proposed
by Peled and Ruiz [51]. Hirosaki extended Saltzberg’s work on O-QAM systems
and proposed a method for faster processing using N/2 point DFT instead of
N point DFT [52, 53]. Cimini suggested the use of OFDM for cellular mobile
environment [54]. The performance advantage of adaptive modulation was quan-
titatively shown by Czylwik [15]. Similar results were observed by and Rohling
and Grunheid [55]. In a further study Czylwik compared OFDM with a sin-
gle carrier system and showed that OFDM performs better for several different
channel models [56].
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2.1.2 OFDM advantages and disadvantages
While OFDM offers many advantages over a conventional single carrier scheme,
the attraction is mainly due to the efficient handling of multi-path propagation
effects at the receiver. Multi-path propagation is a phenomena where several
copies of the transmitted signal arrive at the destination, at different arrival times
[14, Ch. 4]. This delay spread causes the transmitted data to overlap causing inter
symbol interference. In OFDM, since each subcarrier transmits data in parallel
over the same symbol period, a low symbol rate is achieved while maintaining
the same data rate that is of a single carrier system. Low symbol rate makes the
addition of guard intervals affordable which in turn reduces the ISI. Additionally,
low symbol rate makes the system less sensitive to time synchronization problems.
Effects such as multi-path propagation and shadowing, causes frequency selective
fading. Frequency selective fading is also affected by the relative velocities of the
wireless device, surrounding objects and transmission bandwidth [14, Ch. 4]. In
OFDM, typically, each narrow band sub-channel bandwidth is smaller than the
coherence bandwidth of the channel, resulting in each sub-channel under going
flat fading. The flat fading effect for each channel coupled with the guard inter-
val (Cyclic Prefix) offerers simplified frequency domain processing of the received
signal. Due to the addition of cyclic prefix linear convolution between channel im-
pulse response and the input mimics the operation of a circular convolution. This
converts the channel output to a multiplication between channel and the input
in the frequency domain. Consequently each subcarrier data could be recovered
using a single multiplication with a complex number (single tap equalization).
Thus the need of complex equalization filters of a conventional FDM system is
removed in OFDM.
Furthermore, since each sub-channel is orthogonal inter-carrier interference is
removed with no sacrifice of bandwidth. Thus, the spectral efficiency of the
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system is improved. Additionally OFDM could be efficiently implemented using
FFT algorithms.
The main disadvantage of OFDM is the high peak-to-average-power-ratio (PAPR)
[57]. OFDM is also highly sensitive to frequency equalization problems.
2.2 Adaptive Loading
Adaptive loading determines the number of bits that would be allocated to each
subcarrier in the system, depending on their channels and bit error requirements.
The terms adaptive loading, bit loading, power loading and bit allocation are used
interchangeably, in literature. We use the term bit allocation in most parts of this
thesis. Overall system bit allocation was a more prominent research interest than
user specific bit allocation among the research community during late 1980s and
1990s. This signifies a single user bit allocation problem. A number of research
were carried out to determine efficient single user bit allocation algorithms [58–
63].
Hughes-Hartogs algorithm patented in 1989 is of particular interest [58]. This
algorithm calculates the power required to transmit one additional bit for each
subcarrier and then the subcarrier with the lowest power requirement is chosen
and one additional bit is allocated to it. If all subcarriers’ transmit power is
used, such that no additional bit could be allocated, the algorithm terminates.
Hughes-Hartogs algorithm albeit optimal, requires a large number of iterations
and computations to converge. Much faster, sub-optimal loading algorithm that
depends on equal power loading was presented by Chow et al. [60]. After the
initial power loading, the algorithm will iteratively increase or decrease the power
of subcarriers depending on the difference between current rate, and the expected
rate. Lai et al. presented a different, fast algorithm based on Hughes-Hartogs
algorithm in [64]. They group a set of subcarriers with similar channel gains
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to a sub-channel and compare additional power needed to transmit one bit per
each sub-channel. This decreases the number of computations needed by the
Hughes-Hartogs algorithm.
Sonalkar and Shively presented a bit allocation algorithm that engages bit removal
for efficiency [63]. This algorithm is similar to the Hughes-Hartogs algorithm
except that now the bits are removed from already filled subcarriers until the
desired rate or power budget is achieved. Authors however show that bit removal
is at least eight times faster than bit loading.
Bit allocation without user requirements is a polynomial time problem that can be
solved optimally using Hughes-Hartogs algorithm or Sonalkar-Shively algorithm.
Since no user requirements are considered in this system, it behaves similar to a
single user system. All multi-user subcarrier allocation algorithms presented in
this thesis could be followed by any of these single user bit loading algorithms for
efficient power usage.
2.3 Multi-hop Networks
In multi-hop networks there are more than one intermediate node that receive and
transmit the data. Multi-hop networks offer several advantages over a single-hop
network. Firstly, by using intermediate nodes the coverage of a wireless network
could be increased. Secondly, by using a number of parallel hops the performance
of the system can be improved via diversity combining. Also using a number of
short intermediate hops could reduce the power usage of the system. Multi-
hop transmission could be relay based or mesh based. Some of these multi-hop
transmission networks have been standardized under IEEE 802.16j [65], IEEE
802.11s [66] and IEEE 802.15.5 [67].
Only relay based networks are considered in this thesis. A hop is a portion of
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Hops
Relay Clusters
Relays
Destination
Figure 2.1: A multihop network
a wireless communications network that could be clearly partitioned because of
its specific characteristics. Hop partition is a physical characteristic of a network
and therefore the analysis of the system behavior in each hop is essential. In our
research we consider a set of transmitting nodes and all the receiving nodes at
its vicinity as a ‘Hop’ (Figure 2.1). Consequently, we assume complete isolation
of each hop, thereby partitioning the relays into relay clusters. This essentially
means that information sent by transmitting nodes of a one hop will not travel
to the receiving nodes of any other hop but will only be received by the receiving
nodes of that particular hop. In a single-hop network, there would be set of users
that transmit and a destination that listens. For an example these users could be
mobile users while the destination could be a Base Station. In multi-hop networks
there could be a number of intermediate hops. Each hop consists of a set of relays
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that transmit and receive information in parallel. Also, it is apparent as shown
in Figure 2.1 that each parallel relay cluster belongs to two hops.
2.4 Resource Allocation
Generally, an OFDM system has a number of users that it accommodates and a
set of subcarriers. Additionally, If the OFDM network has multiple hops there
would be a set of relays that can exist in a one hop or in multiple hops. Also
each user and relay has some amount of power at its disposal. Therefore, for
a user the resources in the system are subcarriers, relays and power. From a
relay’s perspective it has subcarriers, power and next hop relays as resources.
The resource allocation will try to find an efficacious allocation of resources to
users and relays for an efficient transmission.
This is a complicated problem. Firstly, when a particular user/relay is considered
each subcarrier channel is different due to frequency selective fading. Secondly,
when different users/relays are concerned same subcarrier channel is different due
to geographical locations of the users/relays and different channel environments.
Then, since the subcarrier allocation should be exclusive, it is needed to find the
best subcarriers for the users and relays so that the overall system would benefit.
Power limitations of the system imposes various constraints on this subcarrier
allocation. Each user will require a specific QoS requirement but is limited to
the amount of power at their disposal. Relays might constrain themselves to a
maximum amount of power they are willing to contribute for the communication.
In a single-hop network, since each subcarrier channel is different, users will
compete for best subcarriers. In a multi-hop network transmitting nodes will
compete for relays with best subcarriers. Selection of what subcarriers, relays
or subcarrier bundles with relays should be given to users and what amount of
power should be allocated on top of those subcarriers is the resource allocation
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problem that needs to be answered. It should be noted that as a consequence
of complete hop isolation, the exclusive subcarrier allocation is only needed per
each hop.
2.5 Nature of problems
Generally resource allocation problems could take two forms. They could be
rate maximization problems [68–70] or power minimization problems [71–73].
Normally these problems deal with optimizing an overall system goal, that is,
minimizing overall system power or maximizing overall system rate. However
there could be other cases such as maximizing all users’ minimum rate [74] or
minimizing all users’ maximum power [26]. Another optimization goals could be
outage probability minimization [75, 76].
We only consider overall system rate or power optimization goals in this thesis.
For better understanding and simple analysis let’s define both rate maximization
and power minimization problems for a single-hop system with N number of
subcarriers and K users.
2.5.1 Rate maximization
Rate maximization aims to find the subcarrier and power allocation that maxi-
mizes the overall system rate. The problem is usually subject to constraints that
could be overall system or individual user power limitations. In a fair system it
is more meaningful to assume that each user will have its power constraints. The
aim of the optimization problem is to find the subcarrier allocation and power
allocation that maximize the overall rate of transmission of the system, within
a certain error probability, subject to other system constraints. Channel rate
or capacity could be computed using Shannon-Hartley capacity theorem [77] as
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shown in equation (2.1). ak,n = 1 denotes that subcarrier n is allocated to user
k. Otherwise ak,n is equal to zero.
Maximize, R =
K∑
k=1
N∑
n=1
ak,n Bn log2
{
1 +
|hk,n|2 Pk,n
|σk,n|2
}
(2.1)
Here hk,n and |σk,n|2 denotes the channel gain and noise power of subcarrier
n of user k respectively. Bn is the bandwidth of the n
th subcarrier while Pk,n
represents the power allocated to subcarrier n of kth user. It should be noted
that the presence of ak,n in the above capacity equation makes any rate terms
with ak,n = 0 to be zero. However, Pk,n itself limits the power. If a particular
subcarrier is not allocated to a particular user, then power through that subcarrier
is zero. Consequently Pk,n for that user, subcarrier pair is zero. Hence, it can be
seen that the use of ak,n in the above equation is not strictly needed. Nevertheless
we user ak,n for better understanding of the problem
If Pk,max is the maximum power user k is allowed to transmit power of each user
is constrained as follows.
N∑
n=1
Pk,n ≤ Pk,max , ∀ k ∈ K (2.2)
This equation adds the power allocated over all the subcarriers of a specific user.
Each user will also have a specific rate requirement. This leads to the following
constraint.
N∑
n=1
Bn log2
{
1 +
|hk,n|2 Pk,n
|σk,n|2
}
≥ Rk , ∀ k ∈ K (2.3)
For exclusive subcarrier allocation, following constraint needs to be imposed, since
no subcarrier could be allocated to more than one user.
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K∑
k=1
ak,n ≤ 1 , ∀ n ∈ N (2.4)
The system should maintain a certain bit error rate. All the optimization ob-
jectives and constraints should reflect this error rate. We denote the probability
of error over a specific subcarrier, user pair k, n by Pk,ne and the required error
probability by Perr. Then following constraint should hold.
Pk,ne ≤ Perr, ∀ ak,n 6= 0 (2.5)
Finally, ak,n can only take discrete values in the closed interval {0, 1}.
ak,n = {0, 1} (2.6)
Equation (2.1) represents the objective function of this optimization problem.
Equations (2.2)-(2.6) are the constraints of the system.
2.5.2 Power minimization
Power minimization problem aims to find minimum power requirement for a
reliable transmission given specific data rate requirements from the system, and
a certain error probability. These rate requirements could be for the overall
system or for individual users. For a fair system it is more meaningful to assign
rate constraints per each user.
Assume that the maximum number of bits each subcarrier is allowed to transmit
is C. Thus, the number of bits c, can take any integer value in the set M =
{0, 1, 2...C}. The objective is to find the subcarrier allocation index ak,n and the
bit allocation index ck,n that minimizes the total system power PT . ak,n exists in
the closed interval {0, 1}, while ck,n exists in the interval {0,M}. ak,n = 1 carries
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the same meaning as in rate maximization problem. ck,n = m means that m
number of bits are allocated to subcarrier n to be used by the user k. Otherwise
subcarrier n is not used by the user k. P (c) denotes the minimum power required
at the receiver to decode c number of bits with an error rate lower than Perr. hk,n
denotes the channel gain of kth user over nth subcarrier. Now the optimization
problem can be defined as follows.
Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P (ck,n)
|hk,n|2 (2.7)
Assuming each user has a specific rate requirement system is constraint to,
N∑
n=1
Bn log2
{
1 +
|hk,n|2 Pk,n
|σk,n|2
}
≥ Rk , ∀ k ∈ K (2.8)
Here Pk,n represents transmitted power by user k via subcarrier n, provided n is
used by k. |σk,n|2 denotes the noise power. Rk is the rate requirement of kth user
and Bn is the bandwidth of n
th subcarrier.
System error probability requirement is similar to what is defined under the rate
maximization problem.
Pk,ne ≤ Perr, ∀ ak,n 6= 0 (2.9)
Since no subcarrier could be allocated to more than one user, above minimization
is constrained to,
K∑
k=1
ak,n ≤ 1 , ∀ n ∈ N (2.10)
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Additionally,
ak,n = {0, 1} (2.11)
ck,n = {0,M} (2.12)
2.6 Tractability
It will be shown in Chapter 3 that majority of resource allocation problems are in-
tractable. This means that solutions to these problems cannot be found optimally
in polynomial time. Research work on tractability are scarce. In [25] authors
have proved that single-hop bit allocation problems are NP-Complete by defining
a problem class related to bit allocation as HEAVY DISJOINT SUBSETS and
then reducing it to already proved NP-Complete problem PARTITION [78, Ch.
3]. Huang et al. defines four types of single-hop bit allocation problems [26]. That
is (1) minimize overall power consumption (Min-MA), (2) minimize the maximal
user power consumption (MinMax-MA), (3) maximize overall transmission rate
(Max-RA) and (4) maximize the minimal user transmission rate (MaxMin-RA).
They prove all these problems are NP-Hard by polynomially reducing them to an
already proved NP-Hard problem SUBSET SUM [24, Ch. 5]. In [27] authors fur-
ther investigate the nature of the single user power minimization problems. They
prove that single user bit allocation problems with power minimization goal are
NP-Hard by polynomial reduction of the problem to NP-Hard 3-SAT [78, Ch.
3] problem. Furthermore they study the nature of the problems with channel
restrictions. Additionally, several tractable problem classes are discussed.
Multi-hop tractability analysis has never been done. One reason could be that,
since single-hop bit allocation is already NP-Hard, multi-hop allocation would
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obviously be NP-Hard. Yet the proof of multi-hop NP-Hardness has not been
provided before this thesis. It should be noted that having multiple hops does
not automatically make a problem NP-Hard. As we show in Chapter 3, NP-
Hardness of a problem depends on the constrained dimensions of the system, not
on the number of hops. Even for a single-hop system, only completely constrained
complex systems exhibit NP-Hard behavior. The analysis of NP hardness of
a problem is incomplete without the analysis of tractable problem classes and
transformation criteria from intractable to tractable. A comprehensive analysis
of tractability of resource allocation problems is given in Chapter 3.
2.7 Fairness Aware Resource Allocation
In practical systems, each user requires a fair allocation of resources for its use.
Such allocation is called fairness aware resource allocation. Equations (2.3) and
(2.8) from the rate maximization and power minimization problems define this
fairness constraint. It should be noted that these fairness constraints make the
resource allocation problems complex. If the fairness constraints are ignored,
objective of a resource allocation problem transforms to a overall system opti-
mization requirement. Solving such a problem is significantly simpler than the
original one.
Most resource allocation algorithms consider user fairness when allocating re-
sources. However there are several algorithms that are designed for systems
without user fairness [79]. In this thesis we only consider fairness aware resource
allocation problems.
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2.8 Approach to solutions
Resource allocation problems in both multi-hop and single-hop networks has been
approached with various methods. Depending on the specific nature of the prob-
lems these could be optimal/suboptimal and/or polynomial or exponential time
algorithms. The attempts at solving resource allocation problems basically di-
vides the problem domain into two parts, namely, bit allocation and subcarrier
allocation. Bit allocation problems try to find the subcarrier allocation and
power loading solutions simultaneously. Subcarrier allocation problems would
divide the problem into two parts and tries to find the optimal subcarrier allo-
cation first. Once subcarrier allocation is found the bit loading is done on top of
that using single user bit loading algorithms. Both power minimization and rate
maximization problems could be again divided into bit allocation and subcarrier
allocation sub classes.
Majority of resource allocation algorithms comes under two categories. They
could either be heuristic methods that are mainly or partially based on greedy
algorithms or they would rely on integer relaxation of subcarrier allocation or
bit allocation criteria. The latter method suggests that a non integer subcarrier
number or bit number could be allocated to a particular user. Admittedly, since
this is not a feasible solution alternative integer allocation methods needs to
be sought after the initial run of the algorithms. Some other interesting but
less popular approaches are Game theoretic approach [80], Hungarian algorithm
based method [81] and branch and bound method [82].
Multi-user resource allocation problem in OFDM was not given that much at-
tention until late 1990s. Till that time resource allocation mainly focused on
bit loading algorithms. Wahlqvist et al. in 1996 considered multi-user resource
allocation for the first time and analyzed fixed and dynamic resource allocation
in OFDM [11]. For dynamic schemes he considered random allocation and a
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method based on least-interfered channels. The latter, which is based on greedy
algorithms could be considered as the first intelligent resource allocation scheme.
Wahlqvist et al. in their analysis shows that dynamic resource allocation can
improve the system performance.
However, the study of intelligent resource allocation schemes was pioneered by
Wong et al. [12, 83, 84]. They were the first to consider the complexity of the
problem in depth and they proposed an algorithm to solve the power minimization
bit allocation problem based on integer relaxation [12, 84]. A convex optimization
problem was formulated and Karush-Kuhn-Tucker (KKT) conditions were used
to find the solution iteratively. Furthermore they suggested that the non-integer
subcarrier allocation suggests the use of time-sharing. In a further study Wong et
al. presented an optimal yet slow subcarrier allocation algorithm based on greedy
initial allocation and secondary subcarrier swapping steps [83]. Remarkably, in
the same paper they also suggested the use of Hungarian algorithm [85] and Node-
Splitting [86] to solve the power minimization subcarrier allocation problem, but
discarded the method stating that the complexity is too high. Following this
work, Kivanac and Liu proposed two greedy algorithms for power minimization
subcarrier allocation [87]. Their suboptimal yet fast algorithms give similar power
allocation profiles to Wong’s KKT conditions based algorithm while operating
significantly faster.
The rate maximization problem was considered for the first time by Yin and Liu
in 2000 [81]. They considered the subcarrier allocation problem and first calcu-
lated each user’s subcarrier requirement and the power requirement to reach user
rates with that subcarrier requirement. An assignment problem was derived tak-
ing each users channel SNR as a cost function and the subcarrier allocation that
results in maximum rate was found using Node-Splitting and Hungarian Algo-
rithm. Both integer relaxation and greedy based algorithm for rate maximization
was considered first by Rhee and Cioffi [74]. Their greedy approach assumes equal
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power distribution among all subcarriers and gives near optimum results. Kim
et al. proposed that non-linear cost functions used by Wong and Rhee could be
presented as linear cost functions [88]. Admittedly, even though still exponential
Kim’s algorithm was claimed to be faster. Additionally, Kim proposed a linear
programming based subcarrier allocation algorithm as well.
Using the results of [89] Chung et al. proved the existence of a Nash Equilibrium
for rate maximization problem in wireless channel [80]. Game theoretic approach
for resource allocation was pioneered by Chung with this work. A branch and
bound method based algorithm for rate maximization was proposed by Mao and
Wang [82]. However, generally, branch and bound method has a high complexity
and is therefore given less attention by the research community.
Following these foundation work for approaching resource allocation problems,
there have been various research allocation algorithms proposed for different sys-
tems. Most of these follow one or more of the basic principles discussed above.
2.8.1 Greedy Algorithms
Greedy algorithms rely on selecting a locally optimum choice at each stage of the
algorithm to approach a globally optimum solution. Naturally, such a selection
could not be guaranteed to give an optimal allocation all the time. Greedy based
heuristic algorithms were very popular among the research community at the
early stages of resource allocation research [90–98]. This is mainly due to their
low complexity and relatively efficient allocation results.
In [99] a greedy approach is used for block wise subcarrier allocation, which gives
a lesser complexity than a carrier wise allocation. A greedy approach simply
allocates a subcarrier to a user if that user, subcarrier pair has a better cost
value, where cost value could be calculated using metrics such as channel gain,
power, rate or priority requirements. The theory simply dictates to do low cost
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assignments first. However as mentioned such an assignment would not ensure
an overall better system performance.
In cases where direct greedy allocation is not used, most algorithms rely on greedy
approach for initial assignments. This means that until a conflict between users
for a subcarrier or a subcarrier block occurs a greedy approach is employed. If a
conflict never occurs greedy approach becomes the solution. In another approach
the initial first round allocation is done using a greedy algorithm and then im-
provement steps are carried out by other means. A suboptimal algorithm derived
from improving the greedy approach is discussed in [100]. After the initial alloca-
tion this algorithm benefits from swapping a subcarrier, user pair if the swapping
results in a lesser cost for the overall transmission. A similar algorithm is ex-
plained in [101] for block wise subcarrier allocation. A conflict for a block among
users is treated with swapping of blocks between user pairs. Additionally, capac-
ity change that results in all possible block swapping is calculated and swapping
that increase system performance are carried out.
Combinatorial auction based allocation algorithm is proposed in [102]. Each user
in this case is allowed to chose the best subcarrier block for its usage based on a
cost. If any user finds some of its preferred subcarriers have already been taken by
another user, that users cost value is changed and the subcarriers are released to
a common pool where both users need to choose again. This scheme ensures that
users with worse channel conditions gets a priority in choosing carriers to satisfy
their rate requirements. An algorithm based on block wise subcarrier allocation
is proposed in [103]. Here after the initial greedy allocation, if users have common
subcarrier partitions with best cost, then the cost is adjusted by using a method
that introduces a random noise factor and a weight factor. However authors
mention that even after the above adjustments the algorithm might not converge
and in such cases random allocation of partitions needs to be done.
Greedy algorithms are not widely popular among the current research community.
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At present research is more focused on more methodical approaches such as KKT
method. However it should be noted that Kivinc showed that their rate craving
greedy (RGC) algorithm [92] operates very close to the Wong’s [12] KKT based
method. RGC algorithm has a computational complexity of O(KN) when K is
the number of users and N is the number of subcarriers in the system. KKT based
method has a complexity that depends on the number of iterations. Therefore,
the choice between RGC algorithm and KKT based method is not an obvious
one.
More recently, authors of [104] have considered several greedy based resource
allocation schemes [83, 105–107] and compared their complexity and performance.
In [105] each user is given chance to choose best subcarriers for it. Admittedly,
this allocation scheme favors users who get the first chance to choose. Late users
are left with bad subcarriers. [106] allows users with the worst average channel
gain to choose subcarriers first. [104] proposes an subcarrier allocation scheme
based on ordering subcarriers with average worst gain and giving each user to
choose the best subcarrier.
2.8.2 Karush-Kuhn-Tucker Conditions
Karush-Kuhn-Tucker (KKT) conditions are a set of necessary conditions, that
make a the solution to a non-linear problem optimum, provided that some regu-
larity conditions are satisfied [108]. KKT based method is a generalization of the
Lagrange’s multiplier method, which is an optimization algorithm for finding a
local minima or a maxima of a differentiable function subject to some constraints.
KKT based method is widely popular among the research community for solving
resource allocation problems. This could mainly be due to the intractable nature
of most resource allocation problems. Vast number of work done heavily rely
on Karush-Kuhn-Tucker (KKT) conditions based methods and use some form of
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Langrange’s multiplier manipulations to approach a result [109, p.23-24][12, 19,
20, 22, 69, 84, 110, 111]. These methods depend on the differentiability of the
optimization function and therefore adopts integer relaxation of the optimization
variable, allocation index. Consequently the solution is non optimal. The result
would contain non integer values for the allocation matrix and would suggest
time sharing. To convert the result to a discrete form each subcarrier could be
allocated to the user with the largest time share. However time sharing does not
provide a solution to the original problem. It could only satisfy individual user
rate constraints over the time dimension and also subcarrier allocation in this
case again follows a greedy approach. Several key points need to be highlighted.
KKT method does not provide an optimal solution for the problems considered.
Secondly, KKT method is non polynomial and therefore a solution cannot be
guaranteed in the allocated time duration.
2.9 Standard Assignment Problem
Assignment problem is a fundamental class of discrete optimization problems
that arise in the area of operations research. It deals with assigning a set of users
to a number of jobs, such that cost of assignment would be a minimum. The
assignment has to make sure that exactly one job is assigned per each user and
each job is given to exactly one user. Assignment problem is a special case of
linear programming problem class. Even though these problems could be solved
using Dantzig’s simplex algorithm [112], there are many other efficient algorithms
that are designed specifically to cater the nature of a problem at hand.
Consider a system with K users and N subcarriers and that each user should
be allocated at least one subcarrier. If N = K, without much difficulty it can
be observed that assigning subcarriers to users exclusively such that the system
cost is a minimum is an assignment problem (Cost here could be power cost, or
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rate. If the objective is to maximize the cost function, then the cost values could
simply be inverted before applying the algorithm). Therefore the interest in the
assignment problem when the subcarrier assignment is concerned is well justified.
Assignment problem could also be represented as finding maximum weighted
bipartite matching, in a bipartite graph. Bipartite graph is a graph G described
by G = (V,E) with vertex set V and edge set E where vertex set can be divided
into two disjoint sets V1 and V2. In a complete bipartite graph each vertex in V1 is
connected to each vertex in V2. In a weighted bipartite graph each edge is given
a specific weight. Matching M in G refers to selecting a subset of G such that
degree of each vertex, δ(v) is equal to one. Since this matches all the vertices in
the graph it is called perfect matching. If a perfect matching is carried out such
that the sum of total weights of M would be a maximum, such matching W is
called maximum weighted bipartite matching.
2.9.1 Hungarian Method
There are several algorithms that can solve the weighted matching problem effi-
ciently. We give our attention to the remarkable Hungarian algorithm [85] in this
thesis. Original algorithm solves the problem with O(V 2E) complexity. However
later it was shown that the algorithm can be modified to run in O(V E) run time.
Two other popular algorithms that can be used are Bellman-Ford algorithm [113]
and Dijkstra’s algorithm [114]. As mentioned earlier for N = K cases Hungarian
method could be directly applied.
However N = K cases are not very practical within resource allocation in wire-
less communication. Yet exploiting the similarity to the assignment problem,
many resource allocation algorithms convert the original problems to assignment
problems. In [115] two hop power minimization with subcarrier pairing is consid-
ered. Using continuous relaxation and KKT conditions the problem is reduced
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to solvable forms. Most importantly, part of the problem reduced to a standard
assignment problem and solved effectively. The rest of the problem is then sub-
sequently solved using the results obtained by solving the assignment problem.
Reference [75] considers the outage probability minimization through relay selec-
tion and converts the problem to a assignment problem. In [116], an optimization
problem that minimize overall video distortion is considered and a two stage al-
gorithm is proposed where the first stage is based on an approach of assignment
problem. Zhang et al. [117] uses an improved version of Hungarian algorithm
for subcarrier allocation. A two step resource allocation algorithm for two hop
cooperative network is designed in [118]. Hungarian algorithm is used in the sec-
ond stage to solve the problem. Two types of bipartite matching algorithms for
frequency-spatial scheduling is proposed for MIMO-OFDM in [119]. [120] uses
Hungarian algorithm to optimize a fairness aware utility function in 3GPP LTE
system. An outage probability minimization with user fairness based on Hun-
garian method is discussed in [76]. Rate maximization using Hungarian method
is discussed in [121]. Fair rate maximization algorithm using Hungarian method
is presented in [122]. Suboptimal subcarrier pair selection algorithm based on
Hungarian method is given in [123]. Modified Hungarian algorithm for down-link
scheduling is used in [124].
2.9.2 Node Splitting
When resource allocation in wireless communication is concerned Hungarian
method could only be applied to cases where each user is only given a single
subcarrier or a resource block. However in a practical system each user would
require more than one subcarrier. Node-Splitting is a method that modifies the
Hungarian method to cater such cases [86]. Wong suggested that node-splitting
can be used to solve the problem in 1999 [12]. However he considered the O(N3)
complexity to be too high for real time results.
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Although the specific name ‘Node-Splitting’ is not used, a detailed description on
using the same technique for subcarrier allocation was given by Yin in 2000 [81].
Yin used, node-splitting to solve the rate maximization problem assuming that
the subcarrier requirement for each user could be pre-determined. He first divided
the problem to two parts, namely, resource allocation and subcarrier allocation.
Under resource allocation he would find the specific subcarrier requirement and
power requirement using a greedy based algorithm. He assumes each users chan-
nel over the subcarriers is flat and uses the average channel as this value. Then
assuming each user’s rate requirement is proportional to its subcarrier require-
ment, the power needed to achieve the required user rate with one additional
subcarrier is calculated for each user. The user with the minimum power range is
allocated one bit and its power requirement is adjusted. Algorithms terminates
when the power, subcarrier proportionality constraint is satisfied.
Once each user’s subcarrier requirement is found an assignment problem is formu-
lated. It is assumed that the decibel value of channel SNR linearly approximates
the rate that could be achieved by allocating resources to a particular channel.
Then for each user, subcarrier pair an assignment problem is formulated and us-
ing node-splitting techniques and Hungarian method, the subcarrier assignment
that would maximize the rate is found. Single user bit loading could be used on
top of any user’s subcarrier assignment to find the number of bits that cater the
already found power allocation.
After these initial works on the node-splitting for assignment problem this method
has not been given attention by the research community. More specifically, node
splitting for power minimization problems has never been considered. This could
mainly be due to the fact that Hungarian method could only be applied optimally
to standard subcarrier allocation problems.
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2.10 Knapsack Problem
Knapsack problem is a class of combinatorial optimization problems [24].
Let us define the 0-1 KNAPSACK problem.
0-1 KNAPSACK : Given a set of M items with each item having a profit of pi and
a weight of wi, how can we select items for a knapsack such that the weight of the
knapsack would be less than a given value W while the profit being a maximum?
xi Here is the allocation index. If an item i is selected for the knapsack xi = 1
and xi = 0 otherwise.
Maximize
M∑
i=1
pixi
subject to,
M∑
i=1
wixi ≤ W and xi = {0, 1}
Now the 0-1 MIN-KNAPSACK problem is the case where the profit needs to be
minimized while the weight needs to be more than a given value.
0-1 MIN-KNAPSACK
Minimize
M∑
i=1
pixi
subject to,
M∑
i=1
wixi ≥ W and xi = {0, 1}
Out of these two problems 0-1 MIN-KNAPSACK is of particular interest. Now
assume a case where we have N knapsacks and the profits and weights depend on
each knapsack as well. This problem is a modified version of Min-Multiple Knap-
sack Problem (MIN-MKP). Allocation index in this case becomes two-dimensional
where xi,j = 1 denoting item i is allocated to knapsack j. xi,j = 0 otherwise.
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Minimize
M∑
i=1
N∑
j=1
pi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ N
xi,j = {0, 1}
Without much difficulty it could be observed that MIN-MKP has similar prop-
erties to a power minimization problem when number of knapsacks are equal to
the number of users and number of items are equal to the number of subcarriers.
Now consider the maximization version of MIN-KMP.
Maximize
M∑
i=1
N∑
j=1
pi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀j ∈ N
xi,j = {0, 1}
It is apparent that MAX-MIN-KMP has similar properties to the rate maximiza-
tion problem.
Resource allocation problems could be treated as special cases of Knapsack prob-
lems. Knapsack problems are generally NP-Hard. In the coming chapter we use
this property to investigate the tractable nature of resource allocation.
2.11 Resource Allocation in Multi-Hop Systems
Adding an additional hop to a system increases the complexity of a problem
significantly. Each subcarrier and bit allocation decision is now coupled with a
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relay selection decision as well. Consequently, first hop allocation decisions should
be done taking into the account the behavior of the second hop channel as well.
Otherwise the second hop channel could act as a bottleneck for the system.
Guoqing and Hui were the first to consider resource allocation problem in a two
hop network [125]. They consider a system where same subcarrier is paired in
both hops. This entails that the data transmitted using a particular subcarrier
to a relay, is retransmitted using the same subcarrier by that relay. Additionally
they considered a system with QoS constraints for relays. Using linear optimal
distribution algorithms they find an optimal solution that maximize overall sys-
tem rate.
Using single relay networks, it was shown that ordered subcarrier pairing im-
proves the system performance with respect to the transmission rate [126–129].
In ordered pairing subcarriers are paired intelligently according to their channel
gains. Yong et al. claims that ordered pairing is optimal under optimal power
allocation [130].
In [79] authors have considered an overall system rate maximization problem.
They find the optimal pairings by converting the problem to a assignment problem
and solves it using Hungarian Algorithm. Several other pairing optimization
algorithms could be found in [131, 132]. Joint subcarrier pairing, relay selection
and power allocation problems using KKT based methods are investigated in
[115, 133]. An optimization framework for two hop resource allocation using
maximum weighted clique problem is presented in [134].
Two hop resource allocation algorithms are dominated by subcarrier pairing ap-
proach. However, we show in the Chapter 3 that subcarrier pairing is not nec-
essarily optimum for bit allocation. However subcarrier pairing simplifies the
two hop resource allocation problem. More importantly, all two hop subcarrier
allocation problems are pairing problems. In this thesis we propose two other
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approaches for two hop resource allocation, that are based on implicit pairing.
Most multi-hop network resource allocation problems deal with cross layer opti-
mization, i.e, routing based systems [135, 136] or relay clusters with single relays
in each hop [137–139]. Note that latter also could be considered as a routing
problem.
Cluster based multi-hop systems considered in this thesis are highly complex.
Therefore a cross layer approach is more suitable for these networks.
2.12 Summary
In this chapter we provided a review on resource allocation. The foundation
technology of the considered multiple access scheme, OFDM, was introduced
first. The concepts of adaptive loading, its related research work and multi-
hop networks were discussed in details. Nature of resource allocation problems
were discussed with the introduction to single-hop rate maximization and power
minimization problems. Literature on tractability aspects of resource allocation
problems were also discussed. This was followed by a review of most common
approaches to resource allocation problem. The generalized knapsack problem
and its relation to resource allocation was also reviewed. Finally a review on
resource allocation in multi-hop networks was given.
Next chapter will provide a thorough analysis of the tractability nature of resource
allocation problems.

Chapter 3
Tractability of Resource
Allocation Problems
This chapter provides a comprehensive analysis on tractability of resource alloca-
tion problems. In simple terms, tractability analysis aims to determine whether
a certain problem can be solved in polynomial time or not. If a polynomial time
algorithm exists, the problem is said to be tractable. The study gives a number of
insights into whether a certain problem is tractable, how a tractable/intractable
problem should be approached and the complexity of tractable problem classes.
We analyze single hop, two-hop and multi-hop systems and present several the-
orems regarding their tractable nature. Conditions for a specific problem to be
tractable are also investigated. Subsequently, we provide insights into converting
intractable problems to tractable problems, the nature of the tractable problems,
and their feasibility and practicality in real systems.
Although the main focus of this thesis is power minimization problems, in this
chapter most of the analyses are provided for both power minimization and rate
maximization. Therefore, unless specifically mentioned otherwise, both problems
are referred to simultaneously. Furthermore, any mention of a cost function
44 3.1 Assumptions
carries a meaning relative to the nature of the problem. This implies that the
cost function could denote a cost incurred in the system due to either a power
minimization or a rate maximization.
3.1 Assumptions
Throughout the thesis following assumptions are maintained:
• All channel information is known to the scheduler.
• In multi-hop networks each hop is isolated. Thus, the destination cannot
directly receive the information sent by the sources if there is a relay layer
in between.
• The number of relays that would participate in the communication in each
hop is pre-determined. The protocol for selecting participating relays is not
considered in this thesis.
• Ultimate destination of a system is a single node.
3.2 Discrete Nature of Resource Allocation Prob-
lems
Resource allocation problems are of discrete nature. However the optimization
problems defined in the previous chapter do not readily demonstrate this. More
specifically, logarithmic rate functions obstruct the discrete analysis, since they
are continuous functions. Therefore, we convert these problems to a discrete
form that is more useful in tractability analysis and algorithm design discussed
in later chapters. This conversion for single hop rate maximization and power
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minimization problems are demonstrated in the sequel assuming that the same
procedure could be adopted for multi-hop systems without much difficulty.
3.2.1 Rate Maximization
Recall the objective function of rate maximization problem (Equation 2.1).
Maximize R =
K∑
k=1
N∑
n=1
Bn log2
{
1 +
|hk,n|2 Pk,n
|σk,n|2
}
Ideally, since the information is in a digital format, the system rate should be dis-
crete. Consequently, the modulation scheme used will constrain each subcarrier
to transmit in bits resulting in a system rate R in bits per second. Therefore rate
could be considered as a discrete function. Assume that the maximum number
of bits any subcarrier is allowed to transmit, C is pre-determined. This is a fair
assumption for a practical system, since it is expected that the design of the sys-
tem will restrict the number of bits per each subcarrier. The rate equation of the
system can therefore be re-written using a three dimensional subcarrier allocation
index ak,n,c = {0, 1}, with the added c dimension representing the number of bits
as shown in Equation 3.1.
Maximize R =
K∑
k=1
N∑
n=1
C∑
c=1
ak,n,c c (3.1)
ak,n,c = 1 entails that subcarrier n is allocated to user k to transmit c bits. Note
that R is given in bits per OFDM symbol. This needs to be divided by the
duration of the OFDM symbol to find the rate in bits per second. Thus,
R = R
T
(3.2)
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where T is the duration of the OFDM symbol. Unless otherwise specified any
mention of rate in this thesis denotes a rate measured in bits per OFDM symbol.
Recall the individual user rate requirement.
N∑
n=1
Bn log2
{
1 +
|hk,n|2 Pk,n
|σk,n|2
}
≥ Rk , ∀ k ∈ K
Rk depends on the number of subcarriers allocated to each user k as well as the
power allocated that user. Additionally, since bits can only take an integer value,
the amount of power allocated over a subcarrier dictates the discrete number of
bits it will transmit. Therefore, a better representation ofRk for a discrete system
could be as follows. Note that Rk again is given in bits per OFDM symbol.
N∑
n=1
C∑
c=1
ak,n,c c ≥ Rk , ∀ k ∈ K (3.3)
Now individual user power constraint could be expressed as a function of c. P (c)
is the power required at the receiver to correctly decode c number of bits, with
an error probability less than Perr. Pk,max and hk,n carries the usual meaning.
N∑
n=1
C∑
c=1
ak,n,c
P (c)
|hk,n|2 ≤ Pk,max , ∀ k ∈ K (3.4)
Error probability constraint is similar to the original definition.
Pk,n,ce ≤ Perr , ∀ ak,n,c 6= 0 (3.5)
For exclusive subcarrier allocation requirement subcarrier allocation index is con-
strained as follows. Since each subcarrier carries only a specific number of bits,
both user and bit dimensions should be taken into consideration here.
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K∑
k=1
C∑
c=1
ak,n,c ≤ 1 , ∀ n ∈ N (3.6)
Finally, subcarrier and bit allocation index should take discrete values. Following
constraint ensures that.
ak,n,c = {0, 1} (3.7)
The problem defined using Equations (3.1) and (3.3)-(3.7) is a discrete rate maxi-
mization problem. We call this the Standard Rate Maximization (SRM) problem.
This problem is summarized below.
Maximize, R =
K∑
k=1
N∑
n=1
C∑
c=1
ak,n,c c (3.8a)
subject to,
N∑
n=1
C∑
c=1
ak,n,c c ≥ Rk , ∀ k ∈ K (3.8b)
N∑
n=1
C∑
c=1
ak,n,c
P (c)
|hk,n|2 ≤ Pk,max , ∀ k ∈ K (3.8c)
Pk,n,ce ≤ Perr , ∀ ak,n,c 6= 0 (3.8d)
K∑
k=1
C∑
c=1
ak,n,c ≤ 1 , ∀ n ∈ N (3.8e)
ak,n,c = {0, 1} (3.8f)
3.2.2 Power Minimization
In power minimization problems, the individual user rate requirement constraint
needs to be converted to a discrete form. This conversion is akin to what is
described in the previous section. Additionally, we modify the objective function
(Equation 2.7) of the conventional power minimization problem to cater the three
dimensional subcarrier allocation index ak,n,c.
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Now the optimization problem would be,
Minimize PT =
K∑
k=1
N∑
n=1
C∑
c=1
ak,n,c
P (c)
|hk,n|2 (3.9a)
subject to,
N∑
n=1
C∑
c=1
ak,n,c c ≥ Rk , ∀ k ∈ K (3.9b)
Pk,n,ce ≤ Perr , ∀ ak,n,c 6= 0 (3.9c)
K∑
k=1
C∑
c=1
ak,n,c ≤ 1 , ∀ n ∈ N (3.9d)
ak,n,c = {0, 1} (3.9e)
The problem defined using Equations (3.9a)-(3.9e) is called the Standard Power
Minimization (SPM) problem.
3.3 Completely Constrained Complex Problems
Here we define a problem class that we call completely constrained complex.
This definition aids to generalize the resource allocation problem domain and
provide a concise analysis of tractability. Initially, the variable dimension for
resource allocation problems is defined. Definitions of complex and completely
constrained problem classes are followed.
3.3.1 Dimensions of a Resource Allocation Problem
All independent resource layers available in a resource allocation problem are de-
fined as the dimensions of the problem. Note that for this definition users are
also considered to be a resource layer. For an example, resource layers and there-
fore dimensions of a single hop system would be subcarriers, users and power.
3.3 Completely Constrained Complex Problems 49
The amount of power allocated describes the number of bits transmitted, there-
fore the power dimension is also called the bit dimension. In a two-hop system
with a set of relays in between users and the destination the resource layers are
subcarriers in the first hop, subcarriers in the second hop, users, relays and bit
dimensions in the first hop and the second hop. Total number of dimensions in
the system in this case is six. It is important to note that an addition of an extra
hop adds three additional dimensions to the problem.
3.3.2 Complex Problems
A resource allocation problem is defined to be complex if it satisfy the following
conditions.
• Cardinality of the subcarrier set is greater than one.
• Cardinality of the user set or at least one relay set is greater than one.
• Cardinality of the bit set is greater than one.
• Subcarrier assignment is exclusive.
Additionally, if the cardinality of any of the dimension set is equal to one, that
dimension is called a non-complex dimension.
3.3.3 Completely Constrained Problems
If constraints are imposed on a resource allocation problem by all its dimensions
that problem is completely constrained. Let us recall the standard power
minimization problem in Section 3.2.2.
Objective function (3.9a) and constraints (3.9b) and (3.9c) imposes limitations
on system power. Objective function requires the system to minimize the power,
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while each user’s rate requirement dictates that at least a certain amount of power
should be used for each user. These two requirements constrain the bit dimension
of the problem. Equation (3.9b) again constrains the user dimension by giving a
specific rate requirement for users. Finally, Equations (3.9d) and (3.9e) requires
subcarrier allocation to be exclusive and discrete. This constraints the subcarrier
dimension. Since all the dimensions are constrained this problem is completely
constrained.
3.3.4 Constraints Relaxed Problems
If any of the resource dimensions of a problem is to be relaxed such that the
problem would not be constrained by that dimension it is called a constraint
relaxed problem. The corresponding dimension becomes a relaxed dimension.
If the new problem has D number of constrained dimensions it is called a D-
dimensional resource allocation problem.
3.3.5 General Definitions
Under this section we give basic explanations for several terms that we will be
using in this chapter. NP-Hard (Non-deterministic Polynomial-time Hard) is a
class of problems that are albeit not proven, notoriously believed to be intractable
[24, Ch. 5]. A polynomial time algorithm is an algorithm that is guaranteed to
complete within a number of steps that is a polynomial function of the input size.
For an example, for a given input size N and a non-negative integer k number
of steps required to complete a polynomial time algorithm could be expressed by
O(Nk). An algorithm that can provide the most efficient solution to a problem
is called an optimal algorithm. Thus, a sub-optimal algorithm can only
provide a sufficiently efficient, but not the absolutely best solution.
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3.4 Tractability of Completely Constrained Com-
plex Single-hop Problems
Let us first define a problem class called bit allocation (BIT-ALL). Any com-
pletely constrained complex problem is called BIT-ALL. BIT-ALL for a single
hop system is defined as the SH-BA (Single-Hop - Bit Allocation). Then sin-
gle hop power minimization problem is defined as SHMP-BA (Single-Hop Min
Power - Bit Allocation) while single hop rate maximization problem is defined
as SHMR-BA (Single-Hop Max Rate - Bit Allocation). Now we prove that both
these problems are NP-Hard. To do so it is shown that these problems are gener-
alized versions of 0-1 KNAPSACK [24] or 0-1 MIN-KNAPSACK [140] problems.
The logic behind NP-Hardness proofs in this chapter is as follows. Assume a
problem class P and a generalized version of that problem class PG. Then it
holds that P ⊆ PG. This yields that any problem in PG could be polynomially
reduced to P . Therefore, if it can be proved that P is a NP-Hard problem, then
PG is also NP-Hard. Thus proving that BIT-ALL is a generalized version of 0-
1 KNAPSACK proves that BIT-ALL is NP-Hard. Throughout the proof, the
BIT-ALL problem is polynomially reduced to more specific versions gradually. It
is expected that these intermediate steps will provide more clarity to the proof.
Additionally, defined intermediate problem classes could describe other practical
problems that are outside wireless communications domain. For the study of such
cases proof of NP-Hardness would be advantageous.
3.4.1 Power Minimization
Completely constrained complex single hop power minimization problem is de-
fined first followed by the definitions of a number of intermediate problem classes.
Using the characteristics of these defined problem classes, NP-Hardness proof is
52
3.4 Tractability of Completely Constrained Complex Single-hop
Problems
given at the end of the section.
SHMP-BA: Given a set of subcarriers N , users K and bit set M (N,K,M > 1
and N,K,M ∈ Z), assign subcarriers and bits to users such that overall system
power is minimized and each user’s rate requirement is met while keeping a certain
bit error probability.
To prove the NP-Hard nature of the problem, a second version of the power
minimization problem is introduced first. We define ck,n = {1,M} to be the bit
allocation index. ck,n = m entails that m bits are allocated to subcarrier n of
user k. P (ck,n) is the power required to decode a message of ck,n bits with an
error probability smaller than Pk,ne . ak,n and hk,n have the usual meanings. Now
we model the optimization problem as follows. It should be emphasized that this
optimization problem is equivalent to the problem described in Section 3.2.2.
Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P (ck,n)
|hk,n|2
subject to,
N∑
n=1
ak,n ck,n ≥ Sk , ∀ k ∈ K
K∑
k=1
ak,n = 1 , ∀ n ∈ N
Pk,ne ≤ Perr , ∀ (k ∈ K ,n ∈ N)
ak,n = {0, 1}
ck,n = {0,M}
Next we show that the above problem is a generalized version of 0-1 MIN-
KNAPSACK problem which is already proven to be NP-Hard.
Let us now recall the MIN-SUBSET-SUM [24, Ch. 4] minimization problem,
which is the 0-1 MIN-KNAPSACK (Section 2.10) problem when pi = wi.
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Minimize
M∑
i=1
wixi
subject to,
M∑
i=1
wixi ≥ W and xi = {0, 1}
Now the generalized assignment problem [24, Ch. 7] version of MIN-SUBSET-
SUM problem (GAP-MS) is defined. The major differences with the previous
case are that now there are L number of knapsacks and that profits and weights
of each item depend on the selected knapsack. Note that GAP-MS is similar to
the generalized assignment problem except that in the later problem pi,j 6= wi,j.
GAP-MS:
Minimize
M∑
i=1
L∑
j=1
wi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
Now the problem C-GAP-MS (Complex GAP-MS), which takes the profit as a
function of the weights, is defined. Additionally (pi,j = f(wi,j) 6= 0).
C-GAP-MS:
Minimize
M∑
i=1
L∑
j=1
f(wi,j)xi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
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Multi-dimensional C-GAP-MS (MC-GAP-MS) is defined as a C-GAP-MS when
the profit of the system is not just a function of weight, but also a function of
several other variables that have values that depend on i and j. We denote these
variables using yxi,j.
MC-GAP-MS:
Minimize
M∑
i=1
L∑
j=1
f(wi,j, y
1
i,j, y
2
i,j, ....) xi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
Now we define a problem WMC-GAP-MS (Weight set MC-GAP-MS). This prob-
lem is same as MC-GAP-MS except that the values of wi,j can now be selected
from a set S = {1, ...,M}. This essentially means that each weight wi,j could take
any value in the set S depending on the i and j. Note that in MC-GAP-MS wi,j
was a two dimensional matrix. Now it is three dimensional. Additionally, addi-
tional constraints for wi,j makes it a multi-dimensional WMC-GAP-MS problem.
WMC-GAP-MS:
Minimize
M∑
i=1
L∑
j=1
f(wi,j, y
1
i,j, y
2
i,j....)xi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
wi,j = {0,M}
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Now we state the following lemmas.
Lemma 1: GAP-MS is NP-Hard.
Proof : GAP-MS is a generalized version of MIN-SUBSET-SUM when number of
knapsacks is equal to one. MIN-SUBSET-SUM is a NP-Hard problem. Therefore
GAP-MS is NP-Hard.
Lemma 2: C-GAP-MS is NP-Hard.
Proof : C-GAP-MS is a generalized version of GAP-MS when f(wi,j) = wi,j.
Therefore C-GAP-MS is NP-Hard.
Lemma 3: MC-GAP-MS is NP-Hard.
Proof : MC-GAP-MS is a generalized version of C-GAP-MS when ybi,j = 0 ,
∀ b ∈ Z. Therefore, MC-GAP-MS is NP-Hard.
Lemma 4: WMC-GAP-MS is NP-Hard.
Proof : WMC-GAP-MS is a generalized version of MC-GAP-MS where cardinal-
ity of weight sets for each knapsack, item combination is one. Therefore WMC-
GAP-MS is NP-Hard.
Lemma 5: Multi-dimensional WMC-GAP-MS is NP-Hard.
Proof: Multi-dimensional WMC-GAP-MS is a generalized version of WMC-
GAP-MS. Therefore it is NP-Hard.
Following the results of these lemmas, following theory could be established.
Theorem 1: Completely constrained complex single hop power minimization
problem (SHMP-BA) is NP-Hard.
Proof : SHMP-BA is equivalent to the multi-dimensional WMC-GAP-MS when
wi,j=ck,n, y
1
i,j = hk,n, y
2
i,j = Pk,ne , Wj = Rk and xi,j = ak,n. Therefore SHMP-BA
is NP-Hard.
56
3.4 Tractability of Completely Constrained Complex Single-hop
Problems
3.4.2 Rate Maximization
Proof of NP-Hardness of completely constrained complex SHMR-BA is akin to
the method used in the previous section.
SHMR-BA: Given a set of N subcarriers, K users and a bit set M (N,K,M > 1
and N,K,M ∈ Z), allocate subcarriers to users such that the overall system
transmission rate is maximized and each user’s rate requirement is met while a
certain bit error probability is kept.
All the notations carry the usual meanings. Note the the rate maximization
problem defined next is equivalent to the the problem discussed in Section 2.5.1.
Maximize
N∑
n=1
K∑
k=1
ck,n ak,n
subject to,
N∑
n=1
ck,n ak,n ≥ Rk , ∀ k ∈ K
Pk,ne ≤ Perr , ∀ (k ∈ K , n ∈ N)
N∑
n=1
Pk,n ≤ Pk,max , ∀ k ∈ K
ak,n = {0, 1}
ci,j = {0,M}
Recall the GAP-MS problem from the previous section.
Now we define the MGAP-MS (Max GAP-MS). This is the maximization version
of GAP-MS.
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MGAP-MS:
Maximize
M∑
i=1
L∑
j=1
wi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
If the values of weights are to be selected from a set S = {1,M}, then we call
this the W-MGAP-MS (Weight set MGAP-MS). Any other constraints on wi,j
makes this a multi-dimensional W-MGAP-MS.
W-MGAP-MS:
Maximize
M∑
i=1
L∑
j=1
wi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
wi,j = {0,M}
Lemma 6: MGAP-MS is NP-Hard.
Proof : We first prove that MGAP-MS is an equivalent problem class to GAP-
MS.
Generalized assignment problem (GAP) and its minimization problem are equiva-
lent [24][pp.190]. Following the same theory minimization version of GAP (MIN-
GAP) and its maximization (MAX-MIN-GAP) are equivalent.
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MIN-GAP:
Minimize
M∑
i=1
L∑
j=1
pi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
MAX-MIN-GAP:
Maximize
M∑
i=1
L∑
j=1
pi,jxi,j
subject to,
M∑
i=1
wi,jxi,j ≥ Wj , ∀ j ∈ L
xi,j = {0, 1}
Now substituting pi,j = wi,j for both MIN-GAP and MAX-MIN-GAP we get that
MGAP-MS is equivalent to GAP-MS.
following the results of Lemma 1 GAP-MS is NP-Hard. Therefore MGAP-MS is
NP-Hard.
Lemma 7: W-MGAP-MS is NP-Hard.
Proof : W-MGAP-MS is a generalized version of MGAP-MS when the cardinal-
ity of the weight set is equal to one. Therefore W-MGAP-MS is NP-Hard.
Lemma 8: Multi-dimensional W-MGAP-MS is NP-Hard.
Proof : Multi-dimensional W-MGAP-MS is a generalized version of W-MGAP-
MS and therefore is NP-HARD.
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Theorem 2 : Completely constrained single hop rate maximization problem
(SHMR-BA) is NP-Hard.
Proof : SHMR-BA is equivalent to multi-dimensional W-MGAP-MS when wi,j =
ci,j. Therefore SHMR-BA is NP-Hard.
3.5 Completely Constrained Two-hop Systems
We denote number of relays in any hop f by Rf . A two-hop network only has one
relay cluster, thus number of relays become R1. We introduce a relay constraint
βr, that describes the maximum number of bits relay r is allowed to cater for the
second hop transmission. Relay constraint ensures that no relay is over burdened
with bits. It was suggested for the optimum performance in a two-hop system
subcarriers should be paired with each other [79, 130]. This entails that the
decision of choosing a particular subcarrier, relay pair by a user should be done
by looking at both hop channels. Thus, when a subcarrier is chosen for the first
hop transmission, what subcarrier would carry the same information in the next
hop from that relay is also chosen. The logic behind pairing could be explained as
follows. Assume that a relay selection and subcarrier allocation decision is taken
by a scheduler by only looking at the first hop channel. However, the chosen
relay, which has extremely good channels over the first hop might not have any
good channel over the second hop. As a result, now the second hop transmission
requires unexpectedly large amount of power. It is apparent that the allocation
decision should have been taken by looking at both hop channels of the relay.
The subcarrier pairing problem is called SUB-PAIR. In the sequel it is proved
that SUB-PAIR is NP-Hard. Furthermore, we also show that SUB-PAIR is not
an optimal solution for the two-hop system. Subcarrier pairing index an,n
′
k,r,c is used
to describe the pairing of subcarriers. Index being one denotes that subcarrier n
from first hop is paired with subcarrier n′ from second hop to be used by user k
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via relay r to transmit c number of bits.
3.5.1 Power Minimization
Two-hop power minimization with subcarrier pairing problem (MP-SP) could be
defined as follows.
Minimize PT =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c
{
P (c)
|hk,r,n|2 +
P (c)
|hr,n′ |2
}
(3.10a)
subject to,
K∑
k=1
R1∑
r=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c ≤ 1 , ∀ n ∈ N (3.10b)
K∑
k=1
R1∑
r=1
N∑
n=1
C∑
c=1
an,n
′
k,r,c ≤ 1 , ∀ n′ ∈ N (3.10c)
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c c ≥ Rk , ∀ k ∈ K (3.10d)
K∑
k=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c c ≤ βr , ∀ r ∈ R1 (3.10e)
Pk,n,n′,r,ce ≤ Perr , ∀ an,n
′
k,r,c 6= 0 (3.10f)
an,n
′
k,r,c = {0, 1} (3.10g)
Subcarrier allocation index an,n
′
k,r,c here denotes whether subcarrier pair n, n
′ for
both hops are used by user k via relay r to transmit c number of bits or not.
βr is the relay constraint that limits the number of bits each relay can employ.
This is a completely constraint problem because all dimensions of the problem
are constrained.
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3.5.2 Rate Maximization
Two-hop rate maximization with subcarrier pairing problem (MR-SP) could be
modeled as follows.
Maximize R =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c c (3.11a)
subject to,
K∑
k=1
R1∑
r=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c ≤ 1 , ∀ n ∈ N (3.11b)
K∑
k=1
R1∑
r=1
N∑
n=1
C∑
c=1
an,n
′
k,r,c ≤ 1 , ∀ n′ ∈ N (3.11c)
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c c ≥ Rk , ∀ k ∈ K (3.11d)
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c
P (c)
|hk,r,n|2 ≤ Pk,max , ∀ k (3.11e)
K∑
k=1
N∑
n=1
N∑
n′=1
C∑
c=1
an,n
′
k,r,c c ≤ βr , ∀ r ∈ R1 (3.11f)
Pk,n,n′,r,ce ≤ Perr , ∀ an,n
′
k,r,c 6= 0 (3.11g)
an,n
′
k,r,c = {0, 1} (3.11h)
3.5.3 Tractability of Subcarrier Pairing
Theorem 3 : All completely constrained subcarrier pairing problems (SUB-
PAIR) are NP-Hard.
Proof : Lemmas 9 and 10 are established to prove this theorem.
Lemma 9 : All completely constrained power minimization subcarrier pairing
(MP-SP) problems are NP-Hard.
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Proof :The standard power minimization (SPM) problem defined in section 3.2.2
is equivalent to the SHMP-BA problem defined in section 3.4.1. SHMP-BA is an
NP-Hard problem, therefore SMP is also NP-Hard.
MP-SP is a generalized version of SPM when cardinality of the relay set is equal
to zero. When this is the case both r and n′ dimensions are removed from the
system and the problem becomes equivalent to SPM. Therefore MP-SP is NP-
Hard.
Lemma 10 : All completely constrained rate maximization subcarrier pairing
(MR-SP) problems are NP-Hard.
Proof : standard single hop rate maximization (SRM) problem is equivalent to
the SHMP-BA defined in 3.2.1. SHMP-BA is an NP-Hard problem.
SRM is a generalized version of MR-SP when the cardinality of the relay set is
zero. Therefore, MR-SP is NP-Hard.
Results of Lemma 9 and 10, yield that all two-hop subcarrier pairing problems
or SUB-PAIR problems are NP-Hard. This proves Theorem 3.
3.5.4 Optimality of Subcarrier Pairing
Theorem 4: Subcarrier pairing is not optimally defined for bit allocation.
Proof : For pairing to be feasible, for any user k equal number of subcarriers
should be allocated in both hops through a particular relay r. For synchronized
transmission, that is, for system to be feasible any relay r should transmit same
number of bits in both hops.
Let’s assume a scenario where a relay is left to choose from two subcarriers from
each hop (subcarriers n1, n2 from the first hop and subcarriers n3, n4 from second
hop) for a specific user k. The user requirement is to transmit b bits. Assume
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P f (n, c) denotes the cost of transmitting c bits over subcarrier n in the hop
f and af (n, c) denotes that subcarrier n transmits c number of bits over hop
f . Now assume that the optimum subcarrier pairing is found such that cost of
transmission is,
Costpair = P
1(n1, c1) + P
1(n2, c2) + P
2(n3, c1) + P
2(n4, c2) (3.12)
Note that c1 + c2 = b and that subcarrier pairings are (n1, n3) and (n2, n4). Pair
(n1, n3) transmits c1 bits and pair (n2, n4) transmits c2 number of bits. Now
assume that there are two integers m and l (m 6= l , m, l ≤ min {c1, c2}) that
would change each subcarrier’s number of bits such that,
CostBA = P
1(n1, c1 +m) +P
1(n2, c2−m) +P 2(n3, c1 + l) +P 2(n4, c2− l) (3.13)
We note that m and l do not change the number of bits transmitted through the
overall system. However these two variables could change two things. Firstly,
they change the number of bits transmitted within pairing (for any m, l > 0).
That is, each subcarrier in a pair would transmit different number of bits per each
hop. However total number of bits transmitted stays the same. Secondly, they
can change the number of bits and the pairing itself. For an example if m = c2
we can see that number of bits transmitted by n2 becomes zero and thus n2 is no
longer paired with a subcarrier in the second hop.
Now if it can be shown that any l and m that could satisfy Costpair > CostBA
can exist, that proves subcarrier pairing is not optimum for this user, relay pair.
It should be noted that the two channels in the hops are isolated. Therefore,
the change in number of bits a particular subcarrier is given, by a user in one
hop, does not affect the overall system rate in an already paired system, provided
that total number of bits transmitted stays the same. m and l can make such a
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change. Additionally, cost is an increasing function of bits and it is a function of
the channel response. Thus, a particular subcarrier could carry more number of
bits than its pair for a lower cost than those additional bits being transmitted by
any other subcarrier. l and m could introduce such transmission of bits. Thus, l
and m that satisfy Costpair > CostBA can exist. This proves that pairing would
not be always be optimum for a user, relay pair. Consequently, pairing is not
optimum for a two hop system.
Example : Assume a single relay single user system with four subcarriers. As-
sume that the system is required to transmit 2 bits. For the sake of simplicity we
assume that the cost of transmission is a linearly increasing function of number of
bits. For this system, costs of transmission with arbitrary values could be given
as shown in Table 3.1.
n1 n2 n3 n4
c1 1 1 2 6
c2 2 2 4 12
Table 3.1: Cost of transmission with arbitrary values for a single user single relay
system with C=2.
Now we compute all the possible subcarrier pairings that add up to a two bit
transmission in each hop and the costs associated with them. Note that n, n′ = c
means subcarrier n in first hop is paired with subcarrier n′ in second hop, while
each subcarrier transmitting b bits.
From the table 3.2 it can be seen that optimum pairing cost Costpair is 9. Now
assume the case where, l = 1,m = 0 and c1 = c2 in equation 3.13. This yields
that relay will use n1 and n2 for first hop transmission with each subcarrier
transmitting one bit. However for the second hop, relay will only use subcarrier
n3 to transmit both bits. This selection violates the pairing. Now the total cost
of transmission CostBA = 8. Therefore, CostBA < Costpair.
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(n1, n3) = 1 (n1, n4) = 1 (n1, n3) = 2 (n1, n4) = 2 (n2, n3) = 2 (n2, n4) = 2
(n2, n4) = 1 (n2, n3) = 1
10 10 9 21 9 21
Table 3.2: Cost of transmission with different combinations of subcarrier and bit
allocations.
3.5.5 Optimum Bit Allocation for Two-hops
Admittedly, the results of the previous section show that SUB-PAIR is not an
optimally defined problem. Now we define two-hop bit allocation problems that
can give optimum results. Since it was clear that for the same user, relay pair the
number of subcarriers used in the two hops could be different two bit allocation
indexes need to be introduced.
ank,r,c is the bit allocation index of the first hop. a
n
k,r,c = 1 means that subcarrier n
in the first hop is allocated to user k to use via relay r to transmit c bits. Similarly,
an
′
k,r,c′ = 1 denotes that subcarrier n
′ in the second hop is used to transmit user k’s
c′ number of bits that needs to be transmitted by relay r. The optimum power
minimizing bit allocation problem for two-hop system could be defined as follows,
Minimize, PT =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
C∑
c′=1
{
ank,r,c
P (c)
|hk,r,n|2 + a
n′
k,r,c′
P (c′)
|hr,n′ |2
}
(3.14a)
subject to,
K∑
k=1
R1∑
r=1
C∑
c=1
ank,r,c = 1 , ∀ n ∈ N (3.14b)
K∑
k=1
R1∑
r=1
C∑
c′=1
an
′
k,r,c′ = 1 , ∀ n′ ∈ N (3.14c)
R1∑
r=1
N∑
n=1
C∑
c=1
ank,r,c c ≥ Rk , ∀ k ∈ K (3.14d)
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K∑
k=1
N∑
n=1
C∑
c=1
ank,r,c c ≤ βr , ∀ r ∈ R1 (3.14e)
Pk,n,r,ce ≤ Perr , ∀ ank,r,c 6= 0 (3.14f)
Pk,n′,r,c′e ≤ Perr , ∀ an
′
k,r,c′ 6= 0 (3.14g)
ank,r,c = {0, 1} (3.14h)
an
′
k,r,c′ = {0, 1} (3.14i)
N∑
n=1
C∑
c=1
ank,r,c c =
N∑
n′=1
C∑
c′=1
an
′
k,r,c′ c
′ , ∀ (k ∈ K , r ∈ R1) (3.14j)
Most of the constraints carry the usual meanings. Constraint (3.14j) ensures that
number of bits transmitted by a particular relay, for a particular user is equal
in both hops. This constraint ensures the synchronized transmission while not
specifically requesting pairing. Thus, we call this synchronization constraint.
Similarly, for rate maximization,
Maximize R =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
C∑
c′=1
{
ank,r,c c+ a
n′
k,r,c′ c
′
}
(3.15a)
subject to,
K∑
k=1
R1∑
r=1
C∑
c=1
ank,r,c = 1 , ∀ n ∈ N (3.15b)
K∑
k=1
R1∑
r=1
C∑
c′=1
an
′
k,r,c′ = 1 , ∀ n′ ∈ N (3.15c)
R1∑
r=1
N∑
n=1
C∑
c=1
ank,r,c c ≥ Rk , ∀ k ∈ K (3.15d)
R1∑
r=1
N∑
n=1
C∑
c=1
ank,r,c
P (c)
|hk,r,n|2 ≤ Pk,max , ∀ k ∈ K (3.15e)
K∑
k=1
N∑
n=1
C∑
c=1
ank,r,c c ≤ βr , ∀ r ∈ R1 (3.15f)
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Pk,n,r,ce ≤ Perr , ∀ ank,r,c 6= 0 (3.15g)
Pk,n′,r,c′e ≤ Perr , ∀ an
′
k,r,c′ 6= 0 (3.15h)
N∑
n=1
C∑
c=1
ank,r,c c =
N∑
n′=1
C∑
c′=1
an
′
k,r,c′ c
′ , ∀ (k ∈ K , r ∈ R1) (3.15i)
3.5.6 Tractability of Optimum Two-hop Resource Alloca-
tion
Two-hop bit allocation problem is defined as TH-BA.
Theorem 5: All completely constrained complex two-hop problems (TH-BA) are
NP-Hard.
Proof : We define completely constrained complex power minimization problem
as THMP-BA and completely constrained complex rate maximization problem as
THMR-BA (refer Section 3.5.5). THMP-BA is a generalized version of SHMP-
BA (3.4.1) when the cardinality of relay set is equal to zero. Therefore THMP-BA
is NP-Hard. THMR-BA is a generalized version of SHMR-BA (3.2.1) when the
cardinality of the relay set is zero. Therefore THMR-BA is NP-Hard. Thus,
TH-BA is NP-Hard.
It can also be observed that SUB-PAIR is a special case within the TH-BA
problem class. SUB-PAIR problem has one dimension lesser than the TH-BA
problem.
3.6 Multi-hop Completely Constrained problems
Theorem 6 : All multi-hop completely constrained complex problems (MH-BA)
are NP-Hard.
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Proof : Using the characteristics of single hop and two-hop bit allocation prob-
lems, it can be seen that an addition of an extra relay set increases the number
of dimensions in the system by three. Evidently, an extra dimension adds an ad-
ditional relay dimension, subcarrier dimension and bit dimensions. Therefore, all
MH-BA problems are generalized versions of TH-BA problems, where the num-
ber of dimensions depend on the number of hops in the system. TH-BA is an
NP-Hard Problem. Therefore MH-BA is also NP-Hard.
Theorem 7: All completely constrained complex problems (BIT-ALL) are NP-
Hard.
Proof : Theorems 1, 2 and 6 proved that all problems classes (SH-BA, TH-BA,
MH-BA) within BIT-ALL are NP-Hard. Therefore BIT-ALL is NP-Hard.
3.7 Two Dimensional Problems
We analyze the behavior of two dimensional problem in this section. We prove
that all two dimensional problems are tractable. Additionally we analyze the
problem classes that cannot be relaxed to two dimensions.
3.7.1 Importance of Completely Constrainedness
As proven in the previous sections, any completely constrained complex problem
is NP-Hard. This result is very important to understand that all bit allocation
problems are by nature NP-Hard. Thus, there are no optimal algorithms for these
problems that can run in polynomial time. However, relaxing one or more dimen-
sions of a complex completely constrained problem could result in the problem
having a polynomial time solution. Relaxing here could mean two things. It
could either mean that the constraints imposed by a specific dimension is ignored
or the cardinality of a dimension is made to be smaller than two. Making any
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dimension non-complex or non-constrained decreases the system complexity. As
we identify in the next section, there are optimally polynomial classes of prob-
lems that are non-complex and not completely constrained. Thus, it entails that
relaxing complex, constrained dimensions will lead a problem to be tractable.
Specifically, relaxing d number of dimensions from a D dimensional bit allocation
problem, so that the complex constrained dimensions that are left in the problem
are two or less, would result in a system that is tractable. The complexity of the
tractable problem depends on the dimensions that were relaxed.
3.7.2 Subcarrier Allocation Problem
If the bit dimension of a problem is relaxed to be non-complex, such a problem is
called subcarrier allocation problem (SUB-ALL). This entails that the number of
bits each subcarrier transmits should be fixed. The aim of SUB-ALL problem is to
find the best subcarrier allocation that would reach system objective function and
other constraints, disregarding the bit allocation. Once the subcarrier allocation
is found, it is expected that bit allocation could be found using single user bit
loading. Specifically, we propose the use of Hughes-Hartogs bit loading algorithm
[58].
Behavior of a non-complex bit dimension in a two-hop network is unique. It was
shown in Section 3.5.5 that two-hop bit allocation problem has two bit dimensions.
However for the synchronization constraint to be satisfied, it requires that relaxing
the bit dimension of one hop needs to be followed with the relaxation of bit
dimension in second hop also. Similarly, in a multi-hop subcarrier allocation
problem, all bit dimensions are non-complex. Thus, SUB-ALL has non-complex
bit dimensions for all hops.
It can also be observed that in a two-hop system, relaxing bit dimension requires
any subcarrier allocated to a user via a relay in the first hop, needing another
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subcarrier through the same relay in the second hop also. This is due to the
synchronization constraint. Thus, subcarrier allocation converts the two-hop bit
allocation problem to a subcarrier paring (SUB-PAIR) problem.
3.7.3 Standard Subcarrier Allocation Problem
Standard subcarrier allocation problem (SSAP) is a special case of power mini-
mization SUB-ALL problem class. SSAP is defined for a single hop system. The
definitions of SSAP is significant since it is a tractable problem that is highly
practical as well.
Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P
|hk,n|2 (3.16a)
subject to,
N∑
n=1
ak,n ≥ Sk , ∀ k ∈ K (3.16b)
K∑
k=1
ak,n ≤ 1 , ∀ n ∈ N (3.16c)
Pk,ne ≤ Perr , ∀ ak,n 6= 0 (3.16d)
ak,n = {0, 1} (3.16e)
K∑
k=1
Sk = α ≤ N (3.16f)
Here rate requirement Rk becomes a subcarrier requirement and we have denoted
it as Sk. Additionally, Equation 3.16f is the feasibility constraint. α is the
subcarrier requirement of all users. We call the problem defined above the SSAP.
Since this is a problem with only two constrained dimensions this is a tractable
problem. SSAP could be converted to an assignment problem using the node-
splitting method and efficiently and optimally solved in polynomial time using
Hungarian algorithm. Details are given in Chapter 4.
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3.7.4 Relaxing User Dimension
If user dimension is relaxed from a single hop bit allocation problem then the
problem again becomes tractable, since the system is left with only two constraint
dimensions. In a multi-user system, this is achieved by a non constrained user
dimension. Thus, no user is requesting for a specific rate requirement to be filled.
The objective in this case is to optimize the overall system performance without
considering user requirements. This case is tractable for both rate maximization
and power minimization problems using greedy algorithms. Simply, if the cost
of transmitting an additional bit using user k via subcarrier n is Vk,n, choosing
argmin (Vk,n) from all k, n until subcarriers run out gives the optimum allocation.
It is important to note that a completely constrained single user system (non
complex user dimension) behaves same way as user constraints relaxed multi-
user system.
It should be noted that relaxing user dimension automatically relaxes the bit
dimension as well since no user is now requesting for a specific bit requirement.
One special characteristic of such a system is that because the bit dimension is
relaxed with respect to the users, overall optimum bit loading can now be found
using greedy algorithms.
Additionally, in a two-hop network if both user and relay dimensions are re-
laxed, bit dimension also becomes non-constrained. Similarly, for a multi-hop
system, if all the relay and user dimensions are relaxed bit dimension becomes
non-constrained. For a two-hop system, this warrants for finding optimal subcar-
rier allocation for the overall system using bipartite matching.
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3.7.5 Problems Non-Relaxable to Two Dimensions
It can be observed that some of the problems cannot be reduced to a polynomial
problem.
Theorem 8: A complex multi-hop system with a hop count larger than two
cannot be constraint relaxed to represent a two-dimensional problem.
Proof : A system with three or more hops contain at least three or more sub-
carrier dimensions. To reduce the system to a two-dimensional domain at least
one of the subcarrier dimensions needs to be relaxed. This entails that subcarrier
allocation would not be exclusive for at least one hop. A system with nonexclu-
sive subcarriers are not practical in our problem domain. Therefore the system
cannot be relaxed to a two-dimensional problem.
This theory dictates an important characteristic of multi-hop systems with large
number of hops. For a system with hop count greater than two, a polynomial
time solution cannot exist even with the constraints relaxed. In other words we
cannot define a practical system that can operate in polynomial time for large
hop networks. Therefore to approach such problems, the network needs to be
partitioned and optimization criteria per each partition needs to be considered.
3.7.6 Tractability of Two Dimensional Resource Alloca-
tion Problems
Theorem 9 : All complex and practical two dimensional resource allocation
problems are polynomial.
Proof : Following the results from theorem 8, only two-hop or single hop con-
strained relaxed problems are practical. We prove the cases for single hop and
two-hop cases separately. For a single hop system the dimensions of the system
are subcarriers, users and bits. To reduce to a two-dimensional system we could
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either relax user or bit dimensions. For a two-hop system resource dimensions are
subcarriers in the first hop, subcarriers in the second hop, bits in the first hop,
bits in the second hop, users and relays. To reduce to a practical two-dimensional
problem bit,user and relay dimensions must be relaxed.
Lemma 11 : Bit dimension relaxed single hop problem is polynomial.
Proof : Bit dimension relaxed single hop power minimization problem is a SSAP.
Following the results of Section 3.7.3 this problem can be converted to a standard
assignment problem using node-splitting and can be efficiently solved optimally
in polynomial time using Hungarian method.
Lemma 12 : User dimension relaxed single hop problem is polynomial.
Proof : Following the discussion in Section 3.7.4 user dimension relaxed single
hop problem is polynomial. The solution follows a greedy approach.
Lemma 13 : All bit, user and relay dimensions relaxed two-hop power mini-
mization problem is polynomial.
Proof : This problem can be optimally solved using a Hungarian method as
discussed in Section 3.7.4.
Following the results of these three lemmas, it can be seen that any practical two
dimensional problem is tractable.
3.8 Tractability of Constraints Relaxed Two-hop
Systems
As mentioned in a previous section, relaxing of the bit dimension is well justified.
Bit dimension relaxation converts any problem to a subcarrier allocation problem.
Bit loading on top of an any given subcarrier allocation could be done without
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much difficulty using single user bit loading. Therefore in this section we consider
bit dimension already relaxed two-hop systems. Then we consider user and relay
dimensions and analyze the behavior of different systems when these dimensions
are relaxed. Additionally, moving forward with our interest in power minimization
problems, we will only consider those in this section. When the bit dimension is
relaxed, the rate of any user becomes proportional to the number of subcarriers
allocated. Thus, the rate requirement R becomes a subcarrier requirement S.
Note that this analysis is based on the number of constrained dimensions and the
complex nature of problems. Algorithms for solving tractable problems would be
discussed in the subsequent chapters.
3.8.1 Single Relay Systems
Single-user System
Single-user, single relay system is a very simple type of a system. Although
both user and relay could be constrained here, the problem is not complex and
therefore is tractable. The optimization objective is as follows,
Minimize, PT =
N∑
n=1
P
|hn|2 +
N∑
n′=1
P
|hn′|2
It should be noted that constraining user and relay dimensions does not add a
meaning to this problem. It is apparent that selecting a subcarrier that needs the
least power to transmit one additional bit is the optimum selection criteria in this
case. Also this selection can be done independently for both hops. Additionally
such selection criteria not only finds the subcarrier allocation but also solves the
bit loading problem.
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Multi-user with no User Constraints
It should be noted that in this problem relay dimension is not complex. Therefore
with user dimension relaxed the problem becomes a two dimensional problem
automatically. Therefore this problem is tractable.
Since the relay dimension is non-complex the choice of first hop subcarriers does
not affect the performance of the next hop. Therefore the problem can be di-
vided into two parts without loosing the optimality of the solution. The problem
definition is as follows,
Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P
|hk,n|2 +
N∑
n=1
an′
P
|hn′ |2
subject to,
N∑
n=1
ak,n ≤ 1 , ∀ k ∈ K
ak,n = {0, 1}
Since there are no user constraints in the system single user bit allocation could
be used to find the subcarrier allocation and bit loading simultaneously.
Multi-user with User Constraints
This problem appears to be three dimensional since the user dimension is con-
strained. However, the nature of the single relay cluster allows the two-hops to be
partitioned to operate independently without damaging the optimality of overall
system. Then for each hop the number of constrained dimensions change. Specif-
ically, first hop would be a two dimensional problem while the second hop being
a one dimensional problem. The problem could be defined as follows,
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Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P
|hk,n|2 +
N∑
n=1
an′
P
|hn′|2
subject to,
N∑
n=1
ak,n ≤ 1 , ∀ k ∈ K
N∑
n=1
ak,n ≥ Sk , ∀ k ∈ K
ak,n = {0, 1}
Theorem 10 : All multi-hop subcarrier allocation problems with single relay
cluster per each hop are polynomial.
Proof : The proof simply follows the results of the previous sections for single
relay cases. Assume a two-hop network. In a single relay cluster network, any
subcarrier allocation decision for the first hop does not affect the resource allo-
cation of the second hop since there is only one relay to be chosen from. It is
evident that a single relay will partition each hop it cater, to two independent
parts without damaging the overall system optimization goals. This partition
will convert the problem to number of sub problems per each hop where the
maximum constrained dimensions are going to be three. If subcarrier allocation
is considered, bit dimension is relaxed from all the sub-problems and thereby
they become two-dimensional resource allocation problems. Consequently, each
of these subproblems are tractable.
3.8.2 Single User and Multi Relay Systems
Without Relay Constraints
Since there are no relay constraints this problem only has two constrained dimen-
sions. Therefore, this is again a tractable problem class as shown below.
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Minimize, PT =
N∑
n=1
N∑
n′=1
R1∑
r=1
an,n
′
r
{
P
|hn|2 +
P
|hn′|2
}
subject to,
R1∑
r=1
N∑
n=1
an,n
′
r ≤ 1 , ∀ n′ ∈ N
R1∑
r=1
N∑
n′=1
an,n
′
r ≤ 1 , ∀ n ∈ N
an,n
′
r = {0, 1}
With Relay Constraints
With a relay constrained introduced to the above problem number of constrained
dimensions in the system becomes three. Therefore this problem is intractable
and is NP-Hard. Following additional relay constraint would be introduced.
N∑
n=1
N∑
n′=1
an,n
′
r ≤ βr , ∀ r ∈ R1
3.8.3 Multi-user and Multi Relay Systems
Without User or Relay Constraints
This is a constraints relaxed two dimensional resource allocation problem. There-
fore it is tractable. The problem could be defined as follows.
Minimize PT =
K∑
k=1
N∑
n=1
N∑
n′=1
R1∑
r=1
an,n
′
k,r
{
P
|hk,n,r|2 +
P
|hr, n′|2
}
subject to,
K∑
k=1
R1∑
r=1
N∑
n=1
an,n
′
k,r ≤ 1 , ∀ n′ ∈ N
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K∑
k=1
R1∑
r=1
N∑
n′=1
an,n
′
k,r ≤ 1 , ∀ n ∈ N
an,n
′
k,r = {0, 1}
Without User Constraints and With Relay Constraints
With relay dimension constrained the problem becomes a three-dimensional re-
source allocation problem and therefore is NP-Hard. Following additional con-
straint is added.
K∑
k=1
N∑
n=1
N∑
n′=1
an,n
′
r ≤ βr , ∀ r ∈ R1
With User Constraints and Without Relay Constraints
Again with the user dimension constrained this problem becomes NP-Hard, with
the addition of the following constraint.
K∑
k=1
N∑
n=1
N∑
n′=1
ak,n ≥ Sk , ∀ k ∈ K
With User and Relay Constraints
This is a complex completely constrained problem and therefore is NP-Hard.
Following two constraints are added to the system.
K∑
k=1
N∑
n=1
N∑
n′=1
an,n
′
r ≤ βr , ∀ r ∈ R1
K∑
k=1
N∑
n=1
N∑
n′=1
ak,n ≥ Sk , ∀ k ∈ K
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3.9 Single Relay Clusters
A single relay cluster is a relay cluster with a single relay. The results of Section
3.8.1 showed that a single relay cluster would partition a problem into two parts.
The optimum results for these two parts combined would provide an optimum
result for the overall system. The study of single relay clusters are of particular
interest in optimizing the MAC layer resource usage in a routing network. Typi-
cally a node selecting a next best hop for transmission exhibits the behavior of a
single relay cluster. If relay sharing is not allowed then this problem becomes a
single user bit loading problem. If relay sharing is allowed then the problem could
be reduced to an assignment problem and could be solved using the Hungarian
algorithm.
In either case, it should be noted that any system with all single relay hops is
tractable. Additionally a single relay cluster divides any problem to two inde-
pendently optimal parts.
3.10 Summary
A comprehensive tractability analysis of resource allocation problem was given
in this chapter. It was proved that all bit allocation problems are NP-Hard. Any
two-dimensional resource allocation problem is tractable and therefore relaxation
of constrained dimensions are encouraged. However, it was also shown that all
systems with a hop count larger than two cannot be relaxed to a two-dimensional
practical system. Therefore practical tractable problems by resource dimension
relaxations, lie within single hop and two-hop problems. Standard subcarrier al-
location problem class for single hop is defined. This problem can be solved using
Hungarian method. User dimension relaxed two or lesser dimensional problems
could be solved optimally using greedy algorithms. All cases of two-hop subcar-
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rier allocation power minimization problems were analyzed and their tractable
nature was investigated. It was shown that a single relay cluster divides the
subcarrier allocation problem to two independently solvable parts.
Chapter 4
Power Minimization in Single
hop Systems
This chapter analyses the power minimization problem in single hop systems. We
present three low complexity sub-optimal yet fairly efficient algorithms for solving
the problem. Following the results of the tractability analysis, it is evident that
the completely constrained complex single hop problems are NP-Hard. There
are three constrained dimensions in the problem. Relaxing at least one of the
dimensions would make the problem tractable. In practice most systems require
a specific quality of service for each user. Therefore, user dimension is rarely
relaxed.
Bit dimension relaxed problem in general is called subcarrier allocation problem.
This problem is tractable using Hungarian method. Hungarian method has a
O(N3) complexity and is therefore slow in systems with large number of resource
elements (subcarriers/subcarrier blocks). Therefore, alternative fast algorithms
should be developed for such cases.
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n1 n2 n3 n4 n5 n6 n7 n8
k1 1 2 4 4 3 2 1 1
k2 11 7 6 5 3 2 2 1
k3 6 4 1 2 3 6 84 10
k4 21 17 13 10 7 6 10 12
Figure 4.1: A two dimensional cost matrix with user and subcarrier dimensions
and arbitrary cost values.
4.1 Single-hop Power Minimization Problem
We introduce the cost matrix that would aid our single hop resource allocation
algorithm design in this section. We recall that two versions of single hop bit
allocation problems were discussed in the previous chapter. One version has a
three dimensional subcarrier allocation index (ak,n,c), while the other version has
a two dimensional allocation index (ak,n) along with the bit allocation index (ck,n).
The latter version is recalled to analyze the user dimension relaxed systems.
4.1.1 Cost Matrix
Throughout this thesis the term Cost Matrix would be used to describe a matrix
that would hold the relative costs of transmission of a certain number of bits
via each user, subcarrier and relay, subcarrier pairs at a particular instant. De-
pending on the system considered, the cost matrix could have single or multiple
dimensions. It is important to note that a cost matrix of a particular dimension,
represents a weighted bipartite graph of same dimension. Number of dimensions
of a cost matrix is an indicator for how many dimensions a problem has and how
complex the system is.
In single hop subcarrier allocation problems, the cost matrix becomes two-dimensional.
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Figure 4.2: A three dimensional empty cost matrix with user, subcarrier and bit
dimensions.
Any value in a the cost matrix would be represented by V . Thus a cost matrix
value that corresponds to user k and subcarrier n in a subcarrier allocation prob-
lem is denoted by Vk,n. Vk,n values for subcarrier allocation problem can be
presented in a matrix form as shown in Figure 4.1. Figure 4.2 shows an empty
cost matrix for a single hop bit allocation problem.
4.1.2 Problem Defnition
Recall the completely constrained complex single hop power minimization prob-
lem (Section 3.4.1). All notations carry usual meanings.
Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P (ck,n)
|hk,n|2 (4.1a)
subject to,
N∑
n=1
ak,n ck,n ≥ Rk , ∀ k ∈ K (4.1b)
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K∑
k=1
ak,n ≤ 1 , ∀ n ∈ N (4.1c)
Pk,ne ≤ Perr , ∀ (k ∈ K ,n ∈ N) (4.1d)
ak,n = {0, 1} (4.1e)
ck,n = {0,M} (4.1f)
4.2 Relaxing User Dimension
In the next two sections, we analyze the behavior of power minimization prob-
lem when the user dimension is relaxed. Specifically we look in to single user
system and multi-user system with no user constraints. Although such systems
are impractical the study of such systems give insights on how more practical yet
difficult problems could be approached.
4.2.1 Single User System
For a system with a single user, constraints (4.1b) and (4.1c) are not useful since
K becomes one. Consequently, the problem becomes non-complex. Hughes-
Hartogs algorithm [58] could be used for single user bit loading. The solution
simply follows a greedy approach where the user is given its best subcarriers
for the transmission one additional bit at a time. This allocation solves the bit
loading problem and subcarrier allocation simultaneously.
Assume that P (c) denotes the power required at the receiver to correctly decode
c bits. an denotes the integer subcarrier allocation index where, an = {0, 1}.
If a particular subcarrier is allocated then an = 1 and an = 0 otherwise. hn
is the channel gain over nth subcarrier and cn is the bit allocation index, where
cn = {1, 2, ...M}, M being the maximum number of bits allowed on a given
subcarrier. The system could be defined mathematically as follows.
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Minimize, PT =
N∑
n=1
an
P (cn)
|hn|2
subject to,
Pne ≤ Perr , ∀ n ∈ N
N∑
n=1
an cn ≥ R
an = {0, 1}
cn = {0,M}
Now the bit allocation algorithm is given in Algorithm 1.
Algorithm 1 Single user bit allocation algorithm
1: an = 0, cn = 0 ∀ n ∈ N
2: while Rate ≤ R do
3: for n = 1→ N do
4: Vn = {P (cn + 1)− P (cn)} /|hn|2
5: end for
6: n∗ ← argmin(Vn)
7: cn∗ = cn∗ + 1
8: an∗ = 1
9: end while
In this bit loading algorithm, cost of allocating an additional bit to all subcarriers
is first calculated. Then the subcarrier with the minimum cost is selected and a
bit is added. This procedure is carried out until required transmission rate of the
user is met. Consequently, the algorithm solves the bit loading and subcarrier
allocation simultaneously.
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4.2.2 A Multi-user System without User Constraints
A multiuser system without user constraints is a system where only overall system
power needs to be minimized. This entails that no user is requesting for a specific
subcarrier requirement to be met. Now the system will have an overall rate
requirement. In such a case, constraints 4.1b from single hop power minimization
problem could be replaced with the following one.
K∑
k=1
N∑
n=1
ak,n ck,n ≥ R
Here R is the overall system rate requirement. Without much difficulty it can be
observed that for this case also a greedy allocation of subcarriers and bits results
in an optimum result. The steps of allocation are shown in Algorithm 2.
Algorithm 2 Multi User Bit Allocation Algorithm
1: ak,n = 0, ck,n = 0; ∀ k ∈ K,n ∈ N
2: while Rate < R do
3: for n = 1→ N do
4: for k = 1→ K do
5: Vk,n = {P (ck,n + 1)− P (ck,n)} /|hk,n|2
6: end for
7: end for
8: k∗, n∗ ← argmin(Vk,n)
9: ck∗,n∗ = ck∗,n∗ + 1
10: ak∗,n∗ = 1
11: end while
Here cost of transmission of an additional bit for each user, subcarrier pair is
calculated and minimum cost user, subcarrier pair from those costs is selected.
One additional bit is added to the selected user, subcarrier pair. The bit allocation
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index of that particular subcarrier is increased by one and the subcarrier is marked
as used by the selected user. The same procedure is carried out until the overall
system rate is met. Inarguably, this allocation would not cater for an individual
user rate requirement. However, for an overall system optimization goal the
algorithm converges optimally.
4.3 Subcarrier Allocation Problems
If the bit dimension is relaxed from a bit allocation problem, then that problem
becomes a subcarrier allocation problem. In most cases the cost of transmission
is calculated assuming each subcarrier is transmitting only one bit. As mentioned
earlier, subcarrier allocation is a very popular approach to the NP-Hard bit al-
location problem. With subcarrier allocation the problem is divided into two
parts. First, each user’s subcarrier requirement is determined and the subcarrier
allocation that minimizes power for that particular requirement is found. This
step is called the subcarrier allocation. Next, bit allocation is done on top of the
already found subcarrier allocation per each user using a single user bit loading
algorithm.
4.3.1 Standard Subcarrier Allocation Problem (SSAP)
We define the single hop subcarrier allocation problem as the standard subcarrier
allocation problem. In subcarrier allocation problems power P needed at the
receiver to correctly decode the message becomes a constant. This is because
it is assumed that each subcarrier would transmit a constant number of bits.
Usually this bit number could be taken as one. When the subcarrier allocation
is concerned, we are more interested to find a relative cost value that could be
transfered to the cost matrix rather than the actual cost.
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Recall the standard subcarrier allocation problem that was defined for the single
hop (Section 3.7.3).
Minimize, PT =
K∑
k=1
N∑
n=1
ak,n
P
|hk,n|2 (4.2a)
subject to,
N∑
n=1
ak,n ≥ Sk , ∀ k ∈ K (4.2b)
K∑
k=1
ak,n ≤ 1 , ∀ n ∈ N (4.2c)
Pk,ne ≤ Perr , ∀ ak,n 6= 0 (4.2d)
ak,n = {0, 1} (4.2e)
K∑
k=1
Sk = α ≤ N (4.2f)
4.3.2 Subcarrier Allocation - Standard Assignment Prob-
lem
The simplest form of subcarrier assignment with user constraints, even though
not practical, would be when each user is assigned just one subcarrier. In this
case, if N > K, some of the subcarriers would be left without being allocated
to any user. Now subcarrier requirement of user k, Sk, becomes one for all users
and the constraint (4.2b) of power minimization problem changes to,
N∑
n=1
ak,n ≤ 1 , ∀ k ∈ K
Hungarian algorithm is generally used in assignment problems with cost matri-
ces that are square. The problem changes to a standard assignment problem if
N = K since the cost matrix is now square. If N > K the problem is easily
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converted to a standard assignment problem by adding dummy rows to the cost
matrix [141]. Cost matrix is a different representation of a weighted bipartite
graph. The problem can be represented as finding the maximum weight match-
ing in a complete weighted bipartite graph. Hungarian algorithm can solve this
optimization problem with O(N3) complexity.
As described in Chapter 2, an assignment problem can be represented by a
weighted bipartite graph G = (V,E). Vertex set contains two disjoint sets V1
and V2. For our system, vertex set V1 is represented by the users in the system
U = {1...K} while set V2 is represented by the subcarriers S = {1....N}. Weights
of each edge is the cost of transmission by each user k via subcarrier n. Then
matching is done such that the cost of transmission would be a minimum. A
weighted bipartite graph for a system with four users and N = K, and a corre-
sponding matched graph is shown in Figure 4.3. Here the matching corresponds
to selecting exactly one edge for each subcarrier and user such that the summa-
tion of all weights, that is cost of transmission, becomes a minimum. Selected
edges corresponds to allocating a specific subcarrier to a user.
4.3.3 Weighted Bipartite Matching for Standard Subcar-
rier Allocation Problem
Assume the case where there is a specific subcarrier requirement Sk for each
user k. This version of standard subcarrier allocation problem is not a standard
assignment problem since cost matrix is not square. It cannot be converted to a
square matrix using the conventional dummy row/column method since each user
requires more than one subcarrier now. Thus, this problem cannot be directly
solved using weighted bipartite matching. However, it can be easily modified to
represent a weighted bipartite graph, using the node-splitting method [86] and
can then effectively be solved using Hungarian algorithm.
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Figure 4.3: Maximum weighted bipartite matching
Wong suggested that node-splitting can be used to solve the problem [12]. How-
ever he considered the O(N3) complexity to be too high for real time results.
Same technique was used for subcarrier allocation in rate maximization by Yin
[81]. Node-splitting for power minimization is akin to Yin’s allocation algorithm.
Both power minimization and rate maximization relies on the fact that each
user’s subcarrier requirement could be computed beforehand. Steps are shown in
Algorithm 3.
Algorithm 3 Standard Subcarrier Allocation Algorithm
1: Construct weighted bipartite graph
2: for k = 1→ K do
3: Duplicate kth node (Sk − 1) times in the graph
4: end for
5: Do weighted bipartite matching using Hungarian method
For standard subcarrier allocation problem initial cost matrix is not a complete
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Figure 4.4: Node Splitting
weighted bipartite graph. This cost matrix is modified to be complete using
node-splitting. Here each user k’s node is duplicated in the graph (Sk− 1) times.
Provided feasibility constraint is satisfied, now the graph becomes complete. It
is important to note that the graph being complete is not a necessary condition
for applying Hungarian algorithm. Node splitting is used to ensure each user’s
subcarrier requirement Sk is filled. If α is less that N then the final allocation
will leave some of the subcarriers not allocated to any user.
An example of node splitting is shown in Figure 4.4. Here a system with two
users and four subcarriers are considered. It is assumed that Sk = N/K = 2
for all users. Thus each user node is duplicated in the graph once. Note that α
is equal to N for the system considered thus the cost matrix is converted to a
square cost matrix.
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4.3.4 A System with Time Sharing
In this case same subcarrier or subcarrier block can be used in different time slots.
Such system behavior could be found in the 3GPP LTE designs. The duration
of a time slot would be equal or a multiple of the OFDM symbol duration. It is
assumed that there are T number of time slots available. The objective function
is defined as,
Minimize, PT =
K∑
k=1
T∑
t=1
N∑
n=1
ak,t,n
P
|hk,t,n|2
Subcarrier allocation index becomes ak,t,n where ak,t,n = {0, 1}. The notation
denotes whether the subcarrier n at time slot t is allocated or not to user k. hk,t,n
denotes the channel gain of subcarrier n of user k at time slot t.
Now the minimization is constrained to,
N∑
n=1
T∑
t=1
ak,t,n = Bk , ∀ k ∈ K
K∑
k=1
N∑
n=1
ak,t,n ≤ 1 , ∀ t ∈ T
Bk here denotes the number of subcarrier, time blocks needed by the k
th user.
Since a time slot and a subcarrier paired together is unique, a bipartite matching
could be done by using time slot and subcarrier pair as one of the disjointed sets
in the graph. Using users as the other set, weighted bipartite matching could
be done using Hungarian method as explained in Section 4.3.2. Result would be
optimal and would jointly allocate subcarriers and time slots. If a system that
requires one resource block per one user is considered, complexity of the algorithm
is O(K(TN)2).
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4.4 Subcarrier Allocation in Rate Maximization
Problems
Subcarrier allocation problem in rate maximization is of particular interest. In
this section we show that subcarrier allocation problem for both power mini-
mization and rate maximization is similar. It should be noted that for a rate
maximizing subcarrier allocation problem also, each user’s subcarrier require-
ment should be pre-determined. Algorithms for determining the user subcarrier
requirement for rate maximization are not discussed in this thesis.
Theorem 11 : Subcarrier allocation to power minimization is a solution for
subcarrier allocation for rate maximization as well.
Proof : In subcarrier allocation problems each user’s subcarrier requirement is
pre-determined. If P is the power needed to correctly decode a bit then trans-
mitted power Pt over the channel hk,n would be,
Pt =
P
|hk,n|2
hk,n has the usual meaning. Thus the transmitted power is inversely proportional
to the channel gain of each user, subcarrier pair. Consequently, to minimize
the total transmission power, overall inverse channel gain maximization objective
should be considered. Since channel is a two dimensional matrix, the cost matrix
could be formulated with 1/|hk,n|2 values. Now the channels that minimize overall
transmit power could be found using Hungarian algorithm. In other words overall
transmitted power minimization subcarrier allocation problem is equal to finding
the maximum channel assignment problem.
Now the rate of the user k, n pair is given by,
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R = B log2
{
1 +
|hk,n|2 Pt
|σk,n|2
}
Now assuming noise is Gaussian Random, it is apparent that the controllable
determinant factors of the user rate is |hk,n|2 Pt which is equal to P . Thus higher
the channel magnitude, lower the power needed for transmitting a single bit.
Consequently, higher the channel magnitude, higher the chances of transmitting
more bits using the available power. This entails that to maximize the overall rate,
overall channel gain maximization objective should be considered. In other words
overall rate maximizing subcarrier allocation problem is also equal to finding the
maximum channel assignment problem.
Thus both rate maximizing and power minimizing subcarrier allocation problems
with same user subcarrier requirements have the same solution. This proves the
Theorem 11.
It should be noted that even though subcarrier allocation is the same, final power
allocation differs for the two problems since optimization objectives are different.
4.5 Existing Heuristic Algorithms for SSAP
Standards subcarrier allocation problem is tractable using Hungarian method.
However, Hungarian method has a complexity of O(N3), where N is the number
of subcarriers in the system. This could be too high for systems with large number
of resource elements. For such cases, the use of other suboptimal algorithms are
encouraged.
KKT based method for subcarrier allocation is widely popular and could produce
good results. However the convergence of this algorithm depends on the number
of iterations it has to run. Due to the complexity of implementation we do not
consider KKT based method in this thesis. However, Kivnac and Hui showed
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that their amplitude craving greedy subcarrier allocation algorithm can operate
very close to KKT based method [92]. Therefore, using greedy algorithms instead
of KKT based method is justified both performance wise and complexity wise.
Most of the low complexity algorithms are greedy based heuristic algorithms. In
the coming sections we propose several algorithms that are based on heuristic
approaches. Next the performance of these algorithms are compared. We use
Hungarian algorithm as the lower bound. Several greedy algorithms presented in
the literature are also considered as benchmark algorithms.
We use two algorithms mentioned in [104] for our comparison purposes, User
Priority Greedy (UPG) [105] and Worst Subcarrier First Greedy (WSFG) [104].
Additionally, we propose two straight forward Greedy algorithms for the com-
parison purposes. Best Subcarrier to Best User Greedy (BSBUG) simply finds
the user, subcarrier pairs with best channels from the cost matrix and allocates
them. Best Subcarrier Greedy (BSG) simply allocates each subcarrier to the user
with the best channel gain.
Three other high performing algorithms are also presented in this thesis, namely
Fair User Greedy (FUG), Trade Matrix and Forced Cost algorithms. These effi-
cient yet simple algorithms are recommended to be used in any system for resource
allocation.
4.5.1 User Priority Greedy (UPG)
This is a very simple allocation algorithm. Initially cost matrix (Vk,n) values for
all K users and N subcarriers are formulated. Each subsequent user is given the
chance to choose the best subcarriers until the subcarrier requirement is met.
Consequently, late users will be left with lesser number of subcarriers to choose
from. Additionally, early users choosing best subcarriers would result in late
users being left with bad subcarriers to choose from. UPG algorithm is given in
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Algorithm 4. We use S¯k to denote the number of subcarrier allocated to user k
at a particular instant. All the other notations carry usual meanings.
Algorithm 4 UPG Algorithm
1: ak,n = 0 , S¯k = 0 , ∀ k ∈ K , n ∈ N
2: for k = 1→ K do
3: for n = 1→ N do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: for k = 1→ K do
8: while S¯k < Sk do
9: n∗ ← argmin(Vk,n)
10: ak,n∗ = 1
11: S¯k = S¯k + 1
12: for k = 1→ K do
13: Vk,n∗ =∞
14: end for
15: end while
16: end for
4.5.2 Worst Subcarrier First Greedy (WSFG)
Youngok et. al [105] proposed to improve the greedy algorithm presented in
[106] by giving the users with worst average channel gain priority in selecting
subcarriers. For this algorithm, the index of users sorted according to their
channel gains, is kept in an index vector I. The steps are given in Algorithm 5.
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Algorithm 5 WSFG Algorithm
1: ak,n = 0 , hk = 0 , S¯k = 0 , ∀ k ∈ K , n ∈ N
2: for k = 1→ K do
3: for n = 1→ N do
4: Vk,n =
P
|hk,n|2
5: end for
6: hk = avg(Vk,n) for k
7: end for
8: I = index(sort(hk))
9: for k¯ = 1→ K do
10: k ← I(k¯)
11: while S¯k < Sk do
12: n∗ ← argmin(Vk,n)
13: ak,n∗ = 1
14: S¯k = S¯k + 1
15: for k = 1→ K do
16: Vk,n∗ =∞
17: end for
18: end while
19: end for
4.5.3 Best Subcarrier to Best User Greedy (BSBUG)
This algorithm finds the best global user, subcarrier pair and allocates them.
Consequently, users with all relatively bad channels will get the worst subcarriers.
4.5.4 Best Subcarrier Greedy (BSB)
Each subcarrier row in cost matrix is traversed and the user with the best channel
gets the subcarrier. Since this algorithm also focuses on the subcarrier, some users
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Algorithm 6 BSBUG Algorithm
1: ak,n = 0 , S¯k = 0 , ∀ k ∈ K , n ∈ N
2: for k = 1→ K do
3: for n = 1→ N do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: for n¯ = 1→ N do
8: k∗, n∗ ← argmin(Vk,n)
9: ak∗,n∗ = 1
10: S¯k = S¯k + 1
11: Vk∗,n∗ =∞
12: if S¯k∗ = Sk∗ then
13: for n = 1→ N do
14: Vk∗,n =∞
15: end for
16: end if
17: end for
end up with relatively bad subcarriers in the end.
4.5.5 Swapping Algorithm
Wong et al. proposed a remarkable subcarrier allocation algorithm based on
swapping subcarriers between users [83]. This algorithm can reach the optimum
allocation at a cost of O(N4) complexity in a worst case scenario. Swapping
algorithm is significant due to two main reasons. Firstly, it is the second step of a
two step subcarrier allocation algorithm. The second step does not depend on the
first one, thus the first allocation step could be replaced with any initial allocation
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Algorithm 7 BSG Algorithm
1: ak,n = 0 , S¯k = 0 , ∀ k ∈ K , n ∈ N
2: for k = 1→ K do
3: for n = 1→ N do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: for n = 1→ N do
8: k∗ = argmin(Vk,n)
9: ak∗,n = 1
10: S¯k∗ = S¯k∗ + 1
11: Vk∗,n =∞
12: if S¯k∗ = Sk∗ then
13: for n = 1→ N do
14: Vk,n∗ =∞
15: end for
16: end if
17: end for
algorithm. Secondly, this algorithm is based on iterative improvements of the
already found feasible solution. Therefore, at any given time there is a feasible
output from the algorithm. Additionally algorithm always increases the efficiency
of allocation. Thus, it always gives a better allocation with each iteration.
Due to the first reason given above we do not consider the swapping algorithm as a
subcarrier allocation algorithm. It is considered to be an improvement algorithm.
Any feasible result from a suboptimal allocation algorithm could be improved
using the swapping algorithm.
Define swapping cost Cs(n, n
′) and cost of allocation C(n, k). Cs(n, n′) is the cost
of swapping already allocated subcarrier n with already allocated subcarrier n′.
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C(n, k) is the cost of allocating subcarrier n to user k. Assume that subcarrier n
is allocated to user k and subcarrier n′ is allocated to user k′. Then Cs(n, n′) =
C(n, k) + C(n′, k′) − C(n, k′) − C(n′, k). A is the N × N swapping matrix that
holds the costs of swapping a particular subcarrier pair. There are feasible swaps
until A holds at least one positive value.
Algorithm 8 Swapping Algorithm
1: Find initial allocation
2: while Feasible swaps are left do
3: for n = 1→ N do
4: for n′ = 1→ N do
5: An,n′ = Cs(n, n
′)
6: end for
7: end for
8: (i∗, j∗)← argmin(Ai,j)
9: Swap (i∗, j∗)
10: end while
4.6 Proposed Algorithm 1: Fair User Greedy
(FUG)
FUG is a simple yet efficient greedy allocation algorithm. All the algorithms
mentioned in the previous section do not consider user fairness in terms of cost
at the allocation stages. They simply allocate subcarriers greedily until a user
requirement is met. As a result, the final allocation could be relatively costly.
FUG operates slightly different to the BSG algorithm where each user in this case
is given the chance to choose the best subcarrier following a round robin [142, Ch.
5] scheme. Each user will get the chance to choose one subcarrier per each round.
This simple algorithm improves the performance of the system significantly.
4.7 Proposed Algorithm 2: Trade Matrix 101
Steps of FUG is given in Algorithm 9. Note that a fair system is assumed with
each user in need of N/K number of subcarriers.
Algorithm 9 FUG Algorithm
1: ak,n = 0 , ∀ k ∈ K , n ∈ N
2: for k = 1→ K do
3: for n = 1→ N do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: for s = 1→ N/K do
8: for k = 1→ K do
9: n∗ ← argmin(Vk,n)
10: ak,n∗ = 1
11: Vk,n∗ =∞
12: for k = 1→ K do
13: Vk,n∗ =∞
14: end for
15: end for
16: end for
4.7 Proposed Algorithm 2: Trade Matrix
Trade Matrix is a greedy based algorithm that runs on two steps. First we find the
global optimum subcarrier allocation that minimizes the overall system power.
Thus, this solution does not consider each user’s subcarrier requirement. Then we
try to find a local optimum point close to the already found global minima, that
would satisfy each user’s QoS requirement. The idea is to trade the user fairness
for cost. The algorithm tries to find the minimum cost trades that can move the
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global optimum point without fairness to the closest local optimum point with
fairness.
In the first step each subcarrier is given to its best user. Inarguably, this subcarrier
allocation is optimum for the overall system while user requirements are being
ignored. Therefore, some users might end up with more than the required number
of subcarriers. These users are called overfilled users (denoted by the vector Uf ).
Consequently some users will be in short of subcarriers. These users are called
short users (denoted by the vector Us). In the second step a matrix called Trade
Matrix is formulated. Trade matrix is a matrix that holds the relative costs of
trading subcarriers assigned to Uf to Us (Trading cost = VUs − VUf ).
The idea of trades is as follows. The system will give away subcarriers to short
users, and thus the fairness is traded for costs. Any trade will increase the cost
of the system while increasing each users QoS. The objective is to find the lowest
cost trades. Simulation results show that this greedy algorithm is highly efficient
and operates close to optimum result obtained by Hungarian algorithm. Compu-
tational complexity is O(KN), which is much lower compared to the Hungarian.
4.7.1 Trade Matrix for a Two User System
Trade matrix for a two user system is of particular interest. The optimization
criteria of trade matrix algorithm makes the solution to two user system opti-
mum. Hungarian algorithm for a two user system still runs at O(N3) complexity.
However trade matrix algorithm runs at O(2N) ≈ O(N) complexity. Therefore
this is the fastest optimal algorithm for a two user case.
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n1 n2 n3 n4 n5 n6 n7 n8
Cost U1 40 30 15 8 4 13 20 25
Matrix U2 1 2 5 10 20 8 6 15
Initial U1(Us) - - - 8 4 - - -
Allocation U2(Uf ) 1 2 5 - - 8 6 15
Trade Vec-
tor
VUs-VUf 39 28 20 - - 5 14 10
Final U1 - - - 8 4 13 - 25
Allocation U2 1 2 5 - - - 6 -
Table 4.1: Allocation algorithm example
Allocation Algorithm
Two user system is a standard subcarrier allocation problem when K = 2. The
subcarrier allocation is done in two steps. Initially each column of the cost matrix
is traversed and each subcarrier is allocated to the user with the lowest cost.
This step will either give an allocation that satisfies both users or leave one user
overfilled with subcarriers while the other user in short of subcarriers. Note
that both Uf and Us becomes scalers now. In the first case, the solution is
already optimum. In second case trade matrix is formulated and lowest costing
subcarriers in trade matrix is allocated to Us until its subcarrier requirement is
met. The algorithm is summarized in Algorithm 10. Note that Tn denotes the
trade vector values.
An example allocation is given in Table 4.1. Assume a system with two users
and eight subcarriers where subcarriers should be allocated among users fairly.
A cost matrix for the system with arbitrary values is shown in row 1 of Table
4.1. The initial allocation of subcarriers follows a greedy approach (row 2). U2 in
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Algorithm 10 Trade Matrix For a Two User System
1: ak,n = 0 , Tn =∞ , ∀ n ∈ N , k ∈ K
2: for n = 1→ N do
3: for k = 1→ 2 do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: for n = 1→ N do
8: k∗ ← argmin(Vk,n)
9: ak∗,n = 1
10: end for
11: Mark Uf and Us
12: for all Uf subcarriers n
′ do
13: Tn′ = (VUs,n′ − VUf ,n′)
14: end for
15: while S¯Us < SUs do
16: n∗ ← argmin(Tn)
17: aUs,n∗ = 1
18: S¯Us = S¯Us + 1
19: Tn∗ =∞
20: end while
this case is overfilled (Uf ) while U1 is in short of subcarriers (Us). Now the trade
vector is formulated (row 3) and the subcarriers with the lowest costs are traded.
By observing the trade vector, it can be seen that subcarrier 6 and 8 should be
traded to the first user sequentially (row 4).
Figure 4.5 depicts the comparison of the power allocation of trade matrix al-
gorithm and optimum allocation for a two user eight subcarrier system. The
optimum values were found using an exhaustive search. The two curves lie on
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Figure 4.5: Average power required for ‘x’ number of transmissions for presented
algorithm and optimum case in a eight subcarrier BPSK system with two users.
Optimum values were obtained by exhaustive search.
top of each other, showing that trade matrix algorithm is optimum for a two user
case. Thus, this is the fastest optimum subcarrier allocation algorithm available
for a two user system.
Proof of Optimality for Two User Case
First, we prove that without the fairness constraint the optimization problem can
be solved using a greedy approach. Any other solution with fairness will have a
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higher cost than this. Therefore, we take greedy assignment as an initial solution
and try to improve the solution to cater fairness. Now to ensure the fairness and
optimality, Us should be assigned more subcarriers while keeping the cost change
to a minimum. This can either be done by trading subcarriers from Uf or by
swapping subcarriers between users after trades. We prove that swapping at any
stage will move away from optimum solution. Proving that optimum trades can
be done by choosing subcarriers with low trading costs concludes the proof.
Following notations are used throughout the proof.
VG - Cost of Greedy allocation
Vc - Cost change from a swap or a trade with respect to PG
Vs - Resultant total power cost from Pc
Vn,u - Cost of allocating subcarrier n to user u
Theorem 12 : Trade Matrix algorithm is optimum for a two user subcarrier
allocation.
Proof : Following lemmas are established to prove this theorem. Note that for
a two user case trade matrix becomes a vector.
Lemma 14 : For a system with K users and N subcarriers with no user fairness
the optimum solution simply follows a greedy approach.
Proof : It can be seen that for a subcarrier n, if argmax(|hk,n|2) from all k is
selected, then allocating n to user k gives the best possible allocation. Since there
is no specific user requirement constraint Rk, same procedure can be carried out
for all the subcarriers. The resultant allocation gives the lowest cost allocation
possible.
Lemma 15 : For a system with two users and N subcarriers, swapping of subcar-
riers between users for an already performed greedy allocation will always result
in a more costly assignment.
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Proof : Assume subcarrier n∗ from Uf is swapped with n′ from Us.
Now, Vc= (Vn∗,us − Vn∗,uf ) + (Vn′,uf − Vn′,us)
Since the greedy allocation is optimal without fairness, Vn∗,us − Vn∗,uf > 0 and
Vn′,uf − Vn′,us > 0 for all n∗ and n′. Therefore for all n∗ and n′ swaps, Vc > 0.
Consequently Vs > VG. A swap will cause an increase in total cost.
Lemma 16 : Giving away the minimum trading cost subcarrier from the trade
vector results in the lowest cost change while increasing the fairness.
Proof : Following Lemma 14 and Lemma 15, it can be seen that VG is optimal
without any fairness. Furthermore lemma 15 established that swapping of sub-
carriers in a greedy allocation cannot lead to the optimal solution with fairness.
Therefore Uf should give away subcarriers. Assume subcarrier n is given to Us.
Then,
Vc = Vn,us − Vn,uf
Now it can be seen that min(Vn,us − Vn,uf ) from all n is the most efficient trade
that can be done while moving toward the fairness. min(Vn,us−Vn,uf ) corresponds
to the minimum cost subcarrier in the trade vector.
Lemma 17 : Any swapping after a trade results in an increase in cost.
Proof : From Lemma 15, any swap after greedy allocation increases cost. There-
fore any swap with a subcarrier that has not been traded will increase cost. If
traded subcarrier n is swapped with subcarrier n′, then the total cost change is,
Vc = (Vn,us − Vn,uf ) - (Vn′,us − Vn′,uf )
Now from the trade vector it can be seen that subcarrier n is traded before
subcarrier n′. Therefore (Vn,us−Vn,uf ) > (Vn′,us−Vn′,uf ) for all n and n′. Therefore
Vc > 0 for all n and n
′. Thus swapping after a trade increases the allocation cost.
From Lemma 15 and Lemma 17, it could be seen that swapping of subcarriers
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at any stage will not move toward optimum allocation. Lemma 16 showed that
trading the minimum cost subcarriers from trade vector gives the best cost change
while moving towards fairness. Therefore until user constraint is satisfied sub-
carriers should be traded from trade vector and this gives the optimum solution
that satisfies the user fairness.
4.7.2 Trade Matrix for Multi-User System
Trade matrix algorithm for multi-user system operates akin to the two-user algo-
rithm. However in multi-user case the algorithm is not optimum. Yet, because
of the efficient trading logic, the algorithm still performers better than a con-
ventional greedy algorithm and operates close to the optimum. In a multi-user
system there can be more than one overfilled user and multiple short users. Con-
sequently a greedy based trade would not be optimum. The steps are given in
Algorithm 11. Tk,n denotes trade matrix values for user k, subcarrier n pair.
After the initial trade matrix formulation, the given algorithm takes a BSBUG
approach for trading subcarriers. A FUG allocation for trades could provide even
better results.
4.8 Proposed Algorithm 3: Forced Cost
Forced cost is a greedy based allocation algorithm. As mentioned earlier greedy
algorithms try to find local optimum points for a particular optimization prob-
lem. Forced cost algorithm tries to approximate the future cost incurred by such
an allocation beforehand. This cost is called the forced cost since the current
allocation forces a future cost on the system. Forced cost in other words is a cost
value that gives an indication on how efficient a locally optimum choice is going
to be for the overall system performance. Consequently, by using forced cost,
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Algorithm 11 Trade Matrix For a Multi-user System
1: ak,n = 0 , Tk,n =∞ , ∀ n ∈ N , k ∈ K
2: for n = 1→ N do
3: for k = 1→ K do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: for n = 1→ N do
8: k∗ ← argmin(Vk,n)
9: ak∗,n = 1
10: end for
11: Mark sets Uf and Us
12: for all n′ subcarriers in set Uf do
13: for all k′ users in Us do
14: Tn′,k′ = (Vk′,n′ − VUf ,n′)
15: end for
16: end for
17: while S¯k < Sk for any k ∈ Us do
18: n∗ k∗ ← argmin(Tk,n)
19: ak∗,n∗ = 1
20: S¯k∗ = S¯k∗ + 1
21: Tk∗,n∗ =∞
22: for all k′ users in Us do
23: Tn∗,k′ =∞
24: end for
25: end while
more optimal results could be obtained for a specific problem.
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4.8.1 Allocation Algorithm
Assume a system with three users and three subcarriers where each user needs
to be allocated one subcarrier. We call the matrix that contains per user wise
sorted costs associated with each subcarrier, user pair the sorted cost matrix.
An example of a sorted cost matrix constructed using arbitrary values is given in
the Table 4.2 (a). The objective is to find the assignment of subcarriers that will
result in minimum total cost. Since subcarriers are sorted for each user, when
traversing through columns of the matrix, the subcarrier numbers are no longer
consecutive. Thus, each element in the sorted cost matrix has two values, cost
and the subcarrier number. In the example considered it is assumed that all three
users have subcarrier conflicts in all assignments. i.e each subcarrier is the best
subcarrier for all users in all assignments.
Vk,n Vk,n Vk,n
U1 10 , 1 20 , 2 30 , 3
U2 20 , 1 100, 2 200, 3
U3 30 , 1 50 , 2 90 , 3
(a) Cost Matrix
U1 10, 1 - -
U2 - - 200, 3
U3 - 50, 2 -
(b) BSG Allocation
U1 - - 30, 3
U2 20, 1 - -
U3 - 50, 2 -
(c) Forced Cost Allocation
Table 4.2: Cost Matrix and final assignments of BSG and Forced Cost algorithms.
Let us consider a BSG greedy allocation. BSG algorithm will simply assign the
first subcarrier to first user followed by third subcarrier to second user and second
subcarrier to third user as shown in Table 4.2 (b). This results in a total cost
of 260. However it can be seen that the proposed forced cost based allocation
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scheme gives a cost value of 100 (Table 4.2(c)). This is a better allocation than
the BSG allocation. Assignment of the first subcarrier to the first user essentially
forces the other users to use a choice between subcarriers 2 or 3. Therefore with
each assignment there is a forced minimum cost that incurs in the system. We
call this cost the forced cost. Forced cost is an approximation that can be used
to make better allocation decisions.
Using the forced cost concept a value for forced cost can be approximated using
various methods that can be chosen freely by an algorithm designer. For the
simulations done in this thesis we have used the following formula to approximate
the forced cost. This formula gives an approximation for the average cost of
the allocation of the next subcarrier, due to the current subcarrier allocation.
Although this approximation seems simple, it improves the efficiently of allocation
over a number of greedy allocation schemes.
Jk,n = Vk,n +
∑
∀k∗
Vk∗,m (4.3)
Jk,n is the forced cost incurred by allocating subcarrier n to user k. We always
calculate the forced cost for the lowest cost subcarrier for a particular user at a
given instant. Vk,n denotes the cost of user k subcarrier n pair transmission. m
is the lowest cost subcarrier for user k∗ while m 6= n. Thus values for m is taken
from either column one or two of a sorted cost matrix. If the set that contains
all unfilled users are S, k∗ is equal to the set (S − k). k∗ in other words is a set
that contains all users whose subcarrier requirement is still not met except k. If
after each allocation the allocated subcarriers are given an infinite cost, and the
cost matrix is again sorted, Vk∗,m values would always be taken from the first or
second column of the sorted cost matrix while Vk,n values are always taken from
the first column.
The allocation steps are given in Algorithm 12. An example of the allocation
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Algorithm 12 Forced Cost
1: ak,n = 0 , S¯k = 0 , ∀ k ∈ K , n ∈ N
2: for n = 1→ N do
3: for k = 1→ K do
4: Vk,n =
P
|hk,n|2
5: end for
6: end for
7: Sort Vk,n by each user row
8: while S¯k < Sk for any k do
9: for All unfilled users do
10: Calculate Jk,n
11: k∗, n∗ ← argmin(Jk,n)
12: ak∗,n∗ = 1
13: for All unfilled users k′ do
14: Vk′,n∗ =∞
15: end for
16: Sort Vk,n by each user row
17: end for
18: end while
decisions with the updated forced costs using an arbitrary cost matrix is shown
in Table 4.3. First column of Table 4.3 (a) shows the calculated forced costs for
each user for first assignment. In the considered example, for the first assignment,
there is a conflict between each user since the best subcarrier for each user is the
same. Even if this is not the case, the algorithm follows the same approach. The
assignment decision has to be made regardless of whether conflicts between users
occur or not. In the example, user with the lowest cost is assigned the subcarrier
and subcarrier one is marked as used. Since second user’s carrier requirement is
met he is marked as filled. In the second assignment, as shown in Table 4.3 (b)
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Jk,n Vk,n Vk,n
U1 160, 1 20 , 2 30 , 3
U2 90 , 1 100, 2 200, 3
U3 150, 1 50 , 2 90 , 3
(a) Assignment 1
Vk,n Jk,n Vk,n
U1 - 110, 2 30 , 3
U2 20 , 1 - -
U3 - 80 , 2 90 , 3
(b) Assignment 2
Vk,n Vk,n Vk,n
U1 - - 30 , 3
U2 20 , 1 - -
U3 - 50 , 2 -
(c) Final Assignment
Table 4.3: Subcarrier allocation using forced cost based decisions.
only unused subcarriers and unfilled users are considered. Again the assignment
is done according to the forced cost for each user and finally the subcarrier that
is left is assigned to the last user. The final assignment is shown in Table 4.3 (c).
4.8.2 Effect of Subcarrier to User Ratio (SUR)
Subcarrier to user ratio (SUR) is simply a measure of how many subcarriers are
allocated to one user. It can be observed that when the above mentioned ratio
decreases most greedy algorithm tend to shift away from the optimum result.
When the number of subcarriers allocated for each user decreases the probability
of a user being forced to select a bad subcarrier for its transmission increases.
However, for a relatively large ratio, the greedy solution might not deviate that
much from the optimum point. The reason for this is that when there are several
subcarriers to choose from, even if couple of subcarriers are deeply faded, they
can be discarded and good subcarriers could be used to load more bits.
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U1 10 , 1 20 , 2 60 , 3 70 , 4
U2 20 , 1 60 , 2 80 , 3 400, 4
(a) Cost Matrix
U1 10 , 1 - 60 , 3 -
U2 - 60 , 2 - 400, 4
(b) UPG Assignment
U1 - 20 , 2 - 70 , 4
U2 20 , 1 - 80 , 3 -
(c) Forced Cost
U1 - 20 , 2 - 70 , 4
U2 20 , 1 - 80 , 3 -
(d) Optimum
Table 4.4: Subcarrier allocation where two subcarriers per user is assigned.
In the example given in Table 4.4, where four subcarriers are employed in a fair
two user system, the second user is allocated one bad subcarrier by the UPG
algorithm. However this user still has the option to use only the third subcarrier
for its transmission by allocating more bits to it. This results in a lesser total
transmission cost than in a case where both subcarriers are used. The need for
use of bad subcarrier will only arise if the other subcarriers cannot accommodate
the user’s bit requirement using less power.
When the subcarrier to user ratio further increases, users are forced to use more
and more costly subcarriers. This results in shifting of greedy solutions further
away from the optimum one. In the scenario explored in Table 4.5, BSG allocation
forces the second user to use a deeply faded subcarrier since it has no other choice.
Forced cost based decisions on the other hand would foresee the allocation costs
associated with deeply faded carriers and would not allocate them to a user even
if the subcarrier to user ratio is very low. Therefore, this algorithm would perform
near optimum bounds and provide much better results than the other algorithms
in these cases.
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U1 10 , 1 20 , 2 60 , 3 70 , 4
U2 20 , 1 60 , 2 80 , 3 400, 4
U3 30 , 1 40 , 2 50 , 3 60 , 4
U4 40 , 1 50 , 2 60 , 3 10 , 4
(a) Cost Matrix
U1 10 , 1 - - -
U2 - - - 400, 4
U3 - 40 , 2 - -
U4 - - 60 , 3 -
(b) BSG Allocation
U1 - 20 , 2 - -
U2 20 , 1 - - -
U3 - - 50 , 3 -
U4 - - - 10 , 4
(c) Forced Cost
U1 - 20 , 2 - -
U2 20 , 1 - - -
U3 - - 50 , 3 -
U4 - - - 10 , 4
(d) Optimum
Table 4.5: Subcarrier allocation where one subcarrier per user is assigned.
4.9 Improvement Algorithm Based On Branch
and Bound Method
In Section 4.5.5, we mentioned Wong’s swapping algorithm as an improvement
algorithm. An improvement algorithm can be used to further improve a sub-
optimal subcarrier allocation that is already found. In this section, we explain
the use of Branch and Bound method as an improvement algorithm. Basically,
any incumbent from the algorithm at a given time could be considered as the
improved allocation. A comparison between swapping algorithm and branch and
bound algorithm is not given in this thesis. However, it should be noted that
branch and bound method can provide solutions for bit allocation as well, and
therefore, further investigation of this method for resource allocation problem is
justifiable.
Branch and Bound [143] is an optimization algorithm that is particularly useful
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in finding solutions for discrete optimization problems. Although convergence is
guaranteed the run time depends on the number of iterations. We consider a
system with a feasibility constraint α equal to N . Thus, users are duplicated in
the system Sk − 1 time using node splitting. For the use of branch and bound
method, we treat each duplicated node as a separate user. Thus, there are N
users in the system.
The algorithm is as follows. Define that the objective is to find the minimum
total cost C(A∗) given by a specific subcarrier allocation A∗ chosen from the
allocation space A (A= aij i, j = N , A = {0, 1}). Branching will divide A
into subsets (A1,A2,...,AN) where
⋃
i∈N
Ai = A. Note that some of the alloca-
tions in A are not feasible. We start the branching with a root node that has
A solutions. Bounding takes the lower bound of the allocation costs in a node.
For root min(C(A1),C(A2),..,C(AN)) represents the lower bound and the cor-
responding Ai as its subcarrier allocation. This allocation would not take user
subcarrier requirement constraint into consideration and follows a simple greedy
approach. Consequently, the cost of root is the lowest allocation cost without
any constraints. Now root is divided into N branches where in each branch node
n, user n is selected for the first subcarrier (first subcarrier locked) and the rest
of the subcarrier are allowed to be chosen freely. We call these branches layer 1
branches. With each branch node having one subcarrier locked subsets of all N
branches will have a lower bound larger than or equal to the root. The branching
procedure might continue in a similar manner up to layer N . When moving from
layer n to layer n + 1 any locked subcarriers of layer n are kept locked. Thus,
in any particular layer n there would be (N − n) locked subcarriers and (N − n)
sub-branches originating from each branch in layer (n− 1).
Now assume that at a branch in any layer a feasible assignment A′ from A is
found. We call this the incumbent for A. Then any node with a lower bound
Aˆ with C(Aˆ)>C(A′) could be immediately discarded from the tree since lower
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Figure 4.6: Branch and bound method used for subcarrier allocation in a 2 user
4 subcarrier system
bounds achievable from branching such a node will always be higher in cost than
the already found incumbent cost. This procedure is called pruning.
Any node that has a cost value smaller than the current incumbent needs to be fur-
ther expanded. If at anytime any feasible solution Aˆ is found with C(Aˆ)<C(A′)
then Aˆ becomes the incumbent. Then all nodes with higher cost values than C(Aˆ)
will be discarded. This procedure will be carried out until there are no nodes left
and the incumbent becomes A∗. Note that A∗ is now a permutation matrix that
gives a subcarrier allocation that satisfy each uer k’s subcarrier requirement Sk.
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4.9.1 Example
An example of how the algorithm is run is shown Figure (4.6) for a two user four
subcarrier system. A fair system is assumed where each users should be given a
fair number of subcarriers. Next, node splitting is carried out and the cost matrix
after splitting is show in Figure (4.6) cost matrix. UiD in this matrix represents
a duplicated row of user i.
Branch and bound algorithm for this system is depicted in Figure (4.6) in detail.
R represents the relay node. Any allocation UiUj, UkUl denotes that subcarriers
1,2,3,4 are allocated to users i, j, k, l sequentially and is the lower bound for the
node. Any allocation before the comma represents locked subcarriers. Incum-
bent found in layer 1 is the first feasible allocation that satisfy constraint (2.8).
Any other branch with a cost equal to or larger than this could be discarded
immediately. Hence node UD2 is discarded and the remaining nodes are further
branched. In layer 2 all the branched nodes exhibit larger or equal cost to the
incumbent and therefore are discarded. Then algorithm comes to a halt and the
already found incumbent becomes the optimum solution.
4.10 Performance Comparisons and Discussion
The performance of the algorithms mentioned in the previous sections are com-
pared in this section. Hungarian Algorithm is used as a lower bound for the
comparisons.
4.10.1 Simulation Parameters
All the results in this thesis are obtained using Monte-Carlo simulation methods.
In this section we define the common simulation parameters used for these results.
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A frequency selective, time invariant Rayleigh fading model with AWGN noise is
assumed. It is assumed that perfect channel state information is known to the
scheduler. For all transmissions QAM modulated data is used. The Symbol to
Error Ratio (SER) is assumed to be 10−4 for a reliable transmission.
Furthermore we assume that Gray coding is used for QAM modulation and mod-
ulation order is always even. The latter assumption is for the sake of easy compu-
tation of power requirements. If Gray coding is used for a certain Symbol Error
Ratio (SER) requirement Pe, Power P (c) needed to correctly decode c informa-
tion bits at receiver, when c is even for orthogonal M-ary QAM is given by [144,
p.232],
P (c) =
N0
3
Q−1
 Pe4(1− 1√
2c
)

2 (2c − 1)
where Q(.) is the Q-function and N0 denotes the single sided noise power spectral
density, which is assumed to be one [12].
All relay clusters are assumed to be isolated. This entails that a source node
cannot directly access a destination. All transmission is done via relay nodes if
the system is a multi-hop system. Each user data are uniquely identified using
frequency division multiple access. Therefore subcarrier allocation is exclusive to
users. Thus all users can transmit in parallel over the same time slot. Addition-
ally, the ultimate destination of a transmission is always assumed to be a single
node.
These parameters are summarized in Table 4.6. Furthermore, we use the term L
to denote the number of multi-paths in the channel considered.
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Parameter Value/Behaviour
Channel Model Rayleigh fading, AWGN
Channel Behavior Slow, Frequency selective
SER 10−4
Modulation QAM
Coding Gray Coding
Modulation Order Even
Relay behavior Isolated relay cluster
Multiple access scheme OFDMA
Transmission Parallel for all users/in same time slot
Users (K) Ranges from 2-128
Subcarriers (N) Ranges from 2-2048
Relays in hop f (Rf ) Ranges from 2-16
Multi-paths (L) Ranges from 2-10
Table 4.6: Common simulation parameters
4.10.2 Complexity and Run Time
The complexity and the optimality of the algorithms are compared in the Table
4.7. The average run times of the algorithms are compared in the Table 4.8. The
two optimal algorithms, swapping and Hungarian have the highest complexities.
Sub-optimal forced cost algorithm has a O(K2N) complexity. All the other algo-
rithms show O(KN) complexity. These complexities are just an upper bound for
the algorithms considered. Results shown in the Table 4.8 and the Figure 4.13
show that within O(KN) complexity some algorithms are slower. This is due to
the additional steps that might be needed for the algorithm. These additional
steps have a complexity less than O(KN) thus the upper bound is still O(KN).
The CPU time take for each of these algorithms for different number of sub-
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Algorithm Complexity Optimality
Swapping O(N4) Optimal
Hungarian O(N3) Optimal
Forced Cost O(K2N) Sub-Optimal
BSG O(KN) Sub-Optimal
Trade Matrix O(KN) Sub-Optimal
FUG O(KN) Sub-Optimal
UPG O(KN) Sub-Optimal
WSFG O(KN) Sub-Optimal
BSBUG O(KN) Sub-Optimal
Table 4.7: Complexity and optimality comparison of single hop subcarrier allo-
cation algorithms. N and K denotes the number of subcarriers and users respec-
tively.
Average Run Time /mS
Algorithm N=8 16 32 64 128 256 512 1024 2048
Hungarian 0.93 2 6.1 20 92 497 4x103 1x105 2x106
Forced Cost 0.28 0.4 0.69 1.6 4.2 13 53 339 1x103
BSG 0.22 0.3 0.47 0.83 1.6 3.4 7.8 32 107
Trade Matrix 0.64 0.7 0.84 1.1 1.7 2.9 5.5 22 60
FUG 0.16 0.18 0.23 0.34 0.56 1.1 2.3 8.8 28
UPG 0.17 0.18 0.22 0.33 0.53 1 2.2 8.4 27
WSFG 0.22 0.28 0.38 0.57 0.99 1.8 3.4 9.8 19
BSBUG 0.19 0.23 0.33 0.54 0.96 1.7 3.4 9 18
Table 4.8: Average run time comparison with respect to number of subcarriers
N in the system. Four users are considered.
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carriers are plotted in Figure 4.13. These times are measured in a system with
Intel Core-2-Duo processor with 3.3 GHz clock speed and a 3.4 GB of RAM.
It can be observed that when the number of subcarriers are greater than 256,
Hungarian algorithm begins to take undesirable amount of time to run (> 2s).
All other greedy based algorithms however run within an acceptable time(< 2s)
period. Forced cost algorithm also tends to increase its run time rapidly with the
growth of N . However for a 2048 subcarrier system, it runs within an acceptable
time. Trade Matrix and FUG algorithms that showed the closest performance
to optimum Hungarian Algorithm run at a significantly low time. When a 512
subcarrier system is considered Forced Cost algorithm is around 75 times faster
than the Hungarian algorithm. Trade matrix algorithm is more than 700 times
faster while FUG is more than 1700 times faster. For a 2048 subcarrier system
the speed difference further increases. Forced Cost, Trade Matrix and FUG algo-
rithms are around 2000, 30000 and 70000 times faster than Hungarian algorithm
respectively.
CPU time taken for different number of users are depicted in Figure 4.14. It can be
observed that run time of all algorithms except Forced Cost has low sensitivity to
number of users in the system. Forced cost algorithm however is highly sensitive
to the number of users in the system. We recall that forced cost algorithm has
a complexity of O(K2N). Hungarian algorithm is not sensitive to the number
of the users in the system. When the subcarrier allocation problem is modified
to be an assignment problem using node-splitting for a fair system with α = N ,
the cost matrix becomes an N × N matrix disregard what the number of users
are in the system. Therefore, number of users does not affect the run time of
the Hungarian algorithm. Additionally, we recall that trade matrix algorithm is
optimum for a two user system while operating at O(N). Thus, for systems with
lesser number of users, trade matrix operates close to the optimum. Therefore,
trade matrix is specially suited for such systems.
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124 4.10 Performance Comparisons and Discussion
0 5 10 15 20
30
35
40
45
50
55
No. of Transmissions
P
o w
e r
,  (
d B
W
)
 
 
Hungarian
Forced Cost (Proposed)
BSG
Trade Matrix (Proposed)
FUG (Proposed)
UPG
WSFG
BSBUG
Fixed
Figure 4.8: Average power required for ‘x’ number of transmissions with adaptive
bit allocation. N=256, K=8, L=10
4.10 Performance Comparisons and Discussion 125
0 2 4 6 8 10 12 14 16 18 20
20
25
30
35
40
45
50
55
No. of Transmissions
P
o w
e r
,  (
d B
W
)
 
 
Hungarian
Forced Cost (Proposed)
BSG
Trade Matrix (Proposed)
FUG (Proposed)
UPG
WSFG
BSBUG
Fixed
Figure 4.9: Average power required for ‘x’ number of transmissions. The behavior
when subcarrier to user ratio is 2 is considered here. For high subcarrier to user
systems forced cost outperforms all other heuristic algorithms. N=32, K=16,
L=2.
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Figure 4.10: Average power required for different number of users. N=64, L=4.
4.10 Performance Comparisons and Discussion 127
8 16 32 64 128
18
20
22
24
26
28
30
32
34
36
38
No. of Subcarriers, N
P
o w
e r
,  (
d B
W
)
 
 
Hungarian
Forced Cost (Proposed)
BSG
Trade Matrix (Proposed)
FUG (Proposed)
UPG
WSFG
BSBUG
Fixed
Figure 4.11: Average power required for different number of subcarriers.
K=8,L=4.
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Figure 4.12: Average power required for different number of users and subcarriers.
L=6.
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Figure 4.13: Average run time for different number of subcarriers. K=4, L=4.
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Figure 4.14: Average run time for different number of users. N=128, L=4.
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Figure 4.15: Average power required for ‘x’ number of transmissions for subcar-
rier allocation and bit allocation (optimum). N=4, K=2, L=2. Optimum bit
allocation is found via exhaustive search.
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4.10.3 Power Usage
Average power required for ‘x’ number of transmissions for the subcarrier alloca-
tion algorithms mentioned in this chapter are depicted in Figure 4.7. After the
subcarrier allocation is found using the given algorithm, bit loading is done using
Hughes-Hartogs single user bit allocation algorithm. Then adaptive modulation is
considered and the data are transmitted through a Rayleigh fading channel with
10 multi-paths. AWGN channel with 20 dB SNR is assumed. System consists of
32 subcarriers and 8 users.
It can be observed that the three algorithms proposed operate significantly closer
to the optimum Hungarian algorithm. Specifically, trade matrix and FUG al-
gorithms only have around 0.2dB power increase than the optimum Hungarian
Algorithm. Forced cost algorithm has about 0.6dB power increase from the op-
timum. Other greedy algorithms use around 1.5dB power than the Hungarian
algorithm. The results shown in Figure 4.8 show similar kind of behavior for a
system with 256 subcarriers and 8 users.
Figure 4.9 depicts the behavior of the algorithms in a system with low subcarrier
to user ratio. A system with 32 subcarriers and 16 users is considered. Thus, the
subcarrier to user ratio is equal to 2. As explained in Section 4.8.1 some greedy
algorithms provide highly undesirable results in systems with low subcarrier to
user ratio. As predicted earlier, Forced Cost algorithm outperforms all other
algorithms in low SUR systems. The performance of FUG has deteriorated. This
is due to the fact that in a system with large number of users, the effect of fair
user policy becomes minimum. It can be observed that when SUR decreases
FUG and UPG algorithms tend to give the same subcarrier allocation. When the
SUR is low, there are lessor number of rounds for FUG to allocate subcarriers to
each user. Additionally, it can be noted that SUR is an indicator for how many
iterations of FUG algorithm is to be performed for each user in a fair system.
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Thus when SUR is equal to one each user only gets one iteration and both FUG
and UPG would provide similar results.
Figure 4.10 shows the change of average power requirement when the number of
users in the system changes. Several key points should be emphasized. Firstly, all
three proposed algorithms show low power allocation profiles and operate close
to the Hungarian algorithm. Secondly, when the SUR of the system decreases
the performance of the greedy algorithms deteriorate. Additionally it should be
noted that for systems with high SUR Forced Cost algorithm operates close to
the greedy algorithms. Thus forced cost is inefficient in high SUR systems. Fig-
ure 4.11 shows average power requirement when the number of subcarriers in the
system change. It can be observed that proposed algorithms operate close to the
optimum. Note that we consider the number of bits transmitted at any time is
proportional to the number of subcarriers and users in the system. Thus, for
these comparisons when the number of users or the subcarriers or both increases,
the power requirement also increases. We are more interested to observe the com-
parison between the power allocation profiles between different algorithms. Our
bit allocation criteria does not obstruct this observation. From the results it can
be observed that the difference between average power requirements among algo-
rithms does not change significantly with the number of users or the subcarriers
in the system. Figure 4.12 shows a similar result when both users and subcarriers
in the system increases.
4.10.4 Bit Allocation and Subcarrier Allocation
It is difficult to compare the power usage of subcarrier allocation and optimum
bit allocation since bit allocation is a NP-Hard problem. To find the optimum
bit allocation an exhaustive search should be done over all possible bit allocation
combinations. A comparison of bit allocation and subcarrier allocation is given in
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Figure 4.15 for a 4 subcarrier 2 user system. These curves lie close to each other
suggesting that for this particular system bit allocation and subcarrier allocation
gives similar power allocation profiles. The comparison of bit allocation and
subcarrier allocation in a system with large number of subcarriers needs higher
computational power.
From the above results, it is evident that Trade Matrix, Forced Cost and FUG
single hop subcarrier allocation algorithms operate very close to the optimum
Hungarian Algorithm. Out of these three algorithms forced cost has a higher
complexity than the other two and is more sensitive to number of users in the
system. However, it outperforms the other algorithms in systems with low sub-
carrier to user ratio.
4.11 Summary
Fairness aware single hop resource allocation problem is considered in this chapter.
Single hop bit allocation is NP-Hard and therefore bit dimension relaxed prob-
lems are considered. Such problems are called subcarrier allocation problems.
Once the subcarrier allocation is found single user bit loading algorithm could
be used to find the bit allocation. Single hop subcarrier allocation is a tractable
problem. Optimum result can be found using Hungarian algorithm that runs in
O(N3) complexity. It is shown that this complexity is too high for systems with
large number of subcarriers. Therefore, three less complex sub-optimal efficient
algorithms are proposed.
Generally, we have shown that most heuristic algorithms perform relatively well
in subcarrier allocation problems. For systems with low number of resource ele-
ments, the Hungarian algorithm can provide optimum subcarrier allocation. For
systems with higher number of resource elements, we recommend the use of pro-
posed algorithms instead of complex and sub-optimal methods.
Chapter 5
Power Minimization in Multi-hop
Systems
The fairness aware power minimization problem in multi-hop systems is analyzed
in this chapter. As shown in Chapter 3 multi-hop bit allocation problem is NP-
Hard. Therefore we only consider subcarrier allocation problems. Special interest
is given to two hop systems.
Two hop bit allocation problem has six constrained dimensions. Relaxing bit
dimension removes two dimensions from the system (bits in the first hop and bits
in the second hop) and converts it into four dimensional subcarrier allocation
problem. However the system still has too many dimensions to be tractable. We
also relax the relay dimension assuming that relays have extra power compared
to mobile stations. Now the problem becomes three dimensional. This problem
is still NP-Hard and can be converted to a two dimensional problem by relaxing
the user dimension also. However relaxing user dimension does not add meaning
to the problem, since in most cases each user requires a specific QoS.
Thus we consider two approaches to the problem. Firstly, we consider subcarrier
pairing and provide an algorithm based on FUG to allocate optimum pairings.
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Secondly, we consider an approach called Hop by Hop optimization which is based
on partitioning the network into parts according to each hop’s power optimization
priorities. Four Hop by Hop optimization algorithms are presented.
5.1 Completely Constrained Two-hop Networks
Resource allocation in completely constrained two-hop systems is NP-Hard. Re-
call the completely constrained two-hop system from Section 3.5.5. Note that
number of relays in the hop f is denoted by Rf throughout this chapter. Thus,
for the two-hop system, number of relays in the first hop becomes R1.
Minimize, PT =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
C∑
c=1
C∑
c′=1
{
ank,r,c
P (c)
|hk,r,n|2 + a
n′
k,r,c′
P (c′)
|hr,n′|2
}
(5.1a)
subject to,
K∑
k=1
R1∑
r=1
C∑
c=1
ank,r,c ≤ 1 , ∀ n ∈ N (5.1b)
K∑
k=1
R1∑
r=1
C∑
c′=1
an
′
k,r,c′ ≤ 1 , ∀ n′ ∈ N (5.1c)
R1∑
r=1
N∑
n=1
C∑
c=1
ank,r,c c ≥ Rk , ∀ k ∈ K (5.1d)
K∑
k=1
N∑
n=1
C∑
c=1
ank,r,c c ≤ βr , ∀ r ∈ R1 (5.1e)
Pk,n,r,ce ≤ Perr , ∀ ank,r,c 6= 0 (5.1f)
Pk,n′,r,c′e ≤ Perr , ∀ an
′
k,r,c′ 6= 0 (5.1g)
ank,r,c = {0, 1} (5.1h)
an
′
k,r,c′ = {0, 1} (5.1i)
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N∑
n=1
C∑
c=1
ank,r,c c =
N∑
n′=1
C∑
c′=1
an
′
k,r,c′ c
′ , ∀ (k ∈ K , r ∈ R1) (5.1j)
Inarguably, this is a highly complex problem. To tackle we rely on constraint
relaxation and consider only subcarrier allocation problem as mentioned.
5.1.1 Subcarrier Allocation Problem for a Two-hop Sys-
tem
When the bit dimension is relaxed the problem defined in the previous section
becomes a subcarrier allocation problem as shown below.
Minimize, PT =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
{
ank,r
P
|hk,r,n|2 + a
n′
k,r
P
|hr,n′|2
}
(5.2a)
subject to,
K∑
k=1
R1∑
r=1
ank,r ≤ 1 , ∀ n ∈ N (5.2b)
K∑
k=1
R1∑
r=1
an
′
k,r′ ≤ 1 , ∀ n′ ∈ N (5.2c)
R1∑
r=1
N∑
n=1
ank,r ≥ Sk , ∀ k ∈ K (5.2d)
K∑
k=1
N∑
n=1
ank,r ≤ βr , ∀ r ∈ R1 (5.2e)
Pk,n,re ≤ Perr , ∀ ank,r 6= 0 (5.2f)
Pk,n′,re ≤ Perr , ∀ an
′
k,r 6= 0 (5.2g)
ank,r = {0, 1} (5.2h)
an
′
k,r = {0, 1} (5.2i)
N∑
n=1
ank,r =
N∑
n′=1
an
′
k,r , ∀ (k ∈ K , r ∈ R1) (5.2j)
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Constraint (5.2j) entails that the number of subcarriers a particular relay cater
in the first hop and second hop for a specific user is the same. Thus the two-hop
subcarrier allocation problem converts to a subcarrier paring problem.
5.1.2 Subcarrier Pairing
Subcarrier pairing problem could be modeled as follows.
Minimize, PT =
K∑
k=1
R1∑
r=1
N∑
n=1
N∑
n′=1
an,n
′
k,r
{
P
|hk,r,n|2 +
P
|hr,n′|2
}
(5.3a)
subject to,
K∑
k=1
R1∑
r=1
N∑
n′=1
an,n
′
k,r ≤ 1 , ∀ n ∈ N (5.3b)
K∑
k=1
R1∑
r=1
N∑
n=1
an,n
′
k,r ≤ 1 , ∀ n′ ∈ N (5.3c)
R1∑
r=1
N∑
n=1
N∑
n′=1
an,n
′
k,r ≥ Sk , ∀ k ∈ K (5.3d)
K∑
k=1
N∑
n=1
N∑
n′=1
an,n
′
k,r ≤ βr , ∀ r ∈ R1 (5.3e)
Pk,n,n′,re ≤ Perr , ∀ an,n
′
k,n 6= 0 (5.3f)
an,n
′
k,r = {0, 1} (5.3g)
Subcarrier pairing is a NP-Hard problem that has four constrained dimensions.
Relaxing both user and relay dimensions can convert this problem to a two di-
mensional problem. This problem is tractable using Hungarian Algorithm. Since
user dimension is relaxed the system objective is to optimize the overall system
performance assuming no user is requesting for a specific user requirement. Yuan
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Algorithm 13 Yuan’s Subcarrier Pairing Algorithm
1: an,n
′
k,r = 0 , ∀ (n, n′) ∈ N , k ∈ K ′ r ∈ R1
2: for n = 1→ N do
3: for n′ = 1→ N do
4: for k = 1→ K do
5: for r = 1→ R1 do
6: V n,n
′
k,r =
P
|hk,r,n|2 +
P
|hr,n′ |2
7: end for
8: end for
9: end for
10: end for
11: for n = 1→ N do
12: for n′ = 1→ N do
13: V¯n,n′ , k
∗, r∗ ← argmin(V n,n′k,r )
14: end for
15: end for
16: find the an,n
′
k,r for V¯n,n′ , k, r using Hungarian method
and Mexia [79] presented an optimal subcarrier pairing algorithm for two di-
mensional problem. This same algorithm could be used for power minimization
problem as well. Steps for Yuan’s subcarrier pairing is given in Algorithm 13.
In this algorithm, for all possible subcarrier pairings, minimum cost user, relay
pair is selected. Then by taking subcarriers in the first hop and the subcarriers
in the second hop as two disjoint sets, maximum weighted bipartite matching is
carried out using the Hungarian algorithm. Since each weight in the graph corre-
sponds to a user, relay pair as well, user and relay selection is done simultaneously
with subcarrier pairing.
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5.2 Improving User Fairness in Pairing
Admittedly, Yaun’s subcarrier pairing algorithm does not consider user fairness.
However most practical systems require a QoS for each user. Under this section
we present a heuristic subcarrier pairing algorithm that improves the probability
of user fairness with minimum sacrifice of cost.
5.2.1 Single User case
First we consider a relay dimension relaxed single user case. For a single user
case fairness constraint (5.3d) need not be considered. We formulate the square
cost matrix for all possible subcarrier pairings using V n,n
′
k∗,r∗ where,
V n,n
′
k∗,r∗ = argmin(V
n,n′
k,r ) , ∀ k ∈ K , r ∈ R1 (5.4)
V n,n
′
k,r denotes the total power required for transmitting a message with a certain
bit error rate if subcarriers n and n′ were paired and allocated to user k and relay
r. k∗ and r∗ in turn then denotes the user, relay pair for minimum power cost
for (n, n′) pairing. Now each value in cost matrix corresponds to a particular
subcarrier pairing (n, n′) and also represents a specific user and a relay for this
pairing. Our requirement is to select the pairs that result in total minimum cost
while no subcarrier in first hop is paired with a subcarrier in the second hop
more than once. It is clear that this is a standard assignment problem that can
be solved optimally using the Hungarian method.
5.2.2 Multi User case
Selection criteria used in Equation (5.4) essentially damages the fairness con-
straint in Equation (5.3d). Here we propose a suboptimal algorithm that does
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
V n,n
′
1,1 ... ... ...
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V n,n
′
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n,n′
K,R1
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n,m
K,R1

Figure 5.1: Tow sub matrices for subcarrier pairs (n, n′) and (n,m). A possible
selection criteria is highlighted for a case where S1 = 1 and V
n,m
2,2 > V
n,m
1,1 .
not directly satisfy the fairness constraint but indirectly increase the probability
of all users being fairly served.
We modify the algorithm as follows. Our objective is to minimize the power
required to achieve a given rate for all users. Initially a cost matrix that contains
all the power costs over all possible pairings is formed. For all (n, n′) pairs, cost
matrix contains K ×R1 sub matrices. Then for a particular user, if a particular
subcarrier in the first hop gives minimum power cost that pairing is selected.
However, for the same user, with the same subcarrier in the first hop, the chance
to pair with a different subcarrier in the second hop is only given if that user has
been allocated less than Sk pairs. Otherwise with the same first hop subcarrier,
user is not given a chance to pair with another second hop subcarrier. Using
these selections modified cost matrix is formed.
Two sub matrices for pairings (n, n′) and (n,m), (note that n′ < m) is shown in
Figure 5.1 and a possible selection is marked in red. Assume that S1 is equal to
one and V n,m2,2 > V
n,m
1,1 . Since user one is allowed to pair with (n, n
′), it will not be
given a chance again to use n to pair with another subcarrier. Therefore (n,m)
pairing is allocated to the second user.
This selection scheme essentially ensures that in the next stage of algorithm
modified cost matrix represents each users fairly. Once this selection is done,
cost matrix contains N × N values with each user being represented Sk times.
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Parameter Value/Behaviour
No. of Subcarriers 256
No.of Relays 3
Modulation BPSK
SER 10−4
Channel Model Rayleigh fading, AWGN
Channel Behavior Slow, Frequency selective
No.of Multipaths 4
Table 5.1: Simulation Parameters
Then Hungarian algorithm can be used to find the minimum cost allocation from
the cost matrix. While this second step does not ensure fairness, since the cost
matrix already represents all users equally, initial step increases the probability of
all users being served. Proposed algorithm is summarized in Algorithm 14. Note
that S¯k denotes the number of subcarriers allocated to user k at a particular
instant.
5.2.3 Simulation Results
The performance of the proposed algorithm is tested using Monte Carlo simula-
tion methods in a time invariant Rayleigh fading channel with Additive White
Gaussian Noise (AWGN). High SNR region is considered. The power required to
transmit a message in a QAM modulation scheme for a given Symbol to Error Ra-
tio (SER) is calculated for both hops for all subcarriers. These power values are
used to formulate the cost matrix. Then using the proposed algorithm modified
cost matrix is formed and best assignment is found using Hungarian method.
A system with 256 subcarriers and 3 relays is considered. Additionally BPSK
modulation is considered. Simulation parameters are shown in Table 5.1. Figure
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Algorithm 14 Subcarrier Pairing With Improved User Fairness
1: an,n
′
k,r = 0 , S¯k = 0 , ∀ (n, n′) ∈ N , k ∈ K , r ∈ R1
2: for n = 1→ N do
3: for n′ = 1→ N do
4: for k = 1→ K do
5: for r = 1→ R1 do
6: V n,n
′
k,r =
P
|hk,r,n|2 +
P
|hr,n′ |2
7: end for
8: end for
9: end for
10: end for
11: for n = 1→ N do
12: for n′ = 1→ N do
13: V¯n,n′ , k
∗, r∗ ← argmin(V n,n′k,r )
14: S¯k∗ = S¯k∗ + 1
15: if S¯k = Sk then
16: for n′ = 1→ N do
17: for k = 1→ K do
18: for r = 1→ R1 do
19: V n,n
′
k,r =∞
20: end for
21: end for
22: end for
23: end if
24: end for
25: end for
26: find the an,n
′
k,r for V¯n,n′ , k, r using Hungarian method
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5.2 shows a measure of the probability of a user not being served at least one
subcarrier. When the number of users increases the probability of a user not
being served also increases drastically in Yuan’s algorithm. The reason is that
when number of users increases the number of subcarriers allocated to a user
decreases and subsequently the chance for a user having no good pairings at all
increases.
Figure 5.3 depicts the total average power requirement for the system. It can be
seen that the proposed algorithm requires more power compared to the Yuan’s
algorithm. Note that Yuan’s algorithm is optimum for the considered case. When
the number of users increases proposed algorithm moves further away from the
optimum position. When the number of users is 64 there is about 2dB power in-
crease in our algorithm. However, for same number of subcarriers, the probability
of a user not being assigned at least one subcarrier drops more than 8 times in
the proposed algorithm. Thus, our algorithm increases user fairness significantly
and the increase in power usage is justifiable.
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Figure 5.2: Probability of a user not being assigned at least one subcarrier pair.
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Figure 5.3: Average total power requirement.
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5.3 Hop by Hop (HbH) Optimization
As mentioned earlier, subcarrier pairing is a NP-Hard problem. In this section
we consider a specific system model that consists a relay cluster with ‘infinite
power’ relays. We present an optimization criteria called Hop by Hop (HbH)
for this specific system model.
5.3.1 Infinite Power Relay Model
If the relays in a particular relay cluster have infinite power compared to mobile
users in the system such relays are called infinite power relays. Such relays can
be seen in practical systems if they are stationary with connections to a power
grid or access to extra batteries. In such a system, optimization of power usage
in relay nodes becomes irrelevant. Thus, the system requirement is to optimize
the power usage of mobile users in the first hop. Any relay cluster that has finite
power relays are called a finite power relay cluster. Thus, such a system is called
a finite power relay model.
Any system that ignores the relay constraint βr essentially assumes that any relay
can cater all the previous hop subcarrier requirement single handedly. Thus such
system implicitly assumes that relays have extra power.
5.3.2 Hop by Hop (HbH) Optimization
Since infinite relays have large amount of power, the optimization priority is
given to the first hop. Two constrained dimensions, namely relay and second hop
subcarriers are removed from the subcarrier pairing problem making the problem
two dimensional. Thus the objective is to find the subcarriers and relays that
optimize the first hop transmission for mobile users. This subcarrier allocation
and relay selection could be performed using a simple two step algorithm.
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The HbH algorithm optimally allocates subcarriers and relays to users in the
first hop. Then each relay r is left with a specific number of subcarriers Sr to be
transmitted in the subsequent hop. Each relay could be now considered as a user
node with Sr subcarrier requirement. Using the same HbH algorithm each relay
could now be allocated next hop subcarriers and relays.
Since next hop subcarriers are not considered in any allocation the overall system
power usage is not optimized in HbH optimization. However, this is justifiable
since the initial goal was to optimize the first hop power usage.
5.3.3 HbH Optimization without Relay Constraints for
Two-hop Systems
If no relay constraints are considered, this requires any relay to be ready to cater
all subcarriers, if necessary, for next hop transmission in a particular time slot.
As mentioned earlier such systems are not impractical. Our algorithm provides
optimized subcarrier allocation for the first hop transmission in such a case. Then
second hop transmission would be optimized using the algorithm described in
Section 4.3.2. However, since the two transmissions are considered separately for
resource allocation, overall system power consumption is not optimum. When the
second hop is removed from the problem defined in Section 5.1.1, the problem
becomes a hop by hop optimization for the first hop. Problem definition is given
below.
Minimize, PT =
K∑
k=1
R1∑
r=1
N∑
n=1
ank,r
P
|hk,r,n|2
subject to,
K∑
k=1
R1∑
r=1
ank,r ≤ 1 , ∀ n ∈ N
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R1∑
r=1
N∑
n=1
ank,r ≥ Sk , ∀ k ∈ K
Pk,n,re ≤ Perr , ∀ ank,r 6= 0
ank,r = {0, 1}
Algorithm : Let’s formulate a vector that holds the costs of transmission via
each relay for each user, subcarrier pair. Assume V nk,r denotes cost of transmission
via relay r for user k using subcarrier n. Then vector for k, n pair would contain
costs associated with all relays for that particular pair. If min(V nk,r) is selected
from the vector, that cost value corresponds to the minimum cost for the pair and
the relay that caters that cost (refer Tables 5.2 and 5.3). Selected cost value V nk,r∗
is now moved to a cost matrix (Table 5.4). Each entry in the cost matrix contains
two values, namely cost and relay. For all pairs same procedure is carried out
and this results in a rectangular cost matrix, provided N > K. If N = K the
matrix is square.
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r1 r2 r3 r4 r5
k, 1 5 4 5 15 15
k, 2 16 25 18 6 15
.. .. .. .. .. ..
k, n 7 15 8 4 15
.. .. .. .. .. ..
k,N 1 2 5 6 15
Table 5.2: Cost vectors for user k for all subcarriers for a system with 5 relays.
The relay selection is circled. r reprents relays.
r1 r2 r3 r4 r5
k′, 1 5 14 8 15 16
k′, 2 16 25 18 8 15
.. .. .. .. .. ..
k′, n 7 15 8 6 15
.. .. .. .. .. ..
k′, N 11 4 5 6 15
Table 5.3: Cost vectors for user k′. The relay selection is circled.
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1 2 .. n .. N
k 4,r2 6,r4 .. 4,r4 .. 1,r1
k′ 5,r1 8,r4 .. 8,r4 .. 4,r2
Table 5.4: Corresponding cost matrix for users k and k′ for N number of subcar-
ries. Note that relay dimension is taken out of the matrix.
1 2 .. n .. N
k 4,r2 6,r4 .. 4,r4 .. 1,r1
k 4,r2 6,r4 .. 4,r4 .. 1,r1
k′ 5,r1 8,r4 .. 8,r4 .. 4,r2
k′ 5,r1 8,r4 .. 8,r4 .. 4,r2
k′ 5,r1 8,r4 .. 8,r4 .. 4,r2
Table 5.5: Modified Cost Matrix after Node-Splitting for Sk = 2 and Sk′ = 3.
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Now node splitting is carried out in the cost matrix. Each row in the cost matrix
represents a specific user. In node splitting each user k’s row is duplicated in the
matrix Sk − 1 times as shown in Table 5.5. Note that N = K means each user is
given only one subcarrier and in that case node splitting is not necessary.
The cost matrix is a different representation of a complete weighted bipartite
graph. In the specific case considered it should be noted that each edge in the
graph contains an additional value apart from the weight, namely the relay. We
call this a false weight since the relay value is not carried into optimization prob-
lem. Hungarian algorithm could be used to find the optimum best matching from
the cost matrix with respect to the cost values. The result gives the optimum
subcarrier allocation, and relay selection simultaneously.
For the second hop, relays are treated as a set of users with specific subcarrier
requirements. This subcarrier requirement is derived from the number of subcar-
riers allocated to each relay by first hop optimization. Then for the second hop
the problem becomes a standard assignment problem and is solved accordingly
using the method described in Section 4.3.2. The steps for HbH optimization
without relay constraints using Hungarian method is given in Algorithm 15. We
use S¯r to denote the number of subcarriers allocated to relay r at a particualr
instant.
5.3.4 HbH Optimization With Relay Constraints
We consider several cases with relay constraints and show how to tackle them
in this section. However, in-depth analysis of four dimensional two-hop systems,
with both relay and user constraints is beyond the scope of this thesis.
When there is a relay constraint βr the following constraint is added to the hop
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Algorithm 15 Hop by Hop Optimization without Relay Constraints
1: ak,r,n = 0 , ar,n′ = 0 , ∀ n ∈ N , k ∈ K , r ∈ R1
2: for n = 1→ N do
3: for k = 1→ K do
4: for r = 1→ R1 do
5: V nk,r =
P
|hk,r,n|2
6: end for
7: end for
8: end for
9: for n = 1→ N do
10: for k = 1→ K do
11: V¯k,n, r
∗ ← argmin(V nk,r)
12: end for
13: end for
14: for k = 1→ K do
15: Duplicate (V¯k,n, r
∗) row (Sk − 1) times in V¯k,n
16: end for
17: Use Hungarian method to find ak,r,n from V¯k,n, r
18: for r = 1→ R1 do
19: Sr = sum(ak,r,n) ∀ n ∈ N k ∈ K
20: end for
21: for n′ = 1→ N do
22: for r = 1→ R1 do
23: Vr,n′ =
P
|hr,n′ |2
24: end for
25: end for
26: for r = 1→ R1 do
27: Duplicate (Vr,n′) row (Sr − 1) times in Vr,n′
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28: end for
29: Use Hungarian method to find ar,n′ from Vr,n′
30: for r = 1→ R1 do
31: for k = 1→ K do
32: for n = 1→ N do
33: for n′ = 1→ N do
34: if ak,r,n = 1 and ar,n′ = 1 then ak,r,n′ = 1
35: end if
36: end for
37: end for
38: end for
39: end for
by hop optimization problem described in the previous section.
K∑
k=1
N∑
n=1
ank,r ≤ βr , ∀ r ∈ R1 (5.5)
We consider that all relays have the same relay constraint. Thus, βr becomes β
for all r. With relay constraint β introduced the problem takes two forms. It can
be observed that for a specific range of values of β, efficient subcarrier allocation
could be found in polynomial time.
Case Where (β ≥ N
2
)
It is assumed that relays having extra power, this is a very fair value for β.
Furthermore taking into the consideration that all users usually have relatively
fair channels with most relays, no relay might exceed this value for β.
In this case a trade matrix based method is used. The specific nature of β suggests
that only one relay can be left overfilled. Subcarrier allocation is done using the
algorithm described in Section 5.3.3. If any relay violates the relay constraint a
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Algorithm 16 Hop by Hop Optimization With Relay Constraints For β ≥ N/2
1: find allocation using Algorithm 15
2: if Relay Constraint not met then
3: Use Algorithm 11 to find low cost trades
4: Do low cost trades
5: else
6: Exit
7: end if
Algorithm 17 Hop by Hop Optimization With Relay Constraints For β < N/2
1: Solve for β ≥ N/2
2: Do cost reducing swaps
trade matrix is formed and minimum cost trades are done. This solution gives
an optimum trade for the already formed solution.
Case Where (β ≤ N
2
)
Same procedure is carrier out. However the solution in this case is not optimum. if
further optimized solution is needed, relay swapping between each user, subcarrier
pair can be carried out.
5.4 Multi-hop Transmission
For the sake of completeness we consider the multi-hop transmission when the
hop count is larger than two. Let us assume that there are F number of hops in
the system. The optimization problem can be formulated as follows.
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Minimize, PT =
K∑
k=1
 R1∑
r1=1
R2∑
r2=1
....
RF−1∑
rF−1=1
[ N∑
n1=1
N∑
n2=1
....
N∑
nF=1
][
C∑
c1=1
C∑
c2=1
....
C∑
cF=1
]
{
an1,c1k,r1
P (c1)
hk,r1,n1
+ an2,c2k,r1,r2
P (c2)
hr1,r2,n2
+ an3,c3k,r2,r3
P (c3)
hr1,r2,n3
+ ....+ anF ,cFk,rF−1
P (cF )
hrF−1,nF
}
Subject to following constraints.
For each hop f ,
K∑
k=1
Rf−1∑
rf−1=1
Rf∑
rf=1
C∑
cf=1
a
nf ,cf
k,rf−1,rf ≤ 1 , ∀ nf ∈ N
a
nf ,cf
k,rf−1,rf = 1 entails that in the f
th hop, subcarrier nf is used by relays rf−1 and
rf to transmit cf number of bits of user k. Note that for first hop and last hop
transmission this allocation index becomes four dimensional since R0 and RF are
equal to zero.
Thus, each user rate requirement can be defined using first hop subcarrier allo-
cation index.
R1∑
r1=1
N∑
n1=1
C∑
c1=1
ank,r1,c1 c1 ≥ Rk , ∀ k ∈ K
Rest of the constraints are as follows.
K∑
k=1
N∑
nf=1
C∑
cf=1
a
nf ,cf
k,rf−1,rf cf ≤ βrf , ∀ rf ∈ Rf , rf−1 ∈ Rf−1
Pk,nf ,rf−1,rf ,cfe ≤ Perr , ∀ anf ,cfk,rf−1,rf 6= 0
a
nf ,cf
k,rf−1,rf = {0, 1}
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N∑
nf−1=1
C∑
cf−1=1
a
nf−1,cf−1
k,rf−2,rf1
cf−1 =
N∑
nf=1
C∑
cf=1
a
nf ,cf
k,rf−1,rf cf ,
∀ (k ∈ K , rf ∈ Rf , rf−1 ∈ Rf−1, , rf−2 ∈ Rf−2)
A multi-hop system with F hops have 3× F number of dimensions. Inarguably,
this problem is NP-Hard. As mentioned in Chapter 3, the practical system that
is tractable after constrained relaxation can have at most 6 dimensions. Thus for
multi-hop systems with large number of hops, partition algorithms needs to be
implemented. Hop by hop optimization mentioned in the previous section is such
a practical partition scheme.
5.4.1 HbH Optimization For Multi-hop Systems
In HbH optimization first hop optimization is given priority. This optimization
leaves each relay in the first hop with a certain subcarrier requirement. Thus
these set of relays could be considered as sources for the second hop and same
optimization criteria could be carried out. This again leaves the second relay
cluster of the second hop (Note that each intermediate hop has two relay clusters)
with a certain subcarrier requirement. Similarly, For each hop HbH optimization
could be carried out.
It should be noted that relays in any hop is transmitting data of a particular
user. Assume a relay that belongs to the hops f and (f + 1). If the relay assigns
Sk number of subcarriers to transmit user k’s data in f
th hop, same number
of subcarriers should be allocated by that relay for same user in the (f + 1)th
hop as well. We call such a communication path a particular user use, ‘a set
of connecting relays’. Thus subcarriers in each hop of the connecting relay set
should be bundled together for the use of a particular user. For a two-hop system
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this bundle only contains two subcarriers (Pairing). In multi-hop networks there
would be more subcarriers in each bundle.
5.5 Heuristic Algorithms for Two-hop Subcar-
rier Allocation
For two-hop systems, subcarrier pairing problem defines the optimum subcarrier
allocation. However as mentioned in Chapter 3, SUB-PAIR is a NP-Hard prob-
lem. Therefore when affordable we consider the partition of the system. For
infinite power relay model this partition allows the applying of hop by hop op-
timization criteria. In hop by hop optimization when the first hop subcarrier
allocation is done, each relay is left with a certain subcarrier allocation for some
users. Thus for second hop transmission each users expects a specific subcarrier
requirement from each relay. Consequently, first hop subcarriers now must be
paired with second hop subcarriers to be used by users. We call this indirect
pairing.
We consider the conventional direct pairing method, Same Subcarrier Pairing
(SSP), for comparison purposes. Additionally we present a heuristic direct pairing
algorithm based on FUG. We give more weight to infinite power relay model and
present four algorithms based on hop by hop optimization. FUG+HbH algorithm
uses FUG on a hop by hop basis for subcarrier allocation. Hungarian+HbH and
Forced Cost+HbH uses the Hungarian algorithm and forced cost on a hop by
hop basis respectively. Second Hop First (SHF)+HbH algorithm optimizes the
second hop allocation first and allocates first hop subcarriers based on the second
hop.
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5.5.1 Relay Selection Algorithm
We consider a relay dimension relaxed system for all the algorithms considered.
In such a case, relay selection algorithm simply follows a greedy approach where
for any particular user, subcarrier or user, subcarrier-pair the best relay is selected
from all relays. Relay selection steps for HbH optimization are given in Algorithm
18. Relay selection algorithm for pairing is given in Algorithm 19. Note that any
relaxed dimension from the subcarrier pairing problem (Users and/or Relays)
becomes a false weight, of the cost matrix. This entails that once the relay
selection is done assuming a relaxed relay dimension, any cost value will have a
cost of transmission and a false weight of relay associated with that transmission.
The value of the relay is not taken for the allocation decisions.
Thus, a modified cost matrix is formed after any relay selection. Each matrix
entry contains the cost of transmission and the relay that cater that cost.
Algorithm 18 Relay Selection for HbH Optimization
1: for k = 1→ K do
2: for n = 1→ N do
3: for r = 1→ R1 do
4: Vk,r,n =
P
|hk,r,n|2
5: end for
6: r∗ = argmin(Vk,r,n)
7: V¯k,n , r = Vk,r∗,n , r
∗
8: end for
9: end for
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Algorithm 19 Relay Selection for Pairing
1: for k = 1→ K do
2: for n = 1→ N do
3: for n′ = 1→ N do
4: for r = 1→ R1 do
5: V n,n
′
k,r =
P
|hk,r,n|2 +
P
|hr,n|2
6: end for
7: r∗ = argmin(V n,n
′
k,r )
8: V¯k,n,n′ , r = V
n,n′
k,r∗ , r
∗
9: end for
10: end for
11: end for
5.6 Pairing Algorithms
Direct pairing algorithms consider the channels of both hops to make a subcarrier
allocation decision. Conventional Same Subcarrier Pairing (SSP) and FUG based
pairing algorithms are considered under this section.
5.6.1 Same Subcarrier Pairing (SSP)
In this algorithm same subcarrier is paired in both hops. This is a very conven-
tional pairing scheme. After the pairing is done each user is given the chance to
select the best pair for him based on single hop FUG algorithm. Steps of SSP
algorithm is given in Algorithm 20.
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Algorithm 20 SSP
1: ak,r,n = 1 ,∀ n ∈ N , k ∈ K , r ∈ R1
2: for n = 1→ N do
3: for k = 1→ K do
4: for r = 1→ R1 do
5: Vk,r,n =
P
|hk,r,n|2 +
P
|hr,n|2
6: end for
7: r∗ = argmin(Vk,r,n)
8: V¯k,n , r = Vk,r∗,n , r
∗
9: end for
10: end for
11: for s = 1→ N/K do
12: for k = 1→ K do
13: n∗, r ← argmin(V¯k,n), r
14: ak,r,n = 1
15: V¯k,n∗ =∞
16: for k = 1→ K do
17: V¯k,n∗ =∞
18: end for
19: end for
20: end for
5.6.2 Proposed Algorithm 1: Fair User Greedy Pairing
(FUGP)
As we showed in Chapter 2 FUG is a simple yet efficient greedy allocation algo-
rithm. In FUGP we use FUG algorithm to select the best subcarrier pairs for
each user. Initially all possible subcarrier pairs are formulated for all users. Then
each user is given the chance to select its best pair using a round robin scheduling
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scheme where each user gets a chance to choose a pair per each round. Steps are
given in Algorithm 21.
Algorithm 21 FUGP
1: an,n
′
k,r = 0 , ∀ k ∈ K , r ∈ R1 , (n, n′) ∈ N
2: for n = 1→ N do
3: for n′ = 1→ N do
4: for k = 1→ K do
5: for r = 1→ R1 do
6: V n,n
′
k,r =
P
|hk,r,n|2 +
P
|hr,n′ |2
7: end for
8: end for
9: end for
10: end for
11: for s = 1→ N/K do
12: for k = 1→ K do
13: n∗, n′∗, r∗ ← argmin(V n,n′k,r )
14: ak,r
∗
n∗,n′∗ = 1
15: for k = 1→ K do
16: for r = 1→ R1 do
17: V n
∗,n′∗
k,r =∞
18: end for
19: end for
20: end for
21: end for
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5.7 Hop by Hop Algorithms
We present four Hop by Hop algorithms in this section. Hungarian + HbH, Forced
Cost + HbH and FUG + HbH are three high performing hop by hop algorithms.
For the first hop optimization Hungarian + HbH algorithm is optimum. Other
two algorithms also perform extremely well. Additionally we consider the case
where second hop optimization is given first priority over a hop by hop optimiza-
tion. This algorithm is called Second Hop First (SHF) + HbH. As mentioned
earlier when hop by hop optimization is considered pairing also happens on a
hop by hop basis. Which means that first hop optimization goal is met first and
subcarrier pairs for already found first hop subcarriers are found next. However
the significance of direct pairing for a two-hop system only arises if infinite relay
model is not assumed.
5.7.1 Proposed Algorithm 2 : Fair User Greedy (FUG) +
HbH
The algorithm runs in two steps. Initially first hop optimization goal is considered
and the best relay for each user is found using the relay selection algorithm.
Then subcarriers are allocated to users using single hop FUG algorithm. This
allocation results in a certain subcarrier requirement for all relays. This relay
subcarrier requirement for the second hop is again met using single hop FUG
algorithm. These two steps ensure that same number of subcarriers are allocated
to a particular relay in both hops. Then the subcarriers in two hops for a certain
relay is paired together and allocated to the users that use that relay. FUG +
HbH is given in Algorithm 22.
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Algorithm 22 FUG + HbH
1: ak,r,n′ = 0 , ar,n′ = 0 , S¯r = 0 , ∀ k ∈ K , (n, n′) ∈ N , r ∈ R1
2: for n = 1→ N do
3: for k = 1→ K do
4: for r = 1→ R1 do
5: Vk,r,n =
P
|hk,r,n|2
6: end for
7: r∗ = argmin(Vk,r,n)
8: V¯k,n , r = V
k,r∗,n , r∗
9: end for
10: end for
11: for s = 1→ N/K do
12: for k = 1→ K do
13: n∗, r∗ ← argmin(V¯k,n, r)
14: ak,r,n∗ = 1
15: for k = 1→ K do
16: for r = 1→ R1 do
17: Vk,r,n∗ =∞
18: end for
19: end for
20: end for
21: end for
22: for r = 1→ R1 do
23: Sr = sum(ak,r,n) ∀ n ∈ N k ∈ K
24: end for
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25: for n′ = 1→ N do
26: for r = 1→ R1 do
27: Vr,n′ =
P
|hr,n′ |2
28: end for
29: end for
30: while S¯r < Sr for any r do
31: for r = 1→ R1 do
32: n′∗ ← argmin(Vr,n′)
33: ar,n′∗ = 1
34: Vr,n∗ =∞
35: S¯r = S¯r + 1
36: for r = 1→ R1 do
37: Vr,n′∗ =∞
38: end for
39: end for
40: end while
41: for r = 1→ R1 do
42: for k = 1→ K do
43: for n = 1→ N do
44: for n′ = 1→ N do
45: if ak,r,n = 1 and ar,n′ = 1 then ak,r,n′ = 1
46: end if
47: end for
48: end for
49: end for
50: end for
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5.7.2 Proposed Algorithm 3 : Second Hop First (SHF) +
HbH
The SHP + HbH algorithm is a hop by hop optimization algorithm that optimizes
the second hop first. Initially second hop subcarrier allocation is carried out
assuming the infinite power relay model. Since the second hop optimization is
a two-dimensional problem, optimum allocation can be found using Hungarian
method. This solution gives a specific subcarrier allocation for all relays of the
second hop. Next, first hop subcarrier allocation is done assuming infinite relay
model. This allocation can also be found using Hungarian method optimally.
However, since infinite relay model was assumed for both cases, the number of
subcarriers allocated to a particular relay in the two hops might differ. Thus
to obtain a feasible pairing a trade vector is formed taking second hop relay
subcarrier requirement as the QoS requirement of relays. Then relays are traded
among users until subcarrier assignment in both hops are the same. Finally,
subcarrier assigned for a relay over both hops are paired and assigned to users
that use the particular relay. The steps are given in detail in Algorithm 23.
5.7.3 Proposed Algorithm 4: Hungarian + HbH
The first two steps of hop by hop allocation with Hungarian algorithm is akin to
what is described in Section 5.3.3. First hop subcarrier allocation is found using
Hungarian algorithm considering the infinite power relay model. This leaves
a specific subcarrier requirement for the relays for the second hop. Subcarrier
allocation that satisfy this requirement is also found using Hungarian method.
Finally, subcarriers allocated to a particular relay in both hops are paired and
assigned to users according to their QoS requirements.
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n1 n2 n3 n4
r1, U1 10 20 30 40
r1, U2 1 2 30 40
r2, U1 5 6 7 8
r2, U2 10 13 27 30
Table 5.6: A three dimensional cost matrix with arbitrary values for a two user
two relay case. rx, Uy denotes User y transmitting via Relay x. nz denotes
subcarrier z.
5.7.4 Proposed Algorithm 5: Forced Cost + HbH
The concept of forced cost was introduced in the previous chapter. Forced cost
could be efficiently used for hop by hop subcarrier allocation in the first hop.
Forced cost algorithm differers from the other hop by hop allocation algorithms
mentioned, due to the fact that the relay selection criteria is different.
A cost matrix formed using arbitrary values is shown in Table 5.6 for a system
with four subcarriers, two relays and two users. Note that this arbitrary cost
matrix is already sorted and it is assumed for all subcarrier assignments there
are collisions. If the cost matrix is not sorted, before applying the forced cost
metric calculations it should be sorted. Also even if there are no collisions for
subcarriers, the allocation decisions need to be made following the same principle.
For a system with constrained relays, forced cost algorithm can be used for the
above cost matrix (Table 5.6) as it is. However, since there are no relay constraints
in the system we consider, the matrix can be reshaped as shown in Table 5.7 before
applying the forced cost metric calculations. In the reshaping step following
procedure is carrier out. Since relay dimension is not constrained, we move relays
inside cost matrix for each user and make the cost matrix two dimensional. Then
the cost matrix for each user is again sorted.
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n1 n2 n3 n4 n1 n2 n3 n4
U1 5,r2 6,r2 7,r2 8,r2 10,r1 20,r1 30,r1 40,r1
U2 1,r1 2,r1 10,r2 13,r2 27,r2 30,r2 30,r1, 40,r2
n1 n2 n1 n2 n3 n4 n3 n4
Table 5.7: Reshaping cost matrix for forced cost based allocations.
n1 n2 n3 n4 n1 n2 n3 n4
U1 - - 7,r2 8,r2 - - - -
U2 1,r1 2,r1 - - - - - -
n1 n2 n1 n2 n3 n4 n3 n4
Table 5.8: Forced cost based allocation.
Jk,n = Vk,n +
∑
∀k∗
Vk∗,m (5.6)
Now the forced costs for allocating first column subcarriers to users can be cal-
culated using Equation (5.6) and the best assignment could be carried out. All
notations in the equation carry the same meaning as of Section 4.8. Note that for
a single hop system values of m were taken from the first or the second column
of the sorted cost matrix. But for two hop network these values can be taken
from first 1 to R columns where R is the number of relays in the system. Next
the assigned subcarriers will be marked and the cost matrix is sorted again. This
procedure needs to be repeated until all user subcarrier requirements are filled.
Final allocation using forced costs is shown in Fig. 5.8. Note that this final allo-
cation finds the subcarrier allocation and relay selection simultaneously for each
user. Now the relay subcarrier allocation for the second hop could be done using
Hungarian, FUG or Forced Cost. Algorithm 24 shows the necessary steps for the
proposed scheme with second hop subcarrier allocation performed using FUG.
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Algorithm 23 SHP+HbH
1: ak,r,n′ = 0 , ar,n′ = 0 , S¯r = 0 , ∀ k ∈ K , (n, n′) ∈ N , r ∈ R1
2: for n′ = 1→ N do
3: for r = 1→ R1 do
4: Vr,n′ =
P
|hr,n′ |2
5: end for
6: end for
7: Find ar,n′ using Hungarian Method for Vr,n′
8: for n = 1→ N do
9: for k = 1→ K do
10: for r = 1→ R1 do
11: Vk,r,n =
P
|hk,r,n|2
12: end for
13: r∗ = argmin(Vk,r,n)
14: V¯k,n , r = V
k,r∗,n , r∗
15: end for
16: end for
17: Find ak,r,n using Hungarian Method for V¯k,n , r
18: Use Trade Matrix to modify ak,r,n to cater ar,n′
19: for r = 1→ R1 do
20: for k = 1→ K do
21: for n = 1→ N do
22: for n′ = 1→ N do
23: if ak,r,n = 1 and ar,n′ = 1 then ak,r,n′ = 1
24: end if
25: end for
26: end for
27: end for
28: end for
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Algorithm 24 Forced Cost + HbH
1: ak,r,n′ = 0 , ar,n′ = 0 , S¯r = 0 , ∀ k ∈ K , (n, n′) ∈ N , r ∈ R1
2: for n = 1→ N do
3: for k = 1→ K do
4: for r = 1→ R1 do
5: Vk,n,r =
P
|hk,r,n|2
6: V¯k,n , r ← Vk,n,r
7: end for
8: end for
9: end for
10: Sort V¯k,n , r by each user row
11: while S¯k < Sk for any k do
12: for All unfilled users do
13: Calculate Jk,n
14: k∗, n∗, r ← argmin(Jk,n), r
15: ak∗,r,n∗ = 1
16: for All unfilled users k′ do
17: V¯k′,n∗ =∞
18: end for
19: Sort V¯k,n, r by each user row
20: end for
21: end while
22: for r = 1→ R do
23: Sr = sum(ak,r,n) ∀ n ∈ N k ∈ K
24: end for
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25: for n′ = 1→ N do
26: for r = 1→ R1 do
27: Vr,n′ =
P
|hr,n′ |2
28: end for
29: end for
30: while S¯r < Sr for any r do
31: for r = 1→ R do
32: n′∗ ← argmin(Vr,n′)
33: ar,n′∗ = 1
34: ∞← Vr,n∗
35: S¯r = S¯r + 1
36: for r = 1→ R do
37: ∞← Vr,n′∗
38: end for
39: end for
40: end while
41: for r = 1→ R1 do
42: for k = 1→ K do
43: for n = 1→ N do
44: for n′ = 1→ N do
45: if ak,r,n = 1 and ar,n′ = 1 then ak,r,n′ = 1
46: end if
47: end for
48: end for
49: end for
50: end for
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5.8 Performance Comparisons and Discussion
The performance of the algorithms discussed in this chapter is compared in this
section.
5.8.1 Complexity Comparison
Complexities of the the proposed algorithms in this chapter are compared in Table
5.9. It could be observed that the SSP algorithm has the lowest complexity. This
is due to one dimension being removed from the problem since same subcarrier
is paired. FUGP algorithm has a complexity of O(N2KR).
All HbH algorithms should run additional pairing scheme once subcarrier al-
location is done for both hops. The complexity of the pairing algorithm is
O(N2KR). In systems with large number of resource allocations, for some al-
gorithms, the upper bound of the complexity is dominated by a specific part of
the algorithm. For an example, Hungarian + HbH algorithm will have an upper
bound of O(max(N3, N2KR)). For a system with large number of subcarriers it
can be assumed that N > KR. Thus, the complexity of Hungarian + HbH algo-
rithm becomes O(N3). In this case the time taken for the Hungarian algorithm
to run is much larger than the time taken for pairing. Also it is important to
note that in such case FUGP algorithm runs much faster than Hungarian + HbH
since FUGP has a complexity of O(N2KR). Even in a case where the run time
is dominated by pairing part of the algorithm, Hungarian + HbH runs slower
than FUGP since additional time taken to run Hungarian algorithm is consider-
ably high. Additionally, for FUG + HbH algorithm, the dominating part can be
clearly identified as the pairing part for all cases.
5.8 Performance Comparisons and Discussion 173
Algorithm Complexity Optimality
SSP O(NKR) Sub-optimal
FUGP O(N2KR) Sub-optimal
Hungarian + HbH O(N3 +N2KR) Optimal for first hop
FUG + HbH O(N2KR) Sub-Optimal
Forced Cost + HbH O(K2N +N2KR) Sub-Optimal
SHF + HbH O(N3 +N2KR) Optimal for second hop
Table 5.9: Complexity comparison of two-hop subcarrier allocation algorithms.
N , K and R denotes the number of subcarriers, users and relays respectively.
5.8.2 Power Usage
When infinite power relay model is considered, only the first hop optimization
is critical. Figure 5.4 depicts the comparison of power needed for ‘x’ number
of transmissions for the first hop transmission for a system with 32 subcarri-
ers, 8 users and 8 relays. It can be observed that three hop by hop algorithms
FUG+HhB, Hungarian+HbH and Forced Cost+HbH perform well in the first
hop optimization. It should be noted that for the first hop optimization Hungar-
ian algorithm is optimum and can be considered as the lower bound. Two direct
pairing algorithms SSP and FUGP are outperformed by other algorithms when
only first hop transmission is considered. However FUGP algorithm performs
relatively well in this case.
The performance of FUGP further increases in systems with large number of
subcarriers as shown in Figure 5.5. In this system with 128 subcarriers all
FUG+HbH, Forced Cost+HbH and FUGP algorithms operate close to Hungar-
ian+HbH algorithm. The reason for the performance increase of FUGP is that
when the number of resource elements in the system increases, the number of
pairs in the system increases and consequently FUGP gets more rounds to allo-
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cate pairs to users provided that SUR is low.
The performance comparisons of these algorithms when the number of relays in
the system changes is depicted in Figure 5.6. It can be observed that when the
number of relays in the system increases the power requirement for the first hop
transmission decreases. This is due to the fact that when there are more relays,
there are more choices for selecting better subcarriers for assignment.
Evidently, SHF+HbH algorithm is optimum when only the second hop trans-
mission is considered. However, the result of Figure 5.7 shows that both direct
pairing algorithms SSP and FUGP operate very close to the SHF+HbH allocation
for second hop. These results suggest that giving the second hop optimization
the priority does not affect the power allocation that much, when compared with
pairing. Thus SHF+HbH is an inefficient subcarrier allocation algorithm.
Figure (5.8) shows the cost of transmission in both hops for the considered al-
gorithms. It is evident that both SHF+HbH and FUGP outperforms HbH al-
gorithms when power consumption of both hops is considered. The reason for
this is that HbH algorithms give priority to first hop optimization. Consequently,
second hop channel is not considered and therefore resource allocation is not op-
timum for both hops. FUGP on the other hand is a direct pairing algorithm that
considers both hop channels. Therefore, the resource allocation is optimized for
the overall system in this case. Thus FUGP in general is a very efficient direct
pairing algorithm that can be used for both infinite and finite power relay models.
Figure (5.9) shows the power requirement for both hops when number of relays
change. The power requirement decreases when there are more number of relays
in the system due to the reason mentioned earlier.
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Figure 5.4: Average power requirement for ‘x’ number of transmissions for the
first hop. K=8, N=32, R=8, L=10.
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Figure 5.5: Average power requirement for ‘x’ number of transmissions for the
first hop. K=8, N=128, R=8, L=10.
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Figure 5.6: Average power requirement for different number of relays for the first
hop. K=16, N=32, L=4.
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Figure 5.7: Average power requirement for ‘x’ number of transmissions for the
second hop. K=8, N=32, R=8, L=10.
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Figure 5.9: Average power requirement for different number of relays for both
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5.9 Summary
We considered fairness aware subcarrier allocation problem in multi-hop systems
in this chapter. Infinite Power relay model was introduced and an optimization
criteria called hop by hop optimization was presented for this model. The basic
idea is that if a system consists of stationary relays that have additional power,
then optimizing the power usage of the first hop mobile users becomes crucial.
Thus we consider relays as infinite power nodes and focus on optimizing the first
hop transmission. This optimization will allocate a certain number of subcarriers
per each relay. Then next hop optimization is again carried out assuming relays to
be users. Thus each optimization happens on a per hop basis. This optimization
is not optimal for the overall system. However, it is optimal for the critical first
hop.
We provided three HbH optimization algorithms that consider first hop optimiza-
tion as a priority, for the relay dimension relaxed problems. All these algorithms
are fast and efficient for first hop optimization. Additionally we presented a HbH
optimization algorithm for two-hop networks based on second hop optimization
priority. The aim of this algorithm is to explore the effect of second hop opti-
mization on the overall system performance. It was evident from the simulation
results that second hop first optimization criteria does not improve the system
performance significantly. Furthermore we provided a direct pairing algorithm
based on FUG. It is apparent that this algorithm performs significantly well in
both infinite and finite power relay models.

Chapter 6
Conclusion
In this thesis we considered the fairness aware resource allocation problem in
OFDM based Multi-hop systems. Our research began with conducting a com-
prehensive survey on the background of the research problem and underlying
technologies. Next, we considered the tractability aspects of this problem to get
a concise idea about the problem. One of the main motivations for the com-
prehensive tractability analysis for this specific problem was that it had never
been done prior to this work. From the results of tractability analysis, it was
evident that all completely constrained complex resource allocation (bit alloca-
tion) problems fall under NP-Hard problem class. Therefore, we adopted a well
known divide and conquer method for the resource allocation problem. The bit
allocation problem was reduced to a subcarrier allocation problem, assuming that
bit loading could efficiently be done on an already found subcarrier allocation.
We divided the problem class into two main parts, namely single hop problems
and multi-hop problems. The single hop resource allocation problem is well known
among research community. Chapter 4 was dedicated to analyze this problem.
It was concluded that although tractable, the solution is too cumbersome in
systems with large number of resource elements. Therefore, we were interested
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in analyzing the behavior of heuristic sub-optimal fast algorithms in this system.
It was discovered that carefully designed heuristic algorithms operate extremely
close to the optimum algorithm, while also being significantly faster.
We moved on to analyzing the multi-hop resource allocation problem in Chapter
5. Again the problem was divided into two parts: two-hop systems and multi-
hop systems. The fairness aware subcarrier allocation problem for two hops is not
tractable. Therefore, we initially tried to adopt the already known subcarrier-
pairing approach and provided two fairness aware pairing schemes. Overall system
optimization goal is difficult to achieve for both two-hop and multi-hop systems.
Thus, we examined feasible partitioning criteria of the problem. This lead us
to develop the ‘Hop by Hop’ (HbH) optimization scheme. Following this we
extended our work of Chapter 4 by using HbH optimization and proposed several
subcarrier allocation algorithms for two-hop systems. Same algorithms could also
be used for multi-hop HbH optimization.
This concluded our research on fairness aware resource allocation in multi-hop
OFDM systems. We analyzed the tractability of the problem and found the
best approach to solutions. We promote the use of sub-optimal fast heuristic
algorithms for the resource allocation problem. Additionally, we also suggest the
use of partitioning schemes such as HbH for systems with multiple hops.
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6.1 Contributions
In his section we highlight the main contributions of our research and discuss
them in detail.
1. A comprehensive tractability analysis on resource allocation in
OFDM based multi-carrier multi-hop systems.
To the best of our knowledge, a comprehensive tractability analysis on
this problem domain has never been done. The following is a summary of
contributions and research findings related to the tractability analysis of
resource allocation problem.
• Proof that all bit allocation problems are NP-Hard was provided. This
was done by proving the sub problems single hop bit allocation, two-
hop bit allocation and multi-hop bit allocation are NP-Hard.
• Generalization of the complexity of a resource allocation problem based
on the number of constrained and complex dimensions was given. Ini-
tially, we proved that all constrained relaxed practical systems are
either single hop or two-hop systems. Using this result, it was proven
that all two dimensional resource allocation problems are polynomial
through analysis of all two dimensional problem classes. Thus it was
established that if a multi-dimensional(>2) NP-Hard resource alloca-
tion problem is constraint relaxed to be two dimensional, it becomes
tractable.
• We provided the generalization for the completely constrained two-
hop bit allocation problem. To the best of our knowledge, this gen-
eralization has never been studied. Once the generalized version of
the problem is available, it could be reduced to a two-hop problem
that is constraints relaxed. Using this analysis, we showed that when
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the bit dimension is relaxed, the two-hop bit allocation problem be-
comes a subcarrier pairing problem. Thus, subcarrier pairing is not
an optimally defined bit allocation problem and proof for this was also
provided.
• We analyzed the tractable nature of all possible two-hop subcarrier al-
location problems. As a result of this analysis, we proved that all single
relay cluster, multi-hop resource allocation problems are polynomial.
2. Analysis of single hop power minimization problem and design of
fairness aware subcarrier allocation algorithms.
We established that both rate maximization and power minimization sub-
carrier allocation problems are tractable. Solution can be found by modify-
ing the problem using Node-Splitting and then using the Hungarian Algo-
rithm. Hungarian algorithm has a complexity that is too high for systems
with large number of resource elements. We provided three low complexity
yet efficient algorithms for such systems. Details of contributions regarding
single hop power minimization subcarrier allocation problem is highlighted
below:
• Proof that for subcarrier allocation problems rate maximization and
power minimization has the same subcarrier allocation was given.
• We proposed the Fair User Greedy (FUG) algorithm. FUG is a very
simple algorithm with complexity O(KN). However, it has a very low
power allocation profile that is close to the Hungarian Algorithm. This
algorithm is generally suitable for any kind of system.
• Trade Matrix algorithm was also proposed. This is another fast and
efficient algorithm. For two user case this algorithm is optimum and
operates with O(N) complexity, where as Hungarian algorithm for two
user case has a O(N3) complexity. Thus, Trade Matrix is the fastest
optimal algorithm for two-user resource allocation. This algorithm is
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suitable for cases where there are large number of resource elements
in the system while the number of users are low. The Hungarian
algorithm is not sensitive to the number of users in the system and
thus has high complexity, even in a two-user system.
• We proposed the novel Forced Cost algorithm that has a higher com-
plexity than FUG and Trade Matrix algorithms. However, this al-
gorithm still has a better power allocation profile than conventional
greedy approaches. Additionally, it operates well in a system with low
subcarrier to user ratio (SUR). FUG is sensitive to SUR. In the low
SUR region (SUR=1,2) it performs poorly.
• Simulation results show that for a 2048 subcarrier system these al-
gorithms can operate up to 7 × 104 times faster than the Hungarian
algorithm while having less than 0.2dB (5%) power increase.
• The basis for using Branch and Bound method as an improvement
algorithm for an already performed suboptimal result was provided.
3. Analysis of multi-hop hop power minimization problem and design
of fairness aware subcarrier allocation algorithms.
We analyzed both two-hop and multi-hop systems and provided resource
allocation algorithms based on partition criteria as well as direct pairing. To
the best of our knowledge, this is the first time such partitioning scheme is
considered for resource allocation. Key contributions are highlighted below:
• Pairing with user dimension relaxed system does not provide user fair-
ness. Thus, we presented a fairness improving algorithm for subcarrier
pairing for both user and relay dimensions relaxed systems.
• We provided a generalized completely constrained multi-hop system
model. The optimally defined two-hop system was also introduced.
To the best of our knowledge, this is the first time such system models
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were considered for resource allocation.
• Taking into the account that infinite power relay model is practical
and that all two-hop and multi-hop subcarrier allocation problems are
NP-Hard, we proposed that for multi-hop resource allocation, network
partition criteria could be adopted. We introduced the Hop by Hop
(HbH) optimization scheme for infinite power relay model. Four HbH
optimization algorithms based on FUG, Hungarian, Forced Cost and
Second Hop First (SHF) were presented. FUG, Hungarian and Forced
Cost algorithms perform well for first hop optimization. SHF does
not provide any advantage for second hop, or overall system power
consumption. Thus, it was apparent that for a two-hop system, second
hop optimization priority is not significant. We also provided HbH
optimization criteria for multi-hop systems.
• We also provided a direct pairing algorithm (FUGP) based on FUG.
This algorithm operates extremely well in the first hop as well as overall
system.
6.2 Future Directions
Based on the results of Chapter 3, it is evident that single relay cluster will par-
tition a problem into two independently tractable parts. Solution to the two
portions provides a solution to the overall system. Thus, for OFDM based rout-
ing networks that use a single node as its next destination, per subcarrier-wise
resource allocation could be adopted. Since each hop is now a one dimensional
system, the optimum bit allocation may be found on a hop by hop basis using
single user bit loading algorithms.
A case where a relay node could be shared between two or more users is more
complex. However, if we assume a routing network with single relay cluster from
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a particular users perspective, the problem is not that different. In this system,
each users will only have a single node destination, but different users might share
that destination. Thus, the system becomes two-dimensional. In this case, the
optimum subcarrier allocation can be found using Hungarian Algorithm.
It was apparent that overall system optimization goals becomes difficult to achieve
when the number of hops increases. Therefore, for a two-hop system, we have
considered one practical scenario with an infinite power relay and proposed a
partitioning scheme based on HbH optimization. We also considered the extension
of this algorithm to multi-hop networks. For larger hop systems investigation of
other efficient and practical partition criteria are encouraged.
We considered two cases of two-hop resource allocation problem with relay con-
straints in Chapter 4. For any of the main algorithm designs and results, relay
dimension was assumed to be relaxed. However, in some systems such as sensor
networks and cooperative networks that operate with the help of relays with fi-
nite power, relay constraints play a crucial role. Therefore, algorithm design with
relay constraints would be an interesting research problem. It should be noted
that this problem is an NP-Hard problem and only sub-optimal results can be
obtained.
In Chapter 4 we considered a system with both frequency and time sharing re-
source elements. Some practical systems such as 3G LTE combine time slots and
subcarriers together to make one resource block. It is therefore expected that in
most cases that only one resource block would be allocated to one user. It would
be interesting to investigate the behavior of the presented algorithms in such a
system. Due to similarity to a low SUR system, Forced Cost algorithm might
give better performance. However, since bit loading can be done within each
resource block other algorithms might also perform well. When 3G LTE system
with relay nodes is considered the problem could become more interesting since
time dimension is also used for multiple access. There should be an algorithm
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that determines the conditions for allocating two time slots for the same user in
different hops.
From the results of Chapter 5, it was evident that when the number of relays
in the system increases, the power requirement decreases. Theoretical analysis
to prove this should be done. Additionally, since using large number of relays is
not practical in the system, an analysis could be done to find out the optimum
number of relays to be used for a system with particular number of resources.
In all the algorithms considered in this thesis, it was assumed that ideal channel
state information was available to make the resource allocation decisions. It
would also be interesting and practical to study the cases where imperfect channel
information or no channel information is available to a scheduler. For such cases,
analyzing the applicability of the proposed algorithms and required modifications
would be an interesting research initiative.
Appendix A
A.1 Discrete Implementation of OFDM
An OFDM transceiver is shown in figure A.1. Assume data stream D needs
to be transmitted using an N subcarrier system. Initially the data stream is
parallelized in to chunks with N number of data points where each chunk d[n]
could be represented as d[0], d[1], ...., d[N−1]. Now constellation mapping is done
using a modulation scheme such as QAM that gives a parallel data stream X[n] =
X[0], X[1], ...., X[N−1]. Then X[0], X[1], ...., X[N−1] could be considered as the
discrete frequency domain components of data points that is transmitted by each
parallel subcarrier. Thus to generate time domain signal x[n], IFFT is performed
on X[n]. IFFT outputs the OFDM symbol x[n] = x[0], x[1], ...., x[N − 1], where,
x[n] =
1√
N
N−1∑
i=0
X[i]ej2pini/N , 0 ≤ n ≤ N − 1 (A.1)
Now a guard interval called cyclic prefix is appended to the OFDM symbol as
shown in Figure A.2. Cyclic prefix is the last m data points of the OFDM symbol.
The resulting symbol xˆ[n] is ordered serially and passed through a digital to
analog converter that produces the baseband signal xˆ[t]. This baseband signal is
then up converted to the carrier frequency, fc which gives the sent signal s(t).
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Figure A.1: OFDM transceiver
The received signal r[t] that is corrupted by the additive noise is fist down con-
verted. This process creates high frequency signal components and these are
filtered out using a low pass filter. Filter output is sent through an analog to
digital converter, that produces the signal y[n] which could be considered as sam-
ples of discrete convolution between channel response h[n] and the input xˆ[n],
corrupted with additive noise w[n].
y[n] = xˆ[n] ∗ h[n] + w[n] (A.2)
Now the first m samples of y[n] is discarded. The signal is again converted to a N
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Figure A.2: Cyclic Prefix
point parallel stream and sent through an FFT process. As we show in the sequel
taking FFT of y[n] converts the output to a multiplication of H[i] and X[i] in the
frequency domain, that is Y [i] = H[i]X[i] +W [i]. Provided the channel response
h[n] is already known and system has high SNR, the original signal is extracted
using, X[i] = Y [i]/H[i] . X[i] is QAM demodulated to recover the original data.
A.2 Cyclic Prefix
The cyclic prefix for x[n] is the last m discrete values of the x[n], that is x[N −
m], x[N −m+ 1], ..., x[N −1]. The length m is selected such that m+ 1 is greater
than or equal to the length of channel impulse response h[n] = h[0], ...., h[m]. The
cyclic prefix appended symbol xˆ[n] now is
x[N −m],...., x[N − 1], x[0], ...., x[N − 1] = xˆ[−m], ...., xˆ[N − 1]
= xˆ[n] ,−m ≤ n ≤ N − 1
(A.3)
Now let us define x[n]N as a periodic x[n] with a period N . Immediately from
equation (A.3) it can be observed that xˆ[n] is a periodic version of x[n] over
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−m ≤ n ≤ N − 1. This yields,
xˆ[n] = x[n]N ,−m ≤ n ≤ N − 1 (A.4)
Now take the OFDM received signal y[n],
y[n] = xˆ[n] ∗ h[n] + w[n] (A.5)
Assume a channel impulse response h[n] is of length m + 1. From convolution
theory,
y[n] =
m∑
k=0
h[k]xˆ[n− k] + w[n] (A.6)
Substituting n− k for n in equation (A.4) yields, xˆ[n− k] = x[n− k]N . Thus,
y[n] =
m∑
k=0
h[k]x[n− k]N + w[n] (A.7)
But, circular convolution between h[n] and x[n] is,
yc[n] = h[n]~ x[n]
=
m∑
k=0
h[k]x[n− k]N
(A.8)
Thus,
y[n] = h[n]~ x[n] + w[n] (A.9)
This important result entails that by the addition of a cyclic prefix, the linear
convolution between the channel impulse response and the input data stream
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mimics the behavior of circular convolution. Convolution theory dictates that
the circular convolution in the time domain becomes a simple multiplication in
the frequency domain. Thus,
FFT {y[n]} = FFT {h[n]~ x[n]}+ FFT {w[n]}
Y [i] = H[i] X[i] +W [i]
(A.10)
Therefore provided channel impulse response h[n] is known, and system transmits
at a power level that minimize noise effects, the original OFDM symbol could be
recovered with,
X = H−1Y (A.11)
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