The black-box nature of machine learning algorithms can make their predictions difficult to understand and explain to end-users. In this paper, we propose and evaluate two kinds of example-based explanations in the visual domain, normative explanations and comparative explanations (Figure 1 ), which automatically surface examples from the training set of a deep neural net sketch-recognition algorithm. To investigate their effects, we deployed these explanations to 1150 users on QuickDraw, an online platform where users draw images and see whether a recognizer has correctly guessed the intended drawing. When the algorithm failed to recognize the drawing, those who received normative explanations felt they had a better understanding of the system, and perceived the system to have higher capability. However, comparative explanations did not always improve perceptions of the algorithm, possibly because they sometimes exposed limitations of the algorithm and may have led to surprise. These findings suggest that examples can serve as a vehicle for explaining algorithmic behavior, but point to relative advantages and disadvantages of using different kinds of examples, depending on the goal.
machine learning, the growing complexity of these algorithms has made them difficult to explain to end-users. This inscrutability can lead to a sub-optimal user experience, particularly when algorithms make inexplicable errors.
To address these problems, growing work in "Explainable AI" aims to make opaque algorithms more understandable. Algorithmic explanations have been found to improve user understanding of the system, as well as increase user satisfaction and trust [13, 15, 17] . These explanations can range from high-level descriptions of how the algorithm works, to low-level explanations of the specific factors influencing an algorithm's decision. Recently, the use of increasingly complex algorithms (e.g. deep neural networks) has made them more difficult to explain. In many cases, the inner workings of an algorithm may be inexplicable not only to users, but even to the developers of those systems [5] . The size, complexity, and opacity of ML algorithms have led to increasing regulations and demands for more explainable AI [1, 9] .
In this paper, we investigate how example-based explanations can be used to explain algorithmic results using visual examples. Rather than explicitly explaining how an algorithm produced a given output, this approach instead surfaces examples from the training set, leaning on users' interpretation of those examples.
Because examples are commonly used in explanations between humans, and can be effective for explaining complex concepts [25, 26] , example-based AI explanations could potentially help end-users gain some intuition for algorithms that are otherwise difficult to explain through first principles.
We explore two kinds of example-based explanations in the sketch recognition domain. Given an item the user has sketched (e.g. an avocado) and the recognition result (recognized or not), To evaluate their effects, we deployed these example-based explanations on QuickDraw 1 , an online platform that challenges players to draw pictures of everyday objects, using a deep neural network (DNN) algorithm to guess what the drawings represent. We chose QuickDraw as a platform because it has attracted millions of users worldwide, and thus serves as a natural environment capturing a broad range of perspectives.
Based on results from 1150 users, we found that when the algorithm failed to recognize the user's drawing, those who received normative explanations felt they had a better system understanding, and perceived the system to have higher capability. However, comparative explanations did not always improve perceptions of the algorithm, because they sometimes exposed the limitations of the algorithm and may have led to surprise. Users also spent a longer time viewing explanations when they received comparative explanations, and when their drawings were not recognized. These results suggest that examples are a potentially useful explanatory mechanism, but point to relative advantages and disadvantages of using different kinds of examples, depending on the goal.
RELATED WORK
A wide range of research has proposed ways to explain AI systems to users, in domains ranging from context-aware systems [17] and recommenders [10, 22] , to social media [23] and advertisements [8] . For example, Lim and Dey explored different types of information that can be presented, such as the model's input features, the decision making process, the reasons underlying a decision, and the agent's certainty [16] . Prior work shows that explanations can help users develop better mental models of intelligent systems [17] , and can increase user satisfaction, perception of control, and trust [13, 15] . However, some found that too much explanation can create confusion and degrade trust, and thus argue that AI explanations should only surface the most relevant information [13, 16, 29] . According to psychological research, humans prefer explanations that are simpler, more probable, and more causally relevant, all else being equal [4, 24] .
While simple ML algorithms can be inspected directly if they contain a limited number of components (e.g. decision trees, linear models), others are much more complex, making them challenging to explain (e.g. deep neural networks). For the latter, a variety of explanatory techniques have been proposed in machine learning communities [6, 12, 14, 27, 32] , ranging from learning a simpler model on the predictions of the complex model, to perturbing inputs and seeing how the model reacts. Interactive mechanisms can also indirectly help users build mental models of algorithmic systems [3, 7] . Prior work in psychology and education suggests that examples can be an effective way to explain complex concepts [25, 26] . Examples can potentially help users develop intuition for the reasons underlying machine predictions, without directly exposing the internal logic of the algorithm [19, 28, 33] . Our work contributes to this broader literature by investigating the effects of two kinds of examples that are surfaced from the training set.
BACKGROUND
Our example-based explanations augment typical sketch recognition interfaces by explaining why a classifier did or did not recognize the user's input. For our implementation, we used the Quick-Draw platform because it has a broad user base and is similar to common sketch recognition games like Pictionary.
On QuickDraw, users are given a word to draw, typically a common object. Users have a limited time to draw the object, during which the system attempts to guess what the drawing represents. The round ends when the system successfully guesses the intended word, or when 20 seconds have passed.
QuickDraw classifies drawings using a recurrent deep neural network trained on labeled sketches. The neural net receives strokes from the sketch one sample point at a time, where each sample indicates the change in coordinates since the last point, the time, and whether the point is the start of a new stroke.
EXAMPLE-BASED EXPLANATIONS
To give users insight into why the system recognized or did not recognize their drawing, we created example-based explanations to be shown once users have received the recognition result. Prior work in psychology suggests that humans prefer explanations which compare what's observed to natural alternatives [21] . For example, if a drawing looks like an avocado, a convincing explanation would not only explain why the drawing looks like "avocado," but also why it does not look like other similar objects ("pear", "onion", etc.). Likewise, if the drawing does not look like an avocado, an explanation might explain how it looks like other objects (e.g. "pear"), as well as how it looks different from a typical avocado. Given this dual nature of explanations, we designed two kinds of example-based explanations, capturing examples from both the target class and from alternative classes. 
Normative Explanations

Comparative Explanations
Comparative explanations show a comparison between the user's drawing and similar drawings from alternative classes. Given the user's drawing (e.g. avocado), the system identifies the 3-best classification hypotheses for that drawing (e.g. pear, onion, potato). Then, for each hypothesized class, the system displays the most similar training example from that class, overlaid on top of the user's drawing so that the user sees the visual similarities and differences between the two drawings.
Those most-similar drawings are found by pre-computing embeddings of the training examples. In QuickDraw, the embeddings are feature vector representations of the drawings that are thousands of units long [11] . At run time, the system computes the embedding for the user's drawing, then finds the nearest neighbor to the user's drawing via euclidean distance. Above these examples, the interface displays the message "It thought your drawing looked more like these" if it was not recognized, and "It also thought your drawing looked like these" if the drawing was recognized. In the case where the drawing is recognized, the top hypothesis is the target class.
METHOD
To evaluate the effects of example-based explanations on user experience, we deployed these explanations on the QuickDraw platform. After drawing the object, users saw one of the following conditions: In the no explanation condition, users simply saw their drawing along with whether or not their drawing was recognized (these were shown to all users regardless of condition). In the normative explanation and comparative explanation conditions, users additionally saw an explanation of that type, as described in the section above. In the normative and comparative condition, users saw both kinds of explanations on the same page. These conditions were randomly assigned for each user (a between-subjects study), and all explanations were automatically generated on-the-fly.
To control for variability due to learning effects, all conditions were deployed in the first round of the game. For external validity, and to preserve a natural user experience, we did not artificially manipulate whether or not the drawing was recognized, but rather allowed the drawings to be naturally recognized or not recognized by the ML. So that these conditions would be balanced, we selected words that historically had a relatively balanced recognition rate (close to 50%). Since drawings and explanations could fluctuate substantially depending on the word, we selected three words with balanced recognition rates, spanning different object categories: food (avocado), household object (paintbrush), and body part (toe).
MEASURES
Following the explanation page, users saw a survey of four 7-point Likert scale questions, which they could optionally complete. Given prior evidence that AI explanations can affect understanding and trust, the questions assessed system understanding ("I understand what the system is thinking"), as well as capability and benevolence, key dimensions of trust that are widely used in trust questionnaires [20] ("The system seems capable", "The system seems benevolent"). As explanations can affect how users attribute blame and credit [18, 30] , we included a question on attribution of the recognition result (1="Totally due to the recognizability of my drawing", 7="Totally due to the system's level of capability"). Finally, since different explanations can take different amounts of time to mentally process, we logged time spent on the explanation page.
HYPOTHESES
Because example-based explanations aim to increase transparency about why system errors occurred, we expect both normative and comparative explanations to improve user perceptions of the algorithm (understanding, capability, benevolence, and attribution of credit) in cases where their drawings are not recognized. In addition, we expect that people will have better perceptions of the algorithm when their drawings are recognized than when they're not. Due to a violation of expectations, we also expect users to view explanations for a longer time when their drawing is not recognized.
RESULTS
Overall, 1150 participants completed the study. 1% of results recorded only partial data due to technical issues, and were thus removed. In addition, using standard outlier removal methods (1.5 x interquartile range), we excluded those who had the explanation page open for an extremely long time before completing the survey (6% of participants), indicating that they may have temporarily left the task. All analyses were conducted on the remaining 1070 participants.
When the algorithm failed to recognize the drawing, users who received normative explanations felt they had a better understanding of the system. A three-way ANOVA (Recognized (drawing was recognized vs. not) x Normative (presence of normative explanation) x Comparative (presence of comparative explanation)) found an interaction effect between Recognized and Normative (p = 0.01, F = 6.7). When the drawing was not recognized, users whose explanations contained a normative component rated their understanding of the system higher (µ = 4.6, σ = 2.0) than those who did not see normative explanations (µ = 4.1, σ = 2.1, p = 0.008). When the drawing was correctly recognized, no differences were found between explanation conditions. Additionally, there was an overall main effect of Recognized: as expected, those whose drawings were recognized felt they understood the system better (µ = 4.9 vs. µ = 4.3, p < 0.0001).
Likewise, when the algorithm did not recognize the drawing, users also rated system capability higher if they had seen a normative explanation (Figure 2) . A three-way ANOVA, with capability as the outcome variable, found a significant interaction effect between Recognized and Normative (p = 0.01, F = 6.4). When the drawing was not recognized, users whose explanations contained a normative component rated system capability higher (µ = 4.8, σ = 1.9 vs. µ = 4.2, σ = 2.0, p = 0.0006). Additionally, there was an overall main effect of Recognized. As expected, when drawings were recognized, users felt the system was more capable (µ = 5.0) than when drawings were not recognized (µ = 4.5, p < 0.0001).
In addition, we found a small but significant main effect of comparative explanations on system benevolence. Users who saw comparative explanations perceived the system to be more benevolent (µ = 5.1 vs. µ = 4.8, p = 0.035). Though comparative explanations did not increase perceptions of system capability, it's possible users may feel that the algorithm is at least attempting to make an effort. However, given the small effect size, the practical significance of this may be limited. Additionally, users found the system more benevolent when drawings were recognized (µ = 5.1 vs. µ = 4.7, p = 0.0007), as expected. No significant differences were found in the effect of explanation type on attribution of blame or credit, perhaps related to the low risk nature of QuickDraw.
Finally, users spent more time on the explanations page when drawings were not recognized (µ = 9.9 sec, σ = 5.4) than when they were (µ = 9.1, σ = 6.0, p = 0.002). As timing data is not normally distributed, we applied a log-transformation before running significance tests. Explanations containing a comparative component were also viewed for longer than normative-only explanations (µ = 9.7 vs. µ = 8.8, p = 0.04).
Contrary to our hypotheses, comparative explanations did not improve perceptions of system capability. Upon further investigation, we found that even though the shown drawings aimed to be visually similar to the user's drawing, they were often semantically unrelated, e.g. word="toe", hypotheses= "hula hoop", "donut" (Figure 3) . These surprises may have exposed algorithmic limitations, and may explain why users spent longer viewing comparative explanations even though normative explanations displayed more pictures. Moreover, comparative explanations involved comparison across multiple classes, whereas normative explanations showed pictures all from the same class. Future work could investigate the trade-offs between explanatory power and cognitive workload. 
DISCUSSION
Our findings suggest that examples are a feasible vehicle for explaining algorithmic behavior, but that different kinds of explanations may have relative advantages and disadvantages. On the one hand, normative explanations allowed the system to demonstrate partial capability in cases where it appeared to have failed. Because normative explanations display a range of examples produced by other people, these may be particularly compelling when social norming effects are strong [31] , or when there are common representations of the target class that the user had not considered. On the other hand, comparative explanations sometimes revealed algorithmic limitations, and may have contributed to confusion or surprise. These results lend credence to prior indications that convincing explanations should in turn be explainable [24] .
Hence, different explanations could be leveraged depending on the goal. For instance, if users are known to under-trust a system despite high system capability, normative explanations could help improve user perceptions during system errors. Alternatively, if users tend to over-trust the system, comparative explanations could help establish a more appropriate level of trust. Comparative explanations might also help increase perceived benevolence. Future work could investigate how best to show examples over time, so that users build an accurate mental model and do not over-trust or under-trust the system.
One limitation of this study is that the system knew the user intent a priori, and could show examples related to that intent (the target word). These scenarios are common in contexts where the system provides a prompt for a user activity (e.g. educational exercises, games, etc.) In ML-aided learning contexts [2] , for instance, seeing example-based explanations after completing an exercise may help users understand the result, or determine the extent to which to trust an imperfect agent. Although the explanations used in our study can be most readily applied to cases where user intent is known, in cases where the intent is not known, explanations could be shown for multiple possible intents, or the intent could be indicated by a user when requesting an explanation. While intent elicitation was outside the scope of this study, we view this as a particularly important direction for future work.
Although we focused on sketch recognition as a test bed for explanations, the general methods used for generating explanations (fetching training examples, finding similar examples) could be applied and tested in other contexts. For example, the relative strength of normative explanations may vary depending on the dynamics of normative influence in particular domains. In some domains, designers may also need to take extra precautions when surfacing training data, such as curating a subset to exclude examples that could be potentially sensitive or offensive. In addition, a limitation of the current work is its focus on self-report outcomes and lack of qualitative interviews. While we chose a natural, online environment for the purpose of collecting organic human-AI interactions, future work could capture deeper user insights and measure behavioral outcomes, such as whether drawings change after users have seen explanations.
Our findings suggest new ways for improving algorithmic transparency, particularly when an algorithm is too complex to explain explicitly, or when the feature set is too large to enumerate. While much work has to date focused on explicitly generating explanations using machine intelligence, example-based explanations implicitly allow humans to play a more active role in interpreting machine behavior, by leveraging their own heuristics, prior experience, and human intelligence to infer why an algorithm produced a given output. Integrating example-based approaches with existing efforts is a promising direction for future research, as it opens up possibilities for leveraging the intelligence of human beings themselves.
