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Abstract
In this article we construct a W γp -theory of linear stochastic parabolic partial differential systems. Here,
p ∈ [2,∞) and γ ∈ (−∞,∞). We also provide an example to show that for stochastic systems we need
more restriction than the algebraic condition which ensures that diffusion survives against wild convection.
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1. Introduction
In this article we study the Cauchy problem of the following general stochastic parabolic
system:
duk = (ai jkrurx i x j + bikrurx i + ckrur + f k)dt
+ (σ ikr,murx i + νkr,mur + gkm)dwmt , t > 0, x ∈ Rd (1.1)
uk(0) = uk0,
where i, j = 1, 2, . . . , d, k, r = 1, 2, . . . , d1,m = 1, 2, . . . and the summation convention
on the repeated indices i, j, r,m is used. The system (1.1) models the interactions among d1
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diffusive quantities under other physical phenomena like convection, internal source or sink,
and randomness caused by lack of information. Moreover, the countable sum of the stochastic
integrals against independent one-dimensional Brownian motions {wmt : m = 1, 2, . . .} in
(1.1) enables us to include the stochastic integral against a cylindrical Brownian motion (see
Section 8.2 of [8]). The coefficients ai jkr , b
i
kr , ckr , σ
i
kr,m, νkr,m and hence the solution u =
(u1, u2, . . . , ud1) are random functions depending on (t, x).
The concrete motivations of studying (1.1) can be easily found in the literature. If d1 = 1,
(1.1) is a stochastic partial differential equation (SPDE) of parabolic type. Such equations arise
in many applications of probability theory (see [8,18]). For instance, the conditional density
in nonlinear filtering problems for a partially observable diffusion process obeys a SPDE, and
the density of a super-diffusion process also satisfies a SPDE when the dimension of the space
domain is 1. If d1 = 3, the motion of a random string with a small mass can be modeled by a
stochastic parabolic partial differential system (see [2,16]).
General L p-theory with p ≥ 2 for stochastic parabolic equations (not systems) has been
well studied. An L p-theory of SPDEs with space domain Rn was first introduced by Krylov
in [8] (cf. see [6] for L2-theory), and since then the results were extended for SPDEs defined
on arbitrary C1-domains O in Rd by Krylov, his collaborates and many other mathematicians
(see, for instance, [9,10,4,3,13] and references therein). On the contrary L p-theory of general
systems of type (1.1) is not known much in the literature except L p-theory of the system with the
Laplace operator (see, for instance, [14,15] and the reference therein). By the way, L2-theory of
(1.1) exists; see [5]. Our aim in this article is to construct an L p-theory of the system (1.1) and
convince the readers that, unlike the theory of single equations, we need more restriction than
the algebraic condition, which ensures that overall diffusion survives against extremely wild
convection.
To point out the differences between equations and systems, we provide the main steps of
L p-theory of single equations. Let us consider the Cauchy problem
du = (ai jux i x j + f )dt + (σ imux i + gm)dwmt , t > 0, x ∈ Rd . (1.2)
Denote x it :=
 t
0 σ
i
m(s)dw
m
s . By applying the Itoˆ–Wentzell formula (see Lemma 4.7 in [8]) to
v(t, x) := u(t, x − xt ), one can transform (1.2) into
dv = (a¯i jvx i x j + f¯ )dt + g¯mdwmt , t > 0, x ∈ Rd , (1.3)
where a¯i j = ai j − 12 (σ i , σ j )ℓ2 , g¯(t, x) = g(t, x − xt ), f¯ (t, x) = f (t, x − xt ) −
(σ i (t), g¯x i (t, x))ℓ2 , Next, let {Tt : t ≥ 0} be the semi-group corresponding to the Laplacian,
i.e. T ′t = ∆Tt , and define
v1(t, x) :=
 t
0
(Tt−s g¯m(s, ·)) (x)dwms ,
so that it satisfies the stochastic heat equation dv1 = ∆v1dt + g¯mdwmt . The L p-norms of v1
are obtained by the generalized Littlewood–Paley inequality [7]; here the restriction p ≥ 2
is necessary. Also, the estimates of L p-norms of w := v − v1 follow from the theory of the
deterministic equations since w satisfies the parabolic equation ∂w
∂t = a¯i jwx i x j + f¯ + (a¯i j −
δi j )v1
x i x j
. By summing up these two estimates, one gets L p estimates of v and hence u. It is
clear that we now need the following algebraic condition: there exists a constant δ > 0 such
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that
δ|ξ |2 ≤ a¯i jξiξ j ∀ ξ ∈ Rd .
In the case of system (1.1) the corresponding algebraic condition is the following (see the
Appendix for the necessity of this condition):
δ|ξ |2 ≤ ξ∗i

Ai j −Ai j

ξ j , (1.4)
where Ai j = (ai jkr ), Ai j = (αi jkr ), αi jkr = 12
d1
l=1(σ
i
lk, σ
j
lr )ℓ2 , ξ is any (real) d1 × d matrix,
ξi is the i th column of ξ, ∗ denotes the matrix transpose, and again the summations on i, j are
understood. However, it turns out that the condition (1.4) alone is not enough for L p-theory of
systems. One of the main difficulties is that, after the Itoˆ–Wentzell formula is applied, most of
the first derivatives of solutions in the stochastic part still remain unlike as in (1.3). Actually, in
this article we show by a simple example that L p-theory fails unless some extra conditions are
imposed. With an extra condition imposed on Theorem 2.6 or Remark 4.5 we construct an L p-
theory of the system by adopting the strategy from [8] in which the theory of stochastic partial
differential equations is constructed (on the base of the result of deterministic partial differential
equations); we will need the result of deterministic systems.
The organization of this article is as follows. In Section 2 we state the main results. Section 3
provides an example which shows that the algebraic condition alone is not sufficient for L p-
theory of our stochastic system. Finally, in Section 4 we prove the main results. We explain the
necessity of the algebraic condition (1.4) in the Appendix.
For any m × n real-valued matrix C = (ckr ), we define its norm by |C | :=m
k=1
n
r=1(ckr )2.
2. Main results
Let (Ω ,F , P) be a complete probability space and {Ft : t ≥ 0} be a filtration such that F0
contains all P-null sets of Ω . By P we denote the predictable σ -algebra on Ω × (0,∞). Let
{wmt }∞m=1 be independent one-dimensional {Ft }-adapted Wiener processes defined on (Ω ,F , P)
and C∞0 := C∞0 (Rd;Rd1) denote the set of all Rd1 -valued infinitely differentiable functions with
compact support in Rd . By D we denote the space of Rd -valued distributions on C∞0 ; precisely,
for u ∈ D and φ ∈ C∞0 we define (u, φ) ∈ Rd with components (u, φ)k = (uk, φk), k =
1, . . . , d1. Here, each uk is a usual R-valued distribution defined on C∞(Rd;R).
We define L p = L p(Rd;Rd1) as the space of all Rd1 -valued functions u = (u1, . . . , ud1)
satisfying
∥u∥pL p :=
d1
k=1
∥uk∥p
L p(Rd ) <∞.
Let p ∈ [2,∞) and γ ∈ (−∞,∞). We define the space of Bessel potential Hγp = Hγp (Rd;Rd1)
as the space of all distributions u such that (1−∆)γ /2u ∈ L p, where we define each component
of it by
((1−∆)γ /2u)k = (1−∆)γ /2uk
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and the operator (1−∆)γ /2 is defined by
(1−∆)γ /2 f = the inverse Fourier transform of (1+ |ξ |2)γ /2F( f )(ξ)
with F( f ) the Fourier transform of f . The norm is given by
∥u∥Hγp := ∥(1−∆)γ /2u∥L p .
Then, Hγp equipped with the given norm is a Banach space and C∞0 is dense in H
γ
p (see [19]).
For non-negative integer γ = 0, 1, 2, . . . it turns out that
Hγp = W γp := {u : Dαu ∈ L p,∀α, |α| ≤ γ }.
By ℓ2 we denote the set of all real-valued sequences e = (e1, e2, . . .) with the inner product
(e, f )ℓ2 =
∞
m=1 em fm and the norm |e|ℓ2 := (e, e)1/2ℓ2 . If g = (g1, g2, . . . , gd1) and each gk is
an ℓ2-valued function, then we define
∥g∥p
Hγp (ℓ2)
:=
d1
k=1
∥ |(1−∆)γ /2gk |ℓ2 ∥pL p .
For a fixed time T <∞, we define the stochastic Banach spaces
Hγp(T ) = Hγp(Rd , T ) := L p(Ω × (0, T ],P, Hγp ),
Hγp(T, ℓ2) := L p(Ω × (0, T ],P, Hγp (ℓ2)),
Hγp = Hγp(∞), Lp(T ) := H0p(T ), Lp(T, ℓ2) = H0p(T, ℓ2)
with the norms given by
∥u∥pHγp(T ) = E
 T
0
∥u(t)∥p
Hγp
dt, ∥g∥pHγp(T,ℓ2) = E
 T
0
∥u(t)∥p
Hγp (ℓ2)
dt.
Finally, we set Uγp := L p(Ω ,F0, Hγ−2/pp ) for the initial data of the Cauchy problem. The
Banach space Hγ+2p (T ) below is modified from R-valued version in [8] to the Rd1 -valued
version.
Definition 2.1. For a D-valued function u = (u1, . . . , ud1) ∈ Hγ+2p (T ), we write u ∈ Hγ+2p (T )
if u(0, ·) ∈ Uγ+2p , and there exist f ∈ Hγp(T ), g ∈ Hγ+1p (T, ℓ2) such that, for any φ ∈ C∞0 ,
(a.s.) the equality
(uk(t, ·), φ) = (uk(0, ·), φ)+
 t
0
( f k(s, ·), φ)ds +
∞
m=1
 t
0
(gkm(s, ·), φ)dwms (2.5)
holds for each k = 1, . . . , d1 and t ∈ (0, T ]. The norm of u in Hγ+2p (T ) is defined by
∥u∥Hγ+2p (T ) = ∥u∥Hγ+2p (T ) + ∥ f ∥Hγp(T ) + ∥g∥Hγ+1p (T,ℓ2) + ∥u(0, ·)∥Uγ+2p .
We also define Hγ+2p,0 (T ) = Hγ+2p (T ) ∩ {u; u(0, ·) = 0}. We write (2.5) in the following
simplified ways,
u(t) = u(0)+
 t
0
f (s)ds +
 t
0
gm(s)dw
m
s or du = f dt + gmdwmt , t ∈ (0, T ]
and we say that du = f dt + gmdwmt holds in the sense of distributions.
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Definition 2.2. We say that u ∈ Hγ+2p (T ) is a solution of the Cauchy problem (1.1) if u satisfies
the problem in the sense of Definition 2.1 with u(0, ·) = u0.
The following result is modified fromR-valued version in [8, Theorem 3.7], to theRd1 -valued
version. The proof is identical and we omit it.
Theorem 2.3. Hγ+2p (T ), Hγ+2p,0 (T ) are Banach spaces, and for any u ∈ Hγ+2p (T )
E sup
t≤T
∥u(t, ·)∥pγ,p ≤ N (d1, d, p, T )∥u∥pHγ+2p (T )
holds. In particular, for any t ≤ T
∥u∥p
Hγ+1p (t)
≤ N
 t
0
∥u∥pHγ+2p (s)ds. (2.6)
Fix ε0 > 0. For γ ∈ R denote |γ |+ = |γ | if |γ | = 0, 1, 2, . . . and |γ |+ = |γ | + ε0 otherwise.
Then we define
B|γ |+ =

B(Rd) : γ = 0
C |γ |−1,1(Rd) : |γ | = 1, 2, . . .
C |γ |+ε0(Rd) : otherwise,
where B is the space of bounded functions, and C |γ |−1,1 and C |γ |+ε0 are the usual Ho¨lder spaces.
The Banach space B|γ |+ is also defined for ℓ2-valued functions. For instance, if g = (g1, g2, . . .),
then |g|B0 = supx |g(x)|ℓ2 and
|g|Cn−1,1 =

|α|≤n−1
|Dαg|B0 +

|α|=n−1
sup
x≠y
|Dαg(x)− Dαg(y)|ℓ2
|x − y| .
Throughout the article we assume the following for the system (1.1).
Assumption 2.4. (i) The coefficients ai jkr , b
i
kr , ckr , σ
i
kr,m , and νkr,m are P⊗B(Rd)-measurable.
(ii) There exists a constant δ > 0 such that
δ|ξ |2 ≤ ξ∗i

Ai j −Ai j

ξ j , (2.7)
where
Ai j = (ai jkr ), Ai j = (αi jkr ), αi jkr =
1
2
d1
l=1
(σ ilk, σ
j
lr )ℓ2 ,
ξ is any (real) d1 × d matrix, ξi is the i th column of ξ, ∗ denotes the matrix transpose, and
again the summations on i, j are understood.
(iii) There exists a finite constant K > 0 so that
|Ai j |, |Ai j | ≤ K , i, j = 1, 2, . . . , d. (2.8)
(iv) The coefficients ai jkr , σ
i
kr are uniformly continuous in x , that is, for any ε > 0 there exists
δ = δ(ε) > 0 so that for any ω, t > 0, i, j, k, r ,
|ai jkr (ω, t, x)− ai jkr (ω, t, y)| + |σ ikr (ω, t, x)− σ ikr (ω, t, y)|ℓ2 < ε, if |x − y| < δ.
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(v) For any ω, t > 0, i, j, k, r ,
|ai jkr (ω, t, ·)||γ |+ + |bikr (ω, t, ·)||γ |+ + |ckr (ω, t, ·)||γ |+
+ |σ ikr (ω, t, ·)||γ+1|+ + |νkr (ω, t, ·)||γ+1|+ < K .
Remark 2.5. In the Appendix we derive the condition (2.7) which is essential to make even
L2-theory possible (cf. [5]). It turns out that this assumption is enough for L p-theory of single
stochastic equations [8] with p ∈ [2,∞) and L p-theory of deterministic linear parabolic systems
with p ∈ (1,∞) (see, for instance, [12]). However, this is not the case for stochastic systems.
We illustrate this in Section 3. Hence, some extra condition is required.
Denote Σ i = (σ ikr ) with σ ikr := (σ ikr,m : m = 1, 2, . . .) ∈ ℓ2 and Σ ie := Σ i − Σ id where Σ id is
the diagonal part of Σ i , i.e., Σ id = (δkrσ ikr ). Here is the main result of the article.
Theorem 2.6. Let u0 ∈ Uγ+2p , f ∈ Hγp(T ) and g ∈ Hγ+1p (T, ℓ2). Then under Assump-
tion 2.4 there exists a constant ε > 0 depending only on d1, d, p, δ, K , T such that if
sup
ω,t,x
|Σ ie (ω, t, x)|ℓ2 ≤ ε, i = 1, 2, . . . , d, (2.9)
then the Cauchy problem (1.1) has a unique solution u ∈ Hγ+2p (T ), and for this solution we
have
∥u∥Hγ+2p (T ) ≤ N

∥ f ∥Hγp(T ) + ∥g∥Hγ+1p (T,ℓ2) + ∥u0∥Uγ+2p

,
where N depends only on d, d1, p, δ, K , T .
Remark 2.7. In Remark 4.5 we will show that Theorem 2.6 can be extended to the case when
Σ i s are diagonalizable via an orthogonal matrix O(ω, x). That is, the statement of the theorem
holds if there is F0 × B(Rd)-measurable d1 × d1 orthogonal matrix O(ω, x) such that O∗Σ iO
is diagonal for each i .
The restriction (2.9) or the condition in Remark 2.7 is an extra condition we mentioned in the
introduction. At this point we do not know how sharp the condition is. We place the proof of
Theorem 2.6 in Section 4. The main ingredients of the proof are the results for the deterministic
counterpart of (1.1) (see, for instance, [12]) and a perturbation technique.
3. An example: need for restriction on Σ i
In this section we demonstrate that one needs stronger restrictions on the stochastic part than
the algebraic condition (2.7). See [1] for a work handling similar issues.
Set d = 1, d1 = 2 and A = I2×2. We consider the following simple example:
du = uxxdt + Σuxdwt , (3.10)
where Σ =

0 σ
−σ 0

, σ > 0 is a constant and wt is a one-dimensional Wiener process. We
assume 1 − 12σ 2 > 0; it is equivalent to (2.7). Note that the matrix Σ is skew-symmetric. We
impose the initial condition u(0, x) = (u1(0, x), u2(0, x)), where
u1(0, x) ≡ 0, u2(0, x) = 1√
ε
e−
x2
2ε
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with a fixed ε > 0. The system (3.10) turns into a single equation if we set v := u2 + iu1:
dv = vxxdt + iσvxdwt (3.11)
with v(0, x) = u2(0, x). We will find an explicit solution of (3.11); we do this in a heuristic way
and verify it using Itoˆ’s formula.
Remark 3.1. We will use the fact that for any continuous semi-martingale At the solution of
d f (t) = f (t)d At with f (0) > 0 is given by
f (t) = f (0)e
 t
0 ln(1+d At )
(see p. 153 of [8]). Here is an informal explanation of it. By the given differential, for any s
f (s + ds)− f (s) = f (s)d As, f (s + ds) = f (s)(1+ d As),
f (s + ds)
f (s)
= 1+ d As .
By taking the natural logarithm on both sides of the last expression, we get
d(ln f (s)) = ln(1+ d As) (3.12)
and the integration of (3.12) from 0 to t yields
ln f (t)− ln f (0)

= ln f (t)
f (0)

=
 t
0
(1+ d As), f (t) = f (0)e
 t
0 (1+d As ).
In particular, if the differential d At involves only dt and dwt , then by the recipe
dtdt = 0, dtdwt = dwtdt = 0, dwtdwt = dt
and the Taylor expansion
ln(1+ x) = x − 1
2
x2 + 1
3
x3 − · · · ,
we get
f (t) = f (0)e
 t
0 (d At− 1 (d At )2).  (3.13)
Going back to (3.11), we take spatial Fourier transform on it and get
d v˜(t, ξ) = −ξ2v˜(t, ξ)dt − σξ v˜(t, ξ)dwt = v˜(t, ξ)(−ξ2dt − σξdwt )
with v˜(0, ξ) = e− ε2 ξ2 . By (3.13) we have
v˜(t, ξ) = v˜(0, ξ)e− (2+σ
2)t
2 ξ
2−σξwt = e− ε+(2+σ
2)t
2 ξ
2−σξwt .
Using the fact fia(ξ) = f˜ (ξ)e−aξ with fia(x) = f (x + ia) for a fast-decaying holomorphic
function f and the inverse Fourier transform,
v(t, x) = 1
ε + (2+ σ 2)t e
− (x+iσwt )2
2(ε+(2+σ2)t) . (3.14)
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Since we used the result of an informal argument, we have to verify that (3.14) is, indeed, a
solution of (3.11). As viewing v(t, x) = φ(t, wt ) with
φ(t, y) := 1
ε + (2+ σ 2)t e
− (x+iσ y)2
2(ε+(2+σ2)t) ,
one easily gets that
φt + 12φyy

(t, wt ) = vxx (t, x), φy(t, wt ) = iσvx (t, x).
Then by Itoˆ’s formula
dv(t, x) = dφ(t, wt ) =

φt + 12φyy

(t, wt )dt + φy(t, wt )dwt
= vxx (t, x)dt + iσvx (t, x)dwt
with v(0, x) = u2(0, x). We have just found the solution of (3.11) and hence the solution of
(3.10).
Now, we calculate the Lp-norm of u. Using the distribution of a Wiener process at time t ,
E |u(t, x)|p = E |v(t, x)|p
= 1√
2π t
1
ε + (2+ σ 2)t
p e− px22(ε+(2+σ2)t) 
R
e
1
2

pσ2
ε+(2+σ2)t−
1
t

y2
dy. (3.15)
We notice that if
σ 2 >
ε + 2t
(p − 1)t =: g(t), (3.16)
then (3.15) is +∞. We fix p large enough so that 2p−1 < σ 2; this is possible since σ 2 < 2 by our
assumption on σ . As g(t) is eventually decreasing to 2p−1 as t →∞, we can find some interval
of time on which (3.16) holds and therefore
2p∥u∥pLp = 2p(∥u1∥
p
Lp + ∥u2∥
p
Lp )
≥ ∥ |u1| + |u2| ∥pLp
≥ ∥ |u| ∥pLp = ∥ |v| ∥
p
Lp = E
 ∞
0

R
|v(t, x)|pdxdt = +∞.
Hence, one cannot control the Lp-norm of the solution of (3.10).
Remark 3.2. Our example indicates that the skew-symmetricity of Σ caused this ill-posedness
of the problem and suggests that we may have to impose the restriction that Σ i s are symmetric,
or diagonal with small off-diagonal parts, in addition to the condition (2.7). By the way, this
phenomenon does not occur in the single equation case. Note that, since our result, for instance
Corollary 4.4, includes the case that Σ is symmetric when d = 1, if Σ were given by
Σ =

0 σ
σ 0

, then we could control the Lp-norm of u in the above example.
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Remark 3.3. Recently, we informed that the way we solve (3.11) has something in common
with the Doss–Sussmann method which has been used since the 80s by many authors and very
recently by Brzezniak et al. 
4. Proof of the main results
Before we consider the general system (1.1), we prove a W γp -theory for the Cauchy problem
with the coefficients independent of x :
duk = (ai jkr (t)urx i x j + f k)dt + (σ ikr,m(t)urx i + gkm)dwmt , uk(0, ·) = uk0(·), (4.17)
where i, j = 1, 2, . . . , d, k, r = 1, 2, . . . , d1, m = 1, 2, . . .; recall that we are using summation
notation on i, j, r .
We start with a theorem which easily follows from the results for single equations.
Theorem 4.1. Assume that Ai j is a d1 × d1 diagonal matrix and all entries of Σ i are zero
for each i, j . Then for any v0 ∈ Uγ+2p , f ∈ Hγp(T ) and g ∈ Hγ+1p (T, ℓ2) the Cauchy prob-
lem (4.17) with initial condition v(0) = u0 has a unique solution v ∈ Hγ+2p (T ). For this solution
we have
∥v∥Hγ+2p (T ) ≤ N

∥ f ∥Hγp(T ) + ∥g∥Hγ+1p (T,ℓ2) + ∥u0∥Uγ+2p

, (4.18)
where N only depends on d, d1, p, γ, δ, K , T .
Proof. Under the given assumptions the system in (4.17) is a set of d1 number of independent
single equations. Thus the unique solvability and the estimate (4.18) follow from Theorem 5.1
in [8]. 
In the next theorem we remove the condition that Ai j s are diagonal.
Theorem 4.2. The claim of Theorem 4.1 holds true even if one drops the assumption that Ai j is
a diagonal matrix for each i, j .
Proof. First assume γ = 0. As a particular case of Theorem 4.1 we have the unique solution
v ∈ H2p(T ) of
dv = (∆v + f )dt + gdwt , v(0) ≡ u0
with the estimate
∥v∥H2p(T ) ≤ N

∥ f ∥Lp(T ) + ∥g∥H1p(T,ℓ2) + ∥u0∥U2p

. (4.19)
On the other hand, for each fixed ω the system
dwt = (Ai jwx i x j + (Ai j − δi j I )vx i x j )dt, w(0) = 0 (4.20)
is a deterministic system. Hence, for instance, by Theorem 1.1 in [12] (cf. see Section 10,
Chapter 7 in [11] for the results with anisotropic spaces) it follows that the problem (4.20) has a
unique solution w ∈ H2p(T ) with
∥w∥H2p(T ) ≤ N∥(Ai j − δi j I )vx i x j ∥Lp(T ) ≤ N∥vxx∥Lp(T ). (4.21)
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Now, u = v + w is a solution of our Cauchy problem and one gets the estimate (4.18) for
γ = 0 by combining (4.19) and (4.21). The uniqueness follows from the theory for deterministic
systems.
The case γ ≠ 0 easily follows from the fact that (1 −∆)µ/2 : Hγp → Hγ−µp is an isometry
for any γ, µ ∈ R when p ∈ (1,∞); indeed, u ∈ Hγ+2p (T ) is a solution of (4.17) if and only if
u¯ := (1−∆)γ /2u ∈ H2p(T ) is a solution of (4.17) with (1−∆)γ /2 f, (1−∆)γ /2g, (1−∆)γ /2u0
in places of f, g, u0 respectively. Moreover, we have
∥u∥Hγ+2p (T ) = ∥u¯∥H2p(T )
≤ N

∥(1−∆)γ /2 f ∥Lp(T ) + ∥(1−∆)γ /2g∥H1p(T,ℓ2) + ∥(1−∆)γ /2u0∥U2p

= N

∥ f ∥Hγp(T ) + ∥g∥Hγ+1p (T,ℓ2) + ∥u0∥Uγ+2p

.
The theorem is proved. 
Now, we weaken the assumption Σ i ≡ 0 of Theorem 4.2. Recall Σ ie := Σ i −Σ id where Σ id is
the diagonal part of Σ i , i.e., Σ id = (δkrσ ikr ).
Theorem 4.3. There exists a constant ε > 0 depending on d1, d, p, δ, K , T such that if
κ0 := sup
ω∈Ω ,1≤i≤d,t∈[0,T ]
|Σ ie (ω, t)| ≤ ε, (4.22)
then the Cauchy problem (4.17) admits a unique solution u ∈ Hγ+2p (T ), and the esti-
mate (4.18) holds.
Proof. As in the proof of Theorem 4.2 we may assume γ = 0. Also, as usual we assume u0 = 0
(see the proof of Theorem 5.1 in [8]).
Case 1. Assume that Σ i is diagonal, i.e., Σ ie ≡ 0 for each i . Then we have Σ i (t) = (σ ikr (t)δkr )
and (4.17) becomes
duk = ai jkrurx i x j + f kdt + σ ikk,mukx i + gkmdwmt ,
uk(0) = 0; k = 1, 2, . . . , d1. (4.23)
Define the process x ikt :=
∞
m=1
 t
0 σ
i
kk,m(s)dw
m
s for each i, k and x
k
t = (x1kt , x2kt , . . . , xdkt ).
Also, define u¯k(t, x) = uk(t, x − xkt ), and f¯ k(t, x), g¯k(t, x) are defined similarly. Now, we
apply the Itoˆ–Wentzell formula (see Lemma 4.7 in [8]) to the equation of each uk , and we find
that (4.23) is equivalent to
du¯k =

ai jkr −
1
2
(σ ikk, σ
j
kk)ℓ2δkr

u¯rx i x j + f¯ k − (σ ikk, g¯kx i )ℓ2

dt + g¯kmdwmt ,
u¯k(0) = 0; k = 1, 2, . . . , d1,
or
du¯ =

Ai j − 1
2
(Σ i )∗Σ j

u¯x i x j + f¯ − Σ i g¯x i

dt + g¯mdwmt , u¯(0) = 0, (4.24)
where u¯ := (u¯1, . . . , u¯d1). By Theorem 4.2 the problem (4.24) has a unique solution u¯ ∈ H2p(T )
with
∥u¯∥H2p(T ) ≤ N

∥ f¯ − Σ i g¯x i ∥Lp(T ) + ∥g¯∥H1p(T,ℓ2)

≤ N

∥ f¯ ∥Lp(T ) + ∥g¯∥H1p(T,ℓ2)

.
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Hence, (4.23) admits a unique solution u, and the estimate (4.18) follows since the L p-norms are
translation-invariant.
Case 2. By Assumption 2.4, for any d1 × d matrix ξ we have
2K |ξ |2 ≥ ξ∗i

Ai j − 1
2
(Σ i )∗Σ j

ξ j ≥ δ|ξ |2
and on the other hand
ξ∗i

Ai j − 1
2
(Σ i )∗Σ j

ξ j = ξ∗i

Ai j − 1
2
(Σ id)
∗Σ jd

ξ j
− 1
2
ξ∗i

(Σ id)
∗Σ je + (Σ ie )∗Σ jd + (Σ ie )∗Σ je

ξ j .
It is easy to find a constant ε1 > 0 so that if κ0 ≤ ε1, then
4K |ξ |2 ≥ ξ∗i

Ai j − 1
2
(Σ id)
∗Σ jd

ξ j ≥ δ2 |ξ |
2
holds. Hence, by the result of Case 1, for each u ∈ H2p,0(T ) we can define v := Ru ∈ H2p,0(T )
as the solution of
dv =

Ai jvx i x j + f

dt +

Σ id,mvx i + Σ ie,mux i + gm

dwmt , v(0) = 0. (4.25)
If we assume κ0 ≤ ε1, the map R : H2p,0(T )→ H2p(T ) is well defined and bounded. We plan to
show that Rn is a contraction for some large integer n with a further restriction on κ0. We note
that for t ≤ T and any u1, u2 ∈ H2p,0(T ) we have
∥Ru1 − Ru2∥pH2p(t) ≤ N0∥Σ
i
e (u1 − u2)x i ∥pH1p(t,ℓ2),
where N0 depends only on d1, d, p, δ, K , T . By the inequality ∥ux∥1,p ≤ N (∥uxx∥p + ∥u∥p),
for each t we have
∥Σ ie (u1 − u2)x i ∥pH1p(t,ℓ2) ≤ Nκ
p
0 (∥(u1 − u2)xx∥pLp(t) + ∥u1 − u2∥
p
Lp(t))
≤ Nκ p0 (∥u1 − u2∥pH2p(t) + ∥u1 − u2∥
p
Lp(t)).
It follows that by (2.6)
∥Ru1 − Ru2∥pH2p(t) ≤ N0Nκ
p
0 ∥u1 − u2∥pH2p(t) + N0Nκ
p
0
×
 t
0
E∥u1(s)− u2(s)∥ppds
≤ N0Nκ p0 ∥u1 − u2∥pH2p(t) + N0Nκ
p
0 N1
×
 t
0
∥u1 − u2∥H2p(s)ds, (4.26)
where N1 depends only on d1, d, p, T . After this, by following the argument in the proof of
Theorem 6.4 in [8], we can find ε ∈ (0, ε1) and n so that for any κ0 ≤ ε the operator Rn is a
contraction, and thus the existence, the uniqueness and the estimate (4.18) follow. 
In some situation we can remove the restriction that Σ i s are close to diagonal matrices.
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Corollary 4.4. Assume Σ¯ i (ω, t) = O∗(ω)Σ i (ω, t)O(ω) for some F0-measurable orthogonal
matrix O, where Ai j (ω, t), Σ¯ i (ω, t)s satisfy Assumption 2.4 and Σ i s satisfy the condition
(4.22) in Theorem 4.3. Then the assertion of Theorem 4.3 holds for the system (4.17) with Σ¯ i in
place of Σ i , i = 1, 2, . . . , d.
Proof. Consider the problem
dv = ((OAi j (t)O∗)vx i x j +O f )dt + (Σ im(t)vx i +Ogm)dwmt , v(0) = Ou0.
Notice that OAi jO∗,Σ i (i, j = 1, 2, . . . , d) satisfy the same conditions that Ai j , Σ¯ i (i, j =
1, 2, . . . , d) satisfy since O is orthogonal. Moreover, note that ε in (4.22) is independent of the
choice of O. Hence, by Theorem 4.3 there exists a unique solution v ∈ Hγ+2p (T ) with the
estimate
∥v∥Hγ+2p (T ) ≤ N

∥O f ∥Hγp(T ) + ∥Og∥Hγ+1p (T,ℓ2) + ∥Ou0∥Uγ+2p

= N

∥ f ∥Hγp(T ) + ∥g∥Hγ+1p (T,ℓ2) + ∥u0∥Uγ+2p

. (4.27)
Now, we define u = O∗v. It is clear that u is the unique solution of
du = (Ai j (t)ux i x j + f )dt + (Σ¯ i (t)ux i + gm)dwmt , u(0) = u0
and the estimate (4.18) follows from (4.27). The corollary is proved. 
Proof of Theorem 2.6. Since we have already proved the theorem for the system with
coefficients independent of x , it is enough to follow a standard perturbation argument based
on the regularity condition of the coefficients (see Assumption 2.4), localization technique and
method of continuity. The details of this argument can be found in the proof of Theorem 5.1
of [8], where the theorem is proved for single equations. The only difference is that one needs to
use Theorem 4.3 in this article in place of Theorem 4.10 of [8]. The theorem is proved. 
Remark 4.5. Using Corollary 4.4 instead of Theorem 4.3 and following the arguments in the
proof of Theorem 2.6, we can extend Theorem 2.6 to the case when Σ i s are diagonalizable via
an orthogonal matrixO(ω, x), i.e., if there is F0×B(Rd)-measurable d1×d1 orthogonal matrix
O(ω, x) such that O∗Σ iO is diagonal for each i .
Remark 4.6. Recently [17] also considered a class of stochastic systems driven by cylindrical
Brownian motion and used small perturbation arguments.
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Appendix. Algebraic condition (2.7)
We show that the condition (2.7) is necessary even if p = 2, d = 1 and A = (akr ) is a
positive symmetric matrix. We demonstrate this in a heuristic manner, using a simple system.
Assume d = 1 and consider
du(t, x) =

akr (t)u
r
xx (t, x)+ f k(t, x)

dt +

σkr,m(t)u
r
x (t, x)+ gkm(t, x)

dwmt , (A.28)
uk(0, x) = uk0(x)
or,
du = (Auxx + f ) dt + (Σmux + gm) dwmt , u(0) = u0
where A = (akr ) and Σm = (σkr,m). For simplicity, assume f ≡ 0, u(0) ≡ 0, and Σ is bounded,
i.e., we have
du = Auxxdt + (Σmux + gm) dwmt , u(0) ≡ 0. (A.29)
We aim to show
∥ux∥H12 ≤ N∥g∥H12 ,
which implies (remember ∂(1−∆)−1/2 is a bounded operator in Hγp for any γ )
∥uxx∥L2 = ∥∂xux∥L2 = ∥∂(1−∆)−1/2(1−∆)1/2ux∥L2
≤ N∥(1−∆)1/2ux∥L2
= N∥ux∥H12
≤ N∥g∥H12 .
The norm ∥uxx∥L2 is a part of ∥u∥H2p . Since (1−∆)1/2u, (1−∆)1/2g instead of u, g also satisfy
the system (A.29), we only need to show
∥ux∥L2 ≤ N∥g∥L2 . (A.30)
We take spatial Fourier transform on (A.28) with the following form of Fourier transform,
FM(ξ) = M˜(ξ) = (2π)− d2

Rd
e−iξ ·yM(y)dy,
for matrix-valued function M defined on Rd , where ξ · y is the real scalar product of ξ and y. We
have
duk(t, ξ) = −ξ2akr (t)ur (t, ξ)dt + iξσkr,m(t)ur (t, ξ)+gkm(t, ξ) dwmt
for each k. The complex conjugate of this equation is
duk(t, ξ) = −ξ2akr (t)ur (t, ξ)dt + −iξσkr,m(t)ur (t, ξ)+gkm(t, ξ) dwmt .
By Itoˆ’s formula, or stochastic product rule, we have
d|uk(t, ξ)|2 = d uk(t, ξ)uk(t, ξ)
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= uk(t, ξ)duk(t, ξ)+ uk(t, ξ)duk(t, ξ)+ duk(t, ξ)duk(t, ξ)
=

−ξ2akr (t)uk(t, ξ)ur (t, ξ)− ξ2akr (t)uk(t, ξ)ur (t, ξ)
+ ξ2(σkl(t), σkr (t))ℓ2ul(t, ξ)ur (t, ξ)
+ 2Re

iξgkm(t, ξ)σkr,m(t)ur (t, ξ)+ |gkm(t, ξ)|2

dt
+ 2Re

−iξσkr,m(t)uk(t, ξ)ur (t, ξ)+ uk(t, ξ)gkm(t, ξ) dwmt .
Now, by taking mathematical expectation and recalling the zero initial condition, we get
E |u(t, ξ)|2 = E d1
k=1
|uk(t, ξ)|2
= −E
 t
0
ξ2

akr (s)uk(s, ξ)ur (s, ξ)+ akr (s)uk(s, ξ)ur (s, ξ)
− (σkl(s), σkr (s))ℓ2ul(s, ξ)ur (s, ξ)

ds
+E
 t
0

2Re

iξgkm(s, ξ)σkr,m(s)ur (s, ξ)+ |g(s, ξ)|2 ds.
Since A is symmetric positive and E |u(t, ξ)|2 is nonnegative, we see
E
 t
0

2|A1/2ux (s, ξ)|2 −

m
|Σmux (s, ξ)|2

ds
≤ E
 t
0

2Re

iξgkm(s, ξ)σkr,m(s)ur (s, ξ)+ |g(s, ξ)|2ℓ2 ds.
We integrate both sides with respect to ξ and use Parseval’s identity, Young’s inequality, the
boundedness of Σ to have
E
 t
0

R
(ux )
∗(s, x) (2A(s)−A(s)) ux (s, x)dxds
≤ E
 t
0

R

2Re
gkm(s, ξ)σkr,m(s)urx (s, ξ)+ |g(s, ξ)|2ℓ2 dξds
≤ E
 t
0

R

δ|ux (s, ξ)|2 + N (δ)|g(s, ξ)|2ℓ2 dξds
≤ δ∥ux∥2L2(t) + N (δ)∥g∥2L2(t)
with δ > 0 from (2.7). Now, we see that the condition (2.7) is essential to have
2δ∥ux∥2L2(t) ≤ δ∥ux∥2L2(t) + N (δ)∥g∥2L2 , δ∥ux∥2L2 ≤ N (δ)∥g∥2L2 .
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Remark A.1. In the calculation above we have used Parseval’s identity which works when
p = 2. If one wants to avoid such calculation based on Fourier transform, one starts with
d(uk)2 = 2ukduk + dukduk
and uses integration by parts, carry on similar arguments, then one gets (A.30) again. 
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