Abstract. Motivated by the GKM picture of the equivariant cohomology ring for a torus action on an orbifold we define one-skeletons and their corresponding rings, H(Γ, α). We prove that, under a mild genericity condition, such a ring is a free S(g * )−module, with generators given by Thom classes of flow-outs of the vertices. We also show that many interesting notions and results in symplectic geometry, including symplectic reduction, blow-up, symplectic cutting and the ABBV localization theorem, have correspondents in the theory of one-skeletons.
Introduction
Let G be a compact abelian Lie group, M a compact symplectic manifold and τ : G × M → M a Hamiltonian action of G on M with isolated fixed points and with moment map, Φ : M → g * . The convexity theorem ( [At] , [GS1] ) asserts that the image
is a convex polytope and that the intersection ∆ reg = ∆ ∩ g * reg of ∆ with the set of regular values of Φ is a disjoint union of convex polytopes. Moreover, if µ is the push-forward by Φ of the symplectic volume form on M , then, by the Duistermaat-Heckman theorem, its restriction to each of the polytopes is a product of Lebesgue measure with a polynomial. This moment data: ∆, the "honeycomb" structure of ∆ reg , the DuistermaatHeckman polynomials associated with the polytopes in this honeycomb,.., encode a lot of information about the geometry of M . For instance one can read off from it the structure of the equivariant cohomology ring of M and of the reduced spaces, M c , c ∈ ∆ reg . (See [GKM] , [Ki] and [TW] .) In fact if dim M = 2 dim G (i.e., if M is a toric variety) the correspondence between G-manifolds and polytopes defined by M ↔ ∆ can be regarded as a kind of equivalence of categories. (See [Fu] and [De] .)
In [GZ] we showed that vestiges of this "moment data" picture exist for manifolds which are almost-symplectic (admit a G-invariant two-form of maximal rank) and for which τ has the following GKM property: For every fixed point, p, the isotropy representation of G on T p is two-independent, Supported by NSF grant DMS 890771. Printed March 4, 2008. i.e., if α 1 , . . . , α d are the weights of this representation, then, for i = j, α i and α j are linearly independent.
If M is an almost symplectic manifold with this property, one can associate with it a combinatorial object which corresponds, in the symplectic case, to the one-skeleton of the honeycomb, ∆ reg ; and one can read off from it, as above, a lot of interesting geometric invariants of M . In particular, by a theorem of Goresky-Kottwitz-McPherson, one can read off from it the structure of the equivariant cohomology ring of M . (See [GKM] , [TW] , [BV] and [GS3] .)
In [GZ] we also considered the following question: Given the fact that the equivariant cohomology ring of M is determined by its one-skeleton, are many of the standard theorems in equivariant de Rham theory just combinatorial facts about "one-skeletons"? To make this question precise, we proposed the following definition for "one-skeleton": Let Γ be a finite simple d-valent graph, let V Γ be the set of vertices of Γ, I Γ the set of oriented edges of Γ and π : I Γ → V Γ the map which assigns to each oriented edge its initial point. We defined a one-skeleton to be a triple consisting of Γ, of a connection on the bundle, π : I Γ → V Γ (i.e., a recipe for moving the fibers of π along paths in Γ) and a function α : I Γ → g * which is invariant under parallel transport (in a sense which we will make precise in §2) and which specifies the directions of the edges of Γ with respect to a putative embedding of Γ into g * . (We call α the axial function of Γ.) An example of such an object is the one-skeleton, Γ, of the polytope, ∆. The edges, e, of Γ are the edges of ∆; and the function, α, is defined by α e = λ e (q − p) , p and q being the end points of e. (λ e is a scalar, depending on e, which is chosen so as to make α "invariant under parallel transport".) Finally the connection on Γ transports π −1 (p) to π −1 (q) by mapping the oriented edge, e ′ , e ′ = e, to the unique oriented edge, e ′′ , lying on the two-plane spanned by e and e ′ , and by mapping e itself to −e (i.e., e with the reversed orientation).
If M is a Hamiltonian G-manifold with moment map, Φ, and Φ maps M G bijectively onto its image in g * , its one-skeleton is just the one-skeleton of ∆ reg . However, if M is an "almost-Hamiltonian" G manifold the description of its one-skeleton is more complicated. The graph, Γ, is the intersection graph of a necklace of embedded CP 1 's and the existence of a connection on this graph makes use of Klyachko's equivariant version of the BirkhoffGrothendieck theorem on classification of vector bundles over CP 1 's. For the details see §1.6 of [GZ] .
For a one-skeleton, (Γ, α), we define positive integers β 2i = β 2i (Γ) , i = 0, . . . , d
which we call the Betti numbers of Γ. For the one-skeleton of a manifold, M , these are the usual Betti numbers of M ; and for the one-skeleton of a polytope, ∆, they are defined as follows. Fix a vector, ξ ∈ g with the property that ξ · e = 0 for all edges, e, of ∆, and let β 2i be the number of vertices, p, for which exactly i of the edges pointing out of p make an acute angle with ξ. (We will show in §1.3 that this definition is independent of ξ.
The proof is the same as given in [GZ] .) We also associate with Γ a Noetherian ring, H(Γ, α) which contains S(g * ) as a subring and which, for the one-skeleton of a manifold, M , is the equivariant cohomology ring of M , and for a polytope, ∆, is the Stanley-Reissner ring of the dual polytope (see [St] ). Motivated by what happens in the manifold case one might conjecture that H(Γ, α) is a free module over S(g * ) with β 2i generators in dimension 2i. Unfortunately this conjecture isn't always true. For instance it is possible for Γ to be connected (as a graph) and for β 0 (Γ) to be greater than one; and it is easy to see that, for such one-skeletons, the conjecture is false. In [GZ] we proved that a necessary condition for this conjecture to be true is that, for certain sub-skeletons, Γ ′ , of Γ of valence 2, β 0 (Γ ′ ) is equal to the number of connected components of Γ ′ . The purpose of this article is to show that, if this condition holds and the axial function, α, satisfies a mild "genericity" condition, this conjecture is true. (In the manifold case this genericity condition amounts to assuming that for every fixed point, p, the isotropy representation of G on T p is three-independent.)
We will prove, in fact, a refined version of this conjecture. Let Φ : V Γ → R be a Morse function on Γ (see §1.4). Then the generators of H(Γ, α) in dimension 2i are the Thom classes of the unstable "manifolds" associated with the vertices p ∈ V Γ of index 2i. In the course of proving this result we prove a number of other interesting results about one-skeletons. In particular, we show that there is an analogue in one-skeleton theory of symplectic reduction. If c is a "regular" value of Φ there exists a "reduced" one-skeleton, Γ c , having some of the formal properties of the reduced space of a symplectic manifold. For instance we prove a graph theoretical version of the "surgery" theorem of Brion-Procesi [BP] and , which asserts that as one passes through a critical point of Φ, Γ c changes by a "blow-up" followed by a "blow-down". We also prove a graph theoretical version of the Kirwan surjectivity theorem which asserts that there is a graph theoretical Kirwan map
which maps H(Γ, α) surjectively onto H(Γ c , α c ). (From this one gets a simple prescription for computing H(Γ c , α c ) in terms of H(Γ, α) which, in the manifold case, is due to Tolman-Weitsman, see [TW] .) Finally we show that there is an analogue in one-skeleton theory of the symplectic cutting operation, and use it to prove a graph theoretic analogue of the rationality theorem of Bialynicki-Birula, [BB] .
Our definition of one-skeleton is slightly more general than that in [GZ] . The one-skeletons considered there were the abstract analogues of the oneskeletons of manifolds. Here they are the abstract analogues of the oneskeletons of orbifolds. Their defining data involve not only a graph, a connection and an axial function, but also a multiplicity function, µ : V Γ → R, which keeps track of the "singularities" of V Γ . (This corresponds to the function which assigns to each point of an orbifold the cardinality of its isotropy group.) One of the main results of [GZ] was a combinatorial version of the Atiyah-Bott-Berline-Verge localization theorem. (Our version of ABBV asserts that there exists an integration operation on H(Γ, α) with certain nice properties.) For the sake of completeness we prove in §8.3 the "orbifold" version of this theorem.
We would like to thank Ethan Bolker for helpful comments, in particular for the simple proof which we describe in section 1.3 of the well-definedness of our combinatorial Betti numbers.
1. One-skeletons 1.1. Connections and axial functions. Let Γ be a d-valent graph. Denote by V the set of vertices, by E the set of edges and by I Γ ⊂ V × E the set of incidence relations. If we regard the natural projection
as a fiber bundle then the fiber over a vertex p is E p , the set of all pairs (p, e) ∈ I Γ , i.e. the set of oriented edges of Γ pointing out from p. A connection θ on Γ is a family of bijective maps (θ p,e : E p → E q ) (p,e)∈I Γ (where q is the other vertex of e) having the following properties:
q,e . Associated to the notion of connection is that of holonomy. Consider θ a connection on Γ and fix p ∈ V Γ . For each loop γ starting and ending at p one gets a bijection σ γ : E p → E p by composing the maps corresponding to the edges of γ. Let Hol(Γ, θ, p) be the subgroup of the permutation group Σ(E p ) generated by the elements of the form σ γ for all loops γ based at p. If p 1 and p 2 can be connected by a path then the holonomy groups Hol(Γ, θ, p 1 ) and Hol(Γ, θ, p 2 ) are conjugated; therefore if Γ is connected then we can define the holonomy group Hol(Γ, θ) as being the group Hol(Γ, θ, p) for any point p. We will also say that θ has trivial holonomy if Hol(Γ i , θ) is trivial for each connected component Γ i of Γ.
Let θ be a fixed connection for Γ and let g * be a real vector space of dimension n.
A function α : I Γ → g * is called an axial function compatible with θ if it satisfies conditions 1, 2 and 3 below:
1: There exists µ : I Γ → (0, ∞) such that for every edge e connecting p and q, µ p,e α p,e = −µ q,e α q,e .
2:
For every vertex p, the vectors
are 2-independent. 3: For every edge e of Γ joining p to q and for every (p,
For an edge e = (p, q) of Γ consider g * e = g * /(Rα p,e ) and let ρ e : g * → g * e be the natural projection; then (1.3) can be restated as
Definition 1.1. A one-skeleton structure on Γ is a pair (α, θ) consisting of a connection θ and an axial function α compatible with θ. A one-skeleton is a graph endowed with a one-skeleton structure.
1.2. Two important examples. We will develop the subsequent theory having in mind two particularly important examples:
Example 1.1. Abstract GKM graphs : Let Z * G be a lattice in g * , g be the dual vector space and Z G be the dual lattice. Assume that α takes values in Z * G , that there exists µ : V Γ → N such that µ p,e = µ p for all (p, e) ∈ I Γ and that all λ's in condition 3 are equal to 1. The function µ : V Γ → N will be called multiplicity function.
This case corresponds to the GKM graph associated to an orbifold on which a torus T n acts; the value µ(p) is the order of the isotropy group at the fixed point p. The multiplicity of Γ, µ Γ , is defined as the greatest common divisor of the values {µ(p) ; p ∈ V Γ }. For µ ≡ 1 we get the manifold case.
Example 1.2. Special convex polytopes :
Let Φ : ∆ → g * be an embedding of the d-valent convex polytope ∆ into g * and let Γ be the one-skeleton of ∆. For every edge e = (p, q) define
Then the third condition is equivalent to the fact that for every edges pq and pa, there exists an edge qb such that p, q, a, b lie in a 2-plane. We will assume this condition satisfied. This is the case , for example, for simple polytopes (d = n). Then α : I Γ → g * is an axial function, the multiplicity function µ being constant and equal to 1. 1.3. Betti numbers. Let (Γ, α) be a one-skeleton. Consider the set of polarized vectors in g, P = {ξ ∈ g : α p,e (ξ) = 0 for all (p, e) ∈ I Γ }.
For ξ ∈ P and p ∈ V Γ , let σ p = σ p (ξ) be the number of edges e, with one vertex p, for which α p,e (ξ) < 0. Let β k be the number of vertices p with σ p = k. Since σ p depends on ξ, it is surprising to find that these Betti numbers don't. Theorem 1.1. The β k 's don't depend on ξ; i.e. they are combinatorial invariants of (Γ, α).
Proof. Let P i , i = 1, ..., N , be the connected components of P and consider an (n−1)-dimensional wall separating two adjacent P i 's. This wall is defined by an equation of the form
for some (p, e) ∈ I Γ . Let q be the other vertex of e and lets compute the changes in σ p and σ q as ξ passes through this wall: Let e i , i = 1, ..., d be the edges meeting at p and e ′ i , i = 1, ..., d be the edges meeting at q ( with e d = e ′ d = e ). By (1.3) we can order the e i 's so that, for
From (1.2) follows that for every
Then there exists a neighborhood U of ξ 0 in g such that for i = 1, ..., d − 1 and ξ ∈ U , α p,e i (ξ) and α q,e ′ i (ξ) have the same sign and this common sign doesn't depend on ξ ∈ U . Such a neighborhood will intersect both regions created by the wall (1.4). Now suppose that ξ ∈ U and that r of the numbers α p,e i (ξ), i = 1, ..., d − 1, are negative. Since µ p,e α p,e (ξ) = −µ q,e α q,e (ξ), it follows that for α p,e (ξ) positive σ p = r and σ q = r + 1 and for α p,e (ξ) negative σ p = r + 1 and σ q = r In either case, as ξ passes through the wall (1.4), the Betti numbers don't change.
Remark. When we change ξ to −ξ, a vertex with index k will now have index d − k, where d is the valence of Γ. Since the Betti numbers don't depend on ξ it follows that we have
( 1.5) 1.4. Positively oriented functions. Every element ξ ∈ P defines an orientation o ξ of Γ; for an edge e = (p, q) we define
Let "≺" be the partial order generated by o ξ . This orientation depends only on the connected component of P in which ξ lies; we say that (Γ, α) is ξ-acyclic if the oriented graph (Γ, o ξ ) has no cycles.
For p ∈ V Γ , let F p be the flow-out of p, i.e.
Given ξ ∈ P, a function f : V Γ → R is positively oriented with respect to ξ if, for every pair of vertices, p and q, and edge, e, joining p to q, f (p) − f (q) and α q,e (ξ) have the same sign.
If f is positively oriented with respect to ξ, the orientation of Γ associated with ξ can't have cycles since f has to be strictly increasing along any oriented path. The converse is also true, i.e.:
Theorem. If Γ is a ξ-acyclic one-skeleton then there exists an injective function f : V Γ → R which is positively oriented with respect to ξ.
1.5. The cohomology ring. From the data (Γ, α) one can construct a graded ring
called the cohomology ring, as follows. For each edge e, the map ρ e : g * → g * e extends to a ring morphism
. Let V Γ be the set of vertices of Γ and let H 2k (Γ, α) be the set of all maps
satisfying the compatibility condition:
for all vertices, p and q, and edges, e, joining p to q. This condition amounts to saying that
One can give a ring structure on H(Γ, α) by defining multiplication pointwisely
(Notice that if f 1 and f 2 satisfy (1.7) so does f 1 f 2 since ρ e is a ring morphism.) In addition, H(Γ, α) contains S(g * ) as a subring: the ring of constant maps of V Γ into S(g * ). In particular, H(Γ, α) is a module over S(g * ).
2. Examples 2.1. The complete one-skeleton. The vertices of the graph are the elements of the set V = {p 1 , . . . , p N } and each pair of elements, (p i , p j ), i = j, is joined by an edge. Thus the set of oriented edges is just the set
The fiber over p i is
The natural connection θ is given along the edge (p i , p j ) by θ ij :
Note that this connection is invariant under all permutations of the vertices of the complete one-skeleton. Let τ : V → g * be any function such that τ 1 , .., τ N are 3-affine independent and let µ : V × V → (0, ∞) be any function. Then the function α given by
is an axial function compatible with the natural connection θ on Γ. For this one-skeleton we will call τ : V → S 1 (g * ) the generating class of Γ.
We will determine the additive structure of the cohomology ring of the complete one-skeleton with N vertices. If dim (g * ) = n then we will define
If no confusion is possible then we will omit n.
Theorem 2.1. If Γ N is the complete one-skeleton with N vertices and generating class τ , then
where the direct sum contains only terms for k ≤ m. In particular,
Proof. The generating class τ ∈ H 2 (Γ N ) satisfies the relation
where
We will show that every element f ∈ H 2m (Γ N ) can be written uniquely as
For m = 0 the statement is obvious. Assume m > 0 and let f ∈ H 2m (Γ N ). Consider the following linear system
. . .
Let A be the matrix of this system. Since det A is not a divisor of zero in S(g * ), the system will have a unique solution in the field of fractions of S(g * ). If B is the inverse of A then the entries on the first row are
Therefore g m is given by
A priori, g m is an element in the field of fractions of S(g * ). But since
for all i = j, and then all the factors in the denominator of g m will be canceled and g m ∈ S m (g * ) (details of a similar argument are given in §8.3). Moreover, from (2.7) follows that
given by h(p i ) = h i , satisfies the compatibility conditions and is therefore an element of H 2(m−1) (Γ N ). Thus we have written f as
From the induction hypothesis, h can be uniquely written as
Introducing (2.9) in (2.8) and using (2.4) we get that f can be written in the form (2.5). These f k 's are the solutions of (2.6) and hence are unique.
If m < k then the corresponding f m−k would have negative degree; the only possibility is that it is zero.
2.2. Sub-skeletons. Let Γ 0 be an r-valent sub-graph of (Γ, α) and j the inclusion of V Γ 0 into V Γ . From j one gets an embedding i : I Γ 0 → I Γ and one can pull-back the axial function α to I Γ 0 . In general i * α won't be an axial function; however if it is, we will say that Γ 0 is compatible with α and call (Γ 0 , i * α) a sub-skeleton of (Γ, α). Associated to sub-skeletons is the notion of normal holonomy. Let Γ 0 be a sub-skeleton of Γ and θ 0 the connection on Γ 0 induced by θ. For a vertex p ∈ V Γ 0 , let E 0 p be the fiber of I Γ 0 over p and
γ , for all loops γ included in Γ 0 and based at p. Again, if p 1 and p 2 are connected by a path in Γ 0 , then Hol ⊥ (Γ, Γ 0 , p 1 ) and Hol ⊥ (Γ, Γ 0 , p 2 ) are conjugated so, if Γ 0 is connected, we can define the normal holonomy group Hol ⊥ (Γ 0 , Γ) of Γ 0 in Γ to be Hol ⊥ (Γ, Γ 0 , p) for any p ∈ Γ 0 . We will also say that Γ 0 has trivial normal holonomy in Γ if Hol ⊥ (Γ 0i , Γ) is trivial for every connected component Γ 0i of Γ 0 .
2.3.
The one-skeleton Γ h . Let h be a vector subspace of g. The inclusion map h → g induces a transpose map ρ h : g * → h * . Let Γ h be the subgraph of Γ whose edges are the edges, e, of Γ for which ρ h α p,e = 0 = ρ h α q,e p and q being the vertices of e. Each connected component of this graph is k-valent for some k; the connection θ on Γ induces a connection θ h on Γ h and the restricted axial function is compatible with θ h .
Product one-skeletons
Two vertices (p, q) and (p ′ , q ′ ) are joined by an edge if either p = p ′ and q and q ′ are joined by an edge in Γ 2 or q = q ′ and p and p ′ are joined by an edge in Γ 1 .
If θ 1 and θ 2 are connections on Γ 1 and Γ 2 then the product connection, θ, on Γ 1 × Γ 2 is given by
One can construct an axial function on Γ compatible with θ by defining
Then (Γ, α) is a d 1 +d 2 -valent one-skeleton it will be called the direct product of Γ 1 and Γ 2 .
2.5. Twisted products. One can extend the results we've just described to twisted products. Let Γ 0 and Γ ′ be two graphs and ψ :
for every edge e = (p, q). We will define the twisted product of Γ 0 and Γ ′ ,
as follows. The set of vertices of this new graph is
are joined by an edge iff 1. p 01 = p 02 and p ′ 1 , p ′ 2 are joined by an edge of Γ ′ (these edges will be called vertical) or 2. p 01 and p 02 are joined by an edge, e, of Γ 0 and
(these edges will be called horizontal). For a vertex p = (p 0 , p ′ ) ∈ V Γ we denote by E h p the set of horizontal edges at p and by E v p the set of vertical edges at p. Then the projection π :
and Ω(Γ 0 , q 0 ) be the fundamental group of Γ 0 , i.e. the set of all loops based at q 0 . Every such loop γ induces an element ψ γ ∈ Aut(Γ ′ ) by composing the automorphisms corresponding to its edges. Let now G be the subgroup of Aut(Γ ′ ) which is the image of the morphism
Assume now that θ 0 is a connection on Γ 0 and θ ′ is a G-invariant connection on Γ ′ . Using these we will define a connection on the twisted product.
If we require the connection we are about to define to take horizontal edges to horizontal edges and vertical edges to vertical edges, we must decide how these horizontal and vertical components are related at adjacent points of V . For the horizontal component, the relation is simple: By assumption, the map
is a bijection; so if p 1 and p 2 are adjacent points on the same fiber above p 0 ,
the bottom horizontal arrow being θ p 01 p 02 .
For the vertical component the relation is nearly as simple. Let p 0 ∈ V Γ 0 and γ a path in Γ 0 from q 0 to p 0 . Then ψ induces an automorphism
and we use Ψ γ to define a connection θ ′ p 0 on π −1 (p 0 ). Since θ ′ is G-invariant, this new connection is actually independent of γ.
Thus if p 1 and p 2 are adjacent points on the fiber above p 0 , the connection on Γ along p 1 p 2 is induced on vertical edges by θ ′ p 0 . On the other hand, if p 1 and p 2 are adjacent points on different fibers and
that will be the connection on vertical edges. Note that if Ψ is trivial then the twisted product is actually a direct product.
The axial functions on Γ which we will encounter in §3 won't as a rule be of the product form described in example 2.4. They will satisfy α(p, e) = α 0 (p 0 , e 0 ), e 0 = dπ p (e), (2.10) at all p ∈ V Γ and e ∈ E h p , α 0 being a given axial function on Γ 0 .
2.6.
Fibrations. An important example of twisted products is given by fibrations. Let Γ and Γ 0 be graphs of valence d and d 0 and let V and V 0 be their vertex sets.
Definition 2.1. A morphism of Γ into Γ 0 is a map f : V → V 0 with the property that if p and q are adjacent points in
(One can regard E h p as the "horizontal" component of E p and E v p as the "vertical" component.) By definition there is a map
which we will call the derivative of f at p.
Definition 2.2. A morphism f is a submersion at p if the map (2.11) is bijective. If (2.11) is bijective at all points of V then we will simply say that f is a submersion.
Theorem 2.2. Let Γ and Γ 0 be connected and let f be a submersion. Then: 1. f is surjective ; 2. For every p ∈ V 0 , the set V p = f −1 (p) is the vertex set of a subgraph of valence r = d − d 0 ; 3. If p, q ∈ V 0 are adjacent, there is a canonical bijective map
4. In particular, the cardinality of V p is the same for all p.
We will leave the proofs of these assertions as easy exercises. Note by the way that the map (2.12) satisfies
Definition 2.3. The submersion f is a fibration if the map (2.12) preserves adjacency: two points in V p are adjacent if and only if their images in V q are adjacent.
Let f be a fibration, p 0 be a base point in V 0 and p any other point. Let Γ p 0 and Γ p be the subgraphs of Γ (of valence r) whose vertices are the points of V p 0 and V p . For every path
which preserves adjacency. Hence all the graphs Γ p are isomorphic (and, in particular, isomorphic to Γ ′ := Γ p 0 ). Thus Γ can be regarded as a twisted product of Γ 0 and Γ ′ . Moreover, for every closed path
there is a holonomy map 15) and it is clear that if this map is the identity for all γ, this twisted product is a direct product, i.e. Γ ≃ Γ 0 × Γ ′ From (2.15) one gets a homomorphism of the fundamental group of Γ 0 into Aut(Γ ′ ); let G be its image. Given a connection on Γ 0 and a G invariant connection on Γ ′ , one can define a connection on Γ.
From now on, unless specified otherwise, we will assume that Γ is 3-independent.
3. The blow-up operation 3.1. The blow-up skeleton. Let Γ = (Γ, α, θ) be a d-valent one-skeleton and let Γ 0 be a sub-skeleton of valence d 0 and covalence s = d − d 0 . We will define in this section a new d-valent one-skeleton, Γ # , which we will call the blow-up of Γ along Γ 0 ; we will also define a blowing-down map
which will be a morphism of graphs in the sense that we defined in §2.5. The singular locus of this blowing-down map will be a twisted product of Γ 0 and a complete one-skeleton on r vertices; Γ # itself will be obtained from this singular locus by gluing it to the complement of Γ 0 in Γ. Here are the details: 
., d} be the set of points in V 2 which are adjacent to p i . Define a new set N p i = {p ia ; a = d 0 + 1, .., d}, with one new point for p ia for each q ia . For each pair of adjacent points, p and q, in V 0 , the holonomy map θ p,q : E p → E q induces a map
Let V 1 be the disjoint union of the N p 's and let f : V 1 → V 0 be the map which sends N p to p. We will make V 1 into a graph, Γ 1 , by decreeing that two points, p ′ and q ′ of V 1 , are adjacent iff f (p ′ ) = f (q ′ ) or p = f (p ′ ) and q = f (q ′ ) are adjacent and q ′ = τ p,q (p ′ ). It is clear that this notion of adjacency defines a graph, Γ 1 , of valence d − 1, and that f is a fibration in the sense of §2.6. Let p 0 be a base point in V 0 . The subgraph Γ ′ = f −1 (p 0 ) is a complete graph on s vertices; therefore we can equip it with the connection described in §2.1. This connection is invariant under all the automorphisms of Γ ′ , so we can, as in §2.6, take its twisted product with the connection on Γ 0 to get a connection on Γ 1 .
Consider positive numbers (n ia ) i,a such that
if p ia and p jb are joined by an horizontal edge; also assume that the original axial function α satisfies the condition
for every edge p i p j , where
We can now define an axial function on Γ # as follows.
On horizontal edges of Γ 1 , which are of the form p ia p jb , we will require that α ′ be defined by (2.10), i.e.
On vertical edges, that are of the form e ′ = p ia p ib , we define the axial function by
We will now define Γ # . Its vertices will be the set
and we define adjacency in V # as follows: 1. Two points, p ′ and q ′ , in V 1 , are adjacent if they are adjacent in Γ 1 . 2. Two points, p and q, in V 2 , are adjacent if they are adjacent in Γ. 3. Consider a point p ′ = p ia ∈ N p ia ⊂ V 1 . By definition, p ′ corresponds to a point q ia ∈ V 2 , which is adjacent to p i ∈ V . Join p ′ = p ia to q ia . Then Γ # is a graph of valence d and the blowing-down map
is defined to be equal to f on V 1 and to the identity map on V 2 . We equip Γ # with a one-skeleton structure as follows. I). We define an axial function, α # , by letting α # = α ′ on edges of type 1 and α # = α on edges of type 2. Thus it remains to define α # on edges of type 3. Let p ia q ia such an edge. Then we define
II). We define a connection, θ # , on Γ # , by letting θ # be equal to θ ′ on edges of type 1 and equal to θ on edges of type 2. Thus it remains to define θ # along edges of type 3. Let p i be a vertex of V 0 and q ia ∈ V 2 an adjacent vertex. Then there is a holonomy map 
This new one-skeleton (Γ # , α # ) is a d-valent one-skeleton, called the blowup of Γ along Γ 0 . There exists a blowing-down map β : Γ # → Γ, obtained by collapsing all p ia 's to the corresponding p i . The pre-image of Γ 0 under β, called the singular locus of β, is a (d − 1)-valent sub-skeleton of Γ # . A particularly important case occurs when Γ 0 has trivial normal holonomy in Γ. In this case the singular locus is naturally isomorphic to the direct product of Γ 0 with Γ ′ , which is a complete one-skeleton in Proof. For p ∈ V 0 let N p = β −1 (p) be the fiber over p. Then N p is a complete graph with s vertices for which a generating class is the restriction of τ 0 to N p . If f ∈ H 2m (Γ # 0 ) then h, the restriction of f to N p , is an element of H 2m (N p ) and then, from (2.5),
Let p i , p j ∈ V 0 be joined by an edge. If q ia , a = d 0 + 1, .., d are the neighbors of p i not in Γ 0 , the connection along the edge p i p j transforms the edges p i q ia into edges p j q ja , a = d 0 + 1, .., d, relabeling if necessary.
Then p ia and p ja are joined by an edge in Γ # 0 , which implies that
, and hence that
we deduce that for every a = d 0 + 1, .., d we have
is not a multiple of α p i p j for a = b (because Γ is 3-independent), the relations (3.7) imply that every term
3.3. The cohomology of the blow-up. We can now determine the additive structure of the cohomology ring of the blow-up one-skeleton. Theorem 3.1.
where the last sum contains only terms with k ≤ m.
Proof. We will show that every element f ∈ H 2m (Γ # ) can be written uniquely as
) and therefore, from Lemma 1 follows that
is constant along fibers of β, i.e. g ∈ H 2m (Γ). Hence f can be written as in (3.8).
If
which, from the uniqueness of (3.6), implies that g = g ′ and Let the other d−1 edges at p 0 be denoted by p 0 q a , a = 1, .., d, a = i. Let q a be such a neighbor of p 0 and h a be the annihilator in g of the 2-dimensional linear subspace of g * generated by α p 0 p i and α p 0 qa . The connected component of Γ ha that contains p 0 , p i and q a has Betti number equal to 1; therefore there exists exactly one more edge e ia = (p ia , q ai ) in this component that crosses the c-level of φ, i.e. for which φ(p ia ) < c < φ(q ai ). If v ia is the vertex of Γ c corresponding to e ia , we add an edge connecting v i to v ia . The axial function on this edge is
This axial function takes values in g * ξ , the annihilator of ξ in g * . Along the edge v i v ia , the connection of the reduced one-skeleton is defined as follows. Let (v i , v ib ) be another edge at v i ; it corresponds to an edge (p 0 , q b ). Denote s 1 = q b and let (t 2 , s 2 ), ..., (t k+1 , s k+1 ) be the edges obtained by transporting (t 1 , s 1 ) along the path t 1 , t 2 , ..., t k+1 . The edge (t k+1 , s k+1 ) corresponds to a neighbor v ′ iab of v ia . The connection on Γ c sends (
iab . Theorem 4.1. The reduced one-skeleton at c is a (d−1)-valent one-skeleton. If Γ is l-independent then Γ c is (l − 1)-independent.
Proof. Let v i be a vertex of Γ c , corresponding to the edge e = (p 0 , p i ) of Γ and let v ia be a neighbor of v i , corresponding to the edge e ia = (p ia , q ai ) and obtained as above by using the edge e a = (p 0 , q a ). Let t 0 = q a , t 1 = p 0 , t 2 = p i , ..., t k = p ia , t k+1 = q ai be the path that connects q 0 and q ai , crosses the c-level and is contained in the 2-dimensional sub-skeleton of Γ generated by p 0 , p i and q a (see figure 2) .
It is clear that α c v i v ia is a positive multiple of
where ι ξ is the interior product with ξ. Condition (1.1) implies that, for every j, α t j t j−1 ∧ α t j t j+1 and α t j−1 t j−2 ∧ α t j−1 t j have the same orientation, and then
Therefore α c v i v ia is a negative multiple of α c v ia v i , which is condition 1 for this edge of the reduced one-skeleton.
Preserving the notations used to define the connection along v i v ia , we will show that the (Γ c , α c ) satisfies the third condition.
Note that
A direct computation shows that
is a multiple of α c v i v ia ; if
Eliminating the intermediary terms, we obtain that
for λ = λ k · · · λ 1 > 0, which is the third condition for Γ c . The second condition, as well as the statement about the (l − 1)− independence, follows at once from the fact that the value of α c at the vertex v i of Γ c is a linear combination of two values of α at a vertex p 0 of Γ, one of which is fixed, namely α p 0 p i .
4.2.
Passage over a critical value. In this section we will study what happens to the reduced one-skeleton at c as c varies; it is clear that if there is no critical value between c and c ′ then the two reduced one-skeletons are identical.
Consider now that there exists exactly one critical value in the interval (c, c ′ ), attained at the vertex p 0 . Let r be the index of p 0 and s = d − r.
Theorem 4.2. Generically, the passage from Γ c to Γ c ′ is equivalent to a blowing-up of Γ c along a complete sub-skeleton with r vertices followed by a blowing-down to Γ c ′ along a complete sub-skeleton with s vertices.
Proof. The modifications from Γ c to Γ c ′ are due to the edges that cross one level but not the other one; but these are exactly the edges with one endpoint p 0 . Let (p 0 , p i ), i = 1, ..., r the edges of Γ that point downward and (p 0 , q a ), a = r + 1, ..., d the edges that point upward. Consider v i the vertex of Γ c associated to (p 0 , p i ) and w a the vertex of Γ c ′ associated to (p 0 , q a ), for i = 1, .., r and a = r+1, .., d. Then the v i 's are the vertices of a complete subskeleton Γ ′ c of Γ c and the w a 's are the vertices of a complete sub-skeleton Γ ′ c ′ of Γ c ′ . Both these sub-skeletons have trivial normal holonomy in the corresponding reduced one-skeletons. (This can be shown as follows: The "normal bundle to v i is the same for all i ′ s, namely it can be identified with the set of edges p 0 p i . Moreover, from the way we defined the holonomy on Γ c , the holonomy map associated with v i v j is just the identity map on this set of edges.) Consider h ia , the annihilator of the 2-dimensional subspace of g * generated by α p 0 p i and α p 0 qa ; the connected component of Γ h ia that contains p 0 , p i and q a will contain exactly one edge e ia = p ia q ia that crosses both the c-level and the c ′ -level. To this edge will correspond a neighbor v ia of v i in Γ c and a neighbor w ai of w a in Γ c ′ .
Let µ > 0 and for all i = 1, .., r, a = r + 1, .., d, define
(4.4)
Denote
Let Γ 0 c be the sub-skeleton of Γ c with vertices {v 1 , ..., v r }. Along the edge v i v j , the connection transports the edge v i v ia to v j v ja ; note that n ia = n ja and that
Therefore we can define the blow-up Γ # c of Γ c along Γ 0 c , using the positive numbers n ia , i = 1, .., r and a = r + 1, .., d.
The singular locus, Γ # 0 , is, as a graph, a product of two complete graphs, Γ r × Γ s ; each vertex z ia corresponds to a pair (v i , w a ) and the blow-down map β : Γ # 0 → Γ c 0 sends z ia to v i . There are edges connecting z ia with v ia , z ia with z ib and z ia with z ja , for all distinct i, j = 1, .., r and a, b = r +1, .., d. The values of the axial function α # on these edges are Lemma 2. Let ω 1 , ω 2 , ω 3 , ω 4 ∈ g * be 3-independent and let ξ ∈ g such that ι ξ (ω 1 ∧ ω 2 ) and ι ξ (ω 3 ∧ ω 4 ) are collinear. Then the 2-planes generated by {ω 1 , ω 2 } and {ω 3 , ω 4 } intersect in a line; if {ω 0 } is a basis for this line then ω 0 (ξ) = 0. Definition 4.1. An element ξ ∈ g is called generic for the one-skeleton Γ if for every vertex p and every four distinct edges e 1 , e 2 , e 3 and e 4 at p, the vectors ι ξ (α p,e 1 ∧ α p,e 2 ) and ι ξ (α p,e 3 ∧ α p,e 4 ) are independent. If Γ has valence 3 then every polarized element is generic. In general, for every polarized element ξ there exists a generic element ξ ′ such that the orientations o ξ and o ξ ′ are the same; then the reduced skeletons corresponding to ξ and ξ ′ have isomorphic underlying graphs.
We now return to the proof of Theorem 4.2. For a generic ξ ∈ g, the blow-up Γ 4.3. The changes in cohomology. We will now determine the change in cohomology as one passes from Γ c to Γ c ′ ; for this we will use a result similar to theorem 3.1. The theorem itself can't be applied directly since the reduced one-skeletons might not be 3-independent. However, the proof of lemma 1 works similarly up to (3.7); after that, we use the fact that ξ is generic instead of the fact that Γ c is 3-independent. Combining Theorems 3.1 and 2.1 we get that
Note that all λ's in this section are λ * ,n−1 's, since the dimension of g * ξ is n − 1. Since λ a,n = a j=0 λ j,n−1 , (4.6) the equality (4.5) can be written as
Cutting one-skeletons
Let L be the line graph, with two vertices labeled 0 and 1 and one edge connecting them. Consider L + to be the graph L with the axial function given by α Let (Γ, α) be a one-skeleton and assume that ξ ∈ g * is a polarized element such that (Γ, α) is ξ−acyclic. Let φ : V Γ → R be positively oriented with respect to ξ and choose a > φ max − φ min > 0. For c ∈ (φ min , φ max ) let (Γ c , α c ) be the reduced one-skeleton of Γ at c.
Consider the product one-skeleton (Γ × L + , α × α + ), with
The element (ξ, 1) is polarized, Γ × L + is (ξ, 1)−acyclic and the function
+ at is positively oriented with respect to (ξ, 1).
Define Γ φ≤c to be (Γ × L + ) Φ + =c , the reduced one-skeleton of Γ × L + at Φ + = c. The cross-section (Γ × L + ) c consists of two categories of edges: , 1) ). The neighbors of w i are of two types:
is an edge of Γ and φ(p j ) > c.
As for neighbors of v ij , apart from w i , they are precisely the neighbors of v ij in the reduced one-skeleton Γ c . Then Γ c sits inside Γ φ≤c as the subgraph with vertices v ij .
Using (4.1) we deduce that the axial function of Γ φ≤c , denoted by β + , is given by:
Regarding β + as taking values in g * , the axial function on Γ φ≤c is
The reduced one-skeleton Γ c sits inside Γ φ≤c as a codimension 1 subskeleton.
Similarly, one can consider the product one-skeleton (Γ × L − , α × α − ), with
The element (ξ, 1) is polarized, Γ × L − is (ξ, 1)−acyclic and the function
is positively oriented with respect to (ξ, 1).
consists of two categories of edges:
Let v ij be the vertex of Γ φ≥c corresponding to an edge ((p i , 0), (p j , 0)) and w j the vertex corresponding to an edge ((p j , 0), (p j , 1) ). The neighbors of w j are of two types:
1. w a , if (p j , p a ) is an edge of Γ and φ(p a ) > c; 2. v ij , if (p i , p j ) is an edge of Γ and φ(p i ) < c.
As for the neighbors of v ij , apart from w j , they are precisely the neighbors of v ij in the reduced one-skeleton Γ c . Then Γ c sits inside Γ φ≥c as the subgraph with vertices v ij . Using (4.1) we deduce that the axial function of Γ φ≥c , denoted by β − , is given by:
We now use the isomorphism (5.1) to regard β − as taking values in g * :
The reduced one-skeleton Γ c sits inside Γ φ≥c as a codimension 1 subskeleton.
Note that if ξ is generic then (ξ, 1) is generic as well.
6. The additive structure of H(Γ, α)
6.1. The dimension of H(Γ, α). We will now apply (4.5) several times to suitable chosen one-skeletons to get the following:
Theorem 6.1. Let (Γ, α) be a d−valent one-skeleton satisfying condition 4 and with zeroth Betti number 1. Then
where β k is the k th Betti number of Γ and λ ′ s are defined by (2.2).
Proof. Let ξ ∈ g be a generic element such that Γ is ξ−acyclic, and let φ : V Γ → R be positively oriented with respect to ξ. Assume φ min and φ max are the minimum, respective maximum value of φ and let a > φ max − φ min . Let L + be the line one-skeleton defined in §5 and consider the reduced one-
If there is only one vertex (p, t) with Φ + (p, t) < c 0 , then the reduced one-skeleton is Γ d+1 , a complete one-skeleton with d + 1 vertices which has a generating class. If φ max < c 1 < a + φ min then the reduced one-skeleton is just Γ. Therefore, by studying the evolution of the reduced one-skeleton we can determine the additive structure of H(Γ) from the additive structure of H(Γ d+1 ).
Let c 0 < a < b < c 1 such that there is exactly one vertex p ∈ V Γ with a < Φ + (p, t) < b. If the index of p in Γ is σ(p) = r then the index of (p, 0) in Γ × L + is also r. Note that since the zeroth Betti number of Γ is 1, r can't be 0. Also, in this case, 1 ≤ s = d + 1 − r < d + 1. Then we can apply (4.5) and obtain that dim
Adding together all the changes we get
The minimum value for k is 1 and the maximum is d; λ m−k appears in the first sum when σ(p) ≤ d − k and in the second one when σ(p) ≥ k + 1. Therefore
Now we use the relations β d−l = β l for all l = 0, .., d ( see 1.5) to conclude that for every k, the bracket reduces to β k and therefore
Generators for H(Γ, α).
We will actually construct a particular set of generators for H(Γ, α). Let ξ ∈ g such that Γ is ξ-acyclic and let φ : V Γ → R be positively defined with respect to ξ. For p ∈ V Γ , let F p be the flow-out of p (see 1.6).
Theorem 6.2. If p ∈ V Γ is a vertex of index r, then there exists an element τ p ∈ H 2r (Γ, α), with the following properties:
1. τ p is supported on F p 2. τ p (p) = α p,e , the product over edges e with α p,e (ξ) < 0.
Proof. We first recall a construction used in [GZ] , §2.9. For every c ∈ R, let H c (Γ, α) be the subring of those maps f ∈ H(Γ, α) that are supported on the set φ ≥ c. Now consider c, c ′ such that there is exactly one vertex, p, satisfying c ≤ φ(p) ≤ c ′ , and, moreover, that φ(p) < c ′ . Let r = σ(p) be the index of p and α 1 , .., α r be the values of the axial function on the edges pointing down from p. Now define the restriction map
The image of this map is contained in α 1 · · · α r S m−r (g * ), and the kernel is H 2m c ′ (Γ, α), so that we have an exact sequence
Theorem 6.3. If {τ p } p∈V Γ is a set of elements as in Theorem 6.1 then
In particular, H(Γ, α) is a free S(g * )-module.
Proof. We will show that every element f ∈ H 2m (Γ, α) can be written uniquely as (6.5) where h p ∈ S m−σ(p) (g * ).
Let p 0 , p 1 , .., p N be the vertices of Γ, ordered so that
Then τ p 0 (p 0 ) = 1 and, if we define h p 0 = f (p 0 ) ∈ H m (Γ) and
we get that f 0 (p 0 ) = 0. Proceeding similarly, suppose we have constructed
If σ(p k+1 ) > m, the only possibility is that f k (p k+1 ) = 0 and we move to p k+2 . If σ(p k+1 ) ≤ m then we take h p k+1 = h and define
Then f k+1 is supported on {p k+2 , .., p N }. Proceeding inductively we get that
is zero at all vertices, i.e. that (6.5) holds.
The Kirwan map
7.1. The Kirwan map. Assume that (Γ, α) is ξ-acyclic for some polarized ξ ∈ g and let φ : V Γ → R be an injective function positively oriented with respect to ξ. Assume that the conditions necessary for defining the reduced one-skeleton Γ c are fulfilled. Let F 2k (Γ c , α c ) be the set of all maps
The sum
is a graded ring under point-wise multiplication and we will define a morphism of graded rings
as follows: For e in the cross section of Γ at c let p and q be the vertices of e. Since α p,e (ξ) = 0, the projection g * → g * e maps g * ξ bijectively onto g * e , so that one has a composite map
and hence an induced morphism of graded rings:
, the images of f p and f q in S(g * e ) are the same by (1.7) and hence so are their images in S(g * ξ ). We define K c (f )(e) to be this common image and call the map K c the Kirwan map.
Let {x, y 1 , ..., y n−1 } be a basis of g * such that x(ξ) = 1 and {y 1 , ...,
and y j to y j . Therefore ρ α will send a polynomial P (x, y) ∈ S(g * ) to the polynomial P (x − α/α(ξ), y) = P (β(y), y) ∈ S(g * ξ ). Theorem 7.1. The Kirwan map K c is a morphism from H(Γ, α) to H(Γ c , α c ).
Proof. All we need to show is that the image of the Kirwan map is indeed in H(Γ c , α c ), i.e. that K c (f ) satisfy the compatibility conditions (1.7) for the reduced one-skeleton.
Let f ∈ H(Γ, α). With the notations in figure 2 we will show that K c (f ) satisfy (1.7) for the edge v i v ia , i.e.
For each j we have
and therefore the difference
is a multiple (in S(g * ξ )) of
and thus of α c v i v ia . Now (7.1) follows from the fact that
7.2. The kernel of the Kirwan map. The following theorem describes the kernel of the Kirwan map.
Theorem 7.2. The kernel of the Kirwan map
consists of those elements f ∈ H(Γ, α) which can be written as a sum
with h ± ∈ H(Γ, α) such that h + is supported on φ > c and h − is supported on φ < c.
it follows that f p is divisible by α p,e ; then f q is divisible by α p,e , as well.
Consider now h ± ∈ M aps(V Γ , S(g * )) given by:
It is clear that f = h + + h − and that h ± ∈ H(Γ, α).
Using a method similar to the one used to prove corollary 6.3 one can deduce the following:
where H c + = {h ∈ H(Γ); h is supported on φ > c} and H c − = {h ∈ H(Γ); h is supported on φ < c}.
7.3. The surjectivity of the Kirwan map. Finally, we can now prove that the Kirwan map is surjective.
Theorem 7.3. For generic ξ ∈ P, the Kirwan map K c is surjective.
Proof. We will show that
is surjective by a dimension count, using induction on the number of vertices p ∈ V Γ that lie under the level φ = c. To start, assume there is only one such vertex, p. Then p is the point of minimum for φ and the reduced space Γ c is in this case a complete oneskeleton with d vertices, v 1 , .., v d , one for each edge e i with one vertex at p. Let f ∈ H 2m (Γ c , α c ). Then, using (2.5), we deduce that there exists f 0 ∈ S(g * ) such that for all i's, ρ αp,e i (f 0 ) = f (v i ). Then
Lets consider now that the Kirwan map is surjective at the level a and choose a regular value b > a such that there is exactly one vertex, p, with a < φ(p) < b. Let r = σ(p) and s = d − r. We have two exact sequences
The last arrow in (7.2) is surjective because of our inductive assumption. Using corollary 7.1 we get that
Using (7.3) and (4.7) we obtain that
This proves that
hence that K b is surjective.
8. Abstract GKM -graphs 8.1. GKM -graphs. We return now to example 1.1. We recall that in this case the axial function takes values in a lattice Z * G and that the multiplicity function µ : I Γ → (0, ∞) factors through the projection I Γ → V Γ to a function µ : V Γ → N. Also, the third condition for an axial function is in this case : 3: For every edge e of Γ joining p to q and for every (p,
We will show that all the one-skeletons obtained along the proofs are also abstract GKM -graphs. For this we need to specify the corresponding lattices and multiplicity functions. The polarized vectors, as well as the generic ones, will be assumed to be primitive.
For the complete one-skeleton ( §2.1), every axial function α : I Γ → Z * G , compatible with the natural connection, is of the form (2.1), with the generating function τ : V Γ → Z * G ′ taking values in a possibly different lattice. We only need one-skeletons Γ h ( §2.3) for a linear subspace generated by a sublattice Z H of Z G . The transpose map ρ h : h * → g * projects Z * G onto Z * H and the multiplicity function is given by restriction. If µ 0 is a multiplicity on Γ 0 and µ ′ is a G-invariant multiplicity on Γ ′ , the we can define a multiplicity function on the twisted product Γ ( §2.5) as follows.
Hence for the direct product of (Γ 1 , µ 1 ) and (Γ 2 , µ 2 ) we get
For the blow-up ( §3.1), we start with an arbitrary G-invariant µ ′ on N p 0 . Extend it to a function ν on V 1 as in (8.2) and then define the multiplicity function on Γ # by (8.3). Denote n ia = ν(p i a); these are positive integers that satisfy condition (3.1). Note that (3.2) is automatically satisfied.
The axial function α # takes values in the lattice Z * G ′ generated by the vectors α p i q ia /n ia for all (i, a)'s and the dual of this lattice is a lattice Z G ′ of g which contains Z G as a sublattice (the orbifold situation is that a G-action on a orbifold X might not lift to a G-action on a blow-upX; however, a finite covering G ′ of G acts onX such that the G ′ -action onX is compatible with the G-action on X).
The reduced one-skeletons ( §4.1) correspond to reduced orbifolds using an S 1 −action; this S 1 is the one generated by the primitive ξ. The multiplicity of the vertex v i is given by
If g * ξ is the annihilator of ξ in g * then g * ξ ∩ Z * G is a lattice in g * ξ , naturally isomorphic to the lattice (Z G /Zξ) * , where Z G /Zξ is a lattice in g/Rξ. The axial function α c will take values in a lattice
Since for every j we have µ(t j )α t j t j−1 ∧ α t j t j+1 = µ(t j−1 )α t j−1 t j−2 ∧ α t j−1 t j , we deduce that
which is the first condition for the edge v i v ia .
We now use the relations
which is the third condition. The proof of Theorem 4.2 remains unchanged. We choose µ = µ(p 0 ) and then
In defining the cut one-skeleton ( §5), one regards α ± : I L → Z * ∼ Z. Both multiplicities are 1.
Gluing abstract graphs.
A reverse operation to cutting is gluing one-skeletons. For the case of abstract GKM -graphs it can be described as follows.
Let Γ 1 and Γ 2 be (n + 1)−valent one-skeletons and Γ 0 a n−valent oneskeleton that is isomorphic both to a sub-skeleton Γ ′ 1 of Γ 1 and to a subskeleton Γ ′ 2 of Γ 2 . Let τ i be the Thom class of Γ ′ i in Γ i ; assume that τ 1 and τ 2 correspond to opposite classes on Γ 0 . We now define the gluing of Γ 1 and Γ 2 along Γ 0 , denoted by
The vertices of Γ are
with their initial multiplicities and edges connected them. The only modifications for edges appear at vertices that have a neighbor in Γ ′ 1 or Γ ′ 2 respectively. Let The axial functionα will only change for the new edges constructed as above. We defineα
This axial function is compatible with the holonomy.
The condition on Thom classes (α p ′ 1 p 1 = −α p ′ 2 p 2 ) implies that µ(p 1 )α p 1 p 2 = −µ(p 2 )α p 2 p 1 , and therefore thatα is µ−compatible.
If we apply this construction to glue Γ φ≤c and Γ φ≥c along Γ c then Γ ≃ Γ φ≤c # Γc Γ φ≥c , the isomorphism sending each vertex p i of Γ to the corresponding vertex w i of Γ φ≤c # Γc Γ φ≥c . Therefore we can always glue after we have cut.
8.3. Localization and integration. The Atiyah-Bott-Berline-Vergne localization theorem for orbifolds ( [Me] ), applied to the case of isolated fixed points, states that for a compact orbifold M on which a torus T acts with isolated fixed points and for an equivariant form φ on M , 5) where d M is the multiplicity of M , d p is the multiplicity of p and ν p is the Euler class of the normal bundle of p in M . We would like to use formula (8.5) to define integration of forms on Γ; that is to define
by 6) where the product is made over all (p, e) ∈ I Γ . But it is by no means obvious that the right hand side of (8.6) is an element of S(g * ). However, using essentially the same proof as the one used in [GZ] , §2.4, we will show that the following holds:
Theorem 8.1. π * maps H 2k (Γ, α) into S k−d (g * ), where d is the valence of Γ.
Proof. Let f ∈ H 2k (Γ, α); then π * f can be written as
where g ∈ S k−d+N (g * ) and α 1 , · · · , α N are pairwise linearly independent. We will show that α 1 divides g. The vertices of Γ can be divided into two categories: 1. The first subset, V 1 , contains the vertices p ∈ V Γ for which none of the α p,e 's is a multiple of α 1 2. The second subset, V 2 , contains the vertices p ∈ V Γ for which there exists an edge e such that α p,e is a multiple of α 1 . ( Notice that there will be exactly one such edge. ) The part of (8.6) corresponding to vertices in the first category will then be of the form
with g 1 ∈ S(g * ). If p ∈ V 2 then there exists an edge e from p such that α p,e = λα 1 with λ ∈ C − {0}; let q be the other vertex of e. Since µ(q)α q,e = −µ(p)α p,e , it follows that q ∈ V 2 as well and thus the vertices in V 2 can be paired as above.
Let e i , i = 1, . . . , d and e ′ i , i = 1, . . . , d be the edges containing p and q respectively, with θ pq (e i ) = e ′ i . Then But multiplying together the congruences (8.9) and (8.10) we obtain that α 1 divides the numerator of (8.11) so that
N j=2 α j with g p,q ∈ S(g * ). Therefore with g 2 ∈ S(g * ). Adding (8.8) and (8.12) and using (8.7) we get that g N j=1 α j = g 1 + g 2 N j=2 α j with g 1 + g 2 ∈ S(g * ), i.e. that α 1 divides g. The same argument can be used to show that each α j divides g and therefore π * f ∈ S k−d (g * ), as desired.
Special convex polytopes
We return to example 1.2. Here Γ is the one-skeleton of a special d-valent convex polytope ∆ embedded into an n-dimensional space g * by Φ : ∆ → g * and the axial function α is given by α pq = Φ(q) − Φ(p).
Let ξ ∈ g be a polarized element and φ : V Γ → R be given by φ(p) = Φ(p), ξ for all p ∈ V Γ . (9.1) Then φ is positively oriented with respect to ξ; in particular, Γ is ξ-acyclic. The zeroth Betti number of Γ is 1; since every 2-face of ∆ is convex, condition 4, used to define reduction, is always satisfied.
Assume that there exists a lattice Z * G in g * such that the edges of ∆ are scalar multiples of rational vectors. If we try to deform ∆ by changing its vertices such that the above property is preserved then the rationality implies the following definition: Definition 9.1. A function f : V Γ → g * is called an acceptable deformation of Φ if there exists ǫ > 0 such that for every t ∈ [0, ǫ), the map Φ t : V Γ → g * given by Φ t (p) = Φ(p) + tf (p) , ∀p ∈ V Γ , is an embedding of V Γ into g * and, for every edge e = (p, q) of Γ, Φ t (q)−Φ t (p) is a positive multiple of α p,e .
Theorem 9.1. For a given embedding Φ, the space of acceptable deformations is H 2 (Γ, α).
Proof. Let f be an acceptable deformation. Then Φ t (q) − Φ t (p) = Φ(q) − Φ(p) + t(f (q) − f (p)); (9.2) since α pq divides both Φ t (q)−Φ t (p) and Φ(q)−Φ(p), it follows that it divides f (q) − f (p) as well, i.e. that f ∈ H 2 (Γ, α). Conversely, if f ∈ H 2 (Γ, α) then (9.2) implies that Φ t (q) − Φ t (p) is a multiple of α pq and, since Φ(q) − Φ(p) = α pq , for t small enough it is a positive multiple. We can choose ǫ small enough for all edges, which proves that f is an acceptable deformation.
From (6.1) we get that dim H 2 (Γ, α) = β 1 λ 0 + β 0 λ 1 = β 1 + n. Obviously every translation is an acceptable deformation and the "n" in (9.3) accounts for all possible translations. Hence the interesting acceptable deformations are those corresponding to β 1 . Let ξ ∈ g be a polarized element. According to Theorem 6.3, the interesting deformations are linear combinations of elements τ p for p ∈ V Γ of index 1.
Example 9.1. Consider an octahedron embedded in R 3 ; then β 1 = 1. All acceptable deformations are obtained by composing translations with the "shrinkings" described in figure 5 (the numbers next to vertices indicate the index with respect to the height function). The condition on 2-planes amounts to saying that 04, 22 and 13 intersect in a point. 
