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This dissertation is concerned with the scientific practice in which a mathematical 
construct that was originally developed to study a particular subject matter subsequently 
used in other disciplines or sub-disciplines for a different subject matter, a phenomenon 
that I call ‘tool migration.’  I argue that tool migration can be ‘epistemically risky.’  
Specifically, uprooting a research tool from one disciplinary context and re-situating it 
for use in another can change how the tool is applied; whatever has made the tool useful 
and reliable in the first place may not have stayed the same in the new context.  Using the 
migrations of game theory and formal language theory as examples, I identify three kinds 
of epistemic risks associated with tool migration: mischaracterization (i.e., characterizing 
a new phenomenon with inappropriate assumptions), misinterpretation, (i.e., using ill-
fitted background contexts to interpret the result), and misjudgment (i.e., incorrectly 
rejecting or accepting a novel use of a migrating research tool).  However, my analyses of 
these tool migration stories show that (1) proactive modifications to a tool in migration 
are conducive to successfully applying an old tool in a new context, (2) being aware of 
the changes to a tool due to migration is crucial to avoid misinterpretation and 
misjudgment, and (3) there is a need for a study of tool migration to understand how 
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ΔF (C, ) ΔF (C, )WC = F 0 + pc C + pd D (3.6) 
ΔF (D, ) ΔF (D, )WD = F 0 + pc C + pd D (3.7) 








p Wc C and  p′d = W
p Wd D  
which can be rewritten into the following forms: 
 p′c pc = W




  . p′d pd = W


















W WD > 0 and   .W






 p′c = pc W
(W W )C < 0 and  ,  p′d = pd W



























































































































































































































































































































































































productions in a PSG are in the form    →     where    ∈  V +  and     ∈ V*  (Levelt 2008, 4). 

























Second limiting condition : For every production    →    in  P , (1)    consists of only one 
non­terminal symbol, i.e.,    ∈  V N  and |   | = 1, and (2)    ≠ ε, i.e.,    ∈  V + . 
 
Third limiting condition : For every production    →    in  P , (1) |   | = 1,    ∈  V N ,  and (2) 






















limiting condition.   All productions of Type 1 grammars with the form    →    where |   | = 
1,    ∈  V N  , and |   | ≥ 1 belong to Type 2.  Note that the second limiting condition entails 







limiting condition.  The productions of this type are in the form    →    where    ∈  V N   and 
 has the form of either     or    where    ∈  V T  ,   ∈  V N ,  and |   | = |   | = |   | = 1 ,  e.g.,  A  → 
a ,  A →  aB .  Note that the third limiting condition entails the second.  That is, from |   | = 

































































































































































































































              /              \      /                  \  
           NP                   VP    NP                     VP 
             |                 /         \      | / \ 
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Third limiting condition : For every production    →    in  P , (1) |   | = 1 and    ∈ 
V N ,  and (2) and    has the form    or    , where    ∈  V T  ,   ∈  V N ,  and |   | = |   | = 1 , 
e.g.,  A  → a ,  A →  aB . 
 
Specifically, this limiting condition in (5.3) does not allow for rewriting rules to have 
more than two symbols on the right­hand side.  Since  S →  aSb in the set violates this 
condition, the whole grammar is classified as beyond Type 3, hence supra­regular.    44
Fitch and Hauser (2004) also appeal to the tree diagram to represent the 
supra­regularity of the A n B n .  To illustrate, consider the derivation of the string  aaabbb : 
{ S ⇒  aSb ⇒  aaSbba ⇒ aaSbbb ⇒ aaabbb } (Section 4.1.2).  This derivation is said to be 
represented in a tree diagram shown in Fig 5.1a.  In Fig 5.1, I juxtaposition that tree 
diagram with Fig 5.1c, which Fitch and Hauser use to illustrate the hierarchical nature of 
the stringset generated by A n B n  (2004, 378).  In Fitch’s later work (2014; Fitch and 
Federici 2012), he switches to talk of the ‘tree­like hierarchical structures’ as another way 
of referring to supra­regularity.  That is, for instance, if a device can parse the stringset 
containing  aaabbb , it must be able to process its derivation tree as shown in Fig 5.1a, and 
hence the device must be supra­regular.  By contrast, according to Fitch and Hauser 
44 The grammar is a Type 2 context­free grammar. 
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(2004), the strings produced by the (AB) n  grammar are sequentially organized.  Such 
strings can be generated by a finite­state grammar (‘FSG’), which makes it a regular 
language. 
 
Fig. 5.1 Three Derivation Trees 
 
In Fig. 5.1, on the left, it shows a derivation tree of the string  aaabbb ; on the right, it 
shows two diagrams in Fitch and Hauser (2004) to illustrate (bottom) the strings 
generated by a phrase structure context­free grammar A n B n  as hierarchically organized 
and (top) the strings generated by a finite­state grammar (AB) n  as sequentially organized. 
With regard to the experimental design, the authors argue that the two stringsets 
generated by (AB) n  and A n B n , respectively, make a useful pair of tools for investigating 
computational constraint.  This is because the strings in both stringsets are formed from 
the same alphabet, i.e., the two syllable­classes, Set A and Set B.  Thus, they argue, the 
only difference between these two stringsets is in the grammars that generate them. 
Consequently, if the tamarins can recognize the ‘regular’ stringset (AB) n  but not the 
supra­regular stringset A n B n , then, as Fitch and Hauser reason, the ability of tamarins to 
recognize strings is limited at the regular level.  Specifically, they say that (2004, 378): 
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We chose the A n B n  grammar because it is the simplest PSG that cannot, in 
principle, be approximated with an FSG but that can easily be brought into 
correspondence with a simple FSG in all nongrammatical respects, as required for 
our experiment.  
Furthermore, they argue, the difference between FSG and PSG is more than of a matter of 
analysis.  Their difference is ‘real’ both computationally and psychologically.  In Fitch 
and Hauser’s words (2004, 378): 
Like any PSG, the A n B n  grammar requires additional computational machinery 
beyond a finite­state automaton.  In computer science terminology, this addition 
would minimally be a push­down stack.  In psychological terms, it requires some 
way to recognize a correspondence between either the groups formed by the As 
and Bs (e.g., counting) or between specific As and corresponding Bs (e.g., 
long­distance dependencies). 
They highlight the experimental use of the grammar by concluding as follows (ibid.): 
This PSG thus provides the ideal grammar for the empirical issue addressed by 
this study by allowing us to focus on the generative power of the system without 
introducing extraneous performance variables (e.g., memory capacity or 
referentiality). 
5.2.4 An Interdisciplinary Research Program was Born 
Since its publication, Fitch and Hauser’s (2004) experiment has brought a vital discussion 
to the scientific community concerning the biology and evolution of language.  For 
instance, Donnell, Hauser, and Fitch. (2005, 286) argue that what FLT offers scientists 
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(such as comparative, experimental psychologists) is a “more formal mathematical 
approaches to language.”  Fitch (2010, 109) suggests that FLT is helpful for “formulating 
computational questions about how the human brain implements language, and for 
comparing human capabilities with those of other species.”  Bowling (2014) also 
advocates that to understand the neural basis of human cognitive capacity, biologists need 
to first isolate those neural bases of cognitive capacities that are shared between human 
and nonhuman animals — the AGL experimental protocols powered by FLT provides 
just the right tool for this task.  Fitch and Friederici (2012, 1940) argue that this renewed 
version of AGL shows “how FLT can be used, practically, by biologists, psychologists 
and neuroscientists, to design and execute experiments and analyse the resulting data.” 
Emerging from these discussions is a proposal of an interdisciplinary research 
program, which features theory of computation as the hub to situate diverse domains of 
research such that their research results may inform one another.  As Fitch argues (2014), 
for the science of cognition to mature, it needs to combine both the comparative and the 
computational approaches.  In terms of the comparative approach, he urges cognitive 
scientists to expand their target interest from human cognition to include cognitive 
systems of nonhuman animals.  In terms of the computational approach, he recommends 
the theory of computation for the role of bridging neuroscience, the cognitive sciences, 
and cognitive biology.  As Fitch puts it (ibid., 330), neuroscience supplies “the firm 
physical foundations of brain function,” whereas cognitive biology provides “a 
comparative viewpoint.”  Moreover, the link between disciplines “including cognitive 
and mathematical psychology, linguistics and musicology” should be built “upon the 
insights of computer science” (ibid., 330).  Fitch concludes that the theory of computation 
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and its “well­established branch called formal language theory” provides “an appropriate 
framework for ... considering high­level pattern perception of the sort typifying human ... 
language” (ibid., 347).  By ‘high­level pattern perception,’ Fitch refers to 
supra­regularity, which, as he has argued, can be detected by the AGL experimental 
protocols that he and Hauser devised (2004). 
5.2.5 The IFG­as­Stack Model 
Over the course of ten years, the subject matter of the AGL research in cognitive biology 
grows from understanding the evolution of human language faculty (Fitch and Hauser 
2004) to looking for the neural substrate of the pushdown stack.  Based on these two 
general principles and the confirmation that human mind is supra regular, Fitch (2014) 
suggests that this neural substrate, once found, will explain how the human brain 
processes information that is ‘hierarchically organized,’ as illustrated by the derivation 
trees (Section 5.3.2).  Fitch speculates that a likely location for the stack could be at the 
“inferior frontal gyrus (IFG, comprising Broca’s area and its neighbors), with sensory and 
association regions in the temporal and parietal lobes” (ibid., 355).  IFG is the structure in 
the brain that “serves as a kind of ‘abstract scratchpad’ ” for offloading “partial results 
computed during serial processing of hierarchical structures” that are ensconced in the 
occipital and temporal cortices (ibid., 355).  Calling this the “IFG­as­stack” model, Fitch 
(ibid., 355) establishes the link between neurolinguistics and computer science.  In his 
words (ibid., 27): 
[R]everberations in the fronto­sensory feedback loop would play the role of the 
stack in the pushdown automaton implementing a context­free grammar.  ... [T]he 
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IFG would thus have an additional storage mechanism into which intermediate 
results (and in particular unfinished structural computations) could be placed for 
later retrieval. 
Although Fitch admits that this IFG­as­stack model is highly speculative, he appeals to 
FLT as applied in other disciplines to support his approach.  In his words (2014, 349), 
A founding insight of both cognitive science and modern linguistics is that all 
human languages require supra­regular computational resources (resources above 
the finite­state level) ([Chomsky 1956, 1957]).  This means that although a 
finite­state automaton can solve many useful problems (e.g., learn a lexicon, 
recognize word strings, etc.) there is a substantial class of problems that it cannot 
solve.  These include all aspects of language in which flexible, extendable trees 
are needed as data structures, or where tree­identification and processing are core 
computational problems.  For systems which rely strongly upon flexible, nested 
hierarchical structure, as do language and music, such tree­based processing is 
indispensable. 
 
Thus far, my discussion of Fitch and Hauser’s AGL experiment shows an novel 
application of FLT (i.e., to detect supra­regularity) with similar theoretical commitments 
from their predecessors.  I have also discussed (1) the perceived advantage of applying a 
formal tool (i.e. FLT) in the study of the evolution of language and (2) the origin of a 
rising interdisciplinary research program in cognitive biology based on a new version of 
the AGL experimental protocols.  In the next section, I argue that Fitch and Hauser’s 
application of FLT can be viewed as tool­adaptation. 
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5.3 A Tool­adaptation  
5.3.1 An Augmented Usage Profile 
The novelty of Fitch and Hauser’s application of FLT is evident.  Indeed, I argue that the 
duo’s ‘experimental use’ of the Chomsky hierarchy together with the AGL experimental 
protocols has expanded the usage profile of FLT.  Specially, while formal grammars were 
present in Millier’s Project Grammarama, Fitch and Hauser were the first to incorporate 
the idea of ‘supra­regularity’ from Chomsky’s work to the design of their experiment. 
For this reason, I refer to Fitch and Hauser’s version of the experimental protocols as the 
AGL powered by FLT or ‘FLT­powered­AGL.’  Moreover, with this new experimental 
use of FLT, I recast the instrumental character in four terms as opposed to three.  That is, 
in addition to ‘problem,’ ‘analytic result,’ and ‘solution,’ there is a new step, which I call 
the ‘experimental result’.  To illustrate, in Fitch and Hauser’s application of FLT: 
● the ‘problem’ is concerned with the evolution of the ability to process hierarchical 
structures, such as ‘sentences,’ ‘phrases,’ ‘words,’ and so on. 
● the ‘analytic result’ is that the stringsets generated by A n B n  and (AB) n , 
respectively, provide a good pair of tool for detecting supra­regularity. 
● the ‘experimental result’ from the FLT­powered­AGT shows that tamarins failed 
to spontaneously recognize the A n B n  grammar. 
● the ‘solution’ is an interpretation of the experimental result coupled with the 
analytic result, i.e., the tamarins does not have supra­regularity, which means they 
do not possess the ability to process hierarchical structures. 
This addition step in my illustration shows that FLT has given a new use in Fitch and 
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Hauser’s (2004) application. 
Another novelty resulting from the protocols of the FLT­powered­AGL is what I 
call a ‘conceptual crossover.’  For those who are familiar with the history of psychology, 
especially Chomsky’s (1959a) criticism against the behaviorist Skinner’s methodology, 
this novelty is the joining forces of formal models from generative linguistics and 
nonhuman animals as model organisms from the behaviorist tradition to the study of the 
evolution of human language.  In the next section, I will argue that what seems to license 
such a conceptual crossover is a similar target profile in Fitch and Hauser’s application of 
FLT. 
5.3.2 A Similar Target Profile: ‘It’s All About Information Processing’ 
Like their predecessors, Fitch and Hauser hold that information processing is both 
computational and physical in nature.  The brain, be it biological or silicon, is an 
information­processing device, and the mind is the program that runs on the device. 
Moreover, information­processing systems can be meaningfully classified into a 
containment hierarchy—meaningful because the classification is based on the correlation 
between the generative power of the grammar and the capacity of the recognizer as 
shown in the Chomsky hierarchy.  Furthermore, there is a direct, information­processing 
impact on the recognition of patterns in acoustic sequences, such as parsing.  (See Section 
4.2.3 for my discussion on the ‘correspondence hypothesis.’)  Fitch and Hauser’s 
interpretation of the experimental results entails that to them, such an impact, while 
direct, manifests as the abilities of the tamarin monkey’s ‘internal program.’  To illustrate, 
consider the two diagrams in Fig. 5.2. 
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Fig. 5.2 Two Diagrams of Data Flow 
 
In Fig. 5.2, I compare two different approaches to study information processing, one in 
computer science, another in the strain of cognitive biology discussed thus far.  The 
diagram on the top is a replication of Ledley’s (1962, 7) diagram captioned “Data flow to 
computer” (Section 4.3.1).  The diagram at the bottom is my representation of Fitch and 
Hauser’s version of the AGL experimental protocols.  In particular, subjects are 
represented as the ‘computer,’ the training stringset as the ‘input numbers,’ and subjects’ 
reaction toward violations as the ‘output numbers.’ 
One thing to notice from this comparison is the internalization of the ‘instruction 
list.’  In computer science (the diagram on top), the instruction list is considered as input, 
whereas in cognitive biology (the diagram at the bottom), this list is ‘internalized’ in the 
subjects.  In Fitch and Hauser’s interpretation, it is this ‘internal factor’ that explains the 
output behavior observed in the experiment.  
Moreover, to illustrate in what sense the AGL experiment protocols reveal the 
‘internal constraint’ to supra­regularity, consider the diagrams in Fig. 5.3. 
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Fig. 5.3 A Comparison between Group (AB) n  and Group A n B n  
 
In Fig. 5.3, the diagram on top indicates that monkeys trained with a regular language 
(i.e., Group (AB) n ) are attentive to violations.  In contrast, the diagram at the bottom 
shows that monkeys trained with a supra­regular language (i.e., Group A n B n ) failed to 
show interest to violations.  This contrast in monkeys ‘output’ behavior is interpreted as a 
limitation of their internal program.  That is, their internal program could not recognize 
the supra regular training language.  As the authors argue, the only difference between 
these two ‘inputs’ is the grammar that generates them, one being regular another 
supra­regular.  Thus, to Fitch and Hauser, the diverging behaviors as output have but one 
explanation — tamarin monkeys’ internal program is  not supra­regular.  In other words, 
to explicate their reasoning, if a system can solve a regular task but fail at a supra regular 
one, despite the ingredients of these two tasks are otherwise identical, then the said 
system cannot be supra­regular. 
While this ‘supra­regular’ reasoning seems to be a weaker form of the 
correspondence hypothesis, it certainly shows a trace of influence from computer science 
as opposed from psycholinguistics.  As Fitch and Hauser (2004, 378) put explicitly, “the 
AnBn grammar requires additional computational machinery beyond a finite­state 
automaton.  In computer science terminology, this addition would minimally be a 
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push­down stack.”  In other words, the computation constraints from which the tamarin 
monkeys suffer is, according to Fitch and Hauser, such a stack is absent both in their 
internal program and in their brain.  Note that according to their pilot study, human 
subject have no difficulty of recognizing the violations.  By this contrast, humans have 
the liberty of enjoying the push­down stack internally programmed and implemented in 
the brain for our disposal (Fitch 2014).  45
To summarize, Fitch and Hauser’s AGL experiment has created a new, 
experimental use of FLT, but their application has not changed the definitions of the 
components in FLT.  The tool and its components remains to be units of information and 
rules of how smaller units compose bigger units.  These components allow users to think 
about information processes, be it psychological, neurological, or implemented by 
silicon.  Thus, Fitch and Hauser’s application of FLT results in an augmented, and hence, 
a different usage profile, while the target profile stays largely the same.  For this reason, it 
is suitable to view the case of FLT in cognitive biology as another example of 
tool­adaptation.   
45 There are other reasons why humans may not have a linear­bounded storage 
implemented in the brain. 
133 
 
Chapter 6 
Epistemic Risks: Resistance and Backlashes from the Intended Users 
In the previous chapter, I focused on one positive impact of tool migration.  My analysis 
suggests that the combination of a similar target profile and an augmented usage profile 
enables the ‘conceptual crossover’ that brought to life an interdisciplinary research 
program — where animal model organisms meet formal models from generative 
linguistics in the study of the evolution of language.  In this chapter, I discuss two 
negative repercussions: resistance and backlashes from the intended users. 
Thus far, unlike Morgan’s approach to traveling facts, my analysis has not 
explicitly addressed the aspect of users in tool migration, but the concern has been there: 
Both the inventors and the subsequent users are key figures to understand the tools in 
migration.  Specifically, it is their respective applications of a given tool that give what I 
identify as the tool’s target profile and usage profile.  As I commented in Section 3.5, 
what appears to be a given tool borrowed and applied across disciplines turns out to be a 
wonderfully convoluted natural history, including the development and evolution of the 
tool, with possibly ever­changing profiles from one application to another.  The story of 
game theory was one example.  My investigation of formal language theory (‘FLT’) 
reveals the same trend, up until this point. 
In this chapter, I discuss two reactions of Fitch and Hauser’s work from their 
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intended users: the neurolinguists and the experimental comparative psychologists.  In 
Section 6.1, to begin, I briefly discuss what Fitch thought to be the appeal of applying 
FLT in the study of the evolution of language.  In Section 6.2, as an example of resistance 
from intended users, I discuss a criticism of the stack model from alert neurolinguists.  In 
Section 6.3, drawing form the migration story of FLT, I reflect on the relation between the 
autonomy and the limits of a research tool more generally.  In Section 6.4, I come back to 
continue the story by reviewing the unfortunate search for ‘recursion.’  In particular, I 
argue that this search for ‘recursion’ (i.e., the capacity described as the ‘infinite use of 
finite means’ or ‘open­endedness’) constitutes a misuse of the experimental protocols of 
artificial grammar learning (‘AGL’) reported in Fitch and Hauser (2004).  The misuse 
brought backlashes to Fitch and Hauser’s work and cast a shadow on their achievement. 
Also in this section, I discuss Fitch’s assessment of the source that has caused this 
misuse: a conflation of the concepts between ‘recursion’ and ‘supra regularity.’  While 
Fitch contends that this conflation is due to the mixed origins of FLT (including 
mathematical logic, linguistics, and computer science), I argue that this conflation shows 
up also in a paper he co­authored (Hauser, Chomsky, and Fitch 2002).  Finally, in Section 
6.5, I summarize the migration story of FLT.  Drawing from these repercussions of FLT 
within cognitive biology that I reviewed in this chapter, I highlight the responsibility of 
users who are in charge of  importing research tools.  Being an importer of a research tool 
in migration is of a great responsibility.  By doing so, one exposes his or her intended 
users to an assortment of epistemic risks, such as misusing the FLT­powered AGL 
experiment protocols to test for ‘recursion.’ 
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6.1 ‘Widely Accepted and Well­understood,’ by Whom? 
Fitch argues that FLT is “widely accepted, and well­understood” for classifying 
“computational systems ... including, presumably, actual brains ...” (Fitch 2010, 109).  46
He contends (ibid, 110) that the Chomsky hierarchy “provides a sensible starting point 
for classifying the computational power of different species in a way relevant to human 
language.”  In other words, to use my terminology, FLT has the appropriate target profile 
to begin with, and the AGL protocols add the ‘experimental use’ to its usage profile, both 
of which are indispensable to re­situate the tool in the study of the evolution of language. 
Indeed, as I discussed in Section 5.3.2, FLT comes from the scientific tradition 
that approaches the mind as information processing, and the brain is generally assumed to 
be one type of physical devices that compute information.  Thus, FLT can be said to have 
the  right target profile — for the ‘brain­as­a­computing­device’ has been a theoretical 
commitment shared between the cognitive sciences and computer science.  Similarly, the 
AGL protocols for testing supra­regularity can be said to have given FLT the  right usage 
profile — for the Chomsky hierarchy has been a classification scheme used in both 
linguistics and computer science.  The hierarchy has indeed been used to rank different 
such devices based on their generative powers.  In other words, Fitch does have good 
reasons to think that FLT, especially the Chomsky hierarchy, is the right tool for the task, 
from the perspective of the users in linguistics and computer science, i.e., the disciplines 
where the tool was established.  However, as I shown in Sections 6.2­3, FLT turns out to 
46 In (2010, 109), he argues that “the utility of [the] Chomsky hierarchy is that it provides 
a formally defined, widely accepted, and well­understood classification for computational 
systems less powerful than Turing machines (including, presumably, actual brains).” 
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be not so “widely accepted, and well­understood” by Fitch’s  intended users .  This result 
should not be surprising.  In an interdisciplinary research program such as cognitive 
biology, a tool that might be well­understood, well­accepted by one group of users could 
very well be poorly­understood or even entirely rejected by another group of users.  Let 
me begin by the story of the ‘IFG­as­stack model.’ 
6.2 Potential Limitations of FLT to Inform Neurolinguistics 
6.2.1 Discrete Computation for the Brain? 
The ‘IFG­as­stack model’ is explicitly formulated in Fitch (2014) but the idea appears 
earlier in Fitch and Friederici (2012).  In both articles, Fitch justifies the model with the 
unique capacity in humans to process hierarchically ordered linguistic structure.  Such a 
process is diagrammatically represented as the ‘derivation trees’ in both linguistics and 
computer science.  Thus, the search for the implementation of the pushdown stack in the 
human brain suggests that the ‘derivation trees’ also have migrated with FLT to cognitive 
biology.  However, in linguistics and computer science, derivation trees are used as 
means of analysis (e.g., explaining semantic ambiguity).  To Fitch and fellow cognitive 
biologists, these derivation trees are real, not just psychologically and computationally, 
but also physiologically.   
From this metaphysical commitment, a problem arises: the tree­like processes is a 
result of discrete modeling in generative linguistic, whereas the brain a continuous 
device.  For this reason, some scholars worry that the Chomsky hierarchy might not be 
the right tool for studying the brain.  For instance, consider Honing and Zuidema’s (2014, 
376) critical response to Fitch: 
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We do not share ... Fitch’s faith in ... the branch of computing theory that takes 
trees (and the Chomsky Hierarchy) as central notions.  ... [A]s we zoom in on the 
neural basis of this [tree] structure, important questions arise about the cognitive 
reality of the building blocks of tree­based descriptions: the symbolic nodes, the 
ordering of the branches, and the implied hierarchical levels.   
The problem lies in the attempt to model the brain, a continuous system, with a discrete 
model that did not take into account the kind of ‘stuff’ that the brain is made of.  Honing 
and Zuidema continue (ibid., 376): 
[U]ltimately, computing in the brain is based on electrical and chemical substrates 
that vary on continuous scales.  How discrete and tree­like structures may emerge 
from such a continuous basis is an important research question for cognitive 
science …  With exact answers to that question still lacking, ... it is important to 
realize that a continuous system may approximate the behavior of a discrete 
idealization to an arbitrary degree and still remains at heart a continuous system.   
They (ibid., 376) conclude that the derivation trees: 
might thus provide a good description for some aspects of the behavior of a 
system, but fail for other aspects, and completely disappear when zooming in, 
because the primitive operations of the system are very unlike trees. 
In other words, before taking the IFG­as­stack model seriously, one might wish to furnish 
it with an account of how the discrete structures emerge from the continuous processes in 
the brain.  
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6.2.2 A Stack Model for Linguistic Memory in the Brain? 
Trying to locate the pushdown stack in the brain assumes that the human brain 
implements linguistic memory with a mechanism like the last­in­first­out stack (see 
Section 4.1.4).  Essentially a product of engineering, a pushdown stack is an abstract data 
type, invented for automatic processing of coded data, and the computing machine for 
performing the method.    Similar to the working tape of a Turing machine, a pushdown 47
stack is a linear storage that behaves in a particular way:  By design, it pushes items down 
the stack and pops the latest one out before an earlier item may be retrieved.   
As the psychologist Jonathon Crystal (in personal conversation) points out, for a stack to 
be a plausible model of human linguistic memory, one would expect the last­in­first­out 
fashion of memory recall in humans.  That is, humans would perform better recalling 
items of later part of a sequence than recalling items of the beginning of the sequence. 
However, a phenomenon called the serial­position effect studied by psychologists 
counters such an expectation. 
Serial­position effect refers to an observation about memory recall.  It has been 
shown that when people hear a reasonably long list of unrelated words and are asked 
immediately to recall them in  any order, they tend to perform similarly well recalling the 
words at the end  and at the beginning of the list.  The middle of the list is “far less likely 
to be recalled” (Hardy and Heyes 1999, 63).  Thus, it remains questionable whether the 
concept of a stack alone is appropriate for understanding the neural storage of linguistic 
47 In 1957, Friedrich Ludwig Bauer and Klaus Samelson filed for a patent of the “Method 
for the automatic processing of coded data, and computing machine for performing the 
method.”  https://patents.google.com/patent/DE1094019B/en 
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information with regard to production and comprehension. 
6.2.3 The Place of Infinite Processing Time in Cognitive Neuroscience 
Infinity is a crucial modeling choice to the theoretical development of FLT.  When Alan 
Turing (1936) models computation with the concept of a machine, both its memory and 
the time available for the machine to complete the computation are assumed to be infinite 
(Section 4.1.4).  The working tape of a Turing machine is infinite in length.  And the 
computability of a function is defined based on whether “there exists a set of instructions 
that will result in a Turing machine computing the function regardless of the amount of 
time it takes” (Barker­Plummer 2012).  Chomsky (1956, 115) has also explicitly stated 
that “[i]n general, the assumption that languages are infinite is made for the purpose of 
simplifying the description” i.e., the grammar.  For the “grammar must reflect and 
explain the ability of a speaker to produce and understand new sentences which may be 
much longer than any he has previously heard,” he says in an endnote (Chomsky 1956, 
124).  However, while restricting memory becomes the key to classifying different 
classes of automata, the Chomsky hierarchy does not concern the factor of computing 
time.  Indeed, in computer science, the Chomsky hierarchy is entirely concerned with 
‘computability,’ whereas ‘computational complexity,’ which deals with the aspect of 
processing time (among other things), is considered in a separate context. 
On the other hand, regardless of species, biological brains compute with limited 
time.  It thus poses a question whether FLT indeed provides the right tool for zooming in 
to the neural activities in addition to merely classifying them based on their performance. 
As Honing and Zuidema suggest (Section 5.2.1), how the brain computes and stores 
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information remains itself a research question.  Relying on the ‘IFG­as­stack’ model or 
FLT to inform research in neurolinguistics could be placing the cart before the horse. 
6.3 The Undetermined Autonomy and Limits of the Tools: A Discussion 
6.3.1 Modeling Choices Carried Over to Become Theoretical Commitments 
Discussed in Section 6.2, those theoretical commitments concerning discrete computation 
and infinite computing time were modeling choices made by inventors of the tool in the 
disciplines where FLT was initially established and further developed.  In a sense, 
mathematical logic can be viewed as FLT’s ‘native’ discipline whereas linguistics and 
computer science its ‘home’ disciplines. 
Having migrated to cognitive biology, those modeling choices became theoretical 
commitments.  Together with the AGL experimental results, it gives rise to the 
IFG­as­stack model for exploring how the brain implements a stack, which in turn 
motivates the search for a biological explanation for human linguistic capacity.  My study 
of FLT confirms one thing: Research tools develop and evolve over the course of being 
used, within or outside their native disciplines.  Such a discovery strengthens the main 
point I argued in Chapter 3: Keeping the integrity of a migrating tool is not necessarily 
desirable.  Focusing on the changes to a tool (especially changes to either the target 
profile or the usage profile, or both) enriches our understanding of tool­use in science. 
6.3.2 Limits of a Tool 
That said, I should note that no users (not even the inventors) have the  total authority 
over what a tool  could or  could not be used to do.  For instance, Maynard­Smith’s 
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criticism about economists using evolutionary game theory (‘EGT’) is an example of 
misjudgment — it was an inventor underestimating the potential of his creation, as I 
argued in Section 3.4.5.  Unbeknownst to him, certain modification to EGT’s target 
profile (allowing, for example, for fitness without biological heredity) has made 
justifying its applications in social sciences possible.  However, there may be cases in 
which the accumulated modifications thus far still would not justify using a tool in a 
certain way.  If true, it follows that there may be a limit to each tool’s functionality (i.e., 
to what it could or could not do), with or without modifications.  To illustrate, consider a 
simple example.  An adjustable wrench is a versatile tool.  It can spin bolts of varying 
sizes.  In addition, it could function as a clamp.  With its weight, it could be used as a 
hammer, and with its length, it could function as a unit of measurement if necessary, and 
so on.  However, this list of its possible uses is likely to end somewhere.  For instance, 
without an overhaul, a wrench could not be used as a roller because it does not have the 
shape for such a use.  And there are some things that it simply could not be, such as a 
Mars space­probe.  Of course, finding the limit of a tool is not straightforward (which is 
why I did it arbitrarily in the example of a wrench).  Indeed, when modifications to a 
given tool are allowed, it is not clear whether there will be a fixed limit of the tool’s 
functionality.  Thus, between the inventor’s intended use(s) and the tool’s limit that may 
or may not be fixed, there is plenty of room for the users’ creativity. 
6.3.3 A Misuse of a Tool Due to a Carried­over Conflation of Concepts 
Still, some misuses of a tool are relatively obvious to pick out.  In the next section, I 
discuss an example in which the users misjudge the capacity of the tool.  This example 
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also shows that after all, FLT is not well­understood for classifying computing systems 
without qualification.  It may be true that FLT is well­understood among theoretical 
computer scientists for classifying formal languages and their recognizers.  However, in 
an interdisciplinary research program, it is dangerous to assume that such a tool will be 
similarly well­understood by another group of users who are new to it.  The AGL 
experimental protocols powered by FLT are such a tool.  After 2004, some researchers 
started using it mistakenly to show that ‘recursion’ — a computational feature that Fitch, 
Chomsky and Hauser hypothesize (2002) to be unique to humans and unique to language 
— exists in some nonhuman animals, when in fact, the tool does not have the capacity to 
detect recursion.  I tell a story of this episode of tool­misuse in the sections that follow. 
To get slightly ahead of myself, Fitch (2012) argues that the unfortunate search 
for recursion with the FLT­powered AGL experiment is misled by a pervasive conflation 
of key concepts in FLT, such as the Chomsky hierarchy and recursion.  Fitch (2010, 84) 
suggests that this conflation appears in “the merger of mathematics and linguistics called 
formal language theory” (which I discuss in Section 6.4.5). 
Without contradicting Fitch’s statement, I argue that there was another source of 
confusion.  Those researchers, who  mis applied the experimental protocols for detecting 
recursion, were misled by a paper co­authored by Hauser, Chomsky, and Fitch (2002) (as 
I argue in Section 6.4.6).  In other words, this conflation of concepts has been carried 
over to cognitive biology, which then starts the unfortunate confusion.  The story begins 
with why, after 2004, there was suddenly a surge of testing recursion in nonhuman 
animals.  48
48 E.g., Abe et al 2011; Bahlmann et al 2008; de Vries et al 2008; Gentner et al 2006; 
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6.4 The Unfortunate Search for ‘Recursion’ 
6.4.1 The Faculty of Language 
It all started with the question: “The Faculty Of Language: What Is It, Who Has It, And 
How Did It Evolve?” (title of Hauser, Chomsky, and Fitch 2002).  The term ‘faculty of 
language’ refers to a set of abilities that enable humans to acquire and use natural 
languages.  Humans are thought to be endowed with these abilities based on our 
neurobiological and genetic composition.  Traditionally, the faculty of language was 
conceived to be uniquely human.  It is sometimes compared with ‘animal instinct’ (e.g., 
Pinker 1994).  That is, using language is uniquely human in the same way that spinning 
webs is uniquely spider. 
In contrast, Hauser, Fitch, and Chomsky (2002) propose a three­system concept of 
the language faculty.  They argue that some or all of these systems may have an 
independent evolutionary history, recruited to bringing about linguistic abilities only in 
humans.  Thus, studying animal model organisms may shed light on the evolution(s) of 
the faculty of human language.  They begin with laying out the components of this 
faculty, all of which are meant to account for what language really is. 
6.4.2 Sensory­motor System, Conceptual­intentional System, And Abstract Linguistic 
Computational System 
 
The first component is the ‘sensory­motor’ system, responsible for hearing (or viewing) 
and speaking (or gesturing).  The second is the ‘conceptual­intentional’ system, in charge 
Hochmann et al 2008; Marcus 2006; Perruchet and Rey 2005; Rey et al 2012; Stobbe et 
al 2012; Udden et al 2012; van Heijiningen et al 2009. 
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of meaning.  The last is the “abstract linguistic computational system,” for creating 
internal representations of discrete expressions (ibid., 1571).  Each of the three systems is 
responsible for one aspect of language, which according to the authors is “fundamentally, 
a system of sound­meaning connections” with “a finite set of elements” and “a 
potentially infinite array of discrete expressions” (ibid).  In particular (ibid), 
Each of these discrete expressions is ... passed to the sensory­motor and 
conceptual­intentional systems, which process and elaborate this information in 
the use of language.  Each expression is, in this sense, a pairing of sound and 
meaning. 
 
One important step in their analysis of the faculty of language is the introduction 
of ‘recursion.’  “At the minimum,” the abstract linguistic computational system “includes 
the capacity of recursion” for creating “an open­ended and limitless system of 
communication” (ibid., 1571/1578).  They call this system ‘the faculty of language in the 
narrow sense’ or the ‘FLN.’  Thus, recursion is the main characteristic of the FLN.  In 
contrast, the whole three­part system (i.e., FLN together with the sensory­motor system 
and the conceptual­intentional system) is called ‘the faculty of language in the broad 
sense’ or the ‘FLB.’ 
6.4.3 The Evolution of the Faculty of Language and the ‘Recursion­only’ Hypothesis 
Hauser, Chomsky, and Fitch (2002) argue that this FLB/FLN distinction helps to break 
down questions in the literature that concern the comparative and evolutionary aspects of 
the faculty of language.  According to them, these questions were: 
1. whether the faculty of language is uniquely human or shared with other species,  
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2. whether the evolution of such a faculty is gradual or saltational, and 
3. whether it evolved as a unique adaptation for communication or for some other 
computational problems. 
They suggest, for instance, that researchers may now investigate details of  each of the 
three subsystems along the comparative aspect of the subject matter (as shown in 
Question 1).  Those details may inform the study of the evolutionary aspects of the topic 
(as in Questions 2­3).  That way, scholars may piece together a fuller understanding of 
the evolution of language. 
With those traditional research questions renewed, the authors then offer 
hypotheses for further research.  I re­state two of their proposed hypotheses as follows: 
Either FLB as a whole is a “uniquely human adaptation for language” (ibid., 1572), or 
“[o]nly FLN is uniquely human” (ibid., 1573), surely not both.  The word ‘only’ in the 
latter makes the two hypotheses mutually exclusive.  This latter hypothesis was 
interpreted as the ‘recursion­only’ hypothesis.  As the authors put in the abstract (ibid., 
1596): “We hypothesize [both] that FLN only includes recursion and [that FLN] is the 
only uniquely human component of the faculty of language.” 
6.4.4 Empirical Methods for Detecting Recursion in Nonhuman Animals 
Verifying the recursion­only hypothesis is not straightforward.  FLN supposedly contains 
only recursion, and recursion is supposedly responsible for an open­ended and limitless 
system of communication.  To illustrate, scientists assume that humans have recursion.  A 
typical argument goes as follows.  For any given sentence, e.g., ‘the Earth is round’, one 
may create indefinitely many sentences by repeatedly adding a clause in front of it, such 
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as ‘Mary believes that…,’ ‘John knows that…,’ ‘it is possible that…,’ and so on.  It 
appears that a test for recursion in a subject requires a communication system between 
the experimenter and the subject.  Thus, not speaking any animal languages, and indeed 
not knowing whether any exist, scientists wishing to detect recursion in nonhuman 
animals need to resort to other signs of recursion. 
Hauser, Chomsky, and Fitch (2002) suggest two possible directions: number 
representation and rule learning.  Because both abilities “can be investigated 
independently of communication,” experiments of these two abilities can “provide hints 
as to the nature of the constraints on FLN” (2002, 1577).  This statement is one of the 
first places where confusion starts to loom. 
Open­endedness in Number Representation 
According to the authors, the best evidence for number representation in nonhuman 
animals at the time was from work done by Boysen and Matsuzawa on chimpanzees. 
(They cite Boysen and Bernston 1989, Kawai and Matsuzawa 2000, Matsuzawa 1985). 
However, unlike human children, Chimpanzees do not show the open­endedness in their 
number representation.  The authors continue (1577),  
A human child who has acquired the number 1, 2, and 3 (and sometimes 4) goes 
on to acquire all the others; he or she grasps the idea that the integer list is 
constructed on the basis of the successor function.  For the chimpanzees, in 
contrast, each number on the integer list required the same amount of time to 
learn.  In essence, although the chimpanzees’ understanding of Arabic numerals is 
impressive, it parallels their understanding of other symbols and their referential 
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properties: The system apparently never takes on the open­ended generative 
property of human language. 
 
What might be the cause of such a fundamental difference?  The authors consider 
two possibilities.  The first possibility concerns the difference in learning experience due 
to external factors, a view that they attribute to Carey (2001).  For instance, children 
“typically learn an arbitrar[il]y ordered list of symbols (‘1, 2, 3, 4 …’), and only later do 
they learn the “precise meaning of such words” (Hauser, Chomsky, and Fitch 2002, 
1577.).  In contrast, “apes and parrots were taught” by the experimenters “the meanings 
one by one without learning the list (ibid., 1577).  Thus, this difference from the training 
regime of animals might have resulted in their fundamentally different experience. 
The second possibility concerns the difference in the computational constraints of 
the nonhuman animals, i.e., “the kind of statistical inference that animals can compute” 
(ibid., 1577).  Importantly, this is where the Chomsky hierarchy, rule learning, and the 
thesis of supra­regularity (Sections 4.2.4 and 5.2.3) enter the discussion, all (wrongly) in 
connection with recursion.  After introducing these concepts (which I quote below), the 
authors state in a caption that “in parallel with the faculty of language, our capacity for 
number relies on a recursive computation” (ibid., 1576).  The passage that may have 
conflated the concepts of supra regularity (or ‘hierarchical processing’ in their 
terminology) and recursion reads as follows (1577, emphasis mine): 
Early work in computational linguistics (Chomsky 1975, 1956, Chomsky and 
Miller 1958) suggested that we can profitably think about language as a system of 
rules placed within a hierarchy of increasing complexity.  At the lowest level of 
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the hierarchy are rule systems that are limited to local dependencies, a 
subcategory of so­called “finite­state grammars.”  Despite their attractive 
simplicity, such rules systems are inadequate to capture any human language. 
Natural languages go beyond purely local structure by including a capacity for 
recursive embedding of phrases within phrases , which can lead to statistical 
regularities that are separated by an arbitrary number of words or phrases.  Such 
long­distance, hierarchical relationships are found in all natural languages for 
which, at a minimum, a “phrase­structure grammar” is necessary.  It is a 
foundational observation of modern generative linguistics that, to capture a 
natural language, a grammar must include such capacities (authors pointing to a 
figure which I replicate in Fig. 6.1).   
This passage is misleading for two reasons.  First, it seems to suggest that supra 
regularity, which the finite­state grammars lack, distinguishes between formal systems 
that have open­endedness and formal systems that lack open­endedness.   This 49
suggestion is incorrect because both finite­state grammar and phrase­structure grammar 
are open­ended; in fact, all four classes of formal grammars in the Chomsky hierarchy 
are.  After all, as Fitch states later (2014, 347): FLT is “the study of infinite sets generated 
by finite means.”  Thus, these two classes in the Chomsky hierarchy cannot inform 
scholars about recursion in terms of open­endedness.  Second, it invokes the term 
‘recursive’ referring to recursively  “ embedding  ... phrases within phrases ,” whereas by 
‘recursion’ they conflated the notions by thinking of open­endedness as due to recursion 
49 According to the three authors (2002), recursion is supposedly about the capacity of 
handling an open­ended system, which could be integers, numbers in general, or natural 
languages.   
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(Hauser, Chomsky, and Fitch 2002, 1577, emphasis mine).  Let me elaborate on this in 
the next section. 
 
Fig. 6.1 Recursion as Open­endedness. This illustration is captured from the Fig. 5 in 
Hauser, Chomsky, and Fitch (2002, 1576). 
 
6.4.5 Recursion: Open­endedness and Self­embedding 
Within their paper (Hauser, Chomsky, and Fitch 2002), recursion has at least two 
readings: recursion as the capacity for using an open­ended system and recursion as 
self­embedding.  The latter reading implies the former, but not vice versa.  In linguistics, 
‘recursion’ refers to the property of a rewriting rule being ‘self­embedding,’ which is 
indeed a supra regular feature (Section 5.2.3).  However, ‘self­embedding’ could describe 
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both stringsets A n B n  and (AB) n  in Fitch and Hauser’s (2004) AGL learning experiment. 
In particular, a rewriting rule is ‘self­embedded’ if the same phrase type,  S , appears on 
both sides of a production in the form    →    .  As such, the stringset generated by (AB) n 
can be described by a recursive rule.  To illustrate, consider the three productions shown 
in (5.1). 
(5.1) 
i. S → A  S B 
ii. S → AB 
iii. S →  S AB 
In both (5.1i) and (5.1iii), the phrase  S appears on both sides of the production arrow, 
making the two of them self­embedded rules, whereas (5.1ii) lacks such a pattern. 
Note that a grammar consisting of rules (5.1i) and (5.1ii) can generate the 
stringset of A n B n , whereas a grammar containing both (5.1ii) and (5.1iii) can generate the 
stringset (AB) n .  As such, both stringsets are said to be generated by a self­embedded 
rule.  Recursion in terms of self­embedding does not tell apart the stringsets in Fitch and 
Hauser’s AGL experiment.   Thus, while the FLT­powered­AGL experimental protocols 50
developed by Fitch and Hauser may have the right profiles for detecting supra­regularity, 
the tool certainly does not detect recursion in terms of open­endedness (because all four 
classes of grammars in the Chomsky hierarchy are open­ended), nor does it detect 
self­embedding (Fitch 2010).  Crucially, while supra­regularity is irrelevant with regard 
to ‘recursion as open­endedness,’ it does concern ‘recursion­as­self­embedding.’  A 
50 What they should have said is ‘center­embedding’ instead of ‘self­embedding’. 
However, recursion in linguistics is not limited to ‘center­embedding’.  Thus, either way, 
confusion persists. 
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grammar consisting at least one self­embedding rule disqualifies as Type 3.  Thus, at the 
end of discussing number representation, ‘recursion’ gains an additional reading of being 
about self­embedding, a reading that is used in linguistics for describing rewriting rules. 
6.4.6 Misinterpretation of the Experimental Results 
Recall my analysis of FLT­powered­AGL experimental protocols (Section 5.3.1).  The 
experimental result would reveal whether the subjects spontaneously recognize their 
training grammar.  When the subjects do not recognize a supra­regular grammar, 
everything else being equal, this result is interpreted as that the subjects do not possess 
the addition computational resource to be supra regular  Due to the discussion in Hauser, 
Chomsky, and Fitch (2002) that potentially conflated supra­regularity and ‘recursion as 
open­endedness,’ commentators took Fitch and Hauser’s (2004) work to be confirming 
the recursion­only hypothesis (Section 6.4.3).  Fitch reports several such cases (2010, 
87): 
The first place I saw this misinterpretation was ... written by David Premack, 
appearing in the same issue of  Science : “In ... this issue, Fitch and Hauser ... 
report that tamarin monkeys are not capable of recursion.  Although the monkeys 
learned a nonrecursive grammar, they failed to learn a grammar that is recursive. 
Humans readily learn both” (Premack 2004, 318). ... [A] latter paper by Perruchet 
and Rey (2005) apparently assumed that we shared Premack’s assessment of our 
experiment, disputing our “claim” about A n B n  “generating center­embedded 
sentences.”  Most recently, Gentner et al. (2006) concluded that starlings are able, 
with training, to master the A n B n  grammar, and titled their paper “Recursive 
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syntactic pattern learning by songbirds.”  The abstract states that A n B n  is a 
recursive, self­embedding, context­free grammar’ ”  The accompanying 
commentary by Gary Marcus continues the error, asserting that “The A n B n 
language … is generally assumed to be recursive ….” 
To Fitch, the thought that A n B n  requires recursion not only is incorrect, but also “appears 
to reflect an inadequate grasp of computer science and formal language” (2010, 87). 
Most importantly, he says, “our paper [2004] did not mention recursion, because A n B n  is 
not a test for recursion” (ibid.).  He continues, “the question of recursive implementation 
is orthogonal to the analysis of grammatical power embodied in the Chomsky hierarchy” 
(ibid.).  What A n B n  grammar does in the AGL experiment is to test “the additional 
memory mechanism(s) to keep track of ‘n’ ”, and “it is an error to see success at 
recognizing strings from A n B n  (as for starlings) as indicating recursion, or to see failure at 
the same task (as for tamarins) as necessarily implying a lack of recursion” (ibid., 87­88). 
While being polemic in his response, Fitch does “regret certain editorial 
decisions,” not in the (2004) but in the earlier paper (Hauser, Fitch, and Chomsky 2002) 
that made their “argument more opaque than desirable” (2010, 75).  In the next section, I 
discuss the key passages (in Hauser, Chomsky, Fitch 2002) where their misleading 
message lies.  He is correct to regret — it was him and his co­authors who exposed their 
scientific community to the risk of making the mistake. (And let’s not forget that one of 
his co­authors is the inventor of the initial hierarchy!) 
6.4.7 Conflation of Concepts Carried Over by the Importers 
The most likely source that started  mis applying A n B n  grammar to be a test for recursion, I 
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argue, appears in Hauser, Chomsky, Fitch (2002).  Fitch is correct; Hauser and Fitch 
(2004) did not mention recursion.  However, that paper was not the time the scientific 
community first heard of their novel AGL experiment.  In 2002, Hauser, Chomsky, and 
Fitch disclosed the experiment and discussed their conclusion (then in preparation).  At 
the end of the relevant passage (which I quote below in its entirety), they added two lines 
that are unmistakably misleading (ibid., 1578, omitting descriptions of the experimental 
procedure, emphasis mine): 
Fitch and Hauser [then in preparation] recently completed a study comparing 
finite­state and phrase­structure grammar acquisition in human adults and 
tamarins.  ...  The phrase­structure rule tested was AnBn.  ...  Results showed that 
human adults rapidly learned this rule implicitly, distinguishing consistent and 
inconsistent strings.  Tamarins, in contrast, failed in three separate experiments 
testing their ability to acquire this grammar, but they readily mastered a 
finite­state variant (ABn)   implemented with the same stimuli and testing 51
conditions.  This suggests that tamarins have a limited capacity to learn the type 
of long­distance hierarchical dependencies necessary to achieve the class of 
phrase­structure grammars.  If true, this limitation would place severe restrictions 
on their capacity to learn any natural human language.  It is currently unclear 
whether this limitation generalizes to other animals, and whether it is similarly 
imposed on humans at different stages of development.  Nonetheless, such 
experiments provide an empirical approach to exploring key differences between 
humans and animals relevant to FLN. 
51 Typo in the original; it should have been (AB) n . 
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If FLN contains only recursion, and if the AGL experiments “provide an empirical 
approach to explore” important species differences “relevant to FLN,” then it seems 
natural to conclude that the AGL experiment was the go­to tool for testing recursion. 
6.5 Summary of the Migration of the Theory of Formal Language 
The tool of FLT­powered­AGL experimental protocols successfully promoted the 
comparative approach and interdisciplinary research in the study of language evolution. 
The tool even allows nonhuman animal model organisms to re­enter the study of human 
language, and vice versa.  Hauser, Chomsky, and Fitch state that (2002, 1578):  
Our review has stressed the usefulness of animal data for theories about humans, 
but this exchange need not be one­way.  As the research program we have 
sketched progresses, more general principles about cognitive evolution may 
emerge. 
Interdisciplinary collaboration is the key to making progress in this endeavor.  They urge 
scholars including “[l]inguistics and biologists, along with researchers in the relevant 
branches of psychology and anthropology” to “move beyond unproductive theoretical 
debate to a more collaborative, empirically focused and comparative research program” 
for the goal of “uncovering both shared ... and unique components of the faculty of 
language” (2000, 1578).  Unfortunately, in articulating such a research program, the 
authors inadvertently introduced a conflation of concepts between supra regularity and 
recursion — a conflation which Fitch believes to have existed before their work — 
leading to yet another unproductive debate. 
After much effort devoted to clarification (including an ERC­sponsored workshop 
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and a number of publications), the rush to find recursion seems to have subsided. 
Looking back, Fitch (2014, 30) notes: Although my colleagues and I have previously 
discussed the generation of new [hierarchical] levels in terms of “recursion” [his citation 
to Hauser, Chomsky, Fitch 2002], I now regret this.”   
Recursion is leaving the spotlight, taken over by the stack model of the brain. 
The AGL experiments and FLT remain at the center of cognitive biology (e.g., Jiang et al. 
2018, Fitch 2018).  One lesson learned: unlike Fitch once thought (2010, 109), FLT was 
not necessarily “well­understood” for doing what he proposes to do.  Indeed, within an 
interdisciplinary research program, whether a tool’s is ‘well­understood’ cannot be 
estimated disregarding the users who are invited to use it.   
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Chapter 7 Conclusion 
Tool Migration is Epistemically Risky — Having A Similar Target Profile 
Does Not Seem to Help 
7.1 Summary 
This dissertation focused on the scientific practice in which a mathematical construct that 
was originally developed to study a particular subject matter but subsequently used in 
other disciplines or subdisciplines for a different subject matter, a phenomenon that I call 
‘tool migration.’  The main motivation behind this research was the concern that tool 
migration can be ‘epistemically risky.’  More specifically, that uprooting a research tool 
from one disciplinary context and re­situating it for use in another can change how the 
tool is applied; whatever has made the tool useful and reliable in the first place may not 
have stayed the same in the new context.  The two migration stories illustrated in this 
dissertation legitimize this concern.  The epistemic risks associated with tool migration 
are real.  However, my analyses of these tool migration stories reveal that changes in the 
tools due to uprooting or re­situation are not necessarily the problem; instead, appropriate 
and proactive modifications to a tool in migration are conducive to successfully applying 
an old tool in a new context.  By contrast, having a similar set of definitions concerning 
the theoretical terms in the formal construct (i.e., the tool’s target profile) does not make 
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tool migration less precarious. 
The epistemic risks associated with tool migration have not been explicitly 
addressed by philosophers of science.  The lack of attention to this topic is surprising in 
light of the recent and growing interest in topics such as scientific model transfer.  For 
instance, the discussion of ‘model transfer’ concerns a relatively small set of 
mathematical models that are applied in multiple disciplinary contexts.  Humphreys 
(2004, 2018) argues that models which are transferred to study phenomena of different 
domains owe their versatility to the computational tractability they afford.  In contrast, 
Knuuttila and Loettger (2014, 2016) suggest that in addition to tractability, versatile 
models also offer conceptual frameworks for theorization, which they label ‘model 
templates.’  However, while ‘model transfer’ is similar to what I call tool migration, prior 
analyses have not dealt with the risks inherent in this aspect of scientific practice. 
In a slightly different context, Morgan (2010) proposed a similar warning about 
the use of evidence outside its site of construction or discovery, or what she calls 
‘traveling facts.’  Her argument that ‘losing integrity’ poses a threat to the usefulness and 
reliability of traveling facts coincides with my preconception about tools in migration. 
Her warning is based on a collection of case studies (Howlett and Morgan 2010) devoted 
to understanding the different ways in which facts are received and treated as evidence 
according to different disciplinary bases.  It was clear to me that my reservation about the 
use of the tools in migration resembles Morgan’s concern about the use of the traveling 
facts.  I thus modeled my investigation to examine whether ‘losing integrity’ also poses a 
threat to the usefulness and reliability of the tools in migration.    52
52 What was not clear to me is how my concern of the ‘importers’ in tool migration turns 
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The main contributions of the current project are 1) the analytic framework that I 
developed and 2) the findings I discovered by applying the framework to my case studies. 
On the analytic framework, first I characterized an application of a research tool in three 
types of tasks: problem formulation, calculation (or computation), and interpretation. 
Specifically, in an application mathematical constructs are used to: 
(i) formulate a research question into a tractable form,  
(ii) obtain an analytic result of the formulation, and  
(iii) interpret the analytic result as a solution or answer to the research question. 
Second, within an application of a tool, I distinguished the tool’s:  
● Target profile: the set of theoretical terms (especially their definitions and the 
relations between these terms) that factor into formulating the problem, and  
● Usage profile: the set of ways in which the results of calculation are interpreted. 
Between applications, I distinguished: 
● Established application, and  
● Novel application.   
Third, with these two concept­pairs, I build a four­fold typology to check for the 
‘integrity’ of a tool in migration.  Specifically, I compared the similarities or differences 
in either profiles between applications. 
● When a novel application retains both the target profile and usage profile of a tool 
from the tool’s established application(s), I classify it as tool­application, 
● when the novel application retains a critically similar target profile of the tool but 
out nicely corresponding with Morgan’s concern of the ‘curator’ and ‘labeling practice’ 
in traveling facts.  See footnote 8 for discussion. 
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has changed the tool’s usage profile has changed, I call it tool­adaptation, 
● when the novel application retains a critically similar usage profile of the tool wut 
has changed the tool’s target profile, it is a tool­transfer, and 
● when the novel application has changed both the target profile and usage profile 
of the tool, it is a tool­transformation. 
I then applied this framework to argue that the migration stories of game theory and 
formal language theory are examples of tool­transformation and tool­adaptation, 
respectively. 
7.1.1 Case Study 1:  Game Theory 
Game theory was constructed for studying strategic interaction between agents capable of 
making decisions (von Neumann 1928); yet game theory has since been used in 
evolutionary biology to study the change of phenotypes in a population of organisms that 
may or may not be capable of making decisions (Maynard­Smith and Price 1972). 
From the migration stories of game theory, I found substantial changes, especially 
the changes in the definitions about the ‘players’ and the ‘payoffs.’  To use my 
terminology, between these applications, there is a collection of diverging target profiles. 
For instance, once game theory left the context of the social sciences and entered the 
context of evolutionary biology, the ‘players’ are no longer defined to be 
decision­making individuals, nor is the ‘change of strategy’ a result of individual player’s 
decision­making process.  Such a definition (i.e., players being capable of choosing one 
strategy over another) simply does not apply to subject matter of evolutionary biology. 
Moreover, a ‘strategy’ in evolutionary game theory refers to a phenotype that individual 
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organisms display, and the concept of a ‘payoff,’ in turn, is redefined as Darwinian fitness 
(i.e., the number of copies that it will leave to play in the games of a succeeding 
generation).  Consequently, in evolutionary biology, the phrase ‘a change of strategy’ 
means a change of the proportion of the phenotypes in a population.  Furthermore, in 
order to account for this change in the proportion of phenotypes, it is assumed that 
(Maynard­Smith and Price 1972) an individual organism passes on its phenotype to its 
offspring according to the fitness (i.e., payoff) assigned in the payoff matrix.  This 
became known as the heritability assumption about the individuals in evolutionary game 
theory.  As a result, the change in the proportion of phenotypes is understood as a result 
of differential biological reproduction instead of decision­making.  For this reason, when 
the social scientists started applying evolutionary game theory to theoretical economics, 
Maynard­Smith (1997) criticized their applications for being ignored of the heritability 
assumption. 
My analysis showed that Maynard­Smith’s criticism was a misjudgment because 
there has been a change in how ‘payoff’ is defined.  Such a change in the definition of 
‘payoff’ can be viewed as ‘counter­actors’ to offset other changes (e.g., the subject matter 
changes from being about decision­making individuals to being about 
phenotype­displaying organisms).  Had it not been this counter­acting modification in the 
definition of ‘payoff,’ Maynard­Smith’s (1997) criticism would have been justified. 
Specifically, according to Maynard­Smith (1997), evolutionary game theory “hinges on 
the notion of heredity, i.e. the essential notion being that your success in the game 
determines how many children you have, and your children are like you, and the whole 
thing [i.e., the propagation of a particular strategy] hinges upon that essential 
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assumption.”  In other words, if the social scientists used the tool to study human affairs 
in merely a ‘plug­and­play’ manner, they have mischaracterized their human subjects. 
However, unbeknownst to Maynard­Smith, Taylor and Jonker (1978) in their application 
contested the idea that the propagation of a strategy can be understood  only as a result of 
heredity, as Maynard­Smith did.  According to them, it can be understood  also as a result 
of social learning (e.g., imitation).  Thus, this change of assumption, which changes the 
target profile of the tool, in turn properly re­situates the tool from evolutionary biology 
back to the social sciences. 
In general, counter­acting modifications to a tool in migration, despite causing the 
tool to ‘lose integrity,’ are helpful to prevent errors that are particularly associated with 
tool migration.  In other words, counter­actors are crucial (and perhaps indispensable!) to 
properly re­situate a tool in a new context.  As mentioned in Chapter 3, my finding of 
‘counter­acting modification’ in tool migration is consistent with the existing literature on 
the improvement of ‘theoretical templates’ (Humphreys 2018) and the construction of 
model templates (Knuuttila and Loettger 2014, 2016). 
7.1.2 Case Study 2:  Formal Language Theory 
From the migration stories of formal language theory (‘FLT’), I found a similar set of 
definitions concerning the theoretical terms: ‘alphabet,’ ‘words,’ ‘phrases,’ ‘sentences,’ 
‘rules,’ ‘derivations,’ etc.  Between linguistics and computer science, these theoretical 
terms are units of information that are hierarchically organized.  Specifically, in 
linguistics, an alphabet is a set of symbols, which are the smallest units that form words, 
which are units that form phrases, and phrases, in turn, are units that form sentences.  In 
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computer science, as I illustrated with the programming language ALGOL, characters are 
the smallest units that which form expressions, and expressions, in turn, are units that 
which form statements.  In both disciplines, grammatical rules are descriptions of the 
allowable forms, and derivations are the processes that generate these forms.  These 
similarities suggest that the target profile of FLT has survived through the migration from 
linguistics to computer science.  A similar set of assumptions can be found in Fitch and 
Hauser’s (2004) design of their experiment.  They created two classes of syllables, which 
are then used to generate strings as experimental stimuli based on rules that they call 
‘grammars.’ 
However, in contrast to a converging target profile, I found increasingly different 
ways in which FLT is used across the disciplines.  To use my terminology, between these 
applications, there is an augmented usage profile.  My analysis suggests that in each of 
those disciplines, a ‘new use’ is added to the tool in their respective application. 
Specifically, there are the ‘theorizing­use’ in linguistics, the ‘engineering­use’ in 
computer science, and the ‘experimental­use’ in cognitive biology.  In particular, in 
linguistics, the tool is developed to reveal the rules that can generate all natural languages 
so as to theorize the knowledge of human language (see the top diagram in Fig. 7.1).  In 
computer science, the tool is further developed for the programmers to engineer the list of 
instructions such that the computer will behave according to some design needs (e.g., 
particular kinds of output) (see the middle diagram in Fig. 7.1).  Finally, in cognitive 
biology, the tool is modified to probe a subject’s ‘internal program’ through experiment 
(see the bottom diagram in Fig. 7.1). 
On the positive side, a common target profile with an expanded usage profile in a 
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tool offers a ‘common ground’ for the users to integrate knowledge generated from 
multiple disciplines.  Such a common ground also allows them to bridge different, 
sometimes competing methodologies into one cohesive, interdisciplinary research 
program.  For instance, Chomsky is known for not only the classification scheme that 
now bears his name, but also his criticism of animal model organisms used in the study of 
human language (Chomsky 1956a; Osgood 1975).  Fitch and Hauser’s ingenious, novel 
application of the Chomsky hierarchy enables a ‘conceptual crossover.’ It brings 
nonhuman animals as model organisms back to the study of human language, together 
with formal models of language constructed by Chomsky. 
 
 
Fig. 7.1 Three Diagrams of the ‘Flow of Information’ 
These three diagrams illustrate different uses of formal language theory across linguistics, 
computer science, and cognitive Biology 
 
On the negative side, by applying the tool in neurolinguistics, one crucial change 
in subject matter is left unaccounted for — the subject matter changed from being about 
information processing  regardless of implementation to being about linguistic processing 
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actually implemented in the brain.  The lack of a counter­actor to this change of subject 
has caused resistance from some neurolinguists.  There were also backlashes from the 
comparative experimental psychologists who believed that the tool could be used to 
detect recursion — something that goes beyond the intended use by Fitch and Hauser 
(2004). 
A primary finding of this dissertation is that tool migration is epistemically risky, 
and yet the source of the epistemic risks does not necessarily come from changes to the 
tool.  As these two illustrative case studies show, having a consistent target profile is 
neither necessary nor sufficient to prevent errors that are associated with tool migration. 
7.2 Future Directions 
7.2.1 Are Some Types of Tool Migration Safer Than Others? 
In this dissertation, what I have not been able to address is whether there can be any 
general connections between the types of tool migration and the kinds of epistemic risks. 
It is possible that tool­transformation may promote counter­actors, which makes it a 
‘safer’ type of tool migration.  Conversely, it is likely that tool­application may create a 
‘false sense of security,’ which makes it a less safe type of tool migration.  For when 
there is a salient change in the tool’s target profile, one would expect the users in the new 
disciplinary context to be more alert than when there isn’t such a salient change.  To 
illustrate this contrast, consider a mundane driving experience.  Consider yourself driving 
a car that is borrowed for a long road trip.  When the car is of a different brand, different 
year, and thus different interior from your own car, you might be more attentive to its 
condition before and while driving it.  In contrast, when the car you borrowed happens to 
165 
 
be of the same brand, only, say, two years older than your car, and thus it has a very 
similar interior to the one you have been driving for years, it would not be surprising if a 
sense of familiarity desensitizes you from paying attention to this car’s idiosyncrasies.  53
In a sense, driving the latter car makes the road trip more dangerous than driving the 
former car.  However, it requires further studies to identify (if there is any) connections 
between particular types of tool migration and specific kind of epistemic risks. 
7.2.2 A New Genre of Epistemic Risks 
In addition to the discussion of model transfer, another line of literature in the philosophy 
of science that I could make a connection with is the existing discussion of epistemic 
risks.  The concept of epistemic risks has been varyingly associated with other ideas, such 
as uncertainty, probability, values, or responsibility (e.g., Sahlin 2012, Fallis 2007, 
Parascandola 2010, Santoro, Marino, and Tamburrini 2008, Freedman 2014).  In contrast, 
a systematic account has been very recently proposed by Justin Biddle and Rebecca 
Kukla (2017, also Biddle 2016).  According to them, ‘epistemic risk’ refers to the risk of 
being wrong in the context of falsely accepting or rejecting an element related to the 
pursuit of knowledge.  Such an element could be an hypothesis, a methodology, a 
background assumption, a set of test subjects, a policy, or a definition.  Along with this 
line of discussion, epistemic risks associated with tool migration can be understood as the 
risk of falsely accepting or rejecting a novel use of a previously established research tool. 
Further case studies may then be able to contribute to this literature with examples of 
such risks (e.g., mischaracterization, misinterpretation, misjudgment) and how to avoid 
53 Julia Bursten (in personal conversation) provides this example to illustrate a ‘false 
sense of security’. 
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them. 
7.2.3 The Unity of Science 3.0? 
On top of providing preventive measures, a study of tool migration has potential to shed 
light on the long­standing philosophical question of how ‘unified’ science can be. 
Philosophers of science once aimed to reveal a logical structure by which scientific 
theories could be reduced to one another (e.g., Oppenheim and Putnam 1958), but this 
pursuit of theory reduction has long been abandoned (Kitcher 1999).  Superseding this 
tradition was a gradual but steady shift of focus from questions concerning scientific 
theories to those concerning scientific practice, e.g., what counts as evidence or what 
counts as an explanation—a trend that persists to this day.  As Humphreys (2016) argues, 
the focus on scientific practice has led to both a ‘disunity’ view of science among 
philosophers and the fragmentation of philosophy of science into various sub­disciplines, 
such as the philosophy of physics, the philosophy of biology, and many more.  According 
to Humphreys, both consequences are understandable.  For instance, a theory of scientific 
evidence that works in astronomy may not work in chemistry.  Likewise, a theory of 
scientific explanation that accounts for explanations in biology may not necessarily 
account for explanations in physics or economics.  Naturally, philosophers of science 
gravitate towards a specific science to avoid overgeneralization.  Once such a division of 
labor is established, it becomes harder for philosophers of a specific science to grasp 
what may be the unifying features of science as a whole.  In contrast, studying tool 
migration provides a different perspective for looking at scientific practice.  Instead of 
focusing on one disciplinary context at a time.  A study of tool migration compares and 
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contrasts multiple scientific contexts, by examining how each of these disciplines handles 
a particular research tool.  Following versatile research tools may thereby allow a 
common theme that underlies multiple scientific disciplines to emerge. 
7.2.4 Integration of Disciplines and Tool Migration 
Finally, the incident of ‘conceptual crossover’ in Fitch and Hauser’s (2004) novel 
application of FLT could make an intriguing case study to contribute to the literature of 
the study of ‘interdisciplinary.’  Under the umbrella term of ‘interdisciplinarity,’ 
academic interactions across disciplinary boundaries have been studied by scholars from 
the humanities and social sciences (e.g., Apostel 1972; Boden 1999; Bruun, Hukkinen, 
Huutoniemi, and Klein 2005; Krohn 2017; Graff 2015; Lattuca 2001; Miller 1982).  A 
major focus of this literature has been to construct typologies — especially that can be 
used to effectively recognize patterns or characteristics of academic activities that 
promote integration between disciplines or disciplinary knowledge.  The philosophers of 
science who have engaged in this topic have focused on the interdisciplinary dynamics 
that prompt the creation versatile tools such as evolutionary game theory (Grüne­Yanoff 
2011, 2016).  In particular, Grüne­Yanoff  (2011) argues that versatile tools may be seen 
as products of successful ‘interdisciplinary exchange.’  One important question, which 
arose from this literature of the development and application of versatile tools in science, 
is whether interdisciplinary exchange leads to the integration of disciplines.  That is, does 
the process of producing a common research tool promote the cohesion of concepts and 
the integration of practices (e.g., explanations, ontologies, methods, and data)? 
Grüne­Yanoff (2016) has argued that an interdisciplinary exchange can be successful in 
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producing a versatile tool without necessarily integrating the disciplines involved.  While 
Grüne­Yanoff does not rule out that some interdisciplinary exchange could succeed in 
both, it remains a question: Which kind of dynamics may produce not only a versatile 
research tool but also the integration of disciplines?  The tool­adaptation of FLT in 
cognitive biology has the potential to shed light on this question.  
7.2.5 Final Remark: A Case for the Study of Tool Migration 
Making novel use of a borrowed tool can be conducive to scientific progress.  Yet, as I 
have argued, one needs to bear in mind that tool migration is not without risks.  Potential 
errors from using borrowed tools include mischaracterization (i.e., characterizing the 
phenomenon in question with inappropriate assumptions), misinterpretation (i.e., using 
ill­fitted background contexts to interpret the result of a calculation), and misjudgment 
(i.e., incorrectly rejecting or accepting a novel use of a borrowed tool).  Science offers 
abundant examples of tool migration.  A proper understanding of science would be 
incomplete without a systematic study of tool migration.  This dissertation offers a starter 
kit, a conceptual framework with which one may identify, classify, and study any formal 
tools in migration.   
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