The quantitative analysis accuracy of calibration-free laser-induced breakdown spectroscopy (CF-LIBS) is severely affected by the self-absorption effect and estimation of plasma temperature. Herein, a CF-LIBS quantitative analysis method based on the auto-selection of internal reference line and the optimized estimation of plasma temperature is proposed. The internal reference line of each species is automatically selected from analytical lines by a programmable procedure through easily accessible parameters. Furthermore, the self-absorption effect of the internal reference line is considered during the correction procedure. To improve the analysis accuracy of CF-LIBS, the particle swarm optimization (PSO) algorithm is introduced to estimate the plasma temperature based on the calculation results from the Boltzmann plot. Thereafter, the species concentrations of a sample can be calculated according to the classical CF-LIBS method. A total of 15 certified alloy steel standard samples of known compositions and elemental weight percentages were used in the experiment. Using the proposed method, the average relative errors of Cr, Ni, and Fe calculated concentrations were 4.40%, 6.81%, and 2.29%, respectively. The quantitative results demonstrated an improvement compared with the classical CF-LIBS method and the promising potential of in situ and real-time application.
Introduction
Laser-induced breakdown spectroscopy (LIBS) is a microdestructive, fast multi-elemental analysis technique with minimal requirement of sample preparation. Accordingly, LIBS has been successfully applied in metallic alloys, 1, 2 liquid samples, 3 coal and combustion products, 4 material testing, 5 geological samples, 6 and cultural heritage. 7 In LIBS, different atomic structures and species concentrations result in different characteristics and spectral intensities in the emission spectra, thereby enabling elemental components of the target to be identified and quantified. 8 The LIBS quantitative analysis methods can be divided into two categories: the method with calibration curves and the calibration-free LIBS (CF-LIBS) method. In the application of the former, the internal standard calibration (ISC) is the most commonly used method. Pan et al. 9 proposed a multi-line ISC (MLISC) method and an automatic procedure, which were applied on the quantitative analysis of C, Cr, and Mn of carbon steels. The MLISC method is a reliable approach to provide accurate and stable calibration 1 curves, and the selection procedure helps improving the efficiency in calibration curves construction. Zaytsev et al. 10 focused on a comparison of univariate and multivariate calibration strategies for the determination of Ni, Cr, Mn, and Si in high-alloyed stainless steels. The results concluded that if the analyte signal is isolated in a varying degree by temporal separation of emission lines, the univariate calibration with the use of an appropriate internal standard is preferable. Multivariate calibration seems to be preferable with respect to better prediction in the case of impossibility to separate signals anyway. Yuan et al. 11 used binders to bind the anthracite powder together to improve the measurement repeatability. Furthermore, the known concentration of elements from the optimized binder was taken as an internal calibration element in establishing the calibration curve and for prediction. The quantitative results proved the applicability of binder for carbon measurement in anthracites. Mukherjee et al. 12 presented a method based on a polydisperse aerosol system with a bi-modal size distribution to study the effect of mass loading induced matrix effects, especially for carbon analysis. This method bears significance for the application of quantitative LIBS towards real-time carbon analysis of aerosolized drugs, bio-aerosols, and/or other forms of carbonaceous aerosols. In 2006, the method proposed by Mukherjee et al. 12 was implemented on the characterization of nanoaerosols. 13 In particular, this approach used the background gas as the internal standard to determine the extent of oxidation of aluminum nanoparticles. This step enables a quantitative determination on the population densities without the need for reference materials. In 2008, Mukherjee et al. 14 applied the method in reference to their work 12 This research opens up future possibilities of exploring LIBS as a novel, fast, and on-line diagnostic tool for quantitative analysis of pharmaceutical products in their manufacturing line. In 2017, the method proposed by Mukherjee et al. 12 was expanded to the quantitative analysis of intermetallic nanoalloys (NAs) and nanocomposites (NCs). 15 The results from LIBS are in good agreement with those measured using inductively coupled plasma optical emission spectrometry (ICP-OES), which indicated the rapid and in situ application of LIBS on synthesized NAs and NCs. The above research implemented by Mukherjee et al. enlarges the application field of LIBS and establishes the promising potential of LIBS as the future analytical technique for rapid and in situ quantitative chemical characterizations.
Although the calibration method is widely used in LIBS quantitative analysis, it has to build calibration curves that require several reference samples with the same matrices. Moreover, sometimes making the reference samples is difficult or even impossible. Alternatively, the classical CF-LIBS method was initially developed by Ciucci et al. 16 The species concentrations were determined through mathematical models and no calibration curves or reference samples were required. Thus, the matrix effect can be avoided during the calculation.
The fundamental theory of the classical CF-LIBS states that the quantitative accuracy is considerably related to the intensities of spectral lines and the plasma temperature.
The intensities of spectral lines are substantially affected by the self-absorption effect, which often decreases the maximum of the line profile and significantly influences the analysis accuracy of CF-LIBS. In recent years, considerable efforts have been exerted to correct the self-absorption effect. Bulajic et al. 17 implemented the correction steps based on the curve of growth (COG) and achieved satisfactory results. However, many parameters (e.g., plasma temperature, electron density, Gaussian broadening, and Lorentzian broadening) were difficult to obtain the accurate values, and the calculations were complex. Amamou et al. 18 computed the self-absorption by spectral line profiles using a Simplex algorithm program fitting. However, the optical thickness at the line center wavelength was not easily obtained. In the same period, the experimental improvements were also used to correct the self-absorption effect. Moon et al. 19 advocated the duplicating mirror for a quick check of the self-absorption effect with simplicity of the experimental setup. However, the measurement taken with and without the mirror will not interrogate the same plasma because of the expansion volume of the plasma, which will bring in evaluated deviation. Rezaei et al. 20 reported a novel method to calculate thick plasma parameters by combining laser spectroscopy and shadowgraphy techniques. In Rezaei et al., 20 plasma parameters could only be calculated accurately when the electron density, plasma length, and intensities of the three spectral lines were experimentally known. Alfarraj et al. 21 used the plasma temperature and the product Nl (the number density N and the absorption path length l ) to evaluated the optical depths and the self-absorption of Sr and Al lines by the COG method and compare the results under different experimental conditions (gate delay time, gate width time, and laser energy). This method can help develop calibration model for samples with high species concentrations. Aragó n et al. 22 reviewed the progress achieved in experimental research on characterization of laser-induced plasmas by determination of their physical parameters (e.g., electron density, temperature, and densities of atoms and ions) using optical emission spectroscopy. It was mentioned in this literature that the advances in this field included the development of experimental systems and procedures allowing applying classical spectroscopic techniques for plasma diagnosis. However, some important subjects will require additional effort in research on laserinduced plasma characterization.
Some groups also studied the calibration model for the self-absorption correction. Panne et al. 23 utilized a normalization procedure to achieve linear calibrations for the LIBS intensity ratios versus concentration ratios. However, the bottlenecks of this method include the requirement for an internal standard element and the difficulty of using the calibrations of intensity ratios in CF-LIBS. Lazic et al. 24 presented a self-absorption model in quantitative LIBS measurements on soils and sediments. However, certified samples were required to build the calibration curves and the method was unsuitable for CF-LIBS. Zorov et al. 25 indicated that, for CF-LIBS, the self-absorption correction by internal reference line is more feasible than the methods based on complex plasma characteristic calculations and using additional experimental instruments. Labutin et al. 26 proposed a correlation criterion to select an appropriate reference line in the LIBS analysis. However, the selection criteria were fuzzy and some criteria were inappropriate for CF-LIBS. Aragó n et al. 27 presented a new approach for characterization of laser-induced plasmas based on experimental Cs graphs, which allowed including several lines of various elements in the same ionization state at different concentrations. El Sherbini et al. 28 developed a simple method for quantifying the self-absorption effect on atomic and ionic emission lines. However, the method is applicable when the plasma electron density and Stark broadening parameter are known. Sun et al. 29 proposed a method named internal reference for self-absorption correction (IRSAC) and achieved good analysis results by employing a regressive algorithm. Nevertheless, the internal reference line itself may suffer from the self-absorption effect, which is another factor for consideration.
Plasma temperature is another important parameter in the CF-LIBS method and is often determined based on the Boltzmann plot or Saha-Boltzmann plot. Theoretically, the plasma temperatures of different species in the same sample should be identical. However, the calculated plasma temperatures of different species are often unequal because the self-absorption effects suffered by the different species are not the same. In recent decades, different methods have been developed to improve calculation accuracy of the plasma temperature. In Sun et al., 29 the value of the relative standard deviation (RSD) was used to evaluate the plasma temperatures of different species during the iterative correction. Gaudiuso et al. 30, 31 presented an inverse method, in which the temperature was determined by one certified standard sample with known elemental compositions. Dong et al. 32 developed an improved internal reference-external standard with iteration correction (IRESIC) approach, which was conceptually learned from the onepoint calibration method proposed by Cavalcanti et al. 33 Desirable results were achieved in the quantitative analysis of aluminum-bronze alloys by the IRESIC method. However, the need of one standard sample with known compositions does not conform to the basic idea of CF-LIBS.
In this study, a CF-LIBS quantitative method based on auto-selection of the internal reference line and optimized estimation of the plasma temperature is proposed. In the proposed method, an internal reference line of each species is automatically selected from the analytical lines by a programmable procedure through easily accessible parameters. The self-absorption effect of the selected internal reference line is corrected first. Since the analytical lines of various species are differently affected by the self-absorption effect, the plasma temperatures directly calculated from the Boltzmann plot of every species in a sample may be different from each other. Hence, the particle swarm optimization (PSO) algorithm is used to estimate the temperature of the laser-induced plasma. Finally, the corrected spectra and optimally estimated plasma temperature are used to compute the species concentrations according to the classical CF-LIBS method. The proposed method provides a way to select a reference line automatically. The selfabsorption effect of the reference line itself is considered and corrected before it is used to correct the other analytical lines. In addition, the PSO algorithm is used to estimate the optimal plasma temperature for a given sample because the plasma temperatures calculated directly from the Boltzmann plot for each species are different from each other. In addition, the advantage of no requiring of standard sample makes the proposed method more effective in practical applications. The proposed method can be implemented in a programmable manner and will be compatible with the requirements of in situ and real-time applications. The experimental results on alloy steel samples demonstrated the promising potential of the proposed method.
Theory of Classical Calibration-Free Laser-Induced Breakdown Spectroscopy
In classical CF-LIBS, 16 assuming that the plasma is optically thin and in local thermodynamic equilibrium (LTE) in the temporal and spatial observation window, the integral intensity of the measured line can be expressed as:
In Eq. 1, k and i are the indices of the upper and lower level of the transition, is the wavelength corresponding to the transition between the upper energy level E k and the lower energy level E i , F is an experimental parameter that takes into account the optical efficiency of the collection system as well as the total plasma density and volume, C s is the concentration of the emitting species s, A ki is the transition probability for spontaneous emission from the state k to i, g k is the degeneracy of the k level, k B is the Boltzmann constant, T is the plasma temperature, U s ðTÞ is the partition function of the emitting species s at the plasma temperature T and can be calculated using Eq. 2:
The spectral parameters of A ki , g k , and E k can be obtained from the National Institute of Standards and Technology (NIST) 34 and the values of F, C s , and T can be determined from the experimental data.
Define the following quantities:
The relationship between the x k and y k parameters can be expressed as:
According to Eq. 4, each spectral line can be represented as a point in the Boltzmann plot defined by the abovementioned x k and y k coordinates. The points of a certain species lie on a straight line, which slope m is related to the plasma temperature and intercept q s is proportional to the logarithm of the species concentration.
Then, the F factor can be determined by normalizing to unite the sum of the species concentration.
Finally, the concentration of the species s in the sample can be obtained by
The classical CF-LIBS method is implemented based on the LTE and optically thin plasma assumptions. However, in actual measurements, the plasma excited by laser ablation is often optically thick, which causes the self-absorption effect of spectral lines. Thus, considerable attention should be given in how to correct self-absorption for each species and improve quantitative analysis accuracy.
Model of the Proposed Method
The proposed CF-LIBS quantitative method includes three steps: (1) determination of the analytical lines and autoselection of the internal reference line; (2) self-absorption correction of the internal reference line; and (3) selfabsorption correction of the other analytical lines by the plasma temperature estimation and calculation of the elemental concentrations. The outline of the proposed method is displayed in Fig. 1 .
Auto-Selection of the Internal Reference Line
The determination of analytical lines from a measured spectrum is the first step of a CF-LIBS method. For a given species, a number of analytical lines are required to build the Boltzmann plot in order to obtain a more accurate CF-LIBS quantitative result. Spectral lines are recognized according to the NIST database. Considering the uncertainty of transition probability, the identified spectral lines with the errors on the transition probabilities reported in the NIST database exceeding 50% are excluded. Furthermore, a criterion based on the emission coefficient 35 is used herein to select the analytical lines and the average of the emission coefficients of all analytical lines is set as the threshold.
After the analytical lines are determined, the internal reference line of each species will be selected to correct the self-absorption effect. However, the existing method to select the internal reference lines often depends on manual operation with qualitative criteria. Therefore, an autoselection procedure of the internal reference line is proposed, in order to make the CF-LIBS method more practical in use.
Generally, the self-absorption effect is strong for the lines with low energies of lower levels and high transition probabilities. Otherwise, the self-absorption effect is weak for the lines with high energies of lower levels and low transition probabilities. Thus, the transition probabilities For a given species s, the analytical lines with the minimum errors of transition probabilities are selected as the candidate internal reference lines, and denoted as i f g s , where i ¼ 1, 2, Á Á Á, n and n is the number of candidate
Both weight coefficients w1 and w2 for the two factors are set as 0.5. The line that corresponds to the maximum weighted score is selected as the final internal reference line. If more than one line in i f g s has the same highest weighted score, then any one can be selected as the final internal reference line.
Self-Absorption Correction of the Internal Reference Line
Considering the self-absorption coefficient, the integrate intensity of the measured line can be expressed as:
where f b is defined as the self-absorption coefficient at wavelength . Considering the self-absorption of internal reference line, an approximate measurement of f b can be obtained by the intensity ratios of emission line to the internal reference line according to Eq. 9.
Consequently, the corrected intensity of the given spectral line can be described as:
In Eq. 9, R , I mn R
, and f b R are the wavelength, spectral line intensity, and self-absorption coefficient, respectively, of the internal reference line; A mn , g m , and E m are the transition probability, degeneracy, and upper energy level, respectively, of the internal reference line; and A ki , g k , and E k are the transition probability, degeneracy, and upper energy level, respectively, of any other emission lines.
Theoretically, the self-absorption coefficient of any other analytical line f b is between 0 and 1. However, the f b may be higher than 1 because of the self-absorption of the internal reference line, uncertainty of the experimental measurements and the statistical fluctuation of the transition probability. It is more reliable to consider that in all probability, the internal reference line has been affected by the selfabsorption effect and the measured intensity of the internal reference line I 
Self-Absorption Correction of Analytical Lines Using Plasma Temperature Estimation and Calculation of Elemental Concentration
In the Self-Absorption Correction of the Internal Reference Line section, the self-absorption correction of the internal reference line is implemented separately for each analytical species. In addition, the analytical lines are differently affected by the self-absorption effect, which results in the calculated plasma temperatures of different species are unequal. Consequently, a method of plasma temperature estimation should be implemented to correct the selfabsorption effect of all the other analytical lines. Since the plasma temperature of each species has already been obtained after the correction of internal reference line, the optimal value can be found between the maximum (T max ) and minimum (T min ) of all the species. The PSO algorithm 36, 37 is developed based on simulating the behavior of birds searching food. Due to this simple concept, lower parameter setting, and quick convergence, it is becoming an efficient evolutionary computation technique and is introduced herein to estimate the optimal plasma temperature.
In the optimization process, a particle corresponds to a plasma temperature. The slope of fitted line on the Boltzmann plot is determined with a candidate plasma temperature in each iteration. Then, the intercept of fitted line of each species is calculated via the slope and the ðx, yÞ coordinates of its internal reference line. Therefore, the linear fitting points ðx i ,ŷ i Þ for each species are obtained. In the Boltzmann plot, the root mean square error (RMSE) of the points ðx i , y i Þ and ðx i ,ŷ i Þ of all species is defined as Eq. 11. The minimum of the RMSE D rmse is used as the fitness of the optimization process.
After the optimal plasma temperature is sought, the spectral intensities of the analytical lines of each species are replaced by the values on the corresponding new fitted line, respectively. The fitted lines of all species will be parallel and the self-absorption corrections of the other analytical lines are completed.
Finally, with the corrected spectra and the optimal estimated plasma temperature, the concentrations of different species are calculated by the classical CF-LIBS.
Experiments and Analysis Results

Experimental Setup
The data were measured in the Wuhan National Laboratory for Optoelectronics, Huazhong University of Science and Technology, China. The laser source was a Q-switched neodymium-doped yttrium aluminum garnet (Nd:YAG) laser (Quantel Brilliant B) with a maximum energy of 400 mJ and adjustable, pulse width of 5 ns, repetition frequency of 10 Hz, and wavelength of 532 nm. In the experiment, the laser beam with energy of 60 mJ was reflected by a dichroic mirror (reflection band of approximately 474-554 nm) and focused by a convex lens (focal length of 100 mm) on the surface of the sample that was placed on an auto-controlled XYZ translation stage. The fiber was coupled to an echelle spectrometer (Andor Tech., Mechelle 5000, 200-950 nm, spectral resolution: =Á ¼ 5000). The spectrally resolved lines were detected by a 1024 Â 1024 pixel intensified charge-coupled device (ICCD), Andor Tech., iStar DH-334 T, gain of 500). The wavelength and intensity calibrations were performed using a standard mercury-argon (Ocean Optics, HG-1) and deuterium-halogen (Ocean Optics, DH-2000) light source, respectively. The LIBS measurement was performed under atmospheric condition with a gate width of 2 ms and delay time of 2.5 ms. Data acquisition was performed using a personal computer. The schematic diagram of the experimental setup used in this study is shown in Fig. 2 .
The samples used in the experiment are 15 certified standard alloy steel samples from Central Iron and Steel Research Institute (CISRI) of China, which are labeled C1-C15. The main elements contained in the samples are Cr, Ni, and Fe. The elemental weight percentages of the samples are presented in Table 1 .
In order to reduce the inhomogeneity of the sample surface and fluctuation of instrumental parameters, each spectrum was obtained by accumulating 60 laser pulses at different positions on the sample surface. The same experimental process was repeated six times for each sample. For every measured spectrum, the continuous background was subtracted and then the spectrum was averaged. Before quantitative analysis, the spectral lines were identified according to the NIST database. The identified lines with lower intensities were removed. The data processing and quantitative analysis for the certified standard alloy steel samples were conducted on Matlab R2010b and a computer with a CPU of 1.3 GHz and a memory of 1.96 GB. The measured spectrum was averaged.
Analysis of Experimental Results
In the following discussions, sample C1 will be taken as an example to demonstrate the procedures of the proposed method. Table 2 .
The initial Boltzmann plot displayed in Fig. 3 is based on the selected emission lines of the six species. It can be seen the points are distributed randomly with a poor linear relation. It is caused by the reduction in intensities of the analytical lines, which is the result of the self-absorption effect. Moreover, the fitted lines of the analytical species on the initial Boltzmann plot are not parallel, thereby indicating that the self-absorption effects in the six analytical species resulted in different degrees of intensity reduction in their spectral lines.
For each species, the spectral line with higher excitation energy of the lower level and lower transition probability is selected as the final internal reference line based on Eq. 7. The selected internal reference lines of the six species of the 15 samples are listed in Table 3 .
As shown in Table 3 , the internal reference lines of the same species in 15 samples are different. Because the samples have different elemental components and concentrations, the emission spectra and the identified analytical lines are not completely the same. Thus, even for the same species, the calculation results of the weighted score expressed in Eq. 7 may vary for different samples. As a result, for different samples, the internal reference line may be different for the same species.
Self-Absorption Correction of the Internal Reference Line and Analytical Lines
With the method presented in the Self-Absorption Correction of the Internal Reference Line section above, the obtained self-absorption coefficients of Cr(I), Ni(I), Fe(I), Cr(II), Ni(II), and Fe(II) are 0.87, 0.92, 0.72, 0.82, 0.99, and 0.79, respectively. In theory, the degree of self--absorption effect is related to the elemental concentration. That is to say, an element with high concentration is often affected by self-absorption strongly. Therefore, the selfabsorption coefficients of Fe(I, II) are smaller than that of Cr(I, II) and Ni(I, II). However, in this procedure, only the intensities of the internal reference lines are corrected. The slopes of the fitted lines of the six species are inconsistent, which indicates that the other analytical lines of each species are differently affected by the self-absorption effect.
Correct Self-Absorption of Analytical Lines by Plasma Temperature Estimation and Determine Elemental Concentration
After the self-absorption correction of the internal reference lines, the maximum and minimum plasma temperatures calculated by the updated Boltzmann plot are 17 949 K and 8437.6 K, respectively. Thereafter, the optimal temperature is searched in the range of 8437.6-17 949 K. In addition, considering a reasonable balance between accuracy and computational cost, the other parameters of the PSO method are set as follows: the vector is generated in the range of À50-50 K. The particle number is 20. The learning factors are c1 ¼ 2, c2 ¼ 1:5. The inertia weight is w ¼ 0:5 and the iteration number is 100. The plasma temperature corresponding to the best value of fitness is the optimized temperature. The fitness trend of the PSO algorithm is shown in Fig. 4 . The fitness value decreases along with the increasing iteration number and finally tends to be stable (Fig. 4) . After approximately 20 times of iteration, the fitness value stabilizes at a corresponding plasma temperature of 12 776 K. Consequently, the Boltzmann plot (Fig. 5) is drawn using the corrected intensities and the temperature optimally estimated by the PSO algorithm. The points of each species are distributed closely to the fitted line. In addition, the fitted lines of the different species tend to be parallel to each other.
Finally, the elemental concentrations of Cr, Ni, and Fe, which computed by the proposed method and the classical CF-LIBS, are compared with the certified values. The analysis results are shown in Fig. 6a-c .
The relative errors of the 15 samples calculated by the classical CF-LIBS and the proposed method are shown in Table 4 .
As shown in Fig. 6 and Table 4 , although for sample C5 and C7, the relative errors of Cr, Ni, and Fe calculated by the classical CF-LIBS are much lower, most of the elemental concentrations calculated by the classical CF-LIBS have a larger deviation compared with the certified values. It can also be found in Fig. 6 and Table 4 that most of the relative errors calculated by the proposed method are below 10%, with a few even below 5%. Compared with the classical CF-LIBS method, most of the accuracies of Cr, Ni, and Fe in the proposed method are still better than the classical CF-LIBS method, which demonstrates the improvement of the quantitative accuracy of CF-LIBS.
Discussion
As shown in Table 4 , the relative errors of the same element in various samples are different. On the one hand, it is because the selected analytical lines of the same species in different samples are not completely the same. On the other hand, the self-absorption degrees on the measured spectra of the different samples are also different. Thus, since the proposed method can be implemented in a programmable and automatic method, it is more effective and applicable in the practical elemental analysis tasks.
In recent years, considerable effort has been devoted to the self-absorption correction, which mainly includes experimental method (e.g., Moon et al. 19 ) and theoretical calculation (e.g., Serbini et al. 28 ). These approaches may provide a quick check or a simple way for the existence, even the quantification of self-absorption effect. However, it also has comparatively high requirements for hardware and some methods are applicable only when the spectral parameters (i.e., electron density and stark broadening width) are known. In addition to the self-absorption effect, the uncertainty of the transition probability may also affect the accuracy of quantitative analysis. In the proposed method, the analytical lines with transition probability errors reported in NIST database exceeding 50% are removed. What is more, the candidate internal reference lines are selected from the analytical lines that have minimum errors of the transition probabilities.
In CF-LIBS, all the calculated concentrations are based on the idea that the sum of the concentration of all elements is equal to one. The quantitative result of a certain species will affect the results of the other species. The elements with minor concentration are often considered as error factors. Therefore, although the quantitative analysis accuracy for the major elements can be improved by the proposed method, the quantitative analysis accuracy for minor elements still needs further enhancement.
It should be noted that, in the quantitative analysis of the CF-LIBS method, the Boltzmann plot is a fundamental basis, which is affected by the number of analytical lines. Too many spectral lines may not only increase the computation amount, but also bring in uncertainty factors, yet too few lines also decrease the fitting accuracy of points on the Boltzmann plot. Therefore, some elements with only few lines are difficult to be quantified, which is one of the limitations of the CF-LIBS method.
Conclusion
In actual measurements, the laser-induced plasma is generally optically thick, thereby resulting in the spectral intensities of the self-absorption lines being lower than the theoretical values. To correct the self-absorption effect, an improved quantitative method for CF-LIBS is proposed. First, an automatic scheme of selecting the internal reference line is developed by a programmable procedure through easily accessible parameters (i.e., transition probability and low energy level of the analytical line). Second, the self-absorption effect of the internal reference line itself is considered and corrected before the correction of the other analytical lines. Third, the PSO algorithm for the fitness evaluation is used to produce a more accurate plasma temperature between the minimum and maximum when the calculated plasma temperatures of the different species are unequal.
In the experiment, after processing of the proposed method, the points on the Boltzmann plot were closer to the corresponding fitted line. In addition, the fitted lines of the different species in steel alloy samples were nearly parallel. The experimental results showed that the quantitative analysis of CF-LIBS was improved and most of the relative errors of the elemental concentrations of Cr, Ni, and Fe were below 10%, with a few even below 5%.
With the improvement of the proposed method, the CF-LIBS method becomes more feasible, practical, and accurate in actual application of elemental analysis tasks and will be compatible with the requirements of in situ and real-time applications. 
