Abstract. In this paper, we study the complicated dynamics of infinite dimensional random dynamical systems which include deterministic dynamical systems as their special cases in a Polish space. Without assuming any hyperbolicity, we proved if a continuous random map has a positive topological entropy, then it contains a topological horseshoe. We also show that the positive topological entropy implies the chaos in the sense of Li-Yorke. The complicated behavior exhibiting here is induced by the positive entropy but not the randomness of the system.
Intoduction
Entropy plays an important role in the study of behavior of dynamical systems. It measures the rate of increase in dynamical complexity as the system evolves with time. The measure-theoretic entropy was introduced in 1950's by Kolmogorov [36] and Sinai [61] for studying measurable dynamical systems. Sinai [60] studied an ergodic measure preserving automorphism f of a Lebesgue space (X, µ) and proved that if the measure-theoretic entropy of f is positive, then f contains factor automorphisms which are isomorphic to Bernoulli shifts.
The topological entropy was first introduced in 1965 by Adler, Konheim and McAndrew for studying dynamical systems in topological spaces. In metric spaces a different definition of topological entropy was introduced by Bowen in 1971 and independently Dinaburg in 1970. A fundamental problem is to characterize the chaotic behavior of orbits of a C k (k ≥ 0) dynamical system f topologically or geometrically (in terms of horseshoe) in the presence of positive topological entropy.
In his remarkable paper [30] , A. Katok proved that for a measure preserving hyperbolic C 2 diffeomorphism on a compact Riemannian manifold, the positive entropy implies the existence of a Smale horseshoe.
Without assuming any hyperbolicity, Blanchard, Glasner, Kolyada, and Maass [8] showed that for a homeomorphism on a compact metric space X, the positive topological entropy implies the chaos in the sense of Li-Yorke [39] , i.e., there is a subset S of X, which is a union of countably many Cantor sets, and κ > 0 such that for every pair x 1 , x 2 of distinct points in S, the following holds.
However, this result does not yield the existence of a horseshoe. Recently, Lian and Young obtained remarkable results on the implication of positive entropy for infinite dimensional deterministic dynamical systems. In [41] , they extended Katok's results to C 2 differentiable maps with a nonuniformly hyperbolic compact invariant set supported by an invariant measure in a separable Hilbert space. In their second paper [42] , Lian and Young went much further and studied a C 2 semiflow in a Hilbert space and proved that if it has a nonuniformly hyperbolic compact invariant set supported by an invariant measure, then the positive entropy implies the existence of horseshoes. In this case, the semiflow may have one simple zero Lyapunov exponent, which implies that the associated time-one map restricted to this invariant set is partially hyperbolic with one-dimensional center direction. This result is new even for flow generated by ordinary differential equations.
The proofs of the results obtained by Katok and Lian-Young rely on not only the positive of entropy but also the hyperbolic geometric structures of systems. The horseshoes are constructed by using stable and unstable manifolds.
In present paper, we study C 0 infinite dimensional random dynamical systems which include deterministic dynamical systems as their special cases in a Polish space. Without assuming any hyperbolicity, we proved if a continuous random map has a positive topological entropy, then it contains a topological horseshoe. We also show that the positive topological entropy implies the chaos in the sense of Li-Yorke. The complicated behavior exhibiting here is induced by the positive entropy but not the randomness of the system.
Since there is no any hyperbolic geometric structure available, we take a different approach. We use Rohlin's theory of Lebesques systems as a basic tool and utilize the disintegration of measures, Pinsker algebra, entropy, and ergodic theory. To overcome the obstacle due to lack of hyperbolicity, we construct an "independent" partition with an equal conditional probability measureμ y for almost all y via the disintegration of a measure relative to a factor. This partition is the key for constructing the horseshoe. Other challenges are: (i) the infinite dimensional dynamical systems generated, for example, by parabolic PDEs are not invertible and (ii) the phase space is not locally compact.
Let (Ω, F, P ) be a probability space and (θ n ) n∈Z be a measurable P -measure preserving dynamical system on Ω. A discrete time random dynamical system (or a cocycle) on a metric space X over the dynamical system θ n is a measurable map φ(n, ·, ·) : Ω × X → X, (ω, x) → φ(n, ω, x), for n ∈ Z + such that the map φ(n, ω) := φ(n, ω, ·) forms a cocycle over θ n : φ(0, ω) = Id, for all ω ∈ Ω, φ(n + m, ω) = φ(n, θ m ω)φ(m, ω), for all m, n ∈ Z + , ω ∈ Ω.
When φ(n, ω, ·) : X → X is continuous, φ(n, ω, x) is called a continuous random dynamical system. Replacing Z and Z + by R and R + repectively gives a continuous time random dynamical system, see Section 2 for details.
A typical example of random dynamical systems is the solution operator for a stochastic differential equation:
where x ∈ R d , f k , 0 ≤ k ≤ d, are smooth vector fields, and B t = (B 1 t , · · · , B d t ) is the standard ddimensional Brownian motion defined on the probability space (Ω, F, P ) and dB k t is the Stratonovich differential. Here, (Ω, F, P) is the classic Wiener space, i.e., Ω = {ω : ω(·) ∈ C(R, R d ), ω(0) = 0} endowed with the open compact topology so that Ω is a Polish space and P is the Wiener measure. Define a measurable dynamical system θ t on the probability space (Ω, F, P ) by the Wiener shift (θ t ω)(·) = ω(t + ·) − ω(t) for t > 0. It is well-known that P is invariant and ergodic under θ t . This measurable dynamical system θ t is also called a metric dynamical system. It models the noise of the system.
We consider a random set K ∈ F ⊗B(X) and use K(ω) to denote its ω-section {x ∈ X | (ω, x) ∈ K}. K is said to be invariant under φ(n, ω)(x) if for all n ∈ Z + φ(n, ω)K(ω) ⊂ K(θ n ω) P − a.s..
Examples of such random invariant sets in applications are the global random attractors of dissipative stochastic partial differential equations. We study the complicated dynamics of infinite dimensional random dynamical systems restricted to random invariant sets. We assume that (Ω, F, P, θ) is a Polish system (see Section 3) and the phase space X is a Polish space with the distance function d. We consider a continuous random dynamical system φ(n, ω, x) and write the time-one map φ(1, ω, x) as φ(ω)(x) := φ(1, ω, x). Then φ(ω) is the so-called random map. This random map generates the random dynamical system: φ(n, ω, x) = φ(θ n−1 ω) · · · φ(ω)(x), n > 0, I, n = 0.
Our main result can be stated as follows.
Main Theorem. Let φ be an injective continuous random dynamical system on a Polish space X over an ergodic Polish system (Ω, F, P, θ). Let K be a random φ-invariant set with compact ω-section K(ω) such that φ(ω)(K(ω)) = K(θω). If the topological entropy is positive, i.e., h top (φ, K) > 0, then (i) the dynamics of φ restricted to K is chaotic;
(ii) φ restricted to K has a weak horseshoe of two symbols; (iii) in addition, if (Ω, F, P, θ) is a compact metric system and K(ω), ω ∈ Ω is a strongly compact random set, then φ restricted to K has a full horseshoe of two symbols.
φ has a weak horseshoe of two symbols if there exist subsets U 1 , U 2 of X such that the following properties hold
(1) U 1 and U 2 are non-empty, bounded, and closed and d(U 1 , U 2 ) > 0. (2) there is a constant b > 0 satisfying for P -a.e. ω ∈ Ω, there exists M b,ω ∈ N such that for any natural number m ≥ M b,ω , there is a subset J m ⊂ {0, 1, 2, · · · , m − 1} with |J m | ≥ bm (positive density), and for any s ∈ {1, 2} Jm , there exists x s ∈ K(ω) with φ(j, ω,
By a full horseshoe of two symbols we mean that there exist subsets U 1 , U 2 of X such that the following properties hold (1) U 1 and U 2 are non-empty, bounded, and closed subsets of X and d(U 1 , U 2 ) > 0. (2) there is a constant b > 0 satisfying for P -a.e. ω ∈ Ω, there exists J(ω) ⊂ N 0 such that the limit lim m→+∞ 1 m |J(ω) ∩ {0, 1, 2, · · · , m − 1}| exists and is larger than or equal to b (positive density), and for any s ∈ {1, 2} J(ω) , there exists
The horseshoe here is an extension of Smale's horseshoe. The main difference is that the time spent by the orbit φ(j, ω, x s ) bouncing between U 1 and U 2 is nonuniform.
We point out that the random dynamical systems φ generated by both random parabolic PDEs and random wave equations are continuous and injective.
For deterministic dynamical systems, we have the following result ( see [25] for topological dynamical systems in compact metric spaces and [31] for C * -dynamics).
Corollary. Let f be an injective continuous map on a Polish space X. Let K be a compact invariant set of f . If the topological entropy is positive, i.e.,
then f | K has a full horseshoe of two symbols.
Random dynamical systems arise in the modelling of many phenomena in physics, biology, climatology, economics, etc. when uncertainties or random influences, called noises, are taken into account. These random effects are not only introduced to compensate for the defects in some deterministic models, but also are often rather intrinsic phenomena. The need for studying random dynamical systems was pointed out by Ulam and von Neumann [63] in 1945. It has flourished since the 1980's due to the discovery that stochastic ordinary differential equations generate finite dimensional random dynamical systems through the efforts of Harris, Elworthy, Baxendale, Bismut, Ikeda, Kunita, Watanabe, and others. Random dynamical systems are nonuniform in nature in terms of hyperbolicity. There is an extensive literature on the nonuniformly hyperbolic theory and the ergodic theory for both independent and identically distributed random transformations and stationary random dynamical systems, which we refer to Arnold [4] , Kifer [32, 34, 33] , Ledrappier and Young [37, 38] , Liu and Qian [44] , Liu [43] , Kifer and Liu [35] , and the references therein.
The study of infinite dimensional random dynamical systems was initiated by Ruelle in [54, 55] where the Oseledets' multiplicative ergodic theorem and Pesin's stable manifold theorem were established in a Hilbert space, and the notion of random attractor was introduced. Infinite dimensional random dynamical systems are usually generated by stochastic partial differential equations (SPDEs) and contain randomness in many ways, such as stochastic forcing, uncertain parameters, random sources or inputs, and random initial and boundary conditions. There is a vast amount of works on the ergodic theory, the existence of random attractors and the theory of invariant manifold. We do not attempt to give an exhaustive list of references. Results on ergodic theory can be found in Mane [46] , Thieullen [62] , Schaumlöffel and Flandoli [57] , Da Prato and Zabczyk [17] , E, Khanin, Mazel, and Sinai [19] , Hairer and Mattingly [24] , Lian and Lu [40] . For the existence of random attractors we refer to Crauel, Debussche, and Flandoli [14] , Crauel and Flandoli [15] , Schmalfuss [58] , and Bates, Lu, and Wang [6] . Theory of random invariant manifolds can be found in Da Prato and Debussche [16] , Mohammed and Scheutzow [47] , Duan, Lu and Schmalfuss [18] , and Mohammed, Zhang, and Zhao [48] . The problem we study here is about the complicated dynamical behavior on random invariant sets such random attractors.
We organize the paper as follows. In Section 2, we introduce basic concepts concerning random dynamical systems and random invariant sets and state our main results. In Section 3, we review some of basic concepts and results from measurable dynamical systems and introduce some basic lemmas. The proof of the main result is given in Section 4 and Section 5.
Statement of Results
In this section, we first review some of the basic concepts on RDS, which are taken from Arnold [4] . Then we state our main results.
2.1. Random Dynamical Systems. Let (Ω, F, P ) be a probability space and T denote one of the sets: R, R + , Z, and Z + . T is endowed with its Borel σ-algebra B(T). Let θ = (θ t ) t∈R be a measurable P -measure preserving flow on Ω, see Arnold [4] . (Ω, F, P, θ t ) is called a metric dynamical system over the probability space (Ω, F, P ). This metric dynamical system models the evolution of noise of the system. For the discrete time metric dynamical system, we replace R by Z.
As an example, we take (Ω, F, P ) to be the Wiener space, i.e., Ω = {ω : ω(·) ∈ C(R, U ), ω(0) = 0} for some separable Hilbert space U endowed with the compact open topology, F = B(Ω) and P is the Wiener measure for a trace class covariance operator Q on U . In fact, Ω is a Polish space. We define a measurable flow θ t on the probability space (Ω, F, P) by the Wiener shift (θ t ω)(·) = ω(t + ·) − ω(t) for t ∈ R. It is well-known that P is invariant and ergodic under θ t .
A random dynamical system in a metric space X over the metric dynamical system (Ω, F, P, θ t ) is a measurable map
and φ(t, ω)(x) := φ(t, ω, x) forms a cocycle:
When φ(t, ω, ·) : X → X is continuous, φ is called a continuous random dynamical system.
As we mentioned in the introduction, a typical example in finite dimensional space is the solution operator of stochastic differential equations.
An infinite dimensional random dynamical system can be generated by the solutions of partial differential equations driven by a stochastic process of the form
with the Dirichlet boundary condition or the Neumann boundary, where U ⊂ R n is a bounded region with a smooth boundary. It can also be generated by the solutions of stochastic partial differential equations of the form
where A is an elliptic operator, F is a smooth nonlinear functional, and dW is a white noise given as the generalized temporal differential of a Wiener process with continuous paths in the phase space.
Other examples of random dynamical systems are generated by the solutions of stochastic differential equations driven by a fractional Brownian motion [21] .
Random Invariant Sets and Random Attractors.
We first recall that a multifunction M = (M (ω)) ω∈Ω of nonempty closed sets M (ω), ω ∈ Ω, contained in X is called a random set if
is a random variable for any x ∈ X. A random set M is invariant for random dynamical system φ if
A random set A = {A(ω)} ω∈Ω of X is called a global random attractor for φ if the following conditions are satisfied, for P-a.e. ω ∈ Ω, (i) A(ω) is compact; (ii) {A(ω)} ω∈Ω satisfies for t ≥ 0:
where d is the Hausdorff semi-metric given by d(Y, Z) = sup y∈Y inf z∈Z y −z X for any Y ⊆ X and Z ⊆ X.
The study of global random attractors was initiated by Ruelle [54] . The fundamental theory of global random attractors for stochastic partial differential equations was developed by Crauel, Debussche, and Flandoli [14] , Crauel and Flandoli [15] , Flandoli and Schmalfuss [20] , Imkeller and Schmalfuss [27] , and others. It has recently attracted more attention due to new equations and models arising in applications such as stochastic infinite dimensional lattice dynamical systems [5] .
Due to the unbounded fluctuations in the systems caused by the white noise, the concept of pullback global random attractor was introduced to capture the essential dynamics with possibly extremely wide fluctuations. This is significantly different from the deterministic case.
2.3. Main Result. In this paper, we study the complicated dynamics of infinite dimensional random dynamical systems restricted to random invariant sets such as global attractors. We assume that (Ω, F, P, θ) is a Polish system (see Section 3) and X is a Polish space with the distance function d. We consider a continuous random dynamical system φ(n, ω, x) generated by a random map φ(ω)(x) defined on X over the metric dynamical system (Ω, F, P, θ), i.e.,
Here, φ(ω) : X → X is continuous almost surely.
We consider a φ-invariant random set K ∈ F ⊗ B(X) with compact ω-section K(ω). For ω ∈ Ω, ǫ > 0 and n ≥ 1, we define
We denote by r n (K, ω, ǫ, φ) the maximal cardinality of all (ω, n, ǫ, φ)-separated subset of K ω . The topological entropy of (φ, K) based on Bowen and Dinaburg's definition is given by
See, Bogenschutz [10] and Kifer [33] for related notions in the case of X being compact. Let φ be an injective continuous random dynamical system on Polish space X over an ergodic Polish system (Ω, F, P, θ). Let K be a φ-invariant random set with compact ω-section K(ω) such that φ(ω)(K(ω)) = K(θω). Subsets U 1 , U 2 of X is called weak Horseshoe of (φ, K), if the following properties hold
(1) U 1 and U 2 are non-empty, closed, and bounded subsets of X and d(U 1 , U 2 ) > 0. (2) there is a b > 0 satisfying for P -a.e. ω ∈ Ω, there exists M b,ω ∈ N such that for any natural number m ≥ M b,ω , there is a subset J m ⊂ {0, 1, 2, · · · , m − 1} with |J m | ≥ bm(positive density), and for any s ∈ {1, 2} Jm , there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J m . The first result is on the existence of a weak horseshoe. Theorem 2.1. Let φ be an injective continuous random dynamical system on Polish space X over an ergodic Polish system (Ω, F, P, θ). Let K be a φ-invariant random set with compact ω-section
Let (Ω, F, P, θ) be a compact metric system. Namely, Ω is a compact metric space, F is the Borel σ-algebra B Ω of Ω, P is a Borel probability measure on Ω and θ : Ω → Ω is a continuous map preserving the measure P .
A multifunction M = (M (ω)) ω∈Ω of nonempty closed sets M (ω), ω ∈ Ω, contained in X is called a strongly compact random set if the following conditions are satisfied, for each ω ∈ Ω, (i) M (ω) is compact.
(ii) the function ω → inf y∈M (ω) d(x, y) is lower semi-continuous for any x ∈ X. It is not hard to see that if a multifunction M = (M (ω)) ω∈Ω of nonempty closed sets M (ω), ω ∈ Ω, contained in X such that the set ω∈Ω {ω} × M (ω) is a compact subset of Ω × X, then M is strongly compact random set.
By a full horseshoe of two symbols we mean that there exist subsets U 1 , U 2 of X such that the following properties hold (1) U 1 and U 2 are non-empty, closed, and bounded subsets of X and d(U 1 , U 2 ) > 0.
(2) there is a constant b > 0 satisfying for P -a.e. ω ∈ Ω, there exists J(ω) ⊂ N 0 such that the limit lim m→+∞ 1 m |J(ω) ∩ {0, 1, 2, · · · , m − 1}| exists and is larger than or equal to b (positive density), and for any s ∈ {1, 2} J(ω) , there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J(ω). The second result is the existence of a full horseshoe. Theorem 2.2. Let φ be an injective continuous random dynamical system on Polish space X over an ergodic compact metric system (Ω, F, P, θ) satisfying the map (ω, x) → φ(ω)x is a continuous map from Ω×X to X. Let K be a φ-invariant strongly compact random set such that φ(ω)(K(ω)) = K(θω). If h top (φ, K) > 0, then there exists a full Horseshoe {U 1 , U 2 } for (φ, K).
As a consequence, we have Corollary 2.3. Let φ be an injective continuous on Polish space X and K be a φ-invariant compact set. If h top (φ, K) > 0, then there exists a full Horseshoe {U 1 , U 2 } for (φ, K).
The notion of Li-Yorke chaos was introduced in [39] for interval maps. With a small modification this notion can be extended to a metric space. Following the idea of Li and Yorke, a subset D of K(ω), is called κ-chaotic set for (ω, φ), where ω ∈ Ω and κ > 0, if for every pair (
The final result is about the positive entropy implying the existence of Li-Yorke chaos.
Theorem 2.4. Let φ be an injective continuous random dynamical system on Polish space X over an ergodic Polish system (Ω, F, P, θ). Let K be a φ-invariant random set with compact ω-section K(ω) such that φ(ω)(K(ω)) = K(θω). If h top (φ, K) > 0, then there exists κ > 0 such that for P -a.e. ω ∈ Ω there is a κ-chaotic set S(ω) ⊂ K(ω) of a union of countably many Cantor sets for (ω, φ).
Basic Concepts and Lemmas on Measurable Dynamical Systems
In this section, we review some of basic concepts and results from the theory of measurable dynamical systems and introduce several lemmas that we need for the proofs of the main theorems.
3.1. Various Dynamical Systems. In this paper for a probability space (X, B, µ) we always require that B is countably generated (µ-mod 0), that is, there exists {A i } ∞ i=1 ⊂ B such that for any A ∈ B and ǫ > 0 there is i := i(A, ǫ) ∈ N satisfying µ(A∆A i ) < ǫ. A measure-theoretic dynamical system (MDS) (X, B, µ, T ) is a measure-preserving map T on a probability space (X, B, µ).
A Polish probability space (X, B X , µ) means that X is a separable topological space whose topology is metrizable by a complete metric, B X is the Borel σ-algebra, and µ is a Borel probability measure on X. A Polish system (X, B X , µ, T ) is a measure-preserving map T on a Polish space (X, B X , µ). A Lebesgue system (X, B, µ, T ) is a measure-preserving map T on a Lebesgue space (X, B, µ) (see [53] ). For a Polish system (X, B X , µ, T ), the MDS (X, B µ , µ, T ) constitutes a Lebesgue system, where B µ is the completion of the Borel σ-algebra B X with respect to µ.
A MDS (Y, D, ν, S) is said to be a factor of (X, B, µ, T ) if there is a measure-preserving map π : (X, B, µ) → (Y, D, ν) such that πT = Sπ. Equivalently, we say that (X, B, µ, T ) is an extension of (Y, D, ν, T ). In this case, we also say π : (X, B, µ, T ) → (Y, D, ν, S) is a factor map.
Conditional entropy.
In this subsection, we first recall the notation of the conditional entropy of a MDS. Then we state some results about the conditional entropy. Consider an MDS (X, B, µ, T ). A partition of X is a family of pairwise disjoint sets in B whose union is X. For a given partition α of X and x ∈ X, we denote by α(x) the atom of α containing x.
We denote the set of finite partitions of X by P X (B) or for simplicity P X . Given two partitions α, β of X, α is said to be finer than β (denote by α β) if each element of α is contained in some element of β. Let α ∨ β = {A ∩ B : A ∈ α, B ∈ β}.
For any given α ∈ P X and any sub-σ-algebra C of B, let
where E µ (1 A |C) is the conditional expectation of the characterization function 1 A of A with respect to C. One standard fact states that H µ (α|C) increases with respect to α and decreases with respect to C. When T −1 C ⊆ C, it is not hard to see that H µ ( n−1 i=0 T −i α|C) is non-negative and sub-additive sequence for a given α ∈ P X , so we can define
The measure-theoretic entropy of µ with respect to C is defined as
be a factor map between two MDSes. We define the conditional entropy of µ with respect to π as
The following result is a generalization of Abramov-Rohlin formula borrowed from [12] .
is also a factor map between MDSes and
For a given Lebesgue system (X, B, µ, T ), let
and (X,B,μ,T ) be the natural extension of (X, B, µ, T ) (see [53, Section 3.7] ). More precisely, for n ∈ Z, let Π n,X :X → X with Π n,X ((
n,X (B). Clearly,B i ⊇B i+1 for each i ∈ Z. Let DX = i∈ZB i . Then DX is a algebra of subsets ofX. The Lebesgue measureμ on DX satisfiesμ(Π −1 n,X (A)) = µ(A) for A ∈ B and n ∈ Z.B is the completion of the σ-algebra generated by DX with respect toμ. The self-mapT defined onX bȳ
is an invertible measure-preserving map on Lebesgue space (X,B,μ). Thus, (X,B,μ,T ) is an invertible Lebesgue system. Let Π X := Π 0,X . Then Π X : (X,B,μ,T ) → (X, B, µ, T ) is a factor map, which is called the natural extension of (X, B, µ, T ). In [52] it is proved that (X,B,μ,T ) is ergodic if and only if (X, B, µ, T ) is ergodic.
The next lemma is on the entropy of the extended map conditional to the natural extension. Its proof is given in Appendix A.
Lemma 3.2. Let Π X : (X,B,μ,T ) → (X, B, µ, T ) be the natural extension of Lebesgue system (X, B, µ, T ). Then hμ(T |Π X ) = 0.
3.3.
Relative Pinsker σ-algebra. In this subsection, we recall some notations and results on the relative Pinsker σ-algebra.
Let (X, B, µ, T ) be an invertible Lebesgue system. A T -invariant sub-σ-algebra F (i.e., T −1 F = F) of B determines an invertible Lebesgue factor (Y, D, ν, S) of (X, B, µ, T ), that is, there exists a factor map π : (X, B, µ, T ) → (Y, D, ν, S) between two invertible Lebesgue systems such that π −1 (D) = F. This factor is unique, up to isomorphism (see for example [49, Section 4.1]).
For a factor map π : (X, B, µ, T ) → (Y, D, ν, S) between two invertible Lebesgue systems, there is a set of conditional probability measures {µ y } y∈Y with the following properties:
• µ y is a Lebesgue measure on X with µ y (π −1 (y)) = 1 for all y ∈ Y .
In this case, we say that µ = Y µ y dν(y) is disintegration of µ relative to the factor (Y, D, ν, S). The measures {µ y } are essentially unique; that is, {µ y } and {µ ′ y } have the above properties, then µ y = µ ′ y for ν-a.e. y ∈ Y . In particular, it follows that T µ y = µ Sy for ν-a.e. y ∈ Y . The conditional expectations and the conditional measures are related by
The product of (X, B, µ, T ) with itself relative to factor (Y, D, ν, S) is the MDS
where the measure
The measure µ × Y µ is T × T -invariant and is supported on
In the following, we are to introduce the relative Pinsker σ-algebra for a factor map between two invertible Lebesgue systems. First, we recall the relative Pinsker formula from [50, p.66 ].
Lemma 3.3. (Relative Pinsker formula) Let (X, B, µ, T ) be an invertible Lebesgue systems and A be a sub-σ algebra of B with T −1 A = A. Then for any α, β ∈ P X ,
where
Let π : (X, B, µ, T ) → (Z, A, λ, R) be a factor map between two invertible Lebesgue systems. Put
It is well known that from Lemma 3.3 it follows that P µ (π) is the smallest sub-σ-algebra of B containing {α ∈ P X : h µ (T, α|π −1 (A)) = 0} and T −1 (P µ (π)) = P µ (π). P µ (π) is called the relative Pinsker σ-algebra of (X, B, µ, T ) with respect to π. Note that
There exist an invertible Lebesgue system (Y, D, ν, S) and two factor maps
1 (D) = P µ (π) (see for example [49] ). The factor map π 1 : (X, B, µ, T ) → (Y, D, ν, S) is called the Pinsker factor of (X, B, µ, T ) with respect to π. Lemma 3.4. Let π : (X, B, µ, T ) → (Z, A, λ, R) be a factor map between two invertible Lebesgue systems. Let π 1 : (X, B, µ, T ) → (Y, D, ν, S) be the Pinsker factor of (X, B, µ, T ) with respect to (Z, A, λ, R) and µ = Y µ y dν be the disintegration of µ relative to the factor (Y, D, ν, S). If (X, B, µ, T ) is ergodic and h µ (T |π) > 0, then (1) µ y is non-atomic (that is µ y ({x}) = 0 for each x ∈ X) for ν-a.e. y ∈ Y .
The following result is also well known (see for example [26, Lemma 3.3] ).
Lemma 3.5. Let π : (X, B, µ, T ) → (Z, A, λ, R) be a factor map between two invertible Lebesgue systems. Let P µ (π) be the relative Pinsker σ-algebra of (X, B, µ, T ) relative to π. If α ∈ P X , then
3.4. Entropy of compact Random set. In this subsection, we first introduce the entropy of compact random set for the random dynamical system. We then present the variational principle. Let φ(n, ω, x) a random dynamical system (RDS) in a Polish space X over the metric dynamical system (Ω, F, P, θ). We assume that Ω is a Polish system. Note that φ(n, ω, x) is generated by a random map φ(ω)(x) := φ(1, ω, x). We assume φ(ω) : X → X is continuous for P -a.e. ω ∈ Ω. Definition 3.6. Suppose that φ is a RDS on X. The map
is said to be skew product induced by φ.
Let F × B X be the smallest σ-algebra on Ω × X with respect to which both the canonical projections Π X : Ω × X → X and π Ω : Ω × X → Ω are measurable. A probability measure µ on the measurable space (Ω × X, F × B X ) is said to have marginal P on Ω if µ • π −1 Ω = P . Denote by P P (Ω × X) the collection of such measures. Let M P (Ω × X, f ) denote the set of Φ-invariant elements of P P (Ω × X). If (Ω, F, P, θ) is an ergodic MDS, then we may consider the set E P (Ω × X) of ergodic elements in
Let K ∈ F × B X be a forward φ-invariant random set with compact ω-section K(ω). Then, there exists µ ∈ M P (Ω × X) that is supported on K, i.e., µ(K) = 1 (see [13] and [4, Theorem 1.6.13]). For simplicity, we denote M
Then, there is a decomposition dµ(ω, x) = dµ ω (x)dP (ω) of µ into its sample measures µ ω , ω ∈ Ω and P (see [4] and [13, Section 3] ). µ ω (K ω ) = 1 for P -a.e. ω ∈ Ω. Since K is a Borel subset of Ω × X, K is also Polish space and the Borel σ-algebra B K of K is just {A ∩ K : A ∈ F × B X }. Thus (K, B K , µ, Φ) is a Polish system and π Ω : (K, B K , µ, Φ) → (Ω, F, P, θ) is a factor map bewteen two Polish systems.
The entropy of RDS φ with respect to µ is defined by
. That is, the entropy of RDS φ with respect to µ is the entropy of (K, B K , µ, Φ) with respect to π −1 Ω (F). By Bogenschutz [11] ,
is a compact (in the narrow topology of P P (Ω × X), which is a metrizable topology) and convex, and its extremal points are ergodic by Lemma 6.19 in [13] , particularly there exists µ ∈ E P (Ω × X) that is supported on K. We use E K P (Ω × X) to denote the set of the ergodic elements of
Using the approach of Kifer [33] and Lemma A.4, one has the following result.
Proposition 3.7. (Variational principle) Let φ be a continuous RDS on Polish space X with Borel σ-algebra B X over Polish system (Ω, F, P, θ). Let K be a forward φ-invariant random set with compact ω-section K(ω). Then
If in addition (Ω, F, P, θ) is ergodic, then
Proof of Theorem 2.1
In this section, we first introduce a combinatorial lemma and some results on relative Pinsker σ-algebra and conditional entropy of a finite measurable partition. We then prove Theorem 2.1.
4.1.
Condition Entropy and a combinatorial lemma. Let π : (X, B, µ, T ) → (Z, A, λ, R) be a factor map between two invertible Lebesgue systems. Let π 1 : (X, B, µ, T ) → (Y, D, ν, S) be the Pinsker factor of (X, B, µ, T ) with respect to (Z, A, λ, R) and µ = Y µ y dν be the disintegration of µ relative to the factor (Y, D, ν, S). It is well known that for ν-a.e. y ∈ Y , µ y (π −1 1 (y)) = 1. Given ℓ ∈ N, let α be a finite measurable partition of X. Define a function
Then h µ (T ℓ , α, y) is a measurable function on Y and h µ (T ℓ , α, y) ≤ log #(α). We have
Proof. First, we show that
Now by Lemma 3.3, for m, k ∈ N we have
Fixing m ∈ N and letting k ր +∞ in the above inequality we have
. Thus, we have the equality (4.1).
Next, let a n = Y H µy ( n−1 i=0 T −iℓ α)dν(y). Since T µ y = µ Sy for ν-a.e. y ∈ Y and ν is S-invariant, we have
Moreover by the monotone convergence Theorem, we have
Moreover,
By (3.1), we have a n = H µ ( n−1 i=0 T −iℓ α|P µ (π)). Combing this with (4.1),
This completes the proof of the lemma.
The following lemma is taken from [53] (Lemma 3' in §4 No.2). Proof.
Next, by the induction hypothesis, i.e., there are measurable sets
If k = r, we are done. If k < r, we set
It is clear that µ y (D k+1 ) ≥ ) Given r ≥ 2 and λ > 1 there is a constant e > 0 such that, for all n ∈ N, if S ⊆ {1, 2, · · · , r} {1,2,··· ,n} satisfies |S| ≥ ((r − 1)λ) n then there is an I ⊂ {1, 2, · · · , n} with |I| ≥ en and S| I = {1, 2, · · · , r} I , i.e., for any u ∈ {1, 2, · · · , r} I there is s ∈ S with s(j) = u(j) for any j ∈ I.
4.2.
Proof of Theorem 2.1. Assume that h top (φ, K) > 0. By Proposition 3.7 there exists µ ∈ E K P (Ω × X) such that h µ (φ) > 0. Since K is a Borel subset of Ω × X, K is also Polish space and the Borel σ-algebra B K of K is just {A ∩ K : A ∈ F × B X }. Thus (K, B K , µ, Φ) is an ergodic Polish system and π Ω : (K, B K , µ, Φ) → (Ω, F, P, θ) is a factor map between two Polish systems. Recall that the entropy of RDS φ with respect to µ is given by
Let B P be the completion of F with respect to P . Let B µ be the completion of B K with respect to µ. Then π Ω : (K, B µ , µ, Φ) → (Ω, B P , P, θ) is a factor map between two Lebesgue systems. Since B P = F (mod P ) and B µ = B K (mod µ), it is clear that
be the natural extension of (Ω, B P , P, θ). Defineπ :K →Ω byπ (((ω i , x i ) ) i∈Z ) = (ω i ) i∈Z for ((ω i , x i )) i∈Z ∈K. Thenπ : (K,B µ ,μ,Φ) → (Ω,B P ,P ,θ) is a factor map between two invertible Lebesgue systems and the following diagram is commutative:
(Ω, B P , P, θ)
Now, we show
By Lemma 3.1 and Lemma 3.2, we have Next, let Pμ(π) be the relative Pinsker σ-algebra of (K,B µ ,μ,Φ) relative toπ.
there exist an invertible Lebesgue system (Y, D, ν, S) and two factor maps
between invertible Lebesgue systems such that π 2 • π 1 =π and π
. That is, π 1 is the Pinsker factor of (K,B µ ,μ,Φ) relative toπ. Letμ = Yμ y dν(y) be the disintegration ofμ relative to the factor (Y, D, ν, S). Let
be the product of (K,B µ ,μ,Φ) with itself relative to a factor (Y, D, ν, S). Recall that
Since (K, B µ , µ, Φ) is ergodic, we have that (K,B µ ,μ,Φ) is ergodic. By (4.2), hμ(Φ|π) > 0. By Lemma 3.4, we have (a1).μ y is non-atomic for ν-a.e. y ∈ Y .
Since (X, d) is a separable metric space, there exists a countable dense set X ′ of X. Let Γ = {B(x, t) : x ∈ X ′ and t ∈ Q, t > 0}, where B(x, t) = {z ∈ X : d(z, x) ≤ t}. Clearly, Γ is a countable set and each element of Γ is a non-empty closed set of X. Let Θ = {{U 1 , U 2 } :
Then Θ is also a countable set. For U ⊆ X, we define
Recall that ∆K = {(k,k) :k ∈K}. It is clear that whenμ y is non-atomic, i.e.,μ y ({k}) = 0 for k ∈K, we havē
where 1 ∆K is the characterization function of ∆K. By (a1), for ν-a.e. y ∈ Y ,μ y is non-atomic. Thus for ν-a.e. y ∈ Y ,μ y ×μ y (∆K) = 0. Moreover,
In the following we want to show that {U 1 , U 2 } is a weak Horseshoe of (φ, K). First, it is clear that U 1 and U 2 are non-empty, closed and bounded subsets of X and d(U 1 , U 2 ) > 0 by the definition of Θ. We divide the remainder of the proof into three steps.
Step 1. Sinceμ y is non-atomic for ν-a.e. y ∈ Y andμ × Yμ ( U 1 × U 2 ) > 0, by Lemma 4.3, there exist a measurable set A ⊂ Y with ν(A) > 0, a positive integer r > 2, and a measurable partition
By Lemma 3.5
Thus, there is an ℓ > 0 such that hμ(Φ ℓ , α|π −1 (B P )) > ν(Y \ A) · log r + ν(A) · log(r − 1). Let c := 
By Lemma 4.1, we have
Since 0 ≤ hμ(Φ ℓ , α, y) ≤ log r, δ(y) is a bounded measurable function on Y and
By the Birkhoff ergodic Theorem,
Note that for any i ∈ Z,Φ iμ y =μ S i y andΦ i α ⊆Bμ y for ν-a.e. y ∈ Y , whereBμ y is the completion of B µ underμ y . Next we define the measurable subset D of Y such that y ∈ D if and only if the following holds
• for any i ∈ Z,Φ iμ y =μ S i y andΦ i α ⊆Bμ y . Step 2. Given z ∈ E. There exists unique i ∈ {0, 1, 2, · · · } and unique y ∈ D such that z ∈ E i and z = S −i (y). Put a j (z) = i + a j (y) for j = 1, 2, · · · and S(z) = {a 1 (z) < a 2 (z) < · · · }. Clearly,
by (4.8).
For k ∈ N, let
Sinceμ z (π −1 1 (z)) = 1,Φ uμ y =μ S u y for any u ∈ Z and ℓ|a t (y) for any t ∈ N, we have
Since
there exists N y ∈ N such that when k ≥ N y ,
Let λ = 2 c . Then λ > 1 and
for k ≥ N y . By Lemma 4.4, there exists constant e > 0 (e is just dependent on r and λ) such that for k ≥ N y there exists
By (4.9), there exists W z ∈ N such that when m ≥ W z , one has
and for any s ∈ {1, 2, · · · , r} Jm,z , one has
Step 3. Let b = ec 1 . Then b > 0 and for P -a.e. ω ∈ Ω, there exists M b,ω ∈ N such that for any natural number m ≥ M b,ω we can find J m ⊂ {0, 1, · · · , m − 1} with |J m | ≥ bm, and for any s ∈ {1, 2} Jm , there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J m .
Note that
Π Ω • π 2 : (Y, D, ν, S) → (Ω, B P , P, θ) is a factor map between two Lebesgue systems. Since ν(E) = 1, there exists Ω 1 ∈ B P satisfying P (Ω 1 ) = 1 and (
Step 2, we can find W z ∈ N such that for any m ≥ W z , there exists
with |J m,z | ≥ bm, and for any s ∈ {1, 2, · · · , r} Jm,z , one has
Next we are ready to show that for any s ∈ {1, 2} Jm , there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J m . Given s ∈ {1, 2} Jm . By (4.10) we knowμ z (π
Since ((ω s i , x s i )) i∈Z ∈K and (ω s 0 , x s 0 ) = (ω, x s ), one has ω s i = θ i ω and x s i = φ(i, ω, x s ) ∈ K(θ i ω) for any i ∈ Z. Finally, we show that for any j ∈ J m , φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω).
Given j ∈ J m . Since z ∈ E, there exists unique i * ≥ 0 and unique y ∈ D such that z ∈ E i * and z = S −i * (y). Note that
we have j − i * ∈ {a 1 (y), a 2 (y), · · · , a km(z) (y)} and so S j−i * (y) ∈ A, that is,
Moreover asΦ j (((ω s i , x s i )) i∈Z ) = ((ω s i+j , x s i+j )) i∈Z , using (4.6) we know x s j ∈ U s(j) . Combing this with x s j = φ(j, ω, x s ) ∈ K(θ j ω), this shows φ(j, ω, x s ) ∈ U s(j) and completes the proof of the theorem.
Proof of Theorem 2.2
In this section, we prove a stronger result than Theorem 2.1 when (Ω, F, P, θ) is a compact metric system and K(ω), ω ∈ Ω is a strongly compact random set. We show that there is a full horseshoe for (φ, K) instead of a weak horseshoe. As a consequence, we have a full horseshoe for a continuous deterministic dynamical systems φ on a compact invariant set K with positive topological entropy. 
Let N 0 = N ∪ {0} and T : Ω × {0, 1} N 0 → Ω × {0, 1} N 0 be the map such that T (ω, u) = (θω, σu) for ω ∈ Ω and u = (u(n)) n∈N 0 ∈ {0, 1} N , where σu = (u n+1 ) n∈N 0 is the left shift map on {0, 1} N 0 . Clearly Ω × {0, 1} N 0 is a compact metric space and T is a continuous self-map on Ω × {0, 1} N 0 .
Consider the subset Y of Ω × {0, 1} N 0 such that (ω, u) ∈ Y if and only if for any s ∈ {1, 2} J ,put J = {n ∈ N 0 : u(n) = 1}, there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J. We have the following claim.
Claim. T (Y ) ⊆ Y and Y is a closed subset of Ω
Proof of claim. If (ω, u) ∈ Y , let J = {n ∈ N 0 : u(n) = 1} and J σ = {n ∈ N 0 : (σu)(n) = 1}. Then J σ + 1 ⊂ J. Now for any t ∈ {1, 2} Jσ , we can find s ∈ {1, 2} J such that t(n) = s(n + 1) for n ∈ J σ . As (ω, u) ∈ Y , there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J. Thus let
: u i (n) = 1} for i ∈ N and J = {n ∈ N 0 : u(n) = 1}. If J = ∅, then it is clear that (ω, u) ∈ Y by the definition of Y . Now suppose J = ∅, and let N = min{n ∈ J}.
Given s ∈ {1, 2} J . Note that lim i→+∞ u i = u. There exist 1 ≤ i 1 < i 2 < · · · such that
Without of loss generality, we assume that the limit lim k→+∞ x s k exists (if necessarily we take subsequence) and let x s := lim k→+∞ x s k .
Firstly, as x s k ∈ K(ω i k ) and the function ω → inf y∈M (ω) d(x, y) is lower semi-continuous for any x ∈ X, one has
Given n ∈ J. As the map (ω, x) → φ(ω)x is a continuous map, one has
Combing this with the fact that
for k ≥ n and the function ω → inf y∈M (ω) d(x, y) is lower semi-continuous for any x ∈ X, one has φ(n, ω, x s ) ∈ U s(n) and
Hence Y is a closed subset of Ω × {0, 1} N . This completes the proof of claim.
Let G P be the set of all generic points of (Ω, F, P, θ), that is, ω ∈ G P if and only if P = lim m→+∞ 1 m m−1 j=0 δ θ j ω in the weak*-topology. By Birkhoff pointwise ergodic Theorem, P (G P ) = 1 as (Ω, F, P, θ) is ergodic.
As P (G P ∩ Ω 0 ) = 1, we take ω * ∈ G P ∩ Ω 0 . By the above (2), for any natural number m ≥ M b,ω * , there is a subset J m (w * ) ⊂ {0, 1, 2, · · · , m − 1} with |J m (ω * )| ≥ bm(positive density), and for any s ∈ {1, 2} Jm(ω * ) , there exists x s ∈ K(ω * ) with φ(j, ω * ,
Then each µ m is a Borel probability on Y . Let µ = lim i→+∞ µ m i be a limit point of {µ m } in the weak*-topology. Clearly, µ is a T -invariant Borel probability on Y .
Let π : Y → Ω be the projection of coordinate. Then µ • π −1 = P . In fact, for any continuous function f ∈ C(Ω),
the last equality comes from the fact ω * is a generic point of (Ω, F, P, θ).
By the ergodic decomposition, µ • π −1 = P and the fact that (Ω, F, P, θ) is ergodic, we know that there exists a T -invariant ergodic Borel probablity measure ν on Y with ν( Let
Then Ω 1 is a P -measurable set since it is the continuous image of a Borel set. [1] is closed and open, one has
Thus the limit lim m→+∞ 1 m |J(ω) ∩ {0, 1, 2, · · · m}| exists and is larger than or equal to b, as ν(
By the definition of Y , one has for any s ∈ {1, 2} J(ω) , there exists x s ∈ K(ω) with φ(j, ω, x s ) ∈ U s(j) ∩ K(θ j ω) for any j ∈ J(ω). Summing up the above discussion, {U 1 , U 2 } is a full Horseshoe for (φ, K) and completes the proof of the Theorem. .
Proof of Theorem 2.4
To prove this theorem, we also need the following result due to Mycielski (see [ 
Proof of Theorem 2.4. Assume that h top (φ, K) > 0. By Proposition 3.7 there exists µ ∈ E K P (Ω × X) such that h µ (φ) > 0. Since K is a Borel subset of Ω × X, K is also Polish space and the Borel σ-algebra B K of K is just {A ∩ K : A ∈ F × B X }. Thus (K, B K , µ, Φ) is an ergodic Polish system and π Ω : (K, B K , µ, Φ) → (Ω, F, P, θ) is a factor map between two Polish systems. Recall that the entropy of RDS φ with respect to µ is given by
Let B P be the completion of F with respect to P . Let B µ be the completion of B K with respect to µ. Then π Ω : (K, B µ , µ, Φ) → (Ω, B P , P, θ) is a factor map between two Lebesgue systems. Since
be the natural extension of (Ω, B P , P, θ). Defineπ :K →Ω byπ (((ω i , x i ) ) i∈Z ) = (ω i ) i∈Z for ((ω i , x i ) ) i∈Z ∈K. Thenπ : (K,B µ ,μ,Φ) → (Ω,B P ,P ,θ) be a factor map between two invertible Lebesgue systems and the following diagram is commutative:
We divide the remainder of the proof into four steps.
Step 1. Let Pμ(π) be the relative Pinsker σ-algebra of (K,B µ ,μ,Φ) relative toπ.
Since (K, B µ , µ, Φ) is ergodic, we have that (K,B µ ,μ,Φ) is ergodic. By (4.2) in the proof of Theorem 2.1, hμ(Φ|π) > 0. Moreover by Lemma 3.4, we have (a1).μ y is non-atomic for ν-a.e. y ∈ Y .
Step 2. We define a metric ρ on X Z as follows:
For n ∈ N, let
Then A n , B n are measurable subsets ofK ×K. Now we claim:
It is clear that whenμ y is non-atomic, i.e.,μ y ({k}) = 0 fork ∈K, we havē
where 1 ∆K is the characterization function of ∆K. By (a1) in step 1, for ν-a.e. y ∈ Y ,μ y is non-atomic. Thus for ν-a.e. y ∈ Y ,μ y ×μ y (∆) =μ y ×μ y (∆K ) = 0. Moreover,
Next, for n ∈ N, we are to showμ × Yμ (A n ) > 0. Forz ∈ X Z , we define
Since (X, d) is a separable metric space, (X Z , ρ) is also separable. Thus there exist
This completes the proof of Claim 1.
Step 3. LetΩ 0 = {(ω i ) i∈Z ∈Ω : φ(ω i ) : X → X is continuous and K ω i is compact subset of X for each i ∈ Z}.
Since φ(ω) : X → X is continuous and K ω is compact subset of X for P -a.e. ω ∈ Ω, the set
By the step 2, there exists r ∈ N such thatμ × Yμ (B r ) > 0. Let
for each n ∈ N and lim
where 1 E is the characterization function of E ⊆K ×K. Then, W is a Borel subset ofK ×K and by the Birkhoff ergodic theoremμ × Yμ (W ) = 1 sinceμ × Yμ is ergodic (see (a2) in Step 1). Let For y ∈ Y , let (ω i (y)) i∈Z := π 2 (y) ∈Ω and
For simplicity, we identify (Ω × X) Z with Ω Z × X Z as follow:
, we have the following claim.
Claim 2. For y ∈ Y 0 ,K y is a compact subset of (X Z , ρ) and there exists a Mycielski subset D y ofK y such that for each pair ((
where ω ∈ Ω.
Proof of Claim 2. Let y ∈ Y 0 . First by the choice of Y 0 , φ(ω i (y)) : (X, d) → (X, d) is continuous and K ω i (y) is compact subset of (X, d) for each i ∈ Z, where (ω i (y)) i∈Z := π 2 (y). Thus i∈Z K ω i (y) is a compact subset of (X Z , ρ). SinceK y is a closed subset of i∈Z K ω i (y) ,K y is also a compact subset of (X Z , ρ). We define
1 (y)) = 1 and π −1 1 (y) ⊆ {π 2 (y)} ×K y , we haveμ y ({π 2 (y)} ×K y ) = 1. Moreover, E y is a closed subset ofK y sinceK y is compact. Thus E y is compact andμ y ({π 2 (y)} × E y ) = 1. Note that µ y is non-atomic, E y is a perfect set. Hence, (E y , ρ) is a perfect compact metric space.
For n, m ∈ N, put
Since (x i ) i∈Z → (φ(n, ω i (y), x i )) i∈Z is a continuous map from (X Z , ρ) to itself, D n (y) and P n,m (y) are both open subsets of (E y × E y , ρ × ρ). Let
Then C(y) is a G δ subset of E y × E y and for any ((
Combing this with the factμ y ×μ y (W ) = 1, we havē
Thus there exits p ≥ n such that (Φ ×Φ) p (((ω i (y),
) i∈Z ) ∈ P n,m (y). Since (6.3) and (6.4) are true for any n, m ∈ N, we have ((
This shows that C(y) is a dense G δ subset of E y × E y .
Using Lemma 6.1 for (C(y), E y ), there exists a dense Mycielski subset D y ⊆ E y such that D y ×D y ⊆ C ∪ ∆ Ey , where ∆ Ey = {(x,x) :x ∈ E y }. Clearly, D y ⊆ E y ⊆K y and if ((x 1 i ) i∈Z , (x 2 i ) i∈Z ) is a pair of distinct points in D y , then ((x 1 i ) i∈Z , (x 2 i ) i∈Z ) ∈ C(y) and hence ((x 1 i ) i∈Z , (x 2 i ) i∈Z ) satisfies (6.2) . This completes the proof of Claim 2.
Step 4. For P -a.e. ω ∈ Ω there exists a Mycieski chaotic set S ω ⊂ K ω for (ω, φ).
is a factor map between two Lebesgue systems. Since ν(Y 0 ) = 1, there exists Ω 1 ∈ B P satisfying P (Ω 1 ) = 1 and (
Let ω ∈ Ω 1 . Then there exists y ∈ Y 0 such that Π Ω • π 2 (y) = ω. Since π 2 (y) = (ω i (y)) i∈Z , we have ω = ω 0 (y). By Claim 2, we can find a Mycielski subset D y ofK y such that for each pair ((
Let η :K y → K ω be the natural projection of coordinate with η((x i ) i∈Z ) = x 0 for (x i ) i∈Z ∈ X Z . Put S ω = η(D y ). Then S ω ⊆ K ω . In the following we show that S ω is a Mycieski chaotic set for (ω, f ). Firstly we claim the map η : D y → S ω is injective. If this is not true, then there exist two distinct points (
) i∈Z ∈K y , we have
where the last equality comes from (6.6), a contradiction with
is one to one surjective continuous map and C j is compact subset of (X Z , ρ), η : C j → η(C j ) is homeomorphism. Thus η(C j ) is a cantor set. Hence S ω = j∈N η(C j ) is also a mycielski set of K ω .
Finally, we prove that S ω is a chaotic set for (ω, φ). Let (x 1 , x 2 ) is a pair of distinct points in S ω . Then there exist (x 1 i ) i∈Z , (x 2 i ) i∈Z ∈ D y such that x 1 0 = x 1 and x 2 0 = x 2 . On the one hand, by (6.5) lim inf
On the other hand, we take L ∈ N such that i∈Z,|i|≥L
Hence there exist natural numbers n j , j ∈ N such that L < n 1 < n 2 < · · · and
κ.
Since (
for j ∈ N. Thus for each j ∈ N, there exists i j ∈ Z with |i j | ≤ L such that
Summerizing the above , we have that
for a pair (x 1 , x 2 ) of distinct points in S ω . This shows that S ω is a chaotic set for (ω, f ) and completes the proof of the theorem. [64, Lemma 4.15] ).
where the first inequality comes from the fact
Then let C 1 = A ′ 1 and
Since DX = i∈ZB i , by (A.1) we have i * ∈ N such that C i ∈B −i * for each i ∈ {1, 2, · · · , k}. Thus, there exists
For i ∈ {1, 2, · · · , k}, we have
By the choice of δ, we know Hμ(α|γ) < 1 m . Now for n ∈ N, we have
Using the above inequality, we have
Since m is arbitrary, hμ(T , α|Π −1 X (B)) = 0. This implies hμ(T |Π X ) = 0 since α is arbitrary. The proof is complete.
Next, we investigate the ergodic decomposition of conditional entropy. Let (X, B, µ, T ) be an invertible Lebesgue system. We consider the sub-σ-algebra
It is well known that there exists a factor map φ : (X, B, µ, T ) → (E, E, η, id E ) between two invertible Lebesgue systems such that φ −1 (E) = I µ (T ) (mod µ) and (X, B e , µ e , T ) is an ergodic invertible Lebesgue system for η-a.e e ∈ E, where id E is the identity map from E to itself, µ = E µ e dη(e) is the disintegration of µ relative to the factor (E, E, η, id E ), and (X, B e , µ e ) is the corresponding Lebesgue space for e ∈ E in this disintegration (see [53] , [22, Theorem 3.42] ). More precisely, conditional probability measures {µ e } e∈E with the following properties:
• µ e is a Lebesgue measure on X with µ e (φ −1 (e)) = 1 for all y ∈ Y .
• for each f ∈ L 1 (X, B, µ), one has f ∈ L 1 (X, B e , µ e ) for η-a.e. e ∈ E, the map e → X f dµ e is in L 1 (E, η) and E X f dµ e dη(e) = X f dµ. Particularly, for each A ∈ B, one has A ∈ B e for η-a.e. e ∈ E. The disintegration µ = E µ e dη(e) is called the ergodic decomposition of µ. The following result is well known (see [53, Theorem 8.11 ], [28] or [22, Theorem 15.12] ).
Lemma A.1. (Ergodic decomposition of entropy for partition) Let (X, B, µ, T ) be an invertible Lebesgue system and µ = E µ e dη(e) be the ergodic decomposition of µ. Then for any α ∈ P X (B), Proof. For α, β ∈ P X , let a n = H µ ( = a n + a m .
By Theorem 4.9 in [64] , inf n≥1 1 n a n = lim n→+∞ 1 n a n . Thus, This completes the proof of Lemma.
Let (X, B, µ, T ) be an invertible Lebesgue system. A sub-σ-algebra C of B is called countably generated if there exists {A i } ∞ i=1 ⊂ C such that C is the σ-algebra generated by {A i } ∞ i=1 , i.e., C is the smallest σ-algebra containing all A i , i ∈ N. Lemma A.3. (Ergodic decomposition of conditional entropy for partition) Let (X, B, µ, T ) be an invertible Lebesgue system, µ = E µ e dη(e) be the ergodic decomposition of µ, and C be a countably generated sub-σ-algebra of B with T −1 C ⊆ C. Then, for each α ∈ P X (B), h µ (T, α|C) = E h µe (T, α|C)dη(e).
Proof. Let (X, B e , µ e , T ) be the corresponding Lebesgue systems for e ∈ E in the ergodic decomposition of µ. Since C is a countably generated sub-σ-algebra of B, there exists {A i } ∞ i=1 ⊂ C such that C is the σ-algebra generated by {A i } ∞ i=1 . Let α = {B 1 , B 2 , · · · , B k } ∈ P X (B). Since A ∈ B e for η-a.e. e ∈ E when A ∈ B, one has that for η-a.e. e ∈ E, {B 1 , B 2 , · · · , B k } ∪ {A i : i ∈ N} ⊆ B e . Thus for η-a.e. e ∈ E, B e contains the σ-algebra generated by C ∪ ( i∈Z T i {B 1 , B 2 , · · · , B k }) since B e is σ-algebra and T −1 B e = B e .
Let β j = j i=1 {A i , X \A i } for j ∈ N. Then for each n ∈ N, when j → +∞, we have n−1 i=0 T −i β j ր C (mod µ) and n−1 i=0 T −i β j ր C (mod µ e ) for η-a.e. e ∈ E. Thus, This completes the proof of Lemma.
Let (X, B X , µ, T ) be a Polish system. Let B µ be the completion of the Borel σ-algebra B X with respect to µ. Then (X, B µ , µ, T ) is a Lebesgue system. Put X = {x = (x i ) i∈Z ∈ X Z : T x i = x i+1 , i ∈ Z} and let Π X : (X,B µ ,μ,T ) → (X, B X , µ, T ) be the natural extension of (X, B X , µ, T ). Letμ = Eμ e dη(e) be the ergodic decomposition ofμ and (X, (B µ ) e ,μ e ,T ) be the corresponding Lebesgue systems for e ∈ E in the ergodic decomposition ofμ. Since Π −1 X (B X ) is a countably generated sub-σ-algebra of Bμ, one knows that for η-a.e. e ∈ E, Π −1 X (B X ) ⊂ (B µ ) e . Therefore, for η-a.e. e ∈ E, letting µ e (A) =μ e (Π −1 X (B X ) ⊂ (B µ ) e . For η-a.e. e ∈ E, letting µ e (A) =μ e (Π −1 X A) for A ∈ B X , then (X, B X , µ e , T ) is an ergodic Polish system and µ = E µ e dη(e) is the ergodic decomposition of µ.
For η-a.e. e ∈ E, we define ν e (B) = µ e (π −1 (B)) for B ∈ B Y . Then (Y, B Y , ν e , S) is an ergodic Polish system and π : (X, B X , µ e , T ) → (Y, B Y , ν e , S) is a factor map between two Polish systems. Thus, the property (1) in the lemma follows from the following claim.
Claim: For η-a.e. e ∈ E, ν e = ν.
Proof of Claim. Since Y is a Polish space, there are finite Borel-measurable partitions β i , i ∈ N of Y such that β 1 β 2 · · · and B Y is the smallest σ-algebra containing all β i , i ∈ N. Let D be the algebra generated by {A : A ∈ β i for some i ∈ N}. Then D is a countable set and D generates the σ-algebra B Y . Define by the Birkhoff ergodic theorem. Since E µ e (π −1 (Y (ν))dη(e) = µ(π −1 (Y (ν)) = ν(Y (ν)) = 1, one has µ e (π −1 (Y (ν))) = 1 for η-a.e. e ∈ E. That is, ν e (Y (ν)) = µ e (π −1 (Y (ν))) = 1 for η-a.e. e ∈ E. Thus, to show ν e = ν for η-a.e. e ∈ E, it is sufficient to show that if e ∈ E such that (Y, B Y , ν e , S) is an ergodic Polish system and ν e (Y (ν)) = 1, then ν e = ν. Let e ∈ E such that (Y, B Y , ν e , S) is an ergodic Polish system and ν e (Y (ν)) = 1. Set By the definition of Y (ν), lim n→+∞ 1 n n−1 i=0 1 A (S i y) = ν(A) for any A ∈ D. Hence, ν e (A) = ν(A) for any A ∈ D, which implies that D ⊆ F e . Note that F e is a monotone class. Thus, F e = B Y follows from that the σ-algebra generated by D is the monotone class generated by D. This completes the proof of Claim.
Next, we prove the property (2). Since X is Polish space, there are finite Borel-measurable partitions α i of X such that α 1 α 2 · · · and the small σ-algebra containing all α i , i ∈ N is B X . Thus for any a T -invariant Borel probability measure λ on (X, B X ) and any sub-σ-algebra C of B X with T −1 C ⊆ C, one has lim i→+∞
