An A-loop is a loop in which every inner mapping is an automorphism. A problem which had been open since 1956 is settled by showing that every diassociative A-loop is Moufang.
Introduction
A loop (L, ·) consists of a nonempty set L with a binary operation · on L such that (i) given a, b ∈ L, the equations ax = b and ya = b each have unique solutions x, y ∈ L, and (ii) there exists an identity element 1 ∈ L satisfying 1x = x1 = x for all x ∈ L. As usual, we abbreviate the binary operation by juxtaposition. Two varieties of loops which have been widely discussed in the literature are the Moufang loops and the A-loops.
A Moufang loop is a loop satisfying the identity
x(y · xz) = (xy · x)z. (1.1) These were introduced by R. Moufang in 1934 [14] , and are discussed in detail in the texts by Bruck [1] and Pflugfelder [17] . By Moufang's Theorem ( [1] , VII.4; [17] , IV.2.9), every Moufang loop is diassociative; that is, the subloop x, y generated by any pair of elements is a group.
For x ∈ L, the left and right translations by x are defined by yL(x) = xy and yR(x) = yx, respectively. The multiplication group of L is the permutation group Mlt(L) = R(x), L(x) : x ∈ L generated by all left and right translations. The inner mapping group is the subgroup Mlt 1 (L) fixing 1. If L is a group, then Mlt 1 (L) is the group of inner automorphisms of L.
In 1956, R.H. Bruck and L.J. Paige [2] defined an A-loop to be a loop in which every inner mapping is an automorphism. Many of the basic theorems about Aloops are contained in [2] ; for example, A-loops are always power associative (every x is a group), but not necessarily diassociative. In the same paper, Bruck and Paige included a detailed study of the diassociative A-loops, pointing out that these satisfy "many of the properties of Moufang loops". In hindsight, this is not surprising, since, as we will show:
Theorem 1. Every diassociative A-loop is a Moufang loop.
For commutative loops, this was proved in 1958 by J.M. Osborn [16] . Conversely, every commutative Moufang loop is an A-loop (see Bruck [1] , Lemma VII.3.3). However, not all Moufang loops are A-loops; [2, 18] , together with the results of the present paper, provide a simple description of the diassociative A-loops as a sub-variety of the Moufang loops (see Corollary 2) . Further work on A-loops is contained in [4, 5] .
By our Theorem 1, we have:
For an A-loop, the following are equivalent:
1. L has the inverse property, i.e., x −1 (xy) = y and (xy)y −1 = x for all x, y ∈ L; 2. L has the alternative property, i.e., x(xy) = x 2 y and (xy)y = xy 2 for all
The equivalence of the first three items is from Bruck and Paige [2] , Theorem 3.1. (One may begin with even weaker hypotheses, but we will not pursue this here.)
In any loop, the inner mapping group Mlt 1 (L) is generated by the left, right, and middle inner mappings defined, respectively, by: [17] , I.5.2). Bruck and Paige ([2], (3.42)) showed that diassociative Aloops satisfy
Furthermore, they showed (see Corollary on p. 315) that for Moufang A-loops, the map T : L → Mlt 1 (L) (where x → T (x)) is a homomorphism (i.e., T (x)T (y) = T (xy), so R(x, y) = R(y, x) −1 ). Not surprisingly, one of our key lemmas will be:
The nucleus, Nuc(L), of an inverse property loop L is the normal subloop of all elements that associate with all pairs of elements from L, i.e., Nuc(L) = {x ∈ L : (xy)z = x(yz) for all y, z ∈ L}. By results already in the literature, we have the following corollary to Theorem 1:
Corollary 2. L is a diassociative A-loop if and only if L is Moufang and L/Nuc(L)
is a commutative loop of exponent three.
Proof. In any Moufang loop, each T (x) is a pseudo-automorphism with companion x −3 , and each R(x, y) = L(x −1 , y −1 ) is a pseudo-automorphism with companion the commutator (x, y) ([1], Lemma VII.2.2). In general, if c is a companion of the pseudo-automorphism ϕ, then c is in the nucleus iff ϕ is an automorphism. Thus all cubes and commutators are in the nucleus iff all inner mappings are automorphisms.
Every Moufang A-loop is an M 4 loop in the terminology of Pflugfelder [15, 17] ; that is, it satisfies the identity (xy)(zx 4 ) = (x · yz)x 4 (since cubes are in the nucleus and (xy)(zx) = (x · yz)x is a Moufang identity). We do not know whether an M 4 loop L must be an A-loop. By [15] , Theorem 1, L is Moufang and L/Nuc(L) has exponent three, but it is not clear whether L/Nuc(L) is necessarily commutative. We also do not know whether every loop isotope of a Moufang A-loop is a (Moufang) A-loop. This would be true if every M 4 loop is an A-loop, since the M k loops are isotopically invariant ( [15] , Theorem 2; [17] , IV.4.12).
Our investigations were aided by the automated deduction tool OTTER developed by McCune [12] ; see Section 4 for further discussion.
Preliminaries
In preparation for the proofs of Lemma 1 and Theorem 1, we now establish some notation and recall some basic results from [2] . Let L be a diassociative A-loop. One can then derive many equations relating the L(x, y), R(x, y), and T (x).
Define the permutation J of L by
for x, y ∈ L. Furthermore, from [2] ((3.31) and (3.32)), we have the following formulas for the inverses of the right and left inner mappings:
The fact that each T (x) is an automorphism immediately implies: 
Proofs
Proof of Lemma 1. For x, y, z ∈ L, we compute
By the mirror of this calculation and switching x and y, we obtain 
R(x, y)
so that (by (2.12) and (2.7)) R(z −1 , x −1 ) = C(x −1 , z −1 ). Now use Corollary 3.
Computer-aided proofs
We comment further on our use of McCune's program OTTER [12] . This is a general-purpose automated reasoning program which will prove theorems from axioms in first-order logic. In comparison with human reasoning, it is strongest in equational reasoning, and weakest in domains such as set theory, where there are many propositional connectives and alternations of quantifiers. Thus, most of the new mathematics to come out of automated reasoning has been in fields close to algebra. The book by Wos and Pieper [19] describes general methods for applying automated reasoning to problems in mathematics and other areas. Many new theorems proved by OTTER occur in the book by McCune and Padmanabhan [13] .
Many authors (as in [13] ) simply use the OTTER output as the proof of a theorem. This is mathematically sound, since although OTTER's search procedure is rather complex, the program can be made to output a simple proof object, which can be independently verified by a short lisp program. However, OTTER's proofs are often long sequences of complicated equations which carry little intuitive content, and it is useful to re-express them in a form which a human reader can easily understand and verify.
Some discussion of the procedure for "humanizing" proofs occurs in [6] . This was applied in the case of loop theory in [7, 8, 9, 10, 11] , and in the present paper, where much of the argument is cast in the spirit of Bruck and Paige [2] , emphasizing grouptheoretic properties of the R(x) and L(x), rather than equations in the loop product and inverse. For example, in Corollary 4, the statement C(x, z) 3 = I conveys more information to most human readers than does the equivalent equation, z −1 (z((z −1 (z((z −1 (z(yx)x −1 ))x)x −1 ))x)x −1 ) = y, which might (in its ascii form) be a typical line of OTTER output. However, some proofs seem to require direct computations in the loop itself. These proofs, although easy enough to verify by hand, may lack some motivation. The need for such computations probably explains why the results of this paper have not been found before.
