We show how to optimally control the creation of quantum superpositions in a bosonic Josephson junction within the two-site Bose-Hubbard model framework. Both geometric and purely numerical optimal control approaches are used, the former providing a generalization of the proposal of Micheli et al [Phys. Rev. A 67, 013607 (2003)]. While this method is shown not to lead to significant improvements in terms of time of formation and fidelity of the superposition, a numerical optimal control approach appears more promising, as it allows to create an almost perfect superposition, within a time short compared to other existing protocols. We analyze the robustness of the optimal solution against atom number variations. Finally, we discuss to which extent these optimal solutions could be implemented with the state of art technology.
INTRODUCTION
The high controllability of the experimental parameters of ultracold atomic systems renders them versatile candidates for the implemention of quantum information protocols. In particular, the ability of tailoring traps of various geometry [1, 2] and of tuning the interatomic interactions [3] makes ultracold atomic systems a unique playground for applications in quantum technologies. Recently, the Bosonic Josephson Junction (BJJ), a system of two-mode ultracold bosons, has received a large theoretical [4] [5] [6] and experimental [7] [8] [9] [10] interest. It has been proposed [11, 12] and experimentally demonstrated [8] [9] [10] that such a system allows for the creation of atomic squeezed states. These non classical states can be used in an interferometric protocol to improve the phase sensitivity reducing it below the shot-noise limit 1/ √ N [13] , as recently demonstrated in BJJs by C. Gross et al [9] . A further enhancement of precision in atom-interferometry has been predicted to be reached by the use of macroscopic superpositions of atomic coherent states. Such states allow in principle for a scaling of the phase uncertainty as 1/N , which corresponds to the "Heisenberg limit" [6, 14] . Their experimental realization would be hence of primary importance both for applications in metrology, and for the fundamental investigation of the boundary between classical and quantum dynamics [15] .
These states however have so far been realized rather with a mesoscopic number of particles up to few tens in systems of ions [16] , nuclear spins [17] or photons in a cavity [18] . Several proposals to create macroscopic quantum superpositions in BJJs have been advanced [5, [19] [20] [21] [22] . The realization of superposition states with a macroscopic number of particles is challenging because of their fragility with respect to decoherence, induced by particle losses [23] , phase noise [24] , collisions with thermal atoms [25, 26] , interaction with the electromagnetic field [27] , and random fluctuations of the trapping potential [28] . Therefore, it is of great interest to provide a protocol to create macroscopic quantum superpositions in the shortest time possible, i.e. before that decoherence becomes effective. The optimization of the fidelity with which such states can be formed in a given time, this latter being chosen as small as possible, represents another important task. Some intuitive techniques have been developed over the past few years to fulfill such objectives [5, 19-21, 29, 30] . However, these approaches are not able to reach the physical limits of the best possible performance in terms of duration and efficiency. These limits can be established by using optimal control theory [31] [32] [33] . Optimization techniques have already been applied in the context of ultracold atoms (see [34] [35] [36] [37] to cite a few) to improve, e.g., the performances of an interferometer [38] . In this paper we apply such a method to provide a protocol for the efficient creation of macroscopic superpositions in BJJs. In particular, we show how an almost perfect macroscopic superposition can be created in a relatively short time by means of a numeric optimal control approach.
Before doing this, it is instructive to consider a geometric optimal control approach [31, 39] . This method provides a generalization of the proposal of Micheli et al reported in Ref. [5] , and allows to obtain an estimation for a bound on the time of formation of macroscopic superpositions in the bosonic Josephson junction. In a summarized way, geometric optimal control is a vast domain where the optimal control problems are solved by using tools of geometry and Hamiltonian dynamics. Surprisingly, while optimal control is known in quantum me-chanics since the eighties, only few results of geometric control have been published up to date [40, 41] . Recent advances in this domain have permitted to attack problems of increasing difficulty. In particular, some of the authors have applied this method with success in fundamental quantum control problems [42] and in Nuclear Magnetic Resonance [43] . Due to its geometric framework, this method is however intrinsically limited to systems with few degrees of freedom. In our example, we describe the BJJ in the two-mode approximation by the two-site Bose-Hubbard model, and we consider its semiclassical limit, which is valid when the number of particles is large. In this limit, the system can be described in terms of two classical conjugated variables, which can be related to the polar and azimuthal angles of a Bloch sphere of radius N/2, where N is the total number of atoms. Hence the tools of geometric optimal control theory can be applied. Within this approximation, we show how to reach in minimum time a quantum superposition state. Due to the semi-classical approximation, the efficiency of the optimal solution is however limited in the original quantum domain.
We then determine the solution of the initial quantum problem by using a purely numerical approach, the monotonic convergent algorithm. The efficiency and the flexibility of such algorithms have been demonstrated in a large number of studies [44, 45] . In order to guide the numerical optimization, we use a coupling between the geometric and the numerical approaches in the sense that the geometric solution is used as a solution to initialize the numerical algorithm. The duration of the numerical solution necessary to produce with efficiency a superposition state is shown to be about ten times larger than with the geometric approach. We analyze the robustness of this factor with respect to the number of particles.
The paper is organized as follows. We introduce in Sec.
the model system, i.e. the bosonic Josephson junction in the two-mode approximation. We also recall how to construct the corresponding classical limit when the particle number is large, and we set the control problem under study. We then briefly recall how to produce macroscopic superpositions within the protocol of Ref. [5] . Section focuses on the numerical results of the geometric and purely numerical methods, a comparison with the existing results is also made. Finally, we analyze the robustness of the optimal solution against atom number fluctuations. In Sec. , we discuss the possible experimental implementations of our optimal solutions with the state-of-the-art technology [8, 9, 46] . Conclusion and prospective views are given in a final section. Section of the appendix is devoted to the presentation of the geometric and numerical optimal control approaches. Some technical computations are also reported in Sec. and of the appendix.
THE BOSONIC JOSEPHSON JUNCTION AND THE SETTING OF THE PROBLEM
The model system
The Bosonic Josephson Junction can be described in the two-mode approximation (assuming fixed the total number of particles N ) by the spin-Hamiltonian
where the angular momentum operatorsĴ x ,Ĵ y , andĴ z are related to the annihilation operatorâ j of an atom in the mode j = 1, 2 respectively byĴ
(number imbalance operator) [47, 48] . This model describes both a system of cold atoms in two distinct hyperfine states, trapped in a harmonic potential (internal BJJ) [9, 49] , and a system of bosons confined in a double well potential (external BJJ) [8] . The interaction constant, χ = U 1 + U 2 − 2U 12 , related to the atom-atom interaction energy U i in the mode i and to the crossinteraction U 12 , can be tuned to some extent, by exploiting e.g. Feschbach resonances [9] . The cross-interaction term U 12 is usually taken to be zero in the external BJJ, because of the spatial separation of the two modes. The parameter δ is related to the energy imbalance between the two modes and to the interaction imbalance, and is defined by δ = (E 1 − E 2 ) + (N − 1)(U 1 − U 2 )/2. In the external case the Rabi coupling Ω, which represents the tunneling term, is usually positive, i.e. Ω > 0, and can be tuned by changing the height of the barrier separating the two wells. A negative coupling Ω can be engineered by applying a drive to the barrier height [50] . Such a coupling is however far more efficiently controllable in the internal setup, where by modulating amplitude and phase of resonant microwave and radiofrequency fields shone on the atoms, both amplitude and sign of Ω can be tuned instantaneously with respect to the other time scales of the problem [9] (see also the concluding section for a discussion about the experiments). Hence, to develop our control protocol we will keep fixed the parameter χ with δ = 0 and use Ω as control field, having in mind the internal BJJ setup which appears more suitable for the experimental implementation of the protocol.
As initial state of the dynamical proposal described in the following we will take an atomic coherent state where all of the atoms occupy the same one-particle state [51] 
with α ≡ tan(θ/2) exp(−iφ), and |n the Fock state satisfyingĴ
Each coherent state (2) can be represented on the Bloch sphere as a circle, the center of which has coordinates given by the expectation value of the angular momentum operator θ, φ| J |θ, φ = N (sin θ cos φ, sin θ sin φ, − cos θ)/2. Since the quantum fluctuations of the angular momentum operators in each direction tangential to the Bloch sphere in the point θ, φ| J |θ, φ are given by (∆J i ) 2 = N/4, as an order of magnitude for the radius of the circle we can take σ = √ N . Starting from the Heisenberg equations for J, one obtains by using a semi-classical limit [5] that the angular coordinates (θ, φ) satisfy the system
which can be written as follows
by introducing the parameters ∆ = 2δ/(χN ) and ω = 2Ω/(χN ). In the following, we consider the situation where δ = 0 and the scalar factor χN/2 is assumed to be constant. The system is then controlled by only one parameter, namely ω. Equation (5) can also be written in a more compact form as
where F and G are two vector fields of coordinates χN 2 (0, −2 cos θ) and χN 2 (− sin φ, − cot θ cos φ). The dynamics generated by the Hamiltonian (1) can produce macroscopic superpositions of coherent states at specific times [5, 19, 20] . In order to create such superpositions in an optimized way, we formulate this problem as an optimal control problem. We first assume that the system is initially in the state |π/2, π , the goal being to design a "field" ω(t) (we follow here the control terminology) such that the system reaches a superposition state. We will consider as target states perfect macroscopic superpositions of coherent states (2), commonly referred to as "Schrödinger's cat state". For example, the state
is the superposition of the two coherent states on the poles of the Bloch sphere. This state is also know as a "NOON cat state", because of its equivalent expression on the basis of the mode occupation |Cat 1 = 1 √ 2 (|N, 0 + |0, N ). The rotation of the previous state by π/2 around the y axis leads to the "phase cat state"
i.e. the superposition of the two coherent states located on the equator of the Bloch sphere along the x-axis. Among all the functions ω(t) allowing to reach such targets, the optimal solution will be the one minimizing a given cost, such as the duration of the control (with a bound on the amplitude of the control field) or the energy of the field (with a fixed control duration). In this framework, optimal control theory can be viewed as a vast machinery aiming at solving such problems either analytically (or with a very high numerical precision) for geometric methods, or numerically for the optimal control algorithms.
Creation of macroscopic superposition in the proposal of Micheli et al
In Ref. [5] , a proposal for the creation of a NOON state has been given, based on a semi-classical argument. We briefly recall here this method, in the direction of which the experiments of Ref. [22] are performed.
In the classical model, the dynamics can be visualized by means of trajectories on the Bloch sphere parameterized by the coordinates θ and φ (see Fig. 1 , and also Refs. [4, 5, 22] ). For ω = 2 a bifurcation occurs in the model, and the fixed points of the system change: in the Rabi regime (ω > 2) F 0 = (θ = π/2, φ = 0) and F π = (θ = π/2, φ = π) are the two stable fixed points, while in the Josephson regime (ω < 2) F π becomes unstable and two new stable fixed points at F ± = (cos θ = ∓ 1 − (ω/2) 2 , φ = π) appear [4, 22] . In the latter regime, trajectories in which the number imbalance can not be reduced to zero are allowed (macroscopic quantum self-trapping). For each value ω < 2, there exists hence a special eight-shaped trajectory which separates the macroscopic quantum self-trapping trajectories from the oscillations in which the number can take the zero value. This special trajectory, which passes through F π , is called the separatrix and can be used to produce a quantum macroscopic superposition state. In particular, for ω = 1 the two poles of the Bloch sphere belong to the separatrix. The initial state of the quantum dynamics is a coherent state centered in F π . As recalled in Sec. , the width associated to its fluctuations is σ = √ N . In a semi-classical picture, such a state can be viewed as a cloud of points, a half of them being in the upper hemisphere of the Bloch sphere and a half in the bottom one, each of them evolving according to the classical trajectories. As a result, for ω = 1 the initial wave packet evolves along the separatrix by splitting into two outgoing parts, one going to the north pole and the other to the south one. From a control point of view, the solution of Ref. [5] consists of choosing a field of constant amplitude, i.e. a bang ω = 1. The time that it takes for a point initially in (θ = π/2, φ = π) to travel along the separatrix and reach one of the poles of the Bloch sphere is [5] 
which can be taken as an estimation of the time of formation of the macroscopic superposition. Note that this time is much smaller than the time T ′ c required to form a macroscopic superposition of phase states by the quenched dynamics of the BJJ (i.e. the dynamics driven by the interatomic interactions only) which is given by χT ′ c = π/2 [19] , providing therefore a speed up with respect to the use of that protocol. One may then check the efficiency of the semi-classical process presented above by performing a quantum calculation of the time evolution of the system under the Hamiltonian (1) with ω = 1 and δ = 0. We compute the projection of the state at time T c on the cat state given in Eq. (7) [5] as introduced in Appendix . Such a calculation leads to a projection of P 1 = 0.1394, with the parameters χ = 1, N = 300.
CONTROLLED CREATION OF MACROSCOPIC SUPERPOSITIONS

Control of the semi-classical model
We propose to revisit the analysis presented in the previous section in the framework of geometric optimal control theory. In this section, we apply this approach, i.e. the Pontryagin Maximum Principle (PMP) and the corresponding numerical tools (see Sec. of the appendix for a presentation of this approach) on the semi-classical model on the sphere whose dynamics is governed by Eq. (5). The control problem consists of creating a Cat state in minimum time with a field bounded by the value m. The role of this bound will be also analyzed in this paragraph. We denote by T min the minimum time required to reach the target state.
We consider as initial classical state a point on the Bloch sphere at a distance σ of (θ = π/2, φ = π), corresponding to the extremum point on the uncertainty circle of the coherent state |θ = π/2, φ = π . Without loss of generality, we can choose this point in the upper hemisphere. With this reduction, the semi-classical control problem becomes of dimension two and all the tools presented in Sec. of the appendix can be used. The application of the PMP leads in the spherical coordinates (θ, φ) to the pseudo-Hamiltonian H, analogous to Eq. (14)
Introducing the components (p θ , p φ ) of p, the Hamiltonian H reads as
Straightforward calculations following the line presented in Sec. of the Appendix lead to det[ Fig. 1 is therefore given by
while the singular control field is equal to
At this point, we can compute the optimal sequence to reach in minimum time the north pole of the Bloch sphere. By symmetry of the dynamical equations, the point of the lower hemisphere symmetric with respect to S of the initial state will reach simultaneously the south pole. This classical simultaneous control leads in the quantum domain to the creation of the superposition state |Cat 1 . In the optimal control theory framework, note that there is no restriction on the value of the bound m of the control field but simple solutions can only be obtained if the bound satisfies m ≥ 1. We will focus on this case in the numerical examples. Our control protocol can be generalized to create a phase cat |Cat 2 in addition to the state |Cat 1 , which is not possible in the original proposal of Ref. [5] .
The results of the time-optimal control problem for reaching both states with various bounds show that no significant improvement in terms of speed-up nor fidelity is achieved, compared to the protocol of Ref. [5] . Table I summarizes the numerical results, while a detailed analysis is reported here below. 2 ) are given for the two cat states |Cat1 (NOON state) and |Cat2 (Phase state) considered in this work. In the quantum calculation, the parameter N is taken to be N = 300
We first begin the analysis by the NOON state |Cat 1 . Different optimal trajectories are displayed in Fig. 1 for three bounds, namely m = 1, 2, 100. In the first situation, for m = 1, we recover the solution of Ref. [5] which is only composed of a bang pulse, since the pole of the Bloch sphere can be reached by following the separatrix. More complicated solutions can be constructed when the bound m takes larger values. In this case, one can follow the singular line from the initial point of the dynamics to the intersection point between the separatrix and the singular locus. To simplify the discussion, we assume here that this initial point belongs to the singular set. We then leave the singular set by using a bang pulse to follow the separatrix and to reach a pole as can be seen in Fig. 1 . When m ≫ 1, bang trajectories are very close to the meridians of the Bloch sphere. A comparison between the optimal solutions for m = 2 and m = 100 and the solution of Ref. [5] is displayed in Fig. 1 . With this solution, we reach the target in a time χT min = 0.0236 for m = 100 while, from Eq. (9), χT c = 0.0259 in the same conditions for m = 1. The corresponding projections on the state |Cat 1 , obtained by calculating numerically the time-evolution of the quantum state under the field ω(t), are equal to P 1 = 0.116 and P 1 = 0.139. The values of the Fisher information are F Q /N 2 = 0.539 and F Q /N 2 = 0.636 respectively, which demonstrates that correlations among the component of the superposition exist, since F Q ≃ N 2 /2 ≫ N for N = 300. The definitions of these quantities are recalled in Appendix . The probability distribution of the Fock states is shown in Fig. 1 . As can be expected, such a distribution for the superposition created with our protocol mainly presents two peaks, close to the one of a perfect NOON state (see Appendix for details).
The same arguments can be used to describe the optimal trajectories reaching the state |Cat 2 . Figure 2 shows that the structure of the solutions are very similar for the different values of the bound m. The dynamics follows the singular line up to the separatrix, where a bang pulse is used to reach a point of the equator. Here, note that the sign of the bang pulse is different from the one of the first example of Fig. 1 . Numerical results comparable with the state |Cat 1 are obtained in this case, as can be seen in Table I . The numerical results for the projection on the target state and the Fisher information as a function of time are reported in Fig. 2 . Fringes appear in the Fock state distribution of the final state as explained in Appendix .
The time T min can be estimated analytically for any value of m by integrating the classical equations along the singular line. For m → +∞, we have
where φ(0) is the coordinate of the initial point on the singular set. Hence T min is inversely proportional to the total number of particles as in the case of solution of Ref. [5] , from which Eq. (12) differs by a numerical factor. The computation leading to Eq. (12), as well as a numerical comparison between T c and T min , are detailed in Appendix .
To conclude, we stress that in these different timeoptimal-computations both the minimum time of forma- 
2 as a function of n for t = 0, t = Tmin and the target state |Cat1 . In the quantum calculation, the parameter N is taken to be N = 300.
tion of macroscopic superpositions and the respective fidelities are comparable to the ones obtained with the method of Ref. [5] (the numerical comparisons are summarized in Table I ). This shows the efficiency of the solution of Micheli et al for controlling the semi-classical model, and suggests that a time of order of T c is the physical bound on the time of formation of a macroscopic superposition in a BJJ. Note that this non trivial result has been derived from the tools of geometric optimal control theory. To get better results in terms of fidelity, another approach able to tackle the fully quantum character of the problem has to be used, which we will address in the following section. 
Control of the quantum model
We apply in this paragraph the monotonic algorithm presented in Sec.
of the Appendix to maximize the projection onto the target state at time t = T . We will consider different control durations, namely T = T c , T = 5×T c and T = 10×T c , which are multiple of the minimum time T c for a bound m = 1. These different tests will allow us to determine the time required to produce a cat state with efficiency.
The Hamiltonian (1) of the system is written aŝ
x and ω is now the new control parameter. In the following computations, we choose as parameters of the quantum system χ = 1 and N = 300. The parameters of the algorithm are respectively taken to be (λ = 10 −6 , η 1 = η 2 = 10 3 ) for T = T c and (λ = 5 × 10 −4 , η 1 = η 2 = 2) for the two other cases.
The different computations are presented in Fig. 3 and 5 for two durations T = 5 × T c and T = 10 × T c . We consider that the initial field of the algorithm is the solution of Ref. [5] , i.e. a constant field ω(t) = 1 in the interval [0, T ]. Due to the structure of the control problem, note that the algorithm does not converge towards an efficient solution for any initial condition. Taking as initial field the solution ω(t) corresponding to higher values of the bound in the geometrical protocol would not change significatively the result because of the proximity of this solution with the one of Ref. [5] . 2000 iterations are used in the first example, 1000 in the two others. We obtain that for the case T = 5×T c and T = 10×T c the target macroscopic superposition can be created with a very high fidelity, respectively larger than 0.88 and 0.98, corresponding to F Q /N 2 = 0.951 and F Q /N 2 = 0.997. Note that for T = T c , a projection of 0.2548 is reached, which is better than the result provided in Ref. [5] , but at the price of a more complicated solution. This result was expected in the sense that the solution by Micheli et al. has been derived in the semi-classical limit without taking account the quantum character of the problem. A visualization on the Bloch sphere of the state created is provided in the second panel of Fig. 4 . The same computation has been done for the target state |Cat 2 for T = 10 × T c and the parameters λ = 5 × 10 −4 and η 1 = η 2 = 2. As initial condition for the algorithm, we consider the bang-bang optimal solution with a total duration increased by a factor of 10 (we keep constant the relative time of the two bangs). We recall that a bang pulse is a field of maximum intensity and a bang-bang sequence, the concatenation of two bang pulses of different signs. In Fig. 6 , note the bang-bang structure of the final solution constructed by the algorithm. This example shows that the algorithm has been guided towards a particular mechanism by the semi-classical computation. The different numerical results are listed in Table II In these control problems, we observe that a minimum time required to produce with efficiency a cat state (i.e. with a projection larger than 0.99) is of the order of 10 × T c . For the NOON state, we have analyzed the variation of this scaling factor with respect to the particle numbers N . Numerical simulations revealed that for N ranging from 50 to 700 the target state is created with a very high precision for this duration, as can be seen in Table III (to simplify the discussion, we only indicate the projection onto the target state and the Fisher information for a time of 10 × T c , even if we have tested other control durations). This shows that 10 × T c is a relevant time for this control problem, at least in the experimentally range of particle numbers considered. For low values of N , it roughly corresponds to the minimum time where an efficient control field can be designed. For all the values of N considered, the optimal solution is very close to a constant solution as shown in Fig. 5 with N = 300. Note that, when N ≥ 500, we have numerically observed that lower times of the order of 7 × T c can be chosen, but at the price of a more complicated structure for the field. This seems to be a general property of these quantum computations, i.e. the factor multiplying T c to consider to produce a superposition state decreases as N increases. The determination of the exact dependence of this factor with the particle number is a hard task, since by construction the numerical algorithm does not allow to seek for the optimal time.
In a final step, we have analyzed the robustness of the optimal control field as a function of N , i.e. against the atom number fluctuations. We choose as reference control field the one corresponding to N = 700. We have determined for N ranging from 650 to 750 the projection and the Fisher information obtained at χt = 10 × T c with this control field. This point is illustrated for the NOON state in Fig. 7 . We observe that the efficiency of the process quickly decreases when the particle number changes. For instance, the average projection is already of the order of 0.5 for a difference of 10 particles. This behavior is not surprising in optimal control where the optimal solutions are known to be very efficient (even for very complicated problems), but are known to lack of robustness. A method based on the simultaneous control of different systems can be used to improve this latter property (see, e.g., Ref. [52] ). This approach, which can be very time consuming in terms of numerical computations, requires in addition to consider longer optimal solutions than the ones used in this paper. This means that the limit time of 10 × T c is no more valid for designing an optimal solution robust with respect to large variations of N . Due to the complexity of this method, such a computation goes beyond the scope of this article and has not been undertaken.
EXPERIMENTAL IMPLEMENTATION OF THE PROTOCOL
We now analyze to which extend the fields corresponding to the solutions found could be implemented in real experiments with the present state of the art technology. Let us discuss first the amplitude of the control. ¿From Fig. 5 , we see that the solution for the field ω, leading to the formation of a NOON state with a very high fidelity in a time 10 × T c , is roughly comprised between −1 and 1.5. Having in mind the internal BJJ setup (and in particular the experiments of Ref. [9, 46] ), typical experimental bounds on the parameter Ω are 0 < |Ω| < 2π · 2 kHz, and a typical value for χ is χ ≈ 2π · 0.13Hz. Fixing such a value for the interactions translates into 0 < |ω| < 102.6, which largely comprises the values required by our solution. Incidentally, we remark that even the geometric solutions presented in Section would be implementable, the largest value of ω considered there being ω = 100. Furthermore, the control field can be switched fast compared with the other time scales of the experiments. Note that it would be also possible to include in our protocol some spectral constraints on the control field [45] . Hence, in ideal conditions it would be possible to implement our control protocol.
However, in realistic conditions the experiments are affected by the presence of noise, which induces dissipation and decoherence. The main sources of noise in the BJJ system are represented by particle losses [23] and phase noise [24] . This latter is due to stochastic fluctuations of the energies of the two modes of the BJJ. Other sources of noise are discussed in Refs. [25] [26] [27] . A quantitative discussion of the effect of decoherence on the creation of superposition states would require to treat on the same footing in our control protocol the unitary dynamics leading to the formation of the cat state and the decoherence sources. This point goes beyond the scope of this work, but represents an interesting perspective, which may be useful for the experimental quest of a macroscopic superposition. For a qualitative discussion, we can take the order of magnitudes of the decoherence rates of a process in which the macroscopic superposition is taken as initial state. We assume that this state evolves under the effect of noise only. In this case, we may distinguish the dissipation time τ diss , which characterizes the relaxation of the components of the superposition, from the decoherence time τ dec , i.e. the time at which the coherences of the superposition are washed out [54, 55] . In general these two time scales are well separated. An exception is given by the decoherence induced on phase cat states by phase noise, for which the decoherence rate does not depend on the total particle number [24] (this is not the case for the NOON cat, for which τ (−1) dec ∝ N under phase noise). Losses processes can be one-body (due to scattering with impurities), two-body (spin-relaxation losses, due to col-lisions of two atoms which change their spin state, freeing a high kinetic energy and ejecting them out of the trap), or even three-body (when three atoms collide, two of them form a molecule, ejecting the third out of the trap [60] ). The decoherence times are respectively τ ∝ N 3 for three body losses (see e.g. Ref. [60] for the three body case). Hence, if one-body losses and/or phase noise are affecting the system, since the time of formation of the cat states within the control protocol is of the order of 1/N and the decoherence rate grows linearly with the atom number, it is not obvious to determine the most convenient atom number. An analysis close to this spirit in the context of the creation of squeezed states in the presence of particle losses has been carried out by Li et al in Ref. [23] . If two and three-body losses are non negligible, since the decoherence rate grows respectively with N 2 and N 3 the experiments should be limited in practice to small atom numbers.
Let us consider again the order of magnitudes of the experiment in Ref. [9, 46] , where the initial particle number is N ≈ 400 (we have used N = 300 in our simulations). The loss rate depends on the interaction strength, and is typically of τ diss ≈ 0.1s for χ ≈ 2π × 0.13 Hz [46] . This corresponds to loosing about 15% of the atoms in about 20 ms. Let us suppose that one-body losses are the dominant noise process. The time for the efficient generation of a NOON state is 10×T c , resulting in 10×χT c = 0.259, i.e. T c = 0.317 s, which is already of the same order of the dissipation time τ diss . Furthermore, the decoherence rate would be in this case τ dec ∼ τ diss /300 ∼ 0.33ms, which is a thousand time smaller than the time 10 × T c . Therefore, in order for our protocol to be implementable with the experimental parameters [9, 46] , the dissipation rate should be lowered by a factor 1000. In this framework, an analysis of the optimum atom number to use in the presence of decoherence could yield useful indications.
CONCLUSIONS
In this paper we have designed different control fields by using geometric and numerical optimal control techniques in order to create quantum superpositions in a bosonic Josephson junction. We have generalized the solution proposed by Micheli et al. in Ref. [5] for the semi-classical model. The minimum time T min of formation of macroscopic superpositions via our geometric control protocol has been shown to be of the order of 1/N , improving the result of [5] by a numerical constant (see Appendix for the detailed calculation), with a fidelity of the same order. This also shows the efficiency of the solution by Micheli et al., which is very close to the time-optimal solution in the semi-classical framework.
An almost perfect fidelity can be reached in longer times of the order of 10 × T min , with a more complicated field solution. We have checked that this duration is sufficient for creating very good superpositions for a large range of particle number N , the fidelity further improving at increasing N . Note that such a duration can still lead to a significative speed-up with respect to the protocol based on the quenched dynamics of the BJJ [19] , where the characteristic time of formation of a two-component superposition of phase states is π/(2χ), independent on N [61] . Decoherence effects may change significatively the state crated with the designed control field, and a careful analysis of the control sequence to be used in the presence of noise stems as an important extension of the present work.
Optimal control methods
Geometric approach
We present in this section the geometric optimal theory which allows us to solve the optimal control problem in the semi-classical limit. In this work, we consider a system belonging to a general class of optimal control problems on a two-dimensional manifold (here the Bloch sphere) with a single control field. Powerful mathematical tools that we briefly describe below have been developed in this case [39] .
We consider a system governed by a differential equation of the form˙
where x is a two-dimensional state vector, F and G two vector fields and u a control field satisfying the constraint |u| ≤ m, where m is a bound on the control. Starting from a point x 0 , the goal of the control is to reach in minimum time a target x f . We assume that a solution exists, i.e. that the target belongs to the accessibility set of the initial point x 0 . We solve this time-optimal control problem by applying the Pontryagin Maximum Principle (PMP), which is formulated from the pseudoHamiltonian
where p is the adjoint state. The Hamiltonian trajectories which are solutions oḟ
where the control field v is determined from the maximization condition
with H ≥ 0, are candidates to be optimal. Such trajectories are called extremals in the control community. Other geometric tools have to be used (see [39] for a recent overview on this point) to select among the extremals, the ones which are effectively optimal. The maximization condition (16) can be solved from the switching function Φ given by
Using the maximization equation, one deduces that an extremal curve (x(t), p(t)) is composed of a sequence of arcs γ + , γ − and γ s . Regular or bang arcs γ ± are obtained when sign[Φ] = ±1. In this case, the control field is given by u = m × sign [Φ] . When the function Φ takes a zero value and when this zero is isolated, the field switches from ±m to ∓m. We encounter a singular situation and singular arcs if Φ vanishes on an interval [t 0 , t 1 ]. In this case, the control field cannot be directly determined from the maximization condition, but from the fact thatΦ = Φ = · · · = 0 on [t 0 , t 1 ]. A straightforward computation leads toΦ
where [ G, F ] is the commutator of two vector fields defined by
∇ G being the Jacobian matrix of the vector G. One then deduces that the system Φ =Φ = 0 admits a non-trivial p solution on the singular set S defined by
where the vector fields G and [ G, F ] are parallel. The singular arcs γ s are located in the set S. The singular control field u s can be computed from the second derivative of ΦΦ
which leads to
Note also that the optimal solution can follow the singular lines only if the control field is admissible, that is if |u s ( x)| ≤ m.
Monotonically convergent algorithms
Monotonically convergent algorithms are a standard approach to solve the optimality equations in quantum mechanics. Such algorithms have been described in detail elsewhere [44, 45] . Here, we only summarize the main theoretical aspects to apply these methods [45] .
We respectively denote by |φ 0 and |φ f the initial and target states of the control problem and we assume that the Hamiltonian of the system can be written aŝ
where u(t) is the control field. We consider the following cost functional which penalizes the energy of the control field
where λ is a positive parameter. The value of λ expresses the relative weight between the projection onto the target state and the energy of the field. The control duration T is assumed to be fixed here. In order to satisfy the constraint that the state |ψ(t) is solution of the Schrödinger equation, we introduce the augmented costJ
where |χ(t) is the adjoint state and Im denotes the imaginary part of a complex number. Using the fact that the variations ofJ with respect to |ψ(t) , |χ(t) and u are equal to 0, one arrives at a differential system of the form
with the initial conditions |ψ(0) = |φ 0 and |χ(T ) = |φ f . The control field u is given by
This set of coupled equations is solved by using monotonic convergent algorithms but other approaches such as gradient algorithms could be used [59] . We assume here that the iteration is initiated from a field u 0 (t). At step k of the algorithm, the system is described by a triplet (|ψ k , |χ k−1 , u k ) corresponding to the cost J k
Between two iterations, the variation ∆J is given by
which can be written as
where
To ensure the monotonic behavior of the algorithm, we choose the fields u k+1 andũ k such as the integrands P 1 and P 2 are positive. More precisely, we first determineũ k from u k such that P 2 is positive and then we determine u k+1 fromũ k such that P 1 is positive. This means that we defineũ k from P 2 as
where η 2 is a positive constant. The fieldũ k can finally be expressed as
The same work can be done for the field u k+1 and P 1 . In this case, we get
η 1 being also a positive constant, and
Note that this formulation is equivalent to the one introduced in [45] . The structure of the algorithm can be summarized as follows.
1. Backward propagation of the adjoint state |χ k (t) with the fieldũ k and the initial condition |χ k (T ) = |φ f . The fieldũ k is determined at each time through the formula (26).
2. Forward propagation of the state |ψ k+1 (t) with initial condition |ψ k+1 (t) = |φ 0 and the field u k+1 which is computed at the same time by the formula (28).
Using this procedure, it is then straightforward to show that the algorithm remains monotonic, that is J k+1 ≥ J k . Numerically, the algorithm is stopped when its convergence is better than a given threshold ε, i.e. |J k+1 −J k | ≤ ε.
Measure of the coherence of the macroscopic superposition
After deriving the control field ω(t), we may quantify the coherence of the macroscopic superposition state which has been created by means of the control protocol. In this section, we present some quantities which will be used to this scope. Note that, in the case of geometric control, such methods require the computation of the quantum evolution under the field ω(t).
Fidelity
The first method consists in computing the projection (or fidelity) of the final state onto the cat states introduced in Eq. (7,8)
to be evaluated at the time of formation of the superposition. However, such a quantity does not describe the character of the state, and in particular its shape and its coherence.
Angular momentum eigenvalues probability distributions
In order to represent the macroscopic superpositions created with our protocol, we can use the probability distribution of the eigenstates of angular momentum operators in various directions [56, 57] . These probability distributions carry different informations when considering different directions and states. We consider as a first example the ideal NOON state given in Eq. (7) . In this case, the probability distribution of the eigenvalues associated to the Fock states, defined as the projection P (n) = | n|Cat 1 | 2 where |n satisfies Eq. (3), is given by
This distribution displays two peaks corresponding to the two components of the superposition at n = ±N/2 (see the bottom panel of Fig. 1 ). The analogousĴ xeigenvalues distribution for the same state, i.e. P x (n x ) = | n x |Cat 1 | 2 where |n x satisfiesĴ x |n x = n x |n x , corresponds to the profile of the NOON state when projected on the x axis. A straightforward calculation using Eqs. (2) and (3) leads to
This corresponds to a binomial envelop centered in n = 0, with interference fringes having an unit spacing (see the bottom panel of Fig. 2 ) [56, 57] . Note that the same distribution for an incoherent mixture of the same two coherent states, such asρ 1 = 1 2 (|θ = 0, φ = 0 θ = 0, φ = 0| + |θ = π, φ = 0 θ = π, φ = 0|), would display no fringes.
Since the phase cat state (8) is the rotation of the NOON state lying along the x axis, the preceding arguments have to be reversed for such a state. In particular, its probability distribution P x (n x ) displays two peaks at n x = ±N/2, while the Fock states probability distribution P (n) can be useful to visualize the coherences.
Quantum Fisher information
Additional insights about the coherence of the superposition state, i.e about its off-diagonal correlations, can be gained from the computation of the optimum quantum Fisher information F Q = 4×max n (∆J n )
2 [6, 53, 58] . Such a parameter was historically introduced to quantify the usefulness of a quantum state for interferometry [58] , and it has been demonstrated that the condition F Q > N provides a sufficient condition for the state to be entangled [6] . In particular, for the macroscopic superposition states |Cat 1,2 given in Eqs. (7, 8) F Q = N 2 , while F Q scales linearly with the particle number for an incoherent mixture of coherent states, such as the mixtureρ 1 introduced in Sec. . In this work, this parameter will be used as an indicator of the presence of off-diagonal correlations in the state produced within our control protocol.
Analytic expressions of the control durations
We derive in this section the expressions of the durations both for the solution of Ref. [5] and the timeoptimal trajectory. By definition of the classical control problem from the quantum one, we assume that the distance between the point of coordinates O = (π/2, π) and the initial point I of the dynamics is σ = √ N , this point belonging to the separatrix for the solution of Ref. [5] and to the singular set for the optimal one. There exist two different natural ways to define this distance, one corresponding to the length of the segment OI, i.e. the euclidian distance, the other to the length of the geodesic on the sphere from O to I. Denoting by (θ, φ) the coordinates of I, one gets in the first case that We assume in the computation of T min that there is no bound on the control field, so that the time of travel along the bang arc can be neglected. In this case, T min is the time taken to travel from I to the point of coordinates (θ = 3π/4, φ = π/2). The dynamics is described by the following set of equations, φ = χN 2 (−2 cos θ − ω cot θ cos φ) ω = sin θ cos φ cos 2 θ = sin 2 φ sin 2 θ
where the second and third equations correspond respectively to the definitions of the singular control field and of the singular set. Straightforward computations lead to
where φ is determined from the expression of σ. A similar argument can be used to compute T c for the solution of Ref. [5] along the separatrix. In this case, the dynamics is governed by the equationṡ 
which can be simplified into
for the euclidian distance and into
for the geodesic on the sphere. In the limit N → +∞, we recover in the two cases the expression (9) given in [5] . The difference between the two control durations is illustrated in Fig. 7 . One observes that this difference decreases as the number of particles N becomes larger, which shows the efficiency of the Micheli solution in terms of optimality for the creation of quantum superpositions. 6 . The small insert is a zoom near N = 0 of the plot.
