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Abstract This research aims to use hierarchical topic maps to compile digital learning material and to
discuss its design and application possibilities. The system renders tremendous original assets
and then embeds a self-organizing map (SOM) in the material database to produce topical
learning materials, as in this case, an illustration through Chinese herb medication. It helps to
demonstrate robust professional information as well as knowledge structures, and provides a
customized and interactive learning dynamic to support both progressive and constructive
learning styles.
The paper first gives a detailed procedural description of the material construction, explains
how topic map techniques were applied, and observes the implications and potentials of the
technology to education.
Both the technical and educational evaluations of using SOM topic maps in compilation of
learning materials have resulted in positive feedback. SOM allows users to review the complete
databank in structural hierarchical order, which provides comprehensive understanding of the
entire set of learning materials, and also brings opportunities to users to discover knowledge
related to their study area.
Keywords Chinese herb medication, digital learning material, self-organizing map, topic map.
Introduction
Finding the best way to effectively induce useful knowl-
edge from the inexhaustible resource mine is a big
challenge for most teachers. With potentially hundreds
of attributes to review for a course, it is hard for the
instructor to have a comprehensive view of the informa-
tion embedded in the transcript (Dringus & Ellis 2005).
Computer-based systems have great potential for deliv-
ering learning material (Masiello et al. 2005), which
frees teachers from handling mechanical matters so they
can practice far more humanized pedagogical thinking.
However, information comes from different sources
embedded with diverse formats in the form of metadata,
making it troublesome for the computerized program-
ming to create professional materials.
A topic map seems to be a good solution. Fisher et al.
(2000) said that a topic map presents a group of assets in
a network structure; the knowledge network is com-
pleted by interlinked conceptual nodes, and spread out
in a framework. It not only involves sets of concepts
but also the organization of concepts in terms of their
interrelationships. Topic maps have long been used in
fields such as computer science, electronic engineering,
and other information-related fields, and have been
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applied to the manipulation and presentation of data in
many ways. However, their application to education has
seldom been touched upon. Therefore, designing appro-
priate tools for teaching and learning is a feasible
approach to reduce the barriers teachers might encoun-
ter when adopting technology in their teaching (Marx
et al. 1998; Putnam & Borko 2000).
It now seems to be a new trend in medical education
to implement Information and Communication
Technology (ICT) (Govindasamy 2001) to support
student learning that we see pharmacy is an appropriate
field to experiment upon. This paper focuses on
the material compilation of topic map technology
for the education of Chinese herb medication. A
detailed procedural description of the material con-
struction is provided, followed by pedagogical applica-
tion suggestions observing the implications and
potentials of the technology to education. In the litera-
ture review section, the concept of knowledge manage-
ment is introduced. The educational characteristics
of Chinese herb medication are analysed to provide
advance understanding of the nature and learning
factors of the subject, which is useful for the develop-
ment of digital learning materials using topic map tech-
niques. Then, we give a full view of our experience
conducting the project ‘Shannon Sutra: Digital Learn-
ing Content and Experimental Research on Chinese
Herb Medication Safety’ supported by the National
Science Committee in Taiwan, and explain how topic
map techniques were applied. Both the technical
and educational evaluations of using self-organizing
map (SOM) topic maps in compilation of learning
materials produced resulted with positive feedback.
Our conclusion brings some ideas and suggestions to
the alternative possible integration of technology into
learning in all fields.
Literature review
It is seen that a key factor of hypermedia-based learning
is customizable cognitive style as it suffices users’ infor-
mation processing habits, representing individual user’s
typical modes of perceiving, thinking, remembering
and problem solving (Lee et al. 2005). From the per-
spective of learning theories, cognitive psychologists
recognize that knowledge has a basic structure which
presents the interrelationships between concepts.
Anderson (1980) distinguished knowledge into declara-
tive and procedural types to identify their characteristics
as abstract or practical functions. In understanding
knowledge, Ausubel (1968) provided two strategies
including progressive differentiation and integrative
reconciliation for making meaningful learning focusing
on the systematic methods to learning. The implication
of these theories is twofold: (1) knowledge has an inter-
nal structure to sustain itself; and (2) systematic
retrieval and understanding of knowledge is an effective
method for learning.
In order to effectively use technology to assist the
education process, helping learners to collect, process,
digest and analyse the information, we introduce data/
text mining, topic maps, vector space representation,
and SOM technology, describing how the technology
facilitates the processing of data, and how the dynamic
map can achieve the pedagogical goal.
The Web currently contains more than 2.5 billion
pages, consisting of at least 10 terabytes of textual infor-
mation (Roussinov & Zhao 2003). This ‘Information
Overload’ problem is even more emphasized with the
growing amount of text data in electronic form and
the availability of the information on the constantly
growing World Wide Web (Mladenic & Grobelnik
2003). The ability to access a large amount of resources
is good, but the ability to locate specific, relevant and
accurate information is poor. When a user enters a
keyword, such as ‘Herb Mediation’, into a search
engine, the returned result is often a long list of web
pages, many of which are irrelevant, moved, or aban-
doned (Smith & Ng 2003). It is virtually impossible for
a single user to filter out quality information under
such an overloading situation.
In certain organizations, knowledge objects can
be found in new contexts, regardless of potential
manually assigned categories in groupware-based
organizational memories. Therefore, new contextual
knowledge can be gathered (Nonaka & Takeuchi
1995; Klemke 2000). Researchers and practitioners
from various domains consider knowledge manage-
ment crucial to the adaptation and survival of
organizations in the face of continuous environmental
changes (Malhotra 1998). The widespread availability
of data mining software has given practitioners a
variety of new alternatives to traditional, statistical
data analytic techniques. These alternatives include
several techniques based on concepts from machine
learning, pattern recognition and neural networks.
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Specifically, growing interest in the usage of machine
learning on text data is especially stimulated by the
intensive growth of the World Wide Web that can
be seen as a widely accessible, large, distributed source
of text data (Mladenic & Grobelnik 2003). To effec-
tively process, manage, share and apply the huge
amount of data has become a major task of knowledge
management.
Generally speaking, there are two approaches to
organize and present knowledge: top-down and
bottom-up. Top-down approaches consist of supervised
learning. They require human experts to define knowl-
edge ontology (Noy & McGuinness 2001) and tax-
onomy (Bruno & Richmond 2003). Accordingly, the
machine classifies the knowledge by those predefined
rules, based on co-occurrence and Artificial Neural
Network (ANN). Inversely, bottom-up approaches are
fully automatic and represent unsupervised learning,
including SOM (Kohonen 2001) and knowledge maps.
However, most applications took hybrid approaches,
that is, a human expert (SME: subject material expert)
to predefine ontology and taxonomy and then cluster-
ing and organizing the knowledge by using ANN or
SOM. This is sometimes called reinforcement learning
(Bruno & Richmond 2003) and will be used in this
project.
The key concepts of topic maps are topics, occur-
rences of topics, and relationships between topics (topic
associations). First, a topic is a construct that represents
a real world subject, and, in this sense, a topic can be
almost everything: a theme, a concept, a subject, a
person, an entity, etc. (Smolnik & Erdmann 2003). By
applying topic maps to large sets of heterogeneous
information resources, reusable structured semantic
link networks are created on top of those resources. Fur-
thermore, the standard provides navigation paradigms
to enable users to search knowledge structures (Rath &
Pepper 1999).
In traditional Chinese medication practice, patients
actively looked for related information besides
doctor’s advice. Such information would be mostly
distributed around the World Wide Web, or in maga-
zines or books. This project targets the integration of
diverse information into a comprehensive whole by
using text-mining technology. For example, users can
input a keyword, ‘Gin-Seng’, to find recipes with
similar functions or clearly figure out the differences
between recipes. Most important of all, users can
discover unexpected patterns of information; especially
those not noted on the textbooks by unsupervised
ANNs. With proper (1) visualization (Yang et al.
2003), (2) summarization and (3) clustering (categori-
zation), that information can be re-organized as
learning material for medical practitioners and
patients.
Lin et al. (1991) proposed to use SOM to generate
topic maps and earlier topic maps were single-level
plane maps, where topics are listed on the map without
flexibility. Thus, many researchers have devoted them-
selves to improve the visualization (Chen et al. 1998;
Yang et al. 2003) and labeling of topics on the map
(Rauber & Merkl 1999; Dittenbach et al. 2000). Some
topics of various domains have been well developed
such as patent maps (Yoon et al. 2002) and web-
browsing maps (Yang et al. 2003) based on hyperlinks.
There are three major deficits: (1) those maps are static
snapshots of data, hence they will not provide real-time
updates; (2) to keep the integrity and consistency of
data, human effort is unavoidable; and (3) after users
clicked and jumped out of the map, information over-
load persisted. The detailed technical information of
how to use SOM to generate topic maps is included in
Appendix A.
Methodology and experiment
In the Shannon project, the researchers compile a hier-
archical topic map of Chinese herb medication as
e-learning materials. The developing process of topic
maps is illustrated in Fig 1.
Retrieval of documents
The process includes selecting the most appropriate
documents using a suitable criteria and the document
processing to the eventual generation of the topic maps.
First, the system retrieves documents from various
sources (web pages, textbooks, reports, etc.) and stores
them in a data warehouse. To ensure the learning mate-
rial is up-to-date and accurate, we programmed a meta-
search smart agent to automatically retrieve documents
from 65 professional websites – which was previously
filtered by experts of National Chinese Herb Medication
Committee to ensure their correctness and coherence
with the subject. The documents are then processed to
Organizing learning materials through hierarchical topic maps 479
© 2007 The Authors. Journal compilation © 2007 Blackwell Publishing Ltd
be pure-text HTML (Hyper-Text Markup Language)
and stored in the data warehouse for further queries (see
Fig 2).
Document processing
The subject matter experts then built up a dictionary for
our topic maps. The dictionary contains 100–1000
terms which are considered the most important con-
cepts or materials to learn (see Fig 3, for this round, 625
terms are picked-up).
Next, word segmentation and vectorization of docu-
ments are done according to the dictionary. The number
of documents is not fixed, and is normally between
10 000 and 100 000, because of frequent (daily, weekly,
or monthly as needed) updates. The whole process
could take more than 24 h on current single PC server.
After running the text-processing procedure, all
the documents are clearly represented as vectors
independently. The SOM engine automatically classi-
fies the documents into several groups after training and
then label those groups by topics according to their
Fig 1 The development of topic map. SME,
subject material expert; SOM, self-
organizing map.
Fig 2 The learning material bank (English
translation in notes).
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weight ranking. If the user is interested in certain topics,
he or she can simply follow the hyperlinks to trace the
topic into the next level. All the maps in the following
levels are organized by similar algorithm.
The hierarchical topic map usually contains more
than 10 000 professional documents which are divided
into 6–12 groups. It provides different views from text-
books of Chinese herb medication. It is a full picture of
domain knowledge for learners and researchers. In
order to let users discover and learn interactively by
their own traces, we transform the links between map
levels into action queries. So the map user is actually
querying the map engine in every link he or she clicks.
The query results are automatically organized as topic
maps by SOM iteratively as shown in Fig 4.
Educational evaluation
After the SOM topic maps are compiled, we follow up
with learning usability evaluation to assess the result by
implementing it into related course sessions, and test it
within more specific context. The SOM system and
materials were presented to 135 college freshmen in the
Department of Pharmacy in Tajen University in Taiwan.
A short questionnaire was distributed to all student par-
ticipants after the trial for the result appraisals measured
by the Likert scale from one to five. We gathered their
general opinions on the functions of the topic map and
its value in sustaining learning experiences. In addition,
in order to reach a fuller understanding of the implicit
learning effects, we coordinated a couple of focus
groups consisting of both teachers and students to
discuss the related use and issues of SOM. Their sug-
gestions were collected to provide information for
improving the design in future stages. The results are
presented in Table 1.
Results
Topic map presentation
Once the topic map is structured, it presents a main
page showing a simplified table of contents with mul-
tiple levels of categories embedded by LabelSOM
(Rauber & Merkl 1999). Users start from the first level,
and enter the second, and so forth in the same way
going deeper into the matrix. It has the same searching
mechanism as regular web browsers. Resulting topic
maps are presented in XML form individually (see
Figs 5 and 6).
The ‘11922 ¥ 103’ heading signifies the topic map
resulting from 11 922 documents processed with
103 terms (dictionary words). The document distribu-
tion for each group is presented by visualization.
Each cluster is labeled with a different colour and each
little dot represents an individual document with its
Fig 3 Dictionary for vector presentation
(English translation in notes).
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hyperlink. Users can trace down the full text by simply
clicking on it.
In every map, we sorted the term attributes by their
average distance ascent; in other words, the terms that
are labelled first are terms ‘mostly’ representing the
cluster. For example, the blue group in the 11922 ¥ 103
map is labelled with ‘fragile state’, which means that
group is mostly about topic ‘fragile state’.
Technical evaluation
In the data mining world, the goodness of group split-
ting is often calculated by the Gini index (Berry &
Linoff 2000), which represents the diversity of
documents. The Gini index can range from 0 to 1; the
higher the index, the better is the resulting grouping.
(see Table 2). As is shown, the execution time increases
with the dimension and number of documents. The dis-
tribution of resulting groups worsens as the document
number increases, too. Limited by the current computa-
tion capability, very large scale SOM text-mining is
virtually impossible.
For verifying the coherence of document grouping,
the SME set up a gold standard, which consists of
500 documents divided into 12 clusters artificially. The
experts reviewed the document and manually mark up
three most important concepts (terms) embedded in
each cluster. Thereafter, the SOM results are compared
with the gold standard statistically to see the matching
ratio, which is called ‘hit rate’ (see Table 2). What
should be noted is, to set up the gold standard manually
based on a large data set (such as the 11935 ¥ 103 case
we have implemented) is tedious and meaningless (if
not impossible).
Fig 4 Multilevel topic maps. GET,
parameter–passing through URL; SME,
subject material expert; SOM, self-
organizing map.
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Educational evaluation
The SOM system analyses a large amount of data, uses
expert-defined terms to categorize them, and then gen-
erates hierarchical materials for teaching as presented in
Figs 5 and 6. From the educational perspective, the
teachers can more effectively use the system in their
education process, helping them to collect, process,
digest and analyse information.
From the effective questionnaires done by 126
rookie students taking ‘Introduction of Chinese herb’
at the end of the second semester – week 16, Spring
2006, we investigated the usability and instructional
value of the SOM topic maps, which include the
presentation of material categories and the trouble-free
search of materials; the convenience of data retrieval;
the meaningfulness and usefulness of resources; the
value of the system’s assistance in new knowledge
discovery; the usefulness of instructional needs; the
appraisal of the overall conceptual presentation of large
amounts of information; and the level of acceptance
and comprehensive understanding of the learning
materials, and so forth. The result shows that the ques-
tions related to the presentation and functions of topic
maps are ranked the highest in the evaluation. Users
consider topic maps to have good interaction
(mean = 4.58), functions in analysing large amounts of
data, and can shuffle them into clear categories
(mean = 3.92), and the interface presented in HTML is
easy to understand and manage (mean = 3.74). In terms
of the content compiled by the SOM, users rank them
between 3.10 and 3.20. They think that the hierarchical
presentation of topic maps is meaningful and corre-
sponding to the knowledge structure of learning
materials, and the SOM provides comprehensive
understanding toward learning materials. At the same
time, the resources compiled by SOM are related to
course content, matches the learning objectives, and
can assist in the discovery new knowledge. However,
questions related to the immediacy of use are rated
below 3. To understand the reasons of low ratings and
the implications of it, we conducted a focus group
interview to gather more feedback.
Discussion
From the interviews, we find that different from other
browsers or databases, topic maps have several features
Table 1. Educational evaluation results.
Mean SD
1. The interface of topic maps presented in HTML is easy to
understand and manage
3.74 0.52
2. The categories presented by topic maps are clear and easy to
search
3.92 0.79
3. The topic maps can respond quickly to the inquiry 2.78 0.72
4. It is convenient to retrieve resources by SOM 3.06 0.51
5. The hierarchical presentation of topic maps is meaningful
and corresponding to the knowledge structure of learning
materials
3.14 0.53
6. The SOM provides comprehensive understanding toward
learning materials
3.16 0.47
7. The resources compiled by SOM are related to course
content
3.21 0.53
8. The content retrieved by SOM is rich and proper 3.66 0.77
9. The content of topic maps matches the learning objectives 3.19 0.48
10. The topic maps provide much learning resources outside of
textbooks
3.56 0.78
11. The topic maps are interactive 4.58 0.62
12. The topic maps are easily customizable according to needs 2.52 0.75
13. The structure of SOM can be easily adopted as teaching and
learning materials
2.56 0.79
14. The topic maps assist in discovery new knowledge 3.19 0.51
SOM, self-organizing map.
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that are unique. We find that the hierarchical topic maps
can assist in the construction of Chinese herb medica-
tion digital learning materials in several ways. We
analyse the interview discussions more in-depth from
three perspectives.
First, from the content perspective, SOM provides
rich professional resources, and generates continuously
updated information. The topic map is oriented from
the concept of a semantic network. It is most useful
to sort documents that are rich in text. Although the
interface is simple, the connotation of it is that it
embeds a large selection of files of different sources
and different formats. The documents are mostly com-
plicated with professional depth. For learning in a pro-
fessional field, having rich resources is the beginning
of research and the key of learning. As the sources in a
databank are constantly changing, the menu of topic
map material is correspondingly dynamic. Users can
always retrieve the newest information as they are
clicking on the groups or terms. This function is as
useful to teachers as to students when they are organiz-
ing teaching and learning materials with the newest
information. In addition, SOM shows a comprehen-
sible presentation of knowledge structure. For pro-
fessional knowledge which has complex meanings
embedded in it, knowledge structure provides the pat-
terns and consists of conceptual nodes to help users
grasp the gist of it. It offers a grid to support extensive
exploration and research. It helps to formulate the
implicit abstract concepts making it an explicit knowl-
edge so that users can more feasibly conduct analysis
with it.
From the educational perspective, SOM can support
systematic learning as well as constructive learning. On
Fig 5 11922 ¥ 103 result in map form.
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one hand, a multilevel topic map can assist the catego-
rization of knowledge and present it with labels for
each term. A topic map also shows the frequency each
term appears in all documents and the relationship
between terms, which can effectively guide users
through systematic browsing and inquiry. With this
function, SOM works more as a dynamic researching
tool than static learning material. On the other hand,
SOM sustains constructive learning. Although the fun-
ctionality of a topic map is formulaic and systematic,
Fig 6 11922 ¥ 103 result in XML form.
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it is also feasible for task-based learning. From the con-
structive point of view, learners need resources from
multiple sources for the purpose of independent
research. The mechanism can suffice the exploration of
various learning styles, tendencies of interests and pro-
fessional abilities. More importantly, this guidance is
not provided by teachers working in the classrooms,
but an autonomous system which is supported by a pro-
fessional team with a wide array of resources. It turns
learning into an information-guided dynamic. There-
fore, this material helps users ‘discover’ new knowl-
edge by presenting explicit and implicit knowledge so
that they are able to see ideas and concepts that are
most unexpected. This process matches the basic prin-
ciples of constructivist learning.
From the usability perspective, SOM can carry out
autonomous processing and presentation. Topic maps
provide teachers and learners with an autonomous
abstract environment. Even facing substantial docu-
ments, computers can replace human labour to effi-
ciently process the tedious algorithm, but maintain
high-level humanistic and professional analysis. Teach-
ers can apply it on the teaching websites, and let the
system compile thematic materials for them, reducing
time spent on copying and pasting, coding and rewrit-
ing. It is customizable and interactive. The menu of a
topic map interacts with users, opening up layers of
information upon every selection and inquiry. Hence,
the route taken by every user is different, and the
system returns with different results upon every choice.
The system has proper support for customized learn-
ing. Best of all, it is easily manipulated. Most search
engines, websites and databases are designed to carry
documents with different formats, content areas and
inquiry methods. Users who are unfamiliar with each
system can get lost in it, and every inquiry can take up
much energy and time. A topic map presents materials
with only a few themes on the menu. It is easy to use,
and simple for users to grasp the key terms generated
from the knowledge content. Users do not need to
spend much time and energy to get a hold of the main
theme of the massive resources. Even learners without
prerequisite knowledge, and lack of sufficient subject
understanding to reach into the depth of content, can
still get on the system quickly, starting from the key
terms, and advance progressively.
Conclusion
The goal of this research is to use text-mining tech-
niques – SOM and topic map – to generate learning
materials based on the subject knowledge. It is hoped
that the course engine can automatically generate
professional learning materials, and can offer student
opportunities to take hold of large amounts of informa-
tion and turn it into useful learning resources. From the
observations in the primary stage, the grouping result of
this hierarchical topic map can produce fairly meaning-
ful learning materials on Chinese herb medication
education.
The development of this system uses the trial-and-
error method to adjust the values betweens factors
including learning rate and initial values. There are no
set rules or predetermined values for the system to use
because the learning materials for each professional
subject matter are different by nature. From the aspect
of making learning materials, this system can generate
reasonably satisfactory results for the subject matter
expert so far. It is believed that more system ‘training’
can lead to the generation of more complete and trust-
worthy results.
This research is a cross-discipline approach between
knowledge management, information technology,
and educational design. The integration of these
Table 2. Technical statistics of SOM results.
Document No. ¥ Term No. Execution time Cluster No. Gini index Hit rate
11935 ¥ 103 68.64 h,
(execution distributed on 10 PC)
7 0.2 0.44
11744 ¥ 84 44.06 h,
(execution distributed on 10 PC)
5 0.238 0.56
500 ¥ 84 245.76 h
(executed on 1 PC)
12 0.622 0.87
SOM, self-organizing map.
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theories stimulates alternative research direction, which
encourages more cooperative research between differ-
ent realms. In the near future, there will be develop-
ments of topic maps in conjunction with various types
of course modules, including digital learning platforms
and user interface design. The prototype of learning
content in the format of website and CD-ROM will be
modeled. Following that will be a cognitive research
report using action research principles. After the evalu-
ation has been completed, the digital learning content
can be launched for official educational use.
We hoped that this research provides an insight to an
automation tool which can bring teaching and learning
an alternative in searching and compiling materials with
technology. We believed all teachers and students in
higher education would see a chance of applying it and
find it useful in their academic works.
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Appendix A
Vector space representation of documents
Documents based on natural language contain abundant
descriptive material. However, they are difficult to
retrieve by machines which are designed based on
program language. Most text-mining approaches inher-
ently rely on the algorithms representing content of the
text mess ages through a vector space model, in which
each mess age is represented by a vector (Roussinov &
Zhao 2003). It takes terms in documents as attributes,
and computes the attribute weight. This approach is
more difficult for the Chinese language (Wong & Li
1998) because it does not contain ‘stop-words’ between
terms. This problem has also been noticed in a more
general domain of text technologies. It is traditionally
known as the vocabulary problem and there has not been
an effective solution to it. Since natural languages are
very am biguous and diverse, solving this problem
would require knowing semantic relationships between
all possible words and phrases. This task is believed to
be ‘AI-complete’, which means solving it would require
solv ing all the other Artificial Intelligence (AI) tasks
such as natural language understanding, common sense
reasoning and logical thinking (Roussinov & Zhao
2003).
Word segmentation has to be done before any mining
attempt.Among word segmentation algorithms, the dic-
tionary approach (Chien 1997) is most intuitive and
precise. With this method, SME has to predefine a dic-
tionary containing words of interest. The program
accordingly segments the paragraphs into term-sets
afterward. It requires human effort and frequent
updates. The quality of mining results is highly associ-
ated with the dictionary too. However, when the dimen-
sionality of the domain contains a large number of
attributes (variables), the size of the search space for
model induction grows in a combinatorially explosive
manner (Kiang & Kumar 2001). Approaches to this
problem include methods to reduce the effective dimen-
sionality of the problem and the use of prior knowledge
to identify irrelevant variables. Normally, several
hundred to a few thousand words will be retrieved from
documents in the usual applications.
Salton (1989) developed vector space representation
(sometimes called the IDF approach) to convert docu-
ments into vectors. It computes the term frequency and
document frequency. Term frequency refers to the
occurrence of term i in document d. Document fre-
quency refers to the number of documents in the mining
set containing term i. Term Frequency Inverse Docu-
ment Frequency was then used as the weights of certain
documents:
w d tf d N
dfi i i
( ) = ( )∗ ⎛⎝ ⎞⎠log
wi(d): weight represent term i in document d.
tfi (d): the frequency of term i in document d.
N: the number of documents in mining set.
dfi: the number of documents containing term i.
The IDF rule values those terms with higher occur-
rence in fewer documents, which means they are more
‘special’ and ‘meaningful’ intuitively. We can then use
the vector representation to perform the following clas-
sification and visualization.
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SOM
Two approaches are commonly used for document
classification. Some applications classify the docu-
ments according to their individual ‘external’ attributes
– length, size, source, predefined subject categories,
etc. (Fox et al. 1993; Shneiderman et al. 2000) or
simply the frequency of certain terms occurring in
documents (Veerasamy & Belkin 1996). The other
approach is based on the similarity of documents and
employs neural network-based machine-learning algo-
rithms such as SOM (Kohonen 2001). A general a
priori justification for preferring neural network-based
approaches to statistical ones is that they do not require
the invocation of assumptions about the underlying
data generating mechanisms (e.g. the distributional
assumption of multivariate normality that is invoked to
justify the use of several multivariate statistical model-
ing procedures) (Kiang & Kumar 2001).
One of the most well-known data mining approaches
is WEBSOM (Smith & Ng 2003). It includes groupings
of addressable information objects (occurrences)
around topics and relationships (associations) among
topics (Liu & Hsu 2004). There are several advantages
to using the SOM to cluster documents, rather than
people, due to the objectivity of the process. In addition,
the process is automatic (hence the name ‘self-
organizing’) (Smith & Ng 2003). The common belief
behind those approaches is that automated processing
techniques can reduce the cognitive load of meeting par-
Fig A1 Self-organizing map algorithm.
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ticipants even if manual post-processing is still required
(Roussinov & Zhao 2003).
The main function of a SOM network is to map the
input data from an n-dimensional space to a lower
dimensional (usually one- or two-dimensional) plot
while maintaining the original topological relations
(Kohonen 2001). It has been successfully applied as a
classification tool to various problem domains, includ-
ing speech recognition, image data compression, image
or character recognition, robot control, and medical
diagnosis. The SOM output format (used by
WEBSOM) is very useful in conveying the relationship
of the web documents in a user-friendly manner (Smith
& Ng 2003). Several previous studies have explored
automated detection and summarization of structures in
meeting messages by identifying and listing the most
important concepts, representing the messages with
semantic maps, or clustering the messages into auto-
matically created subsets of topics (Roussinov & Zhao
2003). These applications can help users to effectively
define the subject within groups (Rasmussen 1992;
Zamir & Etzioni 1999). The SOM algorithm is illus-
trated in Fig A1.
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