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Abstract—In this paper, we derive two simple and asymp-
totically exact approximations for the function defined as
∆Qm(a, b) , Qm(a, b)−Qm(b, a). The generalized Marcum Q-
function Qm(a, b) appears in many scenarios in communications
in this particular form, referred to as symmetric difference of gen-
eralized Marcum Q-functions or difference of generalized Marcum
Q-functions with reversed arguments. We show that the symmetric
difference of Marcum Q-functions can be expressed in terms of a
single Gaussian Q-function for large and even moderate values of
the arguments a and b. A second approximation for ∆Qm(a, b) is
also given in terms of the exponential function. We illustrate the
applicability of these new approximations in different scenarios:
(a) Statistical characterization of Hoyt fading, (b) Performance
analysis of communication systems, (c) Level crossing statistics of
a sampled Rayleigh envelope, and (d) Asymptotic approximation
of the Rice Ie function.
Index Terms—Asymptotic analysis, Cumulative distribution
function, Diversity reception, Gaussian Q-function, Level crossing
rate, Marcum Q-function, Rice Ie-function.
I. INTRODUCTION
The generalized Marcum Q-function1 is extensively used in
the context of communication theory since its inception more
than 60 years ago. This integral function is defined in [1, 2]
as an incomplete integral involving powers, exponentials and
modified Bessel functions of the first kind according to the
following expression
Qm (a, b) =
1
am−1
∫ ∞
b
xme−
x2+a2
2 Im−1 (ax), (1)
and it was first used to characterize the probability of target
detection by pulsed radar [3]. This function also appears
in some of the most relevant scenarios in communication
theory: the cdf of the non-central chi-squared distribution,
the Rayleigh bivariate cdf [4], the Nakagami-m bivariate cdf
[5, 6], or in the characterization of quadratic forms in complex
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1In the literature, the term Marcum Q-function is used to denote the
special case m = 1, whereas the generalized Marcum refers to this function
with arbitrary value of m. For the sake of readability, we will use Marcum
Q-function to denote Qm(·); a distinction will be specifically made when
necessary for clarification purposes.
Gaussian random variables [7] just to name a few. Ever since
its appearance, the Marcum Q-function has been a matter of
study by many authors in the literature due to its paramount
importance. This function is typically a built-in function in
commercial mathematical software packages. However, it does
not allow to gain insight on system performance in a simple
way due to its complicated nature. For this reason, many
authors have focused on the derivation of simple lower and
upper bounds for this function [8–12].
In some scenarios, the Marcum Q-function appears in the
following particular form
∆Qm(a, b) , Qm(a, b)−Qm(b, a). (2)
This form, referred to as difference of Marcum Q-functions
with reversed arguments [13, 14] or symmetric difference of
Marcum Q-functions [15], appears for instance when char-
acterizing the bit error rate (BER) performance of digital
communication systems with quadratic-form receivers [7, 13].
On a different context, the cdf of the Nakagami-q or Hoyt
distribution [15] or the Rice Ie function [16] are also related
with the symmetric difference of Marcum Q-functions.
The specific nature of the function ∆Qm(a, b) affects
the validity and range of application of some of the exist-
ing bounds and approximations known for the Marcum Q-
functions. This aspect was addressed by Simon and Alouini in
[8, 14], stating that the combination of lower and upper bounds
for the individual Qm functions to upper-bound the difference
of Marcum Q-functions with reversed arguments would yield
to a looser upper bound in most circumstances (e.g. including
Chernoff bounds). A similar conclusion can be extracted when
studying the asymptotic approximations for the Marcum Q-
function [17]; when the accuracy of the approximation relies
on the relative magnitude of the parameters a and b, the
approximation is degraded as the second argument in one of
the Marcum Q-functions is necessarily lower than the first ar-
gument. Despite the importance of the symmetric difference of
Marcum Q-functions in communication theory, its asymptotic
properties have not been tackled in the bibliography to the best
of our knowledge.
In this paper, we derive a simple, elegant yet very accurate
approximation for the symmetric difference of generalized
Marcum Q-functions. The proposed expression is given in
terms of a single Gaussian Q-function scaled by a weighting
factor, and is asymptotically exact for large values of the
arguments a and b. We also propose a second approxima-
tion in terms of the exponential function, making use of
the asymptotic properties of the Gaussian Q-function. Our
approximations allow to obtain interesting insights in many
scenarios of interest in communication theory:
2• When applied to approximate the Nakagami-q (Hoyt)
distribution function [15], we obtain an asymptotically
exact approximation for the cdf in terms of the Gaussian
Q-function for low values of q. Since the Hoyt distribu-
tion reduces to the one-sided Gaussian for q = 0, our
approximation shows how the Hoyt cdf tends to have
the form of a Gaussian Q-function as q → 0, which is
intuitively meaningful.
• We find a simple asymptotic approximation for the BER
performance of multichannel reception of differentially
coherent and non-coherent detection of phase-shift keying
and frequency-shift keying signals [13]. Using a further
asymptotic relationship between the Gaussian Q-function
and the exponential function, we can easily appreciate
an exponential decay in the BER as the signal-to-noise
(SNR) tends to infinity.
• We find a simple approximation for the level crossing rate
(LCR) of a Rayleigh fading envelope sampled at period
Ts [18]. We observe how the proposed approximation
gives very accurate results for large values of the thresh-
old level, and reduces to the well-known Rice’s formula
[19] as Ts →∞.
• The Rice Ie function admits a representation in terms of
the symmetric difference of Marcum Q-functions [16].
Hence, we provide two simple approximated expressions
for this function.
II. ASYMPTOTIC ANALYSIS
A. Notation and preliminaries
In the following, we use | · | to indicate the modulus of a
complex number. The cdf of a random variable X is defined as
FX(x) , Pr{X ≤ x}, and consequently, the complementary
cdf (ccdf) of X is defined as F¯X(x) , 1− FX(x). The joint
cdf of two correlated random variables X and Y is defined as
FX,Y (x, y) , Pr{X ≤ x, Y ≤ y}.
B. Results
Lemma 1: Let ∆Qm(a, b) be the symmetric difference of
two generalized Marcum Q-functions as defined in (2). Then,
the function ∆Qm(a, b) can be approximated for large values
of its arguments a and b by
∆Qm (a, b) ≈ 1− κm (a, b)Q (a− b) , ∆Qm (a, b) , (3)
where Q(·) is the Gaussian Q-function and the coefficient
κm (a, b) is expressed as
κm (a, b) =
(a
b
)m−0.5
+
(a
b
)0.5−m
, (4)
and a > b ≥ 0, m ∈ N.
Proof: See Appendix A.
Note that a > b does not actually pose any restric-
tion on the approximation when b > a. In this case,
since ∆Qm (a, b) = −∆Qm (b, a), we can approximate
∆Qm (a, b) |b>a ≈ −∆Qm (b, a) |b>a. This asymptotic ap-
proximation is not explicitly reported in the literature to the
best of our knowledge and is valid for a positive integer value
of m, which is the usual case in communication theory. It
is interesting to note that the argument of the Gaussian Q-
function is independent of m. Two direct implications arising
from this lemma are presented in the following corollaries.
Corollary 1: The symmetric difference of two first-order
Marcum Q-functions can be approximated for large values of
its arguments a and b by
∆Q1 (a, b) ≈ 1−
{√
a
b
+
√
b
a
}
Q (a− b) . (5)
Proof: Substituting m = 1 in (3) directly yields (5).
Corollary 2: The symmetric difference of two generalized
Marcum Q-functions can be approximated for large values of
its arguments a and b by
∆Qm (a, b) ≈ 1− κm (a, b) e
− (a−b)22√
2pi (a− b) . (6)
Proof: Using the well-know relation with the complemen-
tary error function Q(z) = 12 erfc(z/
√
2), and the first term of
the asymptotic expansion of the complementary error function
erfc(z) = e
−z2√
piz
+O(z−3e−z2), z →∞ in [20, eq. 7.1.23] we
directly obtain (6).
III. APPROXIMATION ERROR
After presenting in the previous section the approxima-
tions for the symmetric difference of generalized Marcum Q-
functions, we evaluate their range of validity in terms of the
values of a, b and m. For convenience of discussion2 we will
adopt the notation used in [8], where the parameters a = αx
and b = x, where α > 1. We define the relative approximation
error as
εm (α, x) ,
∣∣∣∣∆Qm(αx, x)−∆Qm(αx, x)∆Qm(αx, x)
∣∣∣∣ . (7)
In the derivation process detailed in the Appendix, it is
assumed that the argument x is sufficiently large in order to
approximate the Marcum Q-function as a scaled Gaussian Q-
function. It is also assumed that the product αx2 is also suf-
ficiently large as to approximate the modified Bessel function
of the first kind as a scaled exponential function. Hence, we
will study the approximation error given by εm (α, x) in terms
of the parameters α and x. In Fig. 1, we represent ε1 (α, x)
for different values of α, considering the approximations
introduced in (3) and (6). When the Gaussian Q-function
approximation is used, for small values of α, we observe
how a relatively large value of x ≈ 3.5 is required to obtain
an error in the range of 1%. It is noted how for values of
α > 1.5 the approximation error is very low even for not-so-
large values of x. In the case of the exponential approximation,
the approximation error for small α is very large; in fact, the
curve corresponding to α = 1.01 is out of the plot. However,
for reasonably large values of α this approximation behaves
similarly to the one given by (3).
2To the best of our knowledge, in all the scenarios where the symmetric
difference of Marcum Q-functions makes appearances, it has the form
∆Qm(ξu, βu) or ∆Qm(ξ√γ, β√γ), with ξ > β. This is observed in the
scenarios addressed in Section IV, where ξ and β remain constant once the
system parameters have been fixed.
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Fig. 1. Relative error between the exact evaluation of Marcum Q-function
and the approximations in (3), in solid lines, and in (6), in dashed lines, for
different values of the parameter α and m = 1.
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Fig. 2. Relative error between the exact evaluation of Marcum Q-function
and the approximations in (3), in solid lines, and in (6), in dashed lines, for
different values of the parameter α and m = 3.
In Fig. 2, we evaluate ε3 (α, x) for different values of α. A
larger value of m makes the approximation error to be larger
for small values of α. As α is increased, we observe how
the approximation error is reduced. Hence, we can conclude
that the approximation error slightly grows with m for given
values of x and α. Since the approximations (3) and (6) are
asymptotically exact for large values of the arguments, the
error decays as α · x is increased.
IV. APPLICATIONS
In this Section, we use the approximations presented in this
paper to gain additional insights into a number of scenarios
in communication theory where the symmetric difference of
Marcum Q-functions makes appearance.
A. Statistical Characterization of Hoyt Fading
The Hoyt distribution, which is indistinctly referred to as
Nakagami-q distribution in the literature [21], is often used
to model the variation of the signal amplitude in different
scenarios of wireless communications [14]. Basically, this
model assumes that the in-phase and quadrature components
are Gaussian random processes with zero-mean and arbitrary
variances, and includes Rayleigh (q = 1) and one-sided
Gaussian (q = 0) distributions as particular cases.
In [15], a closed-form expression was found for this cdf in
terms of a symmetric difference of Marcum Q1-functions as
FX (x) = Q1
(
αq
x√
Ω
, βq
x√
Ω
)
−Q1
(
βq
x√
Ω
, αq
x√
Ω
)
, (8)
where Ω = E {X} and q ∈ [0, 1] are known as the spread
parameter and the shape parameter, respectively, and the
parameters αq and βq are in [22] given by
αq =
√
1− q4
2q
√
1 + q
1− q , (9)
βq = αq
1− q
1 + q
. (10)
Since the Hoyt distribution tends to the one-sided Gaussian
distribution as q → 0, one might intuitively think that the
Hoyt cdf needs to be similar to the one-sided Gaussian cdf as
q is reduced. Using the approximation in (5) and after some
algebra, we can approximate (8) in a very compact form as
FX (x) ≈ 1− 2√
1− q2 Q
(
x√
Ω
√
1 + q2
)
. (11)
And equivalently, we can express the Hoyt ccdf as
F¯X (x) ≈ 2√
1− q2 Q
(
x√
Ω
√
1 + q2
)
. (12)
Interestingly, these expressions reduce to the exact one-
sided Gaussian distribution for q = 0. In Fig. 3, the exact
(lines) and approximated values (markers) for the Hoyt ccdf
are represented as a function of q, for different values of
the argument x/
√
(Ω). We can appreciate how (12) performs
better as q → 0 or x/√(Ω) grows, which is in concordance
with the asymptotic approximations used in Appendix A.
B. BER Analysis of Communication Systems
One of the milestone papers in communication theory was
published by Simon and Alouini [23], which served as a basis
for the book “Digital Communications over Fading Channels”
[14] that became one of the most referenced textbooks in the
last decade. In this paper, whose contents were complemented
in [13], the authors demonstrated that the error probability of
different modulation schemes employing multichannel recep-
tion could be expressed in the following compact form
Pb =
1
2
− 1
22N−1
N∑
n=1
(
2N − 1
N − n
)
∆Qn (a2√γ, a1√γ),
(13)
where a1 and a2 are modulation dependent parameters, γ
denotes the total instantaneous SNR per bit and N is the
number of reception branches. For equal energy equiprobable
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Fig. 3. Exact vs. approximated ccdf of the Hoyt distribution as a function
of q, for different values of the argument. for different number of receiver
branches N . Solid lines correspond are calculated using (8), whereas markers
correspond to (11).
correlated binary signals with non-coherent reception, we have
a1 =
√
1−
√
1−|ρ|2
2 and a2 =
√
1+
√
1−|ρ|2
2 . In the case of
QPSK modulation with Gray coding and differentially coher-
ent detection, we have a1 =
√
2−√2 and a2 =
√
2 +
√
2.
Since expression (13) is conveniently given in terms of
a symmetric difference of generalized Marcum Q-functions,
using (3) and after some algebra we can approximate the BER
as
Pb (N, γ, a1, a2) ≈ CN (a1, a2) ·Q ([a2 − a1]√γ) , (14)
where
CN (a1, a2) ,
N∑
n=1
(
2N − 1
N − n
){(
a2
a1
)n− 12
+
(
a2
a1
) 1
2−n
}
.
(15)
Interestingly, the coefficient C is independent of γ. If we use
the exponential approximation for the Gaussian Q-function,
we obtain a new approximated expression for the BER as
Pb (N, γ, a1, a2) ≈ CN (a1, a2)√
2pi(a2 − a1)
e−
[a2−a1]2γ
2√
γ
. (16)
In Fig. 4, the BER of multibranch QPSK receivers with
differentially coherent detection is represented for different
number of receive antennas N , as a function of the total
instantaneous SNR per bit γ. We observe how even though
approximation (15) outperforms approximation (16) for low-
medium values of γ, both are asymptotically exact as γ is
increased.
In Fig. 5, we represent the BER of correlated binary
signals with non-coherent detection, for different values of
the correlation parameter ρ and N = 2. As the correlation
coefficient grows, the accuracy provided by approximation
(15) is increased. As in the previous figure, we note how both
approximations become asymptotically exact as γ is increased.
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Fig. 4. Exact vs. approximated BER of multibranch DQPSK for different
number of receiver branches N . Approximation 1 corresponds to eq. (3), and
approximation 2 corresponds to eq. (6).
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Fig. 5. Exact vs. approximated BER of non coherent binary detected
correlated signals for different values of the correlation coefficient ρ and
N = 2 receiver branches. Approximation 1 corresponds to eq. (3), and
approximation 2 corresponds to eq. (6).
Hence, the exponential decay of the BER for the investigated
communication systems where the error probability has the
form of (13) has been stated.
C. Level Crossing Statistics of a Sampled Rayleigh Envelope
Second-order statistics of stationary random processes in-
corporate information related with the dynamic behavior of the
process. In the context of fading channels, one example of such
statistics is the level crossing rate (LCR), which characterizes
how often the envelope fading passes a certain threshold.
The LCR of continuous Gaussian-like processes are usually
characterized following Rice’s approach [19], from the joint
distribution of the envelope fading and its time derivative. If
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Fig. 6. LCR as a function of the normalized sampling period Ts · fD , for
different values of the threshold value u.
the random process of interest is sampled at a finite period
Ts, the probability of missing a level crossing between two
samples is non-null; hence, the LCR of a sampled random
process should necessarily be lower than the LCR of the
continuous version of the process. This aspect was recently
addressed in [18], where the LCR of a sampled random
process was expressed in terms of the cdf and the bivariate
cdf of the envelope fading Z as
NZ (u, Ts) =
FZ (u)− FZ1,Z2 (u, u; ρTs)
Ts
, (17)
where u is the threshold level, Z1 = Z(t), Z2 = Z(t + Ts)
and ρTs is the correlation coefficient between Z1 and Z2. In
the following, we will omit the subindex Ts in ρ for notational
simplicity. Using the results in [18], the exact LCR of a
sampled Rayleigh fading envelope is given by
NZ(u) =
e−u
2
Ts
(Q1 (kρu, kρu|ρ|)−Q1 (kρu|ρ|, kρu)) ,
(18)
where kρ =
√
2
1−|ρ|2 . Since |ρ| < 1, the symmetric difference
of Marcum Q-functions in (18) can be approximated using
(3). Hence, the LCR in this scenario can be approximated as
NZ(u) =
e−u
2
Ts
(
1−
[√
|ρ|+
√
|ρ|−1
]
Q
(
u
√
2
1− |ρ|
1 + |ρ|
))
.
(19)
In Fig. 6, the LCR of a sampled Rayleigh envelope is repre-
sented as a function of the sampling period Ts. A correlation
profile following Clarke’s model is considered, and both axes
are normalized by the Doppler frequency fD. The dotted-
dashed green line corresponds to the LCR of a continuous
Rayleigh envelope [19], which is clearly independent of Ts.
The rest of lines indicate the exact LCR of a sampled Rayleigh
envelope given by (17), whereas the markers correspond to
the approximated LCR given by (18). We observe how the
approximation is extremely accurate for large values of the
threshold level u even for Ts · fD >> 1, which corresponds
to low correlated fading samples. For lower values of u, the
approximation is still reasonably good for most values of
Ts · fD. In agreement with the definition of the LCR of a
sampled random process, we note how both the exact and
approximated expressions tend to the LCR of the continuous
random process as Ts · fD → 0.
D. Asymptotic Approximation of the Rice Ie function
The Rice Ie function, defined as
Ie(k, x) ,
∫ x
0
e−tI0(kt)dt, (20)
has been largely used in many scenarios of interest in com-
munication theory such as zero crossing problems [19] or in
the analysis of angle modulation systems [24].
In [16], Pawula established a connection between the Rice
Ie function and the Marcum Q-function. Although not ex-
plicitly given in [16], both functions are related through the
compact expression [25]
Ie (k, x) =
1√
1− k2 ∆Q1(a, b), (21)
where a =
√
x
(
1 +
√
1− k2) and b = √x (1−√1− k2).
Hence, two direct approximations for Ie can be obtained using
(3) and (6) as
Ie (k, x) ≈ 1√
1− k2 [1− δkQ(a− b)] , (22)
Ie (k, x) ≈ 1√
1− k2
[
1− δk√
2pi (a− b)e
− (a−b)22
]
, (23)
where
δk =
√
1 +
√
1− k2
1−√1− k2 +
√
1−√1− k2
1 +
√
1− k2 . (24)
It is worth mentioning that the author in [16] derived
an approximated expression for an integral function closely
related to Ie in terms of the complementary error function.
Even though his approach and the one followed in eq. (22) are
completely different, both final approximations are coincident.
In Fig. 7, we study the approximation error of (22) and
(23) using the definition in (7), for different values of the
parameters k and x. In general, the error tends to decay as
x is increased. We note how even though approximation (22)
provides a better accuracy for a wider range of values of k,
the approximation in (23) has a better behavior for some set of
parameters where k takes low values. However, the accuracy
of (23) is clearly degraded as k → 1.
V. CONCLUSION
The generalized Marcum Q-function appears in many sce-
narios in communication theory in the very special form of
a symmetric difference. We have provided two simple ap-
proximations for this combination of generalized Marcum Q-
functions, which are asymptotically exact and easy to evaluate.
These results have been useful to analyze different problems
which admit a solution in terms of the symmetric difference
of generalized Marcum Q-functions.
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Fig. 7. Approximation error for the Rice Ie(k, x) function using the
approximations corresponding to eq. (22), in solid lines, and to (23), in dashed
lines, for different values of k and x.
APPENDIX. PROOF OF LEMMA 1.
Let us consider the symmetric difference of Marcum Q-
functions defined in (2). Using the following equivalence given
in [26, eq. 6]
Qm (a, b) +Qm (b, a) = 1 + e
− a2+b22
m−1∑
i=1−m
(a
b
)i
Ii (ab),
(25)
we can express
∆Qm (a, b) = 1− 2Qm (b, a) + e−
a2+b2
2
m−1∑
i=1−m
(a
b
)i
Ii (ab).
(26)
Widely used in communication theory, the asymptotic rela-
tionship between the generalized Marcum Q-function and the
Gaussian Q-function is given in [14, p. 100],
Qm(b, a) ≈
(a
b
)m−0.5
Q(a− b), a > b, a→∞. (27)
This expression can be regarded as the first term of the asymp-
totic expansion in [27, eq. 3.6]. Using the first term of the
Hankel expansion of e−zIm(z) = 1√2piz +O(z−3/2), z →∞
in [28, eq. 10.40.1], and the first term of the asymptotic
expansion of the complementary error function [20, eq. 7.1.23]
erfc(z) = e
−z2√
piz
+O(z−3e−z2), z →∞, we have an asymptotic
relationship for the modified Bessel function of the first kind
and the Gaussian Q-function
e−
(a2+b2)
2 Im(ab) ≈ a− b√
ab
Q(a− b), a · b→∞. (28)
Both (27) and (28) are asymptotically exact for large values
of their arguments, and yield
∆Qm (a, b) ≈ 1−
{
2
(
a
b
)m−0.5 − a−b√
ab
m−1∑
i=1−m
(
a
b
)i}
Q (a− b) ,
(29)
where we also assumed that the arguments a and b are
sufficiently large, but their ratio a/b remains finite. Solving
the finite geometric series in (29) and after some algebra, we
obtain
∆Qm (a, b) ≈ 1−

κm(a,b)︷ ︸︸ ︷(a
b
)m−0.5
+
(a
b
)0.5−m
Q (a− b) .
(30)
We must note that an alternative derivation can be obtained
if we extend the definition of the generalized Marcum Q-
function to negative values of the order m as in [29]: using
the relation given by ∆Qm (a, b) = 1 − Q1−m (b, a), we
can express ∆Qm (a, b) = 1−Q1−m (b, a)−Qm (b, a), and
directly plugging the asymptotic relation between the gen-
eralized Marcum Q-function in (27) also yields the desired
expression.
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