In an earlier article, an intuitively appealing method for estimating the number of true null hypotheses in a multiple test situation was proposed. That article presented an iterative algorithm that relies on a histogram of observed p values to obtain the estimator. We characterize the limit of that iterative algorithm and show that the estimator can be computed directly without iteration. We compare the performance of the histogrambased estimator with other procedures for estimating the number of true null hypotheses from a collection of observed p values and find that the histogram-based estimator performs well in settings similar to those encountered in microarray data analysis. We demonstrate the approach using p values from a large microarray experiment aimed at uncovering molecular mechanisms of barley resistance to a fungal pathogen.
INTRODUCTION
This article considers the problem of estimating the number of true null hypotheses in a collection of m tests, given the observed p values p 1 , . . . , p m for the collection of tests. This problem is becoming increasingly important as the analysis of many modern experiments involves testing hundreds, thousands, or even millions of null hypotheses. When mapping quantitative trait loci, for example, each of hundreds of genetic loci are tested for association with a quantitative trait of interest. In microarray experiments, each of thousands of genes are tested for changes in mRNA transcript abundance in response to treatment. Combining the two technologies (see, e.g., Jansen and Nap 2001; Brem, Yvert, Clinton, and Kruglyak 2002; Yvert et al. 2003; Schadt et al. 2003 a,b; Pomp, Allan, and Wesolowski 2004; Hubner et al. 2005; Bystrykh et al. 2005; Chesler et al. 2005; DeCook, Lall, Nettleton, and Howell 2006) can result in millions of tests. In such situations it is natural to attempt to estimate 338 D. NETTLETON, J. T. G. HWANG, R. A. CALDO, AND R. P. WISE the number of true or, equivalently, the number false null hypotheses.
As a specific example, consider the microarray experiment conducted by Caldo, Nettleton, and Wise (2004) to examine gene expression in barley plants during fungal infection. Two fungal isolates were used to infect plants of three barley genotypes. Affymetrix GeneChips (Close et al. 2004; Lipshutz, Fodor, Gingeras, and Lockhart 1999) were used to measure gene expression in plants at six time points following fungal inoculation. Full details of the experimental design were provided by Caldo et al. (2004) .
The main purpose of the experiment can be described as follows. Prior to the experiment it was known that some combinations of fungal isolate and barley genotype result in what is known as a compatible interaction in which the barley plants are susceptible to colonization by the fungal isolate, resulting in widespread damage to plant cells. Other isolate-genotype combinations were known to result in incompatible interactions in which barley plants are resistant to infection by the fungal isolate, resulting in virtually no damage to plant cells. Although the phenotypes of certain barley genotype-fungal isolate combinations are known, the molecular mechanisms underlying incompatible and compatible interactions are not completely understood. Because of the complexity of the plant-fungus interactions, it was assumed that the genetic pathways involved in these biological phenomena consisted of multiple genes that worked to make plants resistant or susceptible to fungal attack. To learn about the genes involved in these genetic pathways, Caldo et al. sought genes whose mean expression pattern over the course of infection differed in compatible and incompatible interactions.
Contrasts for nonparallel expression patterns in compatible and incompatible interactions were constructed as part of a mixed linear model analysis conducted separately for each of 22,840 genes. Full details of the data analysis were provided by Caldo et al. (2004) . Figure  1 (a) exhibits similar expression in compatible and incompatible interactions up through 16 hours after inoculation. Between 16 and 20 hours mean expression seems to drop in compatible interactions relative to the mean level maintained in incompatible interactions. Because of this nonparallel expression pattern, we have good reason to suspect that the behavior of this gene plays a role in determining whether plants will be resistant or susceptible to the fungus. How many other genes have expression patterns that might suggest a similar role? That is the question we wish to address in our current work. We will present a method for using the information in the histogram of Figure 1 (b) to estimate the number of true and false null hypotheses among the 22,840 null hypotheses tested.
This article focuses on a histogram-based method for estimating the number of true null hypotheses originally proposed by Mosig et al. (2001) . The basic method is described in Section 2. Informal and formal descriptions of an iterative algorithm proposed by Mosig et al. (2001) are contained in Sections 2.1 and 2.2, respectively. Section 2.3 contains a simple illustrative example. Section 2.4 shows that the iterative algorithm converges to a limit as the number of iterations approaches infinity. Furthermore, we characterize the limit and show that the estimator can be computed directly from the observed p values with no iteration. Section 2.5 demonstrates the approach using the p values depicted in Figure 1 (b) from the barley experiment. Section 3 describes other approaches to the problem. Section 4 presents a method for automatically choosing the number of bins used by the histogrambased estimator. Section 5 describes a simulation study that compares the estimator with other approaches for estimating the number of true null hypotheses from the distribution of observed p values. Section 6 provides conclusions and ideas for future work. The article concludes with an Appendix containing all proofs.
AN INTUITIVE ALGORITHM FOR ESTIMATING THE NUMBER OF TRUE NULL HYPOTHESES
Suppose a collection of m null hypotheses H 01 , . . . , H 0m is to be tested with continuously distributed test statistics t 1 , . . . , t m . Suppose that m 0 of the null hypotheses are true, and denote the proportion of true null hypotheses (m 0 /m) by π 0 . We assume that, for all α ∈ (0, 1), each null hypothesis is tested using a test for which the probability of rejecting a true null hypothesis is α whenever the test is conducted at significance level α. Then the p values corresponding to tests with true null hypotheses will follow a uniform distribution on the interval (0, 1). Further suppose that the tests used are unbiased, implying that the probability of rejecting a false null hypothesis with a significance-level-α test will be greater than or equal to α. (Note that the rejection probability must be greater than α in some regions of the alternative space so that the rejection probability is not simply equal to a constant α regardless of the data.) When these conditions are satisfied, the distribution of observed p values from the m tests will be a mixture of a uniform distribution and a distribution that is stochastically smaller than uniform. The mixing proportion associated with the uniform distribution is π 0 . Mosig et al. (2001) proposed an iterative algorithm that essentially estimates the proportion of observed p values that follow a uniform distribution. By examining the examples presented by Mosig et al. (2001) , we were able to arrive at the following description of their algorithm that can be used to reproduce the results in Table 2 of Mosig et al. (2001) . 
INFORMAL DESCRIPTION OF THE ITERATIVE ALGORITHM

FORMAL DEFINITION OF THE ITERATIVE ALGORITHM
We now give a formal definition of this algorithm with notation that will be convenient for stating our main results and proving those results in the Appendix. A simple example that should help to clarify the notation immediately follows the formal definition.
Suppose the interval [0, 1] is partitioned into B bins numbered from 1 to B such that bin 1 is [0, 1/B] and bin i is ( 
Then N k is the estimated number of true nulls at iteration k of the algorithm introduced by Mosig et al. (2001) . 
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EXISTENCE AND CHARACTERIZATION OF THE LIMIT
The iterative algorithm described in the previous subsection appears to converge quickly to an estimate in a finite number of steps in all the examples that we have investigated. The following result states that a limit does exist and characterizes that limit as a simple function of the bin counts associated with the distribution of observed p values. The proof (contained in the Appendix) shows that the limit is usually not achieved in a finite number of iterations, and the apparent convergence is due to round-off error (as was the case in the example of the previous section).
Convergence Result: Let
Note that in the example of the previous subsection n 1 = 36 > 20 =n 1:5 , n 2 = 22 > 16 =n 2:5 , n 3 = 20 > 14 =n 3:5 , and n 4 = 10 ≤ 11 =n 4:5 . Thus, I = 4, and the convergence result implies that the limiting value for the iterative algorithm is Bn I:B = 5n 4:5 = 5(11) = 55, as was observed in the example.
Though neither approach is computationally complex, using the convergence result to compute an estimate of m 0 clearly requires far fewer steps than the iterative algorithm proposed by Mosig et al. (2001) . R code for computing the estimate of m 0 from a vector of observed p values is available on the first author's Web site at http:// www.public.iastate. edu/ ∼ dnett/ m0estimation.shtml. Users may specify the number of bins used to obtain the estimate (the default is B = 20). Alternatively, a bootstrap approach described in Section 4 may be used to automatically select the number of bins. The R code will produce an estimate for an observed vector of over 20,000 p values using B = 20 bins in less than a second on a typical personal computer. The bootstrap procedure is far more computationally intensive with an execution time that depends on the extent of bootstrap resampling and the candidate bin choices specified by the user. Although at first glance it may appear that the estimator of m 0 is quite sensitive to the number of bins, note that these estimates range from 21,349 to 21,443, and the estimates of π 0 fall within the very narrow range of 0.935 to 0.939. Although bin choice is not a major issue in this case, we can use the bootstrap approach to be described in Section 4 to automatically choose the number of bins. The algorithm selected B = 20 (our default choice) for the barley data based on 1,000 with-replacement samples of size 22,840 from the observed p values.
APPLICATION TO THE BARLEY DATA
The results indicate that somewhere in the neighborhood 1,432 genes may have expression patterns that differ between compatible and incompatible interactions. Caldo et al. (2004) Figure 3(a) , where the portion of the distribution stochastically smaller than uniform appears to extend up to p values as large as 0.3 although the vast majority of genes with p values under 0.3 appear to come from the uniform component of the distribution. Identifying more of the 1,432 genes of interest requires either a larger experiment, more powerful analysis strategies, or the use of additional biological information regarding gene function. The ability to estimate the number differentially expressed genes is important here or in any microarray analysis because it helps researchers understand how many additional genes might be involved in the process of interest and suggests how much additional discovery might be possible with follow-up research.
OTHER APPROACHES FOR ESTIMATING THE NUMBER OF TRUE NULL HYPOTHESES
Several approaches have been proposed for estimating the number of true null hypotheses when conducting many tests. Much of the recent work in this area has been motivated by the attempts to control or estimate error rates related to the proportion of mistakenly rejected null hypotheses among all rejected null hypotheses. Benjamini and Hochberg (1995) presented the seminal work in this area. They showed that a sequential testing procedure proposed by Simes (1986) provides control of the false discovery rate (FDR), formally defined as E(Q) where Q is the proportion of mistakenly rejected null hypotheses among all rejected null hypotheses or 0 if no hypotheses are rejected. As noted by Benjamini and Hochberg (1995) , the sequential procedure of Simes (1986) actually provides control at π 0 times the nominal rate. Thus, it is possible to improve procedures aimed at FDR control by using information about π 0 or, equivalently, m 0 . Benjamini and Hochberg (2000) , Mosig et al. (2001) , Storey (2002a, b) , Storey and Tibshirani (2003) , Fernando et al. (2004) , and Genovese and Wasserman (2004) among others have presented methods that use estimates of m 0 to estimate or control quantities related to FDR.
This section describes several methods for estimating the number of true null hypotheses. We will compare these approaches to the histogram-based estimator in a simulation study described in Section 4. It should be noted that Hsueh, Chen, and Kodell (2003) and Nguyen (2004) have conducted simulation studies to assess the performance of several methods for estimating m 0 ; however, neither article considers the histogram-based estimator considered here nor many of the more recent approaches described in the following.
THE LOWEST SLOPE ESTIMATOR
More than 20 years ago, Schweder and Spjøtvoll (1982) proposed a graphical method for estimating the number of true null hypotheses from a display of the observed p values equivalent to a plot of p values against their ranks. Hochberg and Benjamini (1990) Benjamini and Hochberg (2000) and Hsueh et al. (2003) . The estimator is given by min{1/S J + 1, n}, where S j = 1−p (j) n+1−j , p (j) denotes the jth smallest p value, and J is the smallest integer for which S J < S J−1 . The name comes from the fact that S j is the slope of the line passing through the points (n + 1, 1) and (j, p (j) ), and S J is the first slope that is lower than it predecessor when working from the smallest p value to the largest. Recently Langaas, Ferkingstad, and Lindqvist (2005) developed and compared several methods for estimating the proportion of true null hypotheses based on estimates of the density of the observed p value distribution. Their preferred estimator is based on the nonparametric maximum likelihood estimate of the p value density subject to the restriction that the estimated density be decreasing and convex. The height of the density at 1 is used to estimate m 0 . Storey (2002a) proposed to estimate the number of true null hypotheses using an estimator equivalent tom
A CONVEX DENSITY ESTIMATOR
THE λ-ESTIMATORS
where x j (λ) = 1 if p j > λ and 0 otherwise. Motivation for this estimator was originally discussed by Schweder and Spjøtvoll (1982) . As a simple example, considerm 0 (0.75). If we assume for the moment that only p values from tests with true null hypotheses will exceed 0.75, the numerator in (3.1) is a count of the number of p values from tests with true null hypotheses that fall in the last fourth of the interval [0, 1]. Because p values from tests with true null hypotheses are assumed to be uniformly distributed, we should multiply this count by 4 (equivalently divide by 1 − 0.75) to estimate the total number of tests with true null hypotheses. The estimatorm 0 (λ) will tend to overestimate m 0 because p values from tests with false null hypotheses will exceed λ with positive probability. The positive bias in the estimator can be reduced by choosing values of λ near 1, but this will clearly increase the variation in the estimator due to division by a smaller value of 1 − λ. To balance the bias-versusvariance trade off, Storey (2002a) proposed a bootstrap approach for choosing a value of λ to minimize the mean squared error of them 0 (λ). The idea behind the approach is to approximate Rather than choosing a single value of λ, Storey and Tibshirani (2003) proposed an estimator derived from the fit of a natural cubic spline with three degrees of freedom to points (λ,m 0 (λ)) for a sequence of λ values over [0, 1). In particular they estimated m 0 by the value of the fitted natural cubic spline at λ = 1.
CHOOSING THE NUMBER OF BINS FOR THE HISTOGRAM-BASED ESTIMATOR
We begin this section by showing that the histogram-based estimator can be written as an estimator of the formm 0 (λ) described in Section 3.3. Using notation from Sections 2.4 and 3.3, we have
Thus, it follows from the convergence result in Section 2.4 that the histogram-based estimator is a λ-estimator with λ = I−1 B . Recall that I is a function of the observed p values. Thus the histogram-based estimator offers an approach for choosing a value of λ as a function of the observed data. Specifying a number of bins is equivalent to providing a list of candidate λ values from which the histogram-based algorithm is allowed to choose. For example, choosing B = 20 restricts λ to be selected from the set {0, 0.05, . . . , 0.95}.
In Section 3.3, we discussed how the choice of λ affects the variance and bias of the estimatorm 0 (λ). Similarly, the choice of B has an impact on the variance and bias of the histogram-based estimator. We can attempt to manage the variance-versus-bias trade off in our selection of B using an approach completely analogous to that used by Storey (2002a) for selection of λ. The approach is described as follows:
Letm 0 (B) denote the histogram-based estimate of m 0 obtained when using B bins, and letm * k 0 (B) represent the kth of K bootstrap replications ofm 0 (B) obtained by drawing a with-replacement simple random sample of size m from the observed p values. Compute
where min Bm0 (B) denotes the minimum ofm 0 (B) over B = 2, 3, . . . , 20 or a similar sequence of choices for B. The value of B in this same range that minimizes MSE(B) is selected as the number of bins used to obtain the final estimate of m 0 . We explore the performance of this approach via simulation in the next section.
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A SIMULATION STUDY AND PERFORMANCE COMPARISON
SIMULATION STRUCTURE
The mean squared error (MSE) and bias of seven estimators of the number of true null hypotheses were examined through a simulation study. The factors considered in the study were the proportion of true null hypotheses (50, 75, 90, and 100%), power to detect departures from the null hypothesis, and the correlation structure among the tests. The simulation was designed to be similar to situations encountered in the analysis of microarray data. Each simulated dataset consisted of expression levels of 10,000 genes for each of three control and three treated experimental units. The six 10,000-dimensional data vectors were distributed as independent multivariate normal vectors with a common covariance structure and a mean that was allowed to depend on the control or treatment status of each experimental unit.
Data for all 10,000 genes in any one experimental unit were generated as either mutually independent (IND) or with a block correlation structure and blocks of size 100. We considered two different block correlation structures: compound symmetry (CSY) with pairwise correlation of 0.9 between any pair of elements within a block and an autoregressive order one structure (AR1) with correlation of (−0.9) |i−j| for the ith and jth observations within any block. Block structures have been used to simulate correlated microarray data in past work (e.g., see Storey 2002b) because genes are believed to work together in functional groups known as pathways. The expression of genes working together in a pathway are expected to be correlated while genes in different pathways may work independently of one another. The CSY structure was chosen to judge the impact of extreme positive correlation among genes even though such structures are not expected in practice. The AR1 structure was chosen to mimic more biologically relevant situations where a mix of positive and negative correlations of varying magnitude is expected.
The p values used to estimate the number of null hypotheses for each simulated dataset were generated by conducting a two-sample t test for each gene. The treatment effects necessary for an individual 0.05-level t test to have powers of 0.5, 0.7, or 0.9 (say δ 0.5 , δ 0.7 , and δ 0.9 , respectively) were determined and used to set the means of the multivariate normal distributions used to simulate data for cases where the proportion of true null hypotheses was less than one. More specifically we considered three power scenarios. In the "small effects" case, treatment effects for differentially expressed genes (i.e., genes whose treatment and control means differed) were simulated by drawing independent gamma random variables with variance 1 and mean δ 0.5 . The "medium effects" and "large effects" scenarios were constructed in the same manner except that δ 0.5 was replaced by δ 0.7 or δ 0.9 , respectively. Allowing for variation among the treatment effects in any one dataset provides a better match to the situations encountered in practice where no two treatment effects can be expected to be exactly the same.
Five hundred datasets were generated for each of 30 conditions. Twenty-seven conditions were defined by all possible combinations of number of true null hypotheses (50, 75, or 90% of 10,000 tests), correlation structure (IND, CSY, or AR1), and power scenario (small, medium, or large effects). The other three scenarios were obtained by considering the three correlation structures in the case where all 10,000 null hypotheses were true. The number of true null hypotheses was estimated for the 30 × 500 datasets using the following methods: the lowest slope estimator described in Section 3.1 (LS), the convex density estimator described in Section 3.2 (CD), the cubic spline approach described in Section 3.3 (CS), the λ-estimator with the value of λ selected via bootstrapping as described in Section 3.3 (LB), the histogram-based estimator with B = 20 bins (H20), and the histogram-based estimator with B selected from 2, 3, . . . , 20 via the bootstrap approach described in Section 4 (HB). Empirical estimates of mean squared error and bias were obtained for each combination of method and condition. Table 1 shows the square root of the estimated mean squared error (RMSE) across all 30 simulation conditions for the six methods considered in the simulation study. The lowest three estimated RMSEs for each condition are printed in bold. The lowest RMSE for each condition is highlighted with a box while the second lowest is underlined. The 6 methods were ranked for each condition, and the average rank across all 30 conditions was determined for each method as follows: CD = 1.93, H20 = 2.77, HB = 2.80, LB = 3.40, CS= 4.90, and LS = 5.20. Table 2 shows the estimated bias across all 30 simulation conditions for the six methods studied. Negative bias estimates are printed in bold. Note that negative bias is arguably more problematic than positive bias because a negative bias could lead to under estimation of FDR or other related error measures designed to control Type I error.
SIMULATION RESULTS AND DISCUSSION
The 500 replications of each simulation condition can be used to evaluate whether the differences observed between the methods were significant beyond Monte Carlo error. In the large majority of the comparisons (greater than 94%), a method as simple as the Wilcoxon signed rank test on the errors or squared errors indicates significant differences between a pair of methods with respect to estimated bias or MSE values at the 0.05 level.
The LS methods tended to exhibit the highest mean squared error among all the methods studied. Its RMSE estimates were often more than two times larger than those of the top performing methods and were more than 10 times larger for some of the simulation settings. The method tended to substantially overestimate m 0 except, of course, when all null hypotheses were true. When m = m 0 , the LS method exhibited very little bias and very low MSE compared to the other five methods.
The performance of the LS estimator is not surprising given that Benjamini and Hochberg did not develop the estimator with the intent of achieving low MSE for cases when π 0 < 1. Rather their goal was to develop a conservative estimator of π 0 so that their adaptive method for controlling FDR would maintain control across a wide variety situations, including situations when π 0 ≈ 1.
The CS method typically had lower RMSE than the LS method, but it was dominated in our simulation by the LB approach. Recall that both the CS and LB methods are determined from λ-estimators as described in Section 3.3. The CS approach uses a natural cubic spline to combine multiple λ-estimators into a single estimator while the LB approach uses a bootstrapping procedure to identify a good choice for λ. The LB approach often exhibited the lowest RMSE among all methods when many genes were differentially expressed with small effect sizes, but it also had the greatest degree of negative bias among all methods considered. This negative bias is perhaps not surprising given that min λm0 (λ) is used as the plug-in estimator of m 0 in the bootstrapping procedure. Rather than using a bootstrap approach to select an appropriate λ, the HB estimator uses an analogous bootstrap approach to select the number bins for the histogram estimator. This led to better overall performance with respect to RMSE and a lesser degree of negative bias when compared to the LB approach. In particular the estimated RMSE of the HB estimator was lower than the estimated RMSE of the LB estimator for 22 of 30 conditions and exhibited less negative bias in all cases.
Although the bootstrapping approaches performed well when a large proportion of genes were differentially expressed with small to moderate effect sizes, the H20 estimator
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proposed in this article was strongest among all estimators when the effect sizes for differentially expressed genes tended to be large. In these situations other approaches tended to suffer from negative bias while the H20 estimator exhibited little bias.
The CD estimator exhibited relatively consistent performance throughout the simulation and was often the top performer among all the estimators with respect to RMSE. The CD estimator seemed particularly good relative to the other methods for the CSY correlation structure although all methods performed somewhat poorly here relative to the other more realistic correlation structures. As expected, all methods tended to perform best when p values were independent, but the methods also performed reasonably well for the AR1 structure which was intended to mimic the structures most often encountered in practice.
CONCLUSIONS AND FUTURE DIRECTIONS
The iterative procedure proposed by Mosig et al. (2001) and developed in this article as a noniterative procedure offers a simple and relatively effective method for estimating the number of true null hypotheses when conducting many tests. In our simulation study, the histogram-based estimator with 20 bins tended to be conservative for independent and autoregressive correlation structures in that it tended to overestimate the number of true null hypotheses for the conditions considered in the simulation study of Section 5. The estimator's positive bias tended to diminish as the power for detecting departures from the null increased and as the proportion of true nulls increased. When all null hypotheses were true, the estimator exhibited a slight negative bias. (Note that all reasonable and nontrivial procedures for estimating the number of true null hypotheses must exhibit some negative bias when all nulls are true.) Overall the performance of the 20-bin estimator with respect to estimated bias and mean squared error was very competitive with existing approaches. However, the CD estimator proposed by Langaas et al. (2005) outperformed the 20-bin estimator for 21 of the 30 simulations settings considered in this article and generally exhibited the top performance among all the estimators we considered.
Unfortunately we were unable to consider all possible methods for estimation of the number of true null hypotheses in our simulation study. The method proposed by Allison et al. (2002) is one excluded competitor. Allison et al. (2002) approximated the distribution of p values from multiple tests as an independent and identically distributed sample from a mixture of a uniform and a beta distribution. They used numerical methods to obtain maximum likelihood estimates of the mixing proportions and the parameters of the beta distribution. These estimates can be used to approximate a variety of quantities relevant in a multiple testing setting. In particular, the estimated mixing proportion for the uniform component of the mixture distribution serves as an estimate of π 0 . We encountered convergence problems with the available R implementation of this approach when we attempted to include it in our simulation study. In the analysis of individual datasets, simple plots of the estimated mixture distribution overlaid on a histogram of p values can be used to identify problems with convergence. A good fit can often be obtained by trying several starting values for the numerical optimization procedure. However, such a trial-and-error approach is unwieldy for simulation purposes; thus, we chose not to include this method in our simulation study.
In Section 2.5 we presented a real dataset where the histogram based estimatorm 0 (B) was relatively insensitive to the number of bins B. In Section 4 we illustrated that the number of bins offers a grid of potential λ values from which to choose a λ-estimator of m 0 as a function of the observed data. In simulations not reported here, we found that the bias ofm 0 (B) tended to be U-shaped while the variance ofm 0 (B) tended to have an inverted U shape as B ranged from 2 to 20. In addition, we have studied the performance of them 0 (B) across varying m and B and have found thatm 0 (20) is a reasonable choice for m as low as 100, yielding RMSE values in the single digits for the situations we studied. Thus, we recommendm 0 (20) as a relatively stable estimator of m 0 that typically avoids undesirable negative bias and performed well in the simulation conditions that we considered. Nonetheless, we have offered an alternative bootstrap approach that allows for the number of bins to be selected as a function of the data. This method also performed well in our simulations, exhibiting estimated MSE less than that of the 20-bin estimator for 14 of the 30 simulation conditions. Due to its simplicity and general bias characteristics, we have a slight preference for the 20-bin estimator.
The histogram-based estimator featured in this article appears to be a good candidate for use in the estimation of false discovery rate. The estimator tended to exhibit more positive bias and lower mean squared error than the estimator proposed by Storey and Tibshirani (2003) for most conditions considered in our simulation study. Furthermore, the histogram-based estimator had considerably lower mean squared error than the lowest slope estimator used by Benjamini and Hochberg (2000) while typically maintaining a positive bias when π 0 < 1 and correlation structures were similar to those expected in practice. This suggests the possibility of more stable estimates of FDR than the Storey and Tibshirani procedure and less conservative estimates of FDR than those provided by the Hochberg (1995, 2000) procedures. Mosig et al. (2001) first proposed the estimator as a means of determining an "adjusted false discovery rate, " and Fernando et al. (2004) studied the performance of this estimator in the context of mapping quantitative trait loci.
In future work, we intend to investigate the performance of the histogram-based estimator for computing q values to estimate false discovery rates as described by Storey (2003) and Storey and Tibshirani (2003) . Storey, Taylor, and Siegmund (2004) have established theoretical results on FDR control for methods that usem 0 (λ) to estimate m 0 . Their results apply directly to the case of a fixed value of λ and can be extended to encompass the case of a randomly selected λ. Given the relationship between the histogram-based estimator and the λ-estimator described in Section 4, it should be possible to obtain results on FDR control for a procedure which uses the histogram-based estimator to estimate m 0 .
APPENDIX: PROOF OF THE CONVERGENCE THEOREM
The proof of the convergence theorem rests on the following facts which we state here and prove at the end of the Appendix. 
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Therefore n i ≤ N k /B implies that n i < N k−1 /B. It follows that {i : Thus, lim n→∞ b n = a, and lim k→∞ a k = a since {a k } k≥k * = {b n } n≥1 . 2
