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We consider reaction-diffusion equations of the special type c, = F( c,x) + v ‘c, 
with F(c,x) = (:-z)c, A = h(l c I*), w = W(j c 12) + 252(x), A’ < 0, h(l) = 0, 
W’ < 0, and Q(x) having compact support in X. Assumptions about the relevant 
space scales and size of the catalytic effect exactly parallel those of Hagan (Advances 
in Appl. Moth., 2 (1981), 400-416). The results are also parallel: For x of dimension 
one or two, if Q(x) 2 0, B % 0, then 3 a unique target pattern solution which stays 
locally close to the homogeneous limit cycle solution. If x has dimension three, there 
is such a solution provided that 8(x) is sufficiently large. Thus this paper shows that 
the phenomena uncovered formally by Hagan for a much larger class of kinetic 
equations can be rigorously substantiated for h - o systems. 
1. 
Target patterns in the Belousov-Zhabotinskii reaction are sets of con- 
centric rings of constant concentration which propagate outward at a 
constant velocity and constant spacing (except within a wavelength of the 
center). One question associated with the pattern formation is the role of 
heterogeneities. It is well documented that the addition of heterogeneities 
can facilitate the formation of target patterns; more will form per unit area 
if foreign substances are added, and the number is cut down if the solution 
is carefully filtered [l]. The facilitation occurs for a wide range of foreign 
substances, including randomly selected floor dust [l]. Particles have been 
observed at the center of some target patterns, but by no means in all of 
them. The experimental iterature is inconclusive about whether a target 
pattern can be made to form in the absence of heterogeneities [2]. Winfree 
reports that he was unable to induce the target patterns by changing the 
initial conditions locally using a hot needle (except when the needle gave off 
a flake of oxydized metal) [3]. 
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Three of the papers in this volume (including this one) address the issue 
of the mathematical existence and stability of target patterns with or 
without heterogeneities at the center. To put these results in context, we first 
review some previous work. Much of that work concerns the simplest model 
for which the kinetic equations have a stable limit cycle solution, namely 
where c = (c,, c,), 
c, = F(c) + K v2c, 0.1) 
0.2) 
and X,o: R + R are functions of ] c 12, A( 1) = 0, X’ < 0. For this system, 
X(r) is a local (amplitude-dependent) rate of approach to the limit cycle 
I = 1 and W(T) is the (amplitude-dependent) local frequency. (For formal 
work using other models of the kinetic equations, see [4].) It was shown in 
[5] that the behavior of solutions to the reaction-diffusion equations 
(l.l), (1.2) is strongly dependent on the sign of o’(r). The experimental 
evidence (as well as mathematical evidence [5]) is consistent only with the 
hypothesis o’(r) c 0, and we concentrate on that case. (See [6] for results 
related to w’ > 0.) 
For systems of the form (1.2), there are solutions to (1.1) with K = kl (k 
a constant, I the identity matrix) and w’(r) < 0 which model one- 
dimensional versions of target patterns with no heterogeneities [7]. That is, 
there are solutions c(x, t) which are periodic in time and which, as x --) 2 00, 
approach outgoing plane waves. Although there is a one-parameter family 
of plane waves [8], only discretely many of these are asymptotic waves for 
the target pattern solution. There are also (discretely many) one-dimensional 
versions of spiral patterns, in which the phase of the waves moving to the 
right and left are 180” apart instead of equal. One of the papers in this 
volume [9] shows that these solutions also exist for patterns of dimension 
two or larger, again with no foreign substances at the centers of the 
patterns. For target patterns, there is an extra hypothesis on the functions X 
and w, a hypothesis necessary to solve an associated singular problem. 
Another point of view on homogeneous target patterns is taken by Hagan 
[lo], who works under the more general hypothesis on (1.1) that c, = F(c) 
has a stable limit cycle. Using a formal process in the spirit of slowly 
varying wave calculations [5], he produces an equation for the phase of any 
solution to (1.2) which, for each x and t, is close to a point on the 
homogeneous limit cycle. The equation is 
&=D(v2J/+ l-v+* vq), (1.3) 
where D and I are constants and the phase # is a function of X = cx and 
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T = ~1, long space and time scales. The derivation applies to any spatial 
dimension. Using this equation he shows that, if there are no heterogenei- 
ties, any solution for which the initial conditions (on phase) is constant 
except in a bounded region must tend, as t + co, to a constant. Thus, 
according to (1.3), target pattern solutions which lie close to the homoge- 
neous limit cycle cannot develop from a local disturbance in a homogeneous 
medium. Note that this does not contradict the existence or stability of 
solutions found in [7] or [9] since the latter have large deviations in 
amplitude near the pattern center, and hence fall outside the domain of 
applicability of the above derivation. 
Hagan does produce nondecaying solutions for which the surfaces of 
constant concentration have radial motion, starting from initial conditions 
in the phase J, for which 1c/ is not constant off a bounded set. Although these 
conditions are unreasonable as initial conditions for target patterns, they 
may be thought of (especially in the one-dimensional case) as those induced 
by other, far away target patterns. Thus they correspond to the “shock 
structure” solutions produced in [5a] rigorously for A - w systems and 
formally for any system that has a family of plane wave solutions. Under 
conditions on the kinetic equations for which the group velocity of the plane 
waves near the limit cycle is in the same direction as the phase velocity (e.g., 
o’ < 0 for X - w systems), Hagan’s solutions move radially inward, and 
exist for a range of asymptotic wave numbers, exactly as would be expected 
for shock solutions. 
The stability of the homogeneous target pattern solutions of [7, 91 has not 
been investigated analytically. However, for particular functions X and w 
(which happen not to satisfy the hypothesis needed for two- and three- 
dimensional solutions) the one-dimensional target pattern solutions pro- 
duced in [7] were numerically tested for stability by Rinzel and Ermentrout 
[ 11. They tried various boundary conditions, and in each case the solutions 
appeared to be unstable. It remains a possibility that the two- and three- 
dimensional solutions have different stability properties from the one- 
dimensional solution. It is also possible, however, that a heterogeneity plays 
an important role in the stability of a target pattern. Two papers in this 
volume, including this one, give results about target pattern solutions in the 
presence of foreign particles. 
Hagan uses the same ideas as in the previously discussed derivation to 
show that, if there is a heterogeneity, the equation satisfied by the phase # 
(for solutions close to the limit cycle) changes from (1.3) to 
The space-dependent forcing term a(X) is the first-order change in frequency 
due to the impurity. (One way in which a variety of nonspecific impurities 
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might act is as follows: since the dynamics of the reaction is known to be 
extremely sensitive to gases such as oxygen and bromine (which is normally 
given off, along with carbon dioxide), the physical impurity might change 
the local kinetics by trapping gas on its surface.) Hagan shows that if there 
is an impurity which acts to increase the frequency locally, then solutions to 
(1.4) with v $ = 0 at T = 0 except in a bounded region, tend asymptoti- 
cally (as T --f cc) to a unique solution independent of initial conditions. 
When the spatial dimension is one or two, in each radial direction this 
solution is asymptotically (for large 1 Xl) the same as a plane wave; if, as 
before, the phase velocity agrees in sign with the group velocity, the motion 
is radially outward, as expected for a target pattern. This suggests existence, 
uniqueness and stability for a heterogeneous target pattern solution to (1.1) 
whenever c, = F(c) has a stable limit cycle and X has dimension one or two. 
If the spatial dimension is three, the frequency change must be of sufficient 
size, and act over a sufficiently large region to produce a target pattern 
solution. Otherwise, the stable solution is the spatially homogeneous oscilla- 
tory state. 
In Section 2 of this paper, we show that Hagan’s formal results can be 
made rigorous for X - w systems. The methods used in this analysis are 
totally different from those of Hagan, but the assumptions are parallel. Both 
deal with solutions whose asymptotic (I X 1 large) wave number is small, and 
that lie close to points on the homogeneous limit cycle; both assume that the 
effect of the catalyst is “small,” but that the particle acts over a region 
comparable to the wave-length scale (which is large for solutions near the 
limit cycle). The results are also parallel. For spatial dimension one or two, 
there is always a target pattern solution if there is an increase in frequency 
in a bounded region; for dimension three, the change in frequency must be 
of sufficient size in extent and amplitude. 
Since the notation of the parallel papers is not the same, it may be helpful 
to include a small translation of notation and usage. The vector of con- 
centrations is c in this paper, A in [lo]; the first-order change in frequency is 
respectively, Q(m) and CY( 0). The phase variable # of [lo], which is only 
implicitly defined for general systems of the form (1. l), is explicit for A - o 
systems: J/ E 8. The space variable x used in [lo] corresponds to the long 
space scale variable X = cx of this paper. (In [lo], the diffusion term is 
scaled to be small, which is equivalent to using a long space scale.) 
Furthermore, the variables E used in the two papers have a different 
meaning: the e of this paper is, up to a constant, the square of the one used 
in [lo]. 
Finally, we say a few words on the interaction of target patterns, which is 
discussed in [lo, Sect. 51 and [5, Sect. 31. Hagan gives a formal analysis of 
the interaction of target patterns in terms of the solution to the phase 
equation (1.4). He shows that the higher-frequency target patterns increase 
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their domains of attraction at the expense of lower-frequency patterns; the 
speed of the shock dividing the domains can be computed from these 
calculations. A different approach was taken in [5a], in which the existence 
and movement of the shock was seen to be a consequence of a conservation 
principle, namely, conservation of phase. For X - o systems, the result was 
made rigorous. 
2. 
We shah show that equations of the form (1. l), (1.2) have solutions which 
represent arget pattern solutions, providing that the function w is allowed 
to depend on the space variable x as well as amplitude ] c I*. As in [7, 91 we 
use coordinates r,B defined by c, = rcos 0, c2 = rsin 8, and we look for 
solutions having the property that r(x,t) = T(X), e(x,t) = at - l”u(x’)dx’ 
with x = ] x ] . (The form of 6(x, t) is forced if r is to be independent of t [7] 
and the solutions are to be radially symmetric.) Then T(X) and a(x) satisfy 
the system 
rX = ru, 
u, = --A + a2 - 1.4~ - h/x, 
a, = w - u - 2au - la/x, 
(2.1) 
where I+ 1 is the spatial dimension. We are interested in solutions which 
lie close to the limit cycle solution r - 1, a E 0; hence the asymptotic wave 
number a should be small. Since X(r*) = LX*, where r* is the asymptotic 
amplitude, r* = 1 - O(a*). This motivates the following scaling: 
r = 1 - ~*p, u = -c*U, a = CA. (2.2) 
We shall assume that 
w = w(r,x) E W(r) + c*Q(x), 
where 5t 10 vanishes identically outside a compact set, and W’ c 0. (The 
scaling of the effect of the catalyst is the same as the scaling used by Hagan 
w13 
The scaled variables satisfy 
p, = u - <*up, 
U, = -X’(l)p - A2 - W/x + c*R,(p,c), 
A, = c[Q(x) - (P - p&‘(l)] - IA/x + E*R,(~,~), 
(2.3) 
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where 
RdPd =[X(l - c2p) + &C(l)p]/$ + u*, 
R*(W) = 2AU + [W(l - e’p) - W( 1 - E*P*) - c*(p - p+‘(l)]/c*, 
and 
r* = 1 - C’p*. 
If E = 0, equations (2.3) have a curve of critical points given by U = 0, 
-X’( 1)~ - A2 = 0. For E > 0 most of these are perturbed away: there are 
only a pair of asymptotic rest points (p*, 0, *A,) (as x -+ 00). These 
correspond under the scaling to the critical points (r*, 0, &a) of (2.1) with 
I = 0 and represent he plane wave solutions (i.e., constant amplitude and 
wave number). As shown in [7], if W’ < 0, the critical point (p*, 0, A,) has a 
two-dimensional unstable manifold and a one-dimensional stable manifold. 
The dimensions reverse for (p*, 0, -A,). If n(X) - 0 and I= 0, then for all 
bounded p* there is a unique solution to (2.3) such that (p, V, A) -j 
(p*,O,*A,) as x + + co; this is the shock structure trajectory discussed in 
[5a]. The solutions we seek have opposite boundary conditions. 
It is convenient o rewrite (2.3) as an autonomous ystem by introducting 
a long space variable X = ex. We also make explicit the assumption that the 
catalyst acts on this space scale (the wave length scale) by letting G(x) E 
P(X). Then (2.3) becomes 
px = u - Alp, (2.4a) 
U, = -A’( 1)~ - A2 - N/X + c*R,, (2.4b) 
A, = ,[@X) - (p - p,)Z(l)] -<IA/X+ c2R2, (2.4~) 
xx = E. (2.4d) 
The main result to be proved is: 
THEOREM. Let a(X) 10 be a function with compact support. Then if1 = 0 
or 1, and c is sufficiently small, there is a unique value of p* = p*( r,l) such 
that (2.4) has a solution satisfying 
U(0) = 0 = A(0); (p,U,A) + (P*,O,A,) as x + do. 
If I = 2, the conclusion holds provided that a(X) is sufficiently large (in a 
sense to be made precise below). 
We first reduce the problem to a lower dimension by means of the 
following: 
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LEMMA 1. For e small, there is a two-dimensional submanifold (of p, U, A, X 
space) invariant under (2.4), parameterited by A and X, and such that (2.4), 
restricted to this invariant manifold, takes the form 
W’( 1) 
x’oA* + Z’(l)p, - ; + O(C*), 1 (2.5a) 
For I= 0, Eq. (2.5) is valid for all x; for 1 > 0, it is valid for x 1 6/c for any 
6 provided that c 5 e(S) sufficiently small. 
Proof At c = 0, Eqs. (2.4) have a surface of critical points in (p, U, A, X) 
space, parameterized by A and X. The surface of critical points is a 
normal1 hyperbolic invariant manifold, with normal eigenvalues 
*$-Y- - X’( 1) at each point. It follows [ 121 that for E sufficiently small there is 
a nearby two-dimensional invariant manifold (close on sets of the form 
{( A,X): AtK compact and X 2 6 if I > O}). This invariant manifold is 
given as the graph of functions p = p,( A, X), U = U,( A, X), where p,( A, X) 
+ - A*/h’( 1) and U,( A, X) + 0 as c + 0, uniformly for any compact region 
of A space and all X (I = 0) or X 2 6( I > 0). If we replace p by p,( A, X) in 
(2.4c), then (2.4c, d) prescribe the behavior of trajectories on the invariant 
surface; these equations are the same as (2.5). Cl 
LEMMA 2. Theorem 1 holds if I = 0. 
Proof We first note that it suffices to show that there is a unique 
p* = p,(~,l) such that the solution to (2.5) with 
A(0) = 0, x(0) = 0, (2.6a) 
satisfies 
A(x) + 4 asx-+co. (2.6b) 
For by the symmetry of (2.5) with respect o A -+ -A, X + -X, if there is 
such a solution to (2.5), then A(x) + -A, as x -+ - cc. Now the invariant 
manifold of Lemma 1 contains all critical points of (2.4a), (2.4b), (2.4~). So 
(p*, 0, ?A,) are critical points of (2.4a), (2.4b), (24c), ff 2 A, are critical 
points for (2.5a). Thus the solution to (2.3, thought of as a solution to (2.4) 
lying in the invariant manifold, satisfies (p, U, A) + (p*, 0, &A,) as x + k co. 
By the symmetry of (2.4) with respect o A -+ -A, X + -X, U -+ - U, we 
see that U(0) = 0 and hence it is the desired solution to Theorem 1. 
Let X0 = sup{ X ] a(X) > O}. We consider the following two functions of 
p* : A,(p,) is the value at X0 of the solution to (2.5) with initial conditions 
(2.6a). A,(p,) = A,. A,(p,) is an increasing function of p* and A,(O) = 0 
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since the critical points coalesce as p* + 0. We claim that (2.9, (2.6) has a 
solution for some p* ffA,(p,) = A*( p*). For if a(X) - 0, the only solution 
to (2.5) that approaches A, as x + 00 is identically equal to A,. Since the 
catalyst has no effect beyond X = X0, any solution to (2.5) which ap- 
proaches A, as x --) co must be equal to A, at X,,. The other direction is 
clear. 
To finish the proof, we note that 
A,(O) ’ 0, 
d/d~,( A,( P,)) < 0, 
lim A,(p,) = --00. 
P,‘@= 
(2.7a) 
(2.7b) 
(2.7~) 
Statement (2.7a) follows since all terms in the R.H.S. of (2Sa) are positive 
for p* = 0. The second and third follow quickly from the variational 
equation with respect o p*. Thus the graphs of A,@,) and A,(p,) are as in 
Fig. 1, and there is a unique point of intersection which satisfies the theorem. 
0 
Before we can prove the theorem for 1> 0, we need the following: 
LEMMA 3 (L.N. Howard). If 1 = 1, A E 0 is the unique solution to (2.5) 
with p* = 0, G?(x) z 0 for which A L 0 and A + 0 as x + 00. For 1 > 1 there 
is a family of such solutions, namely all solutions to (2.5) for which the value 
A,, of A at any point x0 lies between A = 0 and A = X’(l)/O’(l)~x,. 
ProoJ For p* = 0, G(x) = 0, Eq. (2.5) can be written 
(2.8) 
FIG. 1. A schematic diagram of the functions A ,( p,) and A2( p,). 
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For I= 1, the solution to (2.8) is 
A= Aoxo 
W’( 1) 
> 
1 - cX’(l)AOxOln e ( )I 
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(2-g) 
where A, = A(+,). It is clear that for any A, > 0, the R.H.S. of (2.9) blows 
up, so A E 0 is the unique nonnegative bounded solution. 
For I > 1, the solution to (2.8) is 
A= A0 
W) x 
(2.10) 
-- 
cAOA’(l) I- 1 
The R.H.S. of (2.10) is bounded for all x ff the quantity 1 - 
~A,x,Sj’(l)/X’(l) 2 0. It is easy to see that all the bounded solutions decay 
toOasx-+ cc. 0 
LEMMA 4. Theorem 1 hoi& if I= 1. It also holds for 1 > 1 providing that 
a > A’( l)/W’( 1)X0, where a is the value of A at X = X0 for the solution to 
(2.5), p* = 0, for which A(0) = 0. 
Remark. The hypothesis of Lemma 4 gives f;he precise sense in which 
D(X) must be “big enough.” It is clear that A = 0 for a(X) E 0, and 
depends in general on the integrated effect of H(X). 
Proof of Lemma 4. The two-dimensional invariant manifold of Lemma 
1, known as a “center manifold” for Eq. (2.4), is itself a submanifold of a 
three-dimensional “center-stable manifold” whose limit as c + 0 is the set of 
trajectories of (2.4) E = 0 which approach U = 0, X’(l)p + A2 = 0 as x + co. 
We first show that for each p*, 3! solution to (2.4) which is regular at x = 0, 
and which is on the center stable manifold for X 2 6. 
To see this, consider the intersections of the center-stable manifold and 
the manifold of solutions regular at x = 0 with the hyperplane X = 6. At 
X = 6, for E sufficiently small the center-stable manifold can be made 
arbitrarily close to the limiting center-stable manifold (C = 0). Now the line 
U = A = X = 0 at x = 0 (the initial conditions for the regular solutions) is 
transverse at X = 0 to the limiting center-stable manifold (which exists for 
all X). The variational equation of (2.4) with respect to p(O), applied to 
solutions satisfying 17 = A = X = 0 at x = 0, shows that at x = S/z the 
manifold of regular solutions still transversely crosses the limiting center- 
stable manifold. Hence there is a unique regular solution to (2.4) which lies 
on the center-stable manifold for x L 6,‘~. 
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We now mimic the proof of Lemma 2 using the functions A,, ,(p*) and 
A,, L(p*). A,, &J is the value of A at X = X,, of the unique solution 
described above. For p* > 0, there is a unique solution to (2.5) which tends 
toA*asx+co,andA,, is the value of that A(X) at X = X0. The function 
A,,,(p) behaves as before: A,,,(O) > 0, d/dp, A,,,(p,) < 0, and A,,,(p,) - 
- cc as p* + cc. However, the behavior of A, [(p*) depends on 1. For both 
1, it is still true that A,,, is an increasing function of p*; it remains to show 
that the graph of A,,, and A,,, actually cross. In particular, since A,,, lies 
below A,,, for large p*, it suffices to show that lim 
lim,* A,,,(P& 
p*+04,1(P*) < 
This’ follows from Lemma 3. For if I= 1, Lemma 3 implies that 
lim,* A, ,(p*) = 0, so we are done. If 1 = 2, then lim,,. A, I I 
X’( l)$?( 1)X0. Now the solution on the center-stable manifold satis&s (2.5) 
except possibly for the intervalx E [0,6], during which A changes by O(S). 
Since S can be chosen arbitrarily small (if E 5 co(S)), we have 
lim lim A,,, = 1. 
r-0 p*-+o 
Thus the hypothesis A < A’( l)/W’( 1)X0 implies the desired conclusion. 
Note added in proof. A similar result, for a discrete version of these equations, has been 
obtained by Cohen, et nl. [ 131. 
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