In this paper it is proved that any 5-cycle system of order u can be embedded in a 5-cycle system of order v iff v > 3u/2 and v ---1 or 5 (rood 10).
INTRODUCTION
Let ~m = {0, 1 .... , m -1}. An m-cycle is a graph (v0, Vl,..., u~_ 1) with vertex set {viii ~ E m} and edge set {{vi, Vi+a}]i ~ 7/m} (reducing the subscript modulo m). An m-cycle system of a graph G is an ordered pair (V, C), where V is the vertex set of G and C is a set of m-cycles, the edges of which partition the edges of G. An m-cycle system (of order n) is an m-cycle system of K n. A partial m-cycle system of order n is an m-cycle system of a subgraph of Kn.
In this paper, we are interested in the embedding problem for m-cycle systems. A (partial) m-cycle system (V, C) is said to be embedded in the m-cycle system (W, P) if V c W and C c P. In 1973, Doyen and Wilson obtained the following result for embedding 3-cycle systems, also known as Steiner triple systems. THEOREM 1.1 [3] .
A Steiner triple system of order u can be embedded in a Steiner triple system of order v >u iff v >__2u + 1 and v =-1 or 3 (rood 6).
This complete solution is in contrast to what is known about the embedding of partial Steiner triple systems. After earlier results by Treash [15] and Lindner [6] , the best result to date, by Andersen Hilton, and Mendelsohn [1] , shows that any partial 3-cycle system of order u can be embedded in a 3-cycle system of order v for any v > 4u + 1 and u -1 or 3 (mod 6). The best possible result would be to obtain this result with the lower bound on u replaced by u > 2u + 1 (this bound has been achieved for partial triple systems with index divisible by 4 [4] ).
More recently, the embedding of m-cycle systems and of partial m-cycle systems has been considered. The following lemma provides a lower bound on the order of the containing m-cycle system when m is odd. After some previous results [10, 11] , the best embeddings for partial m-cycle systems have now reduced the size of the containing system to u = 2nm + 1 and (2n + 1)m [8] if m is even or odd, respectively (see [7] for a survey and [9] for a summary of the best embeddings).
It turns out that when looking for extensions of the Doyen-Wilson theorem to cycles of length greater than 3, one can obtain some such theorems [2] in the case where m is even by using a result by Sotteau [13] . However, such extensions are much more difficult to find for m-cycle systems when m is odd. In this paper we find such an extension in the case where m = 5, showing that the correct lower bound on the size of the containing square is c, > 3u/2, as suggested by Lemma 1.2 (see Theorem 3.2).
NOTATION AND PRELIMINARY RESULTS
Let G c denote the complement of G. If G and H are two graphs then let G U H be the graph with vertex set 
graph G is overfull if e(G) > A(G)[v/2], where e(G) = IE(G)t, u(G) = IV(G)I and A(G)
is the maximum degree of G. THEOREM 2.7 [5] . The complete multipartite graph has chromatic index equal to the maximum degree iff it is not overfull.
THE MAIN RESULT
To prove the main result, we begin by finding the smallest embeddings in Proposition 3.1, then use these to inductively prove Theorem 3.2. and if e =0then s> 1).Thenwe can write v=30s+20e+5+10t, where t is any integer such that 3u/2 < v < 4u -9. Note that this lower bound on v implies that t > 0 and if v>4u-9thenv>3u. We add the set W = Zs(s+t+~+2 × Z 2 of new vertices to V. Partition the vertices of V into one set of size 4t + 2e + 1 and 5s -t + 2e sets of size 4. Since v < 4u -9, we can apply Lemma 2.5(1) with x = 5(s + t +e)+2
and y =4t+2e+ 1 to the set of 4t+2e+ 1 vertices. By Lemma 2.5(1), the remaining edges joining pairs of vertices in W form a (2x -1 -3y)-regular graph that has a 1-factorization. Since 2x -1 -3y = 10s -2t + 4e is even, we can pair off the i-factors to form 5s -t + 2e even 2-factors. The 5s -t + 2e even 2-factors can now be arbitrarily matched with the 5s -t + 2e sets of size 4, and then Corollary 2.3 can be applied 5s -t + 2e times to complete the embedding. v>4u-9thenv>3u. Add the set W = Z(5,+t~+3 x 7/2 of new vertices to V. Partition the vertices of V into one set of size 4t + 2e + 1 and 5s -t -3e + 1 sets of size 4. Since v < 4u -9, we can apply Lemma 2.5(1) with x = 5(s + t) + 3 and y=4t +2e+ 1 to the set of 4t+2e+ 1 vertices. By Lemma 2.5(1), the remaining edges joining pairs of vertices in W form a (2x -1 -3y)-regular graph that has a l-factorization. Since 2x -1 -3y = 10s -2t -6e -2 is even, the 1-factors can be paired off and the resulting even 2-factors together with the 5s -t -3e + 1 sets of size 4 can be used in Corollary 2.3 to complete the embedding.
Case 3. u--1 (mod10) and v--1 (mod10). Let u=20s-10e + 1 with e ~{0,1} and u> 11 (so s> 1). Then we can write v=30s-20e + 11 + 10t, where t is any integer such that 3u/2 < v < 4u -13. Again v > 3u/2 implies that t > 0 and if v > 4u -13 then v > 3u.
Add the set W = 7/5(s+t-~+~) × Z2 of new vertices to V. Partition the vertices into one set of size 2, one set of size 4t -2e + 3, and 5s -t2e -1 sets of size 4. Since v < 4u -13, we can apply Lemma 2.5(2) with x=5(s+t-e + 1) and y =4t-2e+3 to the set of 4t-2e +3 vertices. By Lemma 2.5(2), the edges ({x/5}, Q, {x/5})x are still remaining: the vertices of V in the set of size 2 together with the edges in ({x/5}, •, O)x can be used in Lemma 2.4 and the edges in (Q, Q, {x/5})x are a set of vertex disjoint 5-cycles. Finally, the remaining edges joining vertices in W form a (2x -3 -3y)-regular graph which by Lemma 2.5(2) has a 1-factorization. Since 2x-3-3y= 10s-2t-4e-2, these edges together with the 5s -t -2e -1 sets of size 4 can be used in Corollary 2.3 as in the previous cases to complete the embedding. Add the set 7/S(s +t+ l) X 7/2 of new vertices to V. Partition the vertices of V into one set of size 4t + 1 + 2e and 5s -t -3e + 1 sets of size 4. Since u<4u-5, we can apply Lemma 2.5(3) with x=5(s+t+ 1) and y = 4t + 1 + 2e to the set of 4t + 1 + 2e vertices. The edges in ({s + t + 1},Q,{s + t + 1})x and ({2(s + t + 1)},Q,{2(s + t + 1)})x are each sets of vertex disjoint 5-cycles. And the only edges joining vertices in W that remain can, by Lemma 2.5(3), be partitioned into 2x -1 -3y -4 = 10s -2t -6e + 2 1-factors. As before, these 1-factors can be used to form 5s -t -3e + 1 even 2-factors which together with the 5s -t + 3e + 1 sets of 4 vertices of V and using Lemma 2.2 complete the embedding. |
We are now ready for the extension of the Doyen-Wilson theorem. 
