The maximum likelihood estimation of the unknown parameter of a diffusion process based on an approximate likelihood given by the discrete observation is treated when the diffusion coefficients are unknown and the condition for "rapidly increasing experimental design" is broken. The asymptotic normality of the joint distribution of the maximum likelihood estimator of the unknown parameter in the drift term and an estimator of the diffusion coefficient matrix is proved. We prove the weak convergence of the likelihood ratio random field, which serves to show the asymptotic behavior of the likelihood ratio tests with restrictions. 0 1992 Academic Press, Inc.
1. INTRODUC~ON In this article we treat the following stochastic differential equation dx, = ff(x,, e) dt + b(x,) CT dw, x,=x0, (1.1) where 0c 8, 8 is a bounded convex domain in R", and IJ E Rk@R' are unknown parameters, a is an Rd-valued function defined on Rd x G, b is an Rd@ Rk-valued function defined on Rd and W is an r-dimensional standard Wiener process. It is assumed that the observation from realization consists of X,;, Ii= ih, h > 0, i=O, 1, . . . . N. We estimate 0 from the discrete data when S = cry' is unknown. If S is known and the continuous observation is given, the likelihood function of 8 is where ai(e) = u(X,~, f3), B,(S) = B(Xtl, S), di = X,, -X,l-I. The approximate MLE is given maximizing (1.2) in 8. For this purpose, first we estimate S with some statistic $-, and then find the MLE, 4, say, substituting 3, for S in Q,,, N(S, 0). It is shown that & is a consistent estimator of 8. Next, using &, we construct a better estimator s for S. Finally, we show that the MLE 0 for Qh, N with ,$ is an efficient estimator for 8. The weak convergence of the likelihood ratio random field is proved as in Ibragimov and Has'minskii [4-63, Inagaki and Ogata [7] , and Kutoyants [S-lo] . This enables us, e.g., to derive the asymptotic properties of likelihood ratio tests with restriction. We only assume a usual condition for consistency while Kutoyants assumed a condition which involves the Laplace transforms of some functionals.
The estimation for diffusion processes by discrete observation has been studied by several authors, see Prakasa Rao [13] and its references. Prakasa Rao [ 12, 131 treats this problem and shows that the least square estimator is asymptotically normal and efficient under the assumption hN"* + 0, the condition for "rapidly increasing experimental design" [ 131.
Here we show this holds for the MLE even when the condition is broken, i.e., in the case h3N = o( 1). Florens-Zmirou [3] discussed the estimation problem with discrete observation for a one-dimensional diffusion There it is shown that under h3N + 0 an approximate maximum likelihood estimator 0 of 8 has an asymptotic normal distribution and, for a quadratic variation type estimator c?* of G*, N1'2h'12(62 -a*) converges in distribution to a normal distribution. This model is particular as the unknown Q does not affect maximizing the likelihood function for 8. Including this model, we can prove the convergence of the joint distribution of an approximate maximum likelihood estimator and an estimator of S under h3N + 0.
Another approach for this problem is to use the MLE corresponding to the rigorous transition probability of the diffusion process from t = ti-1 to I = fi. Dacunha-Castelle and Florens-Zmirou [2] mention this approach for a one-dimensional diffusion process, whose transition probability function is written explicitly with an expectation of a functional of a Brownian bridge associated with the process. However, it does not seem easy in practice to calculate and maximize the likelihood function derived from this transition probability function, while it is theoretically important. The plan of this article is as follows. In Section 2 we prepare notations and assumptions used later on. Section 3 presents our main results. Proof of these results are given in Section 4.
NOTATIONS AND ASSUMPTIONS
In this section we state notations and assumptions used later on, Let 8,,, cro, So denote the true values of 8, 0, S, respectively. Suppose that B. E 8. Define as follows: ( > and it is smooth when, u* + u* # 0. When k < r, b = Z and S, E Rk @ Rk is positive definite, let 4 be the mapping S + e oRk@R' such that for i<j the (i,i)-elements of B are zero. Then 4 is a rational function of the elements of S and smooth. Since So is regular, q is also smooth. In the sequel, we assume a = 1 in (5) for simplicity as the argument is the same for arbitrary a. for c>O. We will show the weak convergence of the random field Z,, N( 3, . ). For this purpose, we have to prepare three propositions. Consider the Banach space Co(Rm) of the totality of real-valued continuous functions on R" vanishing at the inlinity with sup-norm. Let E = (Rk @ Rk) x Co(Rm) endowed with the product topology and let B be the Bore1 a-field of E. Moreover, let u,,, N = {u; I!?~ + (hN)-"' u E a}. For 1 UE Uh,N, z,,, N(S, u) have been defined and extend it to an element of CO(Rm) whose maximal points are contained in U,, N. Then, from Propositions 4, 5, and 6, we have the following result for the sequence of (E, B)-valued random variables {N'/2(s-So), zh, ,(& . )}. See, e.g., Ibragimov and Has'minskii [6] and Kutoyants [lo] . This two-dimensional diffusion is a degenerate one. The ergodic property is satisfied, which is seen more generally by Arnold and Kliemann [ 11.
Its invariant measure is a normal distribution on R* with mean zero and covariance matrix diag(02/2x02, a*/2~). The MLE (R, d2, S2) is asymptotically normal with covariance matrix diag(2rc, 2rcc0*, 2a4).
One of the applications of the weak convergence of the likelihood ratio process is to derive the asymptotic properties of likelihood ratio tests with restriction on parameter spaces. For this purpose, we may confine ourselves to calculating for the limits by means of the weak convergence. See Section 4 of Inagaki and Ogata [7] . The results there also hold for our Q,,, ,,(s, 0) automatically. In particular we obtain the same results about AIC with respect to the approximate likelihood Qh, ,,,($6). In conclusion, it should be noted that we may choose other consistent estimators for 3, and I!&,.
PROOFS
We often use the Novikov's moment inequality or BurkholderDavis-Gundy inequality for martingales without notice. 
From (l-3),
This proves the first assertion of the proposition. Next, we shall show that s, can be replaced by 3,. For E > 0 and u E R", put The following two lemmas serve to show Proposition 4, i.e., an analog of local asymptotic normality of experiments. ADi-,(Sy S,) dai-l(e, 0,). r=l
The second and the third terms in the right-hand side converges to zero in probability uniformly in u, and M for boundedness. Similarly, the bounded variational part of the first term of the right-hand side converges to zero in If g is small, the third term in the right-hand side is zero, the first term tends to zero from Lemma 1 and the second term tends to zero from Lemma 2. Therefore, for y > 0 and 5 > 0, if r is large,
