Hydrothermal scheduling is an important issue in the field of power system economics. The aim of the short-term hydrothermal scheduling is to optimize the hourly output of power generation for different hydrothermal units for certain intervals of time in order to minimize the total cost of generations. In this paper, a new meta-heuristic technique, symbiotic organisms search is implemented to solve short-term hydrothermal scheduling problem. The word ''symbiosis" defines the relationship between two different species. The relationships are mutualism, commensalism and parasitism, depending on which the algorithm works. To investigate its computational efficiency, symbiotic organisms search algorithm is employed to three test systems. The results obtained by the symbiotic organisms search algorithm are compared with those obtained by many recently developed optimization techniques such as evolutionary programming, genetic algorithm, differential evolution, teaching-learning based optimization, oppositional real coded chemical reaction based optimization and modified dynamic neighborhood learning based particle swarm optimization.
Introduction
Optimal scheduling of hydrothermal system is one of the important problems in power system operation which involves nonlinear objective function and a bunch of equality and inequality constraints. The important strategy behind hydrothermal coordination is to adopt an optimal plan to utilize hydro and thermal power plants economically. In this problem, optimal hourly release of water from the hydro reservoirs and output power of thermal units are determined in a schedule horizon in order to minimize the total operation cost. In hydrothermal system, the hydro reservoirs are connected hydraulically with each other. For this reason, downstream reservoirs are always dependent on upstream reservoir. The constraints those are related to hydrothermal scheduling (HTS) problem are power balance constraint, hydro discharge limits, generation limits, water availability constraint and prohibited discharge zones of hydro plants, etc. These constraints along with valve point loading effect make HTS problem a nonlinear nonconvex optimization problem, which is difficult to solve using classical optimization techniques.
Since the hydrothermal scheduling problem is very much important, in order to solve HTS problem several mathematical techniques have been employed so far such as Dynamic programming (DP) [1] , nonlinear programming (NLP) [2] , gradient search (GS) [3] , network flow and linear programming (LP) [4] [5] [6] , Newton's method [7] , Lagrange relaxation (LR) [8] , Lagrange multiplier method [9] and mixed integer programming (MIP) [10] . The DP method is more popular among these methods. However, this method suffers from the curse of dimensionality while finding the optimal solution as the system size increases. This leads to large memory storage and long computational time. The Newton's method is computationally stable and effective for solving a set of nonlinear equations. But one major drawback is the formation of Jacobian matrix which affects the applicability of its use in large systems. Linear programming is only applicable to the problems having linear objective function and constraints. Also, taking linear approximation would lead to error in scheduling result. In case of MIP method, integer variable makes an optimization problem non-convex and therefore it is difficult to solve. Memory and simulation time rise exponentially when more integer variables are added. The NLP method also has slow convergence and large memory requirement problems.
Due to certain drawbacks of different classical optimization techniques, evolutionary algorithms have been implemented to solve short-term hydrothermal scheduling problem such as simulated annealing (SA) [11, 12] , genetic algorithm (GA) [13] [14] [15] [16] , evolutionary programming (EP) [17] [18] [19] , Hopfield neural network (HNN) [20] , differential evolution (DE) [21] and optimal gamma based genetic algorithm (OGB-GA) [22] . However, these techniques have some drawbacks. In case of SA technique, it is difficult to set appropriate values of control parameters and it also suffers from a slow convergence process. EP and GA both are based on evolutionary method, but the essential encoding and decoding schemes are different. In case of GA method, the crossover and mutation operation required to diversify the offspring may be detrimental to actually reach an optimal solution [38] . With respect to this, the EP is most likely better when overcoming these disadvantages. EP method has a problem while solving multimodal optimization and slow convergence near optimum solution. The advantage of DE method is, the ability to search in a vast space of candidate solutions on the same time it has the same problem of slow convergence when it is subjected to a large system. Beside those EA based methods, some new EA techniques have been introduced to solve HTS problem. In 2012, Yand et al. [23, 24] used quantum inspired evolutionary algorithm to solve HTS problem. But due to solution accuracy and large computational time problems, they suggested differential real-coded quantum-inspired evolutionary algorithm (DRQEA) [23] to improve the solution quality. Later on, a clonal real-coded quantum-inspired evolutionary algorithm (CRQEA) [24] has been applied to solve HTS problem and provide a better solution than DRQEA. Basu in 2011 has introduced artificial immune system (AIS) [25] to solve hydrothermal scheduling problem. AIS method needs a small number of iterations and few control parameters to perform optimization which is an advantage of this method. Particle swarm optimization (PSO) [26, 27] , one of the most popular heuristic algorithms is applied to solve HTS problem. It is very much clear from the literature survey that it is able to generate good quality solution with less computational time. An improved particle swarm optimization (IPSO) [28] has been implemented to solve hydrothermal scheduling (HTS) problem and the results have confirmed its superiority compared to other techniques. Modified adaptive PSO (MAPSO) and Small Population-Based Particle Swarm Optimization (SSPSO) have been introduced by Amjady and Soleymanpour [29] and Zhang et al. [30] respectively to solve HTS problem. Recently, dynamic neighborhood learning scheme has been applied to PSO and collectively known as modified dynamic neighborhood learning particle swarm optimization (MDNLPSO) [31] . Fakhar et al. introduce fully-informed particle swarm optimization (FIPSO) [32] to solve noncascaded short-term hydro thermal scheduling problem. This is a variant of the canonical particle swarm optimization (CPSO) [32] . It shows better performance than other PSO techniques. Roy applied teaching learning based optimization (TLBO) [33] to solve hydro thermal scheduling problem. Furthermore, quasi-oppositional is added to TLBO (QOTLBO) [34] to improve the performance of TLBO. Bhattacharjee et al. proposed real coded chemical reaction based optimization (RCCRO) to solve short-term hydrothermal scheduling problem [35] . Later on, oppositional based RCCRO (ORCCRO) was introduced [36] to solve HTS problem and results show better performance of ORCCRO than RCCRO. In 2014 combination of real coded genetic algorithm (RCGA) and artificial fish swarm algorithm (AFSA) [37] was reported by Fang et al. to judge the performance of this algorithm to solve HTS problem. Narang et al. presented predator-prey based optimization (PPO) [38] technique to obtain optimal generation scheduling of short-term HTS problem. Cuckoo search algorithm (CSA) [39] and modified cuckoo search algorithm (MCSA) [40] were implemented to solve HTS problem by Thang Trung Nguyen et al. CSA method suffers from the slow convergence process for complex and large scale problems. In 2015 Gouthamkumar et al. solved shortterm hydrothermal scheduling problem using Disruption based gravitational search algorithm (DGSA) [41] . A result shows that DGSA is performed better than GSA. Krill herd algorithm (KHA) [42] is applied to solve short-term hydro thermal scheduling problem by Roy et al. He considered two test systems to evaluate the performance of KHA.
Recently one new meta-heuristic technique called Symbiotic Organisms Search (SOS) [43] is developed by Chang et al. This technique mainly follows the symbiotic relationship between two distinct species. In SOS, Mutualism phase, Commensalism phase and Parasitism phase are employed to perform optimization. One of the advantages of SOS is that, like other algorithm it does not have any specific tuning parameter other than population size. Therefore, it avoids the risk of improper parameter tuning which may affect the performance of the result. This method has already been tested on some selected benchmark functions and the results obtained are compared with those obtained by many recently developed effective optimization techniques such as Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Differential Evolution (DE) and Bees Algorithm (BA). The results show better performance of SOS compared to other meta-heuristic techniques. SOS has already proved its superiority compared to PSO [39] , GA [39] , DE [39] and BA [39] when applied to benchmark functions. Several drawbacks have been observed when those techniques are applied to solve HTS problems. These limitations have motivated the authors to apply SOS for solving HTS problem. In this article, SOS algorithm is applied to solve short term hydrothermal scheduling problem. The authors have focused to minimize the total cost of thermal generators considering the quadratic cost function as well as valve point loading effects, satisfying various constraints.
Paper organization:
The second section contains problem formulation, where the detailed mathematical formulation of HTS problem is given. In the next section an overview of SOS is provided. Application of the newly proposed algorithm to solve hydrothermal scheduling problem is given in sub-section 3.4. In section 4, simulation results are presented. The final conclusion is drawn in the section ''conclusion".
Problem formulation
Short term hydrothermal scheduling problem involves optimal hourly releases of water from hydro reservoirs to optimize the operating cost of thermal plant by considering several equality and inequality constraints such as power balance constraint, water availability constraint and generator operating limits.
Objective function
The main objective function of the short-term hydrothermal scheduling problem is to minimize the total generation cost of thermal plants while making use of water release from reservoirs as much as possible. The objective function and other constraints are expressed below:
where N s is the number of thermal plants. T indicates the total scheduling period and P s represents thermal power generation of kth thermal plant at time interval t. The quadratic fuel cost function of thermal generator is expressed using the following equation: 
where a ks , b ks , c ks , d ks and e ks are the fuel cost coefficients of the kth thermal plant and P s min (k) represents the minimum power generation of the thermal plant.
Constraints

Continuity equation for the hydro reservoir network
where V h (i,t), I h (i,t) and Q h (i,t) are the end storage volume, inflow, and discharge of reservoir i at a time interval t respectively. N h is the number of hydro plants; s m is the water transport delay from reservoir m to its immediate downstream; R u (i) is the set of upstream plants directly above hydro plant i. 
where P h (i,t) represents power generation of the ith hydro plant at time t. P h min (i) and P h max (i) are the minimum and maximum power generations of ith hydro plant. Hydro power generation is a function of water discharge and storage volume.
where c 1i ; c 2i ; c 3i ; c 4i ; c 5i and c 6i are the constant coefficients.
Power balance constraint
X Ns k¼1 P s ðk; tÞ þ
where P D (t) and P L (t) are the predicted demand and total transmission losses at time interval t.
Figure 5
Hydro reservoir test network. 
Symbiotic Organisms Search (SOS) Algorithm
The technique has been developed by Min-Yuan Cheng and Daddy Praygo in 2014 [43] . The technique is inspired by the nature like all other soft computing techniques. Symbiosis is a Greek word which means ''living together". Symbiosis describes the relationship between two different species. The relationship between the two species may be obligated or facultative indicating that one depends on another for survival or they can live with each other in a mutual beneficial relationship. The most common types of symbiotic relationship observed in nature are mutualism, commensalism and parasitism.
Mutualism phase
In mutualism relationship, both the distinct species are benefited. One common example is the relationship between bees and flowers where both are benefited. Bees collect nectar from flowers and turn into honey, in that way bees are benefited. During this process it transfers pollen from one flower to another, which assists pollination. Fig. 1 shows the mutualism relationship between bees and flowers. In order to develop mutualism relationship the following equations are proposed:
where X i is an organism matched to the ith member of the ecosystem and X j is randomly selected from the ecosystem to interact with X j . Mutual_Vector (15) represents the relationship between the organisms X i , and X j . BF 1 and BF 2 represent benefit factors. Benefit factors are determined randomly either 1 or 2. Actually the purpose of benefit factors can be explained as follows. In nature, when two different species are interacting with each other, one may benefit more than others. Suppose organism X i interacts with organism X j , it may possible X i receives huge benefit; meanwhile, X j might only get adequate benefit. These factors reflect the level of benefit to each organism.
Commensalism phase
Commensalism, in biology is a relationship between individuals of two species in which one species obtain food or other benefits from the other without harming or benefiting the latter. Relation between remora fish and shark is an example of commensalism, as shown in Fig. 2 . Remora fish is always attached with the sharks and eats leftover food of a shark without harming or benefiting them. In this way they make a commensalism relationship with sharks. Like mutualism phase X j is selected randomly to interact with X i and a new candidate solution X inew can be calculated as follows:
where (X best À X j ) shows the beneficial advantages in order to increase the survival adaptation contributed by X j to help X i in the ecosystem. Here X best represents the highest degree of adaptation. 
Parasitism phase
Parasitism is a relationship between two organisms where one is usually harmed and the other gets benefits from the relationship. The organism that benefits is known as the 'parasite', and the one that is harmed from the relationship is known as the 'host'. Example of parasitism is the deer tick shown in Fig. 3 . The deer tick gets attached to an animal to suck its blood and in that way it gets benefited. But it also carries some Lyme disease, causing joint damage and kidney problems, which affect the animal and the animal suffers from lack of bloods and may get sick. In SOS, X j plays the same roles of deer tick and similar to other phase X j is selected randomly and it serves as a host to the parasite vector. Parasite vector is an artificial parasite created in the search space. If the fitness value of the parasite vector is better than X j , it will replace organism X j . If the fitness value of X j is better it will have immunity from the parasite and the parasite vector will no longer be able to live in that ecosystem.
Application of Symbiotic Organisms Search (SOS) Algorithm in HTS problem
In this article, problem formulation has been done considering hydro unit's discharges and output of thermal units as a decision variable. Hydro power outputs are considered as dependent variables. Each set of ecosystem matrix contains hydro unit's discharge and thermal units which may be represented as follows:
The detailed steps of hydrothermal scheduling problem using SOS are given in the form of a flowchart as shown in Fig. 4 .
Simulation results
In order to verify the efficiency of the algorithm, SOS [43] , it has been applied to three test systems to solve short-term hydrothermal scheduling problem. Results have been compared with many other previously applied methods such as Figure 10 Hourly variation of water discharge of different hydro plants for test system 1 (Case II), obtained by SOS. Figure 11 Hourly variation of Hydro reservoir storage volume for test system 1 (Case II), obtained by SOS. Figure 12 Hourly variation of hydro generation, thermal generation and load demand of Test system 1 (Case II). Figure 13 Convergence characteristics obtained by SOS for case II of test system 1. Figure 14 Convergence characteristics obtained by SOS for test system 2.
Figure 15
Hourly variation of water discharge of different hydro plants for test system 2, obtained by SOS. Figure 16 Hourly variation of Hydro reservoir storage volume for test system 2, obtained by SOS.
AIS [25] , DE [21] , EP [17] [18] [19] , PSO [26, 27] , IPSO [28] , MAPSO [29] , SPSO [30] , RCCRO [35] , ORCCRO [36] , DRQEA [23] , TLBO [33] and MDNLPSO [31] . All programs have been written in MATLAB-2013. A personal computer with the configuration of 4 GB RAM, 1.80 GHz and core i3 processor is used for programming purpose.
Description of test systems
Test system 1
Test system 1 consists of four hydro plants and an equivalent thermal plant. Fig. 5 shows how hydro-plants are intercon-nected with each other hydraulically. The schedule period is taken 1 day with 24 intervals, each with 1 hour. Here, along with other equality and inequality constraints, another constraint like prohibited discharge constraints [18] is considered. Water transport delay of successive reservoir is also considered. The input data for this test system have been taken from [14] .
4.1.1.1. Case I. Here valve point loading effect of thermal generator and prohibited discharge zone of hydro reservoir are not considered. The fuel cost function of thermal unit is considered to be quadratic. The problem is solved using SOS. Total No. of eco size and maximum number of iterations selected for this case are 100 and 200 respectively. Hourly discharge of hydro reservoir and hydrothermal generation values obtained by SOS is given in Table 1 . Optimal hourly water discharge and reservoir storage volume of four hydro plants are depicted in Figs. 6 and 7 respectively. Fig. 8 depicts the load demand and total hydro and thermal power generation over the entire scheduling period. Fig. 9 shows the cost convergence characteristics of SOS. Table 2 represents minimum, maximum and average cost obtained by SOS and other already applied methods.
Case II.
Here prohibited discharge zone of hydro reservoirs is considered, but valve point loading effect of thermal generator is not considered. Prohibited discharge zone data are taken from [18] . The fuel cost function is considered the same as the previous case. Optimal solution obtained by SOS is given in Table 3 . Optimal hourly water discharge and reservoir storage volume of hydro plants obtained by SOS are shown in Figs. 10 and 11 respectively. The hourly variation of total hydro and thermal generations with load demand is Figure 17 Hourly variation of hydro generation, thermal generation and load demand of Test system 2. shown in Fig. 12 . The cost convergence characteristic of SOS is shown in Fig. 13 . Table 4 represents minimum, maximum and average cost obtained by SOS and other already applied methods such as IPSO [33] and TLBO [33] .
Test system 2
Test system 2 comprises of a multi-chain cascaded system having four reservoir hydro plants and ten numbers of thermal plants. The valve point loading effect of thermal generator is Figure 18 Convergence characteristics obtained by SOS in case of test system 3.
taken into consideration in this case to illustrate the performance of the SOS method. But transmission loss is not taken into consideration for this test system. Hydro power generation coefficient, reservoir inflows, reservoir volume limits, discharge limits and generation limits are taken from [14] .
Other input data such as cost coefficient, thermal generator limits and load demand have been taken from [21] . Scheduling period is one day and divided into twenty-four intervals. Total number of iterations and eco size is considered to be 30 and 200 respectively. The convergence characteristic is shown in Fig. 14. Fig. 15 shows the optimal hourly water discharge of four hydro reservoirs attained by SOS algorithm. The variation of hydro reservoir's water volume obtained by the SOS method is presented in Fig. 16 . The hourly variation of total hydro and thermal generations with load demand is depicted in Fig. 17 . Optimal hourly discharges of water and hydro power generation in each interval obtained by the SOS method are mentioned in Table 5 . Table 6 represents the output from 10 thermal generators achieved by SOS algorithm. The comparative results are shown in Table 7 .
Test system 3
As compared with test system 2, test system 3 is relatively large having eight hydro plants and twenty thermal plants. The Fig. 18 . Hourly water discharge of hydro plants and hydro power generations obtained by SOS is given in Tables 8 and  9 respectively. Table 10 represents the output of twenty thermal generators in each interval obtained by SOS. The result of comparison between SOS and other methods is shown in From the comparative study, it is clear that SOS has the ability to provide quality solution in less time. This shows the effectiveness of this algorithm to solve HTS problem.
Effect of eco size on the performance of SOS
To observe the effect of eco size on the performance of SOS, test system 2 is considered. In this test system, SOS is run for 25 independent trials with eco size of 10, 20, 30, and 40 and 50 respectively. The minimum cost, maximum cost, average cost, simulation time and number of hits to optimal solution achieved by SOS for different sets of eco size are shown in Table 12 . From that table, it is very much clear that the best solution can be obtained more steadily for an eco size of 30 Bold signifies the better result in terms of solution quality. for this test system. When eco size is set beyond 30, there is no improvement on the best solution. Moreover, the simulation time is also increased.
Conclusions
This paper proposes, a new meta-heuristic technique named SOS is applied to solve fixed-head short-term hydrothermal scheduling problem in order to minimize the fuel cost of a thermal power plant. In this paper, the scheduling has been done considering both quadratic and non-convex fuel cost functions. The results obtained by SOS have been compared with the results obtained using GA, DE, PSO, IPSO, MAPSO, SPSO, RCCRO, ORCCRO, DRQEA, TLBO and MDNLPSO, etc. It is evident from the comparison that, the SOS algorithm is more efficient than the various methods mentioned in the literature, in terms of solution quality and simulation time. Therefore, the SOS method may be considered as a superior means to solve fixed-head short term hydrothermal scheduling problems as well as this method may also be extended to solve medium-term and long-term hydrothermal scheduling problem. 1  800,000  1,500,000  1,000,000  1,200,000  50,000  150,000  0  500  2  500,000  1,200,000  800,000  700,000  60,000  130,000  0  500  3  1,000,000  2,400,000  1,700,000  1,700,000  100,000  300,000  0  500  4  700,000  1,600,000  1,200,000  1,400,000  130,000  250,000  0  500  5  800,000  2,200,000  1,000,000  1,200,000  50,000  200,000  0  500  6 600,000 1,850,000 800,000 1,300,000 60,000 200,000 0 500 7 1,000,000 2,900,000 1,700,000 1,800,000 100,000 400,000 0 500 8 500,000 2,600,000 1,200,000 2,200,000 130,000 310,000 0 500 3  2720  15  4260  4  2580  16  4140  5  2580  17  4260  6  2820  18  4280  7  3300  19  4480  8  4000  20  4560  9  4480  21  4480  10  4640  22  4240  11  4460  23  3700  12  4620  24  3180 
