We calculate the minimal number of queries sufficient to find a local maximum point of a function on a discrete interval, for a model with M parallel queries, M 1. Matching upper and lower bounds are obtained. The bounds are formulated in terms of certain Fibonacci type sequences of numbers.
Introduction
Query complexity has been extensively studied in the context of decision trees, sorting and searching problems (see, e.g., [7, 8, 4] ) as well as in recursion theory [5] . It is relevant in the situation, where one has costly access to (parts of) the input data, whereas the time and space costs of the computation can be ignored. If the input is given in the form of a finite function f and as the model of computation one considers, say, oracle Turing machines that may ask questions of the form f (x) = ?, the natural query complexity measure means the minimal number of oracle queries necessary to solve a given problem (depending on the size of the domain of f ).
This paper deals with one particular problem of the above kind. Given a finite function f : {0, . . ., n} → N the task is to find a local maximum point (lmp) of f , that is, a point x such that the value of f at x exceeds those at the neighbors of x. (The neighbors of x are x − 1 and x + 1, if 0 < x < n, and the points 0 and n each have only one neighbor, 1 and n − 1, respectively.)
A similar problem can also be formulated in the continuous case, when the function f has real arguments and values, the local maximum points of f being defined as usual. Here one cannot hope for an exact determination of a local maximum point. Rather, one is interested in localizing such a point within a small interval of uncertainty and minimizing the number of necessary queries depending on the length of the uncertainty interval. From the point of view of the query search the discrete and the continuous cases are quite similar, but in this paper we only deal with the discrete problem.
The problem of finding a maximum point of a function belongs to classical mathematical problems and numerous search methods are known. However, in this paper we study very restricted, in a sense, search procedures that are only based on querying the values of the function. This kind of procedures are practically important when no additional regularity conditions on the function, such as the existence of derivatives, etc., are being postulated. Such functions often arise, for example, from sets of experimentally collected data. Thus, query search for a maximum has many applications in statistics, optimal control, engineering and economics.
As just one example the reader may think about an oil refinery and making probes to determine certain parameters of the product. Such probes are being done in practice in order to optimize (in real time) the refining process. Every single probe is quite costly, which makes it important to minimize the total amount of probes. This brings the problem, theoretically speaking, to the realm of query complexity.
As early as in the '50s the problem of finding a maximum point of a unimodal function (that is, the function with a single local maximum on a given interval) attracted the attention of analysts in the continuous case. In [6] the now well-known Fibonacci search technique was proposed and shown to be optimal (see also [1] ). The same technique applies in the discrete case for a model with dependent queries. It yields that log α (n) queries (up to a small additive constant) are sufficient to find a local maximum point of a function on an interval of length n, where α =
is the 'golden ratio'. It can be extracted from Kiefer's result that this number of queries is worst case optimal. Rather than doing this we give another more transparent proof in Theorem 2.
In the present paper a more general situation is considered, when our computing device can ask M queries simultaneously, the model with parallel queries. We obtain matching upper and lower bounds on the number of such M-queries needed to find a local maximum point of a discrete function. This leads to a family of search procedures that generalize Fibonacci and binary search (respectively, for odd and even M).
Finally, we note that our own interest in local maximum search came from a completely different direction: applications of query complexity in logic and formal arithmetic. In the papers [2, 3] , query complexity lower bounds were applied to separate some fragments of Peano arithmetic. In particular, in [3] a logarithmic lower bound on the query complexity of the problem of computing a lmp of a discrete function 2 was used to show the independence of the schema of induction for decidable predicates I ∆ 1 from the set of all true arithmetical Π 2 -sentences.
Of course, the exact bounds and concrete constants dealt with in this paper are not very relevant to such theoretical applications. But, as indicated above, they might be practically important. Besides, such results are mathematically attractive because of their relation to the remarkable sequence of Fibonacci numbers.
Definitions and notations
Let N = {0, 1, . . .} be the set of natural numbers. 
An M-query to a function f consists of M 1 ordinary queries of the form f (x) = ? made and answered simultaneously. Thus, an M-query is determined by an M-tuple of arguments and receives an M-tuple of values as a result.
q M (n) denotes the minimal number of M-queries that suffices for an oracle Turing machine M f to find a lmp of f on the interval [0, n]. (Alternatively, one could define q(n) as the minimal depth of an appropriate decision tree solving the same problem.)
The upper bound
Given an M 1 we define a sequence of nonnega- 
We first consider the case of M = 2m and reason by induction on k. For k = 1 the claim is obvious.
We have the following three options, and in each case define the corresponding interval J :
J has length η M k − 1 and, by the induction hypothesis, one can find a lmp z in J using k − 1 queries. If z is an interior point of J or a boundary point of I , then z is a lmp in I . Otherwise, its neighbor point z / ∈ J occurs, by construction, in X. If f (z ) f (z), then z is a lmp in I , otherwise z is a lmp in I . Thus, a lmp can be found using k queries.
In the case of M = 2m − 1 we introduce an auxiliary functionq M (k)
Lemma.q
M (k) k, for M, k 1.
Proof. By induction on k.
Basis:
Consider Let x i ∈ X be such that f (x) f (x i ) for all x ∈ X. Then we have the following three options and define the corresponding interval J :
J has lengthη M k − 2, and f is defined at a suitable point x i ∈ J such that the condition on the domain of f is satisfied. (Indeed, it is easy to see that for the closest to 
J =η M k − 2 and F is defined at an appropriate point x i ∈ J . Hence, by the lemma, one can find a lmp z in J using k − 1 queries. By the reasoning similar to the one in the lemma we then find a lmp in I using k queries. ✷
The lower bound
Here we show that the algorithm presented in Theorem 1 is optimal. We will need the following two "pigeonhole"-type statements.
Let us fix some M, k 
Proof. For an interval
I = [0, η k+1 ] assume, for a contradiction, that |I i ∩ X| 2 for all 1 i m. Then M |X| m i=1 |I i ∩ X| 2m = M + 1, if M is odd. If M is even, it follows that |(p m , η k+1 ] ∩ X| = 0, hence |[p m , η k+1 ] ∩ X| |(p m , η k+1 ] ∩ X| + 1 1. Yet, η k+1 − p m =η k − 1, a contradiction. ✷
If M is odd, let us assume, for a contradiction, that neither (1) nor (2) 
Proof. Let us fix M 1. Given an interval I of length η M k+1 , k 1, we shall construct, for any oracle Turing machine M that asks k queries, a function f : I → N such that M f fails to compute its lmp.
We simulate the computation of M on input I while suitably defining the values of f , whenever we need an answer to an oracle query. We define f in stages. At stage i our data consists of a finite function f i , an interval I i , and a certain parameter height h i . Initially I 0 = [a 0 , b 0 ] = I , f 0 is an empty function, and h 0 = 0.
For 1 i k, f i will be the part of f defined immediately after the ith query X i is answered. We shall select the ith interval I i and the height h i depending on the current query X i and the preceding state I i−1 , f i−1 , h i−1 . Then f i−1 will be extended to a function f i such that X i ⊆ dom(f i ), and we can proceed with the simulation of M. Our aim is to satisfy the following conditions, for all 1 i k: 
and, for all x ∈ I i−1 :
Case II. f i−1 is defined at some point z i−1 ∈ I i−1 ,
and, for all x ∈ I i−1 : Since we assume that M asks at most k queries, it terminates within k steps of the construction and reaches some state I k , f k , h k where, by Conditions (1) and (2), either (I) I k is of length η 1 = 0 and f k is not defined on I k , or (II) I k is of lengthη 1 − 1 = 1 and f k is defined at no more than one point on I k .
Let y be the output of M f k . Clearly, it will have the same output y for any function f extending f k . In both Cases I and II above there is at least one point in I k where f k is not yet defined. Therefore, taking into account Conditions (3) and (4), f can always be defined at this point in such a way that y is not a lmp. For such an f machine M f does not faithfully compute a lmp on I . ✷
Conclusion
As a corollary of the previous theorems we obtain
Note that α 1 is the 'golden ratio'. 
Proof
The latter has two (linearly) independent solutions η k+1 = α k and η k+1 = β k , where Variants and generalizations of the problem of finding a local maximum point also make sense in other contexts. In a subsequent paper we present results on complexity of finding a local maximum of a function on some classes of connected graphs, including multidimensional grids [0, n] d . Mitiaguine [9] has recently proved a linear lower bound √ 2 n and an upper bound 5 2 n for the case of planar grids [0, n] 2 . In this case Fibonacci-like numbers do not seem to play any role. However, to the best of our knowledge the exact constant has not been established so far.
