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Cultural evolution, or change in the socially learned behavior of a population over time, is
a fascinating phenomenon that is widespread in humans and present in some non-human
animals. In this dissertation, I present an array of cultural evolutionary studies that bridge
pattern and process in a wide range of research models including music, extremism, and
birdsong. The first chapter is an introduction to the field of cultural evolution, including a
bibliometric analysis of its structure. The second and third chapters are studies on the cul-
tural dynamics of music sampling traditions in hip-hop and electronic music communities and
far-right extremism in the United States, using social network analysis and epidemiological
modeling, respectively. The fourth and fifth chapters are studies on how cultural transmis-
sion biases influence population-level changes in music sampling traditions and house finch
song, using a combination of agent-based modeling and machine learning. The sixth chapter
is a technical report on computerized birdfeeders that were used to remotely collect data on
the social network structure of a wild house finch population. Lastly, the seventh chapter
applies a novel phylogenetic method based on dynamic community detection to reconstruct
the cultural evolution of electronic music.
Chapter 1 The science of cultural evolution is unified in its application of evolution-
ary logic to socially transmitted behavior, but diverse in methodologies and assumptions.
v
Qualitative reviews have encouraged integration by illuminating points of divergence and
fostering interaction. This effort would be greatly enhanced by quantitative data on pat-
terns of collaboration and idea sharing in the literature. In the present study, we apply
a novel combination of network, cluster, and bibliometric analyses to an extensive dataset
of publications on cultural evolution, in order to represent the structure of the field and
evaluate the level of disciplinary integration. We first construct a co-authorship network
and identify subdisciplines. We then use bibliometric analyses to describe each subdiscipline
and investigate trends in collaboration and productivity. Lastly, we assess the topographical
distance and degree of citation sharing between subdisciplines, as well as the diversity of
subject categories within subdisciplines. Our results reveal an increase in productivity and
collaboration over time, albeit a higher inequality in author productivity than expected. Our
structural approach reveals research subcommunities with differential levels of integration,
citation sharing, and subject diversity. These findings confirm the emergence of a vigor-
ous interdisciplinary field, and indicate ways to foster integration and synthesis in cultural
evolution.
Chapter 2 Music sampling is a common practice among hip-hop and electronic producers
that has played a critical role in the development of particular subgenres. Artists preferen-
tially sample drum breaks, and previous studies have suggested that these may be culturally
transmitted. With the advent of digital sampling technologies and social media the modes
of cultural transmission may have shifted, and music communities may have become de-
coupled from geography. The aim of the current study was to determine whether drum
breaks are culturally transmitted through musical collaboration networks, and to identify
the factors driving the evolution of these networks. Using network-based diffusion analy-
sis we found strong evidence for the cultural transmission of drum breaks via collaboration
between artists, and identified several demographic variables that bias transmission. Ad-
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ditionally, using network evolution methods we found evidence that the structure of the
collaboration network is no longer biased by geographic proximity after the year 2000, and
that gender disparity has relaxed over the same period. Despite the delocalization of com-
munities by the internet, collaboration remains a key transmission mode of music sampling
traditions. The results of this study provide valuable insight into how demographic biases
shape cultural transmission in complex networks, and how the evolution of these networks
has shifted in the digital age.
Chapter 3 Increasing levels of far-right extremist violence have generated public concern
about the spread of radicalization in the United States. Previous research suggests that rad-
icalized individuals are destabilized by various environmental (or endemic) factors, exposed
to extremist ideology, and subsequently reinforced by members of their community. As such,
the spread of radicalization may proceed through a social contagion process, in which extrem-
ist ideologies behave like complex contagions that require multiple exposures for adoption.
In this study, I applied an epidemiological method called two-component spatio-temporal in-
tensity modeling to data from 416 far-right extremists exposed in the United States between
2005 and 2017. The results indicate that patterns of far-right radicalization in the United
States are consistent with a complex contagion process, in which reinforcement is required
for transmission. Both social media usage and group membership enhance the spread of ex-
tremist ideology, suggesting that online and physical organizing remain primary recruitment
tools of the far-right movement. In addition, I identified several endemic factors, such as
poverty, that increase the probability of radicalization in particular regions. Future research
should investigate how specific interventions, such as online counter-narratives to battle pro-
paganda, may be effectively implemented to mitigate the spread of far-right extremism in
the United States.
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Chapter 4 One of the fundamental questions of cultural evolutionary research is how
individual-level processes scale up to generate population-level patterns. Previous studies in
music have revealed that frequency-based bias (e.g. conformity and novelty) drives large-scale
cultural diversity in different ways across domains and levels of analysis. Music sampling is
an ideal research model for this process because samples are known to be culturally trans-
mitted between collaborating artists, and sampling events are reliably documented in online
databases. The aim of the current study was to determine whether frequency-based bias has
played a role in the cultural transmission of music sampling traditions, using a longitudi-
nal dataset of sampling events across three decades. Firstly, we assessed whether turn-over
rates of popular samples differ from those expected under neutral evolution. Next, we used
agent-based simulations in an approximate Bayesian computation framework to infer what
level of frequency-based bias likely generated the observed data. Despite anecdotal evidence
of novelty bias, we found that sampling patterns at the population-level are most consistent
with conformity bias. We conclude with a discussion of how counter-dominance signaling
may reconcile individual cases of novelty bias with population-level conformity.
Chapter 5 In this study, we used a longitudinal dataset of house finch (Haemorhous
mexicanus) song recordings spanning four decades in the introduced eastern range to as-
sess how individual-level cultural transmission mechanisms drive population-level changes in
birdsong. First, we developed an agent-based model (available as a new R package called
TransmissionBias) that simulates the cultural transmission of house finch song given differ-
ent parameters related to transmission biases, or biases in social learning that modify the
probability of adoption of particular cultural variants. Next, we used approximate Bayesian
computation and machine learning to estimate what parameter values likely generated the
temporal changes in diversity in our observed data. We found evidence that strong content
bias, likely targeted towards syllable complexity, plays a central role in the cultural evolution
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of house finch song in western Long Island. Frequency and demonstrator biases appear to
be neutral or absent. Additionally, we estimated that house finch song is transmitted with
extremely high fidelity. Future studies should use our simulation framework to better un-
derstand how cultural transmission and population declines influence song diversity in wild
populations.
Chapter 6 Radio-frequency identification (RFID) is an increasingly popular wireless tech-
nology that allows researchers to monitor wild bird populations from fixed locations in the
field. I have developed an RFID-equipped birdfeeder based on the Raspberry Pi Zero W, a
low-cost single-board computer, that collects continuous visitation data from birds marked
with passive integrated transponder (PIT) tags. Each birdfeeder has a perch antenna con-
nected to an RFID-reader board on a Raspberry Pi powered by a portable battery. When
a tagged bird lands on the perch to eat from the feeder, its unique code is stored with
the date and time on the Raspberry Pi. These birdfeeders require only basic soldering and
coding skills to assemble, and can easily be outfitted with additional hardware like video
cameras and microphones. I outline the process of assembling the hardware and setting up
the operating system for the birdfeeders. Then, I describe an example implementation of
the birdfeeders to track house finches (Haemorhous mexicanus) on the campus of Queens
College in New York City.
Chapter 7 Cultural phylogenies, or “trees” of culture, are typically built using methods
from biology that use similarities and differences in artifacts to infer the historical rela-
tionships between the populations that produced them. While these methods have yielded
important insights, particularly in linguistics, researchers continue to debate the extent to
which cultural phylogenies are tree-like or reticulated due to high levels of horizontal trans-
mission. In this study, we propose a novel method for phylogenetic reconstruction using
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dynamic community detection that explicitly accounts for transmission between lineages.
We used data from 1,498,483 collaborative relationships between electronic music artists to
construct a cultural phylogeny based on observed population structure. The results suggest
that, although vertical transmission appears to be dominant, horizontal transmission is com-
mon and populations never become fully isolated from one another. In addition, we found
evidence that electronic music diversity has increased between 1975 and 1999. The method
used in this study is available as a new R package called DynCommPhylo. Future studies
should apply this method to other cultural systems such as academic publishing and film,
as well as biological systems where high resolution reproductive data is available, to assess
how levels of reticulation in evolution vary across domains.
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Chapter 1
A bibliometric analysis of the
interdisciplinary field of cultural
evolution
1.1 Introduction
The study of cultural evolution is an interdisciplinary endeavor that has captivated re-
searchers from a diverse array of fields including evolutionary biology, anthropology, psy-
chology, sociology, and computer science. This diversity of research communities and back-
grounds has understandably been accompanied by a similarly broad range of approaches and
methods (Richerson and Boyd, 2005; Driscoll, 2017; Mesoudi, 2015; Lewens, 2015). Evolu-
tionary biology is often seen by cultural evolutionists as a reference point in terms of how
an interdisciplinary science can be integrated upon a unified theoretical footing (Mesoudi
et al., 2006). The history of evolutionary biology also illustrates, however, the diversity
of working hypotheses or assumptions that can underlie research and reporting in an in-
terdisciplinary field, often along disciplinary lines (Mayr, 1982). Classic typical differences
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of opinion between evolutionary paleontologists and neontologists, for instance, or between
those who study change at the levels of molecules versus traits, have been covered in detail,
and many of these differences are now reduced or even largely resolved (Adler et al., 2007;
Hahn, 2008), although new or revised points of divergence are always arising (Laland et al.,
2014; Pigliucci, 2006). Similarly, the various approaches of cultural evolutionists, especially
in different disciplines, can carry with them different working hypotheses, or even explicit or
implicit assumptions that are not shared across research communities. If such communities
have little interaction or cooperation, these differences of opinion will become entrenched
and hinder progress in the field. Understanding and synthesis among the various commu-
nities that perform cultural evolutionary research is currently underway, as represented for
instance in the founding of the Cultural Evolution Society (CES). On the CES website, the
participants of the 2015 workshop that inspired the founding of the society are described as
coming from a “melting pot of disciplines that need to become integrated to create a science
of cultural change informed by evolutionary theory” (http://bit.ly/2tmeJZ6). The inte-
gration of this “melting pot” could help to recontextualize studies from different disciplines
to strengthen the field’s empirical base (Mesoudi et al., 2006; Henrich et al., 2008), and to
increase the application of cultural evolutionary knowledge to policy matters (Gibson and
Lawson, 2015). Additionally, as the application of evolutionary logic becomes more popular
in the public sphere, the field of cultural evolution will benefit by fostering a stronger, more
unified empirical and methodological foundation for evolutionary approaches to sociocultural
questions (Smith et al., 2001; Mace, 2014).
Proposals to integrate knowledge from diverse disciplines often involve the encourage-
ment of interdisciplinary research. Interdisciplinary research is becoming more common
(Porter and Rafols, 2009) and increasingly en vogue, as evidenced by the five-fold increase
in publications tagged as {“interdisciplinary”} on Web of Science between 2002 and 2016,
which is twice the increase in Web of Science entries as a whole over that period. In fact,
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both the U. S. National Science Foundation and National Institutes of Health have made
the support of interdisciplinary research an explicit goal of their respective strategic initia-
tives (National Science Foundation, 2014; National Institutes of Health, 2016). Although
interdisciplinarity is often used as a rallying cry among scientists, some have advised cau-
tion (Jacobs and Frickel, 2009). A recent study found that researchers collaborating across
disciplinary boundaries tend to publish fewer, more highly cited papers, but, interestingly,
this “productivity penalty” was significantly lower for authors in more interdisciplinary fields
(Leahey et al., 2017). This indicates that, for authors in an already interdisciplinary field
such as cultural evolution, the benefits of increased citation probably outweigh any costs to
productivity. Additionally, the critique that interdisciplinarity could divert focus from more
targeted, mechanistic questions assumes that fields have already developed the methodolog-
ical underpinnings to investigate those questions. For a less developed field like cultural
evolution, in which researchers have been working with different assumptions for decades
(Acerbi and Mesoudi, 2015; Claidière and André, 2011), theoretical unification could lead to
an increase in empirical investigation and “more dynamic applications of emerging knowl-
edge” (Aboelela et al., 2007).
In order to understand the interdisciplinarity of cultural evolution, either with respect
to the diversity of thought and practice or to the degree to which research communities
communicate with each other, we have to know who those research communities are. Previ-
ous suggestions have depended upon broad, qualitative and subjective descriptions of field
structure (Wimsatt, 2013; Mesoudi et al., 2006; Henrich et al., 2008). These are valuable,
especially as they highlight frequent points of divergence in ideas, and promote simple con-
ceptualization of possible challenges. However, only quantitative data on the structure of
the field of cultural evolution can delineate actual communities, determine whether they fall
along disciplinary lines, assess degrees of communication and cross-fertilization, and inform
specific goals about how to encourage integration and synthesis. Quantitative methods can
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also provide a baseline for future studies to determine how well such synthesis is proceeding.
Bibliometrics, or the statistical analysis of published works, was first described by Pritchard
(1969), and bibliometric approaches have since been used to analyze scientific literature in
fields as diverse as neuroscience (Yeung et al., 2017), water security (Huai and Chai, 2016),
and bariatric surgery (Dabi et al., 2016). Additionally, bibliometric methods have been used
to support historical assumptions about the development of fields (Raina and Gupta, 1998),
identify connections between scientific growth and policy changes (das Neves Machado et al.,
2015), and investigate the collaborative structure of an interdisciplinary field (Liu and Xia,
2015). Evidence suggests that collaboration may positively increase productivity (Landry
et al., 1996; Lee and Bozeman, 2005), impact (Larivière et al., 2014), and citation rate
(Figg et al., 2006), making it a key feature of bibliometric studies. Historically, bibliometric
analyses have been limited by data accessibility, but the establishment of web-based citation
indexing databases has increased their scope. Web of Science (WoS), a database with records
from more than 33,000 journals (Clarivate Analytics, 2017), is a particularly useful resource
for bibliometrics research because each record is tagged with key information such as author
name, source, cited references, keywords, and research area. Additionally, users are able to
download the complete metadata for every publication resulting from a given search term.
Access to these nearly exhaustive bibliometric datasets, in combination with social net-
work analysis, has allowed researchers to investigate previously inaccessible questions about
how scientific fields are structured. The construction of co-authorship networks, in which
each node represents an author and each link represents a co-authorship relationship, can
provide particularly valuable insight into the topography of a given field. Co-authorship
represents a direct working relationship between authors, and is often used as a proxy mea-
sure for scientific collaboration in bibliometric studies. Unfortunately, large networks are
challenging to visualize with traditional mapping methods. VOS (visualization of similarity)
mapping is a recently developed technique that allows representative and intelligible visu-
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alization of more complex networks (van Eck and Waltman, 2007), and has been combined
with modularity-based clustering to parse networks into discrete clusters based on the asso-
ciation strength among nodes (Waltman et al., 2010). We utilize VOS mapping in this study
because of its ability to simultaneously map and identify clusters within a network, and its
widespread use in recent bibliometric analyses (Taşkın and Aydinoglu, 2015; Sweileh et al.,
2016a,b).
One challenge in using network analysis to evaluate the structure of a field is the accurate
identification and labeling of subdisciplines. Previous studies have largely depended upon the
subject categories developed by the Institute for Scientific Information (ISI) and assigned
by WoS, but these categories are general, retrospective, and do not adequately describe
the structures of emerging fields such as cultural evolution (Pudovkin and Garfield, 2002;
Wagner et al., 2011). Rather than sorting authors into existing scientific categories, we
chose to take a “structural approach” by classifying subdisciplines a posteriori, based on
the discrete clustering patterns identified in the co-authorship network during the mapping
process (Wagner et al., 2011). One of the more recently developed methods for classifying
subdisciplines involves the identification and description of core documents in co-citation
and bibliographic coupling networks (Glänzel and Thijs, 2011, 2017). Glänzel and Thijs
(2011) found this method to be particularly effective for identifying topics in emerging fields,
where text-based classification (e.g. keyword usage) might overestimate the degree of overlap
between subdisciplines. We chose to apply this method to our co-authorship network by
identifying a set of core authors for each cluster (defined by the number of co-authorship links
they have with other nodes) and evaluating their disciplinary affiliations, methodological
approaches, and intellectual contributions. Although this approach increases the difficulty of
placing authors into discrete disciplinary categories, it allows for more realistic and nuanced
classification of clusters.
By employing a novel combination of network, cluster, and bibliometric analyses to an
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extensive dataset of journal article metadata, we aim to determine the degree of intellectual
integration among subdisciplines in the field of cultural evolution, in order to inform more
targeted efforts towards future synthesis.
1.2 Methods
All articles used in this study were retrieved from the WoS Core Collection. The search term
{“cultural evolution”} was used in the topic field, and results were filtered by publication
year through 2017. The complete metadata for each resulting publication, as well as a subject
category frequency list, was compiled and manually exported on July 10, 2018.
VOSviewer (version 1.6.8), a network analysis software tool used to analyze bibliometric
data, was used to construct a collaboration network based on co-authorship (van Eck and
Waltman, 2009). In order to prevent articles with many co-authors from biasing network
structure, we utilized fractional counting and excluded articles with more than 10 co-authors
(Perianes-Rodriguez et al., 2016). The resolution was set to 0.03, the highest setting that
resulted in a manageable number of clusters with suitable sample sizes, with no minimum
cluster size. Any redundant names were eliminated using a thesaurus file, so that each author
with multiple entries was designated by their last name and first initial (i.e. RICHERSON,
PJ to RICHERSON, P). In order to avoid author name disambiguation, which is known to
influence the structure of co-authorship networks, individuals with the same last name and
first initial were removed from the thesaurus file (Barbastefano et al., 2015). To qualitatively
describe each cluster we designated the five authors with the most co-authorship links as
“core authors”, and evaluated their departmental affiliations and experimental approaches.
For additional support, we identified country affiliations of first authors, author-chosen key-
words, and subject categories that were statistically over-represented in each cluster using
GeneMerge, a software package for identifying categorical variables that occur at higher
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frequencies in data subsets (Castillo-Davis and Hartl, 2003).
The subject category frequency list, which lists of the number of publications in the
dataset that fall within each subject category assigned by WoS (i.e. “anthropology”, “be-
havioral sciences”, “evolutionary biology”), was used to generate a science overlay map in
Pajek (Rafols et al., 2010). Science overlay maps superimpose data from a local network over
a “global map of science” based on a co-citation matrix of ISI subject categories from 2007,
providing an overview of how the focal field is situated in the rest of science (Rafols et al.,
2010). Additional science overlay maps were constructed from the subject categories used
within each cluster of co-authors identified in VOSviewer. The subject category frequency
list was also used to calculate the Stirling-Rao diversity measure, an indicator of interdisci-
plinarity that takes into account the distances between subject categories in the network, for
both the entire network and each cluster (Rao, 1980; Stirling, 2007; Leydesdorff and Rafols,
2011). Further details about science overlay maps and the Stirling-Rao diversity measure
are available online: https://bit.ly/2mmJTOF.
CINNA (version 1.1.14), an R package for network analysis, was used to identify and
calculate the two traditional centrality measures that explained the most variance in network
structure: eigenvector and closeness centrality (Ashtiani et al., 2018). Eigenvector centrality
is a weighted measure of the number of links that a given node in the network has with other
nodes, while closeness centrality indicates the length of the most efficient paths to all other
nodes in the network. These measures act as proxies for influence and distance from the
center, respectively (Landherr et al., 2010). Both measures were rescaled to fall between 0
and 1. By comparing the centrality values for nodes in each cluster, we can quantitatively
characterize the topography of the co-authorship network.
The R packages qgraph (version 1.4.4) and igraph (version 1.1.2) were used to calculate the
small-worldness index and network density, respectively. The small-worldness index indicates
whether or not a network exhibits the small-world structure shown by many collaboration
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networks with high clustering and short average path lengths (Humphries and Gurney, 2008;
Ebadi and Schiffauerova, 2015a,c). Values greater than one reflect small-world structure.
Network density is the ratio of observed edges to possible edges in a network.
Bibliometrix (version 1.7), an R package for bibliometric analysis, was used to import
and manage the metadata from WoS (http://bit.ly/2t21Dkk). Articles published by
individuals in each group were sorted accordingly. Any article co-authored with a member
of another group was excluded to allow for more parsimonious subdisciplinary classification,
and to avoid exaggerating the degree of citation overlap between groups. The exclusion of
overlapping articles occurred downstream of the network analysis, and only impacted the
group-level descriptive data and citation analyses. Basic descriptive data was generated
for each group, such as authors, sources, keywords, and subjects. Each author’s h-index,
a common proxy measure for individual scientific output, was calculated using only the
records in the dataset to determine individual impact within the field (Hirsch, 2005). The
annual collaboration index, a ratio of the number of authors of co-authored articles to the
total number of co-authored articles, was calculated for the entire dataset and each cluster.
In addition, the Lotka’s law coefficients were estimated to determine the relative frequency
of authors ranked by productivity (Lotka, 1926). Lotka’s law predicts that the relative
frequency distribution of author productivity for any given field will be a hyperbolic, inverse
square function (y = 1/x2), such that a minority of the authors in the dataset are publishing
the majority of the articles. The deviation of the observed function from the predicted inverse
square function acts as a metric for the inequality in productivity of the field. Lotka’s law
breaks down when fractional counting is used and/or the number of collaborators on any
article in the dataset is extremely high (Rousseau, 1992; Kretschmer and Rousseau, 2001),
so we ensured that full counting was used and none of the articles in the dataset exceeded
100 co-authors.
In order to determine how much information was shared among the co-authorship groups,
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the collective references cited by authors in each group were compiled and trimmed to
eliminate duplicates. The overlaps between the groups’ collective reference lists were an-
alyzed using SuperExactTest (version 0.99.4), an R package developed to statistically eval-
uate multi-set intersections by calculating the probability of set overlaps given the size of
the entire dataset (Wang et al., 2015). Lastly, a wordcloud was constructed in R to vi-
sually compare author-chosen keyword usage among the five groups. All analyses in R
were conducted using version 3.3.3. The data and R code used in the current study,
as well as an interactive version of Figure 1.2, are available in the Dataverse repository:
https://doi.org/10.7910/DVN/LBIDEL.
1.3 Results
The search criteria yielded 2,091 records published by 3,451 authors. Sixty-seven countries
are represented in the dataset, but the majority of articles were published by first authors
in the United States (34.78%), England (12.31%), Canada (5.71%), Germany (5.06%), and
Scotland (4.75%). Although 685 journals are represented in the dataset, the five most pro-
ductive were PNAS (3.35%), Behavioral and Brain Sciences (3.29%), Philosophical Trans-
actions of the Royal Society B (2.93%), PLoS ONE (2.46%), and Evolution and Human
Behavior (2.25%). The overall collaboration index (CI), or the average number of authors
on multi-authored papers, was 2.43. The small-worldness index, calculated against 1000
random networks, was 22.42, indicating that the network exhibits small-world structure.
Other descriptive network statistics can be found in Table A.1. Temporal analyses indicate
that the field as a whole has become more productive over time, with an annual percentage
growth rate of 13.61%. Exponential fitting of the data revealed an increase in the number
of articles written between 1990 and 2017 (R2 = 0.9443) (top panel of Figure 1). Upon first
analysis, a linear increase in the CI across the same time period was not evident, but the
CHAPTER 1. BIBLIOMETRICS OF CULTURAL EVOLUTION 10



































Figure 1.1: Scatterplots showing the number of articles published on the topic of cultural
evolution (top), as well as the collaboration index of the field (bottom), each year. Exponen-
tial fitting of the data revealed an increase in the number of articles written between 1990
and 2017 (R2 = 0.9443). Linear fitting of the data, after the removal of the outlier indicated
by the star, revealed an increase in the collaboration index as well (R2 = 0.4333).
removal of an outlier identified by its studentized residual (year = 1996, CI = 6.5; p < 0.001)
revealed a positive relationship (R2 = 0.4333) (bottom panel of Figure 1.1). Linear fitting
also revealed an increase in the mean number of unique countries associated with each article
written between 1990 and 2017 (R2 = 0.5966).
The Lotka’s law estimation yielded a beta coefficient (β) of 2.43 and a constant coefficient
(c) of 0.40 (R2 = 0.9430). In the entire dataset, 2,907 authors (84.24%) published a single
paper, 312 authors (9.04%) published two papers, and 232 authors (6.72%) published three or
more papers. The most productive author, Alex Mesoudi, published 35 (1.67%) of the papers
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included in the dataset. The Kolmogorov-Smirnov test found the Lotka’s law estimation to
be significantly different from the theoretically predicted inverse square function (p < 0.05),
indicating that the relative frequency distribution of the authors’ number of publications in
the dataset is more skewed right than predicted (see Figure A.1). This suggests that the
field of cultural evolution does not conform to Lotka’s law, and has fewer highly productive
authors than expected.
The largest set of authors linked by co-authorship (n = 629) was used for the network
analysis, resulting in the seven clusters portrayed in Figure 1.2 (n1 = 183; n2 = 146; n3 =
134; n4 = 75; n5 = 56; n6 = 20; n7 = 15). Articles published by individuals in each group,
excluding those co-authored with members of other groups, were compiled in R (n1 = 177;
n2 = 131; n3 = 137; n4 = 65; n5 = 57; n6 = 6; n7 = 9). The mean h-indices of the authors
in each group were calculated using only articles in the dataset across all years to examine
collective output and impact (M1 = 2.04; M2 = 2.30; M3 = 1.82; M4 = 2.06; M5 = 2.14;
M6 = 1.1; M7 = 1.93). A one-way ANOVA found that the differences between the mean
h-indices of each group were non-significant but trending (p = 0.069). Pairwise comparisons
using t-tests with pooled standard deviations indicated that the mean h-index of group 6 is
significantly lower than the mean h-indices of all groups except for group 3 (p < 0.05). The
CI for each group was calculated (CI1 = 1.79; CI2 = 1.78; CI3 = 1.48; CI4 = 1.81; CI5 =
1.4; CI6 = 10.3; CI7 = 2.11). Even after the removal of an extreme outlier (42 authors) the
CI of group 6 (CI6 = 4) was nearly twice that of group 7. This indicates that group 6 is the
most internally collaborative in the dataset.
The descriptive statistics of the core authors, and the statistically over-represented coun-
try affiliations of first authors, author-chosen keywords, and subject categories in each cluster,
can be found in Table A.2 and Table A.3, respectively. A wordcloud of author-chosen key-
words can be found in Figure A.2. Core authors in group 1 included Alex Mesoudi, Alberto
Acerbi, Kevin Laland, Mark Collard, and Andrew Whiten. The keywords “social learning”,






























































































Figure 1.2: The largest connected co-authorship network in the dataset, analyzed using VOS
clustering (n = 629). Red corresponds to group 1 (“biological anthropology and archeology”;
n1 = 183), green corresponds to group 2 (“mathematical modeling and dual-inheritance the-
ory”; n2 = 146), blue corresponds to group 3 (“cognitive linguistics and experimental cultural
evolution”; n3 = 134), yellow corresponds to group 4 (“cross-cultural and phylogenetic stud-
ies”; n4 = 75), purple corresponds to group 5 (“computational biology and cultural niche
construction”; n5 = 56), cyan corresponds to group 6 (“evolutionary psychology”; n6 = 20),
and orange corresponds to group 7 (“behavioral ecology and birdsong”; n7 = 15). Name size
indicates total link strength. Many authors were arbitrarily excluded from the figure by the
visualization algorithm in VOSviewer to maximize legibility.
“conformity”, and “chimpanzees”, as well as the subject categories “anthropology” and “bi-
ological psychology” are over-represented. We have chosen to label this group (1) biological
anthropology and archaeology. Core authors in group 2 included Peter Richerson, Robert
Boyd, Joseph Henrich, Magnus Enquist, and Stefano Ghirlanda. The keywords “coopera-
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tion”, “religion”, and “cultural transmission”, as well as the subject category “behavioral
sciences” are over-represented. We have chosen to label this group (2) mathematical mod-
eling and dual-inheritance theory. Core authors in group 3 included Simon Kirby, Kenny
Smith, Alex Bentley, Morten Christiansen, and Christine Caldwell. The keywords “language
evolution”, “iterated learning”, and “compositionality”, as well as the subject categories “ex-
perimental psychology” and “linguistics” are over-represented. We have chosen to label this
group (3) cognitive linguistics and experimental cultural evolution. Core authors in group 4
included Ruth Mace, Russell Gray, Simon Greenhill, Thomas Currie, and Quentin Atkinson.
The keywords “cultural phylogenetics”, “phylogenetic comparative methods”, and “cross-
cultural research”, as well as the subject category “biology” are over-represented. We have
chosen to label this group (4) cross-cultural and phylogenetic studies. Core authors in group
5 included Marcus Feldman, Nicole Creanza, Kenichi Aoki, Laurel Fogarty, and Joe Wakano.
The keywords “demography”, “cultural accumulation”, and “gene-culture coevolution”, as
well as the subject categories “mathematical and computational biology” and “genetics and
heredity” are over-represented. We have chosen to label this group (5) computational biology
and cultural niche construction. Core authors in group 6 included David Buss, Lei Chang,
Hui Jing Lu, Todd Shackelford, and Laith Al-Shawaf. The keywords “mate preferences”,
“evolutionary psychology”, and “sex”, as well as the subject category “social psychology”
are over-represented. We have chosen to label this group (6) evolutionary psychology. Core
authors in group 7 included Robert Lachlan, Peter Slater, Maria Servedio, Carel ten Cate,
and Machteld Verzijden. The keywords “song learning”, “bird song”, and “speciation”, as
well as the subject categories “ecology” and “evolutionary biology” are over-represented. We
have chosen to label this group (7) behavioral ecology and birdsong. The subdisciplinary
labels that we have applied to each group of co-authors are ultimately subjective and should
be treated as conceptual guides rather than discrete categories.
Science overlay maps were constructed using the subject category frequency lists for the
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entire network, as well as for each cluster of co-authors identified in VOSviewer (see Figure
A.3). All 19 of the broad categories identified as explaining the majority of the variance in
the global science map were present in the full network (Leydesdorff et al., 2012), but they
were represented to different extents in each of the five groups. The Stirling-Rao diversity
measure for each group was calculated as well (D1 = 0.7196; D2 = 0.7467; D3 = 0.7357; D4
= 0.6660; D5 = 0.5354; D6 = 0.5768; D7 = 0.4502). This indicates that group 2 is the most
interdisciplinary in the dataset.
Based on the eigenvector centrality values, group 2 has the highest weighted connectivity
with other nodes in the network (M1 = 0.0029; M2 = 0.0376; M3 = 0.0011; M4 = 0.0026;
M5 = 0.0052; M6 = 0.0004; M7 = 0.0006) (see Figure 1.3). A one-way ANOVA found
significant differences between the mean eigenvector centrality values of each group (p <
0.001). Pairwise comparisons using t-tests with pooled standard deviations indicated that
the mean of group 2 is significantly higher than that of all other groups (p < 0.05), while
the means of all other groups are not significantly different from one another (p > 0.05).
Figure 1.3: The distribution of eigenvector centrality values for the authors in each group.
The three most extreme outliers in group 2 were excluded from the figure for higher reso-
lution. Pairwise comparisons were conducted using t-tests with pooled standard deviations,
and clusters with significantly different means are denoted with different letters.
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Based on the closeness centrality values, group 2 is the closest to the center of the network
(M1 = 0.5870; M2 = 0.6554; M3 = 0.3876; M4 = 0.5488; M5 = 0.5134; M6 = 0.5562; M7 =
0.3299) (see Figure 1.4). A one-way ANOVA found significant differences between the mean
closeness centrality values of each group (p < 0.001). Pairwise comparisons using t-tests with
pooled standard deviations indicated that the mean of group 2 is significantly higher than
those of all other groups (p < 0.05). Additional pairwise comparisons indicated that the
means of groups 3 and 7 are significantly lower than those of all other groups (p < 0.001),
but are not significantly different from one another (p > 0.05).
Figure 1.4: The distribution of closeness centrality values for the authors in each cluster.
Pairwise comparisons were conducted using t-tests with pooled standard deviations, and
clusters with significantly different means are denoted with different letters.
The degree of citation overlap between groups is shown in Figure 1.5. Due to inconsisten-
cies in citation formatting and completeness, only references with a digital object identifier
(DOI) were included in the analysis (41.5%). Groups 1 and 2, and groups 1 and 5, have the
highest degree of citation overlap, and the results of SuperExactTest indicate that 71.4% of
intersections between pairs of groups are significantly higher than chance given the size of
the entire dataset (p < 0.05).





















Figure 1.5: The degree of citation overlap between groups. The groups included in each
pairwise comparison are designated by the black dots below each bar. For each pairwise
comparison, the y-axis is the number of articles that are shared between the two collective
reference lists. The total size of each collective reference list appears to the right of each row
of dots. Only pairwise comparisons with statistically significant intersections are included,
and the results are sorted by increasing p-value.
1.4 Discussion
The study of cultural evolution is of burgeoning interest, with a publication rate rising twice
as quickly as science in general. Over the last 25 years, the number of professional journal
articles covering cultural evolution has increased dramatically and more countries are regu-
larly involved in publishing. The increase in the collaboration index is particularly promising,
given the evidence that larger research teams have higher scientific impact (Larivière et al.,
2014) and productivity (Landry et al., 1996; Lee and Bozeman, 2005). As cultural evolution
draws researchers and ideas from a broad spectrum of academic fields, the present review
has focused especially on assessing interdisciplinary interaction and integration. Despite vig-
orous research activity, the field’s youth is indicated by the absence of a professional society
until 2015, and the continued absence of a dedicated academic journal. Cultural evolutionary
research is published in an unusually thinly distributed manner across publishing outlets.
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Authorship is disparate, with most authors publishing only a single study, and fewer highly
productive authors in the field than expected. Collaborations coalesce within seven topical
clusters that differ in their level of interaction within and between groups, although the
clusters overlap substantially in the references they cite. Vocabularies likewise have common
elements, but each cluster employs distinctive terms as well. In general the analysis paints a
picture of an active and energetic field that is increasing in integration, but that as yet has
only partially established the communicative and collaborative networks typical of a cohesive
field of study.
The estimation of Lotka’s law for this dataset indicated significantly more disparity in
author productivity than expected. A recent productivity analysis of 30 scientific fields
found the average proportion of authors with one publication to be 69% (Ruiz-Castillo and
Costas, 2014), which is approximately 15% lower than our result for cultural evolution. This
high inequality of productivity in cultural evolution could be a result of a tendency for most
researchers to be only occasionally interdisciplinary. As researchers from various fields begin
to publish on the same topic, probably only a small minority of them will be consistently
interdisciplinary enough to have high productivity related to the emerging topic, whereas
the majority of researchers will continue to publish primarily in their home disciplines.
Major publishing outlets for the field have not yet emerged. According to data from ISI
Web of Science, the journal with the highest use by cultural evolutionists (PNAS ) accounts
for only 3.35% of the publications, and the top five together (the only journals with >2%)
sum to only 14.28%. By contrast, the single journals publishing the most studies in several
other active topic areas, for instance molecular evolution, the evolution of cooperation, and
sexual selection, account for over 7% of each subfield’s produce by the same metrics, and
the top 5 journals in these areas publish over 21-27%, with 28-40% of studies accounted for
by 8-10 journals that each publish >2% of the field. The reason why dozens of journals are
required to find a similar proportion of cultural evolution’s output is not clear. A dedicated
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journal would probably help this situation, as they cover 7-8% of the field in many cases,
but this does not always happen. Neither evolutionary psychology nor invasive species have
a robust core group of journals, for instance, despite having dedicated journals and much
research activity overall. Coevolution and niche construction are two additional topic areas
with focused research activity but a lack of consistent publication outlets, although cultural
evolution is the most thinly distributed of all of these topics.
Our network analysis yielded seven clusters based on co-authorship patterns, meaning
that researchers tend to collaborate with others within particular subgroups in the field. Our
structural approach to mapping the field means that instead of determining group member-
ship a priori (e.g. by departmental affiliations), we allowed the behavior of researchers
(co-authorships) to speak for itself. However, this approach raises the challenge of labeling
the resulting subdisciplines. The full diversity of approaches within any cluster cannot be
exhaustively described without overestimating the degree of overlap between clusters. To
avoid this, we chose to classify subdisciplines by characterizing the contributions of the core
authors within them. Thus the labels that we proposed in the results should be taken as
subjective, flexible indicators of researcher communities rather than strict subdisciplinary
definitions.
The seven co-authorship clusters differ in their activity and level of integration. “Math-
ematical modeling and dual-inheritance theory” has the greatest weighted connectivity to
other nodes, closeness to the center of the network, and subject category diversity, indicating
that it is the most influential, central, and intellectually broad cluster. This is unsurprising
given the fact that several of its members played integral roles in founding the field, alongside
members of “computational biology and cultural niche construction” (Mesoudi, 2015). “Cog-
nitive linguistics and experimental cultural evolution” and “behavioral ecology and birdsong”
are furthest from the center of the network. “Biological anthropology and archaeology” and
“mathematical modeling and dual-inheritance theory”, as well as “biological anthropology
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and archaeology” and “computational biology and cultural niche construction”, overlap most
in cited references, but over 70% of group pairs have more citation overlap than expected.
All insignificant citation overlaps are between either “evolutionary psychology” or “behav-
ioral ecology and birdsong”, the two smallest groups identified in the field, and non-adjacent
groups. This indicates that intellectual similarity is related to structural distance in the
collaboration network. “Evolutionary psychology” has the lowest mean h-index and is the
most internally collaborative, which could be a result of its small size compared to other
subdisciplines.
Recent research has demonstrated that the relationship between interdisciplinary collab-
oration and impact scales up with disciplinary distance (Larivière et al., 2015), indicating
that researchers in the field of cultural evolution could reap even more benefits from reaching
out to authors further away in the network. Based on the results of this study, increased
collaboration between the two most peripheral groups, “cognitive linguistics and experimen-
tal cultural evolution” and “behavioral ecology and birdsong”, and the rest of the network
would have the greatest impact on the integration of the field. A recent review of interdis-
ciplinary research in the field actually highlighted the value of both cognitive and animal
behavior approaches in connecting micro-level processes to macro-level patterns in cultural
evolution (Kolodny et al., 2018). “Mathematical modeling and dual-inheritance theory” may
be the best candidate for collaborations with “cognitive linguistics and experimental cultural
evolution”, as it is highly connected to the rest of the network and there is already a great
deal of intellectual overlap between these two groups. “Computational biology and cultural
niche construction” is probably the best candidate for collaborations with “behavioral ecol-
ogy and birdsong” as they already share co-authorship connections, but “behavioral ecology
and birdsong” actually has a much older average publication year. More recent researchers
who utilize approaches from behavioral ecology (i.e. Lucy Aplin and Johan Lind) already
appear to be more collaborative with other groups, so the apparent distance between this
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subdiscipline and the rest of the network could be due to historical lag.
Recent studies in cultural evolution have shown that partial connectivity may enhance
cultural complexity over full connectivity, using small experimental groups (Derex and Boyd,
2016) and models incorporating population size and fragmentation (Derex et al., 2018).
Other studies in the innovation and management literature have found that small-world
networks, characterized by higher clustering and shorter path lengths, have higher innovation
rates and reach solutions more quickly (Schilling and Phelps, 2007; Mason et al., 2008). The
apparent discrepancy in these results could be because collaboration networks often exhibit
small-world structure (Ebadi and Schiffauerova, 2015a,c) and are thus below the threshold of
partial connectivity used in the cultural evolution studies. Given the co-authorship network’s
small-world structure and low density, efforts to integrate the field are more likely to enhance
innovation through increased information access than to impair it through full connectivity.
Several limitations of this study are worth mentioning. First, the search term {“cultural
evolution”} excludes work by researchers who investigate changes in cultural traits but use
different terminology. Although including other terms such as “cultural change” and “lan-
guage evolution” would have expanded our results, we chose to limit our search to one term
to avoid over-representing particular subdisciplines. Second, many of the most influential
books and book chapters on cultural evolution are not indexed on WoS. As a result, fields
with more emphasis on long-form publishing, such as cultural anthropology, may be un-
derrepresented in this analysis. Third, our analysis excludes single-author papers, as we
focused on co-authorship as an indicator of collaboration and field integration. Fourth, ear-
lier articles are less likely than more recent articles to be represented in the co-authorship
network because the authors of older papers are less likely to be collaborating recently. This
bias actually aided us in avoiding another bias, however: the term “cultural evolution” was
occasionally used, especially before 1975, in a way inconsistent with contemporary usage,
specifically reflecting a now-outmoded unilineal approach to cultural change and develop-
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ment. Few if any of the papers in our dataset used the term in this context. Lastly, our
group-level results depend upon the resolution settings of the cluster analysis. Although
larger resolutions break down the clusters into smaller subcommunities, they also reduce
sample sizes and make classification less manageable. Increasing our resolution by 0.01, the
smallest possible unit, resulted in 10 clusters with sample sizes down to 10 authors, so we
used 0.03 to maximize our statistical power and classification ability.
Cultural evolution as a whole draws together theory and data from a remarkable variety
of sources, and does so by an equally broad array of methods (Kolodny et al., 2018). The
field has already demonstrated that this intellectual diversity, bound together with a broad
evolutionary perspective, will enable us to understand and explain change in socially learned
traits over time in a new and powerful way (Mesoudi, 2017a). However, wherever there
are groups that have differences of approach, differences in vocabulary, and differences in
researchers with more collaboration within than between groups, we can expect to find
differences of assumptions and possibly conclusions as well. Thus, the study of cultural
evolution needs more integration if it is to function as a scientific community. Bridging
efforts could take several forms. Workshops geared towards interdisciplinary research have
been shown to improve integration in other fields (Piso et al., 2016; Barrows et al., 2008),
and could be easily integrated into the annual meetings of the Cultural Evolution Society.
Another potential strategy is to implement a database for researchers to find collaborators
with complementary interests and skill sets (Novak et al., 2014), to ensure that co-authors are
enhancing creativity by bringing new knowledge to the team (Lee et al., 2015). In addition,
strategic grant funding targeted at integrative research could begin to reduce the distance
between subdisciplines. Recent evidence that impact per dollar is actually higher for smaller
grants (Fortin and Currie, 2013) suggests that a more distributed funding format might be
more effective for increasing the visibility of the field as a whole. Since younger scientists
tend to be more collaborative and act as intellectual bridges between disciplines (Ebadi and
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Schiffauerova, 2015b), providing more opportunities for early-career grant funding could also
increase the connectivity of the entire network. Lastly, fostering a culture of open science,
in which researchers publish and exchange their data and scripts, could play a key role in
promoting interdisciplinarity and trust in a field with such an emphasis on mathematical
modeling and phylogenetic methods (Mesoudi, 2017a; Easterbrook, 2014). By achieving
conceptual synthesis through coordinated, interdisciplinary collaboration, the field of cultural
evolution will be better equipped to tackle the “grand challenges” it faces (Brewer et al.,
2017).
Chapter 2
Cultural transmission modes of music
sampling traditions remain stable
despite delocalization in the digital
age
2.1 Introduction
Music sampling, or the use of previously-recorded material in a new composition, is a nearly
ubiquitous practice among hip-hop and electronic producers. The usage of drum breaks,
or percussion-heavy sequences, ripped from soul and funk records has played a particularly
critical role in the development of certain subgenres. For example, “Amen, Brother”, released
by The Winstons in 1969, is widely regarded as the most sampled song of all time. Its iconic
4-bar drum break has been described as “genre-constitutive” (Whelan, 2009), and can be
prominently heard in classic hip-hop and jungle releases by N.W.A and Shy FX (Collins,
2007). Due to the consistent usage of drum breaks in particular music communities and
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subgenres (Whelan, 2009; Collins, 2007; Frane, 2017; Väkevä, 2010; Rodgers, 2003) some
scholars have suggested that they may be culturally transmitted (Bown et al., 2009), which
could occur as a direct result of collaboration between artists or as an indirect effect of
community membership.
Before the digital age, artists may have depended upon collaborators for access to the
physical source materials and expensive hardware required for sampling (Lloyd, 2014). In
the 1990s, new technologies like compressed digital audio formats and digital audio worksta-
tions made sampling more accessible to a broader audience (Bodiford, 2017). Furthermore,
the widespread availability of the internet and social media have delocalized communities
(DiMaggio et al., 2001), and allowed global music “scenes” to form around shared interests
beyond peer-to-peer file sharing (Ebare, 2003; Alexandraki and Valsamakis, 2009). Indi-
viduals in online music communities now have access to the collective knowledge of other
members (Salavuo, 2006; Lazar and Preece, 2002), and there is evidence that online com-
munities play a key role in music discovery (Garg et al., 2011). Although musicians remain
concentrated in historically important music cities (i.e. New York City and Los Angeles
in the United States) (Florida and Jackson, 2010; Graham, 2016), online music communi-
ties also make it possible for artists to establish collaborative relationships independently of
geographic location (Kruse, 2010). If more accessible sampling technologies and access to
collective knowledge have allowed artists to discover sample sources independently of col-
laboration (Makelberge, 2012), then the strength of cultural transmission via collaboration
may have decreased over the last couple of decades. Similarly, if online music communities
have created opportunities for interactions between potential collaborators, then geographic
proximity may no longer structure musical collaboration networks.
Studies of the cultural evolution of music have primarily investigated diversity in musical
performances (Ellis et al., 2018) and traditions (Savage and Brown, 2014), macro-scale pat-
terns and selective pressures in musical evolution (Mauch et al., 2015; Percino et al., 2014;
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Savage et al., 2015; Rodriguez Zivic et al., 2013), and the structure and evolution of consumer
networks (Garg et al., 2011; Schlitter and Falkowski, 2009; Monechi et al., 2017). Although
several diffusion chain experiments have addressed how cognitive biases shape musical traits
during transmission (Verhoef, 2012; Ravignani et al., 2017; Lumaca and Baggio, 2017a), few
studies have investigated the mechanisms of cultural transmission at the population level
(Rossman et al., 2008; Nakamura and Kaneko, 2018). The practice of sampling drum breaks
in hip-hop and electronic music is an ideal research model for cultural transmission because
of (1) the remarkably high copy fidelity of sampled material, (2) the reliable documentation
of sampling events, and (3) the availability of high-resolution collaboration and demographic
data for the artists involved. Exhaustive online datasets of sample usage and collaboration
make it possible to reconstruct networks of artists and track the diffusion of particular drum
breaks from the early 1980s to today. Furthermore, the technological changes that have
occurred over the same time period provide a natural experiment for how the digital age has
impacted cultural transmission more broadly (Acerbi, 2016).
The aim of the current study was to determine whether drum breaks are culturally
transmitted through musical collaboration networks, and to identify the factors driving the
evolution of these networks. We hypothesized that (1) drum breaks are culturally transmitted
through musical collaboration networks, and that (2) the strength of cultural transmission
via collaboration would decrease after the year 2000. For clarification, the alternative to
the first hypothesis is cultural transmission occurring outside of collaborative relationships
(i.e. independent sample discovery via “crate-digging” in record stores or online). Previous
studies have investigated similar questions using diffusion curve analysis (Rossman et al.,
2008), but the validity of inferring transmission mechanisms from cumulative acquisition data
has been called into question (Laland and Kendal, 2003). Instead, we applied network-based
diffusion analysis (NBDA), a recently developed statistical method for determining whether
network structure biases the emergence of a novel behavior in a population (Franz and Nunn,
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2009). As NBDA is most useful in identifying social learning, an ability that is assumed to
be present in humans, it has been primarily applied to non-human animal models such as
birds, whales, and primates (Aplin et al., 2014; Allen et al., 2013; Hobaiter et al., 2014),
but the ability to incorporate individual-level variables to nodes makes it uniquely suited to
determining what factors bias diffusion more generally. Additionally, we hypothesized that
(3) collaboration probability would be decoupled from geographic proximity after the year
2000. To investigate this we applied separable temporal exponential random graph modeling
(STERGM), a dynamic extension of ERGM for determining the variables that bias network
evolution (Krivitsky and Handcock, 2010).
2.2 Methods
All data used in the current study were collected in September of 2018, in compliance with
the terms and conditions of each database. For the primary analysis, the three most heavily
sampled drum breaks of all time, “Amen, Brother” by The Winstons, “Think (About It)”
by Lyn Collins, and “Funky Drummer” by James Brown, were identified using WhoSam-
pled (https://www.whosampled.com/). The release year and credits for each song listed as
having sampled each break were collected using data scraping. In order to avoid name dis-
ambiguation, only artists, producers, and remixers with active Discogs links and associated
IDs were included in the dataset. In order to investigate potential shifts in transmission
strength around 2000, the same method was used to collect data for the eight songs in the
“Most Sampled Tracks” on WhoSampled that were released after 1990 (see Appendix B).
One of these, “I’m Good” by YG, was excluded from the analysis because the sample is
primarily used by a single artist. Each set of sampling events collected from WhoSam-
pled was treated as a separate diffusion. All analyses were conducted in R (v 3.3.3). All
R scripts and data used in the study are available in the Harvard Dataverse repository:
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https://doi.org/10.7910/DVN/Q02JJQ.
Collaboration data were retrieved from Discogs (https://www.discogs.com/), a crowd-
sourced database of music releases. All collaborative releases in the database were extracted
and converted to a master list of pairwise collaborations. For each diffusion, pairwise collab-
orations including two artists in the dataset were used to construct collaboration networks,
in which nodes correspond to artists and weighted links correspond to collaboration number.
Although some indirect connections between artists were missing from these subnetworks,
conducting the analysis with the full dataset was computationally prohibitive and incomplete
networks have been routinely used for NBDA in the past (Aplin et al., 2012; Allen et al.,
2013; Aplin et al., 2014).
Individual-level variables for artists included in each collaboration network were collected
from MusicBrainz (https://musicbrainz.org/), a crowdsourced database with more com-
plete artist information than Discogs, and Spotify (https://www.spotify.com/), one of the
most popular music streaming services. Gender and geographic location were retrieved from
the Musicbrainz API. Whenever it was available, the “begin area” of the artist, or the city in
which they began their career, was used instead of their “area”, or country of affiliation, to
maximize geographic resolution. Longitudes and latitudes for each location, retrieved using
the Data Science Toolkit and Google Maps, were used to calculate each artist’s mean geo-
graphic distance from other individuals. Albunack (http://www.albunack.net/), an online
tool which draws from both Musicbrainz and Discogs, was used to convert IDs between the
two databases. Popularity and followers were retrieved using the Spotify API. An artist’s
popularity, a proprietary index of streaming count that ranges between 0 and 100, is a better
indicator of their long-term success because it is calculated across their entire discography.
Followers is a better indicator of current success because it reflects user engagement with
artists who are currently more active on the platform. Discogs IDs are incompatible with
the Spotify API, so artist names were URL-encoded and used as text search terms.
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In order to identify whether social transmission between collaborators played a role in
sample acquisition, order of acquisition diffusion analysis (OADA) was conducted using the
R script for NBDA (v 1.2.13) provided on the Laland lab’s website (https://lalandlab.
st-andrews.ac.uk/freeware/). OADA uses the order in which individuals acquire a trait
to determine whether its diffusion is biased by the structure of the social network(Hoppitt
et al., 2010). OADA was utilized instead of time of acquisition diffusion analysis (TADA)
because it makes no assumptions about the baseline rate of acquisition (Franz and Nunn,
2009). For each artist, order of acquisition was determined by the year that they first
used the sample in their music. Sampling events from the same year were given the same
order. Gender, popularity, followers, and mean distance were included as predictor variables.
For gender, females were coded as -1, males were coded as 1, and individuals with other
identities or missing values were coded as 0. For popularity, followers, and mean distance
each variable was centered around zero. Asocial, additive, and multiplicative models were
fit to all three diffusions collectively with every possible combination of individual-level
variables. Standard information theoretic approaches were used to rank the models according
to Akaike’s Information Criterion corrected for sample size (AICc). Models with a ∆AICc
< 2 were considered to have the best fit (Burnham and Anderson, 2002). The best fitting
model with the most individual-level variables was run separately to assess the effects of each
variable on social transmission. Effect sizes were calculated according to Allen et al. (2013).
An additional OADA was conducted using the seven diffusions from after 1990. Individual-
level variables were excluded due to insufficient demographic data. An additive model was fit
to the OADA, and separate social transmission parameters were calculated for each diffusion
to identify differences in transmission strength. Additive and multiplicative models give
identical results in the absence of individual-level variables, so no model comparison was
necessary.
In order to assess the effects of individual-level variables on network evolution, STERGM
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was conducted using statnet (v 2016.9), an R package for network analysis and simulation.
STERGM is a dynamic social network method that models the formation and dissolution of
links over time (Krivitsky and Handcock, 2010). Collaboration events involving artists from
each diffusion were combined to construct static collaboration subnetworks for each year
between 1984 and 2017, which were then converted into an undirected, unweighted dynamic
network. Early years not continuous with the rest of the event data (i.e. 1978 and 1981) were
excluded from the dynamic network. In order to determine whether the variables biasing
network structure have changed over time, the analysis was conducted separately with the
data from 1984-1999 and 2000-2017. For each time period a set of STERGM models with
every possible combination of individual-level variables were fit to the dynamic network
using conditional maximum likelihood estimation (CMLE). Although STERGM can be used
to separately model both the formation and dissolution of links, this analysis was restricted
to the former. Gender, popularity, and followers were included to investigate homophily,
while mean distance was included to assess its effect on link formation. As STERGM cannot
be run with missing covariates, NA values in popularity (6.39%), followers (6.39%), and
mean distance (38.49%) were imputed using the random forest method. The models from
each period were ranked according to AIC, and the best fitting models (∆AIC < 2) with the
most individual-level variables were run separately to assess the effects of each variable on
network evolution.
2.3 Results
The three most heavily sampled drum breaks of all time were collectively sampled 6,530
times (n1 = 2,966, n2 = 2,099, n3 = 1,465). 4,462 (68.33%) of these sampling events were
associated with valid Discogs IDs, corresponding to 2,432 unique artists (F: n = 143, 5.88%;
M: n = 1342, 55.18%; Other or NA: n = 947, 38.94%), and included in the primary OADA
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and STERGM. The eight samples released after 1990 were collectively sampled 1,752 times
(n1 = 284, n2 = 260, n3 = 248, n4 = 198, n5 = 194, n6 = 193, n7 = 192, n8 = 182). 1,305
(74.53%) of these sampling events were associated with valid Discogs IDs, corresponding to
1,270 unique artists, and included in the additional OADA.
The best fitting model from the primary OADA, which was multiplicative and included all
four individual-level variables, can be seen in Table 2.1. In support of our first hypothesis,
a likelihood ratio test found strong evidence for social transmission over asocial learning
(∆AICc = 141; p < 0.001). Based on the effect sizes, transmission appears to be more likely
among females (p < 0.01) and less likely among artists who are more popular (p < 0.001) and
have more followers (p < 0.001). Mean distance is not a significant predictor of transmission
(p = 0.89). The diffusion network and diffusion curve for all three drum breaks included in
the primary OADA are shown in Figure 2.1 and B.1, respectively. All other models fit to
the primary OADA can be found in Appendix B.
Multiplicative Model - Order of Acquisition
Estimate Effect size p
Gender -0.11 0.81 < 0.01
Popularity -0.013 0.86 < 0.001
Followers -9.6E-8 0.92 < 0.001
Mean distance -1.8E-9 1 0.89
Likelihood Ratio Test
AICc p
With social transmission 14719 < 0.001
Without social transmission 14860
Table 2.1: The results of the multiplicative model for the OADA including all individual-
level variables. The top panel shows the model estimate, effect size, and p-value for each
individual-level variable. The bottom panel shows the AICc for the model with and without
social transmission and the p-value from the likelihood ratio test.
The results of the additional OADA, conducted using the seven diffusions from after
1990, can be found in Appendix B. A likelihood ratio test found strong evidence for social
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● ●Uninformed Newly informed Previously informed
Figure 2.1: The diffusion of all three drum breaks through the combined collaboration net-
work. At each time point individuals who have not yet used one of the drum breaks (in-
formed) are shown in white, individuals who first used one of the drum breaks in a previous
time step (previously informed) are shown in blue, and individuals who first used one of the
drum breaks in the current time step (newly informed) are shown in red.
transmission overall (∆AICc = 88; p < 0.001). Contrary to our second hypothesis, lin-
ear regression found no significant relationships between either mean year of diffusion and
social transmission estimate (R2 = 0.20, p = 0.31) or median year of diffusion and social
transmission estimate (R2 = 0.17, p = 0.36) (see B.2).
For both time periods the second best fitting STERGM models (∆AIC < 2) included all
four individual-level variables, the results of which can be seen in Table 2.2. All other models
can be found in Appendix B. Across both periods there appears to be homophily based on
popularity (p < 0.001) and gender (M: p < 0.001; F: ps < 0.05). In support of our third
hypothesis, mean distance negatively predicts link formation only before 2000 (p < 0.001).
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Additionally, there is a heterophilic effect of followers only after 2000 (p < 0.001). Based
on the effect sizes, there has been a nearly three-fold decrease in the strength of homophily
among females. Conversely, the strengh of homophily by popularity has actually increased
since 2000. The results of the STERGM analysis assuming different transition years (e.g.
1994, 1996, 1998, 2002, 2004, 2006) can be found in Appendix B. Linear regression found
significant positive relationships between both popularity and number of collaborations (R2
= 0.048, p < 0.001) and followers and number of collaborations (R2 = 0.090, p < 0.001) (see
B.3).
STERGM 1984-1999 2000-2017
Effect size p Effect size p
Gender (F) 6.86 < 0.001 2.23 < 0.05
Gender (M) 1.70 < 0.001 2.43 < 0.001
Popularity 0.84 < 0.001 0.54 < 0.001
Followers 1.02 0.64 1.96 < 0.001
Mean distance 0.87 < 0.001 0.99 0.82
Table 2.2: The results of the STERGM analyses for before and after 2000. The table shows
the effect size and p-value for gender, popularity, followers, and mean distance during each
time period.
A goodness-of-fit analysis was conducted by generating simulated networks (n = 100)
from the parameters of the best fitting model and comparing them to the observed network
statistics (Hunter et al., 2008). For both time periods, the global statistics (i.e. gender, pop-
ularity, followers, mean distance) from the simulated networks were not significantly different
from those observed, indicating that both models are good fits for the variables in question.
Structural statistics (i.e. degree, edgewise shared partner, minimum geodesic distance) from
the simulated networks were significantly different from those observed, indicating that both
models are not good fits for the structural properties of the network. The results of this
analysis can be found in Appendix B.
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2.4 Discussion
Using high-resolution collaboration and longitudinal diffusion data, we have provided the
first quantitative evidence that music samples are culturally transmitted via collaboration
between artists. Additionally, in support of the widespread assertion that the internet has
delocalized artist communities, we have found evidence that geographic proximity no longer
biases the structure of musical collaboration networks after the year 2000. Given that the
strength of transmission has not weakened over the same time period, this finding indicates
that collaboration remains a key cultural transmission mode for music sampling traditions.
This result supports the idea that the internet has enhanced rather than disrupted existing
social interactions (DiMaggio et al., 2001).
Gender appears to play a key role in both network structure and cultural transmission.
Across the entire time period, collaborations were more likely to occur between individuals
of the same gender. Additionally, the probability of cultural transmission appears to be
much higher for female artists. This effect could be a result of the much higher levels of
homophily among women before 2000. Previous work has suggested that high levels of
gender homophily are associated with gender disparity (Glass and Cook, 2017; Crewe and
Wang, 2018; Jadidi et al., 2018), which is consistent with the historic marginalization of
women in music production communities (Ebare, 2003; Baker and Cohen, 2008; Whelan,
2009). Although the proportion of female artists in the entire dataset is extremely low
(∼6%), the reduction in homophily among female artists after 2000 could be reflective of
increasing inclusivity (Smith et al., 2014).
Artists with similar levels of popularity were also more likely to collaborate with each
other. The increase in homophily by popularity after 2000 could be the result of an increase
in skew, whereby fewer artists take up a greater proportion of the music charts (Ordanini
and Nunes, 2016). In addition, the probability of cultural transmission appears to be higher
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among less popular artists, even though they are slightly less collaborative. This effect
could be linked to cultural norms within “underground” music production communities. In
these communities, collective cultural production is sometimes prioritized over individual
recognition (Thornton, 1995; Hesmondhalgh, 1998). This principle is best demonstrated by
the historic popularity of the white-label release format, where singles are pressed to blank
vinyl and distributed without artist information (Thornton, 1995; Hesmondhalgh, 1998). In
more extreme cases, individual artists who experience some level of mainstream success or
press coverage risk losing credibility, and may even be perceived as undermining the integrity
of their music community (Hesmondhalgh, 1998; Noys, 1995). Concerns about credibility
could cause individuals to selectively copy less popular artists or utilize more rare samples
(i.e. De La Soul’s refusal to sample James Brown and George Clinton because of their use by
other popular groups (Lena, 2004)). Future research should investigate whether the “high
prestige attached to obscurity” (Hesmondhalgh, 1998) in these communities may be driving
a model-based bias for samples used by less popular artists or a frequency-based bias for
samples that are more rare in the population (Boyd and Richerson, 1985). A frequency-based
novelty bias was recently identified in Western classical music using agent-based modeling
(Nakamura and Kaneko, 2018), and similar methods could be utilized for sampling.
Similarly to popularity, the number of followers an individual has negatively predicts
transmission probability. However, artists with similar numbers of followers were actually
less likely to collaborate with each other after 2000. This result could be due to the fact that
followers is a better indicator of current popularity, but has lower resolution further back
in time. Newer artists with inflated follower counts who collaborate with older, historically-
important artists with lower follower counts may still be expressing homophily based on
overall popularity.
There are several limitations to this study that should be highlighted. Firstly, the time
lag inherent in the user editing of WhoSampled means that older transmission records are
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more complete. Algorithms for sample-detection (Hockman and Davies, 2015) may allow
researchers to reconstruct full transmission records in the future, but these approaches are
not yet publicly available. Secondly, MusicBrainz and Spotify had incomplete demographic
data for some artists (i.e. gender and geographic location), which may have introduced bias
into our model estimates. Lastly, Discogs primarily documents official releases, which means
that more recent releases on streaming sites like Soundcloud are not well-represented. In
combination with the exclusion of artists without Discogs IDs, this indicates that less promi-
nent artists may be underrepresented in the dataset. Fortunately, social networks are fairly
robust to missing data, especially when networks are large, centralized, and disproportion-
ately include central nodes (Smith and Moody, 2013; Smith et al., 2017; Silk et al., 2015).
Additionally, simulation studies evaluating the robustness of NBDA indicate that it performs
well under fairly high levels of sampling error and bias (Franz and Nunn, 2009; Whalen and
Hoppitt, 2016; Hoppitt, 2017; Wild and Hoppitt, 2018), risks that are mitigated by the fact
that the network was reconstructed from published collaborations rather than temporal co-
occurrence data. Data on collaborative relationships between artists are less likely to suffer
from significant observation error because (1) they do not have to be statistically transformed
or filtered before network construction and (2) they result in cultural artifacts that are part
of the public record. The crowd-sourced nature of these data is unlikely to impact the results,
given that comparative studies of other crowd-sourced, quantitative datasets indicate that
they have high accuracy (Rajagopalan et al., 2010; Brown, 2011; Kräenbring et al., 2014).
The results of this study provide valuable insight into how demographic variables, par-
ticularly gender and popularity, have biased both cultural transmission and the evolution
of collaboration networks going into the digital age. In addition, we provide evidence that
collaboration remains a key transmission mode of music sampling traditions despite the
delocalization of communities by the internet. Future research should investigate whether
decreased homophily among females is actually linked to greater inclusivity in the music in-
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dustry (e.g. booking rates, financial compensation, media coverage), as well as whether the
inverse effect of popularity on cultural transmission probability is a result of a model-based
bias for obscurity or a frequency-based bias for novelty.
Chapter 3
Extremist ideology as a complex
contagion: the spread of far-right
radicalization in the United States
between 2005-2017
3.1 Introduction
The far-right movement, which includes white supremacists, neo-Nazis, and sovereign citi-
zens, is the oldest and most deadly form of domestic extremism in the United States (Simi
and Bubolz, 2017; Piazza, 2017). Despite some ideological diversity, members of the far-
right often advocate for the use of violence to bring about an “idealized future favoring a
particular group, whether this group identity is racial, pseudo-national, or characterized by
individualistic traits” (National Consortium for the Study of Terrorism and Responses to
Terrorism, 2017). Over the last decade, the far-right movement was responsible for 73.3%
of all extremist murders in the United States. In 2018, this statistic rose to 98% (The
37
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Anti-Defamation League Center on Extremism, 2019). The increasing severity of far-right
extremist violence, as well as the associated rhetoric on social media (Winter, 2019; Davey
and Ebner, 2019), has generated public concern about the spread of radicalization in the
United States. Former extremists have referred to it as a public health issue (Allam, 2019;
Bonn, 2019), an idea advocated for by some policy experts as well (Weine and Eisenman,
2016; Sanir et al., 2017).
There is little evidence that radicalization is primarily driven by psychopathology (Post,
2015; Webber and Kruglanski, 2017; Misiak et al., 2019). Rather, radicalization appears to
be a process in which individuals are destabilized by various environmental factors, exposed
to extremist ideology, and subsequently reinforced by members of their community (Webber
and Kruglanski, 2017; Jasko et al., 2017; Jensen et al., 2018; Mills et al., 2019; Becker, 2019).
Even “lone wolves”, or solo actors, often interact with extremist communities online (Kaplan
et al., 2014; Post, 2015; Holt et al., 2019). As such, radicalization may spread through a
social contagion process, in which extremist ideologies behave like complex contagions that
require multiple exposures for adoption (Guilbeault et al., 2018), which has been observed for
political movements more broadly (González-Bailón et al., 2011). Previous research suggests
that extremist propaganda (Ferrara, 2017), hate crimes (Braun and Koopmans, 2010; Braun,
2011), intergroup conflict (Buhaug and Gleditsch, 2008; Gelfand et al., 2012), and terrorism
(Midlarsky et al., 1980; Cherif et al., 2009; LaFree et al., 2012; White et al., 2016) exhibit
similar dynamics.
The environmental factors favoring radicalization, referred to here as endemic factors,
include variables like poverty rate that may influence an individual’s risk of adoption in
particular regions. As such, endemic factors have the potential to enhance or constrain
the spread of contagions through populations across geographic space. Although significant
research has been done on how endemic factors predict radicalization (and resulting violence)
(McVeigh, 2004; Goetz et al., 2012; LaFree and Bersani, 2014; Piazza, 2017; Medina et al.,
CHAPTER 3. SPREAD OF FAR-RIGHT EXTREMISM 39
2018), few studies have investigated how these factors interact with contagion processes.
The aim of the current study is to determine whether patterns of far-right radicalization
in the United States are consistent with a contagion process, and to assess the influence of
critical endemic factors. After controlling for population density, I assessed the following
endemic factors that have been implicated in previous research on radicalization, extremism,
and mass shootings: poverty rate (Gale et al., 2002; Durso and Jacobs, 2013; Suttmoeller
et al., 2015, 2016; Piazza, 2017; Lin et al., 2018; Suttmoeller et al., 2018; Medina et al.,
2018; Kwon and Cabrera, 2019b), unemployment rate (Green et al., 1998; Jefferson and
Pryor, 1999; Gale et al., 2002; Espiritu, 2004; Goetz et al., 2012; Piazza, 2017; Majumder,
2017; Pah et al., 2017), income inequality (McVeigh, 2004; Goetz et al., 2012; McVeigh and
Cunningham, 2012; Majumder, 2017; Kwon and Cabrera, 2017, 2019b,a), education levels
(Espiritu, 2004; Florida, 2011; Durso and Jacobs, 2013; McVeigh et al., 2014; Gladfelter et al.,
2017; Kwon and Cabrera, 2017, 2019a), non-white population size (McVeigh, 2004; LaFree
and Bersani, 2014; Gladfelter et al., 2017; Medina et al., 2018), violent crime rate (McVeigh
and Cunningham, 2012; Gladfelter et al., 2017; Sweeney and Perliger, 2018), gun ownership
(Pah et al., 2017; Anisin, 2018; Lin et al., 2018; Reeping et al., 2019), hate groups per capita
(Adamczyk et al., 2014), and Republican voting (McVeigh et al., 2014; Medina et al., 2018).
Furthermore, I aim to determine whether individual-level variables, such as social media use,
enhance the spread of far-right radicalization over space and time. Social media platforms
increasingly appear to play a role in radicalization, both as formal recruitment tools (Wu,
2015; Bertram, 2016; Aly et al., 2017; Awan, 2017) and spaces for extremist communities to
interact (Amble, 2012; Dean et al., 2012; Winter, 2019; Pauwels et al., 2014). If social media
platforms augment physical organizing (Bowman-Grieve, 2009; Holt et al., 2016), then they
may also enhance the spread of radicalization.
Although social media platforms relax geographic constraints on communication, evi-
dence suggests that social media networks still exhibit spatial clustering. For example, the
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majority of an individual’s Facebook friends live within 100 miles of them (Bailey et al.,
2018), the probability of information diffusion on social media decays with increasing dis-
tance (Liu et al., 2018), and online echo chambers map onto particular locations (Bastos
et al., 2018). Since complex contagions require reinforcement, and the majority of online
friendship ties are within a close radius, the diffusion of extremist ideologies online should
still exhibit some level of geographic bias. This idea is supported by evidence that social
media enhances physical organizing among extremists (von Behr et al., 2013; Gill et al.,
2017; Bastug et al., 2018), and anecdotes of “self-radicalized” individuals using social media
to contact other extremists in their area (Holt et al., 2019).
In order to model the spread of far-right radicalization I used a two-component spatio-
temporal intensity (twinstim) model (Meyer et al., 2017), an epidemiological method that
treats events in space and time as resulting from self-exciting point processes (Reinhart,
2018). In this framework, future events depend on the history of past events within a
certain geographic range. Event probabilities are determined by a conditional intensity
function, which is separated into endemic and epidemic components. This allows researchers
to assess the combined effects of both spatio-temporal covariates and epidemic predictors.
Epidemic, in this framework, refers to any level of contagion effect and does not necessarily
imply uncontrollable spread. With a couple of notable exceptions (Zammit-Mangion et al.,
2012; Clark and Dixon, 2018), previous applications of self-exciting point process models in
terrorism and mass shooting research have not simultaneously modeled diffusion over both
time and space (Porter and White, 2010; Lewis et al., 2012; White et al., 2013; Towers
et al., 2015; Garcia-Bernardo et al., 2015; Tench et al., 2016; Johnson and Braithwaite, 2017;
Collins et al., 2020).
The radicalization events in this study, which correspond to where and when a radical-
ized individual’s extremist activity or plot was exposed, came from the Profiles of Individual
Radicalization in the United States (PIRUS), an anonymized database compiled by the
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National Consortium for the Study of Terrorism and Responses to Terrorism (START) (Na-
tional Consortium for the Study of Terrorism and Responses to Terrorism, 2017). PIRUS
is compiled from sources in the public record, and only includes individuals radicalized in
the United States who were either arrested, indicted, or killed as a result of ideologically-
motivated crimes, or were directly associated with a violent extremist organization. I chose
to use PIRUS instead of the Terrorism and Extremist Violence in the United States (TE-
VUS) database because events in PIRUS are disambiguated by individual and include social
variables that may influence the diffusion process.
A contagion effect in this modeling framework could result from one of two forces. The
first is a copy-cat effect, in which individuals copy behaviors observed directly or in the media.
Although this effect has been proposed in terrorism and mass shooting research in the past
(Nacos, 2009; Towers et al., 2015), it seems to be a more plausible contagion mechanism for
specific methods of violence (Helfgott, 2015) (e.g. suicide bombings (Tominaga, 2018)) rather
than radicalization more broadly. The second is linkage triggered by activism and organizing,
or ideologically-charged events (e.g. elections, demonstrations, policies), in that region. To
differentiate between these two forces, I included two sets of epidemic predictors in the
modeling. The first two event-level variables, plot success and anticipated fatalities, might
be expected to increase epidemic probability if a copy-cat effect is present. This is because
successful large-scale events are probably more contagious due to increased media coverage
(Towers et al., 2015). Alternatively, the two individual-level variables, group membership
and social media use, might be expected to increase epidemic probability if activism and
organizing drive the linkage between events.
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3.2 Methods
All individual-level data came from PIRUS. Only individuals with far-right ideology who
were exposed during or after 2005 (the earliest year with social media data) with location
data at the city-level or lower (n = 416; F: 6.0%, M: 94.0%) were included (see Figures 3.1
and 3.2). For each individual, the date and location of their exposure (usually when their
activity/plot occurred), whether their plot was successful (34.9%), the anticipated fatalities
of their plot (0: 69.5%, 1-20: 26.0%, >20: 2.6%, >100: 1.9%), whether they were a member
of a formal or informal group of extremists (58.4%), and whether social media played a role
in their radicalization (31.2%), were included. Unknown or missing values for each predictor
(plot success: 0.5%, anticipated fatalities: 13.5%, group membership: 0%, social media:
54.8%) were coded as 0. To ensure that the coding procedure for missing predictor values
did not introduce bias, I checked whether the results of the full model were consistent after
multiple imputation with chained equations and random forest machine learning (see Table
C.1). The location of each exposure was geocoded from the nearest city or town using the R
package ggmap (Kahle and Wickham, 2013). Since domestic terrorists tend to commit acts
in their local area (Smith et al., 2008; Klein et al., 2017; Marchment et al., 2018), I assumed
that exposure locations reflect where individuals were radicalized.
State-level gun ownership was estimated using a proxy measure based on suicide rates
and hunting licenses (Seigel et al., 2014). Using data from 2001, 2002, and 2004 (the only
three years for which state-level gun ownership data is available), Seigel et al. found that
the following proxy correlates with gun ownership with an R2 of 0.95:
(0.62 · FS
S
) + (0.88 ·HL)− 0.0448 (3.1)
where FS/S is the proportion of suicides that involve firearms (from the Centers for Disease
Control and Prevention, or CDC), and HL is hunting licenses per capita (from the United
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Figure 3.1: The number of far-right extremists exposed in the PIRUS database, both per-year
(left) and cumulative (right), between 2005 and 2017.
States Fish and Wildlife Service) (Seigel et al., 2014). Missing suicide rates (five years for DC,
two years for Rhode Island) were replaced with the mean values for that state. State-level
hate group data was collected from the Southern Poverty Law Center, while violent crime
data was collected from the Federal Bureau of Investigation’s Uniform Crime Reporting
Program.
County-level demographic data was collected from the US Census using the R package
censusapi (Recht, 2019). This included population density, poverty rate, Gini index of income
inequality, percentage of the population that is non-white, percentage of the population that
has at least a high-school diploma, and unemployment rate. County-level income, race,
education, and unemployment data is only available after 2009, so the 2010 data was used
for 2005-2009. County-level presidential election voting records were collected from the
Massachusetts Institute of Technology Election Lab, and non-election years were assigned
the data from the most recent election year. Geographic data was collected from the US
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Figure 3.2: The untied locations of far-right extremists exposed in the PIRUS database be-
tween 2005 and 2017. The color of each county corresponds to its log-transformed population
density.
Census using the R package tigris (Walker, 2019).
Twinstim modeling was conducted using the R package surveillance (Meyer et al., 2017).
To convert the data to a continuous spatio-temporal point process, all tied locations and
dates were shifted in a random direction up to half of the minimum spatial and temporal
distance between events (1.52 km and 0.5 days, respectively) (Meyer and Held, 2014).
Step functions were used to model both spatial and temporal interactions. Visual in-
spection of the pair correlation function for the point pattern indicates that the data is
significantly clustered up to 400 km (see Figure C.1). As such, the spatial step function was
split into four 100 km intervals with 400 km as the maximum interaction radius (Nightin-
gale et al., 2015). The temporal step function was split into four six-month intervals up to
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two years (based on the the high degree of variation in radicalization and attack planning
times among domestic extremists (Smith and Damphousse, 2009; Silkoset, 2016; Bouhana
et al., 2018)). I attempted the analysis with different combinations of power-law, Gaussian,
and Student spatial functions, and exponential temporal functions, but these variations con-
verged to unrealistically steep spatial and temporal interaction functions that approached
zero around two km and two days, and appeared to be significantly influenced by the tie-
breaking procedure (Meyer and Held, 2014).
Population density (county-level) was log-transformed and used as an offset endemic
term. A centered time trend was also included to determine whether the strength of the
endemic component has shifted over time. Poverty rate (county-level), Gini index of in-
come inequality (county-level), gun ownership (state-level), percentage of the population
that is non-white (county-level), percentage of the population that has at least a high-school
diploma (county-level), unemployment rate (county-level), percentage of voters that vote
Republican in presidential elections (county-level), violent crime rate per thousand residents
(state-level), and number of hate groups per million residents (state-level) were included as
dynamic endemic predictors that change annually. Plot success, anticipated fatalities, group
membership, and social media radicalization were included as epidemic predictors.
All possible models with all possible combinations of predictors were run and ranked
by Akaike’s Information Criterion (AIC) (Burnham and Anderson, 2002). The best fitting
model with the lowest AIC was used to assess the effects of each variable on event probability.
Rate ratios were calculated by applying exponential transformation to the model estimates.
To determine whether the spatio-temporal interaction of the epidemic component was
statistically significant, I used the Monte Carlo permutation approach developed by Meyer et
al. (Meyer et al., 2016). Using this approach, a twinstim model with all endemic predictors
from the best fitting model and no epidemic predictors was compared to 1,000 permuted
null models with randomly shuffled event times. For each permutation I estimated the
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reproduction number (R0), or the expected number of future events that an event triggers
on average, which represents “infectivity”. A p-value was calculated by comparing the
observed R0 with the null distribution of the subset of permutations that converged.
For additional support, I also ran a likelihood ratio test and a standard Knox test of
spatio-temporal clustering. The Knox test was conducted with spatial and temporal radii of
100 km and six months (the upper bounds of the first steps in the step functions), respectively
(Knox and Bartlett, 1964).
To further assess the quality of the model, I conducted simulations from the cumulative
intensity function using Ogata’s modified thinning algorithm according to Meyer et al. (2012).
Using the parameters of the best fitting model, I conducted 1,000 simulations of the last six
months of the study period and compared the results to the observed data. All analyses
were conducted in R using version 3.6.1, and the R code used in the study is available on
Harvard Dataverse: https://doi.org/10.7910/DVN/WPYCKJ
3.3 Results
The results of the best fitting model (∆AIC < 2), which included seven endemic and two
epidemic predictor variables, are shown in Table 3.1. Firstly, there is a statistically signifi-
cant time trend whereby the endemic rate decreases by 4.6% each year, indicating that the
strength of the epidemic component has increased over time. There appears to be a base-
line increase in the endemic component between 2008-2012 which likely corresponds to the
financial crisis (Funke et al., 2016), as well as a significant spike in the epidemic component
around 2016 which likely corresponds to the presidential election (Rushin and Edwards, 2018;
Giani and Meón, 2019) (Figure 3.3). There are also significant positive effects of poverty
rates (p < 0.01) and the presence of hate groups (p < 0.0001) on radicalization probability.
Interestingly, the percentage of voters that vote Republican in presidential elections (p <
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0.0001), the percentage of the population that is non-white (p < 0.05), and unemployment
rates (p < 0.0001) appear to have significant negative effects on radicalization probability.
Gun ownership, education level, and violent crime all have no significant effect on radicaliza-
tion probability. When Republican voting was replaced with the absolute percent difference
between Republican and Democratic voting, a proxy measure for the competitiveness of
elections, it was no longer significant. A variance inflation factor test identified no multi-
collinearity problems among the time-averaged endemic predictors (VIF < 3) (Zuur et al.,
2010).
RR 95% CI p-value
Time trend 0.946 0.91–0.98 0.0015
Poverty 1.052 1.02–1.09 0.0025
Unemployment 0.871 0.82–0.93 <0.0001
Republican voting 0.969 0.96–0.98 <0.0001
Non-white population 0.989 0.98–1.00 0.038
Education level 0.980 0.96–1.00 0.075
Hate groups 1.191 1.12–1.27 <0.0001
Violent crime 0.930 0.84–1.03 0.17
Group membership 4.563 1.57–13.28 0.0054
Social media 2.722 1.55–4.76 0.0005
Table 3.1: The results of the twinstim modeling, with estimated rate ratios (RR), Wald
confidence intervals, and p-values. Endemic predictors (including the overall time trend) are
in the top portion of the table, whereas epidemic predictors are in the bottom.
Both group membership and radicalization via social media have strong and significant
positive effects on epidemic probability. Exposures of individuals who belong to formal or
informal extremist groups are over four times more likely to be followed by future exposures in
close spatial or temporal proximity (p < 0.01). Similarly, exposures of individuals radicalized
on social media are almost three times as likely to be followed by future exposures (p < 0.01).
Anticipated fatalities and plot success did not appear in the best fitting model. Estimates
of the decaying spatial and temporal interaction functions, as well as model diagnostics, can
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be seen in Figures C.2 and C.3, respectively. A variance inflation factor test identified no
multicollinearity problems among the epidemic predictors (VIF < 3) (Zuur et al., 2010).
Figure 3.3: The total intensity (in black), as well as the isolated endemic component (grey),
over time. Total intensity can be interpreted as the proportion of radicalization probability
that is explained by the endemic and epidemic components.
Based on the permutation test, the observed R0 (0.31) is significantly higher than the
null distribution of the converged permutations (Nconv = 739, p < 0.01) (Figure 3.4). This
indicates that the spatio-temporal interaction in the epidemic model is significant. Both the
likelihood ratio test of the epidemic against the endemic model (p < 0.0001) and the Knox
test (p < 0.0001) support this result.
The results of the simulations can be seen in Figures 3.5 and 3.6. On average the sim-
ulations neatly match the observed cumulative number of exposures between June, 2017
and January, 2018 (Figure 3.5), indicating that the model accurately captures the temporal
dynamics in the data. Similarly, the model appears to do a good job of capturing the spatial
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Figure 3.4: The results of the Monte Carlo permutation test. The grey bars show the null
distribution of R0 from the 739 permutations that converged, whereas the red dashed line
shows the observed R0 (0.31) calculated from the twinstim model.
dynamics in the data, although it is clearly weighted towards high population density areas
(Figure 3.6).
3.4 Discussion
By applying novel epidemiological methods to data on 416 extremists exposed between 2005
and 2017, this study provides evidence that patterns of far-right radicalization in the United
States are consistent with a contagion process. Firstly, the estimated reproduction number
is significantly higher than those from simulated null models, indicating that endemic causes
alone are not sufficient to explain the spatio-temporal clustering observed in the data. The
reproduction number for radicalization (R0 = 0.31) is also lower than one, suggesting that
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Figure 3.5: The cumulative number of exposures during the last six months of the study
period (red), as well as the results of 1,000 simulations (grey).
Figure 3.6: The exposure locations during the last six months of the study period. The color
gradient, ranging from blue (low) to yellow (high), represents a Gaussian kernel density for
the results of 1,000 simulations with a bandwidth of 200 km. The contour lines segment the
kernel density into 10 levels.
extremist ideologies behave like complex contagions that require reinforcement for transmis-
sion. Fortunately, this means that extremist ideologies are unlikely to spread uncontrollably
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through populations like seasonal influenza (R0 = 1.28) (Biggerstaff et al., 2014), but out-
breaks can occur under the right endemic and epidemic conditions. For example, regions
with higher rates of poverty and hate group activity are more likely to experience far-right
extremism, whereas regions with a larger non-white population, more Republican voting,
and higher rates of unemployment are less likely to experience far-right extremism. Most
importantly, radicalizations involving extremist groups or social media significantly increase
the epidemic probability of future radicalizations in the same location. This suggests that
clusters of radicalizations in space and time are driven by activism and organizing rather
than a copy-cat effect.
The fact that group membership significantly increases the epidemic strength of events,
and the presence of hate groups significantly increases radicalization probability, suggests
that local organizing remains a potent recruitment tool of the far-right movement. This
idea is reflected in recent increases in rallies across the country, such as “Unite the Right” in
Charlottesville, VA in August of 2017, that have been attended by regional chapters of white
nationalist and militia organizations. It also suggests that concerns about typological “lone
wolves” radicalized over social media should not overshadow the persistent and expanding
far-right movement in the United States. Only 10.8% of people in this study were radicalized
on social media independently of an extremist group, indicating that solo actors are still the
minority in the far-right movement. That being said, solo actors radicalized on social media,
such as Omar Mateen (Pulse nightclub shooting in 2016) and Dylann Roof (Charleston
church shooting in 2015) (Holt et al., 2019), are typically deadlier than group members in
the United States (Phillips, 2017), and should thus be the subject of much future research.
Radicalization on social media also significantly increases the epidemic strength of events,
indicating that social media platforms augment physical organizing and that the diffusion of
extremist ideologies online is likely geographically biased. The increasing role of social media
in far-right extremism and radicalization is well established (Holt et al., 2019; Ottoni et al.,
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2018; Costello and Hawdon, 2018; Lowe, 2019; Winter, 2019). Social media platforms like
Twitter provide extremist communities with low cost access to large audiences that might
not otherwise engage with far-right content (Wu, 2015; Bertram, 2016). For example, one
report found that only 44% of people who follow high-profile white nationalists on Twitter
overtly express similar ideologies (Berger and Strathearn, 2013). As mainstream platforms
clamp down on hate speech, extremist users have just shifted their traffic to alternative sites
such as 8chan and Gab (Blackbourn et al., 2019; Hodge and Hallgrimsdottir, 2019). Given
the centrality of social media in far-right organizing, future research should explore how
counter-narratives (van Eerten et al., 2017; Voogt, 2017) and other strategies could be used
to fight the spread of extremist ideologies online.
The results indicate that county-level poverty rates increase the probability of far-right
radicalization. While there is little to no evidence that poverty predicts extremism at the
state-level (Piazza, 2017; Gale et al., 2002; Lin et al., 2018; Durso and Jacobs, 2013), studies
at the county-level have found that poverty predicts both mass shooting rate (Kwon and
Cabrera, 2019b) and hate groups (presence (Medina et al., 2018) not longevity (Suttmoeller
et al., 2015, 2016, 2018)). This discrepancy between geographic resolutions indicates that
using state-level poverty data obscures local variation. The results of this study also reveal
a negative effect of unemployment rate on radicalization, adding to the remarkably con-
tradictory evidence for links between unemployment and extremism in the United States
(Jefferson and Pryor, 1999; Goetz et al., 2012; Piazza, 2017; Majumder, 2017; Green et al.,
1998; Gale et al., 2002; Espiritu, 2004). Although this result appears to be counter-intuitive,
I hypothesize that poverty and unemployment may interact in driving radicalization. For ex-
ample, individuals from regions where jobs are plentiful but poverty remains high may be the
most disillusioned and susceptible to extremist ideologies. Interestingly, income inequality
did not appear in the best fitting model, and had no significant effect when included. This
suggests that overall deprivation, as measured by poverty rate, is more important in driving
CHAPTER 3. SPREAD OF FAR-RIGHT EXTREMISM 53
radicalization than inequality. Previous studies that have found a positive impact of income
inequality on hate groups or crime either used state-level data (Majumder, 2017), did not
account for poverty rate (McVeigh, 2004; Goetz et al., 2012), or combined income inequality
with poverty rate into a single index (McVeigh and Cunningham, 2012). Interestingly, both
unemployment (Pah et al., 2017) and income inequality (Kwon and Cabrera, 2017, 2019b,a)
appear to be strong predictors of mass shootings. Although this seems paradoxical, the ma-
jority of mass shootings are not ideologically driven (Capellan, 2015), so the socioeconomic
drivers may be different than for far-right radicalization.
Violent crime appears to have no influence on radicalization. Although one study of
the Ku Klux Klan found that high levels of far-right activity can increase homicide rates in
the long-term (McVeigh and Cunningham, 2012), there is little evidence that violent crime
rates drive increases in extremist violence or radicalization (Sweeney and Perliger, 2018).
Hate crime is only very weakly correlated with violent crime (Gladfelter et al., 2017), and
extremist violence is even more rare (LaFree and Dugan, 2009), so they are likely driven by
different factors.
Previous studies have found strong evidence for a negative relationship between education
and hate crime rates (Espiritu, 2004; Gladfelter et al., 2017), a positive relationship between
education and mass shooting rates (Kwon and Cabrera, 2017, 2019a), and no evidence for a
relationship between education and hate group organizing (Durso and Jacobs, 2013; McVeigh
et al., 2014; Florida, 2011). The results of this study are consistent with the latter category,
which makes sense given that the majority of the plots in the dataset were non-violent.
The negative effect of Republican voting on event probability could be because individuals
on the far-right of the political spectrum who live in counties with more Democratic voters
may feel more partisan hostility (Miller and Conover, 2015). Interestingly, this effect does
not appear to be the result of more competitive elections (Suttmoeller et al., 2015), as the
absolute difference between Republican and Democratic voting did not significantly influence
CHAPTER 3. SPREAD OF FAR-RIGHT EXTREMISM 54
event probability. Alternatively, the negative effect of Republican voting may be due to
the fact that many of the rural counties that lean heavily Republican have low population
densities and no recent history of extremist violence. A previous study that found mixed
evidence for a positive influence of Republican voting on the presence of hate groups excluded
counties without hate groups from the modeling, which may have eliminated this skew effect
(Medina et al., 2018).
The fact that the percentage of the population that is non-white negatively predicts
far-right extremist violence is consistent with the intergroup contact hypothesis, which sug-
gests that prolonged contact between racial groups reduces conflict under certain conditions
(Allport, 1954). Although other researchers have suggested that population heterogeneity
increases far-right radicalization (McVeigh, 2004), the only study to find evidence of this
in the United States did not explicitly account for population density (LaFree and Bersani,
2014). Other studies controlling for population density have found that both anti-black hate
crimes and hate groups appear to be more common in white dominated, racially homoge-
neous areas (Gladfelter et al., 2017; Medina et al., 2018). Despite mixed evidence for the
intergroup contact hypothesis, it is widely accepted that community diversity and tolerance
is key to fighting radicalization and extremist violence globally (Gunaratna et al., 2013; Ellis
and Abdi, 2017; Ercan, 2017; Hoffman et al., 2018; United Nations Development Programme,
2016; Southern Poverty Law Center, 2017).
Gun ownership does not predict radicalization in this model, which is unsurprising since
only 30.5% of people in this study planned on committing fatal attacks but interesting
given the centrality of gun control in debates following mass shootings in the United States
(Pierre, 2019; Joslyn and Haider-Markel, 2017; Luca et al., 2020). Despite strong evidence
that gun ownership is linked to mass shooting rates at the national-level (Reeping et al.,
2019), evidence for same pattern at the state-level remains mixed. Previous studies have
found that it either positively predicts mass shootings overall (Reeping et al., 2019), when
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combined with particular gun control laws (Anisin, 2018), or not at all (Lin et al., 2018; Pah
et al., 2017). Unfortunately, CDC funding for research on gun ownership was restricted by
Congress in 1996 after lobbying by the National Rifle Association, so potential links between
extremist violence and gun ownership remain understudied (Lemieux, 2014; Winker et al.,
2016; Morall, 2018; DeFoster and Swalve, 2018).
Several limitations of this study should be highlighted. Firstly, the PIRUS database
only represents a subset of radicalized individuals in the United States. The creators of
the database used random sampling to maximize its representativeness over different time
periods, but there remains a possibility of spatial or temporal bias in the original data due to
underreporting by victims and law enforcement effort (DiIulio, 1996). Instances of hate crime
are notoriously underreported relative to other forms of crime (Pezzella et al., 2019), because
victims often fear retaliation or mistrust the police (Wong and Christmann, 2016; Weiss et al.,
2016; Pezzella, 2017). There is also a great deal of variation in hate crime training among
police departments, and the personal beliefs of individual officers can influence whether or
not instances are reported (Boyd et al., 1996; Pezzella, 2017). Both of these factors are likely
to be more pronounced in areas with legacies of far-right extremist violence, and historical
crossover between far-right groups and the police (Rowe, 1976; Barnes, 1996; Johnson, 2019).
In addition, the geographic locations of events are only geocoded to the city-level, potentially
enhancing the spatial clustering of the data. Furthermore, social media data were missing for
a significant number of individuals (54.8%). The significance level of the estimate for social
media usage is extremely low and robust to imputation, indicating that it likely reflects
a real effect, but researchers should exercise caution when interpreting this result (Safer-
Lichtenstein et al., 2017). Lastly, the spatial resolution of three of the endemic predictors
was limited to the state-level, which may have flattened some important local variation. One
of these variables, gun ownership, was also a proxy measure. Policymakers should release
historical restrictions on research funding for gun violence and hate crime research to improve
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data resolution for future studies.
In conclusion, far-right radicalization in the United States appears to spread through
populations like a complex contagion. Both social media usage and group membership
enhance the contagion process, indicating that online and physical organizing remain primary
recruitment tools of the far-right movement. In addition, far-right radicalization is more
likely in Democrat-majority regions with high poverty and low unemployment, fewer non-
white people, and more hate group activity. While the federal government has acknowledged
the threat of far-right extremism (The Department of Homeland Security, 2019), funding for
organizations researching or fighting the movement has decreased in recent years (O’Toole,
2019). Based on the results of this study, I recommend that policymakers reconsider their
funding priorities to address the expanding far-right extremist movement in the United
States. Future research should investigate how specific interventions, such as online counter-
narratives to battle propaganda, may be effectively implemented to mitigate the spread of
extremist ideology.
Chapter 4
Conformity bias in the cultural
transmission of music sampling
traditions
4.1 Introduction
As Darwinian approaches are increasingly incorporated into modern musicology (Savage,
2019), researchers have begun to investigate how transmission biases shape the cultural
evolution of music (MacCallum et al., 2012; Savage et al., 2015; Lumaca and Baggio, 2017b;
Ravignani et al., 2018; Brand et al., 2019). Transmission biases, or biases in social learning
that predispose individuals to favor particular cultural variants, are important selective forces
(Cavalli-Sforza and Feldman, 1981a) that can result in significant changes at the population-
level (Leonard and Jones, 1987; Durham, 1990; Boyd and Richerson, 1992; Ormrod, 1992a).
For example, a recent study found evidence that the presence of positive and negative lyrics
in popular music has been driven by prestige, success, and content biases (Brand et al.,
2019).
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In the last several decades, researchers have begun to explore how these kinds of trans-
mission processes can be inferred from large-scale cultural datasets. This “meme’s eye view”
approach (Shennan, 2011), originally pioneered by archaeologists studying ceramics (Neiman,
1995; Bentley and Shennan, 2003), has since been applied to dog breeds (Bentley et al., 2007),
cooking ingredients (Isaksson et al., 2015), and baby names (O’Dwyer and Kandler, 2017).
In music, this approach has revealed that frequency-based biases like conformity and novelty,
in which the probability of adopting a variant disproportionately depends on its commonness
or rarity (Boyd and Richerson, 1985), vary across domains and levels of analysis. For exam-
ple, there is some evidence that dissonant intervals in Western classical music are subject
to novelty bias (Nakamura and Kaneko, 2018), rhythms in Japanese enka music are subject
to conformity bias (Nakamura and Kaneko, 2018), and popular music at the level of albums
(Bentley et al., 2007) and artists (Acerbi and Bentley, 2014) is subject to random copying1.
Music sampling, or the use of previously-recorded material in a new composition, is
an ideal model for investigating frequency-based bias in the cultural evolution of music
because (1) samples are known to be culturally transmitted between collaborating artists,
and (2) sampling events are reliably documented in online databases (Youngblood, 2019b).
For researchers, music sampling is a rare case where process is understood and pattern
is accessible. In the current study, we aim to use longitudinal sampling data to determine
whether frequency-based bias has played a role in the cultural transmission of music sampling
traditions. Earlier manifestations of the “meme’s eye view” approach, based on diversity
and progeny distributions, are time-averaged and more susceptible to type I and II error,
respectively (Premo, 2014; Crema et al., 2014; O’Dwyer and Kandler, 2017). In the current
study we utilize two more recent methods, turn-over rates and generative inference, that
better capture the temporal dynamics that result from transmission processes (Wilder and
1Under certain conditions. The transmission of popular artists on Last.fm is consistent with random
copying in generalist groups of users and conformity in more niche groups of users (Acerbi and Bentley,
2014).
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Kandler, 2015).
The turn-over rate of a top list of cultural variants, ranked by descending frequency, is
simply the number of new variants that appear at each timepoint (Bentley et al., 2007).
Examples of top lists in popular culture include the Billboard Hot 100 music chart and the
IMDb Top 250 movies chart. By comparing the turn-over rates (z ) of top lists of different
lengths (y), we can gain insight into whether or not the data are consistent with neutral
evolution (i.e. random copying). The turn-over profile for a particular cultural system can
be described with the following function:
zy = A · yx (4.1)
where A is a coefficient depending on population size and x indicates the level of frequency-
based bias (Evans and Giometto, 2011; Acerbi and Bentley, 2014; Kandler and Crema, 2018).
Simulation studies indicate that at neutrality x ≈ 0.86 (Evans and Giometto, 2011; Acerbi
and Bentley, 2014). Under conformity bias turn-over rates are relatively slower for shorter
top-lists, leading to a convex turn-over profile (x > 0.86). Likewise, under novelty bias turn-
over rates are relatively faster for shorter top-lists, leading to a concave turn-over profile (x
< 0.86) (Acerbi and Bentley, 2014).
Generative inference is a powerful simulation-based method that uses agent-based mod-
eling and approximate Bayesian computation (ABC) to infer underlying processes from ob-
served data (Kandler and Powell, 2018a). Agent-based modeling allows researchers to simu-
late a population of interacting “agents” that culturally transmit information under certain
parameters. With a single cultural transmission model, this method can be used to infer the
parameter values that likely generated the observed data (Crema et al., 2014, 2016; Kandler
and Shennan, 2015a; Kandler and Crema, 2018). With competing models assuming different
forms of bias, this method can be used to choose the model that is most consistent with the
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observed data (Crema et al., 2014, 2016; Thouzeau et al., 2018; Pagel et al., 2019). In the
current study, we use the basic rejection form of ABC for parameter inference and a random
forest machine learning form of ABC for model choice.
4.2 Methods
Sampling data were collected from WhoSampled (https://www.whosampled.com/) on Febru-
ary 18th, 2019. The analysis was restricted to drum breaks because artists typically only
use one drum break per composition, whereas vocal and instrumental samples are combined
more flexibly. For each sample source tagged as a “drum break”, we compiled the release
years and artist names for every sampling event that occurred between 1987-2018. Previous
years had fewer than 82 cultural variants and were excluded from the analysis. Collectively,
this yielded 1,463 sample sources used 38,500 times by 14,387 unique artists. The release
years were used to construct a frequency table in which each row is a year, each column is a
sample, and each cell contains the number of times that particular sample was used in that
year. Notable sampling events for the five most sampled drum breaks are shown in Table
4.1, and the frequencies of 10 common and 10 rare samples through time are shown in Figure
4.1.
Turn-over rates were calculated using the HERAChp.KandlerCrema package in R (Kan-
dler and Crema, 2018). x was calculated from top-lists up to size 142 (the minimum number
of cultural variants present in a given year) across all years. The observed distribution
of turn-over rates was compared to those expected under neutral conditions according to
Bentley (Bentley et al., 2007) and Evans and Giometto (Evans and Giometto, 2011).
Simulations were conducted using the agent-based model of cultural transmission avail-
able in the HERAChp.KandlerCrema package in R (Kandler and Crema, 2018). This trans-
mission model generates a population of N individuals with different cultural variants, and
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Figure 4.1: Violin plots showing the frequencies of samples, ranked by overall use, from 1980
to 2019. The x -axis is the rank of each sample, and the y-axis is the year. To the left of the
dotted line are samples 1-10, while to the right are samples 501-510. More common samples
(on the left) appear to be much more stable over time than rarer ones. The high popularity
of the more common samples in the late 80s and early 90s is likely due to the rapid expansion
of sample-based hip-hop and dance music triggered by increased access to digital samplers
and more relaxed copyright enforcement during that period.
simulates the transmission of those variants between timepoints given a particular innova-
tion rate (µ) and level of frequency-based bias (b). As departures from neutrality can only
be reliably detected after equilibrium has been reached, this model incorporates a warm-up
period that is excluded from the rest of the analysis. Negative values of b correspond to
conformity bias, while positive values correspond to novelty bias. The output of this model
includes turn-over rates and the Simpson’s diversity index at each timepoint. Simpson’s
diversity index (D) is the probability that any two randomly selected cultural variants are of
the same type, where values closer to 0 indicate high diversity and values closer to 1 indicate
low diversity (Simpson, 1949).
Parameter inference was conducted with the rejection algorithm of ABC, using the
EasyABC (Jabot et al., 2013) and abc (Csillery et al., 2012) packages in R, in three ba-
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sic steps:
1. 100,000 iterations of the model were run to generate simulated summary statistics for
different values of b within the prior distribution.
2. The Euclidean distance between the simulated and observed summary statistics was
calculated for each iteration.
3. The 1,000 iterations with the smallest distances from the observed data, determined
by the tolerance level (ε = 0.01), were used for the posterior distribution of b.
The exponent of the turn-over function (x ) and the mean Simpson’s diversity index (D̄) were
used as summary statistics for parameter inference. Population size (N = 729), innovation
rate (µ = 0.037), and warm-up time (t = 200) were kept constant for all models, and a
uniform prior distribution was used for b (-0.2—0.2). Population size was calculated from
the mean number of unique artists involved in a sampling event at each timepoint in the
observed dataset. Innovation rate was calculated from the mean number of new sample
types per total number of samples at each timepoint in the observed dataset, according to
Shennan and Wilkinson (Shennan and Wilkinson, 2001). The warm-up time was determined
by running 1,000 iterations of a neutral model with the observed innovation rate over 500
timepoints (Crema et al., 2014) and estimating when observed diversity reaches equilibrium
(see Figure D.1). The bounds of the uniform prior distribution for b, adapted from Crema
et al. (Crema et al., 2014), were reduced based on observed levels of frequency-based bias
in other cultural systems (Kandler and Shennan, 2015a; Kandler and Crema, 2018; Kandler
and Powell, 2018a). Each model was run for 32 timepoints, which corresponds to the number
of years in the observed dataset.
Model choice was conducted with the random forest algorithm of ABC, using the abcrf
(Pudlo et al., 2015) package in R. Random forest is a form of machine learning in which a
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set of decision trees are trained on bootstrap samples of variables, and used to predict an
outcome given certain predictors (Cutler et al., 2012). Traditional ABC methods function
optimally with fewer summary statistics (Blum et al., 2013), requiring researchers to reduce
the dimensionality of their data. We chose to use random forest for model choice because
it appears to be robust to the number of summary statistics (Pudlo et al., 2015), and does
not require the exclusion of potentially informative variables. The random forest algorithm
of ABC was conducted with the following steps:
1. 50,000 iterations of each model (conformity, novelty, and neutrality) were run to gener-
ate simulated summary statistics for different values of b within the prior distributions.
2. The results of these three models were combined into a reference table with the sim-
ulated summary statistics (and calculated LDA2 axes) as predictor variables, and the
model index as the outcome variable.
3. A random forest of 1,000 decision trees was trained with bootstrap samples from the
reference table (150,000 rows each).
4. The trained forest was provided with the observed summary statistics, and each deci-
sion tree voted for the model that the data were likely generated by.
5. The posterior probability of the model with the majority of the votes was calculated
using the out-of-bag data that did not make it into the bootstrap training samples.
The details of this process are outlined by Pudlo et al. (Pudlo et al., 2015). The following
178 summary statistics were used for model choice: the exponent of the turn-over function
(x ), the mean turn-over rate (z̄y) for each list size (up to 142), the Simpson’s diversity index
for each timepoint (D) (up to 32), the mean Simpson’s diversity index (D̄), and the two
2Linear discriminant analysis (LDA) is a method of dimensionality reduction, similar to PCA, that
compresses multiple variables onto two axes while maximizing the separation between classes.
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LDA axes. Population size (N = 729), innovation rate (µ = 0.037), and warm-up time (t =
200) were kept constant for all models. Uniform prior distributions were used for b in both
the conformity (-0.2—0) and novelty (0—0.2) models, whereas b was kept constant at 0 for
neutrality.
All R scripts and data used in the study are available in the Harvard Dataverse repository:
https://doi.org/10.7910/DVN/TWADX4.
4.3 Results
The observed turn-over rates, as well as those expected under neutral conditions, can be seen
in Figure 4.2. Kolmogorov-Smirnov tests found that the observed distribution of turn-over
rates is significantly different from the neutral expectations of both Bentley (Bentley et al.,
2007) (p < 0.001) and Evans and Giometto (Evans and Giometto, 2011) (p < 0.001). The
value of the exponent x (see Equation 4.1) for the observed data is 1.13, which is indicative
of conformity bias.
The posterior probability distribution of the level of frequency-based bias (b), constructed
with the basic rejection algorithm of ABC, is shown in Figure 4.3. Based on the parameter
estimation of b, the observed data are most consistent with weak but significant conformity
bias (median = -0.012; 95% HDPI: [-0.019, -0.0020]). A goodness-of-fit test (n = 1000; ε =
0.01) indicates that the model is a good fit for the data (p = 0.47) (see Figure D.2) (Lemaire
et al., 2016), and leave-one-out cross validation indicates that the results are robust across
tolerance levels (n = 10; ε: 0.005, 0.01, 0.05) (see Figure D.3) (Csillery et al., 2012).
The results of the model choice using the random forest algorithm of ABC can be seen
in Table 4.2. The conformity model has the strongest support (436 votes) with a posterior
probability of 0.89. The out-of-bag error, calculated by running the out-of-bag data through
the random forest, was 0.046 (see Figure D.4), indicating that the forest is a good classifier
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Figure 4.2: The observed turn-over rates (z ) for top-lists up to size 142, compared to those
expected under neutral conditions according to Bentley (Bentley et al., 2007) (in blue) and
Evans and Giometto (Evans and Giometto, 2011) (in orange). The x -axis is the size of the
top lists for which z, on the y-axis, was calculated.
Figure 4.3: The posterior probability distribution of the level of frequency-based bias (b),
with the median shaded in dark grey and the 95% HDPI shaded in light grey.
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for the data. The most important variable for the classification ability of the random forest,
identified using the Gini impurity method, was mean diversity (D̄), followed by the first LDA
axis (LD1), the exponent of the turn-over function (x ), and the second LDA axis (LD2). The
importance of the top ten variables, as well as the results of the LDA, can be seen in Figures
D.5 and D.6.
Conformity Novelty Neutrality Post. Prob.
436 174 390 0.89
Table 4.2: The number of votes cast by the trained random forest for each model after being
provided with the observed summary statistics, as well as the posterior probability of the
selected model (conformity).
4.4 Discussion
By applying simulation-based methods to three decades of sampling events, we have pro-
vided evidence that conformity bias plays an important role in the cultural transmission
of music sampling traditions. Firstly, turn-over rates for longer list sizes are higher than
expected under neutral evolution, indicating that artists may be selectively using more pop-
ular samples. In addition, the rejection algorithm of ABC found that transmission models
assuming low but significant levels of conformity bias best match the observed data. Lastly,
a random forest trained on simulated data from three transmission models classified the
observed data as coming from the conformity model. Taken together, these results indicate
that music producers tend to conform to the sampling patterns of others, which is consistent
with reports of artists using particular samples as signals of community membership (e.g.
the Amen break) (Whelan, 2009).
Although our results are concordant with evidence of conformity bias in Japanese enka
music (Nakamura and Kaneko, 2018), they conflict with evidence of novelty bias in West-
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ern classical music (Nakamura and Kaneko, 2018) and neutral evolution in popular music
(Bentley et al., 2007; Acerbi and Bentley, 2014). In the study of Western classical music,
frequency-based bias was identified by looking at changes in the means and standard de-
viations of the frequencies of particular cultural variants (Nakamura and Kaneko, 2018).
Despite the fact that these measures appear to be intuitive indicators of frequency-based
bias, they do not account for competition between cultural variants as frequencies change.
For example, novelty bias would be expected to favor rare variants only until they become
relatively common and are supplanted by rarer variants. These kinds of dynamic processes
are better captured by turn-over rates and simulation-based methods. In the two studies of
popular music, researchers looked at the transmission of albums and artists between listeners
using data from the Billboard charts (Bentley et al., 2007) and Last.fm (Acerbi and Bentley,
2014). It is possible that the low cost of listening relative to producing allows individuals
to explore new music at random rather than relying on frequency-based bias. That being
said, we suspect that turn-over rates on the Billboard charts (Bentley et al., 2007) may not
accurately reflect the behavior of listeners, given that the charts have historically been ma-
nipulated by record labels and distributors (Knopper, 2009). Last.fm, on the other hand, is a
more reliable source of transmission data as users can directly share music with one another
in groups (Acerbi and Bentley, 2014). Interestingly, while turn-over rates of top artists in
generalist groups of users were consistent with neutral evolution, rates in more niche groups
(e.g. “female fronted metal”) were consistent with conformity bias (Acerbi and Bentley,
2014). It is possible that individuals in more niche groups feel a greater sense of community
and are influenced more by other listeners, although this idea has yet to be tested. Overall,
the discrepancies between the current and previous studies indicate that frequency-based
bias in music may vary depending on the level of analysis (e.g. samples between artists vs.
artists between listeners) and cost of adoption (e.g. work-intensive production process vs.
clicking a streaming link), so the results of the current study may not be generalizable across
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all musical domains.
A recent study on music sampling found that less popular artists culturally transmit sam-
ples with one another at higher rates (Youngblood, 2019b). In combination with anecdotes of
artists selectively avoiding popular samples (e.g. De La Soul refusing to sample mainstream
artists) (Lena, 2004), this suggests that novelty bias may be present. Counter-dominance sig-
naling is a recently developed hypothesis (Klimek et al., 2019) that may reconcile the strong
conformist signal in our data with the indications of novelty bias in the literature (Lena,
2004; Youngblood, 2019b). This hypothesis posits that low popularity “outsiders” develop
new styles in opposition to those expressed by high popularity “elites”. Over time, these new
styles become widespread enough to be adopted by elites, allowing space for new counter-elite
styles to emerge in response (Klimek et al., 2019). In other words, novelty bias may cause
new styles to be adopted by outsiders, and conformity bias may allow those new styles to
spread and eventually be expressed by elites. If less popular artists are much more common
and tend to favor samples used within their community over those used by more popular
artists, then population-level sample frequencies are likely to reflect conformity bias over
novelty bias. This hypothesis is consistent with the emphasis that many artist communities
place on collective cultural production in opposition to the “mainstream” (Hesmondhalgh,
1998).
There are several limitations to this study that need to be highlighted. Firstly, the
turn-over rate results should be interpreted with caution, as recent work indicates that the
exponent of the turn-over function (x ) may be overestimated when fewer than 40 timepoints
are analyzed (Kandler and Crema, 2018). Additionally, traditional ABC requires researchers
to choose a subset of summary statistics, which can have a significant effect on parameter
estimation. Luckily, the two statistics we used for parameter estimation ended up being the
most important variables for classification by the random forest (excluding the LDA axes).
Lastly, recent work indicates that the inclusion of rare variants is important for inferring
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underlying cultural transmission biases from population-level data (O’Dwyer and Kandler,
2017). As WhoSampled is a crowd-sourced database, its coverage of popular variants is
presumably much more complete than its coverage of rare variants. Algorithms for sample-
detection may allow researchers to reconstruct full transmission records in the future, but
these approaches are not yet publicly available (Hockman and Davies, 2015; López-Serrano
et al., 2017).
The results of the current study add to an expanding body of literature addressing how
frequency-based bias influences cultural diversity at the population-level. In addition, we
have provided further validation of generative inference methods that allow researchers to
bridge pattern and process in cultural evolution. Future studies should employ more complex
agent-based models that incorporate social status to determine whether counter-dominance
signaling influences cultural transmission within music production communities, as well as
other forms of transmission bias (e.g. content and prestige) to control for equifinality.
Chapter 5
Content bias in the cultural evolution
of house finch song
5.1 Introduction
Learned birdsong, which is socially transmitted and accumulates changes across generations,
is a powerful model system for the study of cultural evolution (Freeberg, 2000; Lipkind and
Tchernichovski, 2011; Mundinger and Lahti, 2014; Aplin, 2019). Over the course of transmis-
sion, changes can accumulate through a variety of means, resulting in spatial and historical
diversity in song structure (Slater, 1989; Parker et al., 2012). Transmission biases, or bi-
ases in social learning that predispose individuals to favor particular cultural variants, are
important selective forces (Cavalli-Sforza and Feldman, 1981b) that can result in significant
changes at the population-level (Leonard and Jones, 1987; Durham, 1990; Boyd and Richer-
son, 1992; Ormrod, 1992b). Conformity bias (a bias for more common variants), for example,
appears to play a key role in the cultural transmission of foraging techniques in great tits,
and birdsong in swamp sparrows (Aplin et al., 2014; Lachlan et al., 2018).
In the last several decades, researchers have begun to explore how these transmission
71
CHAPTER 5. CONTENT BIAS IN HOUSE FINCH SONG 72
processes can be extracted from large-scale cultural datasets. This top-down approach, in
which mechanisms of cultural transmission are inferred by looking at population-level changes
in the variants themselves, was originally pioneered by archaeologists (Neiman, 1995; Bentley
and Shennan, 2003) and has since been applied to various cultural domains including dog
breeds (Bentley et al., 2007), music (Youngblood, 2019a), and birdsong (Byers et al., 2010;
Lachlan et al., 2018). For example, chestnut-sided warblers have accented and unaccented
songs that exhibit slightly different patterns of geographic variation (Byers et al., 2010). By
comparing their rates of turnover and mutation, researchers were able to conclude that only
one of the two song types is subject to stabilizing selection, likely caused by some form of
transmission bias (Byers et al., 2010). In the current study we utilize a more recent version of
this approach called generative inference, that allows researchers to test hypotheses related
to specific forms of transmission bias (Kandler and Powell, 2018b).
Generative inference is a powerful simulation-based method that uses agent-based mod-
eling and approximate Bayesian computation to infer underlying processes from observed
data (Kandler and Powell, 2018b). Agent-based modeling allows researchers to simulate
generations of interacting individuals that culturally transmit information according to cer-
tain parameters, some of which are variable and some of which are constant, based on what
is known about the system. By running many iterations of these simulations with different
parameter values and comparing the output to the observed data, it is possible to infer the
parameter values that likely generated the observed data (Crema et al., 2014; Kandler and
Crema, 2019; Crema et al., 2016; Kandler and Shennan, 2015b). Lachlan et al. (2018) re-
cently investigated the cultural transmission of swamp sparrow song using an agent-based
model that incorporated three forms of transmission bias. They found that conformity bias
best explained the cultural composition of their population (Lachlan et al., 2018). For the
current study, we modified this model to allow for dynamic population size. We used this
model with a new version of approximate Bayesian computation that incorporates random
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forest machine learning (Raynal et al., 2019) to infer whether transmission bias has played
a role in the cultural evolution of house finch song.
The house finch is a socially monogamous, non-territorial passerine (Thompson, 1960a)
with learned song (Mann et al., 2020) that culturally evolves (Mundinger, 1980) and is likely
subject to sexual selection (Nolan and Hill, 2004). It is native to the western United States
and Mexico, but was introduced from California to Long Island around 1940 (Elliott and
Arbib, 1953; Aldrich and Weske, 1978) and has since expanded throughout the eastern and
central United States (Belthoff and Gauthreaux, 1991). The house finch is an ideal model
for such a study because we have a collection of songs from over a thousand individuals from
an extensive geographical area in the introduced eastern range recorded between 1971–1975
(Mundinger, 1975), 2010–2016 (Ju et al., 2019), and 2018–2019. Our recent comparative
study of house finch songs recorded in 1975 and 2012 in Long Island showed that local di-
alects have become less distinct and both song and syllable diversity have increased at the
population-level (Ju et al., 2019). Additionally, although none of the songs from 1975 have
persisted, around half of the syllable types recur in 2012 (Ju et al., 2019). We proposed three
possible drivers for the increase in diversity: (1) higher innovation rates, (2) more demon-
strators (as a result of increased density), and (3) more dispersal. Although the average
dispersal distance and number of demonstrators probably increased during the population
expansion of the 1980s, these variables would also have been affected by the significant bot-
tleneck that occurred in the 1990s as a result of mycoplasmal conjunctivitis (Hawley et al.,
2006). In addition, it is unclear, with the methods used, whether or not the increase in
diversity is the result of neutral or biased cultural transmission.
The aim of the this study was to infer whether transmission bias played a role in the
cultural evolution of house finch song during a rapid demographic expansion and crash in the
introduced eastern range. We investigated the three forms of cultural transmission bias, first
described by Boyd and Richerson (1985), that likely play a role in birdsong (Lachlan et al.,
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2018): content bias, frequency bias, and demonstrator bias. Content bias occurs when some
cultural variants are more likely to be learned because of the content of those variants (e.g.
frequency bandwidth and complexity) (Rendell et al., 2011). The most widespread form
of content bias in birds is a preference for species-typical song (Nelson et al., 2004; Aplin,
2019). In white-crowned sparrows, for example, birds are more likely to learn phrases from
songs that contain a species-specific introductory whistle (Soha and Marler, 2000). Content
biases can be adaptive, given that females choose mates based on particular acoustic features
(Mennill et al., 2006; Hernandez et al., 2008). Since female house finches prefer elaborate
song (Nolan and Hill, 2004; Mennill et al., 2006), and complex syllables are overrepresented in
our more recent recordings (Ju et al., 2019), content bias, specifically for syllable complexity,
may be present in male house finches.
Frequency biases (e.g. conformity bias and novelty bias) occur when the commonness
or rarity of cultural variants affects their adoption (Rendell et al., 2011). In birds, confor-
mity is the most well-documented form of frequency bias (Jenkins, 1977; Slater and Ince,
1979; Lachlan et al., 2018; Aplin, 2019). White-crowned sparrows, for example, selectively
retain the songs of their neighbors after establishing territories, resulting in stable local di-
alects (Nelson and Poesel, 2009). Under certain conditions, conformity bias is thought to be
broadly adaptive because it allows individuals to quickly adopt common variants (Boyd and
Richerson, 1985; Henrich and Boyd, 1998), and is particularly important in birds because
females of some species prefer males who sing local songs (O’Loghlen and Rothstein, 1995;
Searcy et al., 1997). That being said, the adaptive nature of conformity bias depends on
several assumptions that may not hold for all systems (Eriksson et al., 2008), and weak
conformity is likely to be more adaptive than strong conformity in many contexts because
it allows potentially advantageous innovations to spread (Kandler and Laland, 2009). To
our knowledge, the only clear evidence of novelty bias in birds is in medium ground finches
(Gibbs, 1990). In this species, males appear to preferentially learn rarer songs, and those
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that sing rarer songs survive longer and produce more offspring. Gibbs (1990) attributes this
novelty bias to the high population density of territorial males, a situation in which birds
with more distinct songs may spend less time displaying and more time foraging and avoid-
ing predation. Other possible examples of novelty bias, such as song “revolutions” in corn
buntings and continent-level shifts in white-throated sparrow songs, (Garland and McGre-
gor, 2020; Otter et al., 2020), could also result from content bias and need to be investigated
further. In house finches, a non-territorial species in which females prefer males who sing
local songs (Hernandez and MacDougall-Shackleton, 2004), conformity bias is more likely to
be adaptive than novelty bias.
Demonstrator bias occurs when cultural variants produced by particular demonstrators
are preferred (Rendell et al., 2011). In indigo buntings, for example, young birds preferen-
tially learn songs produced by males that they socially interact with (Payne, 1981). In other
species, birds are more likely to learn from males that are older (Jenkins, 1977) or more
aggressive (Clayton, 1987). In the house finch, a species in which both song and redness are
used in mate choice (Mennill et al., 2006), it is possible that young birds pay more attention
to redder demonstrators. Given that social context influences song production (Ciaburri and
Williams, 2019), demonstrator bias in house finches could also be the result of observational
learning (Hoppitt and Laland, 2008), in which young birds pay attention to which males
spend the most time with females and choose demonstrators accordingly.
One of the biggest challenges in extracting transmission biases from population-level
data is dealing with equifinality, or the fact that different transmission mechanisms can
yield similar results (Barrett, 2018). This is particularly relevant for this study, as content,
frequency, and demonstrator biases can yield similar population-level patterns (Acerbi et al.,
2016). For example, a content bias for songs containing particular syllables, such as the
introductory whistle in white-crowned sparrows (Soha and Marler, 2000), could generate
stable dialects that are consistent with conformity bias. Alternatively, a content bias for
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Figure 5.1: The first 10 syllables from a song recorded in 1975 and analyzed in Luscinia.
Each red bar corresponds to a syllable, and each green number corresponds to an element
within that syllable. The blue traces represent mean frequency. In this song, syllable three
and syllable eight were classified as the same syllable type during dynamic time warping,
and all other syllables are unique types.
complex syllables that only the highest-quality males can produce could manifest as novelty
bias. However, despite potential similarities in emergent pattern, simulations indicate that
content, frequency, and demonstrator biases have discriminable effects at the population-
level (Lachlan et al., 2018). Content bias, for example, tends to reduce the number of
rare variants in the population by increasing the turnover of unattractive new variants.
Demonstrator bias, on the other hand, tends to cause a decrease in cultural diversity by
reducing the number of potential demonstrators (Lachlan et al., 2018). By simulating all
three processes simultaneously, we aim to infer which is dominant in the cultural evolution
of house finch song.
5.2 Methods
We used recordings from 1975 (Mundinger, 1975), 2012 (Ju et al., 2019), and 2019 that
were collected in western Long Island (Brooklyn, Queens, and Nassau County) (Figure 5.2).
The 1975 and 2012 recordings were identical to those recently analyzed by Ju et al. (2019),
whereas the 2019 recordings were specifically collected for this study. Recordings from 1975
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were collected with a Nagra III reel-to-reel tape recorder and a Sennheiser 804 shotgun
microphone, and converted to digital files (32-bit, 96 kHz) by the Cornell Lab of Ornithology
in 2013 (Ju et al., 2019). Recordings from 2012 (16-bit, 44.1 kHz) and 2019 (32-bit, 48
kHz) were collected with a Marantz PD661 solid state recorder and a Sennheiser ME66
shotgun microphone. The recordings from 1975 were downsampled to 48 kHz prior to analysis
(Luscinia processes both 44.1 kHz and 48 kHz files). In all three years special precautions
were taken to avoid recording the same bird twice (Mundinger, 1975; Ju et al., 2019). Each
site was visited only once. Within a site, only one individual was recorded within a 160 m
radius until they stopped singing or flew away.
Figure 5.2: Locations of recordings from 1975, 2012, and 2019 in western Long Island (Brook-
lyn, Queens, and Nassau County).
Song analysis was conducted in Luscinia (http://rflachlan.github.io/Luscinia/),
a database and analysis program developed specifically for birdsong. Songs were analyzed
with a high pass threshold of 2,000 Hz, a maximum frequency of 9,000 Hz, and 5 dB of
noise removal. We excluded 965 songs (26.2%) from the analysis due to high levels of noise
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or overlap with other bird species. Continuous traces with more than 20 ms between them
were classified as syllables (Mundinger, 1975). Some syllables were further separable into
elements, or traces with less than 20 ms between them. See Figure 5.1 for an example of
an analyzed song. Cluster analysis could not be done in Luscinia due to computational
limitations, so we exported the raw mean frequency measurements and analyzed them in R.
Mean frequency here refers to the mean frequency in each 1 ms bin, so it is a continuous trace
across the length of syllables. Mean frequency was log-transformed prior to analysis (Lachlan
et al., 2018). First, the normalized distances between all of the syllables were calculated via
dynamic time warping (DTW) with a window size of 10 (10% of the average signal length)
using the dtwclust package (Sardá-Espinosa, 2019). A window size of 10% of the signal
length is commonly used in speech processing research and seems to be a practical upper
limit for many applications (Ratanamahatana and Keogh, 2005). Infinite distances (0.19%)
caused by comparisons of syllables with extreme signal length differences were assigned the
maximum observed distance value. Next, hierarchical clustering and dynamic tree cut were
used to cluster the syllables into types (Ju et al., 2019; Roginek, 2018). Hierarchical clustering
was conducted with the UPGMA method implemented in the fastcluster package (Müllner,
2013), and dynamic tree cut was conducted with the dynamicTreeCut package (Langfelder
et al., 2016). For dynamic tree cut, we ran the hybrid algorithm with a minimum cluster
size of 1 to maximize the representation of rare syllable types. We chose a deep split value of
3 because it resulted in relatively good cluster validity indices (see Table E.1) and a similar
number of syllable types compared with previous studies of house finch song (Ju et al., 2019;
Roginek, 2018).
In order to control for variation in repertoire coverage, we only included birds from
whom we recorded enough songs to cover at least 75% of their syllable repertoire (Ju et al.,
2019). To do this, we plotted the cumulative proportion of syllables types captured with
each additional song for the 106 individuals with at least 10 recorded songs as per Ju et al.
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(2019) (see Figure E.3). On average, 78.0% of an individual’s repertoire was captured in the
first eight songs, so we only calculated repertoire sizes and observed summary statistics from
birds with at least eight recorded songs.
The agent-based model was adapted from Lachlan et al. (2018) and written in R and
C++. For computational efficiency, we only included males in our model. Female house
finches rarely sing in the wild (Bitterbaum and Baptista, 1979), and thus are unlikely to act
as demonstrators to juvenile birds. The model of cultural transmission is initialized with
NB birds and NS possible syllables. Repertoire sizes are drawn randomly from a normal
distribution based on the observed data. Each bird is assigned a demonstrator attractive-
ness index (tm), calculated by raising Euler’s number to a random number drawn from a
normal distribution with a mean of 0 and a standard deviation of v (so that the indices
are non-negative and centered around 1). Each bird is also assigned a random geographic
index (g) between 1 and 100, which is used to simulate geographic location. Each syllable
is assigned an attractiveness index (M) of 1 (attractive) or 0.05 (unattractive), where patt is
the proportion of all syllables that are attractive. At the start of each year a new genera-
tion learns syllables from a pseudorandom set of D demonstrators, where the probability of
a bird learning from a demonstrator is the inverse of the absolute difference between their
geographic indices (i.e. more geographically distant adults are less likely to act as demonstra-
tors). Dispersal rates in western Long Island can be as high as 91.3% (Youngblood, 2020a)
and males appear to learn most of their repertoire after dispersal (Bitterbaum and Baptista,
1979), indicating that choosing demonstrators pseudorandomly by geographic location after
dispersal is appropriate.
The probability of a bird learning a syllable (Px) depends upon the frequency of that
syllable among the demonstrators (Fx), the attractiveness of the syllable (Mx), and the mean
attractiveness of the demonstrators singing the syllable (Tx). To simulate frequency-based
bias, Fx is raised to the exponent α, where α > 1 corresponds to conformity bias and α <
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1 corresponds to novelty bias. As such, Px = F
α
x · Mx · Tx. During the learning process,
new syllable types are innovated with probability µ. We use the term innovation to describe
the generation of new variants, as is common in both animal and human cultural evolution
research (Caldwell et al., 2016; Aplin, 2019), but our model is agnostic about the exact
processes involved (copy error, guided variation, etc.). Innovated syllables are drawn from
the initial pool of possible syllables (NS), to reflect the production limitations imposed by
species-specific physiological and cognitive constraints (Burnell, 1998; Mann et al., 2020).
Mortality is simulated at the end of each year by randomly selecting 50% of the agents
to remove (overwinter survival varies from 39-63% in different populations (Badyaev and
Martin, 2000; Badyaev et al., 2000, 2008)), and at the beginning of each year new individuals
are added to bring the population up to size.
In summary, patt, α, and v correspond to content, frequency, and demonstrator bias,
respectively. Smaller values of patt are indicative of stronger content bias, as fewer syllables
are attractive to learners. Values of α > 1 are indicative of conformity bias, while values
of α < 1 are indicative of novelty bias. And lastly, higher values of v are indicative of of
stronger demonstrator bias, as there is more variation in demonstrator attractiveness.
To model changes in population size, we extrapolated from NB using data from the
Christmas Bird Count (CBC)1. Annual trends were estimated by calculating the percent
change in the average number of house finches encountered per party hour in Brooklyn,
Queens, and Nassau County for each year. For example, if the simulated population size
in year x was 100 and the CBC indicated a 25% increase between x and x + 1, then the
population size in year x+ 1 would be 125. These annual trends from the CBC can be seen
in Figure E.1. The resulting population estimates were halved in the model, since only males
were included.
Following an initial burn-in phase, each iteration of the model was run from 1970 to 2019.
1https://www.audubon.org/conservation/science/christmas-bird-count
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A 100 year burn-in phase appears to be sufficient to reach an equilibrium-level of diversity
(Figure E.4). In 1975, 2012, and 2019 the following summary statistics were calculated from
a random sample of the same size as the corresponding observed sample: (1) the proportion
of syllables that only appear once, (2) the proportion of the most common syllable type,
(3) the number of syllable types, (4) Simpson’s diversity index, (5) Shannon’s diversity
index, (6) Pielou’s evenness index, and (7) the exponent of the fitted power-law function to
the progeny distribution (Lachlan et al., 2018; Kandler and Crema, 2019). We chose these
summary statistics because they capture diversity with an emphasis on both common and
rare variants, as well as the general shape of the frequency distribution. The three sets
of seven summary statistics from each simulation were compared with the same summary
statistics from the same years in the observed dataset during parameter estimation.
Parameter estimation was conducted with the random forest algorithm of approximate
Bayesian computation, using the abcrf package in R (Raynal et al., 2019). Random forest is
a form of machine learning in which a set of decision trees are trained on bootstrap samples
of variables, and used to predict an outcome given certain predictors (Cutler et al., 2012).
Traditional approximate Bayesian computation methods function optimally with fewer sum-
mary statistics, requiring researchers to reduce the dimensionality of their data (Blum et al.,
2013). We chose to use random forest for parameter estimation because it appears to be ro-
bust to the number of summary statistics, and does not require the exclusion of potentially
informative variables (Pudlo et al., 2015). In addition, it requires fewer iterations of the
model compared to other methods, making it much less computationally intensive (Pudlo
et al., 2015). Random forest approximate Bayesian computation was conducted with the
following steps:
1. 200,000 iterations of the model were run to generate simulated summary statistics for
different values of the parameters: NB, NS, µ, D, patt, α, and v.
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2. The output of these simulations was combined into a reference table with the simu-
lated summary statistics as predictor variables, and the parameter values as outcome
variables.
3. A random forest of 1,000 regression trees was constructed for each of the seven param-
eters using bootstrap samples from the reference table. A maximum tree depth of five
was used to avoid overfitting.
4. Each trained forest was provided with the observed summary statistics, and each re-
gression tree was used to predict the parameter values that likely generated the data.
The following parameters were assigned log-uniform prior distributions, so that more
sampling occurred near the lower bounds: NS = {596–800}, µ = {0.001–0.3}, v = {0.01–6},
and D = {2–10} (modified from Lachlan et al. (2018)). Increased sampling near the lower
bounds improves the resolution of posterior distributions for parameters that are more likely
to have low or moderate values (Lachlan et al., 2018). The lower bound of NS is set to
596 which is the number of syllables identified in our dataset. The following parameters
were assigned uniform prior distributions, so that sampling was unbiased across the entire
range: NB = {2,000–10,000} patt = {0.01–1} and α = {0.25–3} (modified from Lachlan et al.
(2018)). Assuming an average population density of 3.8 birds/km2 (Veit and Lewis, 1996;
Lewis, 1997), our estimate for the average population size of western Long Island (1,203.4
km2) is 4,573. We chose a wide uniform prior distribution for initial population size that
includes this estimate but allows for significant variation over time.
To assess whether syllables with particular characteristics had higher persistence, we con-
ducted Bayesian logistic regression with all of the syllable types detected in 1975 using the
rstanarm package (Goodrich et al., 2020). We started out with the following predictor vari-
ables used by Ju et al. (2019): average frequency (Hz), minimum frequency (Hz), maximum
frequency (Hz), bandwidth (Hz), duration (ms), concavity (changes in the sign of the slope
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Description Prior Type
NB Initial population size {2,000–10,000} Uniform
NS Total number of syllables {596–800} Log-uniform
µ Innovation rate {0.001–0.3} Log-uniform
D Number of demonstrators {2–10} Log-uniform
patt Proportion of attractive syllables {0.01–1} Uniform
α Level of conformity bias {0.25–3} Uniform
v Variation in demonstrator attractiveness {0.01–6} Log-uniform
Table 5.1: The description and prior distribution for each dynamic parameter in the agent-
based model.
of the mean frequency trace per ms), and excursion (cumulative absolute change in Hz per
ms). Concavity and excursion are both indicators of syllable complexity (Ju et al., 2019;
Podos et al., 2016). Concavity was calculated after smoothing the mean frequency trace
using a polynomial spline with a smoothing parameter of 5 (chosen by visual inspection).
The predictor variables were averaged across all of the observations of each syllable type.
Maximum frequency, average frequency, and bandwidth were left out of the modeling due
to multicollinearity issues (V IF > 4). Whether or not the syllable type persisted to 2019
(logical: T/F) was used as the outcome variable. We used Student’s t-distributions with a
scale of 2.5 as priors to allow for a relatively wide range of parameter estimates.
The agent-based model used in this study is available as a new R package called Transmis-
sionBias on Github (https://github.com/masonyoungblood/TransmissionBias). The
“example” subfolder of the R package includes our processed syllable data and analysis
scripts. The unprocessed song recordings are available upon request.
5.3 Results
The dynamic tree cut identified 596 syllables types across the 2,724 songs from 331 individ-
uals that we analyzed. After applying the eight song threshold to ensure that we had at
least 75% of individuals’ syllable repertoires, we calculated the observed summary statistics
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Figure 5.3: The prior (dotted lines) and posterior (solid lines) distributions for the three
dynamic parameters in the agent-based model related to transmission biases. patt, α, and v
correspond to content, frequency, and demonstrator bias, respectively.
from 36, 75, and 29 individuals from 1975, 2012, and 2019, respectively (Table E.2). The
observed mean repertoire size of 61.16 (SD = 17.55) was used for all of our simulations.
The posterior distributions for patt, α, and v can be seen in Figure 5.3 and Table 5.2.
The median estimate for patt was 0.21, with a 95% CI that falls far short of 1. This indicates
that the cultural changes in our dataset are consistent with strong content bias. The median
estimate for α was 0.80 which is consistent with moderate novelty bias, but as the posterior
distribution peaks at 1 and the 95% CI overlaps 1 we cannot reject the null hypothesis. The
95% CI for v encompasses almost all of the prior distribution, and the out-of-bag error for
the random forest is orders of magnitude higher than the other parameters. This indicates
that demonstrator bias is either not present or does not influence cultural changes at the
population-level. The 10 most important summary statistics used by the random forests to
estimate each parameter, identified using the Gini impurity method, can be seen in Table
E.3.
The posterior distributions for the other parameters can be seen in Figure E.5 and Table
5.2. The 95% CIs for NB and D are nearly equivalent to the prior distributions, indicating
that neither has a significant effect on the cultural changes in our dataset. NS had a median
estimate of 635 and a broad 95% CI that excludes values above 777. This means that, at the
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M 95% CI NMAE
NB 5830 [2174, 9789] 0.46
NS 635 [598, 777] 0.045
µ 0.0067 [0.0011, 0.17] 1.55
D 4 [2, 10] 0.51
patt 0.21 [0.023, 0.89] 0.64
α 0.80 [0.28, 1.06] 0.35
v 0.73 [0.012, 5.64] 16.55
Table 5.2: The median, 95% credible interval, and out-of-bag normalized mean absolute
error of the posterior distribution for each dynamic parameter in the agent-based model.
current resolution of the hierarchical clustering, we captured at least 76.71% of the possible
syllable types in the population. Lastly, the median estimate for µ is 0.0067 with a 95% CI
that excludes values above 0.17, suggesting that house finches culturally transmit song with
high fidelity like swamp sparrows (Lachlan et al., 2018). This result should be interpreted
with caution, as µ may be underestimated by the log-uniform prior distribution, and the
out-of-bag error is relatively high compared to other parameters.
When both α and v are near neutrality (0.99 < α < 1.01, v < 0.02), there are significant
positive correlations between patt and the proportion of syllables that only appear once
(R = 0.17, p < 0.05), the number of syllable types (R = 0.84, p < 0.0001), Simpson’s
diversity index (R = 0.69, p < 0.0001), Shannon’s diversity index (R = 0.86, p < 0.0001),
Pielou’s evenness index (R = 0.52, p < 0.0001), and the exponent of the fitted power-law
function (R = 0.22, p < 0.05), and there is a significant negative correlation between patt and
the proportion of the most common syllable type (R = −0.69, p < 0.001). This indicates
that stronger content bias (lower value of patt) reduces cultural diversity in favor of attractive
syllable types independently of other factors, which may explain why we were unable to get
strong estimates for parameters like population size and the number of demonstrators.
The results of the Bayesian logistic regression are shown in Table 5.3. The persistence
of syllable types from 1975 to 2019 is positively predicted by both minimum frequency and
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M 95% CI SD
Min frequency (Hz) 0.54 [0.20, 0.93] 0.18
Duration (ms) -1.34 [-1.75, -0.97] 0.21
Concavity 0.56 [0.27, 0.89] 0.16
Excursion -0.26 [-0.53, 0.02] 0.14
Table 5.3: The median, 95% credible interval, and standard deviation for each parameter
included in the Bayesian logistic regression. Concavity is the number of changes in the sign
of the slope of the mean frequency trace per ms, and excursion is the cumulative absolute
change in Hz per ms. 95% credible intervals that do not overlap with 0 indicate a statistically
significant effect.
concavity, and is negatively predicted by duration. Excursion does not significantly predict
syllable persistence.
5.4 Discussion
By applying simulations and machine learning to three years of birdsongs spanning four
decades, we have provided evidence that content bias plays a central role in the cultural
evolution of house finch song in western Long Island. Syllables with higher concavity, or
syllables with more transitions in slope, were more likely to persist between 1975 and 2019.
As such, we hypothesize that the strong content bias observed in this study is targeted
towards syllable complexity. This is roughly consistent with previous research that found
that syllables with higher excursion (another indicator of complexity) were more prevalent in
individuals’ repertoires in 2012 (Ju et al., 2019), although this variable was not significant in
our model. In house finches, courtship songs are longer and contain longer syllables than solo
songs (Ciaburri and Williams, 2019), and males that sing longer songs at a faster rate are
more attractive (Nolan and Hill, 2004) and have higher reproductive performance (Mennill
et al., 2006). If female preferences for elaborate and energetically-costly songs extend to
the syllable level, then males with a content bias for syllable complexity will have higher
reproductive success.
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Additionally, we estimated that house finch song is transmitted with a median fidelity of
99.99% and a lower bound (5% quantile) of 83%. This is consistent with the high fidelity
of swamp sparrow song learning estimated by Lachlan et al. (2018). Future studies should
investigate whether departures from perfect fidelity in house finches are directional and
maximize vocal performance (e.g. increased complexity). For example, swamp sparrows
accurately copy attractive tutors and speed up the trill rates of slower tutors (Lahti et al.,
2011). House finches shorten and increase the frequency of canary trills learned in captivity
(Mann et al., 2020) and may also modify conspecific syllables in non-random ways.
Interestingly, we did not find evidence for conformity bias, which appears to be relatively
common in birds (Jenkins, 1977; Slater and Ince, 1979; Aplin, 2019) and was recently identi-
fied in swamp sparrows using similar methods (Lachlan et al., 2018). A previous study that
found that female house finches prefer local over foreign songs, which is often associated with
selection for conformity bias in males (O’Loghlen and Rothstein, 1995), tested birds from
the introduced range (Ontario) with songs from the native range (Arizona) (Hernandez and
MacDougall-Shackleton, 2004). Preference differences between such distant and ecologically
distinctive locations may be more reflective of morphological divergence (e.g. traits like bill
depth (Badyaev et al., 2008; Giraudeau et al., 2014)) than regional song variation relevant
for mating. Additionally, female preferences for local song in the same study appeared to
be genetically inherited rather than learned (Hernandez and MacDougall-Shackleton, 2004).
If song preferences in both females and males are independent of early experience then
frequency and demonstrator biases are less plausible in house finches.
We also found that syllables with a higher minimum frequency and a lower duration
were more likely to persist between 1975 and 2019. A similar effect of minimum frequency
on syllable persistence was observed by Ju et al. (2019), who attributed it to the effect that
low-frequency urban noise has on birdsong. If syllables with lower minimum frequencies are
more likely to be masked by urban noise or less likely to be sung by males in noisy conditions,
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then they will be less likely to persist into the next generation (Luther and Baptista, 2010).
Urban noise has been associated with increased minimum frequency in other house finch
populations (Fernández-Juricic et al., 2005), and appears to be a plastic behavioral change on
the part of males (Bermúdez-Cuamatzin et al., 2009, 2011). The negative effect of duration
on syllable persistence is more puzzling, as male house finches in noisy environments shorten
some song types and extend some syllable types (Bermúdez-Cuamatzin et al., 2011). It is
also unlikely to be due to content bias, as males appear to sing longer syllables in courtship
songs (Ciaburri and Williams, 2019). One possibility is that short syllables resulting from
homoplasy are less distinctive and more likely to be lumped together during hierarchical
clustering, causing their persistence to be overestimated by the logistic regression.
There are several limitations to this study that should be highlighted. Firstly, our model is
largely agnostic about guided variation and other internal transformative processes. Setting a
maximum number of possible syllables to reflect physiological constraints may have indirectly
captured some of these processes, but researchers applying these methods in more complex
and domain-general cultural systems should carefully consider this issue. Secondly, our
clustering process had a subjective component, in that we chose parameter values that
yielded results consistent with previous studies. Since hierarchical clustering leads to a nested
structure different parameter values for the tree cut just change the scale of the data, and the
transmission biases we modeled should lead to similar population-level patterns regardless
of scale. Finally, physiological and cognitive constraints likely limit the phonological space
in which house finches can innovate, leading to widespread homoplasy over long periods of
time (Roginek, 2018) that makes it difficult to reconstruct the evolutionary history of syllable
types (Ju et al., 2019). While we explicitly accounted for homoplasy in our simulations by
pulling innovated syllables from a limited number of possible types, we cannot rule out the
fact that it may have influenced the results of our logistic regression.
The importance of cultural traits in conservation is increasingly recognized among sci-
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entists (Brakes et al., 2019; Caro and Sherman, 2012; Keith and Bull, 2017; Laiolo and
Jovani, 2007; Whitehead, 2010) and policy-makers (United Nations Convention on Migra-
tory Species, 2017). For songbirds that culturally transmit mating signals, researchers are
concerned about the negative effects of population decline and habitat fragmentation on song
diversity (Holland et al., 1996; Briefer et al., 2010; Hill and Pawley, 2019; Laiolo and Tella,
2005, 2007; Ortega et al., 2014; Pang-Ching et al., 2018; Paxton et al., 2019; Petrusková
et al., 2010; Sebastián-González and Hart, 2017). Reduced song diversity has been linked to
decreased population growth (Laiolo et al., 2008), leading some researchers to suggest that
song diversity may be a useful assessment tool for threatened populations of songbirds and
cetaceans (Laiolo, 2008; Pérez-Granados et al., 2016; Garland et al., 2015; Rivera-Gutierrez
et al., 2010). In order to use song diversity as a metric for population viability, researchers
need to better understand how population diversity results from individual-level processes
such as innovation and biased transmission (Greggor et al., 2017). An over-reliance on
conformity bias, for example, could slow recovery by reducing effective variation, whereas
novelty bias could quickly spread innovated syllables through the population (Barrett et al.,
2019). If researchers using song diversity for population assessment assume that cultural
transmission is neutral, which is unlikely to be realistic in most cases (Barrett et al., 2019),
they may underestimate long-term population viability. Future studies should use our agent-
based modeling framework to better understand how cultural transmission and population
declines influence song diversity in wild populations.
Chapter 6
A Raspberry Pi-based,
RFID-equipped birdfeeder for the
remote monitoring of wild bird
populations
6.1 Introduction
Biologging, or the use of small electronic devices to track changes in an animal’s physiology,
environment, or behaviour, allows researchers to passively collect large amounts of data
without direct observation (Rutz and Hays, 2009; Chmura et al., 2018). One of the most
popular forms of biologging in ornithological research is radio frequency identification (RFID)
(Williams et al., 2019), a wireless technology that allows researchers to monitor wild bird
populations at fixed locations in the field (Bonter and Bridge, 2011; Ponchon et al., 2013).
Birds are tagged with leg bands containing passive integrated transponder (PIT) tags that
transmit a unique code when activated by close proximity to an antenna connected to an
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RFID reader mounted inside a birdfeeder. The lack of an internal power source means that
PIT tags are small enough to have negligible effects on survival (Adelman et al., 2015).
In addition, birds with PIT tags do not have to be recaptured and continuously handled
to collect data, making this method much less invasive than traditional capture-recapture.
Based on visitation patterns at RFID-equipped birdfeeders researchers can collect basic
information on movement and foraging ecology (Williams et al., 2019), and even infer social
interactions to reconstruct population-level behavioural patterns such as social networks and
dominance hierarchies (Adelman et al., 2015).
In the past, the high cost of commercial RFID readers has been a financial barrier to
their use in research. Previous DIY readers are significantly cheaper, but typically require
a background in circuit-building (Bridge and Bonter, 2011; Ibarra et al., 2015; Zarybnicka
et al., 2016; Bridge et al., 2019). I have developed a more user-friendly RFID-equipped
birdfeeder 6.1 based on the Raspberry Pi Zero W that requires only basic soldering and
coding skills to assemble. Each birdfeeder has a perch antenna connected to an RFID reader
board on a Raspberry Pi powered by a portable battery. When a tagged bird lands on
the perch to eat from the feeder, its unique code is stored with the date and time on the
Raspberry Pi. All collected data are then backed-up to the cloud using a personal hotspot.
The Raspberry Pi Zero W1 ($10) is an ideal single-board computer for remote monitoring
setups because of its low power consumption and built-in Wi-Fi connectivity. The total cost
of the electrical components for this setup, including a battery and antenna, is $85. Although
this is slightly more expensive than the most affordable DIY models, which are about $30
(excluding the battery) (Bridge and Bonter, 2011; Bridge et al., 2019), it provides more
flexibility in data management and can be easily outfitted with additional hardware like
cameras (Jolles et al., 2018; Alarcón-Nieto et al., 2018), microphones (Myers et al., 2019;
Whytock and Christie, 2017), and environmental sensors (Grindstaff et al., 2019; Sethi et al.,
1https://www.raspberrypi.org/products/raspberry-pi-zero-w/
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2018). To my knowledge, the only other applications of the Raspberry Pi in RFID-based
research used more expensive models with significantly higher power consumption (Lendvai
et al., 2015; Meniri et al., 2019).
Below, I outline the process of assembling the hardware and setting up the operating
system for the birdfeeders. Then, I describe an example implementation of the birdfeeders
to track house finches (Haemorhous mexicanus) on the campus of Queens College in New
York City, and highlight several minor technical issues that I encountered using this system.
Figure 6.1: One of the RFID-equipped birdfeeders hanging in a tree on the Queens College
campus.
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6.2 Hardware
Each Raspberry Pi will require a microSD card for the operating system and internal storage.
I also recommend that you purchase a mini-HDMI to HDMI adaptor and micro-USB to USB
adaptor to setup the system with a monitor and keyboard. Before the computer can be used
with the RFID reader, a standard 40-pin GPIO header needs to be soldered to the board.
Alternatively, you can spend slightly more for the Raspberry Pi Zero WH ($14), which comes
with the GPIO header pre-soldered.
This system utilizes the 125 kHz RFID reader available from CognIoT2 ($46). This reader
connects to the GPIO pins next to the microSD port (1-36) with the chip overlapping the
body of the computer (Figure 6.2). The reader requires input from an antenna tuned to 770
µH. Please note that the production line for these readers is limited. Orders of more than
20 units may require negotiation with seller.
Figure 6.2: The RFID reader attached to the Raspberry Pi.
For power I utilized the Poweradd Pilot X73 ($26), a 20,000 mAh power bank that can
run the setup continuously in the field for four days. These take around 10 hours to charge,
so if you require constant data collection it may be a good idea to have two batteries for
2https://www.tindie.com/products/CognIoT/125khz-rfid-reader-for-raspberry-pi/
3https://amzn.to/2OndvHj
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each birdfeeder that you can cycle through.
I recommend ordering EM4102 passive integrated transponder (PIT) tags from Eccel
Technology, as they come pre-embedded in leg bands of various sizes4. Please ensure that
you know the band size required for your species, and have the appropriate permits and
ethical approval, before placing an order. I use the 2.6 mm bands for house finches.
Building the perch antennas is the most technically challenging aspect of this setup
(Figure 6.3). Each antenna consists of 30 American wire gauge (8.25 mm diameter) enameled
magnet wire5 wrapped around a 40 x 6 mm ferrite rod6. Wrapping the wire around the rod
is done by placing one end of the rod in a power drill, anchoring the wire on the other end
of the rod with tape, and slowly rotating the rod with the drill. In order to achieve the
required inductance of 770 µH (+/- 50 µH), I have found that doing four overlapping wraps
between 5 mm and 15 mm from one end (range of 10 mm) works well. I recommend having
an inductance meter handy for troubleshooting7.
Once wrapping is complete, cover each end with a 6 mm rubber tip8 and the entire rod
in 8 mm polyolefin heat shrink tubing9. Then, the two loose wires can be lightly stripped
and soldered to 2 ft long leads10. These leads should be attached to the three position 1.5
mm connector11 by crimping each wire to the 24-26 AWG terminals12 and inserting them
into the left-most and right-most positions. The last step is to waterproof the entire antenna
using rubber coating spray (i.e. Plasti Dip).
If you have already completed the software and firmware steps below, then you can test
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tuned then the red light should turn green when you present the antenna with a PIT tag. I
have found that this antenna design has the highest read range (∼2 cm) on the unwrapped
end of the antenna. In total, the materials required for 50 antennas (including an inductance
meter and rubber coating spray) cost $105 before shipping. All hardware components of
the setup can be seen in Figure 6.3.
Figure 6.3: The completed antenna and power supply connected to the computer and RFID
reader.
6.3 Software
The computers in each birdfeeder run a modified Linux operating system with scripts allow-
ing them to continuously collect and store RFID data, and upload it to cloud storage after
connecting to a personal hotspot generated by a smartphone. These scripts run automati-
cally when the feeder is connected to a power supply, so no commands need to be run in the
field. Following are the steps needed to set up the operating system.
First, download the most recent version of Raspbian Stretch Lite13 and follow the in-
13https://www.raspberrypi.org/downloads/raspbian/
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structions to write the image to a microSD card14. Once the operating system is installed,
boot up the computer and log in using the default username (pi) and password (raspberry).
Open the configuration menu:
sudo rasp i−c on f i g
Enter “Network Options”→ “Wi-fi” to setup the internet connection. Then enter “Inter-
facing Options”→ “Serial”, and disable the login shell from using the serial port. Make sure
that the serial port hardware is left enabled. Lastly, enable automatic login to the console
by entering “Boot Options”. The computer may require you to reboot before continuing.
Next, make sure that the prerequisite software for the RFID reader is installed:
sudo apt−get i n s t a l l python−dev python−s e t up t oo l s python−pip
sudo apt−get i n s t a l l powertop
sudo pip i n s t a l l w i r i ngp i
sudo pip i n s t a l l numpy
Install the example software for the RFID reader:
g i t c l one https : // github . com/CognIot/RFID 125kHz
Import “rfid reader.py” and “schedule.sh” from the data repository (https://doi.org/
10.7910/DVN/XAIRNM) into /home/pi, using secure copy or file transfer protocol. “rfid reader.py”
is a modified version of a CognIot script15 that interfaces with and controls the RFID reader.
If you need to change the default polling delay of the RFID reader (262 ms), edit the Set-
PollingDelay function in “rfid reader.py” according to CognIot’s documentation. “sched-
ule.sh” stores the collected data into files compatible with feedr, an R package for managing
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sudo chmod +x r f i d r e a d e r . py
sudo chmod +x schedu le . sh
Remember to modify the “schedule.sh” script to reflect the name, latitude, and longitude
of the site where the birdfeeder will be deployed. To edit the file, you can either open it in
the command line with textitnano or use a text editor in the GUI.
Next, “schedule.sh” needs to run automatically on startup so that a new data file is
generated every time the battery is changed. It is also a good idea to run powertop to save
power. Open the “rc.local” file located in /etc. Erase the lines for printing the IP address,
and add the following lines above “exit 0” so that they run during startup:
#use powertop auto−tune to save power
sudo powertop −−auto−tune &
#run schedu l e s c r i p t
/home/ pi / schedu le . sh &
Make sure that ‘rc.local’ is executable:
sudo chmod +x / etc / rc . local
Create a folder in /home/pi for the RFID data:
mkrdir r f i d l o g s
If you plan on backing up collected RFID data, install rclone and use the standard
configuration for your cloud storage service of choice16. If you plan on using a cloud storage
service that requires web authentication then you need to run the configuration via SSH
from a computer with a GUI:
cu r l https : // r c l on e . org / i n s t a l l . sh | sudo bash
r c l one c on f i g
16https://rclone.org/docs/
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There are several ways to handle backups. If the birdfeeders will be in locations with
dependable Wi-Fi connections, then you can set up hourly backups via cron. Alternatively,
you can use software such as Linux Reader or extFS to copy the files directly from the SD
card of the Raspberry Pi. For my situation, I decided to have the birdfeeder automatically
upload the RFID data to cloud storage whenever it connects to a personal hotspot generated
by a smartphone. The first step is to install and configure an appropriate network manager:
sudo apt−get i n s t a l l wicd wicd−cu r s e s
sudo sys t emct l stop dhcpcd
sudo sys t emct l d i s ab l e dhcpcd
sudo sys t emct l s t a r t wicd . s e r v i c e
sudo sys t emct l enable wicd . s e r v i c e
sudo gpasswd −a p i netdev
Next, open up the text-based interface for the manager to prioritize and automatically
connect to the personal hotspot, and disable automatic connection to any networks that
might interfere (e.g. institutional connections requiring login):
wicd−cu r s e s
Import “drive backup.sh” from the data repository into /etc/wicd/scripts/postconnect
using secure copy or file transfer protocol, remove the “.sh”file extension, and make it exe-
cutable:
sudo chmod +x / etc /wicd/ s c r i p t s / postconnect / dr ive backup
“drive backup” uploads everything in /home/pi/rfid logs to /rfid logs/site name, a di-
rectory that you need to create in your cloud storage. Remember to change “site name” to
the name of the site where the birdfeeder will be deployed.
Lastly, before the RFID reader can be used with the computer it must be set up to read
EM4102 tags. Until this step is completed the reader will not register correctly constructed
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antennas. Run the setup script and follow the relevant menu options:
python RFID 125kHz/python/RFIDReader . py
6.4 Example
In the spring and summer of 2018, we banded 138 house finches with PIT tags (immature:
92.0%; adult female: 3.6%; adult male: 4.4%). Due to high levels of dispersal (∼91.3% based
on return rate), we banded an additional 47 house finches in the spring and summer of 2019
(immature: 63.8%; adult female: 8.5%; adult male: 27.7%). All birds were captured using
perch traps17, and adult female and immature birds were distinguished based on the color of
their secondary covert feathers (Hill, 2002). The capture and banding protocol was approved
by the Institutional Animal Care and Use Committee of Queens College (Protocol #179),
and conducted with a federal permit from the United States Department of the Interior
(Permit #23708).
Five RFID-equipped birdfeeders were deployed on the Queens College campus from Oc-
tober 31, 2018 to August 1, 2019. Every four days, we visited each birdfeeder to replace the
food and batteries and reboot them with a personal hotspot in range. Over the course of the
field season we collected 6,878 visits from 28 individuals (12 banded in 2018, and 16 banded
in 2019), after accounting for sequential reads within visits. The total time in minutes that
individuals spent at each of the five feeders, as well as the number of movements between
feeders, can be seen in Figure 6.4. Birds began to visit the feeders regularly towards the end
of March, and activity peaked in early May (left panel of Figure 6.5). Foraging activity was
relatively constant throughout the day with the highest levels occurring around dusk (right
panel of Figure 6.5), consistent with the findings of Bonter et al. (Bonter et al., 2013).
Once the raw visitation data has been imported into R using the package feedr (Lazerte
17http://www.thirdwheel.biz/perch-traps.html
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Figure 6.4: The locations of the five birdfeeders on the Queens College campus, the total
number of minutes birds spent at each location (size and color of each point), and the total
number of times birds moved between locations (thickness and color of each line). Plotted
using feedr (Lazerte et al., 2017).
Figure 6.5: (A) The number of feeder visits (y-axis) that occurred on each day of the study
period. (B) The total number of feeder visits (y-axis) that occurred during each hour across
the entire study period.
et al., 2017), it can be used for several different analyses. Here I demonstrate two examples:
(1) the estimation of the social network of the population, and (2) the estimation of the
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dominance hierarchy of the population.
For species such as house finches that congregate around birdfeeders, co-occurrences of
individuals during foraging bouts can be used to estimate the social network structure of
a population (Adelman et al., 2015). Firstly, adjacent feeder visits by different birds are
transformed into association data using machine learning with a Gaussian mixture model
(Psorakis et al., 2015), implemented in the R package asnipe (Farine, 2013). This association
data is then used to reconstruct a weighted social network of the population, where nodes
are individual birds and links represent interaction rates between them. The estimated social
network of the population can be seen in the left panel of Figure 6.6. In this case, the 25
birds represent a subsample of the entire population. Although partial networks often closely
reflect the structure of full networks (Silk et al., 2015), any social network constructed from
a subsample should be interpreted with caution.
House finches have linear dominance hierarchies in which females are typically domi-
nant to males (Belthoff and Gauthreaux, 1991; Thompson, 1960c), and aggressive interac-
tions between individuals often occur at food sources when one individual displaces another
(Thompson, 1960b). As such, investigating dominance using displacement data is a well-
established method in house finches (McGraw and Hill, 2002; Moyers et al., 2018) and other
species (Miller et al., 2017; Evans et al., 2018). Firstly, displacement events, in which one
bird displaces another at the feeder within two seconds, are extracted from the raw visita-
tion data. This pairwise interaction data is then analyzed using the aniDom package in R
(Farine and Sanchez-Tojar, 2019). Birds who consistently displace other individuals at the
feeders are coded as dominant to those individuals. The estimated dominance hierarchy of
the population can be seen in the right panel of Figure 6.6.
During the field season we periodically experienced three minor technical issues. Firstly,
cold weather and high humidity can cause the batteries to shut down prematurely. I highly
recommend storing the components in a waterproof box with silica gel packets to avoid
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Figure 6.6: (A) The estimated social network of the 25 birds for which we had association
data. (B) The dominance ranks (y-axis) of the 12 birds for which displacement interactions
were available. Plotted with aniDom (Farine and Sanchez-Tojar, 2019).
moisture build-up. If temperatures are approaching freezing or rain is expected, it is a
good idea to check the batteries daily rather than every four days. Next, sometimes the
configuration file for rclone is cleared when the backup script runs without the personal
hotspot. If files are not appearing in the cloud backup, a quick reconfiguration of rclone
should solve the issue. Lastly, if the computers reboot without connecting to a personal
hotspot the system time will not be accurate. Ensure that the hotspot is on and within
range whenever the computers are rebooted. For connection confirmation, I recommend
creating a blank text file called “test” in /home/pi/rfid logs on each unit. If you delete this
file from the online backup and it reappears upon reboot then the computer successfully
connected to the hotspot. Alternatively, you can use a smartphone app that allows you to
view which devices are currently connected to your hotspot.
Chapter 7
Phylogenetic reconstruction of the
cultural evolution of electronic music
via dynamic community detection
(1975–1999)
7.1 Introduction
Historically, researchers have relied on phylogenetic comparative methods from biology to
create cultural phylogenies, or “trees” of culture. These methods use differences and similari-
ties in the cultural products of different populations (analogous to differences and similarities
in DNA) to reconstruct the historical relationships between them. Traditional phylogenetic
methods, which assume the tree-like structure typical of genetic evolution, have yielded
critical insights, particularly in linguistics (Pagel et al., 2007; Levinson and Gray, 2012;
Bouckaert et al., 2012). However, researchers have debated whether cultural phylogenies
are fundamentally tree-like, or whether high levels of horizontal transmission lead to a more
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reticulated structure (Boyd et al., 1997; Borgerhoff Mulder et al., 2006; Gray et al., 2010;
Rivero, 2016; Cabrera, 2017). For example, biologist Stephen Jay Gould wrote that:
“Biological evolution is a bad analogue for cultural change [...] Biological evolu-
tion is a system of constant divergence without subsequent joining of branches.
Lineages, once distinct, are separate forever. In human history, transmission
across lineages is, perhaps, the major source of cultural change.” – Gould (1991)
Certainly, this is an oversimplification. Horizontal transmission also frequently occurs in
biology and sometimes provides problems for the practice of classification (Doolittle, 2009).
Horizontal transmission is for instance the primary mechanism for the spread of antibiotic
resistance in bacteria (Gyles and Boerlin, 2014), but it also occurs in vertebrates, inverte-
brates, and plants (Crisp et al., 2015; Bock, 2010). Nevertheless, Gould had a fair point.
Although cultural traits evolve through a process of variation, selection and reproduction
that results in observable fissions of cultural lineages, branches of the “tree of culture” can
reunify later on and frequently do so, for instance in the case of shared practices or customs.
That being said, there is substantial variation in reticulation across cultural domains
(Gray et al., 2010; Cabrera, 2017), and depending on the conditions (e.g. co-inheritance
of traits) horizontal transmission may or may not interfere with traditional phylogenetic
reconstruction (Nunn et al., 2006, 2010; Currie et al., 2010). In language evolution, for
example, horizontal transmission is lower and phylogenetic relationships can be reliably
reconstructed (Greenhill et al., 2009). In other domains, such as material culture, rates of
horizontal transmission can be higher and more variable (Tehrani and Collard, 2002; Jordan
and Shennan, 2003; Cochrane and Lipo, 2010), leading to phylogenies that contradict the
historical record (Tëmkin and Eldredge, 2007). For contemporary culture in the digital
age (Acerbi, 2020), where rapid within-generational changes are the norm (Youngblood,
2019b,a), the negative effects of horizontal transmission on phylogenetic signal are likely
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to be even more extreme. More recent advancements in network-based phylogenetics allow
researchers to estimate reticulation (Gray et al., 2010; Heggarty et al., 2010; Howe and
Windram, 2011; Rivero, 2016; Mesoudi, 2017b; Bouckaert et al., 2019), but these methods are
typically unrooted (Tehrani, 2013; Morrison, 2014b,a) (i.e. cannot be used to infer chronology
(Dunn, 2004)) and thus remain complementary to traditional phylogenetic reconstruction
(Tehrani and D’Huy, 2017).
Additionally, outside of linguistics it can be extremely challenging to characterize com-
plex cultural traits in a manner suitable for phylogenetic analysis (Howe and Windram,
2011; Tëmkin, 2016). In practice, this means that cultural phylogenies are often limited to
very specific domains with variation that can be more easily characterized. For example, re-
searchers have begun applying evolutionary methods to the domain of music (Savage, 2019),
but application of phylogenetic methods has been restricted to traditional rhythmic patterns
(Toussaint, 2003; Dı́az-Báñez et al., 2004), individual instruments (Tëmkin and Eldredge,
2007), the works of a single composer (Liebman et al., 2012; Windram et al., 2014), specific
variants of folk song melodies (Savage et al., 2020a), or folk music within a single region (Le
Bomin et al., 2016).
Given these limitations, it would be valuable to be able to construct large-scale phylo-
genies for complex cultural traits while explicitly accounting for and measuring horizontal
transmission (Nunn et al., 2006). If phylogenies represent changes in population structure
over time (Tehrani et al., 2010; Velasco, 2013; Duda and Zrzavý, 2016), then one way for-
ward might be to assess population structure from the bottom-up. This is, of course, a
complicated proposition. Population structure in biology is typically determined by genetic
variation driven by the combined effects of evolutionary processes such as recombination, mu-
tation, genetic drift, demographic history, and natural selection. Unfortunately, population
concepts are not often discussed in the cultural evolutionary literature.
According to philosopher of biology Roberta Millstein’s definition of a (biological) pop-
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ulation, the “boundaries of a population are those groupings where the rates of interactions
are much higher within than without” (Millstein, 2010). She calls this definition the “causal
interactionist population concept”, or CIPC for short. If agents are represented as nodes in
a network graph, where links represent interactions relevant for reproduction (e.g. mating,
transferring information), then populations are groups of agents that interact significantly
more with one another than with other agents. In general, the rates of interactions between
agents are lower between populations than within them, and this feature is precisely what
gives them their (sometimes fuzzy) boundaries. According to this interpretation, populations
represent a specific kind of “nearly decomposable system” (Simon, 1962) in that they are
emergent properties of the behavior of semi-independent agents. Naturally, agents in these
kinds of nearly decomposable systems will be hierarchically organized on different levels, for
example into communities, populations, and metapopulations.
It has recently been suggested to use this “inner interactive connectivity”, i.e. cohesion
in cultural population structure, as the population defining criterion in cultural evolution
(Baraghith, 2020). Specifically, Baraghith (2020) formalized the CIPC by using graph the-
ory to calculate a cohesion index (CI), or the ratio of a population candidate’s internal to
external connections, that can be maximized to identify populations in a larger network of
agents. The CI is a straightforward and effective indicator for populations in static networks,
but identifying evolving populations requires a community detection method designed for
dynamic networks. The TILES algorithm, designed by Rossetti et al. (2017), is a good can-
didate for dynamic community detection in cultural evolution. TILES is an online algorithm
in that it works with an “interaction stream” of nodes and links. In other words, individuals
enter and exit communities as they form and break relationships with other individuals.
A node is considered to be a “core” community member if it forms a triangle with other
community members, and a “peripheral” member if it is one link away from a core node.
Community composition is recomputed throughout this process, each time that a new link
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enters or exits the network. Snapshots of the community composition are then collected
at a regular time interval. Tests with simulated networks indicate that TILES outperforms
other community detection algorithms in both processing time and accuracy, and is able
to identify events that are critical for evolutionary research (e.g. splitting, death) (Rossetti
et al., 2017). Most importantly, the TILES algorithm closely resembles the formalization of
the CIPC (Baraghith, 2020) in that it is based on the relative density of links within and
between communities and allows for overlap on the periphery.
In the following, we propose a new method for phylogenetic reconstruction based on
the CIPC that uses the TILES dynamic community detection algorithm to identify distinct
populations and track how they change over time. We will treat different groups under
investigation as populations or metapopulations, rather then as species. Deciding whether a
member belongs to a specific community in this framework is not a question of whether she
shares as many relevant hereditary traits as possible (like “genes” in biological evolution)
with the other members of the grouping. Instead, what counts is the relative number of
social interactions within (and outside) the community.
More specifically, we are using genres of electronic music as a test case. Although mu-
sicologists recognize that genres are generated by evolving communities of artists (Lena,
2012; Klement and Strambach, 2019), previous attempts to quantitatively map genres have
depended on listener habits (Lambiotte and Ausloos, 2005), instrument similarity (Percino
et al., 2014), or sub-genre tags on streaming platforms (Mauch et al., 2015). By using
artist co-release data (who collaborates with who) we can explicitly track how populations
of artists, and the genres that they correspond to, evolve over time. This approach is sim-
ilar to qualitative attempts at reconstructing music trees that rely on historical accounts
of how artist communities grow, diverge, and influence each other over time (Ishkur, 2000;
Crauwels, 2016). We chose to study electronic music because it is known for its rapid differ-
entiation into competing genres and subgenres (van Venrooij, 2015), particularly during the
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1990s (McLeod, 2001). In addition, collaboration links between electronic music producers
are already known to be important for cultural transmission (Youngblood, 2019b,a) and
community structure (Janosov et al., 2020).
The aim of this study is to assess the degree to which the cultural phylogeny of electronic
music is tree-like. As the tree-likeness of cultural phylogenies exists on a continuum (Gray
et al., 2010; O’Brien et al., 2013) and there is not enough reliable comparative data to gen-
erate neutral predictions about typical levels of horizontal transmission, it seems unwise to
attempt to do hypothesis-testing about whether or not a given phylogeny is fundamentally
tree-like or reticulated. Instead, we aim to simply characterize tree-likeness by using the ratio
of vertical to horizontal transmission. Here, we calculate this as the proportion of links in the
network that are within rather than between populations. Since collaborative links between
artists are meaningful for cultural transmission (Youngblood, 2019b), the level of collabora-
tion between two populations likely reflects the level of cultural transmission between them.
This simple metric is consistent with the common definition of horizontal transmission as the
level of cultural transmission between extant populations (Borgerhoff Mulder et al., 2006;
Greenhill et al., 2009; Currie et al., 2010), and reflects the conceptualization of horizontal
transmission in biological phylogenetics. The original definition of horizontal transmission
proposed by Cavalli-Sforza and Feldman (1981a), which was simply cultural transmission oc-
curring within the same generation, is insufficient here because it does not take population
structure into account.
7.2 Methods
All data used in the current study was collected from Discogs in April 2020. Discogs is a
large, user-generated database of music releases that has better coverage of electronic music
than other sources (van Venrooij, 2015; Bogdanov and Serra, 2017). We chose to use the
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releases data rather than the masters data because it has better coverage of EPs, singles,
remixes, and other smaller releases. First, we extracted all collaborative releases with the
“Electronic” genre tag. Then, we retrieved the release IDs, release years, style tags, and
artists from these releases, including any featured artists, remixers, and producers from the
tracklists. Due to computational limitations, we only included releases from between 1970
and 1999. Collaborations were converted into an unweighted dynamic edgelist for input into
TILES. More details about data collection and computational limitations can be found in
Appendix F.
Community detection was conducted using the Python implementation of TILES (Ros-
setti et al., 2017). Each link persisted for 365 days and community composition was recorded
at the beginning of each year. Links from collaborative releases were assigned random dates
within the year they were released, so that changes in community membership were contin-
uous. We chose to set link persistence to 365 days so that the resolution of the phylogeny
matched the resolution of the collaboration data. Preliminary analyses indicated that lower
values fragment the overall network structure, whereas higher values bias the results towards
vertical transmission.
The output of TILES is a set of community memberships for each year, where each
individual may be part of multiple overlapping communities. In order to visualize the results,
we required a single community membership for each individual. We assigned each individual
in multiple communities to the community with highest network density, or the proportion
of actual to possible connections. Ties were broken by group size. Both core and peripheral
community members were included in the visualization and analysis.
The dynamic community composition for all of the electronic releases, in which each
node is a community of artists and each directed link represents artists moving between
communities from year to year, was too large to visualize in its original form. To simplify
the network we conducted a cluster analysis using the fast greedy modularity optimization
CHAPTER 7. ELECTRONIC MUSIC PHYLOGENY 110
Figure 7.1: A simplified visual summary of community detection using the TILES algorithm
(A: top), and network simplification using the fast greedy modularity optimization algorithm
(B: bottom). In A, arrows depict the movement of nodes (artists), dotted lines depict newly
formed links (collaborations), and different colors represent different communities. Each link
in the network corresponds to a collaborative release like the one shown in the bottom right
(https://bit.ly/3jvofD8). Both core and peripheral artists are included, and artists in
multiple communities are assigned to the largest one. Between t1 and t2, artist 1 breaks all
but one of its previous ties. Since artist 1 is no longer in a triangle with those other artists,
the network splits into two communities (green and pink). Between t2 and t3, artist 2 breaks
its tie with the green community and establishes a collaboration with a peripheral member of
the pink community and an unassigned artist. Since these three artists form a new triangle
they are classified as a new community (yellow). In the left side of B, each node represents
a community from A in the corresponding time point, and the links between communities
represent the number of individuals moving between them. The right side of B is the same
visualization after network simplification, where the pink and yellow communities have been
compressed into a single population.
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algorithm (Clauset et al., 2004) and merged nodes assigned to the same cluster within each
year using the igraph package in R (Csardi and Nepusz, 2006). Links were combined to rep-
resent the total number of artists moving between each set of merged nodes. The simplified
network can be thought of as a hierarchical network with two layers. Each node represents a
population of communities (identified by TILES) which are further separable into individual
artists.
The fast greedy algorithm is a hierarchical agglomeration clustering method that opti-
mizes the modularity, or the observed minus expected proportion of within-cluster links,
of the entire network. In other words, the algorithm clusters groups of communities that
interact significantly more with one another than with other communities into populations,
as consistent with the CIPC (Millstein, 2010; Baraghith, 2020). We chose to use the fast
greedy algorithm because it yielded the highest modularity relative to other clustering meth-
ods (see Table F.1), as well as a manageable number of populations for interpretation. In
addition, it results in accurate estimates of the proportion of links between clusters in simu-
lated networks of various population sizes (Yang et al., 2016), which is directly relevant for
our measurements of horizontal transmission.
To measure horizontal transmission between two populations, we divided the total num-
ber of weighted links between populations by the sum of the number of internal weighted
links from each population. In other words, we calculated the percentage of links in the
sub-network that flow between the two populations.
In addition, we calculated the cohesion index (CI), or the ratio of internal to external
links, for each individual population (Baraghith, 2020). Although this application of the CI
differs from its original formulation, as populations in the dynamic network have a temporal
dimension, it is still an intuitive metric for the degree to which a population is distinct
from other populations in the phylogeny. Since the weighted links are summed during both
community detection and network simplification, the CI can be calculated at any level of
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the hierarchical network.
The phylogeny was visualized with a sankey plot using the sankeyD3 package in R (Bre-
itwieser et al., 2017). This method expands on recent work by Mall et al. (2015) and others
(Rosvall and Bergstrom, 2010; Wu et al., 2016; Liechti and Bonhoeffer, 2020). As you go
from left to right in the visualization, each node is a population of communities identified by
TILES in the corresponding year on the x -axis. The links depict movement between popula-
tions over time, where thickness corresponds to population size. Only the largest connected
component of the network was plotted to maximize the clarity of the visualization. The lay-
out of the nodes in the sankey plot is algorithmically generated by (1) minimizing the overlap
between links and (2) maximizing the horizontal alignment of nodes. In other words, the
visualization algorithm maximizes both the clustering of nodes and the continuity of links.
The distances between and the positions of populations do not convey information like they
do in a standard phylogeny, so the specific y-axis location of each node is not meaningful.
To determine whether or not populations of artists correspond to distinct subgenres, we
compiled the style tags for all releases from each population and conducted Latent Dirichlet
Allocation (LDA) topic modelling. LDA models are Bayesian mixture models that take
large corpora of words from different sources and identify clusters of words, or “topics”
(Grün and Hornik, 2011). Each source is assigned a distribution of topics, one of which
is identified as the most distinctive to that source. In this case, we looked for clusters
of style tags that were distinctive to each population. Style tags from Discogs have been
successfully used to quantitatively identify genres in the past (Mauch et al., 2015), which is
unsurprising given that their purpose is subjectively denoting genres. Releases by artists from
multiple populations (42.5%) were excluded from the topic modelling so that the samples
were independent from one another. We used all style tags for each group rather than unique
style tags to account for frequency of use. The LDA model was fitted using variational
expectation maximization using the R package topicmodels (Grün and Hornik, 2011). k, or
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the target number of topics, was set to the number of populations.
The method used in this study is available as a new R package called DynCommPhylo
on Github (https://github.com/masonyoungblood/DynCommPhylo). The “example” sub-
folder of the R package includes our processed data and analysis script. The interactive
version of Figure 7.2 is also available on Github (https://masonyoungblood.github.io/
electronic_music_phylogeny.html). The raw data used in this study came from the April
2020 XML archive of releases on Discogs (http://bit.ly/DiscogsApril2020).
7.3 Results
We analyzed 1,498,483 collaborative relationships between 93,831 artists from 53,581 differ-
ent electronic music releases between 1970 and 1999. TILES identified 8,354 communities,
of which we visualized the largest connected component. This component contained 90.2%
of the communities, appearing between 1975 and 1999. Network simplification reduced the
dynamic community composition to 72 populations with a modularity score of 0.65. The
geographic distribution of releases from these populations can be seen in Figure F.1.
The resulting phylogeny can be seen in Figure 7.2. Each node is a set of communities
identified by TILES, which are further separable into individual artists. Nodes with the
same color belong to the same population. Each link corresponds to the number of artists
moving between nodes. In the interactive version of Figure 7.2 (https://masonyoungblood.
github.io/electronic_music_phylogeny.html) you can zoom, navigate, and hover over
nodes for the three most distinctive style tags and 10 most distinctive artists from each
population (identified by weighted log-odds, calculated using uninformative Dirichlet priors),
and hover over links for the number of individuals moving between nodes. Details about the
eight largest populations in the phylogeny can be seen in Table 7.1.
Population #5 (yellow) includes a diverse array of four-on-the-floor dance music but
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leans towards trance. Most of the top artists are from Germany. Population #3 (pink)
also includes a diverse array of dance music but leans towards house. The top artists are
from America, England, and all over Europe. “Euro House”, the second top style in this
population, is associated with the radio-friendly popular dance music that rose to prominence
in Europe in the mid 1990s. Population #8 (purple) includes artists like Madonna, Pet Shop
Boys, and Technotronic that were incorporating electro, hip-hop, and techno into pop and
rock music in the late 1980s and early 1990s. Population #1 (orange) includes a diverse
array of artists from American and Europe making techno, hard house, and experimental
music. Population #6 (blue) is the branch of the “hardcore continuum” of high-BPM rave
genres that includes jungle and drum n bass. Most of the top artists are from London and
the surrounding suburbs. Population #4 (green), on the other hand, is the heavier branch
of the “hardcore continuum” that includes happy hardcore, gabber, and noise. Most of the
top artists are from rural England and Scotland. Population #2 (light grey) includes both
disco and synth-pop throughout the 1980s, including Giorgio Moroder and Donna Summers
who transformed dance music with their 1977 hit “I Feel Love”. Population #9 (dark grey)
corresponds to Goa trance and psy-trance. Goa trance first emerged in India in the early
1990s and became known as psy-trance once it reached Europe and the rest of the world.
Most of the top artists are from Europe and the Middle East. The most distinctive artists
from each population do not necessarily represent the most innovative or influential artists
from the subgenres that they correspond to. For example, the originators of Detroit techno
music (e.g. Juan Atkins, Derrick May, and Kevin Saunderson (Sicko, 2010)) do not appear
in the most distinctive artists from Population #1 (orange), and the originators of Chicago
and New York house music (e.g. Frankie Knuckles and Larry Levan (Reynolds, 2012)) do
not appear in the most distinctive artists from Population #3 (pink). The rise and fall of
each of these lineages, as well as the interactions between them, are intuitive and broadly
consistent with the historical record (Sicko, 2010; Reynolds, 2012; Collins et al., 2013).
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5 3 8 1 6 4 2 9
5 12.3% 0.0% 12.9% 2.4% 4.0% 0.0% 3.9%
3 4.3% 7.0% 7.4% 2.7% 0.0% 3.0%
8 0.0% 2.7% 0.1% 5.3% 0.0%
1 5.2% 5.1% 0.0% 3.6%




Table 7.2: The level of horizontal transmission between the eight largest populations in
the phylogeny. Each value represents the percentage of links in the sub-network that flow
between the two populations. In other words, we divided the total number of weighted
links between populations by the sum of the number of internal weighted links from each
population.
The level of horizontal transmission between the eight largest populations in the phy-
logeny can be seen in Table 7.2. 20.93% of links in the phylogeny are between rather than
within populations (mean of 25.74% with different network simplification methods, as per
Table F.1), indicating that while horizontal transmission is common the phylogeny still has
a fundamentally branching structure. Interestingly, both the number of populations and
the percentage of between-population links has increased over time (Figure 7.3). The large
spike in the percentage of between-population links between 1984 and 1986 is likely due to
the large movement of artists from Population #2 (light grey) to Population #8 (purple),
which appears to be caused by an influx of new artists collaborating with existing artists
and disrupting the original population structure.
The LDA topic model identified 48 unique topics across 69 of the populations in the
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Figure 7.3: The number of populations identified in each year (left y-axis), as well as the
percentage of between-population links between each year and the previous year (right y-
axis). The percentage of between-population links should be treated as a global measure of
horizontal transmission.
simplified network. Three populations (#53, #57, #62) were excluded from the topic model
because they did not have any unique releases. The α value of the fitted model, which
gets smaller as more topics correspond one-to-one with groups, was 0.019. 64.6% of topics
corresponded to a single population, 27.1% corresponded to two populations, and 8.3%
corresponded to three populations. This indicates that populations of artists have distinctive
style tags associated with their releases, and likely represent distinct subgenres of electronic
music. The top 10 terms from each topic assigned to the eight largest populations in the
phylogeny can be seen in Figure F.3.
The style tag diversity from each year, calculated with all releases in the phylogeny using
the Simpson and Shannon diversity indices, can be seen in Figure 7.4. We used the effective
number of styles, or the number of equally-abundant styles required to get the same diversity
index (Jost, 2006), because it scales linearly and has been used in previous work on musical
diversity (Mauch et al., 2015). Between 1975 and 1999 the diversity of styles tags in the
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Figure 7.4: The effective number of styles from each year calculated using Simpson’s (left
y-axis) and Shannon’s (right y-axis) diversity indices.
phylogeny has significantly increased.
7.4 Discussion
By applying dynamic community detection methods to an exhaustive dataset of electronic
music releases spanning three decades, we have constructed a cultural phylogeny built ex-
plicitly from population structure. Most importantly, we found that although vertical trans-
mission appears to be dominant, as the majority of links in the phylogeny are within lineages
(79.1%), horizontal transmission is common and populations never become fully isolated from
another. Additionally, the level of horizontal transmission between populations increased be-
tween 1975 and 1999. This is consistent with anecdotal accounts (Lindop, 2011) and another
recent quantitative study that found that hybridization between genres increased over the
same period, using genre tags from music databases (Gagen, 2019). Taken together these
results indicate that although communication technologies like the internet have increased
rates of horizontal transmission between human populations (Carrignon et al., 2019), allow-
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ing music producers to collaborate and influence one another despite significant geographical
distance (Youngblood, 2019b), the cultural evolution of music is still relatively tree-like.
We also observed a significant increase in style tag diversity. In combination with popula-
tion diversification, this indicates that electronic music diversity has increased between 1975
and 1999. This result contradicts two recent studies on the cultural evolution of popular mu-
sic, which concluded that musical diversity has either remained relatively constant (Mauch
et al., 2015) or declined (Serrà et al., 2012) in recent decades. Although it is possible that di-
versification patterns in popular music are different than in contemporary music as a whole,
both studies have some important limitations that reduce their generalizability. Mauch et al.
(2015) only used data from the Billboard Top 100. Estimates of diversity based on the Bill-
board charts alone will inevitably underestimate the diversity in music being produced at
all levels of an ever-expanding industry. Although Serrà et al. (2012) used a more extensive
dataset their conclusions are based solely on pitch transitions, timbre, and loudness, mea-
sures that only capture a fraction of musical variation and are less relevant for recent musical
innovations (e.g. experimental, noise, drum-based, and lyric-based music). That being said,
the quantitative audio analysis methods used by both Mauch et al. (2015) and Serrà et al.
(2012) better capture patterns of musical diversity than style tags. Future studies should
combine quantitative audio analysis with our process-based phylogenetic approach to better
understand the diversification of contemporary music.
The fact that the structure of the phylogeny is relatively tree-like may be surprising to
some, given the prevalence of horizontal transmission in contemporary culture (Carrignon
et al., 2019). We suspect that our observed level of vertical transmission is due to a combi-
nation of factors. Geography, for example, plays an important role in structuring cultural
variation (Gray et al., 2009; Bouckaert et al., 2012; Currie et al., 2013; Schillinger and Lycett,
2019; Kauhanen et al., 2021), and the top artists from certain populations in the phylogeny
tend to come from particular countries. Although the widespread adoption of the internet has
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reduced the influence of geography on musical collaboration (Youngblood, 2019b), most of
our data is from the 1980s and 1990s when electronic music subcultures were often associated
with particular locations like Detroit or London (Sicko, 2010; Reynolds, 2012; Collins et al.,
2013). Transmission isolating mechanisms (TRIMS), or cultural norms that reduce levels of
transmission between lineages, may be present as well (Durham, 1992). TRIMS are com-
parable to intrinsic reproduction barriers that exist between members of different biological
species. Individuals in “underground” electronic music communities often define themselves
in opposition to mainstream music culture, and are deeply invested in the shared identity
of their community (Thornton, 1995; Lindop, 2011). The common underlying concern, that
too much mainstream recognition could reduce the longevity and undermine the integrity of
music communities, is actually supported by previous research on electronic music in the UK
(van Venrooij, 2015). Artists who receive mainstream recognition are sometimes subject to
criticism (Thornton, 1995; Noys, 1995; Hesmondhalgh, 1998), and may even adopt aliases to
reinforce their commitment to the “scene” (Formilan and Stark, 2020). Artists also appear
to intentionally adopt styles that sound distinctive relative to more popular artists (Klimek
et al., 2019), which could be further reinforced by conformity bias within groups (Young-
blood, 2019a). Communal experiences in clubs and raves, sometimes supplemented with
drug use, also enhance social bonding (Hutson, 2000; St John, 2006; Savage et al., 2020b)
and reinforce community boundaries (Kavanaugh and Anderson, 2008). Some scholars have
even posited that obscure subgenre names and other forms of jargon function in “maintaining
clear boundaries that define in-group/out-group relations” (McLeod, 2001). We hypothesize
that these cultural norms may act as TRIMS by enhancing the longevity and cohesion of
music communities, and thus reducing the likelihood that they are integrated into larger and
more popular genres (Lena, 2012).
Importantly, many populations evolve independently and only later connect to the larger
phylogeny. In some cases this is likely due to the fact that external connections to other
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genres are not shown, but in other cases it could represent independent evolution via shared
technology. For example, the emergence of electronic music in India in the 1970s, most
notably in Bollywood (#15 in Figure 7.2), was driven by the introduction of novel synthesizer
technologies rather than the influence of American and European artists (Pandey, 2019;
Purgas and Morgan, 2020). Additionally, the level of reticulation that we observed for
electronic music has likely been enhanced by communication technologies and a globalized
music industry, and is not necessarily reflective of traditional music. Diversity in Gabonese
folk music, for example, appears to show signatures of vertical transmission (Le Bomin et al.,
2016), and phylogenetic studies indicate that folk music variation can be relatively conserved
within genetic lineages (Pamjav et al., 2012; Brown et al., 2013). Unfortunately, our method
can only be used in cases where detailed collaboration data is available, which is unlikely to
be the case for any form of traditional music.
Some might argue that the framework we put forward is more closely related to population
genetics, as it deals with patterns of connectivity within and between populations. While our
approach is informed by population genetics, we feel that reconstructing how populations
evolve and diversify over time is also clearly within the realm of phylogenetics. Biologists have
investigated the interface of population genetics and phylogenetics for decades (Hey, 1994;
Davis, 1996), especially when reconstructing population histories within species complexes
(Dean and Ballard, 2004; Russell et al., 2007; Graves and Schrader, 2008; Polihronakis, 2010).
The field of phylogeography, for example, integrates population genetics and phylogenetics by
studying reticulation, migration, and other processes at the level of populations and species
(Edwards et al., 2016). In cultural evolution, where phylogenies are always constructed at
the level of populations, sharp distinctions between population genetics and phylogenetics
are unlikely to be empirically useful. In other words, we agree with Avise and Wollenberg’s
assessment that “concepts of phylogeny cannot be divorced from those of population genetics
and demography” (Avise and Wollenberg, 1997).
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Several limitations of this study need to be highlighted. Firstly, the phylogeny was
exclusively constructed from collaboration links, which do not account for all cultural trans-
mission. For example, contemporary artists routinely draw inspiration from recorded music,
live events, new technologies, etc. These alternate modes of cultural transmission are more
likely to be horizontal, especially towards the end of our study period when internet-use
became more widespread. Thus, the phylogeny really only captures the “core” of these
cultural lineages (Boyd et al., 1997), and may under-represent reticulation across all trans-
mission modes. Secondly, the data was limited to releases tagged as “electronic” on Discogs,
so external connections to other genres (e.g. rock and pop music) are not shown. Finally,
our analysis focuses on the evolution of interactions among artists, and does not analyze the
evolution of the sound of the musical works themselves (Serrà et al., 2012; Savage et al.,
2020a). Future studies should investigate the ways in which musical sounds and the artists
making them may or may not coevolve.
Our framework also has the potential to improve music recommendations on streaming
platforms like Spotify. Currently, Spotify’s recommendation algorithms are primarily based
on listener habits (Johnston, 2019). In other words, related artists are identified based on
what their fans are also listening to. Spotify’s algorithms have been observed to reduce the
diversity of listeners’ music consumption (Anderson et al., 2020), and have the potential to
exacerbate existing inequalities in the music industry based on popularity (Abdollahpouri
et al., 2020; Abdollahpouri and Mansoury, 2020), gender (Werner, 2020), and other factors
(O’Dair and Fry, 2020). These issues may be further compounded by a recently announced
policy allowing artists to “pay” (via reduced royalties) for an algorithmic boost (Hern, 2020).
Supplementing recommendation algorithms with data on collaborative population structure
would allow for the identification of artists from the same community independently of
listeners’ biases.
Future research should apply this method to high resolution data from other cultural
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domains (e.g. co-citation patterns in academic fields (Youngblood and Lahti, 2018), institu-
tional membership in the arts (Fraiberger et al., 2018), or the composition of Hollywood film
crews (Tinits and Sobchuk, 2020)) to determine whether the observed level of reticulation
in this study is typical of other contemporary cultural systems. Additionally, this method
is theoretically generalizable to biological evolution as well. For example, researchers that
study the evolution of insects in the lab could use motion tracking (Crall et al., 2015) to
estimate population structure from mating events, and then measure how genetic changes
map onto lineages over time. In some long-term study systems, such as Darwin’s finches,
researchers have collected enough detailed mating data to reconstruct population structure
in the wild. Applying this method where interbreeding between closely related species has
led to hybrid speciation and clear genetic changes (Lamichhaney et al., 2018) could provide
new insight into the process of reproductive isolation. Finally, previous studies have used
cases where the historical relationships between cultural lineages are known (e.g. transmis-
sion chains (Spencer et al., 2004; Schillinger et al., 2016) and simulations (Greenhill et al.,
2009; Currie et al., 2010)) to assess the efficacy of traditional phylogenetic methods under
particular conditions. By using an agent-based model of cultural transmission that out-
puts both population structure and trait features and allows for movement between lineages
(Premo and Hublin, 2009), future studies could provide ground truth estimates of horizontal








Table A.1: Descriptive network statistics
Figure A.1: The observed distribution of author productivity (solid line) alongside the the-
oretical inverse square function multiplied by the total number of authors in the dataset
(dashed line, y = 3451/x2). A Kolmogorov-Smirnov test found the observed distribution to
be significantly different from the theoretical inverse square function (p < 0.05).
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Figure A.2: Wordcloud showing the most commonly used author-chosen (as opposed to
WoS-assigned) keywords associated with the articles in each group. “Cultural evolution”
has been excluded from the wordcloud for clarity. Text size indicates use frequency.
The science overlay map in Figure A.3 illustrates the diversity of disciplines involved
in the study of cultural evolution. The social, psychological, biomedical, and ecological
sciences appear to be dominant. Although the clusters of authors share many features, some
groups draw from a more varied set of disciplines than others. Group 1 is distinctive in the
high degree to which it taps both the geosciences and the social sciences, in these respects
contrasting especially with group 2. Infectious disease research is not very important to
cultural evolution research, although groups 2 and 4 have made some use of it. Groups 1
and 4 have taken advantage of computer science, mathematics, and the physical sciences to
a greater degree than the other groups.
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Econ Polit & Geography
Health & Social Issues











Environ Sci & Tech
Figure A.3: A science overlay map of the entire dataset (above), as well as for each cluster of
co-authors identified by VOSviewer (below). The links and nodes are based on a co-citation
analysis of an exhaustive dataset of ISI subject categories from 2007, and represent a global
map of science over which our own dataset is superimposed. Each node indicates a subject
category represented in the dataset. The size of each node corresponds to the frequency of
use, and the color corresponds to the larger disciplinary category it belongs to. Empty nodes
represent subject categories not present in the dataset.
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Figure B.1: The combined diffusion curve for all three drum breaks included in the primary
OADA. The proportion of informed individuals is on the y-axis, and the year is on the x -axis.
Although recent research suggests that inferring acquisition modes from diffusion curves is
unreliable, it appears that the curve may have the S-shape indicative of social transmission
prior to the early-2000s.
Primary OADA
The results of the multiplicative NBDA model fit to the primary OADA with all four
individual-level variables.
Summary o f M u l t i p l i c a t i v e S o c i a l Transmiss ion Model
Order o f a c q u i s i t i o n data
130
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Unbounded paramete r i s a t i on .
C o e f f i c i e n t s :
Estimate Bounded se z p
S o c i a l t r ansmi s s i on 1 1.334607 e−01 0.1177462 NA NA NA
gender −1.050416e−01 NA 4.017186 e−02 −2.6148064 8.927804 e−03
popu la r i ty −1.335417e−02 NA 1.465003 e−03 −9.1154550 0.000000 e+00
f o l l o w e r s −9.611204e−08 NA 1.956053 e−08 −4.9135695 8.943303 e−07
meandist −1.880816e−09 NA 1.361273 e−08 −0.1381659 8.901093 e−01
L ike l i hood Ratio Test f o r S o c i a l Transmiss ion :
Nul l model i n c l u d e s a l l other s p e c i f i e d v a r i a b l e s
S o c i a l t r ansmi s s i on and a s o c i a l l e a r n i n g assumed to combine m u l t i p l i c a t i v e l y
Df LogLik AIC AICc LR p
With S o c i a l Transmiss ion 5 7354 .4 14719 14719 143 .09 0
Without S o c i a l Transmiss ion 4 7425 .9 14860 14860
The results of all NBDA models fit to the primary OADA. In the “Additive?” column
TRUE means the model was additive, FALSE means the model was multiplicative, and
NA means the model was asocial. In the “ILVs”, or individual-level variables, column the
numbers correspond to the variables included in the model (1: gender; 2: popularity; 3:
followers; 4: mean distance).
Addit ive ? ILVs S o c i a l ? AICc deltaAICc
FALSE 1 2 3 4 s o c i a l 14718.7305939155 0
FALSE 2 3 4 s o c i a l 14723.2581626229 4 .53
FALSE 1 2 4 s o c i a l 14749.7210576547 30 .99
FALSE 2 4 s o c i a l 14755.0075144196 36 .28
FALSE 1 3 4 s o c i a l 14795.6248094134 76 .89
FALSE 3 4 s o c i a l 14796.5052668663 77 .77
FALSE 4 s o c i a l 15956.6213244064 1237.89
FALSE 1 4 s o c i a l 15957.1346280933 1238 .4
FALSE 1 2 3 s o c i a l 32229.4897515171 17510.76
FALSE 1 2 s o c i a l 32260.0747802103 17541.34
FALSE 2 3 s o c i a l 32267.3112186711 17548.58
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FALSE 2 s o c i a l 32298.2544538564 17579.52
FALSE 1 3 s o c i a l 32356.8941850595 17638.16
FALSE 3 s o c i a l 32389.9528866174 17671.22
FALSE 1 s o c i a l 43609.4787479712 28890.75
TRUE 1 s o c i a l 43612.45988987 28893.73
NA 0 s o c i a l 43662.7306996825 28944
NA 1 a s o c i a l 43779.4569488198 29060.73
NA 0 a s o c i a l 43815.27922266 29096.55
TRUE 2 s o c i a l I n f I n f
NA 2 a s o c i a l I n f I n f
TRUE 1 2 s o c i a l I n f I n f
NA 1 2 a s o c i a l I n f I n f
TRUE 3 s o c i a l I n f I n f
NA 3 a s o c i a l I n f I n f
TRUE 1 3 s o c i a l I n f I n f
NA 1 3 a s o c i a l I n f I n f
TRUE 2 3 s o c i a l I n f I n f
NA 2 3 a s o c i a l I n f I n f
TRUE 1 2 3 s o c i a l I n f I n f
NA 1 2 3 a s o c i a l I n f I n f
TRUE 4 s o c i a l I n f I n f
NA 4 a s o c i a l I n f I n f
TRUE 1 4 s o c i a l I n f I n f
NA 1 4 a s o c i a l I n f I n f
TRUE 2 4 s o c i a l I n f I n f
NA 2 4 a s o c i a l I n f I n f
TRUE 1 2 4 s o c i a l I n f I n f
NA 1 2 4 a s o c i a l I n f I n f
TRUE 3 4 s o c i a l I n f I n f
NA 3 4 a s o c i a l I n f I n f
TRUE 1 3 4 s o c i a l I n f I n f
NA 1 3 4 a s o c i a l I n f I n f
TRUE 2 3 4 s o c i a l I n f I n f
NA 2 3 4 a s o c i a l I n f I n f
TRUE 1 2 3 4 s o c i a l I n f I n f



























Figure B.2: The relationship between diffusion years and transmission strengths for all seven
diffusions included in the additional OADA. The mean (left) and median (right) years of
diffusion are on the x -axis, and the social transmission estimates from the additive model
are on the y-axis. Linear regression found no significant relationships between either mean
year of diffusion and social transmission estimate (R2 = 0.20, p = 0.31) or median year of
diffusion and social transmission estimate (R2 = 0.17, p = 0.36).
Additional OADA
The eight songs in the “Most Sampled Tracks” on WhoSampled that were released after
1990. The fifth song, “I’m Good” by YG, was excluded from the additional OADA because
it is a producer tag used by a single artist.
1. “Crash Goes Love (Yell Apella)” by Loleatta Holloway (1992)
2. “Shook Ones Part II” by Mobb Deep (1994)
3. “C.R.E.A.M.” by Wu-Tang Clan (1993)
4. “Sound of Da Police” by KRS-One (1993)
5. “I’m Good” by YG (2011) [excluded producer tag]
6. “Juicy” by The Notorious B.I.G. (1994)
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7. “Sniper” by DJ Trace and Pete Parsons (1999)
8. “Who U Wit?” by Lil Jon and The East Side Boyz (1997)
The results of the additive NBDA model fit to the additional OADA. Remember that
the fifth song was excluded, so the transmission estimates for five, six, and seven here are
actually for six, seven, and eight.
Summary o f Addit ive S o c i a l Transmiss ion Model
Order o f a c q u i s i t i o n data
Unbounded paramete r i s a t i on
C o e f f i c i e n t s
Estimate Bounded
S o c i a l t r ansmi s s i on 1 0.13558602 0.11939740
S o c i a l t r ansmi s s i on 2 0.28805974 0.22363849
S o c i a l t r ansmi s s i on 3 0.05184340 0.04928814
S o c i a l t r ansmi s s i on 4 0.60154771 0.37560399
S o c i a l t r ansmi s s i on 5 0.06816578 0.06381573
S o c i a l t r ansmi s s i on 6 0.07600555 0.07063677
S o c i a l t r ansmi s s i on 7 0.01547410 0.01523830
L ike l i hood Ratio Test f o r S o c i a l Transmiss ion :
Nul l model i n c l u d e s a l l other s p e c i f i e d v a r i a b l e s
S o c i a l t r ansmi s s i on and a s o c i a l l e a r n i n g assumed to combine a d d i t i v e l y
Df LogLik AIC AICc LR p
With S o c i a l Transmiss ion 7 6450 12914 12914 101 .99 0
Without S o c i a l Transmiss ion 0 6501 13002 13002
STERGM
The results of all formation models of the STERGM fit to the data from 1984-1999. In
the “ILVs”, or individual-level variables, column the numbers correspond to the variables
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included in the model (1: gender; 2: popularity; 3: followers; 4: mean distance).
ILVs AIC deltaAIC
1 2 4 7676.380 0 .00000
1 2 3 4 7678.174 1 .79348
1 2 7693.425 17.04473
1 2 3 7695.203 18.82240
1 4 7702.003 25.62300
1 3 4 7702.160 25.77921
2 4 7710.403 34.02256
2 3 4 7711.909 35.52898
1 7718.147 41.76695
1 3 7718.390 42.00953
2 7727.194 50.81323
2 3 7728.701 52.32017
4 7737.373 60.99249
3 4 7738.094 61.71319
0 7753.228 76.84742
3 7753.985 77.60457
The results of the best-fitting formation model of the STERGM with the most individual-
level variables fit to the data from 1984-1999.
==========================
Summary o f model f i t
==========================
Formula : y . form ˜ edges + nodecov (” meandist ”) + a b s d i f f (” popu la r i ty ”) +
a b s d i f f (” f o l l o w e r s ”) + nodematch (” gender ” , d i f f = TRUE)
<environment : 0x1cb31da8>
I t e r a t i o n s : 11 out o f 20
Monte Carlo MLE Resu l t s :
Estimate Std . Error MCMC % z value Pr(>| z | )
edges −9.382 e+00 1 .089 e−01 0 −86.175 < 1e−04 ***
nodecov . meandist −1.292e−07 3 .371 e−08 0 −3.833 0.000126 ***
a b s d i f f . popu la r i ty −1.618e−02 3 .284 e−03 0 −4.927 < 1e−04 ***
a b s d i f f . f o l l o w e r s 1 .194 e−08 2 .579 e−08 0 0 .463 0.643396
nodematch . gender .−1 1 .926 e+00 3 .293 e−01 0 5 .851 < 1e−04 ***
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nodematch . gender . 0 3 .478 e−01 1 .965 e−01 0 1 .770 0.076773 .
nodematch . gender . 1 5 .313 e−01 1 .117 e−01 0 4 .757 < 1e−04 ***
−−−
S i g n i f . codes : 0 ’*** ’ 0 .001 ’** ’ 0 .01 ’* ’ 0 .05 ’ . ’ 0 . 1 ’ ’ 1
Nul l Deviance : 6349494 on 4580192 degree s o f freedom
Res idua l Deviance : 7664 on 4580185 degree s o f freedom
AIC : 7678 BIC : 7772 ( Smal ler i s b e t t e r . )
The results of the goodness-of-fit analysis of the formation model of the STERGM with
the most individual-level variables fit to the data from 1984-1999.
Goodness−of− f i t f o r degree
obs min mean max MC p−value
0 10698 10388 10484.50 10553 0 .00
1 801 1032 1101.97 1200 0 .00
2 148 89 104 .41 126 0 .00
3 43 16 20 .71 29 0 .00
4 15 5 8 .01 11 0 .00
5 0 0 0 .38 2 1 .00
6 6 0 0 .95 2 0 .00
7 1 0 0 .07 1 0 .14
8 12 4 6 .55 7 0 .00
9 1 0 0 .42 3 0 .62
10 1 0 0 .03 1 0 .06
11 2 0 0 .91 1 0 .00
12 2 0 1 .00 2 0 .14
13 0 0 0 .08 1 1 .00
14 0 0 0 .01 1 1 .00
Goodness−of− f i t f o r edgewise shared partner
obs min mean max MC p−value
esp0 533 608 645 .34 700 0
esp1 92 43 43 .01 44 0
esp2 42 19 19 .01 20 0
esp3 6 3 3 .00 3 0
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esp7 71 36 36 .00 36 0
esp8 1 0 0 .00 0 0
Goodness−of− f i t f o r minimum geode s i c d i s t ance
obs min mean max MC p−value
1 745 709 746 .36 801 0 .92
2 421 186 212 .11 249 0 .00
3 243 46 67 .21 102 0 .00
4 138 14 22 .30 45 0 .00
5 60 6 8 .67 22 0 .00
6 19 0 1 .07 7 0 .00
7 5 0 0 .06 3 0 .00
I n f 68788954 68789399 68789527.22 68789605 0 .00
Goodness−of− f i t f o r model s t a t i s t i c s
obs min mean max MC p−value
edges 745 .00 709 .00 746 .36 801 .00 0 .92
nodecov . meandist −298388294.47 −366967354.28 −300622250.67 −216526380.89 0 .94
a b s d i f f . popu la r i ty 16092.87 15023.48 16140.46 17764.91 0 .94
a b s d i f f . f o l l o w e r s 631702714.34 538012952.78 636527414.86 770413121.94 1 .00
nodematch . gender .−1 20 .00 13 .00 20 .16 28 .00 1 .00
nodematch . gender . 0 68 .00 56 .00 68 .37 80 .00 1 .00
nodematch . gender . 1 384 .00 361 .00 385 .54 424 .00 1 .00
The results of all formation models of the STERGM fit to the data from 2000-2017. In
the “ILVs”, or individual-level variables, column the numbers correspond to the variables
included in the model (1: gender; 2: popularity; 3: followers; 4: mean distance).
ILVs AIC deltaAIC
1 2 3 14194.16 0 .00000
1 2 3 4 14196.11 1 .94688
2 3 14365.84 171.67787
2 3 4 14367.30 173.13943
1 2 14409.22 215.06168
1 2 4 14410.98 216.82145
1 3 14563.71 369.55351
1 3 4 14565.71 371.55212
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2 14599.55 405.39275
2 4 14600.59 406.43284
1 14636.97 442.80822
1 4 14638.95 444.78763
3 14748.97 554.80763
3 4 14750.71 556.55346
0 14836.01 641.84666
4 14837.57 643.40921
The results of the best-fitting formation model of the STERGM with the most individual-
level variables fit to the data from 2000-2017.
==========================
Summary o f model f i t
==========================
Formula : y . form ˜ edges + nodecov (” meandist ”) + a b s d i f f (” popu la r i ty ”) +
a b s d i f f (” f o l l o w e r s ”) + nodematch (” gender ” , d i f f = TRUE)
<environment : 0x1ad107308>
I t e r a t i o n s : 10 out o f 20
Monte Carlo MLE Resu l t s :
Estimate Std . Error MCMC % z value Pr(>| z | )
edges −8.530 e+00 7 .639 e−02 0 −111.660 < 1e−04 ***
nodecov . meandist −3.907e−09 1 .702 e−08 0 −0.230 0.81847
a b s d i f f . popu la r i ty −4.764e−02 2 .799 e−03 0 −17.022 < 1e−04 ***
a b s d i f f . f o l l o w e r s 1 .726 e−07 9 .188 e−09 0 18 .786 < 1e−04 ***
nodematch . gender .−1 8 .030 e−01 3 .605 e−01 0 2 .227 0.02592 *
nodematch . gender . 0 −7.953e−01 2 .582 e−01 0 −3.080 0.00207 **
nodematch . gender . 1 8 .877 e−01 7 .878 e−02 0 11 .269 < 1e−04 ***
−−−
S i g n i f . codes : 0 ’*** ’ 0 .001 ’** ’ 0 .01 ’* ’ 0 .05 ’ . ’ 0 . 1 ’ ’ 1
Nul l Deviance : 7195553 on 5190494 degree s o f freedom
Res idua l Deviance : 14182 on 5190487 degree s o f freedom
AIC : 14196 BIC : 14290 ( Smal ler i s b e t t e r . )
APPENDIX B. 139
The results of the goodness-of-fit analysis of the formation model of the STERGM with
the most individual-level variables fit to the data from 2000-2017 are below.
Goodness−of− f i t f o r degree
obs min mean max MC p−value
0 11179 10679 10811.81 10930 0 .00
1 1507 1878 2005.54 2115 0 .00
2 371 313 351 .05 398 0 .24
3 130 76 88 .47 104 0 .00
4 68 17 25 .10 31 0 .00
5 26 3 7 .85 13 0 .00
6 5 0 1 .94 6 0 .06
7 5 0 1 .94 3 0 .00
8 0 0 0 .26 2 1 .00
9 2 0 0 .04 1 0 .00
10 1 0 0 .00 0 0 .00
Goodness−of− f i t f o r edgewise shared partner
obs min mean max MC p−value
esp0 1176 1324 1379.71 1458 0
esp1 294 144 144 .42 147 0
esp2 75 35 36 .03 37 0
esp3 22 10 10 .02 11 0
Goodness−of− f i t f o r minimum geode s i c d i s t ance
obs min mean max MC p−value
1 1567 1514 1570.18 1648 0 .90
2 1189 607 677 .37 735 0 .00
3 1107 320 373 .55 436 0 .00
4 950 177 225 .67 286 0 .00
5 658 83 123 .00 177 0 .00
6 380 37 69 .22 125 0 .00
7 182 15 39 .00 82 0 .00
8 79 3 19 .09 47 0 .00
9 16 1 8 .26 34 0 .22
10 1 0 2 .59 14 1 .00
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11 0 0 0 .58 7 1 .00
12 0 0 0 .12 4 1 .00
13 0 0 0 .02 1 1 .00
I n f 88352442 88355141 88355462.35 88355763 0 .00
Goodness−of− f i t f o r model s t a t i s t i c s
obs min mean max MC p−value
edges 1567.00 1514.00 1570.18 1.648000 e+03 0 .90
nodecov . meandist −52499302.28 −196776194.24 −55329463.86 1.010890 e+08 0 .96
a b s d i f f . popu la r i ty 25911.58 24355.87 25912.42 2.714093 e+04 0 .98
a b s d i f f . f o l l o w e r s 2958736083.69 2685506866.45 2938426320.54 3.215706 e+09 0 .86
nodematch . gender .−1 16 .00 10 .00 16 .04 2.400000 e+01 1 .00
nodematch . gender . 0 31 .00 23 .00 31 .33 4.200000 e+01 1 .00
nodematch . gender . 1 1012.00 956 .00 1014.21 1.069000 e+03 0 .94
The results of the formation models of the STERGM with all individual-level variables
assuming different transition years. The top and bottom tables show the results for before
and after each transition year. The number of unique artists in each time period is included
in the second row. Regardless of the transition year, mean distance and gender (F and M)
had the same significance pattern and direction of effect observed in the main analysis. The
results for popularity only varied from the main analysis in the first time period when the
transition year was 1994 or 1996, which could be the result of lower sample sizes. The results
for followers were consistent with the main analysis in the second time period, but fluctuated
dramatically across transition years in the first time period.
Pre−1994 Pre−1996 Pre−1998 Pre−2000
n = 205 n = 286 n = 370 n = 450
Estimate p−value Estimate p−value Estimate p−value Estimate p−value
Mean Distance −2.0e−07 9 .0 e−04 −1.0e−07 1 .1 e−02 −1.1e−07 3 .2 e−03 −1.3e−07 1 .3 e−04
Popular i ty −5.1e−03 2 .9 e−01 −5.9e−03 1 .6 e−01 −1.2e−02 1 .5 e−03 −1.6e−02 8 .4 e−07
Fo l lowers −2.3e−07 8 .0 e−03 −2.4e−07 1 .9 e−03 −8.3e−08 5 .5 e−02 1 .2 e−08 6 .4 e−01
Gender (F) 1 .5 e+00 1 .0 e−02 1 .3 e+00 3 .1 e−02 1 .3 e+00 1 .3 e−02 1 .9 e+00 4 .9 e−09
Gender (M) 5 .8 e−02 7 .3 e−01 2 .6 e−01 7 .4 e−02 4 .7 e−01 1 .4 e−04 5 .3 e−01 2 .0 e−06
Pre−2002 Pre−2004 Pre−2006
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n = 520 n = 593 n = 659
Estimate p−value Estimate p−value Estimate p−value
−1.1e−07 1 .6 e−04 −1.2e−07 1 .2 e−05 −1.1e−07 2 .0 e−05
−1.8e−02 1 .7 e−09 −2.0e−02 9 .9 e−13 −2.2e−02 4 .4 e−17
2 .8 e−08 2 .0 e−01 3 .9 e−08 4 .3 e−02 4 .6 e−08 8 .0 e−03
1 .8 e+00 5 .1 e−09 1 .7 e+00 6 .1 e−08 1 .5 e+00 1 .6 e−06
5 .7 e−01 2 .0 e−08 6 .7 e−01 5 .8 e−13 6 .7 e−01 7 .5 e−15
Post−1994 Post−1996 Post−1998 Post−2000
n = 876 n = 836 n = 781 n = 725
Estimate p−value Estimate p−value Estimate p−value Estimate p−value
Mean Distance −2.0e−08 2 .1 e−01 −2.2e−08 1 .7 e−01 −9.3e−09 5 .8 e−01 −3.9e−09 8 .2 e−01
Popular i ty −4.3e−02 9 .3 e−72 −4.4e−02 2 .4 e−70 −4.7e−02 1 .7 e−68 −4.8e−02 5 .7 e−65
Fo l lowers 1 .6 e−07 2 .6 e−74 1 .6 e−07 1 .6 e−77 1 .7 e−07 1 .1 e−75 1 .7 e−07 9 .9 e−79
Gender (F) 1 .3 e+00 3 .7 e−07 1 .3 e+00 9 .2 e−07 8 .3 e−01 1 .4 e−02 8 .0 e−01 2 .6 e−02
Gender (M) 8 .9 e−01 7 .3 e−37 9 .0 e−01 2 .0 e−35 8 .6 e−01 2 .8 e−30 8 .9 e−01 1 .9 e−29
Post−2002 Post−2004 Post−2006
n = 667 n = 607 n = 544
Estimate p−value Estimate p−value Estimate p−value
1 .2 e−09 9 .4 e−01 1 .7 e−08 3 .4 e−01 2 .2 e−08 2 .6 e−01
−4.9e−02 3 .4 e−61 −5.3e−02 2 .4 e−58 −5.5e−02 3 .1 e−52
1 .8 e−07 3 .2 e−77 1 .9 e−07 1 .9 e−81 2 .0 e−07 1 .2 e−83
8 .7 e−01 1 .5 e−02 9 .7 e−01 7 .6 e−03 1 .2 e+00 1 .4 e−03
























Figure B.3: The relationship between popularity and followers and the number of collabora-
tions for each artist in the dataset. Popularity and followers are on the x -axis, and number
of collaborations is on the y-axis. Linear regression found significant positive relationships
between both popularity and number of collaborations (R2 = 0.048, p < 0.001) and followers
and number of collaborations (R2 = 0.090, p < 0.001).
Appendix C
Imputation Check
To ensure that the coding procedure did not bias the estimation of the epidemic predictors,
the full twinstim model was re-run after multiple imputation with chained equations using the
R package mice (van Buuren and Groothuis-Oudshoorn, 2011) and random forest machine
learning using the R package missForest (Stekhoven and Bühlmann, 2012). All four epidemic
predictors (plot success, anticipated fatalities, and group membership) were used in fitting
and training. The maximum iterations was set to 10 and number of trees was set to 100.
The results of 100 rounds of both imputation methods can be seen in Table C.1.
Chained equations Random forest
RR p-value RR p-value
Group membership 5.014 0.0040 6.61 0.00040
Social media 2.29 0.065 4.092 0.00013
Anticipated fatalities 1.15 0.43 0.90 0.53
Plot success 0.93 0.78 1.11 0.55
Table C.1: The average rate ratios and p-values for all epidemic predictors after 100 rounds
of imputation and estimation using the full model.
Since the observed estimate of social media, the only epidemic predictor with missing
data in the best fitting model, is between those from the two imputation methods, and as
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random forest in missForest outcompetes chained equations in mice in most (Stekhoven and
Bühlmann, 2012; Waljee et al., 2013; Liao et al., 2014; Muharemi et al., 2018; Misztal, 2019;
Cui and Wang, 2019) (but not all (Shah et al., 2014; Penone et al., 2014)) direct comparisons,
I assume that the coding method did not significantly influence the results.
Spatial interaction
Figure C.1: The pair correlation function at different pairwise distances in km (x -axis).
The black line is the observed function for the data, the red line is the theoretical function
assuming spatial randomness, and the grey envelope shows the upper and lower bounds of
the functions from 100 simulated point patterns demonstrating spatial randomness.
Diagnostics
The residuals, or the fitted cumulative intensities over time, were calculated and transformed
to fit a uniform distribution according to Ogata (Ogata, 1988). The cumulative density
function diverges from expectations for U i < 0.58, which appears to be the result of tie-
breaking with small temporal distances (0.5 days) (Meyer et al., 2012). Increasing the
tie-breaking distance to > 20 days to improve the cumulative density function and reduce
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Figure C.2: Estimates of the scaled spatial (left panel) and temporal (right) step functions.
The 95% Monte Carlo confidence intervals were each calculated from 100 samples.
Figure C.3: (A) The empirical cumulative density function of U i, or the standardized residu-
als according to Ogata Ogata (1988), with 95% Kolmogorov-Smirnov confidence bands. (B)
A scatterplot of U i and U i+1 to look for serial correlation.




Figure D.1: The measured diversity (x -axis) resulting from 1,000 iterations of a neutral
model with the observed innovation rate, calculated across 500 timepoints (y-axis). The
system appears to reach equilibrium at around 100 timepoints. We used 200 timepoints as




Figure D.2: A goodness-of-fit test for the rejection form of ABC (n = 1000; ε = 0.01)
indicates that the model is a good fit for the data (p = 0.47). The x -axis corresponds
to the Euclidean distance between the simulated and observed summary statistics for each
iteration, and the y-axis is the number of iterations with each range of distances.
Figure D.3: Leave-one-out cross validation indicates that the results are robust across tol-
erance levels (n = 10; ε: 0.005, 0.01, 0.05). Prediction error with ε = 0.005 is 0.0035, ε =
0.01 is 0.0042, and ε = 0.05 is 0.0099. The x -axis is the true parameter values, the y-axis is
the estimated parameter values, and the colors correspond to the three tolerance levels.
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Model Choice Diagnostics
Figure D.4: The out-of-bag error computed from an increasing number of trees from the
random forest. The x -axis is the number of trees for which the out-of-bag error, shown on
the y-axis, was computed.
Figure D.5: The ten most important variables for the classification ability of the random
forest. The x -axis is variable importance calculated using the Gini impurity method, and
the y-axis is the top ten variables in descending order. The top variable was mean diversity
(D̄), followed by the first LDA axis (LD1), the exponent of the turn-over function (x ), and
the second LDA axis (LD2). The following six variables correspond to diversity in particular
years or turn-over rates for specific top-lists.
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Figure D.6: The reference table of the random forest projected onto the two LDA axes.
The x -axis is LD1, and the y-axis is LD2. Each colored point corresponds to a single
simulation of one of the three cultural transmission models, while the black star corresponds
to the observed data. The observed data fall neatly within the range of the output of the
conformity model on LD1, but outside of the range on LD2. This is not surprising given
that LD1 has over twice as much importance in the random forest.
Appendix E
Figure E.1: Average number of house finches encountered per party hour in western Long
Island (Brooklyn, Queens, and Nassau County). The dotted line indicates 1994, the year in
which conjunctivitis was first detected in the eastern range (Dhondt et al., 1998).
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Figure E.2: A dendrogram showing the results of the hierarchical clustering. The clusters
could not be labelled because the number of syllable types exceeds the maximum color limit
of R.
Deep split N Silhouette Dunn Connectivity
0 13 0.093 0.0027 7,168
1 36 -0.030 0.0023 12,380
2 114 0.018 0.0020 20,797
3 596 0.071 0.0020 34,602
4 1,646 0.084 0.0020 44,967
Table E.1: The number of syllable types and cluster validity indices for each value of deep
split, calculated using the clValid package (Brock et al., 2008). For all three indices higher
values correspond to higher quality clustering. We used a deep split value of 3 because
it yielded results more consistent with previous research and had only slightly lower val-
ues of the silhouette and connectivity indices and an identical Dunn index, which appears
to outperform the silhouette index when hierarchical clustering is used with real datasets
(Arbelaitz et al., 2013).
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Figure E.3: The cumulative proportion of syllable types (y-axis) detected with each addi-
tional song sampled (x -axis) for the 106 birds from whom we have at least 10 recorded songs.
The red line is the average value, which cross 75% around eight songs.
Figure E.4: The Simpson’s diversity index for 500 burn-in iterations. The red line is the
mean Simpson’s diversity index across all iterations in that year.
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1975 2012 2019
Proportion of syllables that appear once 0.0094 0.0054 0.010
Proportion of most common syllable type 0.059 0.052 0.045
Number of syllable types 410 517 384
Simpson’s diversity index 0.98 0.99 0.98
Shannon’s diversity index 4.86 4.98 4.68
Pielou’s evenness index 0.81 0.80 0.79
Exponent of fitted power-law function 9.17 108.81 1.96
Table E.2: The observed summary statistics from 1975, 2012, and 2019.
Figure E.5: The prior (dotted lines) and posterior (solid lines) distributions for the four














































































































































































































































































































































































































































































































































































































XML parsing and data management was conducted in BaseX (v9.3.2) and R (v3.6.1), using
the follow XQuery commands:
// r e l e a s e [ genres / genre / text ( ) = ” E l e c t r o n i c ” ] / s t r i ng−j o i n ( ( concat ( ’ ” ’ , @id , ’ ” ’ ) , concat
( ’ ” ’ , master id , ’ ” ’ ) , concat ( ’ ” ’ , r e l e a s ed , ’ ” ’ ) , concat ( ’ ” ’ , r e p l a c e ( s t r i ng−j o i n ( (
formats / format / d e s c r i p t i o n s / d e s c r i p t i o n ) , ’ , ’ ) , ’ ” ’ , ’ ’ ) , ’ ” ’ ) , concat ( ’ ” ’ , s t r i ng−
j o i n ( ( s t y l e s / s t y l e ) , ’ , ’ ) , ’ ” ’ ) , concat ( ’ ” ’ , s t r i ng−j o i n ( ( a r t i s t s / a r t i s t / id ,
t r a c k l i s t /*/ a r t i s t s / a r t i s t / id ) , ’ , ’ ) , ’ ” ’ ) , concat ( ’ ” ’ , country , ’ ” ’ ) ) , ’&#09; ’)
The “extra artists” tag was not included, as it is often used for non-collaborators such
as label executives, managers, and audio engineers. Releases tagged as compilations were
excluded from the analysis, and the Discogs placeholder tags were removed (194: various
artists, 355: unknown artist, 118760: no artist).
When multiple versions of a release were available, we used the one with the most credited
artists and assigned it the earliest release year. Since Discogs also includes re-releases and
promos, we manually checked the release years from a random sample of 500 releases to assess
data quality. 98.4% of releases had the correct year. Of the 1.6% that were incorrect the
majority were only one or two years off (because of incomplete artist data, bootleg versions,
etc.). Only one was off by a significant amount of time (12 years), because the re-release was
the only version labelled as “electronic”. Rare releases with very inaccurate release years
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are unlikely to influence community detection because the collaborators of the artists are no
longer part of the network.
Figure F.1: The log-transformed geographic distribution of releases in the phylogeny, ex-
cluding the 3.6% of releases with either missing data or a region instead of a country. A
total of 72 countries are represented, with 50.3% of releases coming from the US and UK.
Computational Limitations
The TILES algorithm was run on a symmetric multiprocessor (72 cores, 768 GB memory).
Analyzing all data from 1970-1999 took 79 hours, with 1998-1999 accounting for about 30
hours of that time. Analyzing a random subsample of 50% of the data took only 1 hour, with
1998-1999 accounting for about 15 minutes of that time. This means that the runtime for
the final year increased 120x with only 2x data. As the yearly data on Discogs throughout
the 2000s and 2010s is roughly double or triple what it was in the 1990s, including more time
with the full dataset was not really feasible and with the 50% subsample would have only
given us a few more years of results. As such, we chose to restrict the analysis to 1970-1999.
That being said, the results with the 50% subset were very similar to the results we got
with the full dataset. The eight largest populations were still present and had roughly the
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same level of horizontal transmission between them. The only major differences were in the
smaller populations. For example, the independent evolution of electronic music in India
(#15 in Figure 7.2) completely disappeared. Future studies might explore using a random
subsample of data to increase the computational efficiency of TILES.
Clustering Results
Populations Modularity Between-population links
Fast greedy 87 0.65 20.93%
Louvain 51 0.64 23.42%
Edge betweenness 279 0.58 27.51%
Walktrap 707 0.57 24.58%
Label propogation 239 0.56 11.85%
Spinglass 25 0.52 22.56%
Leading eigenvector 10 0.52 27.14%
Infomap 779 0.51 47.94%
Table F.1: The results of the eight clustering algorithms included in igraph ranked by mod-
ularity.
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Figure F.2: The overall population size of the phylogeny in each year.
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LDA Results
Figure F.3: The top 10 terms (ranked by β) from each topic assigned to the eight largest
populations in the phylogeny. β is the probability of a style coming from each topic.
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Duda, P. and Zrzavý, J. (2016). Human population history revealed by a supertree approach.
Scientific Reports, 6:29890.
Dunn, M. (2004). Language phylogenies. In The Routledge Handbook of Historical Linguis-
tics, chapter 7, pages 190–211.
Durham, W. (1992). Applications of evolutionary culture theory. Annual Review of Anthro-
pology, 21(1):331–355.
Durham, W. H. (1990). Advances in evolutionary culture theory. Annual Review of Anthro-
pology, 19(1):187–210.
Durso, R. M. and Jacobs, D. (2013). The Determinants of the Number of White Supremacist
Groups: A Pooled Time-Series Analysis. Social Problems, 60(1):128–144.
Easterbrook, S. M. (2014). Open code for open science? Nature Geoscience, 7(11):779–781.
Ebadi, A. and Schiffauerova, A. (2015a). How to become an important player in scientific
collaboration networks? Journal of Informetrics, 9(4):809–825.
Ebadi, A. and Schiffauerova, A. (2015b). How to become an important player in scientific
collaboration networks? Journal of Informetrics, 9(4):809–825.
Ebadi, A. and Schiffauerova, A. (2015c). On the relation between the small world structure
and scientific activities. PLOS ONE, 10(3):1–19.
Ebare, S. (2003). The Computerization of Practice in Peripheral Music Communities. PhD
thesis, Simon Fraser University.
Edwards, S. V., Potter, S., Schmitt, C. J., Bragg, J. G., and Moritz, C. (2016). Reticulation,
divergence, and the phylogeography-phylogenetics continuum. Proceedings of the National
Academy of Sciences, 113(29):8025–8032.
Elliott, J. J. and Arbib, R. S. J. (1953). Origin and status of the House Finch in the eastern
United States. Auk, 70:31–37.
Ellis, B. H. and Abdi, S. (2017). Building community resilience to violent extremism through
genuine partnerships. American Psychologist, 72(3):289–300.
Ellis, B. K., Hwang, H., Savage, P. E., Pan, B. Y., Cohen, A. J., and Brown, S. (2018).
Identifying style-types in a sample of musical improvisations using dimensional reduction
and cluster analysis. Psychology of Aesthetics, Creativity, and the Arts, 12(1):110–122.
BIBLIOGRAPHY 171
Ercan, S. A. (2017). Engaging with extremism in a multicultural society: A deliberative
democratic approach. Journal of Peacebuilding and Development, 12(2):9–21.
Eriksson, K., Enquist, M., and Ghirlanda, S. (2008). Critical points in current theory of
conformist social learning. Journal of Evolutionary Psychology, 5(1):67–87.
Espiritu, A. (2004). Racial diversity and hate crime incidents. Social Science Journal,
41(2):197–208.
Evans, J. C., Devost, I., Jones, T. B., and Morand-Ferron, J. (2018). Inferring dominance
interactions from automatically recorded temporal data. Ethology, 124(3):188–195.
Evans, T. S. and Giometto, A. (2011). Turnover Rate of Popularity Charts in Neutral
Models.
Farine, D. R. (2013). Animal social network inference and permutations for ecologists in R
using asnipe. Methods in Ecology and Evolution, 4(12):1187–1194.
Farine, D. R. and Sanchez-Tojar, A. (2019). aniDom: Inferring Dominance Hierarchies and
Estimating Uncertainty. R package version 0.1.4.
Fernández-Juricic, E., Poston, R., De Collibus, K., Morgan, T., Bastain, B., Martin, C.,
Jones, K., and Treminio, R. (2005). Microhabitat Selection and Singing Behavior Patterns
of Male House Finches (Carpodacus mexicanus) in Urban Parks in a Heavily Urbanized
Landscape in the Western U.S. Urban Habitats, 3(1):49–69.
Ferrara, E. (2017). Contagion dynamics of extremist propaganda in social networks. Infor-
mation Sciences, 418-419:1–12.
Figg, W. D., Dunn, L., Liewehr, D. J., Steinberg, S. M., Thurman, P. W., Barrett, J. C.,
and Birkinshaw, J. (2006). Scientific Collaboration Results in Higher Citation Rates of
Published Articles. Pharmacotherapy, 26(6):759–767.
Florida, R. (2011). The geography of hate. The Atlantic.
Florida, R. and Jackson, S. (2010). Sonic city: The evolving economic geography of the
music industry. Journal of Planning Education and Research, 29(3):310–321.
Formilan, G. and Stark, D. (2020). Underground testing: Name-altering practices as probes
in electronic music. British Journal of Sociology, pages 1–18.
Fortin, J.-M. and Currie, D. J. (2013). Big Science vs. Little Science: How Scientific Impact
Scales with Funding. PLOS ONE, 8(6):e65263.
Fraiberger, S. P., Sinatra, R., Resch, M., Riedl, C., and Barabási, A.-L. (2018). Quantifying
reputation and success in art. Science, 362(6416):825–829.
BIBLIOGRAPHY 172
Frane, A. V. (2017). Swing Rhythm in Classic Drum Breaks From Hip-Hop’s Breakbeat
Canon. Music Perception, 34(3):291–302.
Franz, M. and Nunn, C. L. (2009). Network-based diffusion analysis: a new method
for detecting social learning. Proceedings of the Royal Society B: Biological Sciences,
276(1663):1829–1836.
Freeberg, T. M. (2000). Culture and courtship in vertebrates: a review of social learning and
transmission of courtship systems and mating patterns. Behavioural Processes, 51(1):177–
192.
Funke, M., Schularick, M., and Trebesch, C. (2016). Going to extremes: Politics after
financial crises, 1870–2014. European Economic Review, 88(2011):227–260.
Gagen, J. (2019). Hybrids and fragments: music, genre, culture and technology. PhD thesis,
Goldsmiths, University of London.
Gale, L. R., Heath, W. C., and Ressler, R. W. (2002). An Economic Analysis of Hate Crime.
Eastern Economic Journal, 28(2):203–216.
Garcia-Bernardo, J., Qi, H., Shultz, J. M., Cohen, A. M., Johnson, N. F., and Dodds, P. S.
(2015). Social media affects the timing, location, and severity of school shootings.
Garg, R., Smith, M. D., and Telang, R. (2011). Measuring Information Diffusion in an
Online Community. Journal of Management Information Systems, 28(2):11–38.
Garland, E. C., Goldizen, A. W., Lilley, M. S., Rekdahl, M. L., Garrigue, C., Constantine, R.,
Hauser, N. D., Poole, M. M., Robbins, J., and Noad, M. J. (2015). Population structure of
humpback whales in the western and central South Pacific Ocean as determined by vocal
exchange among populations. Conservation Biology, 29(4):1198–1207.
Garland, E. C. and McGregor, P. K. (2020). Cultural Transmission, Evolution, and Revo-
lution in Vocal Displays: Insights From Bird and Whale Song. Frontiers in Psychology,
11.
Gelfand, M., Shteynberg, G., Lee, T., Lun, J., Lyons, S., Bell, C., Chiao, J. Y., Bruss, C. B.,
Dabbagh, M. A., Aycan, Z., Abdel-Latif, A. H., Dagher, M., Khashan, H., and Soomro,
N. (2012). The cultural contagion of conflict. Philosophical Transactions of the Royal
Society B: Biological Sciences, 367(1589):692–703.
Giani, M. and Meón, P. G. (2019). Global Racist Contagion following Donald Trump’s
Election. British Journal of Political Science.
Gibbs, H. L. (1990). Cultural evolution of male song types in Darwin’s medium ground
finches, Geospiza fortis. Animal Behaviour, 39:253–263.
BIBLIOGRAPHY 173
Gibson, M. A. and Lawson, D. W. (2015). Applying evolutionary anthropology. Evolutionary
Anthropology: Issues News, and Reviews, 24(1):3–14.
Gill, P., Corner, E., Conway, M., Thornton, A., Bloom, M., and J, H. (2017). Terrorist use
of the internet by the numbers: quantifying behaviors, patterns, and processes. Criminol
Public Policy, 16(1):99–117.
Giraudeau, M., Nolan, P. M., Black, C. E., Earl, S. R., Hasegawa, M., and McGraw, K. J.
(2014). Song characteristics track bill morphology along a gradient of urbanization in
house finches (Haemorhous mexicanus). Front Zool, 11(1):83.
Gladfelter, A. S., Lantz, B., and Ruback, R. B. (2017). The Complexity of Hate Crime and
Bias Activity: Variation across Contexts and Types of Bias. Justice Quarterly, 34(1):55–
83.
Glass, C. and Cook, A. (2017). Do Women Leaders Promote Positive Change? Analyzing
the Effect of Gender on Business Practices and Diversity Initiatives. Human Resource
Management, pages 1–15.
Glänzel, W. and Thijs, B. (2011). Using ’core documents’ for detecting and labelling new
emerging topics. Scientometrics, 91(2):399–416.
Glänzel, W. and Thijs, B. (2017). Using hybrid methods and ’core documents’ for the
representation of clusters and topics: the astronomy dataset. Scientometrics, 111(2):1071–
1087.
Goetz, S. J., Rupasingha, A., and Loveridge, S. (2012). Social Capital, Religion, Wal-Mart,
and Hate Groups in America. Social Science Quarterly, 93(2):379–393.
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Meyer, S., Elias, J., and Höhle, M. (2012). A Space-Time Conditional Intensity Model for
Invasive Meningococcal Disease Occurrence. Biometrics, 68(2):607–616.
Meyer, S. and Held, L. (2014). Power-law models for infectious disease spread. The Annals
of Applied Statistics, 8(3):1612–1639.
BIBLIOGRAPHY 185
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Tëmkin, I. (2016). Homology and phylogenetic inference in biological and material cultural
evolution. In Panebianco, F. and Serrelli, E., editors, Understanding cultural traits: A
multidisciplinary perspective on cultural diversity, pages 287–313.
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