This presentation provides a mathematical survey of parameters used to adjust weights in Hopfield neural network (HNN). These parameter values are used to adjust the rate of convergence, optimality ratio, and precision of the network for a given problem. Optimal shortest routing path computation is discussed here as one of the optimization problems. A detailed analysis of one such energy function is carried out by varying the parameter values one by one in different ranges. A comprehensive conclusion is presented here about the proper criterion for selecting the values of these effectual parameters.
Introduction
Artificial neural networks (ANNs) are gaining importance and almost every problem is aimed to be getting solved using them. Their models are designed to work in parallel fashion, adaptive manner, and under supervised as well as unsupervised environment to solve the assigned task more promptly as compared to other available conventional methods. ANNs are intended to solve analogue and digital problems [1] , in signal processing and image processing, for optimization, data analysis, prediction of events, and for solving mathematical equations etc. An ANN can be used easily and with great precision, if and only if it is controlled properly.
The conventional Hopfield neural network (HNN) is the most generally used model for solving optimization problems, like travelling salesman problem [2, 3] , analog to digital conversion [4] , and shortest path computation for routing of packets in computer networks. HNN is a recursive network in which neurons are updated iteratively and recursively in parallel fashion to achieve a stable and accurate result. Extensive research is carried out so far as mentioned by Smith in [5] . However, a problem which is still not handled properly is the selection criterion of weight parameters to control HNN. Knowing the complete methodology of mapping a problem to HNN is one task [6] and selection of proper parameter values for stable and accurate results is another, as selection of one wrong parameter can lead to absolutely different results.
Rauch and Winarske [7] introduced the use of neural network (NN) to find shortest path in routing using HNN and their work is then followed by Zhang and Thomopoulos [8] in a bit different manner. Ali and Kamoun [9] proposed a modified, more accurate and adaptive algorithm, in which weights of the NN depend on the link costs as provided by the user. Park and Choi [10] tried to fix the looping problem in previously mentioned algorithms by providing another energy function. However, Ahn and Ramakrishna [11] found the instability issue in this newly proposed energy function and so tried to fix the problem of instability. Park and Keum [12] claimed to solve all of the above mentioned problems with an improved energy function. But even this energy function failed to compete with Mehmet's function only. A critical analysis of Mehmet's and Park's algorithm has already been carried out [13] , and it was concluded that later one failed to provide proper results due to some ambiguities in the proposed method of implementation.
Considering the results given in [13] , only one algorithm, i.e. Mehmet's and Kamoun's algorithm, is considered here as our purpose is to analyze the impact of changing the parameter values in energy function. It is done by changing one parameter at a time and keeping all others constant for a given cost matrix. The same procedure is repeated for all parameters to complete the analysis.
The Hopfield neural network is explained in Section 2. Mapping of shortest routing path computation on HNN, as done by Mehmet, is explained in Section 3. Section 4 will show the simulation results and a conclusion is presented in Section 5.
Hopfield Neural Network
A two-dimensional view of Hopfield's proposed electrical model is shown in Figure 1 . Two probable final states of this network are V 0 i and V 1 i for representing 0 or 1 state, respectively [14] . Although output V i of each neuron can fluctuate between 0 and 1 but it should lastly settle down to either 0 or 1 using following two criterions: (i) Completing specified number of iterations, (ii) then comparing with a threshold value to finalize the state
In this model, the sigmoid input-output relation is used for neurons:
Here λ controls the steepness of the sigmoid function, u i is the input voltage for the ith neuron, and V i is the respective output voltage. We consider an optimization problem which is needed to be solved using a three dimensional model, i.e. n rows and n columns of neurons. Figure 1 shows n columns and 1 row, the same circuit is replicated underneath to get a n × n Hopfield neural network. So, (1) and (2) are modified as follows: Here the subscript xi represents xth row and ith column parameter number; it can also be represented as (x, i)th value.
The dynamics of HNN are described by
where U xi is the input voltage of the (x, i)th neuron, τ is a time constant equal to R xi C xi and is held constant for all neurons. T xi,y j is the conductance between output of the (y, j)th neuron and input of the (x, i)th neuron, V y j is the output of the (y, j)th neuron, and I xi is the external bias current of the (x, i)th neuron In (5), the last two parts of the equation constitute the forcing function
The given optimization problem is mapped on the energy function, also called forcing function, of this n × n model in a way that it will come to a stable state while providing an optimal solution. This system is capable of solving optimization problems as showed by Hopfiled and Tank but only if tuned properly. Mehmet and Kamoun proposed the energy function which maps the cost matrix on input biases instead of mapping on neural connections. So, the same neural network can be used for different network topologies and cost matrices.
Mehmet's Algorithm
Optimized shortest path computation in routing is modelled in a way that an undirected graph G (V, E) − V is representing the routers and E representing the links between them. For a given source-destination pair (s, d) , the objective function is to find a minimum cost path from s to d, keeping all constraints in mind.
The link cost from router i to router j is represented as C i j . As it is an undirected network so in the initial stage it is
Thus, the objective function is to minimize the cost path from router s to d by finding a proper path:
where C sd represents the total cost of the path and C si , C i j , C jk ,. . . are the intermediate costs from router s to i, i to j, j to k, and so on, respectively. Our objective is to minimize C sd by proper selection of intermediate paths.
The energy function proposed by Mehmet and Kamoun is as follows:
whereas
1 , if the edge from node x to node i is in the shortest path, 0 , otherwise,
1 , if the edge from node x to node i does not exist, 0 , otherwise. Minimizes the total cost of a path using existing links. µ 2 Prevents the nonexistent links from being included in the path. µ 3 Completes the number of incoming and outgoing connections for a router. µ 4 Forces neural network to converge to either of the two states i.e. '1' or '0'. µ 5 Completes the loop back from destination router to source router. It supports µ 3 by introducing incoming and outgoing link for source and destination routers, respectively. The cost of this newly generated connection is not included in total cost of the path as it is a forced connection.
µ 1 , µ 2 , µ 3 , µ 4 , and µ 5 are the weight parameters of this neural network and have great impact over the convergence rate and the solution. They are properly described in Table 1 . The range of these weight parameters is discussed in detail in Table 2 .
The dynamic equation of this energy function is
where δ is the Kronecker delta defined as
From (9), the input bias and cost matrix are derived as follows: 
Results and Discussion
The energy function used in this presentation is proposed by Mehmet and Kamoun. The effect of varying coefficient values on the stability and optimality is checked by considering a 10 node network. We are trying to find out the best values of the µ's to obtain most excellent results, by varying one parameter at a time and keeping remaining parameters constant. The cost matrix is generated randomly for each simulation, and the minimum cost provided by this algorithm is compared with that obtained by using Dijikstra's algorithm. The percentage of correctness refers the optimality of the results. All solutions obtained are firm and convincing but vary in the sense of being optimal. The range of the µ's used is provided in Table 2 . Graphical results are presented in figures, corresponding to each varying coefficient. For each case, 30 iterations are considered to compute the accurate result. A network of 50 routers also gives stable and acceptable results.
In (9), the time constant τ and slope λ are set equal to 1. The step size ∆t is 0.0001. Here larger or smaller values can make the system to overlook global min- ima or get stuck in local minima, respectively. Euler's method is used to solve the differential equation
The values of V xi are updated sequentially on every step using a sigmoid function. U 00 for each neuron is generated randomly within the range −0.002 ≤ u xi ≤ 0.002 to start the system. The other parameters are mentioned in Table 2 . Figure 2 shows the percentage accuracy by varying µ 1 which minimizes the total cost of the path by taking into account the cost of existing links. It has been observed that the accuracy is almost 100% by varying µ 1 between 400 and 1600. Figure 3 represents the percentage accuracy of the energy function by varying µ 2 which avoids the nonexistent links from being incorporated in the finalized path. We have observed almost 100% accuracy of energy functions for values of µ 2 between 3500 and 6000. Proper convergence is again observed for values between 700 and 7500.
The energy function is very responsive for the third coefficient µ 3 , as can be seen from Figure 4 . Roughly 100% effectiveness is observed only for the range 4300 -600. A rest of the parameter values does not let the system converge to a minimum cost value.
Very fascinating results are observed for the fourth variable, µ 4 . This coefficient essentially helps in stabilizing the neural network to either '0' or '1' state. Simulation results demonstrate that it should be as small as possible and even a zero value gives 100% result, as can be seen in Figure 5 . 100% precision is obtained by adjusting this coefficient between 0 and 150. So, omitting this term will amplify the effectiveness of the system.
The last coefficient µ 5 for this energy function is used to complete the loop. This newly added link is not considered in cost computation. It only supports µ 3 , and so the system quickly responds to any change in the value of µ 5 , too. 100% precise results are examined by varying the value of µ 5 between 5000 and 7000.
The ranges of coefficients used in the simulations are shown in the figures.
Conclusions
Meticulous outcomes are observed through simulations. Setting µ 4 = 0 provides 100% accuracy. The reason behind this phenomenon is that we are considering a stable system by forcing V xi to be either 0 or 1 by comparing it with a threshold value after a fixed number of iterations. So, omitting the term of µ 4 , which is used to stabilize the results, does not affect results at all and it can be eliminated completely.
Also increasing the value of µ 5 above 5000 gives more precise results. Escalating µ 5 forces the system to generate a new link from destination to source, hence increasing the stability by supporting µ 3 .
Each simulation gives a stable result, a difference appears only because Mehmet's algorithm follows the shortest path instead of a minimum cost path. Therefore, it is concluded that rules mentioned by Mehmet about selecting the values of these coefficients are not enough. The stability and convergence rate of this network depends on careful selection of parameter weights. A complete selection criterion for the Hopfield neural network will be presented in future, to make this system more stable and appropriate for multiple applications.
