For an integer linear program, Gomory's corner relaxation is obtained by ignoring the nonnegativity of the basic variables in a tableau formulation. In this paper, we do not relax these nonnegativity constraints. We generalize a classical result of Gomory and Johnson characterizing minimal cut-generating functions in terms of subadditivity, symmetry, and periodicity. Our result is based on a new concept, the notion of generalized symmetry condition. We also extend the 2-slope theorem of Gomory and Johnson for extreme cut-generating functions to our setting.
Introduction
An ongoing debate in integer programming centers on the value of general-purpose cuts (Gomory cuts are a famous example) versus facet-defining inequalities for special problem structures (for example, comb inequalities for the traveling salesman problem). Both have been successful in practice. In this paper we focus on the former type of cuts, which are attractive for their wide applicability. Nowadays, state-of-the-art integer programming solvers routinely use several classes of general-purpose cuts. Recently, there has been a renewed interest in the theory of generalpurpose cuts. This was sparked by a beautiful paper of Andersen, Louveaux, Weismantel, and Wolsey [ALWW07] on 2-row cuts that illuminated their connection to lattice-free convex sets. This line of research focused on cut coefficients for the continuous nonbasic variables in a tableau form, and lifting properties for the integer nonbasic variables. Decades earlier, Gomory and Johnson [GJ72a, GJ72b] had studied cut coefficients for the integer nonbasic variables directly. Although their characterization involves concepts that are not always easy to verify algorithmically (such as subadditivity), it provides a useful framework for the study of cutting-planes. In this paper, we pursue the study of general-purpose cuts in integer programming, extending the framework introduced by Gomory and Johnson. Our focus is also on coefficients of the integer variables.
Consider a pure integer linear program and the optimal simplex tableau of its linear programming relaxation. We select n rows of the tableau, corresponding to n basic variables {x i } n i=1 . Let {y j } m j=1 denote the nonbasic variables. The tableau restricted to these n rows is of the form
x ∈ Z n + , y j ∈ Z + , ∀j ∈ {1, . . . , m}, where f ∈ R n + and r j ∈ R n , ∀j ∈ {1, . . . , m}. We assume f / ∈ Z n ; therefore, the basic solution x = f , y = 0 is not feasible. We would like to generate cutting-planes that cut off this infeasible solution.
A function π : R n → R is a cut-generating function for (1) if the inequality m j=1 π(r j )y j ≥ 1 holds for all feasible solutions (x, y) to (1) for any possible number m of nonbasic variables and any choice of nonbasic columns r j . Gomory and Johnson [GJ72a, GJ72b] and Johnson [Joh74] characterized such functions for the corner relaxation of (1) obtained by relaxing x ∈ Z n + to x ∈ Z n . They also introduced the infinite group relaxation
x ∈ Z n , y r ∈ Z + , ∀r ∈ R n , y has finite support,
where an infinite-dimensional vector is said to have finite support if it has a finite number of nonzero entries.
Here we consider the following generalization of the Gomory-Johnson model:
x ∈ S, y r ∈ Z + , ∀r ∈ R n , y has finite support, where S = ∅. The Gomory-Johnson model (2) is the special case where S = Z n . The case S = Z n + is of particular interest because it is closely related to (1) above. It is a main focus of this paper.
In the context of mixed-integer linear programming, the model (3) with continuous as well as integer variables is also interesting, and we will discuss it in Section 2.4 (where S = Z p + × R n−p + for p ∈ {0, 1, . . . , n}) and Section 5 (where we consider a generalization of model (3) with both integer and continuous nonbasic variables).
Note that (3) is nonempty since, for anyx ∈ S, yx −f = 1 and y r = 0 for all r =x−f is a feasible solution. Assuming f ∈ R n \ S, we can generalize the notion of cut-generating function as follows. A function π : R n → R is a cut-generating function for (3) if the inequality r∈R n π(r)y r ≥ 1 holds for all feasible solutions (x, y) to (3). For example, the function that takes the value 1 for all r ∈ R n is a cut-generating function because every feasible solution of (3) satisfies y r ≥ 1 for at least one r ∈ R n . When S = Z n + , we recover the earlier definition of cut-generating function for (1). A key feature that distinguishes the cut-generating functions for model (3) from those that were studied by Gomory and Johnson for model (2) is that they need not be nonnegative even if we assume continuity. In fact, they can take any real value, positive and negative, as the following examples illustrate. Example 1. Consider the model (3) where n = 1, 0 < f < 1, and S = Z + . Cornuéjols, Kis, and Molinaro [CKM13] show that, for 0 < α ≤ 1, the following family of functions are cut-generating functions: Example 2. Consider the model (3) where n = 1, f > 0, and S = {0}. In this case, (3) reduces to r∈R ry r = −f , y r ∈ Z + for r ∈ R, y has finite support. For any α ≤ − 1 f , the linear function π 2 α (r) := αr is a cut-generating function. This can be seen by observing that, for any y feasible to (3), r∈R π 2 α (r)y r = r∈R (αr)y r = α r∈R ry r = −αf ≥ 1.
A cut-generating function π ′ for (3) dominates another cut-generating function π if π ≥ π ′ , that is, π(r) ≥ π ′ (r) for all r ∈ R n . A cut-generating function π is minimal if there is no cut-generating function π ′ distinct from π that dominates π. When n = 1, S = Z + , and 0 < f < 1, the cutgenerating functions π 1 α of Example 1 are minimal [CKM13] . Later in Section 2.5, we will show that the linear cut-generating functions π 2 α of Example 2 are also minimal when n = 1, S = {0}, and f > 0. The following theorem shows that minimal cut-generating functions indeed always exist when S = ∅ in (3). This result also appears in a recent paper of Basu and Paat [BP14] . Theorem 1. Every cut-generating function for (3) is dominated by a minimal cut-generating function.
Proof. Let π be a cut-generating function for (3). Denote by Π the set of cut-generating functions π ′ that dominate π. Let {π ℓ } ℓ∈L ⊂ Π be a nonempty family of cut-generating functions such that, for any pair ℓ ′ , ℓ ′′ ∈ L, we have π ℓ ′ ≤ π ℓ ′′ or π ℓ ′ ≥ π ℓ ′′ . To prove the claim, it is enough to show by Zorn's Lemma (see, e.g., [Cie97] ) that there exists a cut-generating function that is a lower bound on {π ℓ } ℓ∈L .
Define the functionπ : R n → R ∪ {−∞} asπ(r) = inf{π ℓ (r) : ℓ ∈ L} for all r ∈ R n . We show thatπ is a cut-generating function for (3). First, we show thatπ is finite everywhere. Choosex ∈ S and, for anyr ∈ R n , letȳ be defined asȳr := 1,ȳx −f −r := 1, andȳ r := 0 otherwise. Observe that (x,ȳ) is a feasible solution to (3). Then for any cut-generating function π ℓ where ℓ ∈ L, we have r∈R n π ℓ (r)ȳ r = π ℓ (r) + π ℓ (x − f −r) ≥ 1. Moreover, using the fact that π ℓ ≤ π because π ℓ ∈ Π, we arrive at
Therefore,π(r) ≥ 1−π(x−f −r). This shows thatπ(r) is finite for all r ∈ R n . That is,π : R n → R. Now consider any feasible solution (x, y) of (3). Using the facts that {π ℓ } ℓ∈L is a totally ordered set, inf{π ℓ (r) : ℓ ∈ L} is finite for all r ∈ R n , and only a finite number of the terms y r are nonzero, we can write
This proves thatπ is a cut-generating function.
Theorem 1 shows that one can focus on minimal cut-generating functions since non-minimal ones are not needed in the description of the convex hull of feasible solutions to (3). Gomory and Johnson characterized minimal cut-generating functions for (2) in [GJ72a] , [GJ72b] , and [Joh74] . In the next section, we characterize minimal cut-generating functions for (3). The main result is Theorem 5. When S = Z n + or, more generally, when S = K ∩ (Z p × R n−p ) for a closed convex cone K, the characterization of Theorem 5 simplifies to Theorem 9. We argue at the end of Section 2.1 that the notion of minimality for a cut-generating function is not always satisfactory. A stronger notion is introduced in Section 3. A stronger notion yet is that of extreme cut-generating function. In Section 4, we prove a 2-slope theorem for model (3), in the spirit of the Gomory-Johnson 2-slope theorem for model (2). Section 5 extends the earlier results to the mixed-integer setting.
Characterization of Minimal Cut-Generating Functions

Minimal Cut-Generating Functions for General S
In the next three lemmas, we state necessary conditions that are satisfied by all minimal cutgenerating functions for (3). Let Z ++ be the set of strictly positive integers.
Lemma 2. If π is a minimal cut-generating function for (3), then π(0) = 0.
Proof. Suppose π(0) < 0 and let (x,ȳ) be a feasible solution of (3). Then there exists somek ∈ Z ++ such that π(0)k < 1 − r∈R n \{0} π(r)ȳ r since the right-hand side of the inequality is a constant. Defineỹ asỹ 0 =k andỹ r =ȳ r for all r = 0. Note that (x,ỹ) is a feasible solution of (3). This contradicts the assumption that π is a cut-generating function since r∈R n π(r)ỹ r < 1. Thus,
Let (x,ȳ) be a feasible solution of (3) and considerỹ defined asỹ 0 := 0 andỹ r :=ȳ r for all r = 0. Then (x,ỹ) is a feasible solution of (3). Now define the function π ′ as π ′ (0) := 0 and π ′ (r) := π(r) for all r = 0. Observe that r∈R n π ′ (r)ȳ r = r∈R n π(r)ỹ r ≥ 1, where the inequality follows because π is a cut-generating function. This implies that π ′ is also a cut-generating function for (3). Since π is minimal and π ′ ≤ π, we must have π = π ′ and π(0) = 0.
A function π : R n → R is subadditive if π(r 1 ) + π(r 2 ) ≥ π(r 1 + r 2 ) for all r 1 , r 2 ∈ R n . The proof of the next lemma is similar to the one presented by Gomory and Johnson [GJ72a] for the case S = Z and Johnson for the case S = Z n . It is included here for the sake of completeness.
Lemma 3. If π is a minimal cut-generating function for (3), then π is subadditive.
Proof. Let r 1 , r 2 ∈ R n . We need to show π(r 1 ) + π(r 2 ) ≥ π(r 1 + r 2 ). This equality holds when r 1 = 0 or r 2 = 0 by Lemma 2.
Assume now that r 1 = 0 and r 2 = 0. Define the function π ′ as π ′ (r 1 + r 2 ) = π(r 1 ) + π(r 2 ) and π ′ (r) = π(r) for r = r 1 + r 2 . We show that π ′ is a cut-generating function. Since π is minimal, it then follows that π(r 1 + r 2 ) ≤ π ′ (r 1 + r 2 ) = π(r 1 ) + π(r 2 ).
Consider any feasible solution (x,ȳ) to (3). Defineỹ asỹ r 1 =ȳ r 1 +ȳ r 1 +r 2 ,ỹ r 2 =ȳ r 2 +ȳ r 1 +r 2 , y r 1 +r 2 = 0, andỹ r =ȳ r otherwise. It is easy to verify thatỹ has finite support,ỹ r ∈ Z + for all r ∈ R n , and r∈R n rỹ r = r∈R n rȳ r . These together imply that (x,ỹ) is a feasible solution to (3). Furthermore, we have r∈R n π ′ (r)ȳ r = r∈R n π(r)ỹ r which is greater than or equal to 1 since π is a cut-generating function. Thus, π ′ is a cut-generating function.
A function π : R n → R is symmetric if π(r)+π(−f −r) = 1 for all r ∈ R n ; and it is periodic with respect to Z n if π(r) = π(r+w) for all r ∈ R n and w ∈ Z n . When S = Z n , symmetry and periodicity with respect to Z n are necessary for a cut-generating function π to be minimal [GJ72a, Joh74] . However, for general S, Examples 1 and 2 show that minimal cut-generating functions do not necessarily satisfy these conditions. We define a new condition, called the generalized symmetry condition, that replaces symmetry and periodicity in the characterization of minimal cut-generating functions for (3). A function π : R n → R is said to satisfy the generalized symmetry condition if
The functions π 1 α and π 2 α of Examples 1 and 2 satisfy the generalized symmetry condition. It turns out that the same is in fact true for all minimal cut-generating functions.
Lemma 4. If π is a minimal cut-generating function for (3), then it satisfies the generalized symmetry condition.
Proof. Letr ∈ R n . For anyx ∈ S andk ∈ Z ++ , defineȳ asȳr :=k,ȳx −f −kr := 1, and y r := 0 otherwise. Since (x,ȳ) is feasible to (3) and π is a cut-generating function for (3), we have
Note that the value on the right-hand side is bounded from above since π is a real-valued function and the left-hand side is finite.
Let the function ρ : R n → R be defined as ρ(r) := sup{
Note that π ≥ ρ by the first part. Now suppose π does not satisfy the generalized symmetry condition. Then there existsr ∈ R n such that π(r) > ρ(r). Define the function π ′ as π ′ (r) = ρ(r) and π ′ (r) = π(r) for all r =r. Consider any feasible solution (x,ỹ) to (3). Ifỹr = 0, we get r∈R n π ′ (r)ỹ r = r∈R n π(r)ỹ r ≥ 1. Otherwise,ỹr ≥ 1 and we have π ′ (r)ỹr + r∈R n \{r} π ′ (r)ỹ r ≥ 1 − π(x − f −ỹrr) + r∈R n \{r} π(r)ỹ r ≥ 1, where we obtain the first inequality from π ′ (r) = ρ(r) ≥ 1 yr (1 − π(x − f −ỹrr)) and the second from the subadditivity of π and r∈R n \{r} rỹ r =x − f −ỹrr. Thus, π ′ is a cut-generating function for (3). Since π ′ ≤ π and π ′ (r) = ρ(r) < π(r), this is a contradiction to the minimality of π.
The next theorem shows that any real-valued function that satisfies the conditions of Lemmas 2, 3, and 4 is a minimal cut-generating function for (3).
Theorem 5. Let π : R n → R. The function π is a minimal cut-generating function for (3) if and only if π(0) = 0, π is subadditive and satisfies the generalized symmetry condition.
Proof. The necessity of these conditions has been proven in Lemmas 2, 3, and 4.
Assume now that π(0) = 0, π is subadditive and satisfies the generalized symmetry condition. Since π(0) = 0, the generalized symmetry condition implies π(x − f ) ≥ 1 for everyx ∈ S by considering x =x and k = 1 on the right-hand side of (4).
We first show that π is a cut-generating function for (3). Indeed, any feasible (x,ȳ) for (3) satisfies r∈R n rȳ r =x − f , and we get r∈R n π(r)ȳ r ≥ π r∈R n rȳ r = π(x − f ) ≥ 1 by using the subadditivity of π to obtain the first inequality.
If π is not minimal, then, by Theorem 1, there exists a minimal cut-generating function π ′ such that π ′ ≤ π and π ′ (r) < π(r) for somer ∈ R n . Let ǫ := π(r) − π ′ (r). Because π satisfies the generalized symmetry condition, there existsk ∈ Z ++ andx ∈ S such that π(r) − (1 − π(x − f −kr)). Rearranging the terms and using π ′ ≤ π and π(r) − π ′ (r) = ǫ, we obtain
This contradicts the hypothesis that π ′ is a cutgenerating function because (x,ȳ), whereȳ is defined asȳr :=k,ȳx −f −kr := 1, andȳ r := 0 otherwise, is feasible to (3).
The Case
In this section, we turn our attention to sets S that arise in the context of integer programming. The majority of the results in this section consider S = C ∩ (Z p × R n−p ) where C ⊂ R n is a closed convex set and p is an integer between 0 and n. The case p = n and C = R n + is of particular interest since it corresponds to the pure integer linear programming case. At the other extreme, when p = 0 and C is a closed convex cone, we recover a model studied by Moran, Dey, and Vielma in the context of duality for mixed-integer conic programs [RDV12] .
For a set S ∈ R n , let cl S represent the closure of S, conv S represent the convex hull of S, conv S represent the closed convex hull of S, rec S represent the recession cone of S, and lin S represent the lineality space of S. Let [k] := {1, . . . , k} for k ∈ Z ++ . We use e i to denote the i th standard unit vector in R n , i ∈ [n].
We first show that, when S is the set of mixed-integer points in a closed convex set, a function that satisfies the generalized symmetry condition is monotone in a certain sense. Let K be a closed convex cone and L be a linear subspace in R n . We say that a function π : R n → R is nondecreasing with respect to K ∩ (Z p × R n−p ) if π(r) ≤ π(r + w) for all r ∈ R n and w ∈ K ∩ (Z p × R n−p ). With slight abuse of terminology, we say that the function π is periodic with respect to L ∩ (Z p × R n−p ) if π(r) = π(r + w) for all r ∈ R n and w ∈ L ∩ (Z p × R n−p ). Note that, when L = R n and p = n, this definition of periodicity reduces to the earlier definition of periodicity with respect Z n .
Proposition 6. Let C ⊂ R n be a closed convex set, S = C ∩ (Z p × R n−p ), and f ∈ R n . If π : R n → R satisfies the generalized symmetry condition, then π is nondecreasing with respect to rec(C) ∩ (Z p × R n−p ). In particular, it is periodic with respect to lin(C) ∩ (Z p × R n−p ).
Proof. Suppose π satisfies the generalized symmetry condition. Then for any r ∈ R n and ǫ > 0, there exist x ǫ ∈ S and k ǫ ∈ Z ++ such that
Taking limits of both sides as ǫ ↓ 0, we get π(r + w) ≥ π(r). The second statement follows from the observation that if
. In this case, repeating the same argument with both w and −w gives us the equality necessary to establish the periodicity of π.
The function π : R n → R satisfies the generalized symmetry condition if and only if π is nondecreasing with respect to rec(C) ∩ (Z p × R n−p ) and satisfies the condition
Proof. Suppose π satisfies the generalized symmetry condition. Let r ∈ R n and ǫ > 0. For any x ∈ X and k ∈ Z ++ , kπ(r)+π(x−f −kr) ≥ 1. To prove (5), we want to show that there existx ∈ X andk ∈ Z ++ such that π(r)−ǫ <
. Because π satisfies the generalized symmetry condition, by Proposition 6 we have that π is nondecreasing with respect to rec(C)
Conversely, suppose π is nondecreasing with respect to rec(C) ∩ (Z p × R n−p ) and satisfies (5). Let r ∈ R n and ǫ > 0. For any x ∈ S and k ∈ Z ++ , there existsx ∈ X such that x ∈x + (rec(C) ∩ (Z p × R n−p )) and we have kπ(r)
This shows that π satisfies the generalized symmetry condition.
When S is the set of mixed-integer points in a closed convex cone K, that is, S = K∩(Z p ×R n−p ), one can give a simpler statement of the generalized symmetry condition.
, and f ∈ R n . The function π : R n → R satisfies the generalized symmetry condition if and only if π is nondecreasing with respect to S and satisfies the condition
Proof. This follows from Proposition 7 by taking X = {0}.
The following theorem recapitulates the results of Theorem 5 and Corollary 8.
Theorem 9. Let K ⊂ R n be a closed convex cone and
The function π is a minimal cut-generating function for (3) if and only if π(0) = 0, π is subadditive, nondecreasing with respect to S, and satisfies (6).
In general, the condition (6) is a weaker requirement than symmetry. However, it can be shown that (6) implies symmetry if the supremum is achieved for all r ∈ R n . Proposition 10. Let π : R n → R be a subadditive function that satisfies (6).
(i) Let r ∈ R n . If the supremum in (6) is attained, then π(r) + π(−f − r) = 1. That is, the supremum is attained for k = 1.
(ii) The supremum in (6) is attained for all r ∈ R n if and only if π is symmetric.
Proof. (i) Let r ∈ R n and suppose the supremum on the right-hand side of (6) is attained. Let k * ∈ Z ++ be such that
. Using the fact that π is subadditive, we can write
This shows π(r) + π(−f − r) = 1, proving (i).
(ii) The "only if" direction of (ii) follows from (i). The converse follows from the symmetry of π.
Proposition 11. Let π : R n → R be a subadditive function such that π(0) = 0 and π satisfies (6). Let r ∈ R n . If the supremum in (6) is not attained, then
Proof. Let r ∈ R n be such that the supremum in (6) is not attained. Since π satisfies (6),
It follows that the supremum in (6) must be attained for some k < k 0 , a contradiction. Therefore, ǫ = 0. Using π(0) = 0 and the subadditivity of π, we can write
Propositions 10 and 11 have the following corollary.
Corollary 12. Let π : R n → R be a subadditive function such that π(0) = 0 and π satisfies (6). For any r ∈ R n ,
We now focus our attention on a special class of cut-generating functions. The next lemma considers the case where S is the set of mixed-integer points in a closed convex cone. It shows that if a minimal cut-generating function π is minorized by a linear function, it can also be majorized by an appropriate affine shift of the same linear function.
Proposition 13. Let K ⊂ R n be a closed convex cone and S = K ∩(Z p ×R n−p ). Let π be a minimal cut-generating function for (3). If there exists α ∈ R n such that α ⊤ f ≥ −1 and π(r) ≥ α ⊤ r for all r ∈ R n , then π(r) ≤ α ⊤ r + α ⊤ f + 1 for all r ∈ R n .
Proof. By Theorem 9, π(0) = 0 and π is nondecreasing with respect to S. Hence, π(−x) ≤ 0 for all x ∈ S. By hypothesis, we must have −α ⊤ x ≤ π(−x) ≤ 0 for every x ∈ S.
Suppose there existsr ∈ R n such that π(r) > α ⊤r + α ⊤ f + 1. Define π ′ : R n → R by letting π ′ (r) := α ⊤r + α ⊤ f + 1 and π ′ (r) := π(r) for all r =r. Consider any feasible solution (x,ȳ) to (3). Ifȳr = 0, then r∈R n π ′ (r)ȳ r = r∈R n π(r)ȳ r ≥ 1 because π is a cut-generating function. Otherwise,ȳr ≥ 1. Then
The last two inequalities above follow from the hypotheses α ⊤ f ≥ −1 and α ⊤x ≥ 0. This shows that π ′ is a cut-generating function, which contradicts the minimality of π.
In the setup of Proposition 13 with a closed convex cone K ⊂ R n and S = K ∩ (Z p × R n−p ), suppose there exists α ∈ R n such that π(r) ≥ α ⊤ r for all r ∈ R n . The additional requirement α ⊤ f ≥ −1 is satisfied, for instance, when conv S = K and f ∈ K \ S. Indeed, as in the proof of Proposition 13, the facts π(0) = 0 and π nondecreasing with respect to S imply α ⊤ x ≥ 0 for all x ∈ S, and using conv S = K, one can conclude α ⊤ x ≥ 0 for all x ∈ K. This implies α ∈ K * , where K * := {µ ∈ R n : z ⊤ µ ≥ 0, ∀z ∈ K} is the dual cone of K. From the assumption f ∈ K \ S, we obtain α ⊤ f ≥ 0. The condition conv S = K is satisfied when K is a full-dimensional, closed, convex, pointed cone [DR13] or when K is a rational polyhedral cone [Mey74] . In the case S = Z p + × R n−p + , f will typically be obtained from a basic feasible solution to a linear programming relaxation and be nonnegative.
In the next lemma, we show that, when S is the set of mixed-integer points in a closed convex cone, minimal cut-generating functions π for which there exists α ∈ R n such that α ⊤ r ≤ π(r) ≤ α ⊤ r + α ⊤ f + 1 for all r ∈ R n have to be symmetric. Proposition 14. Let f ∈ R n and π : R n → R be a subadditive function such that π(0) = 0. Suppose there exists α ∈ R n such that α ⊤ r ≤ π(r) ≤ α ⊤ r + α ⊤ f + 1 for all r ∈ R n . The function π satisfies (6) if and only if it is symmetric.
Proof. Suppose π satisfies (6) for all r ∈ R n . By hypothesis,
Thus, π(r) + π(−f −r) = 1. Otherwise, ǫ := π(r) − α ⊤r > 0. Let k 0 ∈ Z ++ be such that
The converse follows from Proposition 10.
Considering Theorem 9 together with Propositions 13 and 14 yields the following corollary.
Corollary 15. Let K ⊂ R n be a closed convex cone and S = K ∩ (Z p × R n−p ). Let π : R n → R and suppose there exists α ∈ R n such that α ⊤ f ≥ −1 and π(r) ≥ α ⊤ r for all r ∈ R n . The function π is a minimal cut-generating function for (3) if and only if π(0) = 0, π is subadditive, nondecreasing with respect to S, and symmetric.
However, it is rather surprising that every minimal cut-generating function for (3) when
. We show this in the next proposition.
Proof. Assume π is a minimal cut-generating function for (3) when S = K 1 ∩ (Z p × R n−p ). By Theorem 9, π(0) = 0, π is subadditive, nondecreasing with respect to K 1 ∩(Z p ×R n−p ), and satisfies (6). Because K 2 ⊂ K 1 , π is also nondecreasing with respect to K 2 ∩ (Z p × R n−p ). Therefore, again by Theorem 9, π is a minimal cut-generating function for (3) when S = K 2 ∩ (Z p × R n−p ).
In particular, Proposition 16 implies that a minimal cut-generating function for (3) when S = Z p × R n−p is still minimal for (3) when S = Z p + × R n−p + , and a minimal cut-generating function for (3) when
is still minimal for (3) when S = {0}. In the next three sections, we will focus on minimal cut-generating functions for these three variants of S.
In this section, we relate the generalized symmetry condition to the symmetry and periodicity conditions of Gomory and Johnson for minimal cut-generating functions for (2). In this context, cut-generating functions π are conventionally required to be nonnegative and, therefore, the minimal ones take values in the interval [0, 1] only. (See [GJ72a, Joh74, CCZ11] .) Taking K = R n , p = n, and α = 0 in the statement of Corollary 15, we recover the well-known result of Gomory and Johnson on minimal cut-generating functions for (2).
Theorem 17 ( [GJ72a, Joh74] ). Let S = Z n and π : R n → [0, 1]. The function π is a minimal cut-generating function for (2) if and only if π(0) = 0, π is subadditive, periodic with respect to Z n , and symmetric.
Note that when S = Z p × R n−p , a minimal cut-generating function π : R n → [0, 1] for (3) has to be periodic with respect to Z p × R n−p by Corollary 15. In particular, the value of π cannot depend on the last n − p entries of its argument. This shows a simple bijection between minimal cut-generating functions for S = Z p and those for S = Z p × R n−p : Let proj R p : R n → R p denote the orthogonal projection onto the the first p coordinates. The function π ′
In this section, we focus on the case where
which is of particular importance in integer linear programming. Because formulation (1) typically arises from a feasible basic solution of the linear relaxation, it will be convenient to make the following assumption.
The fact that Z
has the finite generating set {e i } n i=1 can be exploited to simplify the statement of Theorem 9. We first prove a simple lemma. 
Thus, for any r ∈ R n and w ∈ Z We say that a function π : R n → R is locally continuous if, for all r ∈ R n , there exists a nonempty open set U r ⊂ R n such that r ∈ cl U r and π(r k ) → π(r) for all {r k } ⊂ U r such that r k → r. Locally continuous functions generalize left and right-continuous univariate functions to higher-dimensional spaces.
We say that a function π :
Proof. Because π(0) = 0 and π is quasi-periodic with period d, π
Let B(r, δ) := {r ∈ R n : r −r < δ} where · is the standard Euclidean norm on R n . Sincer ∈ cl Ur, the intersection Ur ∩ B r,
by using the subadditivity and quasi-periodicity of π to obtain the inequality and the third equality, respectively. It follows that π r k ≥ α ⊤ r k for all k ∈ Z ++ . Since r k ⊂ Ur and r k →r, π r k → π(r). Taking the limits of both sides as k → ∞, we get π(r) ≥ α ⊤r .
Combining ideas from Corollary 15, Proposition 19, and Lemma 20, we obtain the following theorem. , π is subadditive and satisfies (6). By Lemma 20, there exists α ∈ R n such that π(r) ≥ α ⊤ r for all r ∈ R n . Furthermore,
. By Assumption 1, f ∈ R n + ; hence, α ⊤ f ≥ 0. Now using Propositions 13 and 14, we conclude that π satisfies (6) if and only if it is symmetric.
The Case S = {0}
In this case, the generalized symmetry condition reduces to (6). Thus, a function π : R n → R is a minimal cut-generating function for (3) when S = {0} if and only if π(0) = 0, π is subadditive and satisfies (6).
It was shown in Example 2 that, for f > 0 and any α ≤ − 1 f , the functions π 2 α are cut-generating functions for (3) when S = {0}. In the following proposition we prove that these functions are minimal as well.
Proposition 22. Any linear cut-generating function for (3) is minimal.
Proof. Let π be a linear cut-generating function for (3). By Theorem 1, there exists a minimal cut-generating function π ′ such that π ′ ≤ π. By Theorem 5, π ′ is subadditive. For any r ∈ R n , π ′ ≤ π implies π(r) + π(−r) ≥ π ′ (r) + π ′ (−r) ≥ π ′ (0) = 0 = π(r) + π(−r). Hence, π ′ = π.
Remark 23. For a minimal cut-generating function π, it is possible that the inequality r∈R n π(r)y r ≥ 1 is implied by an inequality r∈R n π ′ (r)y r ≥ 1 arising from some other cut-generating function π ′ . For f > 0, consider again the cut-generating functions π 2 α , with α ≤ − 1 f , of Example 2. These are minimal by Proposition 22. However, the inequalities |α|f r∈R −r f y r ≥ 1 generated from π 2 α for α < − 1 f are implied by the inequality r∈R −r f y r ≥ 1 generated for α = − 1 f . Remark 23 shows that the concept of minimality can be somewhat unsatisfactory for certain choices of S. In the next section, we explore a stronger notion of minimality to remedy this situation.
Strongly Minimal Cut-Generating Functions for
Because f + r∈R n ry r = x ∈ S for any (x, y) feasible to (3), such a valid inequality can be translated to the space of the nonbasic variables as r∈R n α ⊤ ry r ≥ α 0 . This suggests that the definition of minimality can be improved by taking inequalities that are valid for S into consideration. We say that a cut-generating function π ′ for (3) implies another cut-generating function π for (3) if there exists a valid inequality α ⊤ (x − f ) ≥ α 0 for S and β ≥ 0 such that π(r) ≥ α ⊤ r + βπ ′ (r) and α 0 + β ≥ 1. This definition makes sense because, if r∈R n π ′ (r)y r ≥ 1 is a valid inequality for (3), then r∈R n π(r)y r ≥ r∈R n α ⊤ ry r + β r∈R n π ′ (r)y r ≥ α 0 + β ≥ 1 is also valid for (3). A cut-generating function π is strongly minimal if there does not exist a cut-generating function π ′ distinct from π that implies π. Note that strongly minimal cut-generating functions are minimal. This follows from the definition of strong minimality by setting α = 0, α 0 = 0, and β = 1. We note here that a similar notion of minimality was also studied by Kılınç-Karzan [KK14] , albeit in a different model.
The following example illustrates the distinction between minimal and strongly minimal cutgenerating functions.
Example 3. Consider the model (3) where n = 1, 0 < f < 1, and S = Z + . The Gomory function π 1 1 (r) = min
is a cut-generating function in this setting. For any α ≥ 0, we define perturbations of the Gomory function as π 3 α (r) := αr + (1 + αf )π 1 1 (r). One can easily verify that π 3 α (0) = 0 and π 3 α (−1) = −α ≤ 0. Furthermore, π 3 α is symmetric and subadditive π 1 1 is. By Theorem 9 and Proposition 19, π 3 α is a minimal cut-generating function. However, for α > 0, π 3 α is not strongly minimal because it is implied by the Gomory function π 1 1 .
When f / ∈ conv S, any valid inequality that strictly separates f from S can be used to cut off the infeasible solution x = f , y = 0. Therefore, in this section our focus will be on the case f ∈ conv S.
Lemma 24. Suppose f ∈ conv S. Let π be a minimal cut-generating function for (3). Any cutgenerating function for (3) that implies π is also minimal.
Proof. Let π ′ be a cut-generating function that implies π. Then there exist a valid inequality α ⊤ (x − f ) ≥ α 0 for S and β ≥ 0 such that π(r) ≥ α ⊤ r + βπ ′ (r) for all r ∈ R n and α 0 + β ≥ 1. Because f ∈ conv S, the inequality α ⊤ (x − f ) ≥ α 0 is also valid for f . Hence, α 0 ≤ 0. This gives β ≥ 1. Now suppose π ′ is not minimal and letπ ′ be a minimal cut-generating function for (3) that dominates π ′ . By Theorem 5,π ′ is subadditive. We claim thatπ : R n → R, defined as π(r) := α ⊤ r + βπ ′ (r), is also a cut-generating function for (3). Indeed, for any feasible (x, y) to (3), we can use the facts that α ⊤ (x − f ) ≥ α 0 is valid for S andπ ′ is subadditive to write
Therefore,π is a cut-generating function. Furthermore,π(r) = α ⊤ r + βπ ′ (r) ≤ α ⊤ r + βπ ′ (r) ≤ π(r) for all r ∈ R n , and π andπ are distinct because π ′ andπ ′ are distinct and β ≥ 1. This yields a contradiction with the minimality of π.
In the rest of this section, we will mainly be concerned with the case S = Z p + × R n−p + . We assume that Assumption 1 continues to hold in this setting. The next proposition shows that every minimal cut-generating function for (3) is implied by a strongly minimal cut-generating function for (3). ≤ 0 by the subadditivity of π and Lemma 18, so α is well-defined. Also, note that α ∈ R n + , so
+ by Assumption 1 and α ∈ R n + . Define the function π ′ : R n → R as π ′ (r) := 1 β (π(r) − α ⊤ r). We are going to show that π ′ is a cut-generating function that implies π. Note that, by construction, the function π ′ is subadditive, π ′ (0) = 0, π ′ (−f ) = 1, π ′ (−e i ) = 0 for all i ∈ [p] and lim sup ǫ→0 +
. By Proposition 19, the last two properties imply that π ′ is nondecreasing with respect to
+ . Since π ′ is subadditive, for any feasible solution (x, y) of (3), we can write r∈R n π ′ (r)y r ≥ π ′ ( r∈R n y r r) = π ′ (x − f ) ≥ 1. This shows that π ′ is a cut-generating function. Because π(r) = α ⊤ r + βπ ′ (r) and
We next show that π ′ is strongly minimal. First, note that π ′ is minimal by Lemma 24. To show that π ′ is strongly minimal, it will be sufficient to argue that any cut-generating functionπ that implies π ′ must be equal to π ′ itself. Letπ be a cut-generating function for (3) that implies π ′ . Thenπ is also minimal by Lemma 24. Moreover, sinceπ implies π ′ , there exist a valid inequalitȳ
andβ ≥ 0 such that π ′ (r) ≥ᾱ ⊤ r+βπ(r) for all r ∈ R n andᾱ 0 +β ≥ 1. Note thatπ ′ : R n → R, defined asπ ′ (r) :=ᾱ ⊤ r +βπ(r), is also a cut-generating function for (3) and dominates π ′ . By the minimality of π ′ , this shows π ′ =π ′ . Observe that we must haveᾱ ∈ R n + because the inequalityᾱ ⊤ (x−f ) ≥ᾱ 0 is valid for Z Corollary 26 implies in particular that the cut-generating functions π 1 α of Example 1 are strongly minimal. On the other hand, none of the cut-generating functions π 2 α of Example 2 are strongly minimal. Indeed, for f > 0, the inequality α(x − f ) ≥ 1 is valid for S = {0} when α ≤ − 1 f . Therefore, setting β = 0 in the definition of implication shows that π 2 α is implied by the trivial cut-generating function that takes the value 1 for all r ∈ R.
4 Extreme Cut-Generating Functions for S = Z + A cut-generating function π is extreme if, whenever cut-generating functions π 1 , π 2 satisfy π = 1 2 π 1 + 1 2 π 2 , we have π = π 1 = π 2 . It follows from this definition that extreme cut-generating functions are minimal. The following result shows that extreme cut-generating functions must in fact be strongly minimal.
Lemma 27. Suppose f ∈ conv S. Any extreme cut-generating function for (3) is strongly minimal.
Proof. We prove the contrapositive, namely, any cut-generating function that is not strongly minimal cannot be extreme. Let π be a cut-generating function for (3) that is not strongly minimal. Then there exist a cut-generating function π ′ that is distinct from π, a valid inequality α ⊤ (x − f ) ≥ α 0 for S, and β ≥ 0 such that π(r) ≥ α ⊤ r + βπ ′ (r) for all r ∈ R n and α 0 + β ≥ 1. Because f ∈ conv S, we must have α 0 ≤ 0 and hence β ≥ 1. We divide the rest of the proof into two cases. In each case, we exhibit cut-generating functions π 1 , π 2 that are distinct from π and satisfy π = We show that π 1 and π 2 are indeed cut-generating functions. Let (x, y) be feasible to (3) so that f + r∈R n ry r = x ∈ S. Then r∈R n π 1 (r)y r = 1 1+δ
r∈R n π 1 (r)y r ≥ 1+2δ 1+δ > 1. Thus, π 1 and π 2 are cut-generating functions. Finally, π 1 and π 2 are distinct from π since, for any x ∈ S, π 1 (x − f ) = π(x − f ) and
Case ii: α 0 +β = 1. Let π 1 and π 2 be defined as π 1 := π ′ and π 2 := π+(π−π ′ ). It is again easy to see that π = 1 2 π 1 + 1 2 π 2 . π 1 is a cut-generating function that is distinct from π by hypothesis. We show that π 2 is a cut-generating function. Note that α 0 +β = 1, so
) for all r ∈ R n . For any (x, y) feasible to (3), we can write r∈R n π 2 (r)y r ≥ r∈R n π(r)y r + r∈R n α ⊤ ry r − α 0 r∈R n π ′ (r)y r ≥ r∈R n π(r)y r + α ⊤ (x − f ) − α 0 ≥ 1 where the second inequality is obtained by using α 0 ≤ 0. Thus, π 2 is a cut-generating function. Furthermore, π 2 is distinct from π because π = 1 2 π 1 + 1 2 π 2 and π 1 is distinct from π.
In the rest of this section, we consider (3) when S = Z + . Our main purpose is to prove a two-slope theorem for extreme cut-generating functions for (3) when S = Z + , in the spirit of the Gomory-Johnson two-slope theorem for S = Z. We assume that Assumption 1 continues to hold in this setting, that is, f ∈ R + \ Z + .
When S = Z + , any cut-generating function for (3) must take nonnegative values at nonnegative rationals because minimal cut-generating functions are subadditive and take nonnegative values at nonnegative integers. In the remainder, we restrict our attention to cut-generating functions for (3) that take nonnegative values π(r) for all r ∈ R + . This is satisfied in particular by cutgenerating functions that are left or right-continuous everywhere. Therefore, we make the following assumption.
Assumption 2. When S = Z + , a cut-generating function π is assumed to satisfy π(r) ≥ 0 for all r ≥ 0.
We now state the main result of this section.
Theorem 28. Let S = Z + . Suppose Assumptions 1 and 2 hold. Let π : R → R be a function whose restriction to any compact interval is a continuous piecewise linear function with only two slopes. If π is a strongly minimal cut-generating function for (3), then π is extreme.
Theorem 28 implies, for example, that the cut-generating functions π 1 α of Example 1 are extreme. We are going to need several lemmas in the proof of Theorem 28. Recall that any minimal cut-generating function π for (3) is subadditive by Theorem 5. Thus, π(r 1 ) + π(r 2 ) ≥ π(r 1 + r 2 ) for all r 1 , r 2 ∈ R n . We denote by E(π) the set of all pairs (r 1 , r 2 ) for which this inequality is satisfied as an equality.
and f satisfy Assumption 1. Let π be a strongly minimal cutgenerating function for (3). Suppose there exist cut-generating functions π 1 and π 2 such that π = 1 2 π 1 + 1 2 π 2 . Then π 1 and π 2 are strongly minimal cut-generating functions and E(π) ⊂ E(π 1 )∩E(π 2 ).
Proof. We first prove that π 1 and π 2 are minimal cut-generating functions. Suppose π 1 is not minimal. By Theorem 1, there exists a minimal cut-generating function π ′ 1 that dominates π 1 . Then π ′ := 1 2 π ′ 1 + 1 2 π 2 is a cut-generating function for (3) because it is a convex combination of the cut-generating functions π ′ 1 and π 2 . Furthermore, it is distinct from π and dominates π. This contradicts the minimality of π.
By Corollary 26, the strong minimality of π implies π(−f ) = 1, π(−e i ) = 0 for all i ∈ [p], and lim sup ǫ→0
. Furthermore, by Theorem 9 and Proposition 19, the mini-
, and lim sup ǫ→0 +
. Now using Corollary 26 again, we see that π 1 and π 2 are strongly minimal cut-generating functions. Now let (r 1 , r 2 ) ∈ E(π). Because π 1 and π 2 are minimal cut-generating functions, they are subadditive by Theorem 5. Then
This shows that the inequality above must in fact be satisfied as an equality and π j (r 1 ) + π j (r 2 ) = π j (r 1 + r 2 ), for j ∈ [2]. Equivalently, (r 1 , r 2 ) ∈ E(π 1 ) ∩ E(π 2 ).
Lemma 30. Let S = Z + and f satisfy Assumption 1. Let π : R n → R be a continuous piecewise linear function. If π is a minimal cut-generating function for (3), then there exist ǫ > 0 and s − < 0 < s + such that π(r) = s − r for r ∈ [−ǫ, 0] and π(r) = s + r for r ∈ [0, ǫ].
Proof. Suppose π is a minimal cut-generating function for (3). By Theorem 9, π(0) = 0 and π is subadditive. Together with π(0) = 0, the continuity and piecewise linearity of π imply that there exist ǫ > 0, s − , s + ∈ R such that π(r) = s − r for r ∈ [−ǫ, 0] and π(r) = s + r for r ∈ [0, ǫ]. Because π is a cut-generating function for (3), it must satisfy π(−f ) ≥ 1 and π (⌈f ⌉ − f ) ≥ 1. The subadditivity of π then implies kπ(
A fundamental tool in the proof of Theorem 28 will be the Interval Lemma. Gomory and Johnson [GJ03] proved the Interval Lemma under the assumption that the function under consideration is continuous. Subsequently, Dey et al. [DRLM10] and Basu et al. [BCCZ12] proposed variants of this result that impose weaker requirements on the function. Below we give another variant of the Interval Lemma that is better suited to our needs in proving Theorem 28. Our proof follows the approach of [BCCZ12] . Proof. The lemma will follow from several claims about the function f . Claim 1. Let a ∈ A, and let b ∈ B, ǫ > 0 be such that b + ǫ ∈ B. For all k ∈ Z ++ such that a + kǫ ∈ A, we have
This concludes the proof of Claim 1.
Assume without any loss of generality that a ′ > a. Choose a positive rational ǫ such that a ′ −ā =pǫ for some integerp, a ′ − a = pǫ for some integer p, and b 1 + ǫ ∈ B. By Claim 1,
Dividing the first equality byā ′ −ā =pǫ and the second by a ′ − a = pǫ, we obtain
. This concludes the proof of Claim 2.
We show that δ(a) = δ(a 1 ) for all a ∈ A to prove the claim. Because f is bounded from below on A, δ is bounded from below on A as well. Let M be a number such that δ(a) ≥ M for all a ∈ A.
Suppose for a contradiction that there exists some a * ∈ A such that δ(a * ) = δ(a 1 ). The lower bound on δ implies δ(a 1 ), δ(a * ) ≥ M . Let N ∈ Z ++ be such that N |δ(a * ) − δ(a 1 )| > max{δ(a 1 ), δ(a * )} − M . By Claim 2, δ(a 1 ) = δ(a) and δ(a * ) = δ(a ′ ) for every a, a ′ ∈ A such that a 1 − a and a * − a ′ are rational. If δ(a * ) < δ(a 1 ), chooseā,ā ′ ∈ A such thatā <ā ′ , δ(a 1 ) = δ(ā), δ(a * ) = δ(ā ′ ),ā + N (ā ′ −ā) ∈ A, and b 1 + (ā ′ −ā) ∈ B. Otherwise, chooseā,ā ′ ∈ A such that a <ā ′ , δ(a 1 ) = δ(ā ′ ), δ(a * ) = δ(ā),ā + N (ā ′ −ā) ∈ A, and b 1 + (ā ′ −ā) ∈ B. In either case we haveā <ā ′ and δ(ā) > δ(ā ′ ). Furthermore, the choices ofā,ā ′ , and N imply
Let ǫ :=ā ′ −ā. By Claim 1,
Combining this with the previous inequality, we obtain
This yields δ(ā+N ǫ) < M −max{δ(a 1 ), δ(a * )}+δ(ā) < M which is a contradiction. This concludes the proof of Claim 3. We are going to obtain the theorem as a consequence of several claims. and π 2 (a) + π 2 (b) = π 2 (a + b) for every a ∈ A and b ∈ B. Furthermore, π 1 and π 2 are cutgenerating functions, so π 1 (a) ≥ 0 and π 2 (a) ≥ 0 for every a ∈ A by Assumption 2. Lemma 31 implies that π 1 (resp. π 2 ) is an affine function with common slope s + 1 (resp. s + 2 ) in all three intervals A, B, and A + B. Because π 1 and π 2 are minimal cut-generating functions, they are subadditive and satisfy kπ 1 
Note that (L π, π 1 , and π 2 are continuous piecewise linear functions that have the same slope in each interval [r i , r i+1 ] of I. Therefore, π(r) = π 1 (r) = π 2 (r) for all r ∈ I. Because I can be chosen to be any compact interval that contains [⌊−f ⌋, 1], we have π = π 1 = π 2 .
Example 4. In Theorem 28, the cut-generating function π is assumed to be "strongly minimal". This assumption cannot be weakened to "minimal" as shown by the following example. For 0 < f < 1 and α ≥ 1, consider the function π 4 α : R → R defined by
The above function π 4 α is a continuous piecewise linear function with only two slopes (see Figure 2 ). Furthermore,
α is a minimal cut-generating function for (3), (ii) π 4 α is not extreme when α > 1. To prove (i), it suffices to show that π 4 α (0) = 0, π 4 α (−1) ≤ 0, π 4 α is subadditive and symmetric as a consequence of Corollary 15 and Proposition 19. The first two properties are straightforward to verify.
We prove that π 4 α is subadditive, that is, π 4 α (r 1 )+π 4 α (r 2 ) ≥ π 4 α (r 1 +r 2 ). We may assume r 1 ≤ r 2 . If
Figure 2: A two-slope minimal cut-generating function that is not extreme.
is a point of symmetry for the function.
Finally, to prove (ii), note that for any α > 1, we can write π 4 α = 1 2 π 4 α−ǫ + 1 2 π 4 α+ǫ , where both functions π 4 α−ǫ and π 4 α+ǫ are minimal cut-generating functions if we choose 0 < ǫ ≤ α − 1. We observe that, when α = 1, the conditions of Corollary 26 are satisfied. This implies that π 4 α is strongly minimal in this case, and therefore, it is extreme by Theorem 28.
Minimal Cut-Generating Functions for mixed-integer Linear Programs
We now turn to mixed-integer linear programming. As before, it is convenient to work with an infinite model.
x ∈ S, s r ∈ R + , ∀r ∈ R n , y r ∈ Z + , ∀r ∈ R n , s, y have finite support.
As earlier, we assume that S = ∅. We will also need to assume that f is not in the closure of S, that is f ∈ R n \ cl S. Two functions ψ, π : R n → R are said to form a pair of cut-generating functions if the inequality r∈R n ψ(r)s r + r∈R n π(r)y r ≥ 1 holds for every feasible solution (x, s, y) of (7) [GJ72a, Joh74, CCZ11] . Cut-generating function pairs can be used to generate cutting-planes in mixed-integer linear programming by simply restricting the above inequality to the vectors r that appear as nonbasic columns.
Note that the assumption f ∈ R n \ cl S is needed for the existence of ψ in cut-generating function pairs (ψ, π). Suppose for example that S = R \ {f }. Then the following is a solution to (7): x := f + ǫr for somer = 0 and any ǫ > 0, y := 0, sr := ǫ, and s r := 0 for all r =r. Therefore, any cut-generating function ψ : R → R such that ψ(r)s r ≥ 1 is valid for the above solution would need to satisfy ψ(r) ≥ 1 ǫ for all ǫ > 0, contradicting ψ(r) ∈ R. A cut-generating function pair (ψ ′ , π ′ ) for (7) dominates another cut-generating function pair (ψ, π) if ψ ≥ ψ ′ and π ≤ π ′ . A cut-generating function pair (ψ, π) is minimal if there is no cutgenerating function pair (ψ ′ , π ′ ) that is distinct from (ψ, π) and dominates (ψ, π). Gomory and Johnson characterized minimal cut-generating function pairs for the case S = Z in [GJ72a] and [GJ72b] . This work was generalized to minimal valid functions for the case S = Z n in [Joh74] .
The proof of the following theorem is similar to that of Theorem 1 and is therefore omitted.
Theorem 32. Every cut-generating function pair for (7) is dominated by a minimal cut-generating function pair.
We state the next lemma without proof. The first claim follows from the observation that, for any cut-generating function pair (ψ, π), the related pair (ψ, π ′ ) where π ′ is the pointwise minimum of ψ and π is a cut-generating function pair that dominates (ψ, π). The proof of the second claim is similar to the proof of Lemma 3. The reader is referred to [CCZ11] for the proof of the lemma in the case S = Z n , which remains valid for general S.
Lemma 33. Let (ψ, π) be a minimal cut-generating function pair for (7). Then (i) π ≤ ψ, (ii) ψ is a sublinear function (that is, ψ is subadditive and positively homogeneous).
Next, we give a complete characterization of minimal cut-generating function pairs for (7). Our proof follows the proof outline in [Joh74, CCZ11] for a similar result in the case S = Z n .
Theorem 34. Let (ψ, π) is a cut-generating function pair for (7). The pair (ψ, π) is minimal for (7) if and only if π is a minimal cut-generating function for (3) and ψ is defined as ψ(r) := lim sup ǫ→0 + π(ǫr) ǫ , ∀r ∈ R n .
.
Proof. Using the same arguments as in the proofs of Lemmas 2, 3, and 4, it can be shown that if (ψ, π) is minimal, then π(0) = 0, π is subadditive and satisfies the generalized symmetry condition. By Theorem 5, π is a minimal cut-generating function for (3). Therefore, we only need to show that, given a cut-generating function pair (ψ, π) for (7) such that π is minimal for (3), (ψ, π) is minimal if and only if ψ is defined as in (8).
Let ψ ′ : R n → R be the function defined as ψ ′ (r) := lim sup ǫ→0 + π(ǫr) ǫ . Let ψ ′′ be a function such that ψ ′′ ≤ ψ and (ψ ′′ , π) is a minimal cut-generating function pair for (7).
We first show that ψ ′ is well-defined, that is, it is finite everywhere, and that ψ ′ ≤ ψ ′′ . By Lemma 33, π ≤ ψ ′′ and ψ ′′ is a sublinear function. Thus, for all ǫ > 0 and r ∈ R n , −ψ ′′ (−r) = −ψ ′′ (−ǫr)
Note that the second inequality above holds because π(r) + π(−r) ≥ π(0) = 0 for all r ∈ R n by the subadditivity of π. This implies −ψ ′′ (−r) ≤ ψ ′ (r) = lim sup ǫ→0 + π(ǫr) ǫ ≤ ψ ′′ (r), which proves both claims since ψ ′′ is real-valued. Furthermore, it is easy to verify from the definition of ψ ′ that it is sublinear. We conclude the proof by showing that (ψ ′ , π) is a cut-generating function pair for (7). This will imply ψ ′ = ψ ′′ because ψ ′′ is minimal and ψ ′ ≤ ψ ′′ . Let (x,ȳ,s) be a feasible solution of (7). Suppose that r∈R n π(r)ȳ r + r∈R n ψ ′ (r)s r = 1 − δ, where δ > 0. Letr = r∈R n rs r . By the definition of ψ ′ , it follows that, there exists α > 0 sufficiently small such that Note thatỹ r ∈ Z + for all r ∈ R n and r∈R n rỹ r = r∈R n rȳ r + r∈R n rs r . Thus, (x,ỹ) is a feasible solution of (3). Now, of Example 1 on the negative points and with ψ on the nonnegative points. Using standard techniques, one can verify that ψ, π 5 is a cut-generating function pair for (7). Nevertheless, ψ, π 5 is not a minimal pair. To prove this, it is enough by Theorem 34 and Corollary 8 to show that π 5 does not satisfy (6) and hence is not a minimal cut-generating function for (3). Indeed, note that π 5 (1) = 1 1−f , whereas π 5 (−f − k) = 1 for all k ∈ Z ++ . Therefore, π 5 (1) = 1 1−f = 0 = sup 1 k (1 − π 5 (−f − k)) : k ∈ Z ++ which violates (6).
