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ABSTRACT
The rapid advancement of wireless technology has instigated the broad deployment
of wireless networks. Different types of networks have been developed, including wire-
less sensor networks, mobile ad hoc networks, wireless local area networks, and cellular
networks. These networks have different structures and applications, and require different
control algorithms.
The focus of this thesis is to design scheduling and power control algorithms in
wireless networks, and analyze their performances. In this thesis, we first study the mul-
ticast capacity of wireless ad hoc networks. Gupta and Kumar studied the scaling law of
the unicast capacity of wireless ad hoc networks. They derived the order of the unicas-
t throughput, as the number of nodes in the network goes to infinity. In our work, we
characterize the scaling of the multicast capacity of large-scale MANETs under a delay
constraint D. We first derive an upper bound on the multicast throughput, and then propose
a lower bound on the multicast capacity by proposing a joint coding-scheduling algorithm
that achieves a throughput within logarithmic factor of the upper bound. We then study
the power control problem in ad-hoc wireless networks. We propose a distributed power
control algorithm based on the Gibbs sampler, and prove that the algorithm is through-
put optimal. Finally, we consider the scheduling algorithm in collocated wireless networks
with flow-level dynamics. Specifically, we study the delay performance of workload-based
scheduling algorithm with SRPT as a tie-breaking rule. We demonstrate the superior flow-
level delay performance of the proposed algorithm using simulations.
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Chapter 1
Introduction
Wireless technology has provided an infrastructure-free and fast-deployable method to
establish communication, and has inspired emerging networks such as mobile ad hoc
networks (MANETs), which has broad applications in personal area networks,
emergency/rescue operations, and military battlefield applications. For example, the
ZebraNet [1] is an MANET used to monitor and study animal migrations and
inter-species interactions, where each zebra is equipped with an wireless antenna and
pairwise communication is used to transmit data when two zebras are close to each other.
Another example is the mobile-phone mesh network proposed by TerraNet AB (a
Swedish company) [2], where the participated mobile phones form a mesh network and
can talk to each other without using the cell infrastructure.
In wireless networks, one fundamental question is: What is the capacity? In other words,
how much data can be transmitted from sources to their destinations in a unit time
interval. The seminal paper by Gupta and Kumar [3] initiated the study of scaling of the
capacity of large ad hoc wireless networks. They considered a wireless network in which
the nodes are randomly positioned in a unit disk. Each node in the network uniformly
randomly selects another node as its destination. They find out that the capacity of each
source-destination pair is Θ(1/
√
n logn) 1 as the number of nodes, n, goes to infinity.
Then Grossglauser and Tse [4] showed that, if the nodes in the network can move around,
then the capacity of each source-destination pair is Θ(1). This significance increase in the
throughput is due to the mobility, which allows a source node to deliver the data directly
to its destination via one-hop transmission when they move near to each other. However,
1Given non-negative functions f (n) and g(n): f (n) =O(g(n)) means there exist positive constants c and
m such that f (n) ≤ cg(n) for all n ≥ m; f (n) = Ω(g(n)) means there exist positive constants c and m such
that f (n)≥ cg(n) for all n≥ m; f (n) = Θ(g(n)) means that both f (n) =Ω(g(n)) and f (n) = O(g(n)) hold;
f (n) = o(g(n)) means that limn→∞ f (n)/g(n) = 0; and f (n) = ω(g(n)) means that limn→∞ g(n)/ f (n) = 0.
1
to achieve throughput of order Θ(1), the expected delay is very large. Following this
work, the scaling law of the capacity with delay constraint was studied [5] [6]. It worths
mentioning that all these works considered unicast flows, i.e., each source only has one
destination.
Besides unicast, another type of communication, called multicast, is expected to be
predominant in many of emerging applications. For example, in battlefield networks,
commands need to be sent to a specific group of soldiers. In a wireless video conference,
the video needs to be sent to all participants. In multicast, one source node needs to send
identical data to all the destinations in the same session. Since this type of communication
is prevalent in wireless networks, it is therefore important to understand the fundamental
scaling law of multicast. In particular, we are interested in the scaling law of
delay-constrained multicast capacity in MANETs, which is the focus of Chapter 2 of this
thesis.
As we will see in Chapter 2, a fundamental constraint that limits the capacity of wireless
networks is interference. Because simultaneous transmissions interfere with each other,
so the number of concurrent transmissions in a given space is limited. Hence, a key
question in the design of wireless networks is to manage the interference so that the
capacity is maximized. A simplified version of interference management is scheduling
problem. In the scheduling problem in one-hop wireless networks, each wireless link has
a queue to which packets keep arriving stochastically, and a wireless link can transmit
packets if it is scheduled. If a wireless link is scheduled, then nearby links cannot be
scheduled. If two nearby wireless links are scheduled simultaneously, they will interfere
with each other, so that both transmissions will fail. The objective of the scheduling
problem is to decide which set of links should be ON in each time slot, so the capacity
region 2 is maximized. The problem was solved by Tassiulas and Ephremides in their
2The capacity region is formally defined in Chapter 3
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seminal work [7], in which they proposed the celebrated MaxWeight algorithm. The
MaxWeight algorithm selects a set of links in each time slot, so that the sum of the queue
lengths of the scheduled links is maximized. The MaxWeight algorithm was proved to
achieve the maximum capacity region. Notice that, in the scheduling problem, no power
control is considered. Specifically, if a wireless link is scheduled, the the transmitter will
use its maximum power to transmit. However, if we control the transmit powers of the
wireless links carefully, we can further improve the capacity of the network. In Chapter 3,
we consider the power control problem in wireless networks, and show that proposed
algorithm nearly achieves the maximum capacity region.
Although MaxWeight scheduling [7] achieves throughput optimality for general network
and traffic models. It requires that the network topology to be static, and that stationary
and ergodic traffic flows are injected persistently into the network. These conditions are
based on the time-scale separation assumption that flow arrivals/departures occur at a
much slower time-scale than that of scheduling. While this time-scale separation
assumption is arguably valid in wireline networks, it becomes questionable in wireless
networks, in particular, due to the emerging new applications for wireless networks. For
example, in cellular networks, users often download or upload small files such as emails
and web pages from the Internet; and in vehicular networks, neighboring vehicles
exchange collision warnings, road-sign alarms, and real-time traffic information as they
move. In these scenarios, the traffic consists of finite-size files, rather than persistent
flows. And the users constantly join/leave the network. This flow-level dynamics, when
occurring at the same time scale of scheduling, may destabilize the MaxWeight
scheduling in both cellular networks [8] and spatial wireless networks [9].
Such instability of MaxWeight scheduling motivates recent interests in understanding the
impact of flow-level dynamics in wireless networks. New wireless scheduling algorithms
achieving throughput optimality in the presence of flow-level dynamics have been
3
developed and the delay performance of various schedulers has also been investigated
through simulations [8, 10–12]. From the best of our knowledge, few paper has
analytically studied the flow times of wireless networks in the presence of flow-level
dynamics without the time-scale separation assumption.
We then study the delay performance of workload-based scheduling [11] using SRPT as a
tie-breaking rule in collocated wireless networks. We derive an upper bound on the
expected flow time (the time duration of a flow from joining the network to leaving the
network), and show that when the network becomes heavily loaded, most flow times are
smaller than n/(1−ρ), where ρ is the traffic load of the network and n is the file size.
Our simulation results further demonstrate that SRPT outperforms other schedulers in
terms of flow time for almost all traffic regimes and all file sizes.
The rest of the thesis is organized as follows. In Chapter 2, we describe our work on the
scaling law of the delay constrained multicast capacity of MANETs. In Chapter 3, we
describe our work on distributed power control in wireless networks using annealed Gibbs
sampler. In Chapter 4, we describe our work on the delay performance of SRPT in
collocated wireless networks with flow-level dynamics.
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Chapter 2
On Delay Constrained Multicast Capacity of Large-Scale Mobile Ad-Hoc Networks
2.1 Introduction
Wireless technology has provided an infrastructure-free and fast-deployable method to
establish communication, and has inspired emerging networks such as mobile ad hoc
networks (MANETs), which has broad applications in personal area networks,
emergency/rescue operations, and military battlefield applications. For example, the
ZebraNet [1] is an MANET used to monitor and study animal migrations and
inter-species interactions, where each zebra is equipped with an wireless antenna and
pairwise communication is used to transmit data when two zebras are close to each other.
Another example is the mobile-phone mesh network proposed by TerraNet AB (a
Swedish company) [2], where the participated mobile phones form a mesh network and
can talk to each other without using the cell infrastructure.
Over the past few years, there has been a lot of interest in understanding the
capacity of MANETs under a range of mobility models [4–6, 13–27]. Most of these work
assumes unicast traffic flows and studies the unicast capacity. However, multicast flows
are expected to be predominant in many of emerging applications. For example, in
battlefield networks, commands need to be broadcast in the network or sent to a specific
group of soldiers. In a wireless video conference, the video needs to be sent to all
participants. To support these emerging applications, it is imperative to have a
fundamental understanding of the multicast capacity of wireless networks. In [28, 29]. the
authors proved that the multicast capacity of a static ad hoc network without delay
constraints is O
(
1√
ns log(ns p)
)
per multicast session. In [30], the authors investigated the
multicast capacity of delay tolerant networks without delay constraints. In [31], the
multicast-capacity and delay tradeoff is established for a specific routing/scheduling
algorithm.
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In this chapter, we study the multicast capacity of large-scale MANETs under a
general delay constraint D. The multicast problem differs from the unicast problem in the
following aspects:
• Each multicast session has multiple destinations, so the probability that a packet is
within the transmission range of its destination(s) is higher than that in the unicast
scenario. On the other hand, in the multicast scenario, the information needs to be
transmitted reliably from the source to all its destinations, which requires more
transmissions than that in the unicast scenario.
• Due to the broadcast nature of wireless communication, all mobiles in the
transmission range of a transmitter can simultaneously receive the transmitted
packet. In the unicast scenario, only one mobile (the destination of the packet) is
interested in receiving the packet. In the multicast scenario, all the destinations
belonging to the same multicast sessions are interested in the packet. Thus, one
transmission can result in multiple successful deliveries in the multicast scenario,
which can increase the capacity of MANETs.
Because of these differences, the multicast capacity of MANETs is different from
the unicast capacity. The focus of this chapter is to understand the scaling law of
delay-constrained multicast in MANETs.
The scaling approach is introduced in [3], and has been intensively used to study
the capacity of wireless ad hoc networks including both static and mobile networks. We
consider a MANET consisting of ns multicast sessions. Each multicast session has one
source and p destinations. The wireless mobiles are assumed to move according to a
two-dimensional independently and identically distributed (2D-i.i.d) mobility model.
Each source sends identical information to the p destinations in its multicast session, and
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the information is required to be delivered to all the p destinations within D time-slots.
The main contributions of this work include:
• Given a delay constraint D, we prove that, when D = ω
(
3
√
ns
log(ns)2(log(ns p))2
)
, the
capacity per multicast session is O
(
min
{
1,(log p)(log(ns p))
√
D
ns
})
. We then
propose a joint coding-scheduling algorithm achieving a throughput of
Θ
(
min
{
1,
√
D
ns
})
. The algorithm is developed based on an information
theoretical approach, where we exploits erasure codes to guarantee reliable
multicast. The idea of exploiting coding has been used in MANETs with unicast
flows [6, 23, 24] and mobile sensor networks [32].
• We evaluate the performance of our algorithm using simulations. We apply the
algorithm to the 2D-i.i.d. mobility model, random-walk model and random
waypoint model. The simulations confirm that the results obtained form the
2D-i.i.d. model hold for more realistic mobility models as well.
Finally, we would like to remark that (a) Similar to the unicast scenario [4], the
mobility significantly improves the throughput. While the multicast capacity of a static
network is O
(
1√
ns logns p
)
, our algorithm achieves a throughput of Θ(1) when D = ns. (b)
Our result again demonstrates the substantial benefit of using coding. While the algorithm
in [31] achieves a throughput of Θ
(
1
p
√
ns p log p
)
with an average delay Θ(
√
ns p log p), our
algorithm achieves a much higher throughput Θ
(
4
√
p log p
ns
)
with a hard delay constraint
Θ(
√
ns p log p).
2.2 Model
We consider a mobile ad hoc network with ns multicast sessions. Each multicast session
consists of one source node and p destinations. Figure 2.1 shows a simple example of
such a network, where dst(1,1) and dst(1,2) are the destinations of src 1, and dst(2,1) and
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Figure 2.1: A MANET with two multicast sessions
dst(2,2) are the destinations of src 2. A mobile can serve as a relay for other multicast
sessions.. Each node is either a source or a destination. Therefore, there are n, ns(p+1)
mobiles in the network. A source sends identical information to all its destinations, and
mobiles not belonging to the multicast session can serve as relays. All mobiles are
assumed to be positioned in a unit torus, where the left and right edges are connected, and
top and bottom edges are also connected. We further assume the mobiles move according
to a two-dimensional identical and independently distributed mobility model (2D-i.i.d.
mobility model) [5] such that: (i) at the beginning of each time slot, a mobile randomly
and uniformly selects a point from the unit torus and instantaneously moves to that point;
and (ii) the positions of mobiles are independent across mobiles and time slots.
Each mobile is equipped with a wireless antenna, and can communicate with
another mobile within the transmission radius. We first assume that each mobile can adapt
power and use an arbitrary transmission radius to obtain a general upper-bound on the
delay-constrained multicast capacity. Then we propose a joint coding/scheduling
algorithm that (i) achieves a near-optimal throughput, and (ii) requires only two
transmission radii {L1,L2}, where L1 is for sending out information from sources, and L2
is for delivering packets to the destinations.
We adopt the protocol model introduced in [33] for the wireless interference. Let
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αi denote the transmission radius of node i, then a transmission from node i to node j is
successful under the protocol model if and only if the following two conditions hold: (i)
the distance between nodes i and j is less than αi, and (ii) if mobile k is transmitting at the
same time, then the distance between node k and node j is at least (1+∆)αk. (see Figure
2.2), where the ∆> 0 defines a guard zone around the transmission. Notice that multiple
destinations may receive the same packet from a single transmission if they are all in the
transmission range of the source and are not interfered. We adopt this protocol model
because the mobiles are allowed to transmit with different powers (i.e., different
transmission radii) under this model, which allows us to obtain a general upper bound on
the multicast capacity of MANETs. Note that under this protocol model, the receiver of
node i associates an exclusion region which is a disk with radius ∆αi/2 and centered at
the receiver of node i. It has been shown in [25] that exclusion regions associated with
successful transmissions should be disjoint from each other. We further assume that each
successful transmission can transmit W bits per time-slot.
Figure 2.2: The two transmissions can succeed simultaneously.
Delay constraint: We assume a hard delay constraint D in this work. A packet is
said to be successfully multicast if all p destinations receive the packet within D time
slots after the packet is moved to the head of the queue of the source node.
Multicast throughput: Let λ denote the multicast throughput per multicast
session and Λsi[T ] denote the number of bits that are successfully delivered to all the
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destinations of multicast session i up to time T. A multicast throughput λ is said to be
supportable under delay constrain D and loss probability ε if there exists n0 such that for
any n > n0, there exists a coding, routing, and scheduling algorithm such that the average
number of bits successfully delivered in each multicast session is greater than λ w.h.p.,
i.e., every bit is successfully multicast with a probability at least 1− ε, and
lim
T→∞
Pr
(
Λsi[T ]
T
> λ ,∀i
)
= 1 (2.1)
2.3 Main Results and Intuition
In this section, we present the main results of this work along with the key intuition. We
use the virtual channel idea proposed in [6] to analyze heuristically our system. In this
virtual channel model, we assume the packets are transmitted via two-hop transmission.
In the first hop, a packet is transmitted from its source to relays around the source. In the
second hop, a packet is transmitted from a relay to its destination. We use this two-hop
transmission model to explain the key intuition that leads to the multicast scaling law. In
the following sections, we will rigorously derive the multicast scaling law without
assuming this two-hop transmission scheme.
Figure 2.3: The three phases of a typical delivery
Under the two-hop transmission scheme, a successful delivery consists of three
phases (see Figure 2.3):
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• Phase-I, the packet is transmitted from the source to one or multiple relay nodes;
• Phase-II, a relay moves to the neighborhood of the destination(s) of the packet; and
• Phase-III, the relay sends the packet to the destination(s).
We now model each phase as a separate virtual channel (see Figure 2.4):
Figure 2.4: The virtual channel representation of a multicast session
• Reliable broadcasting channel: Under the protocol model, the exclusion regions
of successful transmissions are disjoint from each other. To simplify our heuristic
analysis, we assume all sources use a common transmission radius L1 for sending
out the information. We also assume each exclusion region has an area pi(L1)2. 1
Here we omit the constant ∆ for simplicity. Thus, the number of simultaneous
broadcasting at one time slot is at most 1pi(L1)2 . On average, each source has P1
fraction of time to broadcast its packet, where
P1 =
1
pi(L1)2ns
.
The throughput of a broadcasting channel is:
W
pi(L1)2ns
.
On average, there are pi(L1)2n mobiles in a disk with area pi(L1)2. Therefore, each
broadcast creates pi(L1)2n duplicate copies in the network.
1Note these two assumptions, along with other assumptions introduced in this section, are for the purpose
of a heuristic argument. Our results hold without these assumptions.
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• Unreliable relay channel (erasure channel): We assume that all relays use a
common transmission radius L2 for sending packets to their destinations. The
probability that a duplicated packets does not fall into the transmission range of a
specific destination in D consecutive time slots is
Pmiss = (1−pi(L2)2)D.
Recall that after being sent out from the source, each packet has pi(L1)2n copies. So
the probability that none of the duplicated packets falls into the transmission ranges
of the specific destination in D consecutive time slots is
Pmiss2 = (1−pi(L2)2)Dpi(L1)2n,
which is the erasure probability of a relay channel shown in Figure 2.4.
• Reliable receiving channel: Consider the transmissions from relays to
destinations. When a packet is broadcast by a relay, all the destinations that are in
the transmission range of the relay can receive the packet, which results in multiple
deliveries. We name one of the deliveries as target delivery, and the rest as free-ride
deliveries. Under the protocol model, all exclusion regions associated with the
targeted deliveries should be disjoint from each other. With a common transmission
radius L2, a successful target delivery associates an exclusion region with area
pi(L2)2. So the number of simultaneous target deliveries is no more than
W
pi(L2)2
.
Furthermore, along with each target delivery, we have
(p−1)pi(L2)2
free-ride deliveries on average. Thus, we can expect
W (1+(p−1)pi(L2)2)
pi(L2)2
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deliveries at each time slot. Recall that a source packet needs to be delivered to all p
destinations, so the throughput per multicast session is
W
1+(p−1)pi(L2)2
ns ppi(L2)2
=
W
ns ppi(L2)2
+
W (p−1)
ns p
bits per time slot.
Based on the virtual channel representation, we can conclude heuristically that
λ = max
L1,L2
min
{(
1− (1−pi(L2)2)piD(L1)2n) Wpi(L1)2ns ,
W
ns ppi(L2)2
+
W (p−1)
ns p
}
= Θ
(√
D
ns
)
,
where the transmission radii L1 and L2 that solve the maximization problem are
L∗1 =Θ
(
1
2√ns
)
and L∗2 =Θ
(
1
4
√
p2Dns
)
.
We would like to comment that all analysis above is heuristic, which however
captures the key properties determining the delay constrained multicast capacity. The
rigorous analysis will be presented in the rest of the chapter, where we will prove the
following main results:
Main Result 1: Given the delay constraint D, the multicast capacity λ (per multicast
session) is
λ =

0, if D = o
(
3
√
ns
(log p)2(log(ns p))2
)
;
O(1), if D = ω
(
ns
(log p)2(log(ns p))2
)
;
O
(
(log p)(log(ns p))
√
D
ns
)
, otherwise .
Main Result 2: There exists a joint coding/scheduling algorithm that achieves a
throughput of Θ
(√
D
ns
)
when D is both ω( 3√ns log(ns p)) and o(ns).
λ =
 Θ(1), if D = ω
(
ns
(log p)2(log(ns p))2
)
;
Θ
(√
D
ns
)
, if D = ω( 3√ns log(ns p)) and D = o(ns).
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2.4 Upper Bound
In this section, we present an upper-bound on the multicast capacity of MANETs. Recall
that multicast in MANETs is different from unicast in the following aspects:
• A source packet is destined to p destinations, so has a higher probability being
deliverable compared to the unicast case, where a packet is said to be deliverable if
at least one destination is within its transmission range.
• When a packet is transmitted, it can be received by all the destinations in the
transmission range, which increases the efficiency of the transmission.
To investigate the upper-bound on multicast throughput λ , we would like to
introduce some notations first. We say a packet is successfully delivered to a destination
d j if the destination receives the packet before the deadline expires. We denote by Λd j [T ]
the number of successfully delivered bits to destination d j up to time T. Further, let Λ[T ]
denote the total number of bits successfully delivered up to time T, i.e., Λ[T ] =∑diΛdi[T ].
Note that a successfully multicast packet is a packet that is successfully delivered to all its
destinations, so ∑siΛsi[T ]≤ Λ[T ]/p. Recall that if one packet is received by multiple
destinations in the transmission range, one of this multiple successful deliveries is called
target delivery and the others are called free-ride deliveries. Let B[T ] denote the number
of bits delivered by target deliveries up to time T.
Next we derive an upper bound on the multicast throughput by two steps: First,
we obtain an upper-bound on B[T ]. Then, we establish the relation between Λ[T ] and
B[T ], which leads to the upper bound on Λ[T ].
Given a destination, we classify the successfully delivered bits into two categories:
(i) those bits that are transmitted directly from sources to destinations, and (ii) those bits
that are delivered by the relays. In the following lemmas, we bound the number of bits in
14
each category. We define BS[T ] to be the number of bits that are directly transmitted from
source to destinations by target deliveries, up to time T. We further define BR[T ] to be the
number of bits that are transmitted from relays to destinations by target deliveries, up to
time T. The following two lemmas establish the upper-bounds on BS[T ] and BR[T ]
respectively.
Lemma 2.1. Assuming the 2D-i.i.d. mobility and the protocol models, we have
E[BS[T ]]≤WT
√
32
∆2
√
ns p (2.2)
Proof. The proof is presented in Section 2.8.
Lemma 2.2. Assuming the 2D-i.i.d. mobility and the protocol models, we have
E[BR[T ]]≤WT
√
32
∆2
(p+1)
√
nsD (2.3)
Proof. The proof is presented in Section 2.9.
Based on Lemmas 2.1 and 2.2, we obtain an upper-bound on B[T ] :
E[B[T ]] = E[BS[T ]]+E[BR[T ]]
≤ WT
√
32
∆2
(
(p+1)
√
nsD+
√
ns p
)
. (2.4)
Next we investigate the relation between Λ[T ] and B[T ].
Lemma 2.3. Assuming the 2D-i.i.d. mobility and the protocol models, we have
E[Λ[T ]]≤ 5κ log(ns p)E [B[T ]]+ 16κWT∆2 p(log p) log(ns p).
15
where κ > 0 is a constant independent of ns and p.
Proof. The proof is presented in Section 2.10.
From the definition of the multicast capacity λ , we have λ ≤ Λ[T ]/(T ns p)
because a successful multicast requires p successful deliveries. To that end, we can derive
the following theorem on the delay-constrained multicast capacity of MANETs.
Theorem 2.1. The delay constrained multicast capacity under the 2D-i.i.d. mobility and
protocol model is
λ =

0, if D = o
(
3
√
ns
(log p)2(log(ns p))2
)
;
O(1), if D = ω
(
ns
(log p)2(log(ns p))2
)
;
O
(
(log p)(log(ns p))
√
D
ns
)
, otherwise .
(2.5)
Proof. Note when D = o
(
3
√
ns
(log p)2(log(ns p))2
)
, it is easy to verify that Dλ = o(1). This
means under the delay constraint D, the throughput per D time slots is less than one bit.
We view bit is the smallest quantity for information, so the multicast capacity is zero in
this case.
Next when D = ω
(
ns
(log p)2(log(ns p))2
)
, it can be easily verified that
(log p)(log(ns p))
√
D
ns
= ω(1). However, each source can send out at most W bits per
time-slot, so λ ≤W, which leads to the second case.
For the last cast, from inequality (2.4) and Lemma 3, we can conclude that
E[Λ[T ]] ≤ 5κ log(ns p)
√
32
∆2
WT
(
(p+1)
√
nsD+
√
ns p
)
+
16κWT
∆2
p(log p) log(ns p)
= O
(
T p
√
nsD(log p) log(ns p)
)
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Recall that λ ≤ Λ[T ]/(T ns p), we can then conclude that λ = O
(
(log p)(log(ns p))
√
D
ns
)
.
2.5 Joint coding-scheduling algorithm
In this section, we propose new algorithms that almost achieve the upper bound obtained
in the previous section. We consider two different cases: ns =Θ(1) and ns = ω(1). For
the first case, show that a simple round robin scheduling algorithm achieves the upper
bound. For the second case, we introduce a joint coding-scheduling algorithm that
leverages erasure-codes and yields a throughput that differs from the upper bound by a
poly-logarithmic factor.
Case 1: ns =Θ(1)
When ns =Θ(1), a simple scheme is to let the sources broadcast their packets to all the
mobiles in the network in a round-robin fashion. It is easy to see that under this simple
algorithm, the throughput per multicast session and the delay are Θ(1).
Case 2: ns = ω(1)
To approach the upper bound obtained in Theorem 2.1. In this subsection, we propose a
scheme which exploits coding.
In our algorithm, we code data packets into coded packets using rate-less codes —
Raptor codes [34]. Assume that Q data packets are coded using the Raptor codes. The
receiver can recover the Q data packets with a high probability after it receives any
(1+δ )Q distinct coded packets [34].
We use a modified two-hop algorithm introduced in [4], which consists two major
phases — broadcasting and receiving. At the broadcasting phase, we partition the unit
torus into square cells (broadcasting cells) with each side of length equal to 1/
√
ns. All
sources use a transmission radius
√
2/
√
ns in the broadcasting phase. To avoid
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interference caused by transmissions in neighboring cells, the cells are scheduled
according to the cell scheduling algorithm introduced in [3] so that each cell can transmit
for a constant fraction of time during each time slot, and concurrent transmissions do not
cause interference. We assume each cell can support a transmission of two packets during
each time slot. In the receiving step, the unit square is divided into square cells (receiving
cells) with each side of length equal to 1/ 4
√
ns p2D. The transmission radius used in this
phase is
√
2/ 4
√
p2nsD. Note that the two transmission radii used in this algorithm are
derived from the virtual channel presentation.
Similar as in [6], we define four classes of packets in the network. We also define
and categorize packets into four different types.
• Data packets: Uncoded data packets.
• Coded packets: Packets generated by Raptor codes.
• Duplicate packets: A coded packet may be broadcast to other nodes to generate
multiple copies. Those copies are called duplicate packets.
• Deliverable packets: Duplicate packets that are within the transmission range of one
of the packet’s destinations.
Joint Coding-Scheduling Algorithm: We group every 2D time slots into a super time
slot. At each super time slot, the nodes transmit packets as follows:
(1) Raptor encoding: Each source takes D500
√
D/ns data packets, and uses Raptor
codes to generate D coded packets.
(2) Broadcasting: This step consists of D time slots. At each time slot, in each cell,
one source is randomly selected to broadcast a coded packet to 9(p+1)/10 mobiles
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in the cell (the packet is sent to all mobiles in the cell if the number of mobiles in
the cell is less than 9(p+1)/10).
(3) Deletion: After the broadcasting phase, all nodes check the duplicate packets they
have. If more than one duplicate packet belong to the same multicast session,
randomly keep one and drop the others.
(4) Receiving: This step requires D time slots. At each time slot, if a cell contains no
more than two deliverable packets, the deliverable packets are broadcast in the cell;
otherwise, no node in the cell attempts to transmit. At the end of this step, all
undelivered packets are dropped. The destinations decode the received coded
packets using Raptor decoding.
Theorem 2.2. Assume that the delay constraint D is both ω( 3√ns log(ns p)) and o(ns). For
a sufficiently large ns, at the end of each super time slot, every source successfully
multicast
D
500
√
D
ns
packets with a probability 1− 1ns p .
Proof. We follow the analysis in [6] to prove the following three steps:
Step 1: During the broadcasting step, with a high probability, a source sends out
D
3 coded packets;
Step 2: After the deletion step, with a high probability, a source has at least 2D15
coded packets, each having more than 4p5 duplicate copies;
Step 3: Each destination receives more than D400
√
D
ns
distinct coded packets after
the broadcasting, which guarantees that the destination can decode the original D500
√
D
ns
data packets with a high probability.
Analysis of step 1
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LetBi[t] denote the event that node i broadcasts a coded packet to 9(p+1)/10
mobiles at time slot t. According to the definition ofBi[t], we have that
Pr(Bi[t]) = Pr(≥ 9p/10 mobiles in the cell)
×Pr(i is selected| ≥ 9p/10 mobiles in the cell)
≥ Pr(≥ 9p/10 destinations in the cell)
×Pr(i is the only source in the cell) .
Since the nodes are uniformly and randomly positioned, from the Chernoff bound,
we have
Pr(≥ 9p/10 destinations in the cell)≥ 1−2e− p300 .
Note that there are ns sources in the network, so
Pr(Bi[t]) ≥
(
1−2e− p300
)(
1− 1
ns
)ns−1
,
which implies that for large p and ns, we have
Pr(Bi[t])≥ 0.36.
Then from the Chernoff bound again, we have that for sufficiently large D,
Pr
(
D
∑
t=1
1Bi[t] ≥
D
3
)
≥ 1− e− D3000 (2.6)
Thus, with high probability, more than D/3 coded packets are broadcast, and each
broadcast generates 9p/10 copies.
Analysis of step 2
Recall that after the deletion, a mobile contains at most one packet for each
multicast session. We next study the number of coded packets that have more than 4p/5
duplicate copies.
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Note that the number of duplicate packets belonging to session i and left in the
network after the deletion is equal to the number of distinct mobiles receiving duplicate
packets from session i. Assume that source i sends out Db coded packets. The number of
duplicate copies left after the deletion is the same as the number of nonempty bins of the
following balls-and-bins problem: There are ns p−1 bins. At each time slot, 9p/10 bins
are selected to receive a ball in each of them. This process is repeated by Db times.
Let N1 to be the number of duplicate packets belonging to multicast session i after
the deletion. From Lemma 22 in [6]2, we have
Pr(N1 ≥ (1−δ )(ns p−1)p˜1)≥ 1−2e−δ 2(ns p−1)p˜1/3,
where
(ns p−1)p˜1 = (ns p−1)
(
1− e−Db× 9p10× 1ns p−1
)
≥ (ns p−1)
(
1− e−
9Db
10ns
)
≥ (ns p−1)
(
9Db
10ns
− 1
2
(
9Db
10ns
)2)
≥ 44
49
Db p.
where the last inequality holds for sufficiently large ns (recall that D = o(ns) under the
assumption of the theorem). Choosing δ = 1/50, we have that for sufficiently large ns
and p,
Pr
(
N1 ≥ 2225Db p
∣∣∣∣ D∑
t=1
1Bi[t] = Db
)
≥ 1−2e− D10000 . (2.7)
Given that there are more than 22Db p/25 duplicate packets left in the network, we
can easily verify that more than 2Db/5 coded packets will have 4p/5 duplicate copies
because otherwise less than 22Db p/25 duplicate packets would be left. Letting Ai denote
2For the reader’s convenience, we provide this lemma and its proof in Section 2.12.
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the number of coded packets of session i, which has more than 4p/5 duplicate packets
after the deletion, we have
Pr
(
Ai ≥ 2D15
∣∣∣∣ D∑
t=1
1Bi[t] ≥
D
3
)
≥ 1−2e− D10000 . (2.8)
Note that after the deletion, all duplicate packets belonging to the same multicast session
are carried by different mobile nodes.
Analysis of step 3
We consider a coded packet of multicast session i, which has at least 4p5 duplicate
copies after the deletion. Let Dl[t] denote the event that the coded packet is delivered to
its lth destination at time slot t.
First we consider the probability that one of the duplicate copies of the coded
packet is in the same cell with its lth destination. In the receiving phase, we use the cell
with each side of length equal to 1/ 4
√
ns p2D, so the average number of nodes in each cell
is
ns(p+1)√
ns p2D
≥
√
ns
D
.
Recall that the duplicate packets belonging to the same multicast session are
carried by distinct mobiles after the deletion, so their mobilities are independent.
Assuming the number of duplicate copies of the coded packet under consideration is M,
we have
Pr
(
only one copy is deliverable to the lth destination
)
= M 1√
ns p2D
(
1− 1√
ns p2D
)M−1
.
Note that M < p, so as ns→ ∞, we have(
1− 1√
ns p2D
)M−1
→ e− 1√nsD → 1.
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For sufficiently large ns, we have
Pr
(
only one copy is deliverable to the lth destination
)
≥ 39
50
√
nsD
. (2.9)
Next, we consider the probability that the duplicate copy is delivered given that it
is the only copy which is deliverable to the lth destination. Suppose we have M¯ nodes in
the cell containing the lth destination. According to the Chernoff bound, we have
Pr
(
M¯ ≤ 11
10
√
ns
D
)
≥ 1− e− 1300
√ ns
D . (2.10)
Note the deliverable copy to the lth destination will be delivered if the M¯−2 other
mobiles (other than the mobile carrying the copy and the lth destination for the copy) do
not carry deliverable packets and there are no deliverable packets for the M¯−2 mobiles.
Now given K mobiles already in the cell, we study the probability that no more
deliverable packet appears when we add another mobile. First, the new mobile should not
be the destination of any duplicate packets already in the cell. Each mobile carries at most
D duplicate packets, so at most KD duplicate packets are already in the cell. Each
duplicate packet has p destinations. For each duplicate packet, we have
Pr(the new mobile is its destination) =
p
ns(p+1)−K .
Thus, from the union bound, we have
Pr(the new mobile is a new destination)
≤ pKDns(p+1)−K . (2.11)
Note that each source sends out no more than D duplicate packets and each duplicate
packet has no more than p copies, so at most KDp mobiles carry the duplicate packets
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towards the K existing mobiles in the cell, and
Pr(new added mobile brings new deliverable packets)
≤ KDp
ns(p+1)−K . (2.12)
From inequalities (2.11) and (2.12), we can conclude that the probability that the
new added mobile does not change the number of deliverable packets in the cell is greater
than
1− 2KDp
ns(p+1)−K .
Starting from the mobile carrying the duplicate packet and the lth destination of the
packet, the probability that the number of deliverable packets does not change after
adding additional M¯−2 mobiles is greater than
M¯
∏
K=2
(
1− 2KDp
ns(p+1)−K
)
≥
(
1− 2M¯Dp
ns(p+1)− M¯
)M¯−2
.
When M¯ ≤ 1110
√ns
D , we have that for sufficiently large ns,
2M¯Dp
ns(p+1)− M¯ (M¯−2)≤ 2.5,
and
M¯
∏
K=2
(
1− 2pKD
ns(p+1)−K
)
≥ e−2.5. (2.13)
Now according to inequalities (2.9), (2.10), and (2.13), we can conclude that for
sufficiently large ns,
Pr(Dl[t])≥ 116
1√
nsD
, (2.14)
which implies at each time slot, a coded packet with at least 4p/5 duplicate copies is
delivered to its lth destination with a probability at least 116√nsD .
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Note at each time slot, one destination can receive at most one packet. So the
number of distinct coded packets delivered to the lth destination of multicast session i is
the same as the number of nonempty bins of following balls-and-bins problem: Suppose
we have 2D15 bins and one trash can. At each time slot, we drop a ball. Each bin receives
the ball with probability 116√nsD , and the trash can receives the ball with probability 1−P,
where
P =
D
120
√
nsD
.
Repeat this D times, i.e., D balls are dropped. Note the bins represent the distinct coded
packets, the balls represent successful deliveries, and a ball is dropped in a specific bin
means the corresponding coded packet is delivered to the destination.
Let Xi,l denote the number of distinct coded packets delivered to destination l of
session i. Under the condition that at least 2D/15 coded packets of session i have more
than 4p/5 duplicate copies each, Xi,l is the same as the number of nonempty bins of the
above balls-and-bins problem. Choose δ = 1/6. From Lemma 22 in [6] we have
Pr
(
Xi,l ≥ 56 2D15
(
1− e− D16√nsD
)∣∣∣Ai ≥ 2D15 )
≥ 1−2e−
D
810
(
1−e−
D
16
√
nsD
)
.
Using the fact that 1− e−x ≥ x− x2/2 for any x≥ 0
Pr
(
Xi,l ≥ D400
√
D
ns
∣∣∣∣Ai ≥ 2D15
)
≥ 1−2e−
D
13000
√
D
ns . (2.15)
Note that D
√
D
ns
→ ∞ under the assumption of the theorem (D = ω 3√ns log(ns p)).
Summary
Combining inequalities (2.6), (2.8) and (2.15), we can conclude that
Pr
(
Xi,l ≥ D400
√
D
ns
)
≥ 1− e− D3000 − e− D10000 −2e−
D
13000
√
D
ns .
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Furthermore, for sufficiently large ns and p, we also have
Pr
(
Xi,l ≥ D400
√
D
ns
for all i, l
)
≥ 1−ns p
(
e−
D
3000 − e− D10000 −2e−
D
13000
√
D
ns
)
≥ 1− 1
ns p
,
where the last inequality holds under the assumption of the theorem
(D = ω( 3√ns log(ns p))). Note that a destination can decode the D500
√
D
ns
data packets after
getting D400
√
D
ns
coded packets with a high probability, so the theorem holds.
From the theorem above, we can see that the throughput per multicast session is
D
500
√
D
ns
× 1
2D
=Θ
(√
D
ns
)
,
which is within a poly-logarithmic factor of the upper bound.
2.6 Simulations
In this section, we verify our theoretical results using simulations. We implemented the
joint coding-scheduling algorithm for different mobility models, including 2D-i.i.d.
mobility, random walk model and random waypoint model. We consider a MANET
consisting of ns multicast sessions, and the mobiles are deployed in a unit square with ns
sub-squares. The random walk model and random waypoint model are defined in the
following:
• Random Walk Model: At the beginning of each time slot, a mobile moves from its
current sub-square cell to one of its eight neighboring sub-squares or stays at the
current sub-square. Each of the actions occurs with probability 1/9.
• Random Waypoint Model [35]: At the beginning of each time slot, a mobile
generates a two-dimensional vector V = [Vx,Vy], where the values of Vx and Vy are
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uniformly selected from [1/
√
ns,3/
√
ns]. The mobile moves a distance of Vx along
the horizontal direction, and a distance of Vy along the vertical direction.
Multicast throughput with different numbers of sessions
In this simulation, the number of multicast sessions (ns) varies from 200 to 1000, each
multicast session contains p = 10 destinations, and the delay constraint is set to be
2D = 200 time slots. Figure 2.5 shows the throughput per 2D time slots of the three
mobility models with different values of ns.3
Our theoretical analysis indicates that the throughput per 2D time slots is
Θ
(
2D
√
2D
ns
)
. To verify this scaling law, we plot α
(
2D
√
2D
ns
)
in Figure 2.5 with
α = 0.09. Our simulation result shows that the throughput per 2D time slots scales as
2D
√
2D/ns under all three mobility models. Further, the 2D-i.i.d. mobility has the largest
throughput and the random walk model has the smallest throughput. This is because the
distance a mobile can move within one time slot is the largest under the 2D-i.i.d. model
and is the smallest under the random walk model. Our result indicates that the throughput
is an increasing function of the speed (the distance a mobile can move within a time slot).
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Figure 2.5: Throughput per multicast session per 2D time slots with different n′ss
3In our simulations, we only count the number of distinct packets delivered that are successfully delivered
before their deadlines expire. We do not consider coding and decoding in our simulations.
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Multicast throughput with different delay constraints
In this simulation, we fixed ns = 500 and p= 10, and varied D from 100 to 400 with a step
size of 50. We also compared the throughput with function α
√
D/ns with α = 0.075. For
all three mobility models, the simulations confirm that the throughput scales as
√
D/ns.
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Figure 2.6: Throughput per multicast session per 2D time slots with different delay con-
straints
Multicast throughput with different session sizes
In this simulation, we had ns = 500, the delay constraint is 2D = 200, and p varies from 4
to 40 with a step size of 4. Figure 2.7 shows that the throughput is almost invariant with
respect to p.
From the simulations above, we can see that the Θ
(√
D
ns
)
throughput is
achievable not only under 2D-i.i.d. model, but under more realistic models such as
random walk model and random waypoint model.
2.7 Conclusion
In this chapter, we studied the delay constrained multicast capacity of large-scale
MANETs. We first proved that the upper-bound on throughput per multicast session is
O
(
min
{
1,(log p)(log(ns p))
√
D
ns
})
, and then proposed a joint coding-scheduling
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Figure 2.7: Throughput per multicast session per 2D time slots with different p′s
algorithm that achieves a throughput of Θ
(
min
{
1,
√
D
ns
})
. We also validated our
theoretical results using simulations, which indicated that the results based on the
2D-i.i.d. model are also valid for random walk model and random way point model. In
our future research, we will study (i) the impact of mobile velocity on the communication
delay and multicast throughput; and (ii) the delay constrained multicast capacity of
MANETs with heterogeneous multicast sessions, e.g., different multicast sessions have
different sizes and different delay constraints.
2.8 Proof of Lemma 2.1
First, we present some important inequalities that will be used to obtain the upper-bound
on throughput. LetR[T ] denote the set of bits that are carried by the mobiles other than
their sources at time T (including those whose deadlines have expired), and αB the
transmission radius used to deliver bit B. Since we are deriving the upper bound, we can
assume αB is the distance between the transmitter of bit B and the destination of bit B. In
other words, we assume αB is the minimum transmission range required, which varies bit
by bit. The following lemma is presented in [6]. Inequality (2.16) holds since the total
number of bits transmitted or received in T time slots cannot exceed ns pWT. Inequality
(2.17) holds since the total number of bits transmitted to relay nodes cannot exceed
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ns(p+1)WT. Inequality (2.18) holds since each successful target delivery associates an
exclusion region which is a disk with radius ∆αB/2.
Lemma 2.4. Under the protocol model, the following inequalities hold:
Λ[T ] ≤ ns pWT (2.16)
|R[T ]| ≤ ns(p+1)WT (2.17)
B[T ]
∑
B=1
∆2
4
(αB)2 ≤ WTpi (2.18)
where |R[T ]| is the cardinality of setR[T ]
Let si denote the source of multicast session i, di, j denote the jth destination of
multicast session i, and D(si, t) the distance between source si and its nearest destination,
i.e.,
D(si, t) = min
1≤ j≤p
dist(si,di, j)(t).
Thus, we have
Pr(D(si, t)≤ L)≤ 1− (1−piL2)p ≤ ppiL2,
which implies
E
[
T
∑
t=1
ns
∑
i=1
1D(si,t)≤L
]
≤ T ns ppiL2.
Since at most W bits a source can send during each transmission, we further have
E
[
BS[T ]
]
= E
BS[T ]∑
B=1
1αB≤L
+E
BS[T ]∑
B=1
1αB>L

≤ WE
[
T
∑
t=1
ns
∑
i=1
1D(si,t)≤L
]
+E
BS[T ]∑
B=1
1αB>L

≤ WT ns ppiL2+E
BS[T ]∑
B=1
1αB>L
 .
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Next, applying the Cauchy-Schwarz inequality to inequality (2.18), we can obtain
that BS[T ]∑
B=1
αB
2 ≤
BS[T ]∑
B=1
1
BS[T ]∑
B=1
(αB)2

≤ BS[T ]4WT
pi∆2
,
which implies that√
4WT
pi∆2
√
E[BS[T ]] ≥ E
[√
4WT
pi∆2
BS[T ]
]
≥ E
BS[T ]∑
B=1
αB

≥ LE
BS[T ]∑
B=1
1αB>L

≥ L
(
E[BS[T ]]−WT ns ppiL2
)
,
where the first inequality follows from Jensen’s inequality, and the third one follows from
Markov’s inequality. Now we choose L =
√
E[BS[T ]]
2WT ns ppi , we can obtain that
E[BS[T ]]≤WT
√
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∆2
√
ns p.
2.9 Proof of Lemma 2.2
Denote by H(b) the minimum distance between the relay carrying bit b and any of the p
destinations of the bit during D consecutive time slots. We have
Pr(H(b)≤ L)≤ 1− (1−piL2)Dp ≤ piL2Dp.
Note that inequality (2.17) shows |R[T ]| ≤ ns(p+1)WT, which implies
E
[
∑
b∈R[T ]
1H(b)≤L
]
≤ ns(p+1)WTpiL2Dp,
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and
E
[
BR[T ]
]
= E
BR[T ]∑
BR=1
1αSB≤L
+E
BR[T ]∑
B=1
1αB>L

≤ E
BR[T ]∑
B=1
1H(B)≤L
+E
BR[T ]∑
B=1
1αB>L

≤ ns(p+1)WTpiL2Dp+E
BR[T ]∑
B=1
1αB>L
 . (2.19)
Next, applying the Cauchy-Schwarz inequality to inequality (2.18), we can obtain
that BR[T ]∑
B=1
αB
2 ≤
BR[T ]∑
B=1
1
BR[T ]∑
B=1
(αB)2

≤ BR[T ]4WT
pi∆2
,
which implies that √
4WT
pi∆2
√
E[BR[T ]]
≥ E
[√
4WT
pi∆2
BR[T ]
]
≥ E
BR[T ]∑
B=1
αB

≥ LE
BR[T ]∑
B=1
1αB>L

≥ L(E[BR[T ]]−ns(p+1)WTpiL2Dp) ,
where the first inequality follows from the Jensen’s inequality and the last inequality
follows from inequality (2.19).
Since the inequality holds for any L > 0. By choosing L =
√
E[BR[T ]]
2WTpins(p+1)pD , we
can obtain that
E[BR[T ]]≤
√
32
∆2
WT (p+1)
√
nsD.
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2.10 Proof of Lemma 2.3
We first show that the number of occasions that more than κ(1+ pγ2) log(ns p)
destinations belonging to the same sessions are in a disk with radius γ is small in Lemma
2.5. For a destination j, we let H( j,γ, t) denote the number of destinations that belong to
the same multicast session as node j and are within a distance of γ from j at time t. We
further define
Zγ,κ [T ] =
T
∑
t=1
∑
j
1H( j,γ,t)≥κ(1+pγ2) log(ns p).
Lemma 2.5. There exists κ > 0, independent of ns and p, such that for any γ ∈ (0,1]
Pr
(
H( j,γ, t)> κ(1+ pγ2) log(ns p)
)≤e−κ log(ns p), (2.20)
and
E[Zγ,κ [T ]]≤ T
(ns p)2
(2.21)
hold.
Proof. The proof is presented in Section 2.11.
We index the target deliveries using B. Let βB denote the number of deliveries
associated with target delivery B. Given a γ ∈ [0,1], we classify the target-deliveries
according to αB. We say a target-delivery belonging to class (γ,m) if 2m−1γ ≤ αB < 2mγ.
Thus, Λ[T ] can be written as
E[Λ[T ]] ≤ E
[
B[T ]
∑
B=1
βB1αB<γ
]
+
d− log2 γe
∑
m=1
E
[
B[T ]
∑
B=1
βB12m−1γ≤αB<2mγ
]
.
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Figure 2.8: H(dB,2γ, t)≥ βB
Note that βB > κ(1+4pγ2) log(ns p) implies that
H(dB,2γ, t)≥ κ(1+4pγ2) log(ns p)
as shown in Figure 2.8, where dB is the destination receiving the target delivery, so we
have
βB1αB<γ ≤κ(1+4pγ2) log(ns p)1 αB<γ
H(dB,2γ,t)<κ(1+4pγ2) log(ns p)
+βB1 αB<γ
H(dB,2γ,t)≥κ(1+4pγ2) log(ns p)
. (2.22)
Furthermore, it can be easily verified that
E
[
B[T ]
∑
B=1
βB1 αB<γ
H(dB,2γ,t)≥κ(1+4pγ2) log(ns p)
]
+
d− log2 γe
∑
m=1
E
B[T ]∑
B=1
βB1 2m−1γ≤αB<2mγ
H(dB,2m+1γ,t)≥κ(1+pγ222m+2) log(ns p)

≤(a)
pWT
n2s p2
=
WT
n2s p
, (2.23)
where inequality (a) yields from inequality (2.20).
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Now from the inequalities (2.22) and (2.23), we have for any 0 < γ < 1,
E[Λ[T ]]
≤WT
n2s p
+κ log(ns p)
((
1+4pγ2
)
E
[
B[T ]
∑
B=1
1αB<γ
]
+
d− log2 γe
∑
m=1
(
1+ p22m+2γ2
)
E
[
B[T ]
∑
B=1
12m−1γ≤αB<2mγ
])
≤(b)
WT
n2s p
+κ log(ns p)
(
1+4pγ2
)
E [B[T ]]+
κ log(ns p)
d− logγ/ log2e
∑
m=1
p22m+2γ2
WT
pi 2
2m−2∆2γ2
4
≤WT
n2s p
+κ log(ns p)
(
1+4pγ2
)
E [B[T ]]+
64κWT
pi∆2 log2
(− logγ)p log(ns p)
≤5κ log(ns p)E [B[T ]]+ 16κWT∆2 p(log p) log(ns p), (2.24)
where inequality (b) yields from inequality (2.18), and the last inequality holds when
γ = 1√p .
2.11 Proof of Lemma 2.5
Recall that each multicast session contains p destinations. The probability that a mobile is
within a distance of γ from node j is piγ2. Thus, H( j,γ, t) is a binomial random variable
with p−1 trials and probability of a success piγ2, and
E[H( j,γ, t)] = (p−1)piγ2.
Now choose κ such that
κ(1+ pγ2) log(ns p)> (p−1)piγ2. (2.25)
Note that (p−1)piγ
2
(1+pγ2) log(ns p)
< pi for ns p > 3, so we can choose κ independent of ns and p.
Next, define
δ =
κ(1+ pγ2) log(ns p)
(p−1)piγ2 −1,
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which is positive due to inequality (2.25).
According to the Chernoff bound [36], we have
Pr
(
H( j,γ, t)> κ(1+ pγ2) log(ns p)
)
≤
(
eδ
(1+δ )1+δ
)(p−1)piγ2
≤
(
e
1+δ
)(p−1)piγ2(1+δ )
=
(
e
1+δ
)κ(1+pγ2) log(ns p)
=
 e
κ(1+pγ2) log(ns p)
(p−1)piγ2
κ(1+pγ2) log(ns p)
≤(a) e−κ(1+pγ
2) log(ns p)
≤ e−κ log(ns p), (2.26)
where inequality (a) holds for any κ such that
e
κ(1+pγ2)(log p+logns)
(p−1)piγ2
≤ e−1.
Thus, we can conclude that there exists κ > 0, which is independent of ns and p,
such that
E[Zγ,κ [T ]] ≤ E
[
∑
j: j is a destination
T
∑
t=1
1H( j,γ,t)≥κγ2 log(ns p)
]
=
T
∑
t=1
∑
j
E
[
1H( j,γ,t)≥κγ2 log(ns p)
]
≤ ns pTe−κ log(ns p),
and the theorem holds by guaranteeing κ > 2.
2.12 Balls-and-bins problem
The proof of the following lemma about the balls-and-bins problem is given in [6]. We
present the proof here for the reader’s convenience.
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Lemma 2.6. Suppose n balls are independently dropped into m bins and one trash can.
After a ball is dropped, the probability in the trash can is 1− p, and the probability in a
specific bin is p/m. Using N2 to denote the number of bins containing at least 1 ball, the
following inequality holds for sufficiently large n.
Pr(N2 ≤ (1−δ )mp˜2) ≤ 2e−δ 2mp˜2/3; (2.27)
where p˜2 = 1− e−
np
m .
Proof. Let κi denote the number of balls in bin i. Next define n˜ to be a Poisson random
variable with mean n. We consider the case such that n˜ balls are independently dropped in
m bins. Using κ˜i to be number of balls in bin i in this case, it is easy to see that {κ˜i} are
i.i.d. Poisson random variables with mean npm . So we have
Pr(N2 ≤ (1−δ )mp˜2)
= Pr
(
m
∑
i=1
1κi≥1 ≤ (1−δ )mp˜2
)
= Pr
(
m
∑
i=1
1κ˜i≥1 ≤ (1−δ )mp˜2
∣∣∣∣∣ n˜≥ n
)
≤ Pr(∑
m
i=1 1κ˜i≥1 ≤ (1−δ )mp˜2)
Pr(n˜≥ n) .
Since
Pr(1κ˜i≥1 = 1) = Pr(κ˜i ≥ 1) = 1− e−
np
m = p˜2,
by applying the Chernoff bound [36], we have
Pr
(
m
∑
i=1
1κ˜i≥1 ≤ (1−δ )mp˜2
)
≤ e−δ 2mp˜2/3.
which implies for sufficiently large n,
Pr(N2 ≤ (1−δ )mp˜2) ≤
√
3pine−δ
2mp˜2/3
≤ 2e−δ 2mp˜2/3.
37
Chapter 3
Distributed Power Control and Coding-Modulation Adaptation in Wireless Networks
using Annealed Gibbs Sampling
3.1 Introduction
Wireless communications have become one of the main means of communications over
the last two decades, in the form of both cellular (WWAN) and home/business access
point (WLAN) communications [37]. Recently, with the development of data centric
mobile devices, e.g., iPhone, we have seen a renewed interest in enabling more flexible
wireless networks, e.g., ad hoc networks and peer to peer networks [38]. A key problem
in the design of ad hoc wireless networks is link-rate control, i.e., controlling transmission
rates of the links. In wireless networks, the transmission rate of a link is determined by
received signal strength, interference from simultaneous transmissions, and available
coding-modulation schemes. Because wireless interference is global, and the rate-power
relation is non-convex [39] and non-continuous, distributed link-rate control in ad hoc
wireless networks is a very challenging problem.
One approach in the literature is to assume the link rate is a continuous function of
the SINR of the link [40, 41]. For example, a model that has been extensively adopted is
to assume rab = 12 log2(1+SINRab), where rab is the transmission rate of link (ab). In
other words, it assumes that for each SINR level, the capacity achieving
coding-modulation is available. Under this assumption, the rate control problem again is
formulated as a power control problem where the objective is to find a set of powers to
maximize system utility defined upon achievable rates ∑abUab(rab), where Uab(·) is the
utility function associated with link ab. This problem is also well understood in cellular
networks given the recent advances in optimal power control and rate assignment [42, 43],
where distributed iterative algorithms are shown to converge to the utility maximizing
power allocations, after introducing a small signaling overhead to the cellular air
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interface. However, these approaches ignore the non-convex nature of the problem and
the algorithms proposed here converge to the utility maximizing operating point on Pareto
boundary of the rate region, assuming all devices have to transmit all the time. In the
context of ad hoc networks, such approaches can be highly sub-optimal since the
time-sharing, or inter-link scheduling, nature of the problem has to be considered due to
highly non-convex nature of the rate-power function. Towards this end, queue-length
distributed scheduling is shown to be throughput optimal [44–47], through the use of
MCMC (Markov Chain Monte Carlo) models. These results however assume
collision-based interference model, which in general is over-conservative, and assume
fixed transmit power and coding-modulation scheme. [48] has proposed a distributed
stochastic power control algorithm in ad hoc networks using extended duality theory
(EDT) with simulated annealing (SA). However, continuous utility function is considered
in [48], without taking into account the finite coding-modulation schemes. Note that both
transmit power and coding-modulation can be adaptively chosen in practical systems. For
example, in 802.11g, eight rate options are available, and many 802.11 chip solutions
have capability of packet to packet power control with very good granularity (0.5dBm).
In this work, we extend the framework in [44–47] to develop a distributed joint
power control and rate scheduling algorithm for wireless networks based on the
SINR-based interference model. We assume that each node has a finite number of
coding-modulation choices, but can continuously control transmit power. We propose a
distributed algorithm that maximizes the sum of weighted link rates ∑(ab)wabrab, where
rab is the rate of link ab. The main results of this work are summarized below:
• We consider realistic SINR-based interference model, where a transmission
interferes with all other simultaneous transmissions in the network. Our algorithm
decomposes network-wide interference to local interference by properly choosing a
“neighborhood” for each node, and bounding the interference from non-neighbor
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nodes.
• We assume continuous power space and finite coding-modulation choices (rate
options). The objective of the algorithm is to find a power and coding-modulation
configuration that maximizes the sum of weighted link-rates
maxp,m ∑(ab)∈E qab(t)rab(mab,p)
subject to ∑b:(ab)∈E pab ≤ pmaxa ,∀a ∈ V ,
(3.1)
where qab(t) is the queue length of link (ab) at time slot t,1 p is a vector containing
the power levels of all the links in the network, pmax is the maximum power
constraint, and mab is the coding-modulation scheme. Due to the nonconvexity and
discontinuity of rab(·), optimization problem (3.1) is very hard to solve in general.
Motivated by recent breakthrough of using MCMC to solve MaxWeight scheduling
in a completely distributed fashion, we propose a power and coding-modulation
update algorithm that emulates a Gibbs sampler over a Markov chain with a
continuous state space (the power level of a transmitter is assumed to be
continuously adjustable).
• The algorithm based on the Gibbs sampling may be trapped in a local-optimal
configuration for an extended period of time. To overcome this problem, we exploit
the technique of simulated annealing to speed up the convergence to the optimal
power and coding-modulation configuration. The convergence of the algorithm
under annealed Gibbs sampling is proved. From the best of our knowledge, this is
the first algorithm that uses annealed Gibbs sampling in a distributed fashion with
continuous sample space and has provable convergence.
1We use qab(t) as the link weight so that the algorithm is throughput optimal when problem is solved at
each time slot.
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3.2 System Model
We consider a wireless network with single-hop traffic flows. The network is modeled as
a graph G = (V ,E ), where V is the set of nodes, and E is the set of directed links. Let
n = |E | denote the number of links. We assume that time is slotted. Each transmitter a
maintains a buffer for each outgoing link (ab), if there is a flow over link (ab). Note that
even if there are multiple flows over link (ab), a single queue is sufficient for maintaining
the stability of the network. The queue length in time slot t is denoted by qab(t). Each
transmitter a has limited total transmit power p maxa , and pab(t) denotes the transmit power
of link (ab) at time slot t.
We assume all links have stationary channels, and each transmitter a can tune its
transmit power continuously from 0 to p maxa , but the number of feasible
coding-modulation choices is finite. Each coding-modulation associates with a fixed data
rate, and a minimum SINR requirement. Thus, the data rate of a link is a step function of
the SINR of the link. The SINR of link (ab) is
γab(t) =
pab(t)gab
nb+∑(xy)∈E ,(xy)6=(ab) pxy(t)gxb
, (3.2)
where nb is the variance of Gaussian background noise experienced by node b, and gab is
the channel gain from node a to node b. In this thesis, all nbs and gabs are assumed to be
fixed, i.e. we consider stationary channels.
Denote by rab(t) the transmission rate of (ab) at time slot t, and Aab(t) the number
of bits that arrive at the buffer of the transmitter of link (ab) at the end of time slot t.
Then, the queue length qab(t) evolves as following:
qab(t+1) = [qab(t)− rab(t)]++Aab(t), (3.3)
where [x]+ = max{0,x}.
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LetP ⊂Rn denote the set of all feasible power configurations of the network, i.e.,
P = {p : ∑
b:(ab)∈E
pab ≤ p maxa , pab ≥ 0}.
For each link (ab), given a power configuration p, the SINR of the link γab is determined
by equality (3.2). The transmission rate can be written as rab(mab,p), where mab is the
coding-modulation scheme.
In this thesis, we assume a transmitter always selects the coding-modulation
scheme with the highest rate under the given SINR. Each coding-modulation scheme has
a minimum requirement on the SINR level. So mab is a function of p, and rate rab can be
written as a function of p : rab = rab(p). Then, we defineR as the set of achievable rate
vectors under feasible power configurations and modulations, i.e.,
R = {r(p) : p ∈P}.
The capacity region of the network is the set of all arrival rate vectors λ for which
there exists a power control algorithm that can stabilize the network, i.e., keep the queue
lengths from growing unboundedly. It is well known that the capacity region is [49]:
Λ= {λ |∃µ ∈Co(R),λ ≺ µ}, (3.4)
where Co(R) is the convex hull of the set of achievable rates with feasible power
configurations, and ≺ denotes componentwise inequality. A power control and
coding-modulation adaptation algorithm is said to be throughput optimal if it can stabilize
the network for all arrival rates in the capacity region Λ.
It is well-known that if a rate control algorithm can solve the MaxWeight
problem [49] for each time slot, then the algorithm is throughput optimal. The focus of
this chapter is to develop a power-control and coding-modulation adaptation algorithm to
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solve the following MaxWeight problem:
max ∑(ab)∈E rab(p)qab(t)− ε∑(ab)∈E pab
subject to p ∈P.
(3.5)
Recall that since rab(p) is a step function of pab, multiple power configurations may result
in the maximum weighted sum. We therefore added a penalty function −ε∑(ab) pab with a
small ε in the objective function so that the algorithm yields a power configuration whose
weighted sum-rate is close to the optimal one and its sum power is small. Without this
penalty term, the algorithm may result in a solution with maximum sum weighted rate but
large ∑(ab) pab. This penalty term makes sure the proposed algorithm is energy efficient.
3.3 Algorithm
We are interested in obtaining the optimal power, coding, and modulation configuration
that maximizes the weighted-sum-rate while minimizing the total transmit power. We can
solve this problem by constructing a Markov chain whose state is the power
configuration, and the stationary density satisfies
pi(p) =
1
Z(K)
e
1
K (∑(ab)∈E rab(p)qab(t)−ε∑(ab)∈E pab) (3.6)
Then, letting K→ 0, the Markov chain is in state p∗, the optimal solution to problem (3.5)
with probability 1−δ for any δ > 0.. See [50] [51] for detail.
Gibbs sampler is a classical way to construct such a Markov Chain with stationary
distribution (3.6). Given the current state p(t) = p, the Gibbs sampler selects a link, say
(ab), in a predetermined order and changes the transmit power to pab with probability
pi(pab|p−ab) = pi(pab,p−ab)∫ p maxa
0 pi(pˆab,p−ab)d pˆab
where p−ab denotes the vector of transmit powers except that of link (ab). It can be
verified that the stationary distribution of this Markov chain is (3.6) by detailed balance
equation, i.e., pi(pab|p−ab))pi((p′ab,p−ab)) = pi(p′ab|p−ab)pi((pab,p−ab)). Therefore, if the
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power vector is updated according to this Markov chain, it will converge to p∗ with
probability one when K→ 0.
There are, however, several difficulties in using Gibbs sampler for distributed rate
control in wireless networks.
1. First, to compute the conditional distribution, link (ab) must know the rate of all the
links in the network, which incurs significant communication overhead.
2. Second, the updating sequence of a Gibbs sampler is predefined, which results in
the need of a central controller.
3. Further, when K is close to zero,
pi(pab|p−ab) = pi(pab,p−ab)∫ p maxa
0 pi(pˆab,p−ab)d pˆab
=
e(∑(xy)∈E rxy(pab,p−ab)qxy−ε∑(ab)∈E pab)/K∫ p maxa
0 e
(∑(xy)∈E rxy(pˆab,p−ab)qxy−ε∑(ab)∈E pab)/Kd pˆab
→ 1,
for pab such that
pab ∈ argmax
pˆab
∑
(xy)∈E
rxy(pˆab,p−ab)qxy− ε ∑
(ab)∈E
pab.
In other words, the power configuration may stay in a local optimum for a long
period of time. This is in fact a critical weakness of MCMC methods. We will use
simulated annealing technique in our algorithm to overcome this weakness.
Neighborhood and Virtual Rate
To overcome the global interference, we note that because of channel attenuation,
interference caused by a remote transmitter in general is negligible. We therefore define a
neighborhood for each node a. We say a node b is a one-hop neighbor of node a if
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max{gab,gba} ≥ α, i.e., the channel gain is above certain threshold. Denote byN 1(a)
the set of one-hop neighbors of node a, where the superscript indicates it is the set of
one-hop neighbors. We further denote byN 2(a) the set of two-hop neighbors of node a,
i.e., node b belongs toN 2(a) if b 6∈N 1(a), and b 6= a, and there exists a node c such
that c ∈N 1(a) and b ∈N 1(c).
Then, we define ϒab(t) to be
ϒab(t) = ∑
(xy):x∈N 1(b)
pxy(t)gxb+ nˆb
which is called noise+partial-interference at node b for link (ab) at time slot t. We further
define ϒˆab(pxy) to be the noise+partial-interference at node b if link (xy) uses transmit
power pxy, and ϒmab to be the maximum noise+partial-interference allowed to achieve the
SINR requirement of coding-modulation scheme m, while link (ab) does not change its
power level. Let nˆb denote nb+ξab, where ξab is an upper bound on the interference
experienced at node b from the non-neighboring transmitters of b. We assume ξab is
known. By including this upper bound ξab in the SINR computation, we guarantee that
the SINR of link (ab) is a function of its neighbors’ transmit powers and is independent of
non-neighbor nodes. This localizes the interference.
Given the definition of noise+partial-interference, the virtual rate of link (ab) is
defined to be
r˜ab(t) = rab
(
mab,
pabgab
ϒab(t)
)
. (3.7)
Observe that although the power level is continuous, and the SINR of neighboring
links are continuous, the virtual rate choices are discrete and finite. Suppose (ab) is
changing its power and link (xy),y ∈N 1(a), is affected. For each coding-modulation
scheme of link (xy), m ∈Mxy, let γmxy denote the SINR requirement of m, and ϒmxy denote
the corresponding noise+partial-interference requirement. Assuming the transmit powers
of all other nodes are fixed, the power level pab ∈ [0, p maxa ], such that ϒˆxy(pab) = ϒmxy, is
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called a critical power, which is highest power node a can use for coding-modulation
choice m to be feasible over link (xy).
Decision Set
To overcome the issue of predefined update sequence in classic Gibbs sampling, we adopt
the technique proposed in [47] to generate a decision set at the beginning of each time
slot.
Definition 3.1. A decision set D is a set of transmitters such that, for any two transmitters
a and x in D , x 6∈N 1(a)∪N 2(a).
Clearly, two transmitters a and x in the decision set are not one-hop or two-hop
neighbors. In the proposed algorithm, only the links in the decision set are allowed to
update their transmit powers. By properly generating a decision set, the evolution of
power configuration is a reversible Markov chain with stationary density (3.6).
Required Information
We further assume that node a has the following knowledge:
• the channel gain from node a to its one-hop neighbors, i.e., gay for all y ∈N 1(a).
• for each link whose receiver is a′s one-hop neighbor, i.e., (xy) : y ∈N 1(a) :
– the virtual transmit power of (xy), i.e., p˜xy(t−1). where the virtual transmit
power is the intermediate power level obtained during each time slot of the
proposed algorithm. The real transmit power is updated at the end of every
super time slot. So the virtual power is an intermediate result obtained and
maintained during the calculation and is not the actual transmit power.
– the channel gain of (xy), i.e., gxy.
– the virtual partial-interference-plus-noise of (xy), i.e., ϒ˜xy(t).2
2calculated based on virtual transmit powers
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– the queue length of (xy), i.e., qxy.
– the feasible modulations of (xy), and the maximum allowed
noise+partial-interference, ϒmxy, of each modulation m.
Notice that p˜xy(t−1),qxy, and ϒ˜xy(t) change over time. We will explain the way node a
obtains these values from node x in the algorithm. Further we assume all channel gains are
known to a, and are fixed. The feasible modulations and the minimum SINR requirement
for each modulation are assumed to be known a-priori, and do not need to be exchanged.
Distributed Power Control and Coding Modulation Adaptation Algorithm
We now present the proposed algorithm, where the evolution of power configuration
emulates a Gibbs sampler. To improve the convergence of the Gibbs sampler, we exploit
the technique of simulated annealing [52].
We group every T time slots into a super time slot. In each super time slot, we run
the algorithm for T times in the background of each node. In t th time slot of a super time
slot, the value K is set to be Kt = K0log(2+t) , where Kt is the “temperature” in the
terminology of simulated annealing, and K0 is a positive constant that can be tuned to
control the convergence of the proposed algorithm. The idea of the simulated annealing is
to start with a high temperature (large K) under which the Markov chain mixes rapidly.
Then by slowly decreasing the temperature, the state of the Markov chain will converge to
the optimal configuration. It has been well-known that annealing can significantly reduce
the convergence time. The structures of time slot and super time slot are illustrated in
Figure 3.1 and 3.2.
All nodes maintain virtual power p˜, and the initial power configuration
p˜ab(0) = 0, known by all the nodes in the network. The following algorithm describes the
process of updating virtual power configuration following an annealed Gibbs sampler.
The real transmit power is then determined based on actual SINR.
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Figure 3.1: Time slot structure
Figure 3.2: Super time slot structure
At tth time slot of a super time slot, the algorithm works as follows:
(1) Generating decision set: Each time slot consists of W control slots at the
beginning. A decision set is determined at the end of the W control slots. Only the
transmitters in the decision set update their virtual power levels at this time slot. At
time slot t, transmitter a contends for being in the decision set as follows:
(i) Node a uniformly and randomly selects an integer backoff time Ta from
[0,W −1] and wait for Ta control slots.
(ii) If a receives an INTENT message from another transmitter x such that
x ∈N 1(a)∪N 2(a)
before control slot Ta+1, node a will not be included in the decision set in
this time slot. Here, we assume the INTENT message from x has the id of x
and the signal is strong enough, so that x’s one-hop and two-hop neighbors,
e.g., node a, know this INTENT message is sent by x.
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(iii) If node a senses a collision of INTENT messages from nodes x,
x ∈N 1(a)∪N 2(a), a will not be in the decision set in this time slot.
(iv) If node a does not receive any INTENT message from its one-hop or two-hop
neighbors before control slot Ta+1, node a will broadcast an INTENT
message to its one-hop and two-hop neighbors in control slot Ta+1.
i. If the INTENT message from node a collides with another INTENT
message sent by node x ∈N 1(a)∪N 2(a), a will not be in the decision
set in this time slot.
ii. If there is no collision, node a will be included in the decision set in this
time slot.
We note that W is selected to be large enough so that the collision of the INTENT
messages happens with low probability.
(2) Link selection: Let da denote the outgoing degree of node a, i.e.,
da = |{b : (ab) ∈ E }|. In this step, each transmitter a ∈D selects an outgoing link
(ab) to update its virtual power p˜ab as following:
(i) If there was an active outgoing link (ab) such that p˜ab(t−1)> 0, a will
update the power of link (ab) in time slot t, with probability 1da .
(ii) If there was no active outgoing link (ab) such that p˜ab(t−1)> 0, a uniformly
randomly selects a link (ab) from its da outgoing links, and then updates its
virtual power p˜ab.
(3) Critical power level computation: Node a computes the critical power level
p˜c,m(ab,xy) as follows:
(i) Node a computes the critical partial-noise-plus-interference of link (xy)
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corresponding to each γmxy,m ∈Mxy :
ϒ˜mxy =
p˜xy(t−1)gxy
γmxy
.
(ii) Node a computes the critical power of p˜c,m(ab,xy), such that when link (ab)
uses this power level, the resulting partial-noise-plus-interference of link (xy)
is ϒ˜mxy :
p˜c,m(ab,xy)
=min
{
p max,
[
p˜ab(t−1)+ ϒ˜xy,m− ϒ˜xy(t−1)gay
]+}
.
(Some modulations of link (xy) need very high SINR, which cannot be
achieved even link (ab) reduces its power to 0. For these modulations, we just
let p˜c,m(ab,xy) be zero, we will consider the 0 critical power separately in the
following step.)
(4) Virtual rates computation: Now for each node a in the decision set D , it
computes the virtual rate of link (ab), and the virtual rate of the links whose
receiver is a′s neighbor as following:
(i) Arrange the critical power levels
{p˜c,m(ab,xy),∀(xy) s.t. y ∈N 1(a)}
in ascending order, denoted by
0 = p˜c,0 < p˜c,1 < · · ·< · · ·= p maxa
(ii) Compute the SINR of link (xy), when the power of link (ab) is zero:
γ0xy =
p˜xy(t−1)gxy
ϒ˜xy(t−1)− p˜ab(t−1)gay
.
Further, find the coding-modulation of link (xy) with the largest transmission
rate corresponding to this SINR. Let the coding-modulations of all the
neighboring links of link (ab) be denoted by a vector m0.
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(iii) Given this initial coding-modulation vector m0, a obtains the
coding-modulation vector:
mi,
corresponding to each critical power p˜c,i, i = 1,2, · · · .
(iv) Obtain the rates r˜(xy)(p˜c,i) related to the coding-modulations mi(xy) of
neighboring links, when
p˜ab ∈ [p˜c,i, p˜c,i+1), i = 0,1, · · · .
Note that for each link, the mi(xy) is the coding-modulation scheme with the
highest transmission rate assuming node a transmits with power p˜c,i.
(v) Compute the virtual local weight, under each critical power level p˜c,i :
V˜ab(p˜c,i) = ∑
y∈N 1(i),(xy)∈E
r˜xy(p˜c,i)qxy
for i = 0,1, · · · , where qxy is the queue length at the beginning of the super
time slot.
(5) Power-level selection: Let Zab be the normalization factor defined as
Zab =∑
i
(
e−
ε p˜c,i
Kt − e−
ε p˜c,i+1
Kt
)
e
V˜ab(p˜c,i)
Kt .
Node a first selects a power interval [p˜c,i, p˜c,i+1) with following probability:
Pr(p˜ab ∈ [p˜c,i, p˜c,i+1)) = 1Zab
(
e−
ε p˜c,i
Kt − e−
ε p˜c,i+1
Kt
)
e
V˜ab(p˜c,i)
Kt . (3.8)
Suppose the interval [p˜c,k, p˜c,k+1) is selected, then node a randomly selects a virtual
power level p˜ab(t) according to the following probability density function (pdf):
fab(p|p ∈ [p˜c,k, p˜c,k+1)) = εKt e
− ε pKt
(
e−
ε p˜c,k
Kt − e−
ε p˜c,k+1
Kt
)−1
, (3.9)
which can be done by using the inverse transform sampling method.
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(6) Information exchange: If the virtual power of a node has changed, i.e.,
p˜ab(t−1) 6= p˜ab(t), then node a broadcasts p˜ab(t) to all its one-hop neighbors.
Each neighbor y computes the virtual partial-interference-plus-noise of (xy), i.e.,
ϒ˜xy(t). If ϒ˜xy(t−1) 6= ϒ˜xy(t), node y broadcasts ϒ˜xy(t) to all its one-hop neighbors.
(7) Update real transmit power: At the end of a super time slot, node a updates its
transmit power for link (ab) to be pab = p˜ab(T ). Node b then measures the actual
SINR γab and reports to node a. Node a selects the coding-modulation scheme mab
with the highest rate among those m such that γ(ab),m ≤ γab. Packets of flow (ab) are
transmitted with power pab and coding-modulation scheme mab. Note that the real
transmit powers are updated only once every T time slots.
We now present a simple example to show how the algorithm works.
Example:
Consider the wireless network depicted in Fig. 3.3. There are 4 links in the
network. Assume the channel gain, background noises and queue lengths are:
gab = gcd = ge f = 1, gcb = gc f = ged = gad = 14 , nb = nd = n f = 1, and
qab = 10,qcd = 100,qe f = 10. The virtual power level of the links in the previous time
slot are p˜ab(t−1) = 15, p˜cd(t−1) = 0, p˜e f (t−1) = 10. Further, we assume that there are
two feasible coding-modulation schemes for each link: BPSK with rate 1, and QPSK with
rate 2, and the SINR requirement for the modulations are 4 and 8, respectively.
In this example, we focus on link (cd). Assume that the set of c’s one-hop
neighbors isN 1(c) = {a,b,d, f}, and the set of two-hop neighbors isN 2(c) = {e,h}.
Under this neighborhood structure, if c changes its power, it will change three
links’ virtual SINR, and their virtual rates, i.e., links (ab),(cd) and (e f ).
In the algorithm, node c randomly select a power level based on its interference to
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Figure 3.3: A simple example
the neighboring links with each feasible power level.
(1) Select decision set: Assume that the number of control slots is W = 5, and the
backoff time generated by the transmitters are
Ta = 2,Tc = 0,Te = 3,Tg = 1.
Then, c broadcasts an INTENT message at control slot 1, which is received by a
and e. Node g will ignore this INTENT message even if it can receive it, because g
is not within the two-hop range of c. In control slot 2, node g broadcasts an
INTENT message, which is received by node e. Since both transmitters a and e
receive the INTENT message sent by c, they are not in the decision set. And the
decision set is {c,g}.
Remark: Note that c’s transmit power affects the virtual rate of links (ab), (cd), and
(e f ), while g’s power affects the virtual rate of link (gh) only. Thus, no link’s
virtual rate is affected by both of c and g.
(2) Information exchange: Suppose the power level of link (ab) has changed in time
slot t−1, node a then has broadcast pab(t−1) to all its two-hop neighbors. Node c
has received this message, which shows that c always knows the power level of (ab)
and e f .
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(3) Link selection: Each transmitter only has one link, so if a transmitter is selected to
be in the decision set, its outgoing link will be selected.
(4) Critical power computation: Node c knows the virtual
partial-interference-plus-noise experienced by links (ab),(cd),(e f ) :
ϒ˜ab(t−1) = nb+ p˜cdgcb = 1
ϒ˜cd(t−1) = nd + p˜abgad + p˜e f ged = 7.25
ϒ˜e f (t−1) = n f + p˜cdgc f = 1
Then, node c can estimate its impact on links (ab) and (e f ), when it varies transmit
power from 0 to p max.
Fig. 3.4 illustrates this impact. We can see from the figure that there are 5 critical
power levels besides 0 and p max, which are 1,3.5,6,11,and 29. Take critical power
level 1 for example, it means that if the power of link (cd) is greater than 1, then the
virtual SINR of link (e f ) will be below 8, and link (e f ) will only be able to use
BPSK.
Figure 3.4: Critical power levels
(5) Virtual rates computation: Now, c knows the critical power levels and the
coding-modulation schemes corresponding to each interval between the critical
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Table 3.1: Critical power level and the resulted virtual rate
pcd [0,1) [1,3.5) [3.5,6) [6,11) [11,29) [29,40]
(r˜ab(pcd), r˜cd(pcd), r˜e f (pcd)) (2,0,2) (2,0,1) (1,0,1) (1,0,0) (0,0,0) (0,1,0)
V˜cd(pcd) 40 30 20 10 0 100
power levels. Thus, c can calculate V˜cd(p˜cd) accordingly, which is shown in Table
3.1. Given these virtual rates, node c then samples a power level according to the
distribution in equalities (3.8) and (3.9).
Analysis
In classical Gibbs sampler, the state of each link is updated in a sequential manner. In
contrast, the Gibbs sampler used in our algorithm is parallelized and distributed, which
leverages the distributed characteristic of wireless networks. In the following lemma, we
prove that our algorithm generates a sequence of power configurations which form a
Markov chain with some desired stationary density.
Lemma 3.1. For a fixed temperature, i.e., without updating the temperature in the power
control algorithm, and fixed queue lengths, the sequence of the power configurations,
p(t), generated by the power control algorithm, forms a Markov chain with the stationary
density:
piKt (p) =
1
Z(Kt)
e
V˜ (p)−ε∑(ab)∈E pab
Kt ,
where Z(Kt) =
∫
p∈P e
V˜ (p)−ε∑(ab)∈E pab
Kt dp is unknown normalization factor.
Proof. The proof is presented in Section 3.6
In our algorithm, the virtual powers are updated using an annealed Gibbs sampler.
Assuming the queues are fixed, the following theorem states that, with fixed queue length,
the power configurations converge to the optimal solution to (3.5) as t goes to infinity. Let
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U(p˜) = V˜ (p˜)− ε∑(ab)∈E p˜ab, and
U∗ = max
p˜∈P
U(p˜),U∗ = min
p˜∈P
U(p˜),∆=U∗−U∗
Theorem 3.1. Let K0 = 2n∆. Assume qab are fixed andP∗δ is the set of power
configurations such that for any p˜ ∈P∗δ ,
∑(ab)∈E qabr˜ab(p˜)− ε∑(ab)∈E p˜ab
≥ (1−δ )maxp˜∑(ab)∈E qabr˜ab(p˜)− ε∑(ab)∈E p˜ab.
Then given any δ > 0, ε > 0, and starting from any initial power configuration, p˜0 ∈P,
there is an N ∈ N such that if
Kt =

K0
log(2+t) 0 < t < N,
K0
log(2+N) N ≤ t
(3.10)
we have
lim
t→∞
∫
p˜∗δ
P(t, p˜|0,p0)dp˜ = 1− ε.
Proof. The proof is presented in Section 3.10. The proof of the theorem follows the idea
in [52]. However, in our algorithm, the decision set is randomly generated instead of
predetermined, and the Markov chain has a continuous state space instead of a discrete
state space, so the convergence of the annealed Gibbs sampling is not guaranteed. The
proof therefore is a nontrivial extension.
Remark 1: The theorem requires that the queue lengths are fixed during the
annealing, which is the reason the algorithm uses the queue lengths at the beginning of a
super time slot for the entire super time slot.
Remark 2: In the algorithm, we replace the interference from non-neighbor nodes
with upper bound ξ . Therefore, when node a changes its transmit power to node b to
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p˜ab(T ) at the end of a super time slot, the actual rate rab is at least r˜ab(T ), because the
actual interference is smaller than that in the virtual rate computation. Further when the
neighborhood is chosen to be large enough, i.e., ξ is small, the optimal configuration
based on virtual rate is close to the optimal configuration with global interference. But a
large neighborhood increases both the computation and communication complexities.
3.4 Simulations
In this section, we use simulations to evaluate the performance of the proposed algorithm,
which is SINR-based, with CSMA-based algorithm and Q-CSMA [47]. The
CSMA-based algorithm used in the simulation is an approximation of the traditional
CSMA/CA with RTS/CTS algorithm. It is implemented as the following. In each time
slot, one link is uniformly randomly selected to transmit. Then the links whose receiver is
in the carrier sensing range of the selected transmitter are marked and cannot transmit in
the time slot. Then another link in the rest of the links is uniformly randomly select to
transmit. Repeat this procedure until there is no more link to select. Thought there is no
RTS/CTS in the implementation, this algorithm capture the essence of the CSMA
algorithm and has similar performance. In the simulations, we assume the channel
attenuation over a distance l is l−3.5, where the path loss exponent is chosen to be 3.5. All
channels are assumed to be AWGN channels. The transmit power can be continuously
adjusted from [0,100]. The rate options for each link are 6, 9, 12, 18, 24, 36, 48, and 54
Mbps, which are the eight rate options available in 802.11g [53]. The system is
time-slotted, and each time slot is 1 ms. We assume each packet is of size 1,500 bytes,
i.e., 12 Kbits. So when the link rate is 54 Mbps, 4.5 packets can be transmitted in one
time slot. Each super time slot consists of T = 50 time slots. α is equal to 100−3.5, which
is the threshold of the channel gain between two neighboring nodes.
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A Ring Network
Consider a ring network consisting of 9 directed links, as shown in Fig 3.5. Each node in
the network has one transceiver. The length of each link is 20 meters. We assume the
carrier sensing range is 40 meters, which is slightly larger than then distance between two
nodes that are two-hop away.
Figure 3.5: A ring network containing 9 links
The arrival process is the same as the one described in [47]. Namely, at time slot t,
one packet arrives at the transmitters of links (t mod 9) and ((t+4) mod 9);
additionally, with probability ρ, one packets arrives at each transmitter. Hence, the overall
arrival rate is 2+9ρ packets per time slot. In the simulation, we varied ρ from 0.10 to
0.26, which corresponds to varying the overall arrival rate from 2.9 to 4.34 (packets/time
slot).
For each value of ρ, we run each simulation for 105 time slots. Figure 3.6 shows
the mean of the sum queue length in the network. It shows that the sum queue length
grows unbounded under the CSMA-based algorithm when ρ ≥ 0.11 (i.e., overall arrival
rate ≥ 2.99). In other words, the network is unstable under CSMA algorithm for
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ρ ≥ 0.11. On the other hand, our algorithm stabilizes the network for any ρ ≤ 0.25, with
a corresponding overall arrival rate equal to 4.25. Hence, our algorithm increases the
throughput by 47% comparing to the CSMA-based algorithm. We can also see that,
Q-CSMA, which is throughput optimal under the collision interference model, has similar
throughput as the CSMA (around 3). The implementation details of Q-CSMA can be
found in [47].
Figure 3.6: Average queue length in the ring network
A Random Network
In this simulation, we randomly place 200 links, each with length 20 meters, in a
1000×1000 meter2 two-dimensional torus. The carrier sensing range is set to be 200
meters, which corresponds to a sensing threshold of −91 dBm. We assume Poisson
arrivals for each link, and the arrival rate is the same for all links.
For each arrival rate, the simulations is run for 104 time slots. Fig 3.7 illustrates
the time average value of the total queue length in the network under arrival rates and
different rate-control algorithms. We observe that the supportable throughput is 70
packets/slot under the proposed algorithm, 40 packets/slot under the CSMA algorithm.
Our algorithm therefore achieves a 75% throughput gain. Comparing to Q-CSMA, we
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Figure 3.7: Average queue length in the random network
can see that our algorithm has a much smaller queue length and hence has a much smaller
delay.
From these simulation results, we observed that our algorithm significantly
outperforms the CSMA-based algorithm and Q-CSMA algorithm, which confirms the
importance of adapting transmit powers and coding-modulation schemes in wireless
network to increase the network throughput.
3.5 Conclusion
In this work, we developed a distributed power control and coding-modulation adaptation
algorithm using annealed Gibbs sampling, which achieves throughput optimality in an
arbitrary network topology. The power update policy emulates a Gibbs sampler over a
Markov chain with a continuous state space. Simulated annealing is exploited in the
algorithm to speed up the convergence of the algorithm to the optimal power and
coding-modulation configuration. Simulation results (presented in the technical
report [54]) demonstrated the superior performance of the proposed algorithm.
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3.6 Proof of Lemma 3.1
We begin the proof with the following lemma, which states that our algorithm simulates a
time homogeneous Markov chain.
Lemma 3.2. For fixed temperature and queue lengths, the power configurations
generated by the power control algorithm form a homogeneous Markov chain with state
spaceP.
Proof. Let p denote the current power configuration, and pˆ denote the power
configuration generated by the algorithm.
First, by observing the procedure of the generation of the decision set, it is clear
that the decision set D is independent of the power configuration p. Moreover, in the link
selection stage, the links are selected based on D and p. Thus, Dl depends on p only.
Second, for each link (ab) ∈Dl, the new power is sampled from the density function
which is determined by p and pˆ, while is independent of the earlier power configurations
than p. The claim then follows.
Knowing that our algorithm simulates a homogeneous Markov chain, the
following lemma gives us the transition kernel density.
Lemma 3.3. Suppose link (ab) is selected to update its transmit power, then its power is
randomly selected according to the following density:
g(pab|(ab) ∈Dl, pxy : y ∈N 1(a)) = 1Zab(Kt)e
V˜ab(pab)−ε pab
Kt ,
where
Zab(Kt) =
∫ p maxa
0
e
V˜ab(p)−ε p
Kt d p
is a normalization constant independent of pab.
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Proof. The proof is presented in Section 3.7
It can be easily verified that all the power configurations communicate with the
zero power configuration, in which the transmit power of all transmitters are zero.
Also,the zero power configuration has a self-loop, which indicates the Markov chain is
irreducible and aperiodic and thus ergodic. In the following two lemmas, we will show
that conditioning on any link decision set, the detailed balance equations holds, which
leads to the conclusion of the lemma.
Lemma 3.4. Let
P(p, pˆ) = P(p(t+1) = pˆ|p(t) = p)
be the transition kernel probability density, and
P(p, pˆ|Dl) = P(p(t+1) = pˆ|Dl,p(t) = p).
For two power configurations p, pˆ ∈P, if
Pr(Dl|p(t) = p)> 0, and P(p, pˆ|Dl)> 0,
then,
Pr(Dl|p(t) = pˆ) = Pr(Dl|p(t) = p), and P(pˆ,p|Dl)> 0.
In other words, if pˆ is reachable from p in one transition with a link decision set
Dl, then p is reachable from pˆ in one transition with the same link decision set.
Proof. The proof is presented in Section 3.8
Lemma 3.5. For any link in the link decision set Dl, if
Pr(Dl|p(t) = p)> 0,
then
pi(p)P(p, pˆ|Dl) = pi(pˆ)P(pˆ,p|Dl).
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Proof. The proof is presented in Section 3.9
Finally, we have
pi(p)P(p, pˆ) =pi(p)∑
Dl
P(p, pˆ|Dl)Pr(Dl|p)
=pi(pˆ)∑
Dl
P(pˆ,p|Dl)Pr(Dl|p)
=pi(pˆ)∑
Dl
P(pˆ,p|Dl)Pr(Dl|pˆ)
=pi(pˆ)P(pˆ,p),
where the second equality holds by Lemma 3.5, and the third equality holds by Lemma
3.4. We then concludes the lemma.
3.7 Proof of Lemma 3.3
Proof. First, we arrange the critical power levels of (ab),
{pc(ab,xy),∀(xy) s.t. y ∈N 1(a)}
in ascending order, denoted by
0 = pc,0 < pc,2 < .. . < pc,m = p max.
Recall that the power level of link (ab) is generated using the following procedure:
Node a first selects a power interval [pc,i, pc,i+1) with following probability:
Pr(p ∈ [pc,i, pc,i+1)) = 1Zab
(
e−
ε pc,i
Kt − e−
ε pc,i+1
Kt
)
e
V˜ab(pc,i)
Kt ,
where
Zab =
m−1
∑
i=0
(
e−
ε pc,i
Kt − e−
ε pc,i+1
Kt
)
e
V˜ab(pc,i)
Kt .
Given the interval [pc,i, pc,i+1) is selected, then a randomly select the power level pab(t)
according to the following probability density function(pdf):
fab(p|p ∈ [pc,i, pc,i+1)) = εKt e
− ε pKt
(
e−
ε pc,i
Kt − e−
ε pc,i+1
Kt
)−1
.
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For any power level p ∈ [0, p maxa ], let us consider the probability density. it must
in an interval [pc,i, pc,i+1) for some i, i ∈ {0,1, . . . ,m−1}. Hence, p is selected according
to the following density:
fab(p) = fab(p|p ∈ [pc,i, pc,i+1))Pr(p ∈ [pc,i, pc,i+1))
=
1
Zab
ε
Kt
e−
ε p
Kt e
V˜ab(pc,i)
Kt
We then need to show when p ∈ [pc,i, pc,i+1),
e
V˜ab(pab)−ε pab
Kt∫ p maxa
0 e
V˜ab(p)−ε p
Kt d p
=
1
Zab
ε
Kt
e−
ε pab
Kt e
V˜ab(pc,i)
Kt ,
which is equivalent to show that
∫ p maxa
0
e
V˜ab(p)−ε p
Kt d p = Zab
Kt
ε
.
We simplify the LHS term by computing the integral in each interval [pc,i, pc,i+1).∫ pc,i+1
pc,i
e
V˜ab(p)−ε p
Kt d p.
Notice that, by the definition of critical power level, the modulation of link (ab) and all
the links (xy), y ∈N 1(a), will not change if pab varies between two adjacent critical
power levels pc,i and pc,i+1. Thus,
V˜ab(pab) = ∑
(xy):y∈N 1(a)
r˜xyqxy = V˜ab(pc,i)
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is a constant, when p ∈ [pc,i, pc,i+1). Hence,∫ pc,i+1
pc,i
e
V˜ab(p)−ε p
Kt d p
=e
V˜ab(pc,i)
Kt
∫ pc,i+1
pc,i
e
−ε p
Kt d p
=− Kt
ε
e
V˜ab(pc,i)
Kt e
−ε p
Kt |pc,i+1pc,i
=
Kt
ε
e
V˜ab(pc,i)
Kt
(
e−
pc,i
Kt − e−
pc,i+1
Kt
)
Therefore, we have ∫ p maxa
0
e
V˜ab(p)−ε p
Kt d p
=
m−1
∑
i=0
∫ pc,i+1
pc,i
e
V˜ab(p)−ε p
Kt d p
=
m−1
∑
i=0
Kt
ε
e
V˜ab(pc,i)
Kt
(
e−
pc,i
Kt − e−
pc,i+1
Kt
)
=
Kt
ε
Zab
The Lemma then follows.
3.8 Proof of Lemma 3.4
Proof. Suppose Dl is a link decision set with Pr(Dl|p(t) = p)> 0. A power configuration
pˆ is reachable in one time slot from p, i.e., P(p, pˆ|Dl)> 0. Assume that D is the decision
set corresponding to Dl, we then have
Pr(D |p(t) = p)> 0.
Remember that the decision set is generated independently of the power configuration,
which means
Pr(D |p(t) = p) = Pr(D |p(t) = pˆ)> 0.
Now we consider an arbitrary link (ab) ∈Dl, which implies that a ∈D . There are
two different cases:
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1. If node a has only one outgoing link, then the event (ab) ∈Dl and the event a ∈D
are equivalent. Thus,
Pr((ab) ∈Dl|p(t) = p) = Pr(a ∈D |p(t) = p)
= Pr(a ∈D |p(t) = pˆ)
= Pr((ab) ∈Dl|p(t) = pˆ)
2. If node a has more than one outgoing link, since link (ab) ∈ Dl when the power
configuration is p, then no other outgoing link, i.e., (ac) can be active in p. In other
words, pac = 0,∀(ac) 6= (ab),(ac) ∈ E . Since (ac) is not in the link decision set,
pˆac = pac = 0.
Hence,
Pr((ab) ∈Dl|p(t) = p) = 1da Pr(a ∈D |p(t) = p)
=
1
da
Pr(a ∈D |p(t) = pˆ)
= Pr((ab) ∈Dl|p(t) = p),
Notice that the equalities hold no matter pab > 0 or not.
Another observation is that, given a node a is in D , the event (ab) ∈Dl is independent of
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the other links (cd) with different transmitter. Thus, we have
Pr(Dl|p(t) = p)
=Pr(Dl,D |p(t) = p)
=Pr(Dl|D ,p(t) = p)Pr(D |p(t) = p)
= ∏
(ab)∈Dl
Pr((ab) ∈Dl|D ,p(t) = p)Pr(D |p(t) = p)
= ∏
(ab)∈Dl
Pr((ab) ∈Dl|D ,p(t) = pˆ)Pr(D |p(t) = pˆ)
=Pr(Dl|p(t) = pˆ)
Next, we show that
P(pˆ,p|Dl)> 0 (3.11)
Recall that in the power control algorithm, if (ab) ∈Dl, then link (ab) randomly generate
a power level according to the distribution in equalities (3.8) and (3.9), which is always
positive for any candidate power level p ∈ [0, p max0 ]. Thus, if (ab) ∈Dl, and link (ab) can
change its power from pab to pˆab with positive probability, it then can change its power
from pˆab to pab. This holds for each link in the link decision set. As a result, we have
equality (3.11). The statements in the proposition are then proved.
3.9 Proof of Lemma 3.5
Proof. By the definition of pi(p) :
pi(p) =
1
Z(Kt)
e(V˜ (p)−ε∑(ab)∈E pab)/Kt
we have
pi(p)
pi(pˆ)
= e[(V˜ (p)−ε∑(ab)∈E pab)−(V˜ (pˆ)−ε∑(ab)∈E pˆab)]/Kt .
We now show how the weight V˜ (p) is divided into local weight according to the
link decision set Dl. With a little abuse of notation, we define
N 1(Dl), ∪(ab)∈Dl{(xy) : y ∈N 1(a)}.
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For each link (xy), one of the following two situations must be true.
1. y ∈N 1(a) for some node a, such that (ab) ∈Dl; while y /∈N 1(c) for any other
node c 6= a,(cd) ∈Dl.
2. y /∈N 1(Dl).
The first situation is true, because otherwise y ∈N 1(a)∩N 1(c), which contradicts
Lemma 3.2.
Therefore, we have
V˜ (p) = ∑
(ab)∈E
r˜ab(p)qab
= ∑
(xy)∈N 1(Dl)
r˜xy(p)qxy+ ∑
(xy)/∈N 1(Dl)
r˜xy(p)qxy
= ∑
(ab)∈Dl
∑
(xy):y∈N 1(a)
r˜xy(p)qxy+ ∑
(xy)/∈N 1(Dl)
r˜xy(p)qxy
= ∑
(ab)∈Dl
V˜ab(p)+ ∑
(xy)/∈N 1(Dl)
r˜xy(p)qxy
Similarly,
V˜ (pˆ) = ∑
(ab)∈Dl
V˜ab(pˆ)+ ∑
(xy)/∈N 1(Dl)
r˜xy(pˆ)qxy
Note that if (xy) /∈N 1(Dl), then the virtual rate of (xy) remains the same when
the power is changed from p to pˆ, because none of y′s neighbor changes its transmit
power. Therefore, we obtain
V˜ (p)−V˜ (pˆ) = ∑
(ab)∈Dl
V˜ab(p)− ∑
(ab)∈Dl
V˜ab(pˆ).
Notice that only the links in Dl changes their power level, it is obvious that
∑
(ab)∈E
pab− ∑
(ab)∈E
pˆab = ∑
(ab)∈Dl
pab− ∑
(ab)∈Dl
pˆab.
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Hence,
pi(p)
pi(pˆ)
= e[(V˜ (p)−ε∑(ab)∈E pab)−(V˜ (pˆ)−ε∑(ab)∈E pˆab)]/Kt
= e∑(ab)∈Dl [(Vab(p)−ε pab)−(Vab(pˆ)−ε pˆab)]/Kt (3.12)
= ∏
(ab)∈Dl
e[Vab(p)−ε pab]/Kt
e[Vab(pˆ)−ε pˆab]/Kt
.
Since each link (ab) ∈Dl in the decision set updates its transmit power level
independent of the other links in the decision set, given the transmit power of the links
{(xy) : x ∈N 1(a)∪N 2(a)}, we have
P(p, pˆ|Dl)
= ∏
(ab)∈Dl
g(pˆab|pxy : x ∈N 1(a)∪N 2(a),(ab) ∈Dl)
= ∏
(ab)∈Dl
1
Zab(Kt)
e[Vab(pab)−ε pab]/Kt
Notice that Zab(Kt) depends only on the power level of the links
{(xy) : x ∈N 1(a)∪N 2(a)}, and the power level of these links are the same in p as in pˆ.
We have
P(p, pˆ|Dl)
P(pˆ,p|Dl) = ∏(ab)∈Dl
e[Vab(pˆ)−ε pˆab]/Kt
e[Vab(p)−ε pab]/Kt
=
pi(pˆ)
pi(p)
,
which yields the result in Lemma 3.5.
3.10 Proof of Theorem 3.1
In Gibbs sampler, the states of the links are updated in sequential and in a deterministic
order. This deterministic updating scheme makes sure that a full sweep is finished in n
time slots, which establish a lower bound on the transition density between any two power
configurations. We then show that under our stochastic updating scheme, a similar lower
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bound on the transition density can be obtained. Please notice that all the power
mentioned in this proof are virtual power, we omit the tilde here for simplicity of notation.
First, let da, tx = |{(xy) : x ∈N 1(a)∪N 2(a)}|, which is the number of
transmitters who contend with a for being in the decision set. Recall that da denotes the
outgoing degree of node a, i.e., da = |{b : (ab) ∈ E }|. Further, let
dG = max
{
max(ab)∈E dab,maxa∈V da, tx
}
.
For the simplicity of notations, define
P(t2,p2|t1,p1), P(p(t2) = p2|p(t1) = p1),
and
P(t2,p2|t1,pi),
∫
P
P(t2,p2|t1,p)pi(p)dp.
Let ||µ−ν || denote the L1 distance between two distributions onP :
||µ−ν ||= ∫P |µ(p)−ν(p)|dp. Note that if ||µn−µ|| → 0, then µn→ µ as n→ ∞,
except perhaps on a subset ofP with Lebesque measure 0.
Lemma 3.6. Define τ = d2(dG+1) lognc1 e, where c1 = 0.18 is a constant. Let F(t) denote the
event that each transmitter is selected in the decision set at least twice during
[t+1, t+2τ], then we have
Pr(F(t))≥ 1−2n−1, t = 1,2,3, . . . .
Proof. First, we show that with stochastic updating, all the transmitters are selected in the
decision set at least twice during [t+1, t+2τ] with high probability, for any t = 1,2,3, . . .
Let us consider an arbitrary transmitter a. Notice that in the decision set
generation stage, the decision set is generated independent of the state of the transmitter,
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and is independent between different time slots.
Pr(a ∈D) = Pr(Ta = 0,Tx > 0,∀x ∈N 1(a)∪N 2(a))
+Pr(Ta = 1,Tx > 1,∀x ∈N 1(a)∪N 2(a))+ . . .
+Pr(Ta = dG −1,Tx = dG ,∀x ∈N 1(a)∪N 2(a))
=
1
dG
(
1− 1
dG
)dab
+
1
dG
(
1− 2
dG
)dab
+ · · ·
+
1
dG
(
1
dG
)dab
=
dG−1
∑
k=0
1
dG
(
1− k
dG
)dab
= d−dab−1G
dG−1
∑
k=0
kdab
≥ d−dab−1G
∫ dG−1
x=0
xdabdx
= d−dab−1G
1
dab+1
(dG −1)dab+1
=
(
1− 1
dG
)dab+1 1
dab+1
≥
(
1− 1
dG
)dG+1 1
dab+1
≥ e−1
(
1− 1
dG
)
1
dab+1
≥ c1 1dG +1 , (3.13)
where c1 = 0.18 < e−1 12 ≤ e−1
(
1− 1dG
)
is a constant.
Let Sa(t) denote the event that transmitter a is selected at least once in the decision
set during time interval [t+1, t+ τ]. Since the decision set is generated at each time slot
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independently of the previous ones, we have
Pr(Sa(t)) = 1−
t+τ
∏
k=t+1
(1−Pr(a ∈D))
= 1− (1−Pr(a ∈D))τ
≥ 1−
(
1− c1
(dG +1)
) 2(dG +1) logn
c1
≥ 1− e−
2c1(dG +1) logn
(dG +1)c1
= 1− e−2logn
= 1−n−2.
Then, let Ha(t) denote the event that a is selected at least twice in the decision set during
[t+1, t+2τ]. Obviously, if a is in the decision set at least once during [t+1, t+ τ], and
during [t+ τ+1, t+2τ], then Ha(t) is true, and we have
Pr(Ha(t))> Pr(Sa(t))Pr(Sa(t+ τ)) = (1−n−2)2 > 1−2n−2.
Let F(t) denote the event that every transmitter is selected in the decision set at
least twice during [t+1, t+2τ], i.e.,F(t) =
⋂
a∈V Ha(t). By using the union bound, we
then have
Pr(F(t)) = Pr
(⋂
a∈V
Ha(t)
)
= 1−Pr
(⋃
a∈V
H¯a(t)
)
≥ 1− ∑
a∈V
Pr(H¯a(t))
≥ 1−n sup
a∈V
Pr(H¯a(t))
= 1−n
(
1− inf
a∈V
Pr(Ha(t))
)
≥ 1−n ·2n−2
≥ 1−2n−1,
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where the second inequality holds because the number of transmitters is no more thans
the number of links in the network, i.e.,|V | ≤ n. Thus, we have shown that during a time
interval of length 2τ, where τ = O(dG logn), with probability greater than 1−2n−1, each
transmitter is selected in the decision set at least twice.
Next, we will show that given F(t), P(t+2τ, pˇ|t, pˆ)> δ (t) for any pˆ, pˇ ∈P.
Lemma 3.7.
inf
pˇ,pˆ∈P
P(t+2τ, pˇ|t, pˆ)≥ δ (t)
for any t = 1,2, . . . , where δ (t) = c2e−2n∆/Kt+2τ , and c2 = (1−2n−1)(p maxa dG )−2n.
Proof. Notice that in the power control algorithm, not every link whose transmitter is in
the decision set can update its power. We define Dl to be the set of links who can update
their transmit powers, called the link decision set. The intuition of this Lemma is that,
given F(t), each link has the chance to update its power, and the transition density
between any two power levels of the link is lower bounded. First, if a has only one
outgoing link (ab), then (ab) must have the chance to update its power when a is in the
decision set. On the other hand, if a has more than one outgoing link, and assume pac > 0
at time t, pˆ(ab)> 0 at time t+2τ. Since it is in the decision set twice, it can turn off (ac)
at the first time it is in D , then it can change the power of link (ab) at the second time that
it is in D . Let us then derive the lower bound on P(t+2τ, pˇ|t, pˆ).
For a transmitter a that has only one outgoing link (ab), assume that the last time
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a ∈D is at time slot ta. We then know (ab) ∈Dl at time ta, and
P(pab(t+2τ) = pˇab|p(ta−1),(ab) ∈Dl)
=P(pab(ta) = pˇab|p(ta−1),(ab) ∈Dl)
=
1
Zab(Kt)
e[V˜ab(pab)−ε(pab)]/Kt
≥ e
[V˜ab(pab)−ε(pab)]/Kt∫
[0,p maxa ]
e[V˜ab(pˆab)−ε(pˆab)]/Kt d pˆab
≥ 1
p maxa
e(U∗−U
∗)/Kta
≥ 1
p maxa
e−∆/Kt+2τ
≥e−2∆/Kt+2τ (p maxa dG )−2.
For transmitter a that has more than one outgoing link, assume that the last two times
a ∈D is at time slots ta1 and ta2, respectively. Notice that only one of outgoing links of a
can be active at each time slot. Suppose at time ta1, link (ac) is active, and in pˇ, at time
t+2τ, link (ab) is active.
P(pab(t+2τ) = pˇab|p(t) = pˆ)
=P(pab(ta2) = pˇab|p(ta2−1),(ab) ∈Dl)
P(pac(ta1) = 0|p(ta1−1),(ac) ∈Dl)
≥ 1
p maxa
e−∆/Kta1 d−1a
1
p maxa
e−∆/Kta2 d−1a
≥e−2∆/Kt+2τ (p maxa dG )−2.
Clearly, if none of the outgoing link of a is active at time ta1, then
P(pab(t+2τ) = pˇab|p(t) = pˆ)
=P(pab(ta2) = pˇab|p(ta2−1),(ab) ∈Dl)
≥ 1
p maxa
e−∆/Kta1 d−1a
≥e−2∆/Kt+2τ (p maxa dG )−2.
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Thus, given each transmitter is in the decision at least twice during [t+1, t+2τ],, i.e.,
given F(t), we have
P(t+2τ, pˇ|t, pˆ)≥∏
a∈V
e−2∆/Kt+2τ (p maxa dG )
−2
≥e−2n∆/Kt+2τ (p maxa dG )−2n.
Together with Pr(F(t))> 1−2n−1, we have
P(t+2τ, pˇ|t, pˆ)≥ (1−2n−1)e−2n∆/Kt+2τ (p maxa dG )−2n.
Let c2 = (1−2n−1)(p maxa dG )−2n, and δ (t) = c2e−2n∆/Kt+2τ , the lemma then follows.
Lemma 3.8. Let
Kt =

K0
log(2+t) 0 < t < N,
K0
log(2+N) N ≤ t,
(3.14)
where N ∈ N is a fixed integer. Then, for every t0 = 0,1,2, . . . ,
lim
t→∞ supp0,pˆ0
|P(t,pt |t0,p0)−P(t,pt |t0, pˆ0)|dpt = 0.
Proof. Define Tk = t0+2kτ, k = 1,2, . . . . First, we consider a fixed pt .
P(t,pt |t0,p0) = ∫
P
P(t,pt |T1,p)P(T1,p|t0,p0)dp.
LetPL be the set of power configurations that minimize P(t,pt |T1,p), i.e.,
PL = arg min
p∈P
P(t,pt |T1,p),
and p∗ be an arbitrary element inPL. Further, for given ε > 0, we define a small
neighborhood around the power configurations inPL :
PL,ε , {p : |P(t,pt |T1,p)−P(t,pt |T1,p∗)|< ε}.
Similarly, we define
PU = argmax
p∈P
P(t,pt |T1,p),
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and p∗ be an arbitrary element inPU . Also, we define
PU,ε , {p : |P(t,pt |T1,p)−P(t,pt |T1,p∗)|< ε}.
Next, we derive an upper bound and an lower bound on P(t,pt |t0,p0) for different p0.
P(t,pt |t0,p0)
= ∫
P
P(t,pt |T1,p)P(T1,p|t0,p0)dp
= ∫
PU,ε
P(t,pt |T1,p)P(T1,p|t0,p0)dp
+ ∫
PL,ε
P(t,pt |T1,p)P(T1,p|t0,p0)dp
+ ∫
P\(PU,ε∪PL,ε )
P(t,pt |T1,p)P(T1,p|t0,p0)dp
Since ∫P P(T1,p|t0,p0)dp = 1, and by Lemma 3.7, we have
P(T1,p|t0,p0)≥ δ (t0).
Hence, the maximum value of P(t,pt |t0,p0) is obtained by letting P(T1,p|t0,p0) = δ (t0)
for all p 6∈PU,ε . Thus,
∫
PU,ε
P(T1,p|t0,p0)≤ 1−σ(P \PU,ε)δ (t0),
where σ is used to denoted the Lebesque measure of a set, in order to distinguish with the
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modulation function. Hence, we have,
P(t,pt |t0,p0)
≤P(t,pt |T1,p∗) ∫
PU,ε
P(T1,p|t0,p0)dp
+ ∫
PL,ε
P(t,pt |T1,p)P(T1,p|t0,p0)dp
+ ∫
P\(PU,ε∪PL,ε )
P(t,pt |T1,p)P(T1,p|t0,p0)dp
≤P(t,pt |T1,p∗)[1−σ(P \PU,ε)δ (t0)]
+(P(t,pt |T1,p∗)+ ε)σ(PL,ε)δ (t0)
+δ (t0) ∫
P\(PU,ε∪PL,ε )
P(t,pt |T1,p)dp,
Similarly, we can obtain a lower bound on P(t,pt |t0,p0) as well:
P(t,pt |t0,p0)≥P(t,pt |T1,p∗)[1−σ(P \PL,ε)δ (t0)]
+(P(t,pt |T1,p∗)− ε)σ(PU,ε)δ (t0)
+δ (t0) ∫
P\(PU,ε∪PL,ε )
P(t,pt |T1,p)dp,
Hence, by taking the difference between the upper bound and lower bounded derived
above, we have that for any pt ,p0, and pˆ0,
|P(t,pt |t0,p0)−P(t,pt |t0, pˆ0)|
≤|P(t,pt |T1,p∗)−P(t,pt |T1,p∗)| [1−σ(P)δ (t0)]
+ εδ (t0)(σ(PU,ε)+σ(PL,ε))
≤(P(t,pt |T1,p∗)−P(t,pt |T1,p∗))[1−σ(P)δ (t0)]
=sup
p,pˆ
|P(t,pt |T1,p)−P(t,pt |T1, pˆ)|[1−σ(P)δ (t0)],
where the last inequality holds by the definition of p∗ and p∗, and also because ε is
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arbitrarily small. Since the inequality holds for any p0, pˆ0, we have
sup
p0,pˆ0
|P(t,pt |t0,p0)−P(t,pt |t0, pˆ0)|
≤sup
p,pˆ
|P(t,pt |T1,p)−P(t,pt |T1, pˆ)|[1−σ(P)δ (t0)].
Let k = b t−t02τ c, such that Tk ≤ t is the nearest time point to t which is of the form
t0+2iτ. Notice that Kt ≥ 2n∆log(2+t) , and δ (t) = c2e−2n∆/Kt+2τ , we have
δ (t0+2iτ)≥ c22+t0+2(i+1)τ . Hence,
sup
p0,pˆ0
|P(t,pt |t0,p0)−P(t,pt |t0, pˆ0)|
≤sup
p,pˆ
|P(t,pt |Tk,p)−P(t,pt |Tk, pˆ)|
k−1
∏
i=0
[1−σ(P)δ (t0+2iτ)]
≤sup
p,pˆ
|P(t,pt |Tk,p)−P(t,pt |Tk, pˆ)|
k−1
∏
i=0
[
1− c2σ(P)
2+ t0+2(i+1)τ
]
By Lemma 3.3, it can be easily verified that |P(t,pt |Tk,p)−P(t,pt |Tk, pˆ)| is bounded for
each pt ,p, pˆ, and t. Further, since limk→∞∑k−1i=0 (t0+2(i+1)τ+2) = ∞, we have
lim
k→∞
k−1
∏
i=0
[
1−σ(P) c2
2+ t0+2(i+1)τ
]
= 0.
Note that k→ ∞ as t→ ∞, we then obtain
lim
t→∞ suppt ,p0,p0
|P(t,pt |t0,p0)−P(t,pt |t0, pˆ0)|= 0,
which concludes the lemma.
Lemma 3.9. For any given ε > 0, there exists N ∈ N such that for any t ≥ t0 ≥ N, t∗ ≥ N,
we have
||P(t, ·|t0,piKt∗ )−piKt∗ ||< ε.
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Proof. First, we claim that for any t > t0 ≥ 0, and starting with any distribution µ,
||P(t, ·|t0,µ)−piKt || ≤ ||P(t−1, ·|t0,µ)−piKt ||.
||P(t, ·|t0,µ)−piKt ||
= ∫
P
|P(t, pˆ|t0,µ)−piKt (pˆ)|dpˆ
= ∫
P
| ∫
PDl
P(t,(pˆDl , pˆ−Dl)|t−1,(pˇDl , pˆ−Dl)
P(t−1,(pˇDl , pˆ−Dl)|t0,µ)−
piKt ((pˇDl , pˆ−Dl))P(t,(pˆDl , pˆ−Dl)|t−1,(pˇDl , pˆ−Dl))dpˇDl |dpˆ
≤ ∫
P
∫
PDl
P(t,(pˆDl , pˆ−Dl)|t−1,(pˇDl , pˆ−Dl))
|P(t−1,(pˇDl , pˆ−Dl)|t0,µ)−piKt ((pˇDl , pˆ−Dl))|dpˇDl dpˆ
= ∫
P−Dl
∫
PDl
|P(t−1,(pˇDl , pˆ−Dl)|t0,µ)
−piKt ((pˇDl , pˆ−Dl))|dpˇDl dpˆ−Dl
∫
PDl
P(t,(pˆDl , pˆ−Dl)|t−1,(pˇDl , pˆ−Dl))dpˆDl
= ∫
P−Dl
∫
PDl
|P(t−1,(pˇDl , pˆ−Dl)|t0,µ)
−piKt ((pˇDl , pˆ−Dl))|dpˇDl dpˆ−Dl
= ∫
P
|P(t−1,(pˇDl , pˆ−Dl)|t0,µ)−piKt ((pˇDl , pˆ−Dl))|dp
=||P(t−1, ·|t0,µ)−piKt ||,
where the second equality holds by Lemma 3.1, i.e.,
piKt (pˆ) =
∫
PDl
piKt ((pˇDl , pˆ−Dl))P(t,(pˆDl , pˆ−Dl)|t−1,(pˇDl , pˆ−Dl))dpˇDl .
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Observe that as t→ ∞, piKt will have higher probability in each optimal power
configuration. It can be shown that there exists an N ∈ N large enough, such that for
t ≥ N, piKt (p) is strictly increasing in t, for each p ∈P∗; while piKt (p) is strictly
decreasing in t, for each p /∈P∗. Thus, we have
∞
∑
t=1
||piKt −piKt+1 ||< ∞.
We then have that, starting with distribution piKt∗ at time t0,
||P(t, ·|t0,piKt∗ )−piKt∗ ||
≤||P(t, ·|t0,piKt∗ )−piKt ||+ ||piKt −piKt∗ ||
≤||P(t−1, ·|t0,piKt∗ )−piKt ||+ ||piKt −piKt∗ ||
≤||P(t−1, ·|t0,piKt∗ )−piKt−1||
+ ||piKt−1−piKt ||+ ||piKt −piKt∗ ||
...
≤||P(t0, ·|t0,piKt∗ )−piKt0 ||
+
t−1
∑
m=t0
||piKm−piKm+1 ||+ ||piKm−piKt∗ ||
The first term, ||P(t0, ·|t0,piKt∗ )−piKt0 ||= 0, because we assume that the process
starts with distribution piKt0 = piKt∗ . Since ∑
∞
t=1 ||piKt −piKt+1||< ∞, we have that, for given
ε > 0, there exist N ∈ N, such that for t > t0 ≥ N, t∗ ≥ N,
t−1
∑
m=t0
||piKm−piKm+1||<
ε
2
,
and
||piKt −piKt∗ ||<
max{t∗,t}−1
∑
m=min{t∗,t}
||piKm−piKm+1||<
ε
2
.
The lemma then follows.
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Finally, we show how to establish Theorem 3.1 by Lemma 3.8 and Lemma 3.9.
||P(t, ·|0,p)−piKt∗ ||
=
∥∥∥∥ ∫
P
P(t, ·|t0, pˆ)P(t0, pˆ|0,p)dpˆ−piKt∗
∥∥∥∥
≤
∥∥∥∥ ∫
P
P(t, ·|t0, pˆ)P(t0, pˆ|0,p)dpˆ−P(t, ·|t0,piKt∗ )
∥∥∥∥
+‖P(t, ·|t0,piKt∗ )−piKt∗‖ (3.15)
By Lemma 3.9, for given ε > 0, there exists N1 ∈ N, such that if t ≥ t0 ≥ N1,
t∗ ≥ N1,
‖P(t, ·|t0,piKt∗ )−piKt∗‖<
ε
4
(3.16)
Consider the first term,∥∥∥∥ ∫
P
P(t, ·|t0, pˆ)P(t0, pˆ|0,p)dpˆ−P(t, ·|t0,piKt∗ )
∥∥∥∥
=
∥∥∥∥ ∫
P
P(t, ·|t0, pˆ)P(t0, pˆ|0,p)dpˆ
− ∫
P
P(t, ·|t0, pˆ)piKt∗ (pˆ)dpˆ
∥∥∥∥
=
∥∥∥∥ ∫
P
P(t, ·|t0, pˆ)(P(t0, pˆ|0,p)−piKt∗ (pˆ))
∥∥∥∥
= ∫
P
∣∣∣∣ ∫
P
P(t,p|t0, pˆ)(P(t0, pˆ|0,p)−piKt∗ (pˆ))dpˆ
∣∣∣∣dp
= ∫
P
∣∣∣∣ ∫
P
(P(t,p|t0, pˆ)−P(t,p|t0, pˇ))
(P(t0, pˆ|0,p)−piKt∗ (pˆ))dpˆ
∣∣dp
≤ ∫
P
∫
P
|(P(t,p|t0, pˆ)−P(t,p|t0, pˇ))|∣∣(P(t0, pˆ|0,p)−piKt∗ (pˆ))∣∣dpˆdp
By Lemma 3.8, for any given ε > 0, there exists N ∈ N, such that for t ≥ N,
|(P(t,p|t0, pˆ)−P(t,p|t0, pˇ))| ≤ ε4∏a∈V p maxa
.
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Thus, ∥∥∥∥ ∫
P
P(t, ·|t0, pˆ)P(t0, pˆ|0,p)dpˆ−P(t, ·|t0,piKt∗ )
∥∥∥∥
≤ ∫
P
∫
P
|(P(t,p|t0, pˆ)−P(t,p|t0, pˇ))|∣∣(P(t0, pˆ|0,p)−piKt∗ (pˆ))∣∣dpˆdp
≤ ∫
P
∫
P
ε
8∏a∈V p maxa
∣∣(P(t0, pˆ|0,p)−piKt∗ (pˆ))∣∣dpˆdp
≤ ∫
P
ε
4∏a∈V p maxa
≤ε
4
. (3.17)
Hence, by equalities (3.15),(3.16) and (3.17),
‖P(t, ·|0,p)−piKt∗‖<
ε
2
.
Notice that for given ε > 0, there exists N2 ∈ N such that for t∗ ≥ N2, we have
∫
P∗δ
piKt∗ (p)dp > 1− ε/2. (3.18)
By selecting N = max{N1,N2}, inequalities (3.16) and (3.18) hold, which imply that
∫
P∗δ
P(t, pˆ|0,p)dpˆ
≥ ∫
P∗δ
piKt∗ (pˆ)−|P(t, pˆ|0,p)−piKt∗ (pˆ)|dpˆ
= ∫
P∗δ
piKt∗ (pˆ)dpˆ− ∫
P∗δ
|P(t, pˆ|0,p)−piKt∗ (pˆ)|dpˆ
>1− ε
2
− ε
2
>1− ε.
We then conclude the theorem.
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Chapter 4
SRPT in Collocated Wireless Networks with Flow-level Dynamics
4.1 Introduction
Remarkable progress has been made over last two decades on designing
high-performance scheduling algorithms for wireless networks. The celebrated
MaxWeight scheduling [7] achieves throughput optimality for general link and traffic
models under the conditions that network topology is static, and that stationary and
ergodic traffic flows are injected persistently into the network. These conditions are based
on the time-scale separation assumption that flow arrivals/departures occur at a much
slower time-scale than that of scheduling. While this time-scale separation assumption is
arguably valid in wireline networks, it becomes questionable in wireless networks, in
particular, due to the emerging new applications for wireless networks. For example, in
cellular networks, users often download or upload small files such as emails and web
pages from the Internet; and in vehicular networks, neighboring vehicles exchange
collision warnings, road-sign alarms, and real-time traffic information as they move. In
these scenarios, users are interested in finite-size files, rather than persistent flows, and
they constantly join/leave the network. This flow-level dynamics, when occurring at the
same time scale of scheduling, may destabilize the MaxWeight scheduling in both cellular
networks [8] and spatial wireless networks [9].
Such instability of MaxWeight scheduling motivates recent interests in
understanding the impact of flow-level dynamics in wireless networks. New wireless
scheduling algorithms achieving throughput optimality in the presence of flow-level
dynamics have been developed and the delay performance of various schedulers has also
been investigated through simulations [8, 10–12]. From the best of our knowledge, few
paper has analytically studied the flow times of wireless networks in the presence of
flow-level dynamics without the time-scale separation assumption.
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In this thesis, we consider the collocated wireless network where at most one
transmission can be scheduled at a time. We extend the workload-based scheduling [11]
with SRPT. We derive an upper bound on the expected flow time (the time duration of a
flow from joining the network to leaving the network), and show that when the network
becomes heavily loaded, most flow times are smaller than n/(1−ρ), where ρ is the traffic
load of the network and n is the file size. Our simulation results further demonstrate that
SRPT outperforms other schedulers in terms of flow time for almost all traffic regimes
and all file sizes. Regarding to the tightness of our upper bound, simulation result shows
that the average ratio between our upper bound and the real value is 10.9, which is able to
demonstrate that SRPT outperforms MaxWeight from simulation, since the mean flow
time of MaxWeight is more than 100 times of that of SPRT. For small flows, this upper
bound is even tighter. The comparison of the delay of different scheduling policies is not
presented in the paper, just because analytical bounds on the delay of other policies are
missing, which in turn demonstrates that obtaining analytical bounds on the delay in
wireless networks is generally a hard problem.
4.2 System Model
In this section, we describe the wireless network model used in this theis.
Network model
We consider collocated wireless networks where only one wireless link can transmit at
any given time. Collocated wireless networks include cellular uplink/downlink, wireless
LAN, ad hoc wireless networks where nodes are placed close to each other. Specifically,
for a cellular network, this model is suitable for modeling the downlink of a base station
in systems using HSDPA/HDR [55]. It has also been widely adopted in related
works [10, 11, 55–57]. Time is assumed to be slotted. We assume all traffic flows are
single-hop flows, and each flow is associated with a separate wireless link. For access
networks such as cellular uplink/downlink, a flow corresponds to a mobile user, and the
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link associated the flow is the uplink (or downlink) between the mobile user and the
access point. For the ad hoc wireless networks, a flow is associated with a link between a
pair of wireless nodes who need to communicate.
Link Model
Denote by R f (t) the state of the wireless link associated with flow f at time t, which is the
maximum achievable data rate over the link at time t. Denote by Rmaxf the maximum value
of random variable R f (t). In [11], the authors proved that for collocated networks,1 the
Workload-based Scheduling with Learning (WSL), which selects a flow f such that
R f (t) = Rmaxf in each time slot t, is throughput optimal in the presence of flow-level
dynamics. Motivated by this workload-based scheduling algorithm, we model a link as an
ON/OFF link, where the link is ON indicating that R f (t) = Rmaxf and is OFF indicating
R f (t) = 0. We further assume the link states are independent and identically distributed
(i.i.d.) across links and time and the probability that a link is ON is p.
Traffic Model
We consider networks with flow-level dynamics where flows dynamically join and leave
the network. Each flow is associated with a file (called job). In this thesis, the job size is
normalized by Rmaxf , which represents the minimum number of time slots required to
serve the job. With the ON-OFF link model described in the Sec. 4.2, the job size is equal
to the number of time slots required to serve the job.
We consider Bernoulli arrivals with parameter pλ and heavy-tailed job size
distribution, and assume the job size follows the bounded-Zeta distribution, i.e., the
probability that a file has size n for L≤ n≤ H is
f (n) = ζ (α)−1n−α−1, 1 < α < 2,
1The authors only considered downlink networks in [11], but the results hold for collocated networks as
well.
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where ζ (α) is a normalization factor. This Zeta-distribution is a power-law distribution or
heavy-tailed distribution, which has been observed in the Internet traffic [58]. We find that
file sizes in cellular networks follows the power-law distribution as well. Figure 4.1 is a
log-log plot of the file size distribution (scaled by the data rate of each time slot2)
collected from a large cellular carrier in US. The statistic is obtained from the traffic went
through one Radio Network Controller (RNC) in one day, which contains more than 6
million records. Figure 4.1 shows that a piecewise linear function (dashed lines) fits the
distribution very well, which suggests that the tail of the job size distribution follows a
power law distribution. We further define
ρn , pλζ (α)−1
n
∑
k=1
k−1−α ,
which is the total workload from the jobs with initial sizes no greater than n.
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Figure 4.1: File size distribution in a cellular network
In summary, for a wireless network with flow-level dynamics and operated under
workload-based scheduling, we model it as a single server system with i.i.d. ON/OFF
links. As shown in Figure 4.2, flows (jobs) with different (normalized) sizes arrive at the
server. Each flow is associated with a wireless ON/OFF link. At each time slot, one of the
flows with ON links can be selected to be served. We consider SRPT scheduling policy:
2We assume the data rate is 2 Mpbs and the duration of each slot is 1 ms.
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at the beginning of each time slot, among all jobs whose links are ON, the job with the
shortest remaining processing time is served. In case there are multiple jobs having the
shortest remaining processing time, they are served in a FIFO fashion.
ON/OFF links
jobs with variable sizes
Figure 4.2: Single-server with i.i.d. ON/OFF links
4.3 Main Analytical Results
In this section, we summarize our analytical results on the performance of SRPT with
flow-level dynamics. For a traditional M/G/1 queue, SRPT minimizes the mean flow time
on any sample path, i.e., on any sequence of arrival times and job sizes [59]. Since SRPT
gives high priority to the jobs with small sizes, it penalizes large jobs and increases their
flow times. However, surprisingly, under a fair general condition3, SRPT can outperform
many fair scheduling algorithms such as processor-sharing for all jobs [60].
SRPT for wireless networks has been investigated in [55, 61–63], but most of
these work focuses on evaluating the performance through simulation. [61] analyzes the
performance of SRPT, with the time-scale separation assumption, i.e., job
arrivals/departures occur at a much slower time-scale than that of scheduling. From the
best of our knowledge, there is no closed-form expression of the mean flow time of SRPT
in wireless networks without the time-scale separation assumption. It is mainly due to
difficulty of analyzing a queueing system with fading links. For example, the result that
SRPT minimizes the mean flow time for all sample paths does not hold in systems with
fading links.
3The condition is ρ ≤ 0.5. See Theorem 3 in [60] for detail.
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Example: Assume there are three jobs in the network with initial sizes 1, 1, and 2,
respectively. The link states of the three flows change over time as shown in Table 4.1.
Table 4.1: Link States over Time
time 1 2 3 4 5 6 7
Job 1 ON ON ON ON ON OFF OFF
Job 2 ON ON ON ON ON OFF OFF
Job 3 ON ON OFF OFF OFF ON ON
Under SRPT, the remaining sizes of the jobs over time are shown in Table 4.2.
The flow times of jobs 1-3 are 1, 2, 7, respectively, and the total flow time is 10.
Table 4.2: Remaining Job Sizes under SRPT
1 2 3 4 5 6 7
Job 1 1 0 0 0 0 0 0
Job 2 1 1 0 0 0 0 0
Job 3 2 2 2 2 2 2 1
On the other hand, the remaining sizes of the jobs under a policy that giving
priority to job 3 are shown in Table 4.3, where the total flow time is 9, and is smaller than
the one under SRPT. Hence, SRPT is not optimal over all sample paths.
Table 4.3: Job Size Dynamic under Some Arbitrary Policy
1 2 3 4 5 6 7
Job 1 1 1 1 0 0 0 0
Job 2 1 1 1 1 0 0 0
Job 3 2 1 0 0 0 0 0
The main analytical results of this work are summarized below.
4.4 Analysis
We define the state of the system at time slot t as the vector of the remaining sizes of the
jobs in the queue, denoted by Xt . It is easy to see that Xt is a Markov chain. The following
lemma states that, when ρ < 1, the Markov chain has a unique stationary distribution and
converges to the distribution as t→ ∞.
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Figure 4.3: The amount of jobs whose flow times are smaller than n/(1−ρ) when α =
1.26.
Lemma 4.1. The Markov chain {Xt} is positive recurrent when ρ < 1.
Proof. The proof is presented in Section 4.7.
In this section, we will prove the following theorem.
Theorem 4.1. Assume the system is in the steady-state. Consider a job with size n and let
Fn denote the flow time of the job. Then
E[Fn]≤ O(n)+ 11−ρn−1
(
1
p
−1
)
n logn.
Let J denote the job. We assume job J arrives at the beginning of time slot 1, and
is completely served at time slot F,4 i.e., the flow time is F. The remaining size of the job
at time slot t is denoted by J(t).
First, we divide the F time slots into three categories as shown in Figure 4.4:
• FH : the number of time slots used to serve jobs with higher priority than job J,
• FL : the number of time slots used to serve jobs with lower priority than job J or idle.
• FJ : the number of time slots used to serve job J.
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Figure 4.4: Time constitution
We will first bound E[FL+FJ]. We say the server is busy if it is serving a job with
higher priority than J. Otherwise, we say the server is free (for job J). When the server is
free, job J has the highest priority in the system, and will be served if its link is ON. Let Ti
denote the number of free time slots it takes for job J to reduce its size from i to i−1. We
have
FL+FJ =
n
∑
i=1
Ti. (4.1)
Note that Ti only depends on the link state of job J, so is geometrically distributed with
parameter p, i.e.,
Pr(Ti = k) = p(1− p)k−1, k = 1,2,3, . . . .
We therefore have the following result.
Lemma 4.2. E[FL+FJ] = np .
To derive an upper bound on E[FH ], we consider the jobs with higher priority than
J. Let Qn denote the queue seen by job J on its arrival, which is the amount of workload
from the jobs with remaining size ≤ n at time slot 1, and letQn denote the set of these
jobs. We note that a job with higher priority than J is in one of the following three sets:
1. the jobs inQn,
4We omitted subscript n since the following analysis is for a job with size n.
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2. the arrivals at time t for 1≤ t ≤ F with initial size smaller than n, and
3. the jobs that are in the system with remaining size > n at time slot 1 or the arrivals
with initial size ≥ n, but are served when the link of job J is OFF and gain higher
priority, which are called penetrators.
Note that at time slot t, the size of job J is J(t). If the size of the penetrator is reduced
from J(t) to J(t)−1, we say that the penetrator successfully penetrates, or a penetration
happens. Notice that the set of jobs with higher priority than job J is a subset of the union
of these three sets. Hence, the number of time slots serving the jobs with higher priority is
bounded as following.
FH ≤ Qn+
F
∑
t=1
Aa(t)+Wp, (4.2)
where Aa(t) is the amount of workload, i.e., the size of a new job, arriving in time slot t
with size smaller than n, and Wp denotes the number of time slots used to serve the
penetrators before time slot F.
The following lemma states that E
[
∑Ft=1 Aa(t)
]
= ρn−1E[F ], which is obtained by
using the optional stopping time theorem.
Lemma 4.3.
E
[
F
∑
t=1
Aa(t)
]
= ρn−1E[F ].
Proof. The proof is presented in Section 4.8
Next, we will show how to bound E[Wp]. Let Yi denote the number of penetrators
that successfully penetrate when the remaining size of job J is i. We consider Yn first.
Since the penetrators always have lower priority than job J, they can be served only at
free time slots, and when the link of job J is OFF. Recall that Ti is the number of free time
slots it takes for job J to reduce its size from i to i−1. There are Tn−1 free time slots
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when the remaining size of job J is n, since the last one in the Tn free time slots is used by
job J. Hence, the number of time slots being used by the penetrators is no more than
Tn−1. Since it takes one time slot for each large penetrator to penetrate (so that its size is
reduced from n to n−1), the number of penetrators in this step is no more then Tn−1, i.e.,
Yn ≤ Tn−1.
Next, we consider Yn−1. In this step, we need to consider Yn and Yn−1 jointly. We
have Tn+Tn−1 free time slots during the time period in which the remaining size of job J
reduces to n−2. Two of them are used to serve job J. Hence, at most Tn+Tn−1−2 free
time slots can be used by the penetrators. Each penetrator uses at least one free time slot
to penetrate when the remaining size of job J is n, and at least two when the remaining
size of job J is n−1 since the size of the penetrator should reduce from n to n−2. As a
result, we have
Yn+2Yn−1 ≤ Tn+Tn−1−2.
So on and so forth, we obtain the following inequalities:
Yn ≤ Tn−1
Yn+2Yn−1 ≤ Tn+Tn−1−2
...
Yn+2Yn−1+ · · ·+nY1 ≤ Tn+Tn−1+ · · ·+T1−n
(4.3)
Now that we have the constraints on the number of penetrators, we are able to use
these constraints to derive an upper bound on Wp, the number of time slots used to serve
the penetrators. Consider a penetrator that penetrates when the remaining size of job J is
i. After its penetration, its size becomes i−1. Suppose it is completely served before time
slot F, i.e., ahead of job J, which is the worst case for job J. Then the workload it
generates during the flow time of job F is i−1. Hence, the workload it generates (before
time slot F) is at most i−1. Since there are Yi such penetrators, these penetrators generate
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at most the amount of (i−1)Yi workload. In total, the workload generated by the
penetrators is upper bounded
Wp ≤ g(~Y ),
where
g(~Y ) = (n−1)Yn+(n−2)Yn−1+ · · ·+Y2.
The following lemma gives an upper bound on g(~Y ).
Lemma 4.4.
g(~Y )≤
n
∑
i=2
(Ti−1) i−1n− i+1 ,
and the equality holds when all the equalities in (4.3) hold.
Proof. The proof is presented in Section 4.9.
From Lemma 4.4, we have
E[Wp]≤E
[
n
∑
i=2
(Ti−1) i−1n− i+1
]
=
n
∑
i=2
E[Ti−1] i−1n− i+1
(a)
=
(
1
p
−1
)[(
n
n−1
∑
i=1
1
i
)
− (n−1)
]
≤
(
1
p
−1
)
n logn,
where equality (a) holds due to that T ′i s are i.i.d. geometrically distributed random
variables with parameter p. We then come to the following lemma.
Lemma 4.5.
E[Wp]≤
(
1
p
−1
)
n logn.
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To this end, by substituting the bounds on E [∑ni=1 Ti] , E
[
∑Ft=1 Aa(t)
]
, and E[Wp]
that we have obtained, it follows that
E[F ] =E[FH +FL+FJ]
≤E[Qn]+E[Wp]+E
[
n
∑
i=1
Ti
]
+E
[
F
∑
t=1
Aa(t)
]
≤E[Qn]+
(
1
p
−1
)
n logn+
n
p
+ρn−1E [F ] .
We therefore have the following result.
Lemma 4.6.
E[F ]≤ E[Qn]+ (1/p−1)n logn+n/p
1−ρn−1 .
Now, to derive the upper bound on E[F ], we only need an upper bound on E[Qn],
where Qn is the queue length seen by job J on its arrival.
The average queue length seen by the arrivals
In this subsection, we derive an upper bound on the expected queue length seen by job J
on its arrival. Recall that Qn which is comprised by the jobs whose remaining size is ≤ n,
at the time of the arrival of job J. Let Q(t) denotes the length of the queue that is also
comprised by the jobs whose remaining sizes are ≤ n at time slot t. According to the
ASTA (Arrivals See Time Average) property [64], the expectation of Qn and Q(t) are the
same, i.e.,
E[Qn] = E[Q(t)].
Therefore, we need to consider E[Q(t)] from now on. LetQ(t) denote the set of jobs
whose remaining sizes are ≤ n at time slot t.5 in The arrivals toQ(t) are divided into two
categories:
5We omit the subscript n.
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• the new jobs with initial size ≤ n,
• jobs with initial size > n, whose remaining size becomes n later.
Let Ae(t) denote the size of the job arrived at time slot t with initial size ≤ n. Let
Ap(t) = n if there is a a job whose original size is > n but is served and become a job with
remaining size n at time slot t; and Ap(t) = 0 otherwise. Let S(t) = 1 if a job inQ(t) is
served at time slot t; and S(t) = 0 otherwise. Note that Ae(t) is memoryless and
independent of the queue, while Ap(t) depends on the state of the queue. Further, let F(n)
denote the cumulative distribution function of the job size distribution,
i.e.,F(n) = ∑nk=L f (k). Let m2,n denote m2,n , ∑nk=L f (k)k2. We first present two
inequalities about F(n) and m2,n which will be used later.
1−F(n)≤ n
−α
ζ (α)α
(4.4)
m2,n ≤ζ (α)−1 n
2−α − (L−1)2−α
2−α (4.5)
Now, we present two bounds that will be used to bound E[Q(t)].
Proposition 4.1.
E[(Ae(t)+Ap(t)−S(t))2]≤ pλm2,n+ pλn2(1−F(n))+3,
and
E[(Ae(t)+Ap(t)−S(t))2] = O(n2−α).
Proof. The proof is presented in Section 4.10.
Proposition 4.2.
E[Q(t)Ap(t)]≤c2+
∞
∑
q=dq0e
n(1− p)q/nq,
95
where c2 =−e2 log(1− p), and
q0 = n log1−p(n
−1(− log(1− p))pλ (1−F(n))).
Moreover, E[Q(t)Ap(t)] = O(n2−α logn).
Proof. The proof is presented in Section 4.11.
Note that although we only present the order of each term here, we do provide the
exact expressions in the proofs.
Next, we use the Lyapunov drift analysis to derive an upper bound on E[Q(t)]. Let
V (t) denote Q(t)2. According to Lemma 4.1, the Markov chain Xt is positive recurrent. It
can be easily verified thatQ(t) is also a positive recurrent Markov chain. Hence, the
expectation of the drift of V (t) at the steady state is zero, i.e.,
0 (4.6)
=E[V (t+1)−V (t)]
=E[(Q(t+1)−Q(t))(Q(t+1)+Q(t))]
=E[(Ae(t)+Ap(t)−S(t))2+2Q(t)(Ae(t)+Ap(t)−S(t))]
=E[Ae(t)+Ap(t)−S(t))2]+2E[Q(t)Ap(t)]
+2E[Q(t)(Ae(t)−S(t))]. (4.7)
Now, we consider E[Q(t)(Ae(t)−S(t))]. We know that when q≥ cn,c ∈ N the number of
jobs in the queue is ≥ c. Hence, when q≥ cn
S(t) =
 0 w.p.≤ (1− p)
c
1 w.p.≥ 1− (1− p)c.
,
which yields
E[S(t)|Q(t)≥ cn]≥ 1− (1− p)c.
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Note that Ae(t) is independent of Q(t), and E[Ae(t)] = ρn < 1, we have
E[Q(t)(Ae(t)−S(t))]
=E[Q(t)(Ae(t)−S(t))|Q(t)≥ cn]Pr(Q(t)≥ cn)+
E[Q(t)(Ae(t)−S(t))|Q(t)< cn]Pr(Q(t)< cn)
≤(ρn−1+(1− p)c)E[Q(t)|Q(t)≥ cn]Pr(Q(t)≥ cn)
+ cnPr(Q(t)≤ cn)
≤(ρn−1+(1− p)c)E[Q(t)]+ cn.
Now let c = log1−p
1−ρn
2 , it follows that
E[Q(t)(Ae(t)−S(t))]≤ cn− 1−ρn2 E[Q(t)].
Substituting this inequality into (4.6), we obtain that
E[Q(t)]≤ 2cn+E[(Ae(t)+Ap(t)−S(t))
2]+2E[Q(t)Ap(t)]
1−ρn .
By substituting the bounds given in Propositions 4.1 and 4.2, the following
theorem follows. Again, notice that the exact expression of the upper bound can be
obtained by substituting the exact upper bounds derived in the proofs of the propositions.
Theorem 4.2. The expectation of the workload, from jobs with remaining sizes ≤ n, seen
by an arrival with initial size n is O(n), i.e.,
E[Qn] = O(n).
Theorem 4.1, therefore, follows from Lemma 4.6 and Theorem 4.2.
4.5 Simulations
Comparing the mean flow time with its upper bound
In this simulation, we compare the measured mean flow time with the upper bound we
derived. The job size follows the bounded-Zeta distribution with α = 1.26, L = 1, and the
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maximum job size H = 1010. The arrival rate is 0.3, and a link is ON with probability
p = 0.3.. The comparison is shown in Figure 4.5 for the jobs with size up to 100, which
consists of 99.84% of the total number of jobs. The average ratio between the upper
bound and the mean flow time is 10.9, and the variance of the ratio is 5.6.
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Figure 4.5: Comparing the measured mean flow time with the derived upper bound
Comparing with other scheduling policies
In this simulation, we compare the mean flow time under four different scheduling
policies: SRPT, Uniform where we select a flow whose link is ON uniformly at random
(called Uniform), Proportional Fair (PF) [65], where the flow that has the largest ratio
between its instantaneous rate and its weighted average throughput, and MaxWeight [7].
Notice that here Uniform is an emulation of Processor Sharing (PS) in discrete time
systems. The job size follows the bound-Zeta with parameter α = 1.26. The maximum
job size is set to be H = 1010. L is chosen such that the mean job size is 191. Note that the
mean job size and the parameter α is obtained from the real traffic statistics shown in
Figure 4.1. In each time slot, a new job arrives to the queue with probability pλ = 0.005.
Hence, the load of the system is ρ = 0.954. The simulation was run for 10,000,000 time
slots. Figure 4.6 illustrates the mean flow times of jobs with different sizes. The curves of
PF and Uniform are almost the same. We can see that the jobs with initial size no more
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than 450 have smaller mean flow times under SRPT comparing with other policies, which
comprise 47.4% of the workload and 94.7% of the jobs. The average flow times of all
jobs are 1,699.89, 3,133.32, 3,134.49 and 350,246.14 for SRPT, Uniform, PF, and
MaxWeight, respectively.
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Figure 4.6: Comparing the Mean Flow Time under Different Scheduling Policies
General fading model
In this simulation, we study the performance of different scheduling schemes in networks
with a more general fading model. Specifically, we adopt the link fading model in [11], in
which there are two types of links:
• G-link: A G-link can have rates {10, 20, 30, 40, 50}. Each rate occurs with
probability 20%.
• P-link: A P-link can have rates {5, 10, 15, 20, 25}. Each rate occurs with
probability 20%.
The G-link/P-link models the jobs in with good/poor wireless channel respectively. In
networks with such general link fading, as mentioned in Section 4.2, it has been proved
that the Workload-based Scheduling with Learning (WSL) algorithm with “good”
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tie-breaking rule6 is throughput optimal under flow-level dynamics. [11] showed that
uniform tie-breaking rule and oldest-first tie-breaking are both “good”. However, they
have different delay performance. Hence, in this simulation, we use SRPT as the
tie-breaking rule and compare its delay with these tie-breaking rules. Note that the
goodness of SRPT is out of the scope of this thesis. To compare the performance of the
aforementioned tie-breaking rules, we use the same simulation setting as in [11]. The jobs
sizes are generated from truncated exponential distribution with mean 30 and maximum
value 150. In each time slot, the number of new arrivals follows a truncated Poisson
distribution with mean values ranging from 0.1 to 0.127, and a with maximum value 100.
Each new job is assigned with a G-link with probability 0.5, or a P-link otherwise. Figure
4.7 shows the mean flow time of WSLU (WSL+Uniform), WSLO (WSL+Oldest First)
and WSL+SRPT. We can see that WSL+SRPT and WLSO have much smaller mean flow
time than WLSU, which suggests that SRPT still have smaller mean flow time with
general fading model.
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Figure 4.7: Mean flow time of WSLU, WSLO, WSL+SRPT under different workload
4.6 Conclusion
In this work, we studied the flow time of collated wireless networks under SRPT
scheduling policy. We first modeled the network as a single-server queueing system with
6Please refer to [11] for detail about WSL and the tie-breaking rules.
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ON/OFF links. We then showed that SRPT scheduling policy is not delay-optimal in all
sample paths.
We derived an upper bound on the expected flow time of SRPT with arrivals. In
the process of derivation, we obtained an upper bound on the expected queue length seen
by an arrival with size n, which by itself a valuable contribution. Note that we assume
Bounded-Zeta job size distribution in the paper, however, our method of deriving the
upper bounds on the queue length and on the flow time are suitable for any other general
job size distribution. Though we do not have a lower bound here, we found out the upper
bound is pretty good from the simulation result. Given this upper bound, we compared the
flow time under SRPT with that under PS.
4.7 Proof of Lemma 4.1
To prove the Markov chain {Xt} is ergodic, we will show that it is irreducible, aperiodic
and positive recurrent.
Proof. We prove that the Markov chain is irreducible by showing that any state x
communicates with 0, where 0 denotes the state that the queue is empty. First, 0 is
accessible from state x. Assume Qx is the number of packets in the queue when the state
of the queue is x. One possible path from x to 0 is that there is no arrival in Qx consecutive
time slots, and in each of the Qx time slots, at least one of the jobs has ON link. Second,
state x is accessible from 0. One possible path from 0 to x is that all the links of the jobs in
the queue are OFF for a long time, and during this time interval, the jobs with initial sizes
exactly the same as the jobs in the x arrive. Then, at the end of this time interval, the state
of the queue reaches x. Since any state x ∈S communicates with 0, the Markov chain is
then irreducible.
Next, we use Foster-Lyapunov Theorem [66] to prove {Xt} is positive recurrent.
Theorem 4.3 (Foster-Lyapunov Theorem). Let {Xt} be an irreducible Markov chain with
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a state spaceS . Suppose that there exists a function V :S →R+ and a finite set
B ⊆S satisfying the following conditions:
1. E[V (Xt+1)−V (x)|Xt = x]≤−ε if x ∈Bc for some ε > 0, and
2. E[V (Xt+1)−V (x)|Xt = x]≤ A if x ∈B for some A < ∞.
Then the Markov chain {Xt} is positive recurrent.
Let V (t) = Q(t)2. Since Q(t) is a function of Xt , then V (t) is a function of X(t).
Obviously, V (t)≥ 0, which is legitimate as the function in the theorem. The intuition to
prove the positive recurrence is the following. When Q is very large, the number of jobs
in the queue is then very large, which falls in the the first case in the system. In this case,
w.h.p, a packet will be served in each time slot, so the service rate is approximately 1.
Since the load ρ is less than 1. Then the queue length will decrease w.h.p.. Hence,
V (t+1)−V (t)< 0, and the statement in the first case holds. On the other hand, when the
queue length is not very large, say, is bounded. Then Q(t) and Q(t+1) are bounded,
which means V (t+1)−V (t) is bounded. Hence, the second statement holds. Next, we
will present the rigorous proof of the positive recurrence of the Markov chain using
Foster-Lyapunov Theorem. Let
q∗ = max
{
H2−α +2+ ε
1−ρ ,H log1−p H
1−ρ
2
}
,
and
B = {x|Qx ≤ q∗}.
We proceed by considering the first statement, i.e., when X(t) ∈Bc, and Q(t)> q∗. Since
Q(t+1) = Q(t)+A(t)−S(t),
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where A(t) and S(t) are the number of packets arrived and served at time slot t,
respectively. V (t+1)−V (t) can be decomposed as following,
V (t+1)−V (t) = Q(t+1)2−Q(t)2
= [2Q(t)+A(t)−S(t)][A(t)−S(t)]
= [A(t)−S(t)]2+2Q(t)[A(t)−S(t)]
≤ A(t)2+1+2Q(t)[A(t)−S(t)]
Next, we will bound E[A(t)2|Q(t)] and E[2Q(t)[A(t)−S(t)]|Q(t)] separately. Since A(t)
is independent of the queue length, we have E[A(t)2|Q(t)> q∗] = E[A(t)2]. Recall that
we assume bounded job sizes, some simple calculus leads the following bound:
E[A(t)2|Q(t)> q∗] = E[A(t)2]< H2−α +1.
To bound E[2Q(t)[A(t)−S(t)]|Q(t)], we just need to bound E[A(t)−S(t)|Q(t)], due to
the fact that Q(t) is given. The bound on the term A(t) is easy. Since A(t) is independent
of Q(t),
E[A(t)|Q(t)> q∗] = E[A(t)] = ρ. (4.8)
Notice that the number of jobs in the queue is lower bounded by q∗/H, since the job sizes
are smaller than H. Hence, with high probability, at least one of the jobs in the queue has
an ON link. More specifically, we have
S(t) =
 0 w.p.≤ (1− p)
dq∗/He
1 w.p.≥ 1− (1− p)dq∗/He.
By the definition of q∗, we have q∗ > H log1−p
1−ρ
2 , which suggests that
E[S(t)|Q(t)> q∗]≥ 1− (1− p)dq∗/He ≥ 1− 1−ρ
2
. (4.9)
By combining the bounds in (4.8) and (4.9), we have
E[A(t)−S(t)|Q(t)> q∗]≤ ρ−
(
1− 1−ρ
2
)
≤ ρ−1
2
.
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Finally, since q∗ ≥ H2−α+2+ε1−ρ by definition, we have
E[V (t+1)−V (t)|Q(t)> q∗]
≤E[A(t)2]+1+2q∗E[A(t)−S(t)|Q(t)> q∗]
≤H2−α +2+2q∗ρ−1
2
≤H2−α +2− (H2−α +2− ε)
≤− ε.
To this end, we have proved that the first statement in Foster-Lyapunov Theorem holds.
Now, we consider the second part. By the definition ofB, for X(t) = x ∈B,
Q(t) = Qx)≤ q∗. Since the size of the new arrival is at most H, i.e., A(t)≤ H, then
Q(t+1) = Q(t)+A(t)−S(t)≤ Q(t)+H ≤ q∗+H.
Hence,
E[V (t+1)−V (t)|Q(t)< q∗]≤ [Q(t+1)2|Q(t)< q∗]≤ (q∗+H)2.
We then have shown that the second statement in Foster-Lyapunov Theorem holds. As a
result, the Markov chain {Xt} is positive recurrent.
4.8 Proof of Lemma 4.3
Proof. Let Z(t) = ∑tτ=1 Aa(τ)−ρn−1t. We first show that Z(t) is a martingale.
E[Z(t+1)|Z(τ),τ = 1,2, . . . , t]
=E
[
t+1
∑
τ=1
Aa(τ)−ρn−1(t+1)|Z(τ),τ = 1,2, . . . , t
]
=E[Aa(t+1)−ρn−1]+Z(t)
=Z(t).
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The last equality holds because we assume Bernoulli arrival process, and thus
E[Aa(t)] = ρn−1. Hence, the process Z(1),Z(2), . . . is a martingale.
Let ω(t) denote the state of the system at time slot t, including the arrivals and the
jobs in the queue. Since the completion time F is known given the states of the system up
to time F, i.e., given ω(t), t = 1,2, . . . ,F. Hence, F is a stopping time.
Since the system is positive recurrent, assuming the system starts with an empty
queue, the system queue will become empty in a finite time horizon with probability one.
Hence, job J will level the system in finite time with probability one, i.e.,
P(F < ∞) = 1.
Note that
|Z(t)|=
∣∣∣∣∣ t∑τ=1 Aa(τ)−ρn−1t
∣∣∣∣∣
≤
∣∣∣∣∣ t∑τ=1 Aa(τ)
∣∣∣∣∣+ |ρn−1t|
≤tH + t.
It follows that, when t < F,
|Z(t)| ≤ F(H +1).
Then, according to the optional sampling theorem [51], we have
E[Z(F)] = E[Z(1)] = E[Aa(1)]−ρn−1 = 0.
Hence,
E
[
F
∑
τ=1
Aa(τ)−ρn−1F
]
= 0,
which concludes the lemma.
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4.9 Proof of Lemma 4.4
We prove the lemma by contradiction.
Proof. Define
~Y ∗ = argmax
(Y1,Y2,...,Yn)
Wp.
Assuming at least one of the following inequalities is strict, i.e., the equality does not hold.
Yn ≤ Tn−1
Yn+2Yn−1 ≤ Tn+Tn−1−2
...
Yn+ · · ·+nY1 ≤ Tn+ · · ·+T1−n
(4.10)
Then, let k denote the minimum index of the equality in (4.10) which does not hold. It
follows that
Y ∗n + · · ·+(k−1)Y ∗n−k+2 = Tn+ · · ·+Tn−k+2− k+1. (4.11)
Y ∗n + · · ·+ kY ∗n−k+1 < Tn+ · · ·+Tn−k+1− k. (4.12)
Taking the difference of (4.12) and (4.11), we have
Y ∗n−k+1 <
Tn−k+1−1
k
.
If we increase Y ∗n−k+1 and decrease Y
∗
n−k. by the same amount ∆, where
∆=
Tn−k+1−1
k
−Y ∗n−k+1 > 0,
we obtain a vector~Y ′ which has the same elements as~Y ∗ except elements n− k+1, and
n− k, i.e.,
Y ′n−k+1 = Y
∗
n−k+1+∆, and Y
′
n−k = Yn−k−∆.
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Since
kY ′n−k+1+(k+1)Y
′
n−k
=k(Y ∗n−k+1+∆)+(k+1)(Y
∗
n−k−∆)
=kY ∗n−k+1+(k+1)Y
∗
n−k−∆
<kY ∗n−k+1+(k+1)Y
∗
n−k,
all the inequalities in (4.10) still hold. However, Wp(~Y ′)>Wp(~Y ∗), which contradicts the
definition of~Y ∗. Hence, for~Y ∗, none of the inequalities is strict, which implies that
Y ∗i =
Ti−1
n−i+1 , i = 1,2, . . . ,n. To this end, we have
Wp(~Y )≤Wp(~Y ∗) =
n
∑
i=2
(Ti−1) i−1n− i+1 .
4.10 Proof of Proposition 4.1
Proof. We first simplify the following expectation.
E[(Ae(t)+Ap(t)−S(t))2]
=E[(Ae(t)−S(t))2]+2E[(Ae(t)−S(t))Ap(t)]
+E[Ap(t)2]. (4.13)
Now, we analyze each term separately.
E[(Ae(t)−S(t))2]
=E[Ae(t)2]−2E[Ae(t)S(t)]+E[S(t)2]
=E[Ae(t)2]−2E[Ae(t)]E[S(t)]+E[S(t)2]
≤E[Ae(t)2]+E[S(t)2]
≤pλm2,n+1, (4.14)
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where, by definition, m2,n = ∑nk=L f (k)k
2.
Next, we consider E[Ap(t)(Ae(t)−S(t))]. Notice that, by the definitions of Ap(t)
and S(t), when S(t) = 1, Ap(t) = 0, and when Ap(t) = n, S(t) must be zero. Hence,
Ap(t)S(t) = 0. It follows that
E[Ap(t)(Ae(t)−S(t))] = E[Ap(t)Ae(t)].
Since Ap(t) and Ae(t) are independent, and both of them have expectation smaller than 1,
then
E[Ap(t)(Ae(t)−S(t))] = E[Ap(t)]E[Ae(t)]≤ 1. (4.15)
Now we consider E[Ap(t)2]. Let Z(t) = IAp(t)=n, i.e., Z(t) = 1 if and only if a penetrator
arrived at the queueQ(t) (when its size is reduced from n+1 to n). Since the number of
penetrators arrived atQ(t) is no more than the number of jobs with size > n arrived at the
system queue, we have that
E[Z(t)] = lim
T→∞
1
T
T
∑
t=1
Z(t)
≤ lim
T→∞
1
T
T
∑
t=1
IA>n(t)>0
=pλ (1−F(n)),
where A>n(t) denotes the size of the job arrived at time slot t with initial size > n. It
follows that
E[Ap(t)2] = n2E[Z(t)]≤ pλ (1−F(n))n2. (4.16)
Finally, we substitute the bounds in (4.14) (4.15), and (4.14) in the RHS of equality
(4.13), and we conclude the first result in the proposition. To get the second part, we can
substitute the bounds given in inequalities (4.4) and (4.5).
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4.11 Proof of Proposition 4.2
Proof. Let Z(t) = IAp(t)=n be the same indicator function defined in Section 4.10. Define
q∗ , argmax
q
q(1− p)q =−n/ log(1− p).
Define q0, such that ∫ ∞
q0
(1− p)q/ndq = pλ (1−F(n)),
we have q0 = n log1−p(n−1(− log(1− p))pλ (1−F(n))).
In the following, we will present an upper bound on E[Q(t)Ap(t)] in two
complementary cases.
Case 1. n <−e log(1− p)pλ (1−F(n))
It can be verified that q0 < q∗.
E[Q(t)Ap(t)] =nE[Q(t)Z(t)]
≤nE
[
Q(t)(1− p)Q(t)/n
]
≤nq∗(1− p)q∗/n
<nq∗
<− e2 log(1− p)
=O(1).
Case 2. n≥−e log(1− p)pλ (1−F(n))
In this case, we have q0 ≥ q∗. Let piq denote the stationary distribution of Q(t).
Further, let
σq , Pr(Z(t) = 1|Q(t) = q)
and Vq , piqσq. Note that given the queue length is q, the number of jobs in the queue is
no less than q/n. Since a penetrator can arrive at the queue only when all the links of the
109
jobs inQ(t) are OFF. It follows that
σq = Pr(Z(t) = 1|Q(t) = q)≤ (1− p)q/n. (4.17)
Again, notice that the number of penetrators arrived atQ(t) is no more than the jobs with
size > n arrived at the system queue, we have that
∑
q
piqσq = Pr(Z(t) = 1) = E[Z(t)]≤ pλ (1−F(n)). (4.18)
Hence, by rewriting inequalities (4.17) and (4.18) using Vq, and noticing that
Vq = σqpiq ≤ σq, it follows that ∑
∞
q=1Vq ≤ pλ (1−F(n))
Vq ≤ (1− p)q/n.
In order to derive an upper bound on E[Q(t)Ap(t)], we need to find the maximum value of
E[Q(t)Ap(t)] = E[E[Q(t)Ap(t)|Q(t) = q]] =
∞
∑
q=1
piqqσqn.
In other words, we need to solve the following optimization problem,
max ∑∞q=1Vqqn
s.t. ∑∞q=1Vq ≤ pλ (1−F(n))
Vq ≤ (1− p)q/n.
The solution is straightforward: to maximize the objective function, we just need to let
Vq = (1− p)q/n for the largest q′s. In other words, we need to find the minimum value of
q˜0, such that  Vq = (1− p)
q/n for q≥ q˜0
∑∞q=q˜0 Vq ≤ pλ (1−F(n))
Since (1− p)q/n is an decreasing function in q, it follows that
∞
∑
q=bq0c
(1− p)q/n >
∫ ∞
q0
(1− p)q/ndq = pλ (1−F(n)).
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To make ∑∞q=q˜0(1− p)q/n ≤ pλ (1−F(n)), we must have that q˜0 ≥ dq0e.
Hence,
E[Q(t)Ap(t)] =
∞
∑
q=0
nVqq
≤
∞
∑
q=dq0e
n(1− p)q/nq
=O(n2−α logn),
where the derivation of the order is shown below.
Notice that q0 > q∗, (1− p)q/nq then is a decreasing function in q, for q > q0.
Hence,
∞
∑
q=q0
(1− p)q/nq≤ (1− p)q0/nq0+
∫ ∞
q0
(1− p)q/nqdq. (4.19)
For (1− p)q0/nq0, we have
(1− p)q0/nq0
=
(
n−1(− log(1− p))pλ (1−F(n))
)
n
log1−p
(
n−1(− log(1− p))pλ (1−F(n))
)
=pλ (1−F(n))
[− log(n−1(− log(1− p))pλ (1−F(n)))]
=pλ (1−F(n)) log
(
n
− log(1− p)pλ (1−F(n))
)
=
pλn−α
ζ (α)α
log
(
n1+αζ (α)α
pλ
)
=O(n−α logn). (4.20)
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For
∫ ∞
q0(1− p)q/nqdq, we have∫ ∞
q0
(1− p)q/nqdq
=−
(1− p)q0/n
(
q0 log
(
(1− p)1/n
)
−1
)
(
log
(
(1− p)1/n))2
=
npλ (1−F(n))[1− log(− log(1− p)n−1 pλ (1−F(n)))]
− log(1− p)
≤npλ (1−F(n))− log(1− p)
≤ n
1−α pλ
− log(1− p)ζ (α)α
=O(n1−α logn). (4.21)
Buy substituting the bounds in (4.20) and (4.21) into (4.19), we have
∞
∑
q=dq0e
(1− p)q/nq = O(n1−α logn).
By combining the bounds in Case 1 and Case 2, we have
E[Q(t)Ap(t)]≤c2+
∞
∑
q=dq0e
n(1− p)q/nq = O(n2−α logn)
where c2 =−e2 log(1− p), and
q0 = n log1−p(n
−1(− log(1− p))pλ (1−F(n))).
We then finish the proof of the proposition.
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Chapter 5
Conclusions and Future Work
In this thesis, we studied various problems in wireless networks. We obtained nearly
optimal multicast capacity in large scale MANETs with arbitrary delay constraint D. We
proposed a distributed power control algorithm that is throughput optimal.We further
studied the delay performance of workload-based scheduling algorithms using SRPT as a
tie-breaking rule.
Wireless technology keeps advancing with more and more applications, which
brings up more challenges. We summarize several directions for future work.
• Distributed power control in wireless network with flow-level dynamics: In
Chapter 3, we studied distributed power control algorithm in static wireless
networks. However, in real networks, flows with finite size arrive at the network
and depart after being completely served. In such networks with spatial flow-level
dynamics, MaxWeight scheduling cannot achieve optimal throughput. Designing a
scheduling algorithm, and more generally, a power control algorithm in such
networks is an interesting research problem.
• Energy-efficient cellular networks: The usage of smartphones has grown
explosively in recent years. Despite the rich applications brought by smartphones,
the users always suffer from their short battery lives. Designing a more
energy-efficient cellular network is then highly desirable. In traditional cellular
networks, the area is divided into cells served by differents base stations. While
mobile devices near the base station can receive high throughput by using low
transmit power, to achieve the same throughput, much higher transmit power is
needed for the devices at the edges. In this case, the battery dies out very quickly.
To overcome this problem, one key method is to bring the transmitter closer to the
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receiver, hence reduce the energy consumption of wireless transmission. This can
be achieved by multi-hop transmissions when Device-to-Device (D2D)
communication is available. Pedestrians carrying mobile devices can ferry the data
from the devices that are far away from the base station to the base station when
they pass by the base station later on. Since the transmission range of the two
transmissions (one is from source device to relay devices, the other is from one of
the relay devices to the base station) are reduced significantly, by utilizing D2D
communication, the energy consumption of the mobile devices is reduced, and the
battery life is extended. Designing such a D2D-aided cellular network is a
challenging task in various aspects, such as scheduling with delay constraint,
incentives for relaying data, and security.
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