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1 ．はじめに
　私たちは日常生活の中で AI（人工知能）をよく利用するようになっている。例え
ば、ある場所に行きたい場合、iPhone に搭載された「Siri」や Android に搭載され
た「Googleアシスタント」に話しかけると、行き方や経路をすぐに答えてくれる。
この「Siri」と「Googleアシスタント」は音声認識のできる AI である。AI スピー
カーも、私たちが日常的に発している言葉の構造や文脈を理解できる自然言語処理
能力を備えており、利用者との音声対話によって音楽の再生、ニュースの読み上
げ、スケジュール管理、室内照明のオンオフ、家電操作などができるようになって
いる。
　「第三次 AI ブーム」と言われるように、AI 技術は、いま社会の様々な場面で実
用化の段階を迎えている（AI 白書 2019：24）。AI 技術を飛躍的に発展させたのが
「ディープラーニング」（深層学習）である。ディープラーニングは、機械学習の一
手法である「ニューラルネットワーク」の深い階層を指す。深層学習を活かして、
AI は自身で画像を見分けたり、音声を聞き分けたりできるようになっている。例
えば、数万枚の写真を見て何が映っているかを当てるテストでは、AI が間違える
確率は 2 ％程度であるのに対して、人間が間違える確率は 5 ％となっている（AI
白書 2019：210）。画像認識の精度において AI は人間の能力を超えていることが明
らかになった。AI は大量のデータを元に、特定のパターンを見つけ出し、人間の
能力をはるかに超える速度で答えをはじき出すことができるため一気に広まった。
　ディープラーニングによって AI は「眼」や「耳」を手に入れた。さらに「眼」
と「耳」を活かして機械（身体）は「手」と「足」を使えるようになった（AI 白書
2019：25）。現在の AI は、自動運転をはじめ、ドローン宅配、品質管理、遠隔医
療、スマート農業など多くの分野で活用されている。近い将来、定型作業あるいは
ルーティンワークのような決まりきった作業は AI に置き換えられるようになる。
例えば、食材の異物混入や不良品の判別、機器故障の事前検知など熟練工が行って
いた業務を AI が代替するという工場のスマート化が進んでいる。
　少子化や高齢社会への対応、持続的な経済成長の実現、災害発生時における安
心・安全の確保といったさまざまな社会課題に対応するため、政府は、AI 技術は
多様な分野で新たな価値を創出し、より豊かな国民生活の実現を支える基盤技術で
あり、日本の国際競争力を強化する上で極めて重要な技術であると戦略的にとらえ
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ている。さらに、「Society5.0」という新しい社会像を掲げ、各分野における AI の
社会活用を力強く推し進めている1）。
　AI は、IoT やビッグデータ、ロボティクスなどの最新技術と組み合わせること
によってより大きな力を発揮できる。産業構造を根本から変え、人手不足を補い、
イノベーションをもたらし、さまざまな社会問題を解決するツールとして大きな期
待が寄せられている。しかし現状では、開発と需要の間にミスマッチが発生し、
AI と人間社会の間にギャップが生まれている。言い換えれば、目を持ち、手を使
えるようになった AI の急成長に社会が追いつけず、雇用の不安、個人の尊厳への
侵害、技術に対する妄信、AI の制御不能などが懸念されている。これらの問題に
対して、本稿では、社会受容の視点から AI 活用の効果および潜在問題を考察し、
AI を正しく利用するための AI リテラシーを提起する。
2 ．AI の技術的特徴
　AI（Artificial Intelligence）とは人工知能のことである。一般的なイメージとして
は、「人間に代わって計算したり判断したりできる高性能なコンピュータ、また
は、そのためのソフトウェア」や「知能があるかのように振る舞える人工物」であ
る（情報通信白書 2018：42-45）。人工知能がどのように実現されているのか、成長
することができるかを考えてみる。
2 ．1 　機械学習とディープラーニング
　AI 技術の基本は「機械学習」である。これは機械が自ら学ぶことができるよう
に開発された技術である。機械学習を実現する方法はさまざまであるが、近年最も
利用されているのが、人間の神経回路網を模した仕組みを取り入れた「ニューラル
ネットワーク」である。ニューラルネットワークは1960年代と1980年代に 2 度のブ
ームがあった。その時代に比べると現在は、多層化の度合いがかなり進み、従来は
数層しかなかったニューラルネットワークが、現在では200層を超えるようになっ
ている（AI 白書 2019：49）。多層化ニューラルネットワークを利用して実現された
新しい機械学習の方法は、「ディープラーニング」（Deep Learning 、深層学習）であ
る。
　ディープラーニングによって AI 技術が急速に進歩した。従来の機械学習では、
入力情報のモデルを作り、見つけるべき情報を抽出させ、そこから得る特徴量を人
間が設計していた。これに対し、ディープラーニングでは、判断用のモデル自体を
自動で構築する。学習を通じて自分のモデルが改善され、AI はそれを生かして判
断が可能となる（稲継 2018：27）。つまり、AI は、ディープラーニングを用いて自
分で特徴を見つけることができるため、人間が細かく設定しなくても自分で成長し
て賢くなれる。
　機械に学習をさせるディープラーニングには 3 つの方法がある（AI 白書 2019：
37）。①「教師あり学習」では、問題と答えを与え、その関連性を学習させる方法
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である。②「教師なし学習」では、問題だけを与え、答えを与えず、AI 自身で解
け方を見つける方法である。③「強化学習」では、AI の行動を利用者が採点し、
AI がその点数によってどのように行動すればよいか（高い報酬を得るか）を理解し
ていく方法である。
2 ．2 　ビッグデータ
　AI は学習することを通じてさまざま仕事をこなせるようになる。肺がんに対す
る診断のあり方を見てみよう。まず、AI に肺の状況を撮影した大量の画像と、画
像ごとの診断所見を解答として与える。次に、AI が正解を出せるように、答え合
わせを何度も繰り返し学習させる。そして、学習を終えると「モデル」と呼ばれる
複雑な計算式のようなものが形成される。この学習済みのモデルをもとにさまざま
な調整を加えて完成させたソフトウェアに、患者の肺の画像を与えれば、高精度で
病気を識別することができる。
　「肺に関する大量の画像と画像ごとの診断所見」は事例である。このような大量
の事例をデジタルデータとして AI に与えなければ AI は学習できない。言い換え
れば、ディープラーニングには大量のデータが必要不可欠である。大量のデジタル
データのことを「ビッグデータ」（Big Data）という。ビッグデータは、デジタル化
された巨大な情報集積であり、単にデータ量の多さを示す Volume だけではなく、
種類の多さを示す Variety 、リアルタイム性を示す Velocityといった意味も含んで
いる（AI 白書 2019：61）。
　AI 技術は、実は大量のデータに潜む特徴を自動的に見つけ出して、パターン認
識を行い、結果の判断を下すことである。機械学習で実現する判断とは、データを
機械（実際にはソフトウェア）に読み込ませ、その特徴を認識することである。もち
ろん、未知の入力に対して誤った判断を出力することもあり得る。その場合は、新
規の正しいデータを使って再び AI に学習をさせることによって判断の精度を高め
る必要がある。
　「データは21世紀の石油」とも言われるように、自動運転や医療診断などの AI
の急成長を支えているのがビッグデータである。データは過去から蓄積されたもの
もあればリアルタイムに生成するものもある。例えば、インターネット利用の増大
と IoT の普及により、さまざまな人・モノ・組織がつながるようになり、そこか
ら大量のデータが絶えず生成・収集・蓄積されている。つまり、ソーシャルメディ
アの利用者の書き込み、さまざまな場所に埋め込まれたセンサーの働き、人と人・
人とモノ・モノとモノのやり取りから膨大なデータが生まれてくる。
　AI が知識を獲得するディープラーニングの本質はビッグデータからの学習であ
る。大量のデータを AI に読み込ませることで、AI 自身が規則性や特徴を識別で
きるようになる。例えば、猫の定義（特徴量：耳、足、髭、体形など）を人間が AI に
教えなくても、猫の写真を大量に読み込ませるうちに、AI 自身が猫の特徴量を見
つけ出し、猫かどうかを判別できるようになる（稲継 2018：26-29）。一方、データ
を多く集めること自体には必ずしも価値はない、そこから取り出されるさまざまな
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意味や知見にこそ価値がある。逆に考えると、価値のないデータや質の低いデータ
を利用すればするほど AI の精度が下がってしまう。
2 ．3 　自律学習による成長の可能性
　AI には「識別」「予測」「実行」の能力が備わっている。この 3 つの能力を適切
に組み合わせることによってさまざまな問題を解決することができる。自動運転車
の仕組みを見てみよう。①画像認識と音声認識から得られた情報に、運行情報・地
図情報・位置情報などを加えて、車両がおかれた状況を識別することができる。②
目的地に到達するための経路を計画し、衝突の可能性など目の前に起こりうるさま
ざまなことを予測する。③速度や方向を調整して安全運転を実行する（情報通信白
書 2016：237-239）。自動運転車は、その場その場の状況を見極めながら適切な判断
を繰り返す。もしあるデータが間違っていると自動運転車は交通事故を引き起こす
リスクがある。従って、安全かつ円滑な自動運転を保証するためにデータが果たす
役割は極めて重要である。
　AI の社会実装を進めるためには識別・予測・実行の能力や精度を絶えず向上し
なければならない。その決め手は、どのようなビッグデータを AI に投入するかで
ある。なぜなら、人が AI に教え込むのではなく、AI はビッグデータから学習す
るからである。例えば、AI の対話技術では、ルールベースで用意した回答を選定
する方法と、人間がルールを教える機械学習によって対話のパターンを学習させる
方法が用いられてきた。しかし、質問に対する回答が定型的になったり、不自然に
なったりすることで利用者は飽きてしまった。2015年頃からディープラーニングが
組み込まれると、さまざまなバリエーションを自律的に学習することで自然な対話
ができるようになった（井熊ほか 2018：10）。
　AI の翻訳の技術もここ数年で飛躍的に向上している。以前は、単語単位で翻訳
し、各国語の文法に従って並べ替えをしていたため不自然な機械翻訳が多かった。
2016年11月に Google の無料の自動翻訳機能にディープラーニングが導入され、翻
訳の質が飛躍的に向上した。これは文法の知識をもとに翻訳しているのではない。
膨大な対訳データをもとに、AI は言い回しのコツを学んだのである。そのため、
人間による翻訳に近い自然な翻訳ができるようになった。
　大量のデータを読み込み、自ら学習していく過程で、人が気づかなかったことも
AI は見つけ出すことができる。囲碁 AI のように、プロの棋士でも思いつかない
定石を生み出すことが時々ある。データは、量だけではなく種類や質も重要であ
る。多種類（多分野、多内容）かつ高品質（高精度、高精細）なデータを大量に持っ
ていることは、競争力を左右するだけではなく、イノベーションの源泉にもなる
（情報通信白書 2018：3）。AI は頻繁に使われるほど能力が高まり、多様な状況に対
応するほど経験が積み重なる。AI はデータからの学習を通じて絶えず自身を改善
し、成長し続けることができる。これこそ AI の強みである。
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3 ．AI の技術的弱点
3 ．1 　ブラックボックス問題
　アメリカのある企業が、AI を導入した人材採用システムを試作したところ、女
性の応募者を低く評価することがわかった。従来の応募者と採用者の大半は男性だ
った。AI はそのデータを学習したため、男性の方が採用にふさわしいと判断した
ようだ。AI の判断過程が透明ではない、バイアスが入り込まないことを保証でき
ないと考え、その企業は AI の導入を断念した（朝日新聞： 2019／3／9）。これは AI
に対する信頼の問題でもある。完全信頼ができない限り、AI の判断をうのみにせ
ず、あくまで参考にするという程度にとどめるべきである。
　AI は大量のデータを繰り返し学習することによって答えを自律的に導き出す。
しかし、AI がどのような思考回路をたどったのか不透明であるため、その判断過
程や結果の合理性は説明できない。このように、AI の思考プロセスが人間には分
からないという問題は「ブラックボックス問題」と呼ばれている。これは思考方法
の差異から生じる問題でもある。人間が物事を思考する際は通常 3 次元である。し
かし人工知能は、200を超える次元（多階層）で物事を捉えている。なぜそのような
答えに至ったかは人間には想像できない。AI の活用や、人間と AI の協調作業を
進めるためには、ブラックボックス問題がその阻害要因の一つになっている。厳密
性と正確性を求める現場には「説明可能な AI」（Explainable AI）が必要である（AI
白書 2019：346）。これは判断過程やアウトプットを人間が理解できる AI のことで
もある。
　AI の判断過程を説明可能にする必要があるのかという疑問を投げかける人もい
る。好みに左右される人間とは異なり、AI はデータをもとに判断をしている。こ
のため、AI が正しい判断をしていると見られている。実は、そこに落とし穴があ
る。AI には判断ミスがあり得るので万能と信じてはならない（弥永 2018：10）。AI
を安心して使いこなすためには、その思考過程と判断の結果を説明できるよう AI
をさらに進化させなければならない。
3 ．2 　データから学習することの制約と限界
　AI のディープラーニングはデータに依存する。大量のデータを学習することに
よって判断を行うため、AI の精度を高めるには良いデータがどうしても必要であ
る（朝日新聞：2019／3／9）。そこで、AI に学習させる際に利用するデータの質にも
注意を支払わなければならない。典型的なデータや一方的なデータのみを集めてい
ては最適な判断ができない。質の悪いデータは不適切な判断を招いてしまう。ま
た、偏りや間違ったデータを故意に AI に与えると AI を悪用することもできる。
従って、データの質が AI の精度を左右する。データの質をだれの責任でどのよう
に保証するのか、データが多くなるにつれて検証できるか否かは大きな課題になっ
ている。
─　　─65
劉 継生　AI を活用した社会問題の解決方法
　また、AI に必要とされるデータの中には、個人情報を取り扱うことを前提とし
たものが少なくない。これについて、個人情報保護法等各種法令に抵触しないよう
慎重な運営が求められることは言うまでもない。他方で、あまりに厳格な運用を求
めると AI の活用を狭めてしまうことになりかねない。データの取り扱いや運用に
ついてはグレーゾーンが数多く存在している。時代やニーズに即した新たな法制度
の整備、条例の制定なども必要となる。
　データの多くはリアルタイムで集めたものではなく以前から蓄積したものであ
る。このようなデータは過去のものである。過去のデータをもとに学習する AI に
は弱点がある。まず、過去に起こったことがない現象に対しては、学習が不可能な
ので適切な判断はできない。つまり、現在の AI は、どれもあくまで人がデータを
与え、そのデータの範囲内で学習を展開する。過去に発生したことのない新しい事
柄に対しては対応できない。AI は 0 から 1 を生み出すことができず、想定外や未
知の現象には無力である。
　次に、AI は過去と相関性の低い現象に対しても力が弱い。つまり、AI は 1 から
2 を生み出すことができるが、 1 から 5 や 6 へジャンプすることができない。例え
ば、多くの金融機関は、株価や為替の変動を予測して自動取引を行うために AI を
導入している。このような AI は過去のデータから一定範囲の変動を予測できて
も、急騰や暴落を予測することはできない。例えば、2008年 9 月に起きたリーマ
ン・ショックのような金融危機は察知できなかった。そのような常識外れのデータ
はあまりに少ないからである。
　AI は「データ化された現実」を元に学習し予測する。しかし、人間の住む現実
世界ではデータ化できていない無数の現象がある。さらに、AI が求めるのは、一
つの問いに対して一つの正解しかないような明確なデータであるが、答えが複数存
在する複雑なデータや現象を扱えない。人間は科学知識や知恵などから推理や予測
できるが、AI は無理である。人間の知性と AI の知能は異なるものである。
3 ．3 　汎用 AI の難しさ
　音声認識や顔認識など特定の分野での AI は、すでに人間と同等か人間を超える
能力を実現している。このような現象から「AI は万能だ」と考えている人々もい
る。人間を置き換えるほどに万能な AI は「汎用 AI」と呼ばれる。特定のタスク
や仕事に限定せず人間と同様の総合的な能力を持つとされている。汎用 AI の実現
のタイミングは「シンギュラリティー」と呼ばれている。人間の知性を完全に機械
化した汎用 AI は、人間を超える存在であり、実現までの道のりを考えるとまだま
だ「夢物語」にすぎない。一方で、音声認識や画像認識など特定の機能を有する
AI は、「特化型 AI」あるいは「専門 AI」と呼ばれる。汎用 AI と専門 AI の対比
を、米国の哲学者 John Searle が「強い AI」と「弱い AI」と呼んだことがある。
彼は強い AI の実現を否定している（情報通信白書 2018：42-45）。
　現在の AI はすべて弱い AI である。自動運転も同じであり、さまざまな状況へ
の対応において人間と同じ程度の臨機応変は無理である。「トロッコ問題」という
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倫理問題を考えてみる。途中で分岐している線路上を走っているトロッコのブレー
キが壊れてしまった。このまま直進すればその先にいる 5 人の人間が犠牲になる
が、分岐点でレバーを引いて右に進めばその先には 1 人しかいないので犠牲者は 1
人で済む。どちらを選ぶのが正解か、という問題である。道路上で急に飛び出して
きた子供をよけるためにハンドルを切れば通行人に犠牲者が出る（稲継 2018：18）。
この場合どのように選択すべきか、自動運転車はそれに戸惑う。
4 ．民間と企業における AI活用の実態
　コンビニの一部の店舗ではセルフレジが導入されている。人手を省くという点で
は、大きな空港の手荷物預けやチェックインも、人による対応ではなく機械による
対応が増えている。これらはすべて AI の活用である。マスコミの過熱報道によっ
て「自分の仕事が AI に奪われるのではないか」との危惧も社会に広がっている。
実際に、民間や企業における AI 活用がどこまで進んでいるのか、その実態を調べ
てみる。
4 ．1 　AI の得意な仕事と不得意な仕事
　AI は、領収書の読み取り、文字をデータ化して分類・整理するような同じこと
を繰り返す単純作業、完全なルーティンワークやマニュアル通りで実施する作業が
得意である。野村総合研究所（2015）は、将来的には日本の労働人口の49％が AI
やロボットで代替可能になるという衝撃的なレポートを公表した。報告書では、
100種の職業が AI やロボットによる代替可能性が高いとされている。この中には、
従来いわれてきた単純作業だけではなく、職種が複雑で高度な業務も含まれてい
る。例えば、弁理士、司法書士、公認会計士など平均賃金が高く専門的な業種も代
替可能率が高い。
　VINX 社は、AI で人手不足を補うため、小売無人店舗の監視システムを開発し
ている（日本経済新聞：2019／4／24）。入店者の動きを追い、万引きなどの不審な行動
を検知するとスピーカーから「何かお探しですか」などと話しかけ「警告」する。
店員は 1 人でモニターを通じて複数の店舗を同時に管理し、顧客はセルフレジで決
済する。また、弁護士らでつくるベンチャー「リーガルフォース」は、「AI 弁護
士」を開発し、2019年 4 月から企業向けの契約書を評価するサービスに導入してい
る。「AI 弁護士」は、契約書内に自社に不利な条項が入っていたり、入れ忘れてい
る条項があったりしたら指摘し、契約書の定型文などを探すこともできる。
　一方、AI は知識を分類・整理することはできても、新たな概念をつくり出すこ
とはできない。模倣はできるが独創的な能力を習得することは困難である。野村総
合研究所は、AI やロボットで代替しにくい職業の特徴として、「創造性・ソーシャ
ルインテリジェンス・非定型」という 3 つのキーワードを取り上げている。つま
り、AI は、抽象的な概念や価値の創出に関する職業、他者との協調や、他者の理
解、説得、教育に関連する職業、非定型な業務を遂行する職業が不得手である。非
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定型とは、作業プロセスにまとめることが難しく、複雑で、臨機応変な対応や、状
況判断が求められる職業を指す。
　コールセンターの業務では AI を活用するようになっている。だが、AI は、個
人間の信頼が必要とされる場面や、顧客の表情や様子を考慮しながら対応を柔軟に
変えて行くような高度なコミュニケーションが苦手である。三井住友海上は営業職
の事務の 9 割を AI によって行っている。それは保険契約の処理やシミュレーショ
ン書類作成などの事務であり、実際に顧客と対面して営業トークを繰り広げること
ではない。
　新井は「AI は決められたルールのある分野でしか性能を発揮できない。意味を
考えることが必要な仕事こそ、人間がするべき仕事だ」と述べている（朝日新聞：
2018／1／7）。「自分の仕事が AI に奪われる」のではなく、「もっと有意義な仕事に
時間を割くことができるようになる」と考えることが重要である。単純作業を AI
に任せおけば、人間がこれまで単純作業に費やしてきた時間を短縮でき、会話をし
たり、提案したりといったクリエイティブなことに時間を使えるようになる。これ
によって人間らしい働き方へのシフトが実現されるだろう。
4 ．2 　利用されている AI の機能と用途
　民間や企業などの現場でよく利用されている AI の機能は、①自然言語理解機
能、②画像認識機能、③パターン認識機能、④自動制御機能の 4 つである（井熊ほ
か 2018：28-31）。
①自然言語理解機能
　自然言語理解機能は、コールセンター代行、自動翻訳、書類の自動生成、対話型
のチャットボット（テキストや音声を通じて会話を自動的に行うプログラム）による問
い合わせ対応、自動 FAQ 生成、ロボットによる接客、判例解析による法務支援な
どの目的と用途で利用されている。この中で普及が進んでいるのはコールセンター
代行、問い合わせ業務である。
　パナソニックが開発した AI チャットボット・FAQ サービス「WisTalk」では、
AI が顧客の質問内容を理解し、即時に自動回答することができる2）。これは、社
内ヘルプデスク業務において、日々発生する電話やメールなどの問い合わせ対応を
AI チャットボットで自動化することである。AI の活用でコールセンター業務で
は、24時間365日対応が可能となり、ピーク時間帯や営業時間外の問い合わせ対応
もカバーできる。
②画像認識機能
　画像認識機能は、監視カメラ解析による防犯強化や、製造ラインの不良品検出、
物流倉庫における業務効率化、来店客の外見・視線等の特性分析、来店客の行動分
析による商品配置最適化、コミュニケーションロボット、自律移動ロボット、自動
運転などの目的と用途で活用されている。カメラで撮影した静止画や動画を分析す
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ることで、個人の特徴を判別したり、一定のエリアにいる人の数をカウントした
り、顧客は店内で何を手に取ったのか、どんな商品をかごに入れたかを把握したり
することができる。これらの技術によって店員が一人もいない「無人店舗」経営も
可能となっている。
　農業の分野でも AI の画像認識機能が活用されている（AI 白書 2019：247）。例え
ば、稲の病害虫は数百種類もあり、10ヘクタールの水田に育つ葉の健康状態を人間
が一枚一枚調べると、どんな早くても157年かかるという。ところが高解像度カメ
ラを搭載したドローンで水田を撮影し、AI に画像を解析させれば、短時間で診断
できる。しかも、ドローンはシェアできるので農家にとってそれほどコストがかか
らない。
③パターン認識機能
　パターン認識機能は、WEB 上のレコメンド、行動パターン分析・予測、株価分
析、製造設備等の異常検知、売上データ分析による需要予測、顧客の行動履歴の分
析に基づくターゲティング広告、電力の需給調整、選挙予測などの目的と用途で活
用されている。例えば、ネットショッピングの際に似ている商品を勧められること
がよくある。これは AI による自動レコメンド、買い手の行動パターンに対する自
動分析と予測である。
　病院の胃がん検診では画像からの見逃しを防ぐため、診療が終わった後の時間外
に別の医師が再チェックする。また、精密な画像が可能になった最近は、撮影する
枚数が10年前の 3 倍ほどに増えたので、医師らの負担は増す一方だった。近年、内
視鏡や MRI 、CTといった画像から、がんや脳動脈瘤などを探し出す技術が急速
に進んでいる。AI メディカルサービス社は、40万枚もの内視鏡画像を生かして胃
がんなどを検出する「内視鏡 AI」を開発している。この「内視鏡 AI」の検出率
は、静止画では 6 ミリ以上の胃がんで98％、動画でも94％に達したと報告された
（朝日新聞：2019／4／14）。
④自動制御機能
　制御管理機能は、機器やモノにセンサーを付け、ネットと接続し、集まったデー
タに対する分析と学習を通じて、事前感知・現状確認・将来予測を行い、その結果
を生かして機器やモノを自動的にコントロールすることである。例えば、AI アシ
スタントによる家電の制御では、まず始めに、室温や湿度、エアコンの動作履歴な
どの家電データと、外気温、天候などのインターネット上の情報、暑いや寒いなど
居住者の体感といった情報を自動的に収集する。収集したデータを AI で分析、学
習して、居住空間の特性も含めた居住者の感性をモデル化する。この結果を用いて
現在の環境情報を踏まえて、エアコンが室温や湿度を自動で調整していく。このよ
うに、AI はデータセンシングから得た情報とネットから集めた情報を一緒に学習
することで、モデル構築、予測、制御を行い、現実の空間を自動的に改善すること
ができる。
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　2015年までは導入がなかなか進まなかった AI だが、近年身近でもさまざまな活
用事例が見られるようになった。質の高いデータを多様に蓄積することにつれて、
判断、診断、検知、予測などにおける AI の精度は日々高まりつつある。
5 ．地域社会の問題解決における AI活用
　近年、地域社会は厳しい財政状況に直面している。しかしながら、福祉、教育、
子育てへの対応など、行政へのニーズは増加・多様化している。こうした状況の中
で地域社会には「効率的な行政運営」や「行政サービスの向上」が求められてい
る。これらを実現するためのツールとして、AI 技術に大きな期待が寄せられてい
る。2017年は自治体の AI 元年だとも言われている。
5 ．1 　ちばレポ
　地域社会の問題を解決するために AI 技術をどのように活用するかを理解するた
め、千葉市の取り組みを取り上げてみる。千葉市は、市民が主体となって自らの街
をより住みよく、ずっと住み続けたくなる街に変えていくという街づくりを目指し
ている。そのためには、地域の課題を市民間で共有し、共通の課題として認識し、
その上で最適な課題解決へ向けた取り組みが必要である。この考えで生まれたシス
テムは「ちばレポ」である。千葉市では2013年 7 月から11月まで実証実験を行い、
その成果を踏まえて2014年 9 月から「ちばレポ」を正式にスタートした（情報通信
白書 2015：146-147）。
　「ちばレポ」とは、千葉市民協働レポートの意味であり、市内で起きている様々
な課題（道路が傷んでいる、公園の遊具が壊れているなど）を、市民が ICT を使ってレ
ポートすることで、市民と行政、市民同士で課題を共有し、合理的・効率的に解決
することを目指す仕組みである。レポートされる課題は次の 3 種類に分けられ、そ
れぞれに応じて最適的な方法で解決される。①行政やその他の専門的な機関でなけ
れば解決することのできない課題、②市民や地域で活動する団体が自ら力を発揮し
て解決できる課題、③市民と行政が協力することで解決できる課題。このように、
「ちばレポ」は、市民が課題の発見、課題の解決に参加するだけでなく、市民と行
政、市民と市民が力を合わせ、街をつくり上げていくための情報共有の仕組みでも
ある。
　「ちばレポ」の利用方法は簡単である。公園の不具合や道路の不具合などの地域
課題を発見した市民は、自分のスマートフォンで現場の写真や動画を撮り、専用ア
プリを使って市の専用サイトに投稿する。その際、スマートフォンの GPS 機能に
よって位置情報が添付されるので、市の担当者はどこで不具合が発生したかを地図
上で確認することができる。市民の投稿に対しては、市の担当者が修繕や撤去等の
対応を行うほか、市民が自ら対応して解決を図る場合もある。投稿された地域の課
題は専用サイトで公開され、投稿者や他の市民は不具合の事実とそれへの対応状況
（受付済、対応中、対応済）を知ることができる。2019年 4 月25日現在の合計レポー
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ト数は6,219件、そのうち対応済5,707件、対応中52件、受付済460件となっている3）。
　「ちばレポ」は行政の効率化にもつながっている。これまで千葉市では、市民か
らの不具合の通報等を各区域の各部署が受け付け、Excel の台帳等でそれぞれ管理
していたが、「ちばレポ」の導入に合わせてこれらの市民からの通報等もクラウド
上の統合 CRM で、ちばレポの投稿と合わせ一元的に管理するようになった。各不
具合への対応状況等も併せて記録・共有することで、道路管理業務等の効率化が高
まった。
5 ．2 　マイシティレポート
　千葉市は東京大学や県内外の自治体と共同で、「ちばレポ」の仕組みを参考に
し、AI を活用した道路管理システム「マイシティレポート」（MyCityReport）を開
発した（日本経済新聞：2017／1／21）。自治体の公用車に取り付けたスマートフォンで
道路の損傷を自動撮影し、AI が修理の必要性を判断するというシステムである。
「マイシティレポート」には 5 つの機能がある。①～③は「ちばレポ」に元々ある
もので、④と⑤は新しい機能である4）。
①市民と行政の新しいチャネル
　スマートフォン、パソコン等からの地域課題等の投稿・管理機能
②市民と行政の協働の機会
　地域課題を市民との協働により解決するためのイベント生成・管理機能
③行政運営の効率化
　従来の電話等による通報等と合わせた地域課題への対応・管理機能
④ IoT・機械学習を用いた道路舗装損傷の自動抽出
　車載カメラで撮影した画像と自治体ごとの管理水準から道路舗装の損傷を機
械学習により自動抽出し、サーバに送信する機能
⑤オペレーションズ・リサーチを用いた現場リソースの最適化
　システムに蓄積されたデータをオペレーションズ・リサーチ手法により分析
し、地域課題の解決に必要な資源（資材・車両等）の最適化を達成する機能
　「マイシティレポート」の利用方法は次のようになる。まず、公用車のダッシュ
ボードにアプリを搭載したスマホを設置する。アプリは道路の損傷を見つけると、
自動で写真を撮って外部サーバに画像を送る。スマホのアプリは損傷の状態につい
て、①損傷なし、②損傷はあるが修繕は不要、③修繕が必要、との 3 分類を行う。
次に、検出されたインフラの異常を含む画像を外部サーバに蓄積する。その際、画
像に含まれる位置情報から道路統計情報を抽出・付与する。
　スマホが提示した異常個所について、自治体の道路管理職員が WEB ツールを用
いて損傷候補の画像を確認する。スマホによる判定が間違っている場合は訂正する
とともに、異常個所の画像と道路統計情報とを合わせて、「修繕する」「経過観察す
る」「修繕しない」という 3 つの選択肢から対応を決める。その後、道路管理職員
によって確認・訂正された異常個所の画像をさらに教師データとして AI に与え、
更なる学習を通じて AI の精度を一層向上させる。
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　マイシティレポートは、目視点検より効率が上がるほか、広範に道路の状況を把
握できるようになる。参加自治体が増加すればするほど AI の精度が高まり、シス
テムの運用費を抑えられる。千葉市は2019年度以降、「ちばレポ」のデータを「マ
イシティレポート」に一本化し、「全自治体共通の市民協働プラットフォーム」と
して、全国に広げようと考えている。
5 ．3 　AIが変える地域社会
①住民サービスの充実
　住民は混雑した窓口で長時間待たされることや、コールセンターになかなかつな
がらないことに対して、ストレスを感じることが多い。このような課題の解決に役
立つのは、オンライン申請処理や AI による自動対話である。横浜市資源循環局は
AI 技術を使い、ごみの出し方や処分にかかる手数料などを対話形式で案内する
「イーオのごみ分別案内」を2018年 4 月 1 日から稼働している。
　AI 技術を活用した対話形式の「イーオのごみ分別案内」は、NTTドコモと共同
開発したシステムである5）。このシステムには 3 つの特徴がある。第 1 に、横浜市
の分別検索システムで培った 2 万語以上のキーワードに対する分別方法、雑学やク
イズなどを案内する。第 2 に、NTTドコモの自動言語処理のノウハウを生かして
会話形式のさまざまな表現にも対応する。第 3 に、チャット形式に再構成し、知り
たい情報がスムーズに得られる。
　利用者が質問を入力すると同局のイメージキャラクター「イーオ」が会話調で回
答する。例えば「電池の捨て方を教えて」と質問を入力すると、「電池は乾電池、
充電式電池、ボタン型電池、コイン型電池のどれ？」と返事が来る。自分が捨てた
い電池の種類を選択すると捨て方を知ることができる。
②防犯能力の向上
　AI は過去の犯罪データを学習することを通じて犯罪を予測することができる。
実際に、米国では多くの市警本部で犯罪予測システムが導入されている。時間帯や
季節ごとの犯罪発生周期、当日の天候や地域経済、過去の犯罪データなどさまざま
な要因を AI に読み込ませることで、犯罪の一定パターンを見出して、その日犯罪
が起きる可能性が高い「ホットスポット」を重点パトロール地域として決め、防犯
の効果を上げている（日本経済新聞：2015／2／19）。
　米ロサンゼルス市警南管区77丁目署では、過去10年に起きた事件の内容や日時、
周辺のバーの数、パトカーの滞在時間など膨大なデータをもとに、AI が犯罪多発
地域を150m 四方ごとに示す。パトロールは効率的になり、殺人事件は10％、銃犯
罪は20％と前年同期より少なくなった（朝日新聞：2019／3／24）。
　日本でも、警察庁が防犯や捜査、警備に AI やビッグデータを活用している。警
察庁はいま、車両種別の判別、資金洗浄が疑われる取引の情報分析、大規模イベン
トでの不審点の抽出について実証実験を行っている（朝日新聞：2019／4／9）。まず、
車両の判別では、AI が防犯カメラに映った車の画像から車種などを割り出す。各
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メーカーの車の画像データを学習させることで、カメラの画像が不鮮明でも車種、
年式などを判別できる。次に、資金洗浄が疑われる取引は犯罪収益移転防止法に基
づく金融機関などによる届け出が年約40万件に上る。AI に摘発に結びついた過去
の例などを学習させ、届けられる情報を効果的に分析し、犯罪の疑いが強い情報か
どうかを自動的に振り分ける。第 3 に、大規模イベントを対象にした警備では、会
場内外の監視カメラが撮った映像から AI が不審点を自動的に発見する。また、テ
ロリストらが取りそうな行動の特徴や過去に起きたテロにおけるデータも学習する
ことでコンサートやスポーツ大会、国際会議の安全を未然に守る。
③インフラの安全性チェック
　道路に限らず、橋やトンネルなど古くなったインフラの安全性のチェックには、
AI による画像認識技術が有効である。人間による目視では見落としがしばしば発
生するが、AI による画像認識処理による見落としの確率は大きく下がっている。
老朽化が進む上下水道についても、検知の技術は発達している。漏水音を振動とし
てとらえてセンサーで検知し、そのデータを集積してクラウド上で解析することで
水道管のどこで漏水が起こったかがわかる。下水道管に関しても、「下水道管路マ
ネジメントシステム」によってロボットを下水道管に入れて下水道の中を撮影し、
画像解析技術によって下水道管内の不具合などを検出することができる（AI 白書
2019：243）。
④職員業務支援
　一定程度の知識経験が必要な業務については、業務マニュアルや先例通達、取扱
う事例等を AI が学習することによって、職員の業務を支援することができる。職
員による業務の精度のばらつきを防ぐとともに、人的ミスの防止にも AI が寄与す
ることになる。政策法務の分野でも AI は職員を支援するようになっている。公開
されている法令、条例、規則を AI が読み込み、さらに当該自治体のルールなども
参照しつつ、新しい条例案、規則案を作成することは技術的に可能である。さら
に、その案が法律に違反していないか、既存の条例に矛盾していないかなどもチェ
ックすることができる。
　保育に関する負担を減らすための施策は、保育所の増設だけではない。空いてい
る保育所の探索、申請などにかかわる手間や時間の負担も大きい。また、施設の稼
動率を上げることで保育所の実質的な収容人員を増やすこともできる。さいたま市
には、約300の保育所と、8000人の利用者がいる。これだけの数を対象に利用者の
希望を把握し、公平を期すために申請の順番を確認し、施設の立地や入居条件と整
合させ、施設の稼働率を上げるのには膨大な手間がかかる。市民のニーズと保育所
の状況を調整するために要する時間は年間で延べ1500時間にも達していたという
（井熊ほか 2018：59）。
　複数の条件がある入所を人間が調整するとかなりの手間がかかるが、富士通が開
発した「AI を用いたマッチング技術による保育所入所選考」では、瞬時で最適解
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を導き出すことができる6）。さいたま市では、AI の調整結果は市の職員が行った
調整の結果とほぼ一致しているという。AI の活用によって行政の効率性が大幅に
高まり、職員の負担が減り、市民側も入所の可否が早く分かるようになるという効
果は明らかである。
⑤RPAによる業務自動化
　RPA（Robotic Process Automation）はロボットによる業務自動化の意味である。
「デジタルレイバー」（仮想知的労働者）や「ソフトウェアロボット」と訳されるこ
ともある。つまり、定型的な業務を AI が自動化し、事務処理の効率を大幅に向上
させる技術である。事務処理が多いとされる自治体では、厳しい財政事情を背景に
職員数が減少の一途である。そのため、職員の生産性向上が求められている。この
課題を解決するために RPA の導入に対する期待が高い（AI 白書 2019：265）。
　思考を伴わない単純業務は、一見すると知的作業のようだが、じつは定型のパタ
ーン処理を繰り返しているだけである。このような業務は自治体に意外と多く、
RPA による自動化を図るべきだと考えられる。RPA 導入の前提条件として、業務
の「標準化」はきわめて重要である。標準化を実施しないと、同じような作業を各
部署で異なる手順・フォーマットで行うため仕事の効率が悪く、行政の生産性が低
下してしまう。奈良市では、多くの部署で発生する「横断的な単純業務」という視
点から、会計事務や資料集計事務などの 5 業務を選び、RPA による自動化の実証
実験を行った（自治体通信 2018：10月号）。実験の結果、約80％の業務時間の短縮を
実現した。
　いまは、行政にも生産性が求められる時代となった。投入した税金をどれだけの
サービスとして住民に還元できるかが問われている。そのためには、単純業務から
職員を解放して、より高度な仕事を与え、住民サービスの質を高めなければいけな
い。この目的を達成するために RPA は有効である。奈良市は RPAを早期に全面導
入することに力を入れている。
6 ．AI の社会活用における課題
6 ．1 　人間の尊厳への侵害
　人事採用や信用審査などの業務に AI が導入されつつある。応募者が送ってきた
エントリーシートを人事担当ではなく AI が審査する。サッポロビールは2019年か
ら新卒採用のエントリーシート選考に、三菱総合研究所とマイナビが共同開発した
AI システムを用いている。ローンや融資の審査にも AI が導入されている（朝日新
聞：2019／4／14）。三菱 UFJ 銀行は住宅ローンの事前審査に NEC が開発した AI を
利用している。みずほ銀行とソフトバンクの合弁会社「J.Score」は2017年 9 月か
ら、「AI スコア・レンディング」による信用採点のサービスを提供している7）。18
の質問事項や、みずほ銀行、ソフトバンクの利用履歴などを AI が分析し、スコア
を算出し、スコアに応じた融資条件を提示する。AI による速やかな審査によって
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30分で即融資が実現されている。
　学歴や職歴、ネット上で公開された関連情報やデータなどを集め、AI は個人の
能力や信用力のスコアを算出し、格付けを行い、人生の重要な場面を左右するよう
になっている。しかし、スコアがどのように算出されたかはブラックボックスなの
で、人事不採用、融資不許可といった不本意な結果になっても、理由を何も説明し
てくれない。どこに問題があるか指摘されないため、自分の人生をどう改善してい
けばいいのか、道筋がわからない。人間が AI の評価によって左右される社会は、
憲法が掲げる「個人の尊重」の原理と正面から対立するのではないかと考えられ
る。
　蓄積されたある人物のデータを解析し、評価することを「プロファイリング」と
いう。AI を使ったプロファイリングが少数派への差別を助長しかねないという懸
念が広がっている。米国ウィスコンシン州は AI で再犯リスクを評価し、量刑判断
に使っていた。ところが、このシステムが黒人の再犯リスクを白人より高く見積も
ることが発見された。州最高裁は2016年、権利を侵害されたとする被告の訴えは退
けつつ、「少数者に高リスクを算定しやすい疑義が呈されている」と述べ、量刑の
決定には使わないなど一定の条件をつけることでシステムの利用を認めた。
6 ．2 　AIが人間を監視する社会
　AI は、物体や顔だけではなく、身体の関節や目線の変化など細かいところまで
認識できるようになっている。さらに、これらの認識に対する解析を通じて100種
類以上のデータを得ることができる。これは「AI×データ解析」の効果である。
地域周辺の犯罪発生率や天候、日時、人数、店舗などのマクロ視点のデータと、個
人の性別、年齢、動き、周囲などのミクロ視点のデータとを組み合わせて解析する
と、人々の目的を把握し、行動を予測することができる。例えば、飲み物を買いに
来たのか、目的もなく来たのか、その人の性別や目線、歩くスピードや歩幅、周り
の商品の種類などを分析すると判明可能である。目的が分かれば精度の高いレコメ
ンドを行うことができる。つまり、「AI×データ解析」で、だれが、なにを、な
ぜ、どう動くかといった詳細情報を把握することが可能となっている。
　詳細情報にネット上の書き込みを加えると、人々の行動から思想までのプライバ
シーが丸見えになってしまう。こうした情報は、防犯やマーケティングのためなら
ある程度容認できるが、人々の社会行為を監視するために利用されると受け入れ難
い。AI を活用することによって人々の行動を細かく把握することが可能であり、
それが市民を見張るために利用されると「超監視社会」が生まれてくる。また、
「AI×データ解析」がさらに進むと、人々が何をしようとするかの目的と行動を事
前予測できるようになる。これで「予測ありきの社会」が形成されてしまう。安全
性や便利さを向上するために AI を活用することには問題がないが、超監視社会や
予測ありきの社会が広がると、人々の思考と行動に萎縮が生まれ、社会の退化を招
いてしまう。
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6 ．3 　AI による不公平な判断
　AI は犯罪を予測して市民を守る守護神になるという目的で警察に導入されてい
る。しかし、米ロサンゼルス市警で2019年 3 月上旬に開かれた公聴会では、「黒人
というだけで逮捕される」との問題が露出した。原因は、ロス市警が過去に銃犯罪
に関係した「要注意人物」を選ぶため、ギャングにいた経験があれば 5 点、路上で
職務質問を受けても 1 点などと加算し、各署に上位20人を抽出した。防犯カメラの
映像などから「要注意人物」が犯罪多発地域にいるとわかれば、巡回する警官約
700人が重点的に警戒する（朝日新聞：2019／3／24）。こうした AI 予測は偏見を助長
するのではないかと危惧されている。しかし、運用側は「地域を統計的に分析して
いるだけだ」と強調している。こうなると問題は、AI に学習させるデータに偏り
があったと考えられる。
　ロス市警は不法移民の摘発にも AI 予測を利用している。ロスのスキッド・ロウ
地区は全米で最もホームレスが多いとされ、その大半は移民である。こうした AI
予測に対して、地区の市民団体は「犯罪が一時的に減っても、多様な人種や環境に
ある人に寛容になれなければまた増える。社会の背景を変えないと意味がない」と
反対している。また、犯罪予測の情報を公開あるいは漏えいすると、その地域の市
民生活や経済活動にマイナス影響を与え、犯罪者に悪用される恐れもある。不審行
動の情報をすべて公開することはできず、しかし非公開が増えると情報隠蔽を助長
してしまう。これは新しい社会ジレンマになる恐れがある。大きな影響力を有する
AI は、悪用されないよう、不公平を招かないよう、正しい社会活用を保証するル
ールや倫理が利用する側に問われている。
6 ．4 　AI に対する不安と懸念
　AI には、安全性や信頼性、事故発生時の責任などの問題や課題がある。情報処
理推進機構が2018年に実施したアンケート調査の結果によると、最も心配されてい
るのは「責任の所在が不明瞭である」、「信頼性・安全性に不安がある」という点で
ある。次いで、「AI が下す判断の精度に不安がある」、「処理プロセスがブラックボ
ックス化している」という問題が取り上げられている。具体的な回答内容について
は次のようにまとめる（AI 白書 2019：339-340）。
①責任の所在が不明瞭
•AI が下した判断をもとに業務を行った結果、事故や損害が発生した場合に
責任の所在が不明瞭である。
◦責任について、AI を利用する企業または開発企業が負うかを法整備等で定
める必要がある。
◦AI が決定した判断や行為を監視する役割が必要と考える。
②信頼性・安全性に不安
•特に人命に関わる医療分野や、高度な内容の業務を行う場合に、AI の信頼
性・安全性について不安がある。
•悪意のある第三者がデータを改ざんしたり、AI が作成したモデルを意図的
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に崩すなど、AI の悪用を不安視している。
•信頼性・安全性に関する不安から、AI が行う業務の範囲を定めるべきであ
る。
•AI が十分な信頼性・安全性を確保するには時間や労力が必要と考える。
③ AI が下す判断の精度に不安
•データが不足した場合や誤ったデータを学習した場合に、AI が下す判断の
精度の低下を危惧する。
•安全に新しい領域に AI を導入するケースでは、データが存在しない、ある
いは不足していることが多いため、AI の判断の精度が低くなると考える。
①その他の不安
•処理プロセスがブラックボックスであるため AIの出力結果を検証できない。
•誤作動時などに、AI が下した誤った判断を検出する方法がない。
•AI に依存し、人間のノウハウや判断力が低下する。
•AI は臨機応変な対応が可能かを疑問視している。
•AI は社会的モラルを学習することが可能かについて不安がある。
7 ．終わりに─ AIリテラシーの必要性─
　AI が知識を獲得するディープラーニングの本質はビッグデータからの学習であ
る。大量のデータを AI に読み込ませることで、AI は自身で判断用のモデルを構
築し、特定のパターンを見つけ出し、判断を導き出すことができる。つまり、AI
はビッグデータから自律的に学習するのであり、人が教え込むのではない。AI の
強みは、ビッグデータからの学習を通じて絶えず自身を改良し、成長し続けること
である。こうした技術の進歩によって現在の AI は眼や耳を手に入れたのである。
　AI は人間の代わりに定型作業やルーティンワークのような作業をこなせるよう
になった。これによって人手不足が補われ、生産性が上がり、新しい変革が起こり
つつある。また、少子高齢化、財源不足、住民ニーズの多様化などの問題に直面し
ている地域社会においては、AI を活用することによる住民サービスの充実、防災
と防犯の向上、インフラの安全性チェック、行政業務の自動化などを進めている。
言い換えれば、地域社会の問題を解決するために AI は有効なツールになっている。
　しかし、AI は万能ではない。現在の AI には技術的な弱点がある。第 1 に、ブ
ラックボックス問題である。AI の思考モデルは不透明であり、なぜそのような結
果に至ったのかについて説明することができない。第 2 に、AI の精度はデータに
左右される問題が挙げられる。AI は人が与えたデータの範囲内のみでしか学習す
ることができない。過去に起こったことのない現象に遭遇した場合、それは AI に
とって未知であり対応が全くできない。最後に、AI はデジタル世界しか理解でき
ない問題が挙げられる。AI はデジタル化された現実、即ち具体的なデータをもと
に学習し、画像認識やパターン認識などの知識を獲得している。しかし、現実世界
には未だデジタル化されていない無数の事象があり、AI が考え得る世界には収ま
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らない。
　AI はインターネットと同じように、時間をかけて徐々に人々の暮らしに溶け込
み、人間社会を変革する強力な道具ではないだろうか。人間は計算力や記憶力では
コンピュータに決して及ばない。それでも生活に支障をきたさないのは、我々がそ
れを道具として使いこなせているからである。AI についても、その本質は変わら
ないと言える。大切なのは、AI を使いこなすと同時に、その強い力をどう制御す
べきか、人間の幸福のためにどう役立てるかを考えて、その方向に社会を構築して
いくことである。
　AI の社会活用がこのまま進むと、人間の尊厳への侵害、人権を無視する過剰監
視、社会不公平の膨張といった問題が深刻化してしまい、人々の不安・懸念・危惧
をあおりたてるかもしれない。これは、AI が現在の人間社会に投げた問い掛けで
もある。つまり、学習する人工物を社会に導入する際には、人々の意識転換が必要
となるが、法律を含めて既存の制度や仕組みも再構築しなければならない。この課
題に対しては技術開発側と社会受容側の双方の視点から検討する必要がある。その
前提としての基礎知識が「AI リテラシー」である。AI リテラシーとは、AI を基
盤にして出来ることと出来ないことは何か、人間社会をどう進化させるかという知
恵を巡らせる力であり、AI に対する活用も制御も深めるための能力である。
　未来を創る原点は、発明やイノベーションなどの価値創造である。AI は 1 から
2 を生み出すことができるが、 0 から 1 を生み出すことはできない。AI は定型的
な作業は得意だが、価値を創造する思考に弱い。それゆえ、未来を創れるのは AI
ではなく、やはり私たち人間であろう。
注
1 ） 　「Society5.0」は、2016年 1 月に閣議決定された「第 5 期科学技術基本計画」におい
て提出された概念である。狩猟社会（Society1.0）、農耕社会（Society2.0）、工業社会
（Society3.0）、情報社会（Society4.0）に続くような新たな社会である。その実現に向
けて同計画では、AI 技術は「超スマート社会サービスプラットフォームの構築に必要
となる基盤技術」に位置づけられている。この基盤技術には、サイバーセキュリティ、
IoT システム構築、ビッグデータ解析、デバイスなども含まれている。
2 ） 　AI チャットボット・FAQ サービス「WisTalk」の詳細情報については、パナソニッ
ク社の Web ページを参照されたい。https://www.panasonic.com/jp/business/its/wist
alk.html（2019年 4 月20日閲覧）
3 ） 　ちばレポ（ちば市民協働レポート）の詳しい情報およびレポートの進捗状況などにつ
いては、千葉市の Web ページを参照されたい。https://chibarepo.secure.force.com/
（2019年 4  月25日閲覧）
4 ） 　「マイシティレポート」（MyCityReport）のシステム機能に関する詳細説明などにつ
いては、千葉市の Web ページを参照されたい。https://www.city.chiba.jp/shimin/shi
min/kohokocho/chibarepo_kyoudoukenkyu.html（2019年 4  月25日閲覧）
5 ） 　「イーオのごみ分別案内」については、次の Web ページを参照されたい。https://
─　　─78
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www.townnews.co.jp/0101/2018/04/12/427442.html（2019年 4 月25日閲覧）
7 ） 　富士通社がさいたま市などの自治体のために開発したシステム「AI を用いたマッチ
ング技術による保育所入所選考」については、次の Web ページを参照されたい。
http://pr.fujitsu.com/jp/news/2017/08/30.html（2019年 4  月25日閲覧）
8 ） 　「AI スコア・レンディング」による信用採点の仕組みについては、J.Score 社の Web
ページを参照されたい。https://www.jscore.co.jp/（2019年 4 月25日閲覧）
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