A variational analysis of the spiked harmonic oscillator Hamiltonian operator -d 2 1dx 2 +x 2 + 1(1 + 1)/x 2 +A lxi-a, where a is areal positive parameter, is reported in this work. The formalism makes use of the functional space spanned by the solutions of the SchrOdinger equation for the linear harmonic oscillator Hamiltonian supplemented by a Dirichlet boundary condition, and a standard procedure for diagonalizing symmetric matrices. The eigenvalues obtained by increasing the dimension of the basis set provide accurate approximations for the ground state energy of the model system, valid for positive and relatively large values of the coupling parameter A. Additionally, a large coupling perturbative expansion is carried out and the contributions up to fourth-order to the ground state energy are explicitly evaluated. Numerical results are compared for the special case a = 5/2.
problem is of practical importance as it occurs in both chemical and nuclear physics. 1-7 In the elegant work reported in Ref. 1, a modified perturbation series to a finite order is employed to obtain analytical expressions for the eigenenergies of a SHO Hamiltonian for small values of A, and arbitrary values of the exponent a. In this work, we report attempts to solve the SHO problem, employing a variational procedure and a large coupling perturbative calculation. A short review of the SHO problem is presented in Sec. II. The variational approach is outlined in Sec. III. The large coupling expansion is discussed and developed in Sec. IV, and a summary of the results and conclusions is found in Sec. V.
II. BACKGROUND
To compare our results with those reported by Harrell,1 we concentrate ourselves on the zero angular momentum case. The Hamiltonian associated with the SHO then reads The spectrum of Ho consists of the (two-fold degenerate) simple harmonic oscillator eigenvalues, whose eigenfunctions vanish at x = O. Since one purpose of the present work is to consider the perturbation expansion of the eigenvalues of H (a,). ) , all operators will be restricted to the space L 2[0,00], with theDBC u(O) = 0, to avoid problems stemming from the degeneracy of the spectrum.
As has been pointed out elsewhere, the perturbation V considered in this article is singular.
I .4--6 The series expansion for the eigenvalues En (a,) In the expression above, we have corrected for a misprint in the sign of the log term.
The presence in Eq. (2.2) of an explicit term between first and second orders in A should be mentioned. This equation, valid for small values of the coupling parameter A, is strikingly similar to the expansion for the ground state ener-gy per particle for .a boson system. 8 An alternative scheme will be employed in the present work to obtain corrections to Eo( a,A.) . The methodology followed here is well known and is briefly presented in the next sections.
III. THE VARIATIONAL APPROACH
In the variational approach, the first step is to choose a complete set of basis functions. Although in principle one can employ an arbitrary basis of sufficiently smooth functions, in numerical practice the rate of convergence for singular problems depends a great deal on how the basis is chosen. The more clever one is in choosing a set off unctions, the faster the convergence of the method. In this article, we take the basis set constructed with the normalized solutions of the Schrodinger equation for the linear harmonic oscillator with a DBC, i.e., the harmonic oscillator eigenfunctions u(x) normalized in the interval O';;;x < 00, with the prescription that U (0) = O. As is well known, these energy eigenfunctions are essentially the product of Hermite polynomials of odd degree with a Gaussian function. We write 
Since Ho is diagonal in the chosen basis, we see that the first term on the right hand side of Eq. (3.4) is simply the expression for the energy eigenvalues of the harmonic oscillator with DBC, that is,
Alternative procedures exist for deriving the matrix elements of the operator xP appearing in (3.4). A direct way we develop here is to use the following representation for the odd-degree Hermite polynomials,
The desired result, which involves finite double summations, reads
. with
(3.8) Equation (3.7) is simple enough to be used in practical applications. However, it may be still reduced by carrying out explicitly one of the sums, e.g., the sum over I. The relevant terms for this sum are
where U = k + (/3 + 3 )/2. Now we note that the binomial coefficient can be expressed as
where (-n)/ is the Pochhammer symbo1.
9 Moreover, r(l + z) = r(z)(z)/, so that (3.9) is the same as
As n is integer, the sum in (3.10) corresponds to the hypergeometric function 2F] ( -n,u;3/2; 1) which has a very simple known expression. 9 Thus we can write (3.10) as
Finally, the matrix element of interest is given by
, (3.12) where the sum can be shown to be a polynomial of degree m + n in /3. A case of particular interest is the matrix element (Olx P In) which, after some trivial algebra, reduces to
x/3(/3 -2)'" (/3 -2n + 2), n = 1,2, .... Equation (3.12) is an exact closed form expression for the matrix elements of the operator xP in the simple harmonAguilera-Navarro, Estevez, and Guardiola ic oscillator representation supplemented by DBC. Explicit forms of the first few matrix elements of xf1 are given in the Appendix. The same procedure leads to similar closed form expression for the matrix elements of xf1 in the regular harmonic oscillator representation.
IV. LARGE COUPLING EXPANSION
The idea behind the large coupling expansion is to consider the potential
and Taylor expand it around its minimum. Let x m and V m be the values of x and V(x), respectively, at the minimum. It is easy to see that The zero-order contribution to E is given by
and the next contribution comes from a harmonic oscillator in z, characterized by the energy parameter {J)=~a+2.
(4.8)
Thus, in the large coupling expansion method we have
(4.9)
For the particular case a = 5/2, we have
Numerical results for several values of A are displayed in Table I . The higher-order contributions can be obtained through a special perturbation expansion as shown in the following discussion. Consider with p, defined in (4.5), playing the role of a coupling constant. Now, as usual, set (4.14 ) Thus, using (4.8) we get the total second-order contribution (4.31 )
The calculation of the next correction is quite involved, because of the long emerging expression to be manipulated. We have used a (deceptively simple) algorithm using the symbolic manipulation package SMP 10 to get the next E4 correction. We ran out of memory when trying to evaluate E 6 • The contribution is given by
(4.32)
and putting everything together we finally obtain, for a =5/2, Table I .
To go further we must abandon algebraic methods and use some kind of seminumerical algorithm. The hierarchy of equations (4.22) and (4.25) can be quite easily coded in FORTRAN, in order to obtain the value of the amplitudes (N IrPn) for a given value of a and subsequently the corresponding energy corrections En + I in a chained way. Note that in order to obtain -En + I we require all wavefunctions rPO,rPI, ... ,rPn, but to obtain (N IrPn + I ) we need the value of En + I' The calculation does not involve any approximation, aside from rounding errors. The values of the first twenty coefficients of the expansion corresponding to a = 5/2 are displayed in Table II . The notation is such that the energy E(A) is given by 9 (5A )4/9 ( 9 )112
Here, En behaves quite erratically with n, and probably this is not a well behaved series expansion. When A is large enough, say larger than 2, one can expect to get very precise results from the expansion. However, A = 4/5 is certainly outside the convergence radius, if such radius exists. One can try to understand this strange behavior. The large coupling perturbation method expands both interaction and wavefunction around the classical minimum of the potential, extending the new coordinate z = x -Xm to the full real axis. Certainly the region ( -00,0] is spurious because of the mere statement ofthe problem. When A is large, the minimum is placed at a large value of x, so that the harmonic oscillator wavefunctions centered at Xm will not penetrate too much into the forbidden region. Obviously this is not the case for small A. Probably the proper way of controlling this unwanted characteristic is to change variables to a new coordinate extending along the full real axis and carry out afterwards the large coupling perturbative expansion.
v. NUMERICAL RESULTS AND CONCLUSION
Since it is of some interest to have an idea of the relative size of the ground state spiked harmonic oscillator energies as the potential parameter increases, we have numerically integrated the SchrOdinger equation. The exponent a was fixed at 5/2 to compare with Harrell's result Eq. (2.2). The energies so obtained are displayed in Table I under the entry "Exact."
From the computational point of view it resulted in a quite complex problem. First of all, because of the singular character of the potential near the origin, we could not use a small error integration formula, like, e.g., Numerov's method. 11 Instead, we had to use the lowest order approximation to the second derivative
where tP represents the second-order centered differences, and h is the mesh spacing. Nevertheless, the results could be improved and tested by means of the Richardson extrapolation algorithm. To give an idea of the numerical difficulties, let us mention that to obtain the energy for A = 0.001 with six decimal places, we had to use a mesh with 80 000 points.
From Eqs. (3.4), (3.5), and (3.7) and the results given in the Appendix, it can be readily seen that the first variational approximation (subspace of dimension 1) to the ground state eigenenergy of the SHO is From this expression, we notice that when the spikelike perturbation vanishes (A = 0), the two eigenvalues become 3 and 7, as expected.
For higher values of N we have to resort to numerical diagonalization procedures and we employed the known Jacobi method. Table I For large A the calculations involving few basis states are definitely poor, but very good results are obtained when the basis space is enlarged (dimension 10 or more). In this region of A, the variational method converges quite rapidly to the exact results.
In the case of very small A, one can get the wrong impression that the variational method behaves properly. Just to clarify the previous statement let us consider the number 3.004 075 which appears in the column labeled E(20) corresponding tOA = 0.001, in Table I n¥O En -Eo with the difference that the sum in the A. 2 correction is limited to the chosen number of basis states. Analyzing this sum, we will understand the slow variation of the matrix eigenvalue problem solutions.
Using (3.13) for P = -5/2 there results
where y = r[ (,8 + 3) /2]1r( 3/2) and the factors (2n + 1)! and P(P -2)'" (P -2n + 2) have been ordered in a special form. The ratio of the (n + 1) th and nth terms of the sum in (5.4) is
n so that successive contributions to the coefficient of A 2 are of the same size. Moreover, each ofthe grouped terms in (5.4) is bigger than 1, i.e., (2k + 1/2)/2k(2k + 1) > 1
and each term of (5.4), apart from a global constant, is bigger than the corresponding term of the harmonic series l: ( 1/ n) which is known to be divergent. Thus, the standard perturbation theory, Eq. (5.3) for N ..... 00, makes no sense, and our variational method will give a ground state energy which converges very slowly when the number of basis states increases. Note finally that Eq. (5.3) is no longer an upper bound formula, and it is only valid for N sufficiently small.
The variational results are somewhat poor for small A and quite good for large A. At small A the non-power series expansion of Harrell I is appropriate, as well as at large A our large coupling perturbation expansion gives a proper description of the ground state energy.
Finally we have the region of intermediate A ( == 1). In this region, the best method is the variational one. By using sufficiently large basis one could obtain the correct value of the energy, but no definite statements about the speed ofthe convergence can be drawn from our results.
In conclusion, it seems that the appropriate method to deal with this class of potentials is to use a nonpower series expansion for small coupling constant, and a large coupling perturbative expansion for large A. Both expansions should be an appropriate extension of the presently known forms. Moreover, it would also be of interest to find a connection of both expansions for intermediate values of the coupling constant.
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