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Abstract
A spectral classication of general one-dimensional binary aperiodic crystals (BACs) based on
both their di¤raction patterns and energy spectrum measures is introduced along with a systematic
comparison of the zeroth-order energy spectrum main features for BACs belonging to di¤erent spec-
tral classes, including Fibonacci-class, precious means, metallic means, mixed means and period
doubling based representatives. These systems are described by means of mixed-type Hamiltoni-
ans which include both diagonal and o¤-diagonal terms aperiodically distributed. An algebraic
approach highlighting chemical correlation e¤ects present in the underlying lattice is introduced.
Close analytical expressions are obtained by exploiting some algebraic properties of suitable block-
ing schemes preserving the atomic order of the original lattice. The existence of a resonance energy
which denes the basic anatomy of the zeroth-order energy spectra structure for the standard Fi-
bonacci, the precious means and the Fibonacci-class quasicrystals is disclosed. This eigenstate is
also found in the energy spectra of BACs belonging to other spectral classes, but for specic par-
ticular choices of the corresponding model parameters only. The transmission coe¢ cient of these
resonant states is always bounded below, although their related Landauer conductance values may
range from highly conductive to highly resistive ones, depending on the relative strength of the
chemical bonds.
1
INTRODUCTION
In 1992 the International Union of Crystallography widened the very denition of crystal,
distinguishing between periodic and aperiodic crystals, respectively.[1] The revamped crystal
denition reects our current understanding that atomic periodicity is a su¢ cient but not
necessary condition for crystallinity, and that the presence of an appropriate long-range
atomic order, rendering discrete di¤raction patterns, must be regarded as the proper generic
attribute of crystalline matter. Up to date, three main families of aperiodic crystals have
been identied, namely, incommensurate modulated phases, incommensurate composites
and quasicrystals.[24] Quasiperiodic crystals (QCs) can be regarded as a natural extension
of the periodic crystal concept to structures where periodic translation symmetry is replaced
by a richer long-range order described in terms of more general quasiperiodic functions
instead.[5]
A key question in any general theory of aperiodic crystals regards the relationship between
their atomic spatial order, determined by a given aperiodic distribution of atoms and bonds,
and the physical properties stemming from that structure. In particular, since the electronic
structure of a solid depends on both the spatial distribution of its constituent atoms and
their bonding properties one may reasonably expect that aperiodic crystals belonging to
di¤erent structural classes would exhibit some characteristic distinctive features in their
electronic structures as well. From the view point of condensed matter physics there are
two important spectral measures one can consider when studying the properties of solid
materials. On the one hand, we have a measure related to the atomic density distribution
Fourier transform, which discloses the main features of X-ray, electron or neutron di¤raction
patterns resulting from the spatial structure of the solid. On the other hand, we have a
measure related to the energy (frequency) spectra of the system, describing its electronic
structure (or the frequency distribution of the atomic vibrations in the case of the phonon
spectrum). According to Lebesgues decomposition theorem both measures can be uniquely
decomposed in terms of three kinds of spectral components (and mixtures of them), namely:
pure point (P ), absolutely continuous (AC) and singularly continuous (SC) spectra, in
the form  = P [ AC [ SC .[6, 7]
In order to gain a deeper insight on the relationship between the structural order present
in an aperiodic solid (as determined by its di¤raction pattern) and its related transport
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FIG. 1: (Top panel) Classication of aperiodic systems attending to the spectral measures of their
lattice Fourier transform (abscissas) and their Hamiltonian spectrum energy (ordinates). (Bottom
panel) Zoom out of the top panel rst column showing the splitting of the pure point Fourier
spectral measure P in four separate classes labeled 0, I, II and III (more details in the text).
properties (emerging from the main features of the energy spectrum and the nature of
its eigenstates), it is convenient to introduce the spectral charts depicted in Fig. 1.[813]
In the top panel chart we provide a graphical classication scheme of aperiodic systems
based on the nature of their di¤raction spectra (in abscissas) and their energy spectra (in
ordinates), respectively. In this way, the old-fashioned classication scheme based on the
periodic-amorphous dichotomy is replaced by a much richer one, including nine di¤erent
entries. In the upper left corner we have the periodic crystals exhibiting pure point Fourier
spectra (discrete Bragg di¤raction peaks) and an absolutely continuous energy spectrum
(Bloch wave functions in allowed bands). In the lower right corner we have amorphous
matter representatives, described in terms of uncorrelated random lattices, exhibiting an
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absolutely continuous Fourier spectrum (di¤use spectra) and a pure point energy spectrum
(exponentially localized wave functions).[14, 15] In the left lower corner we include the ideal
quasicrystals, i.e., those without any sort of structural defect, since theoretical arguments
suggest that in a perfect self-similar structure the presence of coherent resonance e¤ects
among the electronic states may e¢ ciently induce their localization, leading to a perfectly
insulating solid phase.[16, 17] In the right upper corner we locate Vogel spiral lattices, which
provide an interesting instance of perfectly ordered systems where both translational and
orientational symmetries are discarded. Accordingly, their Fourier transform does not show
well-dened sharp spots, but di¤use rings similar to the electron di¤raction patterns obtained
from small areas of some amorphous materials.[11, 13] In the central row we include some
one-dimensional aperiodic crystals which have been extensively studied in the literature
during the last three decades, namely, Fibonacci, period doubling, Thue-Morse, and Rudin-
Shapiro binary aperiodic crystals (BACs) based on the so-called substitution sequences. A
substitution sequence is formally dened by the action of a substitution rule on an alphabet
A = fA;B;C:::g, consisting of a certain number of letters. The corresponding aperiodic
sequence is then obtained by iterating the substitution rule starting from a given letter of
the set A in order to obtain an aperiodic string of letters, as it is shown in the second column
of Table I for a two letters alphabet.
By inspecting the central row of Fig. 1 top panel, one realizes that although Fibonacci,
Thue-Morse and Rudin-Shapiro BACs share the same kind of energy spectrum (a purely
singular continuous one), they have di¤erent lattice Fourier transforms, so that these aperi-
odic crystals must be properly classied in separate categories. In turn, pure point lattice
Fourier measures can be further split into four separate groups, namely, the so-called peri-
odic (0), quasiperiodic (I), limit-quasiperiodic (II), and limit-periodic (III) pure point
classes, respectively, by attending to ner details in their related di¤raction patterns.[20, 22
25] The di¤raction spectra of 0 and I classes representatives both consist in Bragg peaks
supported by a nite Fourier module whose rank either equals the physical space dimension
(0 class) or is larger than it (I class). In the limit-quasiperiodic and limit-periodic classes
II and III one also nds a di¤raction spectrum consisting of a dense distribution of Bragg
peaks. However, this distribution is supported by a Fourier module with a countably innity
of generators over the integers (i.e., the reciprocal space has innite dimensions).[20, 26] The
point-group symmetry of the di¤raction spectrum of the limit-periodic structures belonging
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to the III spectral class is compatible with periodicity (unlike QCs) and their overall atomic
structure can be described in terms of a union of periodic substructures with ever increas-
ing lattice constants, forming a sequence of successive sublattices.[27, 28] Analogously, the
di¤raction spectrum of the limit-quasiperiodic class representatives can be generated by a
superposition of spectra of an innite number of quasiperiodic patterns. In fact, geometri-
cally, a limit-quasiperiodic structure can be regarded as a section of a limit-periodic lattice
in a higher dimension space, just as quasiperiodic structures can be obtained as sections
of periodic lattices in high dimensions.[29] In the chart depicted in Fig. 1 bottom panel
we properly zoom out the left column of Fig. 1 top panel spectral chart to provide some
illustrative examples of several BACs exhibiting pure point spectra arranged according to
the above scheme. Their corresponding spectral classes are also indicated in the last column
of Table I.
To each substitution rule based on a binary alphabet we can associate a 22 substitution
matrix given by[30]
S =
0@ nA[g(A)] nA[g(B)]
nB[g(A)] nB[g(B)]
1A ; (1)
where ni[g(j)] indicates the number of times a given letter i appears in the substitution
rule g(j), irrespective of the order in which these letters occur. Accordingly, the substitu-
tion matrix does not give a complete description of a substitution rule, because di¤erent
substitution rules can have the same substitution matrix (e.g. Thue-Morse and binary pe-
riodic sequences, see Table I). Notwithstanding this, one can obtain relevant information
about the di¤raction properties of di¤erent BACs by considering two algebraic properties
of the corresponding substitution matrix, namely, their characteristic eigenvalues and their
determinant value, which will allow to properly distinguish among the di¤erent pure point
spectral classes.[3133] Thus, if the substitution matrix characteristic polynomial contains
a Pisot-Vijayaraghavan number,[34] and jdetSj = 1, then the lattice belongs to the quasi-
periodic class I. Alternatively, if the sequence satises the Pisot property but jdetSj 6= 1,
then the lattice belongs to the limit-quasiperiodic II class instead.[24, 25] Finally, if the
sequence does not satisfy the Pisot property (i.e., j j  1) the lattice belongs to the limit-
periodic III class. Accordingly, the Pisot property + > 1 and j j < 1 provides a rst
criterion which demarcates certain aperiodic crystals possessing Bragg peaks from the rest.
The unimodular condition jdetSj = 1 gives a second criterion to distinguish between QCs
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(I class) and limit-quasiperiodic structures (II class).[35]
In this work we perform an analytical study of the zeroth-order energy spectrum of gen-
eral BACs characterized by the presence of both atomic and chemical bonding aperiodic
distributions described by means of mixed-type Hamiltonians which include both diagonal
and o¤-diagonal terms aperiodically distributed. To this end, in Sec. II we will introduce
an algebraic approach which e¢ ciently exploits the hierarchical structure of BACs based on
substitution sequences in order to properly disclose their related self-similar structure. This
approach allows us to properly highlight chemical correlation e¤ects present in the under-
lying lattice of general BACs in terms of suitable blocking schemes including two elemental
block matrices for each considered BAC. In so doing, we obtain a renormalized sequence of
local transfer matrices describing an e¤ective binary alloy which preserves the original BAC
atomic order. In Sec. III we calculate the commutators related to these elemental block
matrices sets to derive the zeroth-order structure of the electronic energy spectra of several
representatives of the I, II, and III spectral classes, all of them exhibiting singular con-
tinuous energy spectra along with pure point di¤raction spectra. In this way, we realize that
all the considered commutators share a common mathematical structure consisting of an
energy dependent polynomial multiplying a null trace matrix. By inspecting the degree of
these polynomial factors we conrm that there exists a direct correlation between the poly-
nomial degree and the structural complexity of the considered BAC. We also disclose the
existence of a resonance energy which denes the basic anatomy of the zeroth-order energy
spectra structure for the standard Fibonacci, the precious means and the Fibonacci-class
QCs. This eigenstate can also be found in the energy spectra of BACs belonging to the
spectral classes II and III, although for specic particular choices of the corresponding
model parameters only. The nature of these resonant eigenstates and their role in the re-
sulting transport properties is studied in Sec.IV by deriving close analytical expressions for
their transmission coe¢ cients, which are directly related to the Landauer conductance of
the considered BACs connected to two metallic leads. Finally, the main results obtained in
this study and their physical implications are discussed in the concluding Sec.V.
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GENERAL BINARY APERIODIC CRYSTALS: A UNIFIED TREATMENT
In this work we will consider one-dimensional binary crystals where two kinds of atoms,
say A and B, are arranged aperiodically according to certain substitution sequences listed
in Table I. Within the electron independent approximation the electron dynamics through
these alloys can be described in terms of a tight-binding model given by the Schrödinger
equation (in ~ = 2m = 1 units)
(E   Vk) k   tk;k 1 k 1   tk;k+1 k+1 = 0; (2)
where E is the electron energy, the on-site energies Vk account for the atomic potentials
at the k-th lattice site, the transfer integrals tk;k1 measure the hopping amplitudes of the
electron between neighboring atoms, and  k stands for the amplitude of the wave function at
site k. Since the properties of a chemical bond linking two di¤erent atoms generally depend
on their chemical nature, we will explicitly consider that the aperiodic sequence of atoms
along the chain naturally induces an aperiodic sequence of bonds in the considered alloy.
Accordingly, general BACs are characterized by the presence of both atomic and chemical
bonding aperiodic distributions. This feature properly distinguishes the BACs studied in
this work from both the purely geometric on-site (i.e., tk;k1  1, 8k) and the chemically
unrealistic transfer (i.e., Vk  0, 8k) models, which have been widely considered in the
physical and mathematical literature during the last three decades.[4, 10, 3638]
After Eq.(2) the wave function amplitudes can be recursively obtained from the matrix
expression 0@  N+1
 N
1A = 1Y
k=N
Tk;k1
0@  1
 0
1A MN(E)
0@  1
 0
1A ; (3)
where
Tk;k1 =
0@ E Vktk;k+1   tk;k 1tk;k+1
1 0
1A ; (4)
is referred to as the local transfer matrix, andMN(E) is the so-called global transfer matrix.
Since the arrangement of transfer integrals tAA, tAB = tBA and tBB is synchronized with
the atomic on-site energies sequence fVkg, the underlying aperiodic order of the atoms and
bonds in general BACs is naturally expressed by: (1) the number of di¤erent kinds of local
transfer matrices which must be considered in theMN product, and (2) the specic order
of appearance of these local transfer matrices inMN(E).
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Local transfer matrices classication
According to Eq.(4) any given local transfer matrix is completely determined by a triplet
formed by three consecutive atoms along the lattice. The role played by each atom of the
triplet can be disclosed making use of the decomposition property,[39, 40]
Tk;k1 =
0@ t 1k;k+1 0
0 1
1A0@ k  1
1 0
1A0@ 1 0
0 tk;k 1
1A  GRAkGL; (5)
where k  E Vk, Ak describes the central atom energy contribution, and the matricesGR
(GL) describe its right (left) bond strength with the neighboring atoms, respectively. We
note that Ak belongs to the SL(2;R) group (i.e., detAk = 1), whereas the bond matrices
generally do not. By inspecting Eq.(5) we readily see that there exist eight possible local
transfer matrices in a general BAC. Four of them are related to triplets containing a central
A type atom, namely
TBAB =
0@ A  1
1 0
1A , TAAB =
0@ A  A
1 0
1A , TBAA =
0@ AA   1A
1 0
1A , TAAA =
0@ AA  1
1 0
1A ,
(6)
where we have adopted the energy scale tAB  1 and A  tAA without loss of generality.
Note that the local transfer matrices corresponding to both the AAA triplet and the isolated
A atom belong to the SL(2;R) group due to the mirror symmetry of the bonds with respect
to the center atom. The other four local transfer matrices are related to triplets containing
a central B type atom, and they can be straightforwardly obtained from the previous ones
by performing the conjugation operation A$ B to obtain
TABA =
0@ B  1
1 0
1A ; TBBA =
0@ B  B
1 0
1A ; TABB =
0@ BB   1B
1 0
1A ; TBBB =
0@ BB  1
1 0
1A ;
(7)
where B  tBB.
Within this framework, a measure of the structural complexity degree of a given BAC
can be estimated by counting the number of di¤erent kinds of local transfer matrices which
are necessary to fully describe its topological order. For the sake of illustration in Fig.
2 we pictorially classify several BACs attending to the number of di¤erent local transfer
matrices required to this end. Let us recall that the so-called complexity function P (k; w)
8
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FIG. 2: Classication of periodic (bottom right panel, where NU indicates the unit cell size) and
BACs according to the number (encircled) of di¤erent local matrices (shadowed boxes) required to
fully describe their topological order at the triplet scale. The key for the local transfer matrices
subscript labeling is given in the top panel.
measures the number of di¤erent words wi of length k that appear in an innite sequence
of letters.[6] The minimal complexity sequences have P (k; w) = k (periodic) and P (k; w) =
k + 1 (Sturmian). Random sequences are characterized by P (k; w) = 2k. Accordingly, the
possible number of di¤erent local transfer matrices (k = 3) is then bounded by the values 3
(periodic) and 8 (random). As we see, BACs based on the precious means and the Fibonacci-
class families (both including the standard Fibonacci sequence as a particular case) require
four di¤erent local transfer matrices. In this regard their local topological complexity is
comparable to that of periodic lattices with a relatively large unit cell (e. g., AAAB or
AABB, and their related cyclic permutations, see the bottom panel in Fig. 2). The BACs
based on the period doubling and the mixed means sequences with n  m, both requiring
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the knowledge of ve di¤erent local transfer matrices, are examples of the next level of local
complexity. The BACs based on the copper mean sequence (the rst representative of the
so-called metallic means family) and the mixed mean sequence with n < m, belong to the
next complexity level, which requires the knowledge of six di¤erent local transfer matrices.
Finally, BACs based on metallic mean substitution rules with m  3 need seven di¤erent
Tk;k1 matrices, thereby exhibiting a remarkable degree of topological complexity at the
triplet atomic scale. We note that none of the BACs based on the substitution rules listed
in Table I exhibit the maximum possible complexity degree.[41]
Self-similar blocking schemes
The next step towards a unied description of general BACs focuses on the particular
order of appearance of the di¤erent local transfer matrices along the chain, ultimately de-
termining the global transfer matrixMN(E), as prescribed by Eq.(3). Our strategy will be
to exploit the hierarchical structure of BACs based on substitution sequences in order to
properly disclose their related long-range correlations. To this end, we will zoom out the
considered spatial scale, going from the nearest-neighbors scale related to the triplet level
description all the way up to the entire lattice size scale. To achieve this goal, we will rewrite
the global transfer matrix MN(E) of any given BAC in terms of just two block matrices
R
(n;m)
A and R
(n;m)
B in the form,[10, 4244]
MN(E) =
1Y
k=N
Tk;k1  : : :R(n;m)B R(n;m)A R(n;m)A R(n;m)B R(n;m)A (8)
according to certain blocking schemes which are shown in Figs.3-5 for BACs based on di¤er-
ent substitution sequences. A close comparison of the lettering corresponding to the BACs
depicted in Figs. 3-5 with the information provided in Table II clearly indicates that the
topological order present in the original atomic lattice is preserved by the block matrices
sequence appearing in Eq.(8). Thus, albeit the number of Tk;k1 matrices we must consider
at the triplet scale level can vary from four to eight in general BACs, the recourse to appro-
priate block matrices sets allows one to express the globalMN(E) matrix in a considerably
simplied way, corresponding to an e¤ective binary alloy which preserves the original BAC
atomic order. In other words, the topological order of the sequence of atoms fVkg is nat-
urally translated to the block matrices sequence, which obeys the same substitution rule.
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FIG. 3: Elemental block matrices schemes for BACs based on substitution sequences belonging
to the quasiperiodic I class. From top to bottom we display the rst representatives of the
precious means and Fibonacci-class families, respectively. White (black) circles denote A (B) type
atoms and tAB, tAA, and tBB transfer integrals are represented by single bonds, double bonds and
jigjag bonds, respectively. In order to complete the blocking schemes the atoms at both ends are
connected to each other by adopting cyclic boundary conditions. The vertical dashed line indicates
the reading frame origin (from left to right). We note that the elemental block matrices appear in
reversed order in the global matrix given by Eq.(8).
This characteristic feature of the block matrices is shown in Table II for the BACs based on
the substitution sequences listed in Table I. Accordingly, the matrices R(n;m)A;B will be referred
to as elemental block matrices thereafter.
We note that the block matrices R(n;m)A and R
(n;m)
B present in Eq.(8) cannot be properly
regarded as local transfer matrices themselves, since they lack the required form prescribed
by Eq.(4). This is not surprising at all, since block matrices no longer relate the physical
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FIG. 4: Elemental block matrices schemes for BACs based on the period doubling sequence and the
two rst representatives of the metallic mean sequences, all of them belonging to the limit-periodic
III class. The adopted notation is the same as in Fig. 3.
properties of three consecutive atomic sites, but they describe the dynamics of electrons
extending over longer spatial scales, so that these matrices become specially well suited
to deal with transport features stemming from the long-range order in BACs. In fact, by
properly scaling the original chain in terms of successively longer block matrices, one is able
to fully exploit the ination/deation symmetry characteristic of any BAC generated from
a substitution rule in order to describe the electronic state at sites more and more farther
apart.
The total number of local transfer matrices in MN(E) is naturally reduced due to the
blocking process. In fact, by inspecting Figs.3-5 we see that the number of block matrices
decreases by two generation orders as compared to the number of atoms present in the
original lattice. For instance, if N = Fj is the number of atomic lattice sites in the standard
12
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representatives, belonging to either the limit-quasiperiodic II (n  m) or the limit-periodic III
(n < m) classes, respectively. The adopted notation is the same as in Fig. 3.
Fibonacci chain, one can show by induction that the block matrices sequence contains nA =
Fj 3 matrices R
(1)
A and nB = Fj 4 matrices R
(1)
B , where Fj = Fj 1+Fj 2, with F0 = F1 = 1,
are the so-called Fibonacci numbers. Similar results can be readily obtained for the other
considered BACs. Accordingly, the choice of appropriate elemental block matrices obeying
certain self-similar schemes can be regarded as an e¤ective renormalization of the original
local transfer matrices sequence.[10, 42]
In fact, from a physical point of view these matrices respectively describe the electron
dynamics through the minimal atomic clusters in terms of which the entire BAC can be
decomposed via an exact deation process. For instance, in the case of a Fibonacci QC
these atomic clusters are BA and BAA. In this regard, it is worth noticing that a decompo-
sition scheme based on the mirror reversed AB and AAB atomic clusters has been recently
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considered, in order to study the dynamics of classical particles in a time-driven Fibonacci
lattice.[45] Alternatively, one may consider non-minimal blocking schemes allowing for an
exact decomposition of the MN matrix string in terms of longer atomic clusters, in such a
way that the resuting bloking schemes also preserve the characteristic aperiodic order of the
structure. For instance, by introducing the block matrices ~R(1)A  R(1)B R(1)A R(1)A and ~R(1)B 
R
(1)
B R
(1)
A , one can readily check that any n stage MN matrix, renormalized in terms of R
(1)
A
and R(1)B elemental blocks, is mapped into a n  2 stage one in terms of ~R(1)A and ~R(1)B blocks
in a Fibonacci QC.
By inspecting Table II several conclusions can be drawn: (1) the Fibonacci lattice elemen-
tal block matrices R(1)A and R
(1)
B are related to those corresponding to the Fibonacci-class
(n = 2) ones, R(2)A and R
(2)
B , by the conjugation operation A $ B, (2) all of the BACs
belonging to the precious mean family with n > 1 share the same type of R(n)B elemental
block matrix (describing AAA triplets) whereas theR(n)A block matrices are related to atomic
strings of the form An 1BA (see Fig.3), (3) the elemental block matrices for Fibonacci-class
based QCs corresponding to consecutive generator sequence numbers, n   1 and n, are re-
lated through the relationship R(n)B = R
(n 1)
A . For a given n value the R
(n)
A block matrices
are systematically related to atomic strings of the form ABn along the chain (see Fig.3),
(4) in a similar way, the block matrices for BACs based on the metallic means substitution
sequence are systematically related to atomic strings of the form BmAm+1 for R(m)A matrices
and BmA for R(m)B matrices (see Fig.4), and (5) all of the BACs based on mixed means
substitution sequences have the same type of R(n;m)B block matrix (describing AAA triplets
as in the case of precious means based BACs), whereas the form of the R(n;m)A block matrix
depends on the n and m values: it is completely analogous to that corresponding to precious
mean based BACs (i.e., R(n;m)A = R
(n 1;m)
A TAAA) when n  m, while a TBBB local transfer
matrix is inserted in the middle of the R(n 1;m)A matrix in the case n < m.
ZEROTH-ORDER ENERGY SPECTRA
Fibonacci quasicrystals
For the sake of illustration, let us rst consider the electronic structure of QCs based on
the standard Fibonacci substitution rule g(A) = AB and g(B) = A. Making use of Eqs.(6)
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and (7), and according to Table II, the corresponding elemental block matrices are given by
R
(1)
A = 
 1
A
0@ R11(E) 2A   (E   )2
E2   2   1   E
1A , R(1)B =
0@ E2   2   1   E
+ E  1
1A , (9)
with R11(E) = (E + )[(E   )2  2A] +  E, where without loss of generality the origin of
energies is dened in such a way that VA =  =  VB, so that A = E   , and B = E + ,
henceforth. As we see, the matrix elements of both elemental block matrices are polynomials
of the electron energy, so that one may look for the possible existence of resonance energies
satisfying the condition
h
R
(1)
A ;R
(1)
B
i
= 0. By explicitly evaluating the commutator we get
h
R
(1)
A ;R
(1)
B
i
=  1A A(E; ; A)
0@ 1 0
E +   1
1A   1A AF1; (10)
where we have introduced the polynomial A(E; ; A)  (1 + 2A) E(1  2A). Therefore,
for any realization of the general binary Fibonacci alloy (i. e. for any combination of  and
A 6= 1 values) there always exists one energy satisfying the relation A(E; ; A) = 0,
namely,[42, 47]
E = 
1 + 2A
1  2A
; (11)
which denes the zeroth-order energy spectrum structure. For this energy value the global
transfer matrix of the system can be explicitly evaluated in the closed form[42]
M(1)N (E) 
h
R
(1)
A
inA h
R
(1)
B
inB
=
0@ UN  AUN 1
 1A UN 1  UN 2
1A ; (12)
where Uk(x), with x 
p
E2   2=2  cos, are Chebyshev polynomials of the second kind.
Taking into account the relationship Uk Uk 2 = 2Tk between Chebyshev polynomials of the
rst and second kinds, from Eq.(12) we get tr[M(1)N (E)] = 2 cos (N)  2. Consequently,
we can ensure that the bi-parametric set of energies E(; A) belongs to the spectrum in
the quasiperiodic limit N ! 1. An illustrative example of the energy spectra of general
Fibonacci QCs for di¤erent values of the model parameter A is shown in Fig.6. One can
appreciate that the resonant states given by Eq.(11) are located across the densest region of
the phase diagram.
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FIG. 6: Numerically obtained phase diagram for a binary Fibonacci QC with N = 34 atoms and on-
site energy  = 1=2, over the range 0  A  2. The zeroth-order energy spectrum given by Eq.(11)
is highlighted with a thin white line. The regions closer to this line are densely populated as a
consequence of the high degeneration of the resonance energy E. We note that E( 1) =  E().
Precious means quasicrystals
The so-called precious means based QCs are obtained from the substitution rule g(A) =
AnB, g(B) = A with n  2 (see Table I). Among the rst members of this family we nd
the silver mean (n = 2) and the bronze mean (n = 3). In these sequences B atoms always
appear isolated, while A atoms form clusters including n or n + 1 atoms each (see Fig.3).
Their substitution matrix eigenvalues read  = (n 
p
n2 + 4)=2. Since
p
n2 + 4 > n we
conclude that all the representatives of this family satisfy the Pisot property. In addition,
we have jdetSj = 1 8n, so that the corresponding BACs belong to the I quasiperiodic class.
Making use of the elemental block matrices denitions listed in Table II for the silver
16
mean based QC we obtain
h
R
(2)
A ;R
(2)
B
i
=   1A AF2, where F2 = x is a Pauli matrix.
Similarly, making use of the elemental block matrices denitions listed in Table II for the
bronze mean based QC we obtain
h
R
(3)
A ;R
(3)
B
i
=   1A AF3;where F3  xTAAA. As
we see, both commutators have the same algebraic structure as that corresponding to the
standard Fibonacci QC, namely, the energy dependent polynomial factor A multiplying
a null trace matrix. In fact, this is a common feature shared by all of the commutators
related to the precious mean based QCs. To show this we will exploit the relationships
R
(n)
A = R
(n 1)
A TAAA and R
(n)
B = TAAA 8n > 2, listed in Table II, in order to express the
commutator corresponding to the general case in the formh
R
(n)
A ;R
(n)
B
i
=
h
R
(n 1)
A TAAA;TAAA
i
 R(n 1)A TAAATAAA  TAAAR(n 1)A TAAA
= R
(n 1)
A R
(n 1)
B TAAA  R(n 1)B R(n 1)A TAAA =
h
R
(n 1)
A ;R
(n 1)
B
i
TAAA: (13)
Then, iterating Eq.(13) backwards we obtainh
R
(n)
A ;R
(n)
B
i
=
h
R
(2)
A ;R
(2)
B
i
Tn 2AAA =   1A AxTn 2AAA, n  2: (14)
Accordingly, the fundamental structure of commutators corresponding to QCs based on
the precious means sequences can be expressed as a product involving the polynomial factor
A, the Pauli matrix x, and a power of the local transfer matrix TAAA, which is naturally
related to the existence of longer and longer strings of A type atoms in the corresponding
QCs when n is progressively increased (see Fig. 3). Thus, the energy dependent polyno-
mial A(E; ; ), originally appearing in the commutator of the standard Fibonacci QC, is
inherited by all the precious mean QCs commutators in a natural way.
In order to analyze the solutions to the general resonance condition
h
R
(n)
A ;R
(n)
B
i
= 0, it
is convenient to recall that the necessary condition for the equation AB = 0 to be satised
by two arbitrary square matrices (A 6= 0 and B 6= 0) is that one of the matrices appearing
in the product has zero determinant. Then, since detx =  1 and det(Tn 2AAA) = 1 8n
(TAAA 2 SL(2;R)), we conclude that xTn 2AAA 6= 0 8n  2. Consequently, the commutation
condition
h
R
(n)
A ;R
(n)
B
i
= 0, reduces to the algebraic equation A(E) = 0 8n, leading to
the same resonance energy E that was obtained in the study of the Fibonacci QC. This
is a very remarkable result, for it indicates that the zeroth-order structure of the electronic
energy spectra of all precious means based QCs relies on a common resonance energy state
at their very fundamental level. Therefore, the set of states highlighted by the thin white
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FIG. 7: Phase diagrams showing the analytical zeroth-order spectra of (a) general precious mean
(solid line) and Fibonacci-class FC(n) (dashed line) I class QCs, and the III class, (b) general
period doubling (E0 = 1=2, E = 3=2), (c) copper mean (E0 = 1=2) and (d) nickel mean
limit-periodic crystals for the particular case B = 
 1
A (more details in the text).
lines in the standard Fibonacci phase diagram shown in Fig. 6, will also be present in every
energy spectrum of any QC based on a precious mean sequence, as is illustrated in Fig.7(a).
Fibonacci-class quasicrystals
It is natural to wonder as to whether the results obtained in the preceeding section also
hold for the so-called Fibonacci-class lattices FC(n), obtained from the application of the
substitution rule g(A) = Bn 1AB, g(B) = Bn 1A (see Table I), which trivially reduces to
the standard Fibonacci QC in the case n = 1. Indeed, this substitution sequence was origi-
nally introduced in order to generalize the standard Fibonacci lattices,[48] and we note that
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by dening A0  Bn 1A the proposed substitution rule reduces to the standard Fibonacci
one for n 6= 1 as well. By inspecting Table I one realizes that the FC(n) related substitu-
tion matrices share the same characteristic polynomial as the precious means related ones,
and can thus be considered as formally equivalent as regarding the Pisot and unimodularity
properties. Thus, the FC(n) based QCs also belong to the quasiperiodic I class.
Making use of the elemental block matrices denitions listed in Table II for the rst
representative, FC(2), we obtain
h
R
(2)
A ;R
(2)
B
iFC
=  1B B(E; ; B)
0@ 1 0
E     1
1A   1B B(E; ; B)~F1; (15)
where B(E; ; B)   (1 + 2B)   E(1   2B), and the superscript FC is introduced to
distinguish this commutator from that corresponding to the silver mean lattice. By compar-
ing with Eq.(10) we realize that the FC(2) commutator can be obtained from the standard
Fibonacci one upon the conjugation operation  !   and A ! B, so that we have the
formal relationshiph
R
(2)
A ;R
(2)
B
iFC
= C
h
R
(1)
A ;R
(1)
B
i
  1B B(E; ; B) CF1; (16)
with B(E; ; B) = CA(E; ; A), where C denotes the conjugation operation. Thus, the
resonance condition for any FC(n) QC realization (i. e., for any combination of  and B 6= 1
values) is given by the energy values satisfying the relation B(E; ; B) = 0, namely,
EFC =  
1 + 2B
1  2B
= CE; (17)
where E is the standard Fibonacci resonance energy given by Eq.(11).
Quite interestingly, the general relation
h
R
(n)
A ;R
(n)
B
iFC
=  1B B(E; ; B)~F1, 8n  2,
can be proved as follows. According to the relationship R(n)B = R
(n 1)
A (see Table II) we
can express
h
R
(n)
A ;R
(n)
B
iFC
=
h
R
(n)
A ;R
(n 1)
A
iFC
=
h
R
(3)
A ;R
(2)
A
iFC
, where we have iterated
backwards. By properly inserting the identity matrix T 1BBATBBA on the right of the TBBB
matrix appearing in R(3)A (see Table II) we get R
(3)
A = QR
(2)
A , where
Q  TBBATBBBT 1BBA =  1B
0@ E +   2B
1 0
1A : (18)
Therefore, we can write
h
R
(n)
A ;R
(n)
B
iFC
=
h
QR
(2)
A ;R
(2)
A
iFC
=
h
Q;R
(2)
A
iFC
R
(2)
A =
 1B B(E; ; B)~F1. Thus, one can establish a one-to-one correspondence between FC(n) and
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precious mean based QCs of order n  2, so that the zeroth-order structure of the energy
spectrum of any FC(n) lattice essentially coincides with that corresponding to the n-label re-
lated precious mean family upon proper conjugation symmetry, as it is illustrated in Fig.7(a).
Accordingly, the roots of the polynomial A(E; ; A) and its conjugate B(E; ; B) play a
very fundamental role in the energy spectrum structure of this broad family of QCs.
Period doubling limit-periodic crystal
The introduction of the so-called period doubling sequence originated in the theory of
dynamical systems. It describes the behavior of any system at the accumulation point of
a period doubling cascade.[49] This sequence provides an example of substitution rule with
an integer ination multiplier (+ = 2) which has an underlying limit-periodic structure
instead of a quasiperiodic one. Indeed, this sequence is non-Pisot and jdetSj 6= 1, hence it
belongs to the III class (see Table I).
Making use of the elemental block matrices listed in Table II for the period doubling
based BAC, we obtain
[RA;RB] = 
 2
A A(E; ; A)P3(E; ; A)
0@  1 E + 
0 1
1A ; (19)
where P3(E; ; A)  (E   ) (E2   2   2). As we see, the commutator exhibits the charac-
teristic algebraic structure consisting of an energy dependent polynomial factor multiplying
a null trace matrix but, in this case, the degree of the polynomial is four, instead of the rst
degree polynomials we obtained in the study of both precious means and Fibonacci-class
based QCs. In addition, we realize that this fourth degree polynomial can be decomposed
in three contributing factors, one of them given by A(E; ; A). Accordingly, the zeroth-
order energy spectrum of the period doubling BAC can be regarded as a superposition of the
spectrum corresponding to the standard Fibonacci QC, given by the A(E; ; A) polynomial
root, plus the additional resonance energies E0 =  and E = 
p
2 + 2, as it is shown in
Fig.7(b). The energies E0 and E are given by molecular levels of the ABA clusters present
in the chain, and they do not depend on the bond strength A. Thus, the higher order of
the polynomial factor appearing in the period doubling based BAC commutator, naturally
leads to an energy spectrum exhibiting a richer zeroth-order structure than that previously
obtained for representatives of the I spectral class.
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FIG. 8: Comparison between the mumerically obtained phase diagrams of (a) a standard Fibonacci
QC with N = 34, tAB = 1, and  = 0:5 over the bond strength range 0  A  2, and (b) a period
doubling BAC with N = 256, tAB = 0:6 and  = 0:5 over the same bond strength range (adapted
from Ref.[50]). The vertical arrows in the period doubling diagram indicate the positions of the
resonance energy curve E(; A) ends given by the A = 0 condition, which are highlighted with
a thin white line in the Fibonacci phase diagram. Note that the energy units in (b) must be scaled
up by a 5=3 factor in order to compare with the spectral features shown in (a).
This feature is further illustrated in Fig.8, where we see that Fibonacci QC and period
doubling limit-periodic crystal phase diagrams exhibit a close resemblance over the broad
energy window below about E '  0:5 (boxed frame in Fig.8(b)), but when we consider
higher energies, approaching the resonance energy E0 =  = 0:5, both spectra signicantly
di¤er. In particular, one can readily appreciate a relatively broad, nearly straight horizontal
band related to this resonance energy in the period doubling spectrum, which is completely
absent in the Fibonacci one. Signicant di¤erences between both spectra can also be appre-
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ciated close to the ABA cluster resonance energy value E+ = 0:9, where one can observe
the presence of a similar straight band in the period doubling spectrum.
Copper and Nickel means based aperiodic crystals
Let us now consider the family of BACs based on metallic means sequences, which are
obtained by the application of the substitution rule g(A) = ABm, g(B) = A (see Table I). In
these sequences there are no B isolated atoms, but they always appear in clusters composed
of m atoms, while A atoms can appear either isolated or forming clusters containing m+ 1
atoms each (see Fig.4). Their substitution matrices eigenvalues read  = (1
p
1 + 4m)=2
and jdetSj = m (see Table I), so that the representatives of this family satises neither the
Pisot property nor the unimodularity condition. In addition it has been recently pointed out
that metallic mean sequences must be properly divided into two separate classes depending
on whether the above eigenvalues take on integer values (or not), which precisely happens for
m = `(`+1) with ` 2 N, giving + = `+1 > 1 and   =  `, so that j j  1. In this case,
it has been rigorously proven that their Fourier measure is pure point. For all remaining
cases the pure point part of the di¤raction spectrum consists of the trivial Bragg peak at
zero frequency, while the remainder of the spectrum is singular continuous.[51] Accordingly,
the rst member of the metallic means family, the so-called copper mean (with m = 2 and
` = 1), belongs to the limit-periodic III class, whereas the next member, generally referred
to as the nickel mean (m = 3), belongs to the   class (see Fig.1 top panel).
Making use of the elemental block matrix denitions listed in Table II for the copper
mean we obtain
h
R
(2)
A ;R
(2)
B
iC
= (AB)
 2CAB(E)(E   )
0@  B 1
2B   2B B
1A ; (20)
where
CAB(E; ; A; B) 
 
1  2A

E2   22AE   (1 + 2A)2 + 2A2B   1; (21)
is a second degree polynomial in energy. As we see, the resulting degree of the commutator
polynomial factor for the copper mean BAC is three, one order lower than that obtained for
the period doubling BAC polynomial factor, but two orders higher than those corresponding
to both precious means and Fibonacci-class QCs related commutators. From Eq.(20) we also
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see that the resonance energy E0 = , which we previously found in the period doubling BAC
energy spectrum, is also present in the copper mean one. By inspecting Eq.(21) we note
that it depends on both A  A and B   B bond strength parameters, at variance with the
previously considered BACs, although B only appears in the independent term of Eq.(21),
whereas A appears in all of the polynomial coe¢ cients instead. The CAB polynomial roots
read
EC =
2A
p
2 + (1  2A) (1  2A2B)
1  2A
; (22)
so that, by equating Eqs.(11) and (22), we readily check that the resonance energy E
only belongs to the zeroth-order energy spectrum of the copper BAC in the particular
case B =  1A . In this case, the polynomial 
C
AB can be factorized in the form 
C
AB =
(1  2A) (E + ) (E E). Therefore, the resonance energy E present in the energy spectra
of both the precious means and Fibonacci-class QCs, is also present in the copper mean limit-
periodic crystal spectrum when the bonds strengths satisfy the relationship tAAtBB = 1. The
zeroth-order energy spectrum corresponding to this particular case is shown in Fig.7(c). For
other choices of the B   B bond strength value we obtain more featured phase diagrams,
such as those shown in Fig.9(a)-(b) for the sake of illustration. We note the presence of two
curves which are located close to those corresponding to the E resonance energy, exhibiting
a similar qualitative behavior.
Let us now consider the nickel mean based BAC. Making use of the corresponding ele-
mental block matrix denitions listed in Table II we obtain
h
R
(3)
A ;R
(3)
B
iN
=  3A 
 4
B 
N
AB(E)
h 
2A   (E   
2i0@ 2B   2B  B
B (
2
B   22B) 2B   2B
1A ; (23)
where
NAB(E; ; A; B) 
 
1  2A

E3 +
 
1  32A

"E2   rE   "q; (24)
with r  2 (1 + 32A) + 2B (1  22A) + 1, and q  2 (1 + 2A)  2B (1 + 22A) + 1, is a third
degree polynomial in energy. As we see, the degree of the commutator polynomial factor is
one order higher than that obtained for the period doubling BAC, two orders higher than
that obtained for the copper mean BAC, and four orders higher than those corresponding to
both precious means and Fibonacci-class QCs commutator polynomial factors, respectively.
The polynomial NAB can also be factorized in the particular case B = 
 1
A to adopt the
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simpler form NAB = (1  2A) (E   E)
 
2B    2A

. Accordingly, the resonance energy E
also belongs to the nickel mean limit-periodic crystal zeroth-order energy spectrum in this
case. In fact, by imposing the condition NAB(E)  0, it can be shown that E belongs to
the spectrum of the nickel mean based BAC i¤ A =  1B . In Fig.7(d) we show the phase
diagram for the case B =  1A , which is caracterized by the presence of six main spectral
features related to the resonance energies E = E (in black), E =     1A (in green),
and E =  A (in purple). We see that three of these curves intersect each other at two
points whose coordinates read (1;(   1
2
)), where  is the golden mean.
Mixed mean limit-quasiperiodic crystal
As a nal example let us now consider the simplest representative of the II spectral class,
which belongs to the mixed mean based BACs family, and is obtained from the application of
the substitution rule g(A) = AnBm, g(B) = A with n = m = 2 (see Table I). In this sequence
there are not isolated atoms at all: the A atoms appear grouped in dimers or tetramers,
whereas the B atoms always form dimers (see Fig.5(a)). Making use of the elemental block
matrix denitions listed in Table II we obtain
h
R
(2;2)
A ;R
(2;2)
B
i
= (AB)
 1XAB(E; ; A; B)x,
where
XAB  2A(2B   1)( 1A   1)  2B + ABAB(2   1A )  2A2B + 1; (25)
is a fourth degree polynomial in energy; the same degree we obtained for the period doubling
BAC commutator.
We note that Eq.(25) is invariant upon the simultaneous transformation A !  A and
B !  B, related to the energy sign change E !  E and  !  . Consequently, the
considered mixed mean energy spectrum will exhibit reection symmetry with respect to the
abscissas axis. By imposing the condition XAB(E)  0, it can be shown that E belongs to
the spectrum if B =  1A and  = 1 
2
A
2A
q
2 + 2A + 
 1
A only. For the sake of illustration,
in Fig.9(c) we plot the phase diagram for this limit-quasiperiodic crystal for the particular
case A =  = 1=2.
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FIG. 9: Phase diagrams showing the analytical zeroth-order spectra of the copper mean limit
periodic crystals for (a) B = 1 , and (b) B = A. For the sake of comparison the curves for the
resonance energy E (which does not belong to the spectrum) are also plotted (dashed lines). In
(c) we plot the analytical phase diagram for the mixed mean n = m = 2 based limit-quasiperiodic
crystal with A =  = 1=2.
TRANSPORT PROPERTIES OF RESONANT STATES
The transport properties of the resonant electronic states given by Eq.(11) in a given BAC
can be studied by means of the Landauer conductance, given by the expression gN(E) =
g0TN(E), where g0 = 2e2=h is the quantum of conductance, and
TN(E) =
4(detMN)2 sin2 
[M12  M21 + (M11  M22) cos]2 + (M11 +M22)2 sin2 
; (26)
is the transmission coe¢ cient for a chain containing N atoms, where Mij are the global
transfer matrix elements.[52] In obtaining Eq.(26) one assumes the BAC is sandwiched
between two periodic chains (playing the role of contacts), each one with on-site energy "0
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and transfer integral t0, so that their dispersion relation is given by E = "0 + 2t0 cos.
In the case of a Fibonacci QC, by plugging the Mij elements given by Eq.(12), into
Eq.(26) we obtain
T
(1)
N1
(E) =

1 +
(1  2A)2
(4  E2)2A
sin2 (N1)
 1
; (27)
where  = cos 1(q=2), N1 is a Fibonacci number, and we have assumed 0 = 0 and t0 = 1
for the sake of simplicity. Two important conclusions can be drawn from this expression.
In the rst place, the transmission coe¢ cient is always bounded below (i.e., T (1)N1 (E) 6= 0)
for any lattice length, which proves the physically extended character of E states. In the
second place, since A 6= 1 by denition, these resonant states will verify the transparency
(full transmission) condition T (1)N1 (E) = 1 only for those model parameters choices satisfying
the relationship
 = 1  
2
A
A
cos

`
N1

; (28)
where ` is an integer. Accordingly, most E resonant states in the energy spectrum show
a great diversity of possible Landauer conductance values, which can take on either low or
high values depending on the adopted model parameters, at variance with the highly con-
ductive Bloch states found in periodic systems. In particular, the variation of the Landauer
conductance as a function of the chemical bonding strength parameter A agrees with the
reported sensitivity of the electrical transport properties of most icosahedral quasicrystalline
alloys to di¤erent stoichiometric compositions.[53]
The above well-known results concerning E resonant states belonging to the Fibonacci
QC spectrum,[10, 42] can be properly extended to all members of the precious means based
BACs family. As a suitable example, let us start with the silver mean based QC. In this
case, the global transfer matrix, evaluated at the resonance energy E, can be expressed
as M(2)N2(E) 
h
R
(2)
A (E)
il h
R
(2)
B (E)
ik
, where l and k are the numbers of R(2)A and R
(2)
B
blocks, respectively. In order to explicitly calculate these power matrices we will rewrite
R
(2)
A in the general form R
(2)
A = T
 1
AABR
(1)
A TAAB, relating the corresponding elemental block
matrices in the silver mean and Fibonacci QCs (compare the rst two rows in Table II). On
the other hand, we can express,[54]
R
(1)
A (E) =
0@ q  A
 1A 0
1A3 =
0@ U3(x)  AU2(x)
 1A U2(x)  U1(x)
1A , (29)
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where x  q=2 = A(1   2A) 1, and we have used the Cayley-Hamilton theorem. Now,
we can use Eq.(6) in R(2)A = T
 1
AABR
(1)
A TAAB, along with the Cayley-Hamilton theorem, to
obtain
h
R
(2)
A (E)
il
=
0@ Ul(y) + U1(x)Ul 1(y)  U2(x)Ul 1(y)
U2(x)Ul 1(y)  U1(x)Ul 1(y)  Ul 2(y)
1A =
0@ U3l(x)  U3l 1(x)
U3l 1(x)  U3l 2(x)
1A ;
(30)
where y  1
2
tr(R(2)A (E)) = (U3(x)   U1(x))=2 = T3(x), and we have used the functional
relations Un 1 [Tm(x)]Um 1(x) = Umn 1(x) and Tm [Tn(x)] = Tmn(x), along with the rela-
tionship Tn = xUn   Un 2 = Un   xUn 1. In addition, we have
h
R
(2)
B (E)
ik
= [TAAA(E)]
k =
0@ Uk(x)  Uk 1(x)
Uk 1(x)  Uk 2(x)
1A : (31)
Thus, multiplying Eqs.(30) and (31), and then plugging the resulting M(2)N (E) matrix
elements into Eq.(26), using the multiplication formula Um 1Un 1 = (1   x2) 1(Tm n  
Tm+n)=2, we nally obtain the closed expression
T
(2)
N2
(E) =

1 +
(A   1)4E2
(4  E2) [(1 + 2A)2   2AE2 ]
sin2 (N2)
 1
; (32)
where N2 is the number of atoms in the silver mean QC.
By following an analogous procedure we can obtain the resonance energy transmission
coe¢ cient for any precious mean based BAC with n > 2 in the corresponding substitution
rule (see Table II), and the obtained expressions exactly coincide with that given by Eq.(32)
by just replacing N2 by the corresponding number of atoms in the considered BAC lattice.
Proceeding in a similar way, we have also obtained the resonance energy transmission co-
e¢ cient for the period doubling based BAC, which has the same functional form as that
given by Eq.(27) for the Fibonacci QC, this time replacing the Fibonacci number N1 by the
corresponding number of atoms in the considered period doubling lattice.
Accordingly, we conclude that the transmission coe¢ cient is always bounded below (i.e.,
TN(E) 6= 0) for any lattice length for the resonant state E shared by all these BACs
representatives, thereby analytically conrming the physically extended character of this
resonance state in a broad class of aperiodic systems. At this point, we must highlight that
by extended we mean non-localized, and we do not necessarily have in mind a transpar-
ent, highly conductive state, as it occurs for Bloch states in periodic lattices. In fact, by
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FIG. 10: Transmission coe¢ cient for the resonance energy E as a function of the bond strength
parameter A for (a) Fibonacci (dashed), silver mean (blue), and period doubling (purple) based
BACs with N = 34, N = 41, and N = 32 atoms, respectively; (b) silver (blue) and bronze
(red) means based BACs with N = 41 and N = 43 atoms, respectively. We have adopted the
value  = 1=2 for the on-site energies in all the considered systems. The contacts tight-binding
parameters are 0 = 0 and t0 = 1.
systematically varying the adopted bond strength value along the path given by the curves
E(; A) in the phase diagram, the resulting transmission coe¢ cients exhibit a series of
alternating maxima (describing full transmission states with TN(E) = 1) and minima (tak-
ing on values within the range 0 < TminN < 1), which correspond to those model parameters
satisfying the conditions sin (N) = 0 and sin (N) = 1, respectively. For any other choice
of the model parameters, the transmission coe¢ cient will adopt a value comprised within
the interval TminN  T  1. Thus, the nature of the extended states related to the resonant
energy E in the considered BACs does not only include transparent states, typical of pe-
riodic systems, but also embraces a big set of states exhibiting a broad palette of possible
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Landauer conductance values, ranging from highly conductive to highly resistive ones.
For the sake of illustration in Fig.10 we plot the resonance energy transmission coe¢ cients
corresponding to four representative BACs as a function of the A value for  = 1=2. In
the rst place, we note the presence of two separate regions, arising from the condition
jEj  2, and corresponding to the intervals 0  A 
p
3=5 and A 
p
5=3, which are
respectively related to the E > 0 and E < 0 values in the zeroth-order energy spectrum
(see Figs.6-8). Within each allowed interval TN(E) displays a characteristic succession of
maxima and minima, as prescribed by Eqs.(27) and (32). Attending to the values attained
by the transmission coe¢ cient minima we can distinguish two main classes of BACs. Thus,
resonant states corresponding to Fibonacci and period doubling BACs exhibit very similar
trends, characterized by the presence of certain A values supporting full transparent states,
alternating with A values where the transmission coe¢ cients take on signicantly small
values (see Fig.10(a)). In addition, the transmission coe¢ cient minima exhibit progressively
decreasing values as we approach the limits A ! 0 and A ! 1, which tend to either
TminN =
4 2
4+2(N2 1) or T
min
N = 0, depending on whether the number of atoms in the chain is
even or odd, respectively. These two limits respectively describe the physical situation when
one of the two types of chemical bonds, i.e., A A or A B, has a bonding strength which is
negligible with respect to the other, so that the original lattice can be regarded as e¤ectively
decoupled in terms of a series of atomic clusters. This physical conguration naturally leads
to the presence of a number of resonant states, directly related to the corresponding clusters,
namely, ABA (with molecular energy levels E0 = , E = 
p
2 + 2) and ABABA (with
molecular energy levels E0 = , E = 
p
2 + 3, E = p2 + 1) in Fibonacci QCs (see
Fig.3) or ABA and ABABABA (with molecular energy levels E0 = , E = 
p
2 + 2,
E = 
p
2 p2 + 2 ) in period doubling BACs (see Fig.4). We note that the presence of
the common molecular energy level E0 =  in all the resulting atomic clusters guarantees
the existence of a marginally conductive state in the  ! 0 limit for all these BACs with an
even number of constituent atoms.
A similar alternating behavior can be also appreciated in the transmission coe¢ cient
corresponding to precious means based BACs, such as the silver and bronze means shown
in Fig.10(b), but in these systems the minima take on signicantly higher values. In fact,
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after Eq.(32) we get the limits
lim
!0
TminN (; ) = lim
!1
TminN (; ) = 1 
 
2
2
;
which are independent of the chain length and, at variance with the limits previously ob-
tained for the Fibonacci and period doubling BACs, can take on values signicantly close
to the unity, hence indicating a much more conductive nature for the resonant state E in
this case. This physical property can be traced back to the di¤erent atomic cluster struc-
ture underlying both kinds of BACs. In fact, whereas precious mean based BACs display
progressively longer An clusters as we increase the substitution sequence generation index n
(see Fig.3 and Table III), the Fibonacci and period doubling BACs only have AA dimers and
AAA trimers, respectively (see Figs.3-4 and Table III). Accordingly, the resonance e¤ects
stemming from the presence of TAAA local transfer matrices in the silver and bronze BACs
accounts for their signicantly improved transport properties.
CONCLUSIONS
Broadly speaking, symmetries present in ordered matter structures can be considered at
two di¤erent spatial scales, namely, local scale symmetries describing short-range order re-
lated properties and global scale symmetries describing long-range order related properties.
In the case of periodic lattices the transition from local scale to global scale features is pro-
vided by the unit cell structure. In the case of aperiodic lattices, however, the very notion
of unit cell is ill-dened, so that a clear distinction between local and global scale related
symmetries cannot be given in an analogous way. This shortcoming has spurred the inter-
est in addressing some fundamental aspects regarding the relationship between global and
local symmetries in both periodic and aperiodic one-dimensional systems.[55] These studies
have properly highlighted the importance of considering local structure features progres-
sively extending on successive spatial scales in order to properly describe electronic, optical,
or acoustic transport properties in aperiodic systems.[56] In the present work we further
elaborate along this line of thought by focusing on two characteristic symmetries shared by
all aperiodic lattices based on primitive substitution rules, namely, the ination/deation
operation describing their global scale-invariance symmetry and the repetitiveness property
stemming from their local isomorphism symmetry. To properly capture bonding e¤ects it is
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necessary to consider general Hamiltonians including both diagonal and o¤-diagonal terms
aperiodically distributed. In this way, the resulting energy spectrum structure will properly
display the chemical correlation e¤ects stemming from the long-range order present in the
underlying lattice of general BACs. To this end, we have exploited an algebraic approach
based on the systematic use of commutators involving block matrices related to certain
atomic clusters in order to disclose a number of resonant energies stemming from locally
symmetric arrangements of atoms.
In fact, by inspecting Figs.7 and 9 we realize that the resonant energy E, given by
Eq.(11), is common to the spectrum of di¤erent BACs, namely, all the precious means QCs
(including the Fibonacci QC), the period doubling limit-periodic crystal, and the Fibonacci-
class QCs representatives (whose resonant energy is the conjugate of E). On the contrary,
this resonant energy is lacking in the energy spectrum of the considered mixed mean limit-
quasiperiodic crystal representative as well as in the spectra of both copper and nickel BACs
in the general case, and it only appears in the former when the bonds between A   A and
B   B atoms obey the reciprocal symmetry relationship B =  1A . This result provides an
illustrative instance of a topological invariance which is shared by all of the BACs belonging
to the rst group, that is, B atoms always appear isolated in both precious means and period
doubling based BACs (alternatively, A atoms always appear isolated in Fibonacci-class QCs),
as it is indicated in the last column of Table III, and can be readily seen in Figs.3-5. This
topological constraint naturally leads to the emergence of a series of relatively small atomic
clusters such as ABA, BAB, BAAB, or BAAAB, all of them exhibiting mirror symmetry
with respect to the central atom. This symmetry is translated to the related local transfer
matrices TABA, TBAB, TAABTBAA, or TAABTAAATBAA composing the fundamental blocks
listed in the second column of Table II for the afore mentioned BACs representatives. In
this way, the vanishing commutator condition satised by the renormalized blocks is directly
connected to the local mirror symmetry of the underlying atomic clusters, in agreement with
the presence of a number of perfect transmission resonant states in general aperiodic systems
exhibiting translation or inversion local symmetries.[5759]
Furthermore, from the graphical summary displayed in Fig.11 we realize that those BACs
sharing the resonance energy E in their spectra (i.e, Fibonacci, precious mean and period
doubling) have in common the presence of both TAAB and TBAA local transfer matrices in
their renormalization block matrices, whereas those BACs lacking the resonance energy E
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FIG. 11: Spectral chart portrait showing the zeroth-order energy spectra for the BACs based on
the substitution sequences included in the central row of Fig.1(b). Their structural complexity
degree is illustrated in terms of the number (encircled) of di¤erent local matrices (shadowed boxes)
required to fully describe their topological order at the triplet scale, according to the procedure
introduced in Sec.IIA (see Fig.2).
in their spectra (i.e, metallic and mixed based means) include the conjugated local transfer
matrices TBBA and TABB as well due to the presence of B B bonds in addition to A A and
A  B ones. This is illustrated in the last column of Fig.11, where we compare the spectra
obtained for the period doubling and copper limit-periodic crystals. Since their substitution
matrices are mutually transposed they share the same characteristic polynomial (see Table I),
so that one may expect they could exhibit a similar zeroth-order energy spectrum. However,
we realize that the existence of bonds between B B atoms, present in the copper BAC but
missing in the period doubling one, plays a very signicant role in determining the resulting
energy spectrum of these BACs. In fact, by considering the degree of the factor polynomials
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present in he commutators derived for the BACs considered in this work we conclude that,
with the only exception of the copper BAC, there exists a direct correlation between the
polynomial degree and the number of di¤erent local transfer matrices, as can be seen in the
second and third columns of Table III. Notwithstanding this, since the bonding network
structure cannot be directly assessed by means of di¤raction experiments only, one should
not expect to nd a straightforward relationship between the lattice Fourier and energy
(frequency) related spectral measures.
In addition to the ination/deation and local isomorphism symmetries which are shared
by all BACs based on primitive substitution rules, certain aperiodic structures may exhibit
additional ones, such as palindromic symmetry.[5963] We recall that a word is a palindrome
if it reads the same forwards and backwards, and that a symbolic sequence is called palin-
dromic if it contains palindromes of arbitrary length.[64] A particularly relevant example of
BAC exhibiting palindromic symmetry is based on the Thue-Morse sequence and it displays
both Fourier lattice and energy singular continuous spectra (see Fig.1). Quite interestingly,
the algebraic approach discussed in this work can also be successfully applied to this richer
aperiodic system and the obtained results will be reported elsewhere.[65]
To conclude it is worth noticing that a completely analogous treatment could be readily
performed in order to obtain a spectral classication of the phonon or photonic frequency
spectra corresponding to acoustic or electromagnetic waves propagating through BACs. To
this end, the mathematical analogy between the Schrödinger equation describing the mo-
tion of an electron under the action of a potential and the Helmholtz equation describing
a monochromatic electromagnetic wave propagating in a medium with a variable refractive
index prole provides a helpful tool involving basic concepts in modern optoelectonics.[66]
The knowledge gained from these extensions could be of interest for the design of optimized
phononic and photonic QCs.[6769] In this regard, the presence of states with an interme-
diate degree of localization, as those described in the previous section, may o¤er a higher
degree of control and tuning exibility, leading to the possible existence of either relatively
localized or signicantly extended electromagnetic intensity patterns by design. In fact, the
possible occurrence of these tunable optical modes in defect-free photonic QCs would be
of interest for the fabrication of high quality factor resonators as well as coupled-resonator
waveguides.
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SEQUENCE SUBSTITUTION RULE S det S EIGENVALUES CLASS
Fibonacci g(A) = AB g(B) = A
0@ 1 1
1 0
1A  1  = 1p52 I
Silver mean g(A) = AAB g(B) = A
0@ 2 1
1 0
1A  1  = 1p2 I
Bronze mean g(A) = AAAB g(B) = A
0@ 3 1
1 0
1A  1  = 3p132 I
Precious means g(A) = AnB g(B) = A
0@ n 1
1 0
1A  1  = npn2+42 I
(n > 3)
Fibonacci-class g(A) = Bn 1AB g(B) = Bn 1A
0@ 1 1
n n  1
1A  1  = npn2+42 I
Period-doubling g(A) = AB g(B) = AA
0@ 1 2
1 0
1A  2 + = 2   =  1 III
Copper mean g(A) = ABB g(B) = A
0@ 1 1
2 0
1A  2 + = 2;   =  1 III
Nickel mean g(A) = ABBB g(B) = A
0@ 1 1
3 0
1A  3  = 1p132  
Metallic means g(A) = ABm g(B) = A
0@ 1 1
m 0
1A  m  = 1p1+4m2 III
(m = `(`+ 1))
Mixed means g(A) = AnBm g(B) = A
0@ n 1
m 0
1A  m  = npn2+4m2 II
(n  m)
Mixed means g(A) = AnBm g(B) = A
0@ n 1
m 0
1A  m  = npn2+4m2 III
(n < m)
Thue-Morse g(A) = AB g(B) = BA
0@ 1 1
1 1
1A 0 + = 2;   = 0  
Periodic g(A) = AB g(B) = AB
0@ 1 1
1 1
1A 0 + = 2;   = 0 0
TABLE I: Substitution sequences most widely considered in the study of BACs based on the
alphabet fA;Bg, where n and m are positive integers. The corresponding substitution matrix S,
its determinant value, their eigenvalues, and the corresponding spectral class are included in the
list. All substitution sequences are primitive,[18, 19] so that + is real, positive and larger than one.
Accordingly, the substitution rule acts as a dilatation operator with a scaling factor which can be
either integer (as occurs in the case of the copper, period doubling and Thue-Morse sequences with
+ = 2) or irrational.[20, 21] Those sequences satisfying the Pisot property are highlighted (bold
face) in the rst column. Note that the copper mean and period doubling sequences substitution
matrices are mutually transposed, so that they have the same eigenvalues and determinant values.
Among the mixed mean sequences we can nd representatives belonging to both the II and III
spectral classes. The substitution sequences corresponding to the Thue-Morse (  class) and the
periodic binary alloy (0 class) are included for the sake of comparison.
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SEQUENCE BLOCK MATRICES SUBSTITUTION RULE
Fibonacci R(1)A = TAABTBAATABA g(R
(1)
A ) = R
(1)
A R
(1)
B
(n = 1) R
(1)
B = TBABTABA g(R
(1)
B ) = R
(1)
A
Silver mean R(2)A = TBAATABATAAB g(R
(2)
A ) = R
(2)
A R
(2)
A R
(2)
B
(n = 2) R
(2)
B = TAAA g(R
(2)
B ) = R
(2)
A
Bronze mean R(3)A = TBAATABATAABTAAA g(R
(3)
A ) = R
(3)
A R
(3)
A R
(3)
A R
(3)
B
(n = 3) R
(3)
B = TAAA g(R
(3)
B ) = R
(3)
A
Precious means R(n)A = R
(n 1)
A TAAA g(R
(n)
A ) =
h
R
(n)
A
in
R
(n)
B
(n > 2) R
(n)
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Fibonacci-class R(2)A = TBBATABBTBAB g(R
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B
(n = 2) R
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Period-doubling RA = TABATAABTAAATBAA g(RA) = RARB
RB = TABATBABTABATBAB g(RB) = RARA
Copper mean R(2)A = TAABTAAATBAATBBATABB g(R
(2)
A ) = R
(2)
A R
(2)
B R
(2)
B
(m = 2) R
(2)
B = TBABTBBATABB g(R
(2)
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A
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A
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h
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A
i2 h
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B
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(n = m = 2) R(2;2)B = TAAA g(R
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B ) = R
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A
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(3;2)
A ) =
h
R
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A
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B
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(n = 3, m = 2) R(3;2)B = TAAA g(R
(3;2)
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A
Mixed mean R(2;3)A = TAABTABBTBBBTBBATBAA g(R
(2;3)
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h
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A
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A
TABLE II: Structure of the elemental block matrices R(n;m)A and R
(n;m)
B in terms of local trans-
fer matrices Tk;k1, along with the related substitution rules dening the global transfer matrix
MN (E) for several BACs listed in Table I. By comparing the last column with the second column
of Table I it can be readily appreciated that the elemental block matrices obey exactly the same
substitution rules as the atoms A and B. 39
SEQUENCE Tk;k1 POLYNOMIAL CLUSTERING FEATURES
NUMBER DEGREE
Fibonacci 4 1 Isolated A and B atoms; AA dimers
Precious means 4 1 Isolated B atoms; An and An+1 clusters
Fibonacci-class 4 1 Isolated A atoms; Bn 1 and Bn clusters
Period-doubling 5 4 Isolated A and B atoms; AAA triplets
Mixed mean (n = m = 2) 5 4 BB and AA dimers; AAAA clusters
Copper mean 6 3 Isolated A atoms; BB dimers; AAA triplets
Nickel mean 7 5 Isolated A atoms; BBB triplets; AAAA clusters
TABLE III: Relationship among the chemical complexity of di¤erent BACs, as measured by the
number of di¤erent local transfer matrices Tk;k1 present in their global transfer matrixMN (E)
in terms of local transfer matrices, the degree of the energy dependent polynomial present in their
corresponding commutators, and the main clusters present in their atomic lattices.
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