Abstract: This paper studies the asymptotic properties of the nonlinear quantile regression model under general assumptions on the error process, which is allowed to be heterogeneous and mixing. We derive the consistency and asymptotic normality of regression quantiles under mild assumptions. First-order asymptotic theory is completed by a discussion of consistent covariance estimation.
INTRODUCTION
The concept of quantile regression introduced in the seminal paper of Koenker and Bassett (1978) , has become a widely used and accepted technique in many areas of theoretical and applied econometrics. The rst monograph on this topic has been published by Koenker (2005) , covering a wide scope of well established foundations and (even a`twilight zone' of ) actual research frontiers. In addition, many of the numerous new concepts in this fast evolving eld have been reviewed and summarized in recent survey articles (see inter alia Buchinsky, 1998, and Yu et al., 2003) and econometric textbooks (e.g., Peracchi, 2001 , and Wooldridge, 2010) .
In contrast to the more methodological literature, there are also important, non-technical attempts to bring the key concepts and especially the applicability of quantile estimation to a wider audience outside the statistical profession (e.g., Koenker and Hallock, 2001 ). This paper deals with quantile regressions where the dependent variable y and covariates x 1 , . . . , x K satisfy a nonlinear model with additive errors. Let (Ω, F, P ) be a complete probability space and let {y t } t∈N be an F-measurable scalar random sequence. We consider the regression model y t − g(x t , β 0 ) = u t , 1 ≤ t ≤ T, (1.1) where β 0 ∈ D β ⊂ R K is a vector of unknown parameters, the 1 × L vectors x t are deterministic and given, the dependent variables y t are observable, g(x, β) is in general a nonlinear function dened for x ∈ D x and β ∈ D β from D x × D β → R, where x t ∈ D x for all t, and {u t } is an error process. Quantile regression asymptotics for this model have been studied in Oberhofer (1982) , Jureckova and Prochazka (1994) , and Koenker (2005) .
Oberhofer (1982) considered the consistency and Wang (1995) the asymptotic normality of the least absolute deviations (LAD) estimator under the assumption of independent and identically distributed (i.i.d.) errors, respectively. Vajda (2003, 2004) and He and Shao (1996) provide very general treatments for other classes of M-estimators in this context.
The i.i.d. assumption has been challenged in dierent ways in the quantile regression liter-ature. Koenker and Bassett (1982) rst investigated the case of heteroscedasticity based on regression quantiles, other authors discussed this case for the most prominent quantile, the median (see for example Knight, 1999 , Zhao, 2001 , and the literature cited there). Quantile regression models for (weakly) dependent data have been studied for LAD estimation by Phillips (1991) and Weiss (1991) , for unconditional quantiles in a parametric context by Oberhofer and Haupt (2005) , for marginal sample quantiles by Dominicy et al. (2012) , as an alternative for classical periodogram estimators by Li (2012) , for linear regression models by Portnoy (1991) and Fitzenberger (1997) . The latter also provides an extensive discussion of bootstrap-based consistent covariance estimation. In a nonparametric context De Gooijer and Zerom (2003) discuss additive models, Ioannides (2004) and Cai (2002) consider nonparametric time series proposed QMLE embeds traditional quantile regression estimators a la Koenker and Bassett (1978) .
The xed regressor framework in connection with time series or dependent data has been employed among others in Roussas et al. (1992) , Tran et al. (1996) , Robinson (1997) , and recently in the quantile regression context by Ioannides (2004) and Zhou and Shao (2013 iid framework, where we allow for heterogeneous mixing processes. We provide proofs of the consistency and asymptotic normality of coecient estimators as well as a consistent estimator of the asymptotic covariance matrix. While improving on several assumptions in the literature this paper is the rst to provide detailed proofs of rst-order asymptotic theory in such a general model.
The paper is organized as follows. In Section 2, we provide a proof of the weak consistencyof nonlinear regression quantiles and a thorough discussion of the underlying assumptions. In Section 3 we derive the assumptions for asymptotic normality of regression quantiles under weak dependence for nonlinear regression functions. In Section 4 we discuss the consistent estimation of the covariance matrix under dependence and heterogeneity. The Appendix contains proofs of our main theorems and technical lemmas, which may have their own merits.
CONSISTENCY
Our aim is to analyze the asymptotic behavior of the ϑ-quantile regression estimatorβ T , i.e.
β =β T minimizing the asymmetrically weighted absolute deviations objective function 
where, for the sake of convenience for the derivation and discussion of asymptotic results, we
In order to avoid unnecessary moment requirements, we follow the suggestion of Huber (1967) to replace (2.1) with the equivalent objective function
As α = 0 corresponds to β 0 , we can study the behavior of the former instead of β = β 0 . If an estimatorα T results from minimizing (2.3), we getβ T = β 0 +α T . For asymptotic analysis we are interested in the suitably scaled dierenceβ T − β 0 .
Noteworthy the summands q t (α) reveal the important inequality |q t (α)| ≤ |h t (α)| (see e.g., Jureckova and Prochazka, 1994 , and Lemma 1C, Appendix). As a consequence, every moment of q t (α) exists for nite h t (α). Hence, the expected value of q t (α) exists even if the expected value of u t does not exist.
Following the approach of Knight (1998), we decompose Q T (α) according to
being the right-hand derivative of the check-function ρ ϑ (z). By virtue of (2.4) we can study the asymptotic behavior of the objective function by studying separately that of b t (α) and c t (α). The summand c t (α) has an interesting interpretation, as its rst factor arises from the deviation between the regression function and its true value, and its second factor is a Bernoulli random variable capturing the dependence structure of the present regression problem.
We assume the typical quantile regression normalization under the implicit assumption that the regression function g contains an intercept 2 .
(Assumption A.1)
As a consequence E[ψ ϑ (u t )] = 0 and hence E[c t (α)] = 0 (given Assumption A.5 below).
u t is α-mixing (see e.g., Doukhan, 1994, p. 3)
There exist a positive f 0 and a positive δ 0 , such that for all | x| ≤ δ 0 and all t, 
For some > 0, and all β ∈ D β lim sup
(Assumption A.8)
For every β ∈ D β and every > 0, there exists a δ > 0, such that lim sup Pollard, 1991) .
The identiable uniqueness condition in Assumption A.6 corresponds to the analogous con- (1995, 1996) on L 1 -and L 2 -norm estimation asymptotics in nonlinear regression has not addressed this problem.
As Assumption A.8 guarantees sucient continuity of the Cesàro sum, it allows to establish a generic ULLN in the spirit of Andrews (1987) , Pötscher and Prucha (1989 ,
and Gallant and White (1988) . Alternatively, a more restrictive Lipschitz condition can be used. E.g., for each β ∈ D β , there exists a constant η > 0 such that ||β − β|| ≤ η implying 
ASYMPTOTIC NORMALITY
The starting point for our derivation of the limiting law are the rst order conditions for a local minimumα T of the loss function Q T (α) dened in (2.3). In Lemma 2N in the Appendix it is shown that the corresponding rst order conditions can be written as inequality
where the entities in (3.1) are dened in (5.17) in Lemma 2N and w is the direction of the derivative of the loss function.
For the derivation of asymptotic normality we require the weak consistency ofβ T , that is plim Tβ T = β 0 or plim Tα T = 0. From consistency 4 follows that we can employ the restriction ||α|| ≤ c, where c is positive and arbitrarily small, but independent from T , in several of the assumptions below. We assume:
For all t and ||α|| ≤ c, h t (α) has continuous second derivatives with respect to all α i .
3 The consistency proof in Chen et al. (2009) does not cover the xed regressor case. 4 Note that without the requirement of consistency we have to assume that the parameter space is compact and as a consequence c no longer is arbitrarily small.
(Assumption A.10)
(Assumption A.11)
Let w and v be arbitrary vectors in R K with ||w|| = ||v|| = 1. Then
(Assumption A.12)
The density f t (z) of F t (z) exists for every t and z and is uniformly continuous in t for z = 0.
(Assumption A.14)
The u t are α-mixing of size -1 with mixing coecients µ k , k = 1, 2, . . . Hence, there
is non-singular for suciently large T and all λ(t) ∈ R K with ||λ(t)|| ≤ c.
(Assumption A.17)
a normal distribution with mean 0 and covariance matrix Σ 0 for T → ∞.
In the model (1.1), under Assumptions A.1-A.16, for ϕ(T ) > 0 and
Proof. Appendix. 
Condition (3.2) ensures only that asymptotically the distribution of ϕ(T )α T is non-degenerate (that is, does neither vanish nor grow without bound), though the limiting distribution must not be Gaussian. From (3.2) follows
implying that from minimization of Q T (α) for ||α|| ≤ m/ϕ(T ), where m can be chosen arbitrarily large but independent from T , we have to nd a solutionα T satisfying condition (3.3).
Hence an obvious choice is to use the transformation γ = ϕ(T )α and to calculate the rst order conditions for Q T (α) = Q T (γ/ϕ(T )) as a function of γ. When we estimate γ byγ T , then
is a solution of the rst order conditions corresponding to a minimum of Q T (α).
Choosing a suitable scaling of Q T (α) ensures that it is non-degenerate without changing its minimand. From the proof of Lemma 4N it is obvious that the scaling factor ϕ(T ) 2 /T is a suitable choice.
In Theorem 2 it is shown that for choosing ϕ(T ) such that lim T ϕ(T ) 2 /T = 0 and for m arbitrarily small follows
implying that the selected ϕ(T ) does not satisfy condition (3.2) . Hence for such a choice of ϕ(T ) the estimator ϕ(T )α T cannot follow a non-degenerate limiting distribution. In Theorem 3 it is shown that for choosing ϕ(T ) such that ϕ(T )
As Lemma 1N is essential for the arguments employed in our asymptotic normality proof we require the compactness of the parameter space. Hence we restrict our analysis to {γ | ||γ|| ≤ m}, where m is a positive real number which can be chosen arbitrarily large, but independent from T . Such a restriction of the parameter space may imply that we can not nd a solution for every ω ∈ Ω but only for a possibly empty subset Ω T,m depending on T and m. 
Thus due to v T below thus refers to the case of given ω s,t and f t (0).
In the proof of the following Theorem 4 we show that asymptotically V −1
from the probability limit of entities depending on observations. We assume 
T , where the outer matrix is given byV
the estimated covariance structure byΣ
Proof. Appendix.
5 APPENDIX: Consistency
The proof of Theorem 1 rests upon the following Lemmas 1C-3C.
Proof of Lemma 1C. For u t − h t (α) > 0 and u t − h t (α) > 0 the assertion follows directly from (2.3). The same is valid for u t −h t (α) ≤ 0 and u t −h t (α) ≤ 0. Furthermore, u t −h t (α) > 0
Thus, according to (2.3) we have 
Analogous considerations for u t − h t (α) ≤ 0 and u t − h t (α) > 0 are left to the reader.
LEMMA 2C. Under Assumptions A.2, A.4, A.5, A.7, and A.8, | q t (α) − q t (α)| < , and lim sup
These equations imply lim sup 
Proof of Lemma 3C. Due to Assumption A.3 and taking into account the monotonicity of F t (x), for all t and all positive δ ≤ δ 0 ,
From the denition of b t (α) follows 
For T large enough, the assertion follows from setting δ = min δ 0 , (4T )
Proof of Theorem 1. The assertion is equivalent to plim Tα T = 0, where α = β − β 0 . For every xed event ω the normalized loss function Q T (α)/T can be written as
Due to E(C T (α)) = 0, following from Assumption A.1 and Lemma 3C,
The latter and Assumption A.6 imply for ||α|| ≥ , T large enough, and an arbitrary > 0
According to Lemma 2C, for T → ∞,
Then, from (5.5) and under consideration of (5.7) and (5.8), for T → ∞ and ||α|| ≥ , 
APPENDIX: Asymptotic normality
As a rst prerequisite for our asymptotic normality considerations in Lemma 1N we will prove a basic result on uniform convergence in probability, inspired by the various works of Andrews and Pötscher and Prucha on this subject. Its implications will be used repeatedly.
For every T = 1, 2, . . . and every γ ∈ C ⊂ R K , where C is compact, let R T (ω, γ) be random variables with existing expectation ER T (ω, γ). For each γ ∈ C we dene the open balls B(γ, ρ) = {α | α ∈ C, ||γ − α|| < ρ} with ρ > 0. Then, for every ρ we can choose nitely many γ(i, ρ) ∈ C, i = 1, 2, . . . , n(ρ), admitting the nite covering
B(γ(i, ρ), ρ).
(5.10)
Further we assume for all T , every suciently small ρ, and the corresponding covering (5.10), the existence of random variables R T (i, ρ) and R T (i, ρ) for 1 ≤ i ≤ n(ρ) such that 
(5.14)
Proof of Lemma 1N. From (5.11) follows for all T , every suciently small ρ, and 1 ≤ i ≤ n(ρ),
for all γ ∈ B(γ(i, ρ)). Thus, due to (5.13), for every > 0 and T suciently large, there exists a ρ > 0 such that for all γ ∈ C. Then the assertion follows from (5.16) and (5.12).
As a next step in Lemma 2N we study the rst order conditions resulting from the directional derivatives of the loss function (2.3).
LEMMA 2N. In the model (1.1), the following assertion holds under Assumption A.9: If there exists an α =α T such that 17) where
holds for all w ∈ R K with ||w|| = 1, thenα T is a local minimum of Q T (α).
Proof of Lemma 2N. In the following we calculate the derivative of the loss function in direction w,
By choosing w as usual as the ith unit vector e i , and s > 0, we get the partial derivative with respect to β i . The more general argumentation employed here has the advantage to avoid the use of the index i.
We calculate (5.18) by analyzing the summands q t (α) dened in equation (2.3). For convenience of notation we dene m t def = sign(s)w ∇h t (α). From Assumption A.9 follows for 19) and, for h t (α) = u t , 
By selecting s > 0 and then s < 0, from (5.21) follows vanishes. Note that it suces to prove that plim T A T (α, w) = 0.
Proof of Theorem 2.
The proof of Theorem 2 can be split up in three Lemmas. Next we employ Lemma 1N to study the lower and upper limits of the rendered rst order conditions (5.17).
As mentioned above the rst order conditions (5.17) are multiplied by ϕ(T )/T and in Lemma 3N we want to show for lim T ϕ(T )
, w = 0. According to the denition of A T (γ/ϕ(T ), w) let
, (5.25) and note that Assumption A.13 implies ER T (ω, γ) = 0.
Due to Assumption A.9 for all T , 1 ≤ t ≤ T , all w with ||w|| = 1, a suciently small ρ and every γ(i, ρ), where 1 ≤ i ≤ n(ρ), there exists a γ ∈ B(γ(i, ρ), ρ), where B denotes the closure of B, such that
,
for all γ ∈ B(γ(i, ρ), ρ). Note that γ depends on w, T , ρ, i, and t, while γ * and γ * depend on T , ρ, i, and t, respectively. Now dene 27) and R T (i, ρ) = 0. Then, for all w, T , i, and ρ,
for all γ ∈ B(γ(i, ρ), ρ). From the mixing assumption A.15 follows (see Doukhan, 1994 , Lemma 3, p. 10) It remains to verify condition (5.13). For all T , i, ρ, and w with ||w|| = 1,
where we use the abbreviation
. 32) whereγ lies in between γ * and γ * . Then, due to Assumptions A.10 and A.14 using the Cauchy-Schwartz-inequality and ||γ * − γ * || ≤ ρ, condition (5.13) follows from (5.32). Hence the assertion is proved.
As a next step we split up the middle part of the rst order conditions (5.17) according to
, w . In Lemma 4N we analyze the second term on the right hand side of (5.33).
LEMMA 4N. For |γ|| ≤ m,
whereγ is in between 0 and γ.
Proof of Lemma 4N. From the denition of S T (α, w) in (5.17) then follows for ||γ|| ≤ m
From Assumptions A.13 and A.9 and a Taylor expansion with remainder, follows for the right hand side of (5.34), in analogy to (5.32),
γ, (5.35) whereγ is in between 0 and γ. As a rst step we show that (5.35) is asymptotically equivalent
which follows from proving that In Lemma 5N we analyze the rst term on the right hand side of (5.33).
, w = 0.
(5.37)
Proof of Lemma 5N. Again we employ Lemma 1N. In order to match S T (γ/ϕ(T ), w) we dene R T (ω, γ) from Lemma 1N according to
.
Again, for a given ρ > 0 we consider a nite covering with balls B(γ(i, ρ), ρ),
for {γ | ||γ|| ≤ m}. Due to Assumption A.9 for all T , 1 ≤ t ≤ T , all w with ||w|| = 1, for a suciently small ρ and every γ(i, ρ), where 1 ≤ i ≤ n(ρ), there exist γ and γ, both from B(γ(i, ρ), ρ), such that
, for all γ ∈ B(γ(i, ρ), ρ). Analogously (5.26) holds for all γ ∈ B(γ(i, ρ), ρ). Now dene
Then for all i, where 1 ≤ i ≤ n(ρ), and all T , inequality (5.28) holds for all γ ∈ B(γ(i, ρ), ρ). 43) where λ(t) ∈ {γ * , γ * } and κ(t) ∈ {γ * , γ * }. Expression (5.43) can be split up according to
Again, from Assumptions A.13, A.9, and due to (5.31), we get an upper bound for the absolute value of (5.44) by 
whereγ lies in between 0 and γ. Thus, for choosing the K unit vectors for w and for ||γ|| ≤ m, the rst order conditions can be written as
By construction the estimatorγ T is a solution of (5.46) for all ω ∈ Ω T,m = {ω| ||γ T (ω)|| ≤ m}. Since due to Assumption A.16 for all γ(t) with ||γ(t)|| ≤ m the matrix setting p = q) and due to Assumption A.15, instead of (5.29) we get for any p > 1 
We can always nd such a p for a xed η > 0. Hence the sum over k in (5.49) converges for such a p.
Further, from a Taylor expansion with remainder we get (see (5.31) and (5.32)) 50) whereγ lies in between γ * and γ * . Then, due to Assumptions A.14 and A.12, expression (5.50) is bounded from above by 
In Lemma 4N, ES T (γ/ϕ(T ), w) has been analyzed. Now we study the rst sum in the decomposition above, ES T (γ/ √ T , w).
Proof of Lemma 7N. Starting point of our considerations is Lemma 4N valid also for choosing ϕ(T ) = √ T . To begin with we establish that h t (γ/ √ T ) converges to h t (0) = 0 uniformly in t. This follows from a Taylor expansion with remainder, h t (γ/ 
and note that w ∇h t (0) does not depend on γ. The remainder of the proof is similar to that of Lemma 5N. From Assumption A.10 and the triangle inequality follows lim sup
Hence, the variances of R T (i, ρ) and R T (i, ρ) converge to 0 as T → ∞, for suciently small ρ, all T , and 1 ≤ i ≤ n(ρ), respectively. For the analysis of ER T (i, ρ) − ER T (i, ρ) we are careful to note that
The proof of the assertion follows in analogy to the line of reasoning employed in the proof of Lemma 5N and is left to the reader. 
In analogy to the preceding Lemmas we suitably dene R T (i, ρ) and R T (i, ρ). Further, in
analogy to Lemma 6N we show that for all γ ∈ B(γ(i, ρ), ρ), lim T V ar (R T (i, ρ)) = 0 and
and in analogy to (5.45), due to γ = γ = 0, we now have 56) where λ(t) ∈ {γ * , γ * } and κ(t) ∈ {γ * , γ * } and d t (λ(t), κ(t)) is dened in analogy to (5.31).
Note that w ∇h t (0)I[u t ≤ 0] does not depend on γ. Again, the proof of the assertion follows in analogy to the line of reasoning employed in the proof of Lemma 6N.
The proof of Theorem 3 so far can be summarized as follows: Due to the decomposition of ∇h s (0)ω s,t ∇h t (0) , (5.58) with ω s,t = F s,t (0, 0) − ϑ 2 for s = t, ω t,t = ϑ(1 − ϑ), where F s,t (z, w) is the common distribution of (u s , u t ) for s = t. Further due to Assumption A.17 follows lim T V T = V 0 , where
∇h t (0)f t (0)∇h t (0) . we employ the right hand side of (5.58). For the estimation of V 0 we employ the right hand side of (5.59).
The problem is that the vector ∇h t (0) = ∇g(x t , β 0 ), contained in both V 0 and Σ 0 , depends on the unknown parameter vector β 0 . Sinceβ T is given, we replace β 0 according toβ T = β 0 +γ T / √ T and employ ∇h t (γ T / √ T ) = ∇g(x t , β 0 +γ T / √ T ) = ∇g(x t ,β T ) instead of ∇h t (0).
Thus the estimate of Σ 0 iŝ
∇h s γ T √ T ω s,t ∇h t γ T √ T (5.60) and the estimate of V 0 iŝ 
