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Abstract
We consider powers of random matrices with independent entries. Let Xij , i, j ≥ 1,
be independent complex random variables with EXij = 0 and E |Xij |2 = 1 and let X
denote an n×n matrix with [X]ij = Xij , for 1 ≤ i, j ≤ n. Denote by s(m)1 ≥ . . . ≥ s(m)n
the singular values of the random matrix W := n−
m
2 Xm and define the empirical
distribution of the squared singular values by
F (m)n (x) =
1
n
n∑
k=1
I
{s
(m)
k
2
≤x}
,
where I{B} denotes the indicator of an event B. We prove that under a Lindeberg
condition for the fourth moment that the expected spectral distribution F
(m)
n (x) =
EF (m)n (x) converges to the distribution function G(m)(x) defined by its moments
αk(m) :=
∫
R
xk dG(x) =
1
mk + 1
(
km+ k
k
)
.
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1 Introduction
Let Xij, i, j ≥ 1, be independent complex random variables with EXij = 0 and E |Xij |2 =
1 and X is an n × n matrix with [X]ij = Xij , for 1 ≤ i, j ≤ n. Denote by s(m)1 ≥ . . . ≥
s
(m)
n the singular values of the random matrix W := n
−m
2 Xm and define the empirical
distribution of its squared singular values by
F (m)n (x) =
1
n
n∑
k=1
I{s(m)k
2 ≤ x},
where I{B} denotes the indicator of an event B. We shall investigate the convergence
of the expected spectral distribution F
(m)
n (x) = EF (m)n (x) to the distribution function
G(m)(x) defined by its moments
αk(m) :=
∫
R
xk dG(x) =
1
mk + 1
(
km+ k
k
)
.
The sequence αk(m) consists of the so-called Fuss–Catalan Numbers. This sequence defines
a distribution with Stieltjes transform s(m)(z) satisfying the equation (1.4) below. We
consider the Kolmogorov distance between the distributions F
(m)
n (x) and G(m)(x), that is
∆(m)n := sup
x
|F (m)n (x)−G(m)(x)|.
The main result of this paper is the following
Theorem 1.1. Let EXjk = 0, E |Xjk|2 = 1, E |Xjk|4 ≤ M < ∞. Assume that for any
τ > 0
Ln(τ) :=
1
n2
n∑
j,k=1
E |Xjk|4I{|Xjk| > τ
√
n} → 0 as n→∞, (1.1)
where I{E} denotes indicator of an event E. Then, for any fixed m ≥ 2,
lim
n→∞
sup
x
|F (m)n (x)−G(m)(x)| = 0.
Corollary 1.1. Let Xjk are independent identically distributed complex random variables.
Let
EXjk = 0, E |Xjk|2 = 1, E |Xjk|4 = M <∞ (1.2)
Then, for any fixed m ≥ 2,
lim
n→∞
∆(m)n = 0.
Oravecz in 2001, [6], studied the so called R-elements introduced by Voiculescu and
has shown that the m-th powers of these elements have a distribution whose moments are
Fuss–Catalan numbers. These numbers satisfy the following simple recurrence relation
αk(m) =
∑
k0+···+km=k−1
m∏
ν=0
αkν (m). (1.3)
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Denote by s(m)(z) the Stieltjes transform of the distribution with moments αk(m). Using
equality (1.3), we may show that the Stieltjes transform s(m)(z) satisfies the equation
1 + zs(m)(z) + (−1)m+1zm(s(m)(z))m+1 = 0. (1.4)
Distributions with such a Stieltjes transform belong to the class of the so-called Free Bessel
Laws which are described in Banica and others [3]. This distribution has been studied
also in [7]. Using Free probability theory it is possible to prove the result of Theorem 1.1
for random matrices with independent entries, provided that all moments of X are finite.
See for instance, Mingo and Speicher [7], and T. Banica and others [3]. Theorem 1.1 was
formulate in [2]. In [1] we gave a proof of Theorem 1.1 by the method of moments. Here
we present a proof of Theorem 1.1 using Stieltjes transforms. This approach allows us
to get some bound of the rate of convergence. Our proof of Theorem 1.1 is based on the
representation (1.4). We shall investigate the Stieltjes transform s
(m)
n (z) of the distribution
function F
(m)
n (x) and we shall show that s
(m)
n (z) satisfies an equation
1 + zs(m)n (z) + (−1)m+1zm(s(m)n (z))m+1 = δn(z)
with some function δn(z) → 0 as n → ∞. From these two relations we get that s(m)n (z)
converges to s(m)(z) uniformly on any compact set in the upper half-plane K ⊂ C+. The
last claim is equivalent to weak convergence of the distribution functions F
(m)
n (x) to the
distribution function F (m)(x).
2 Auxiliary results
In this Section we describe a symmetrization of one-sided distributions and a special repre-
sentation of the symmetrizing distribution of squared singular values of random matrices.
Furthermore, we shall modify the random matrix X by truncation of its entries. By con-
dition (1.2),we get τ−qLn(τ) → 0), for any τ > 0 and that for any q > 0 the function
τ−qLn(τ) is not increasing in τ . This implies that we may choose a sequence of positive
numbers τn > 0, n = 1, 2 . . . such that
τn → 0, and Ln(τ) ≤ τ6n, as n→∞. (2.1)
2.1 Truncation
We call the matrix X˜ the truncation of X if
X˜ij =
{
Xij , if |Xij | < τn
√
n
0, otherwise
. (2.2)
Denote by s˜
(m)
1 ≥ . . . ≥ s˜(m)n the singular values of the random matrix W˜ := n−
m
2 X˜m and
define the empirical distribution of its squared singular values (eigenvalues of the matrix
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V˜ = W˜W˜∗) by F˜ (m)n (x) = 1n
∑n
k=1 I{(s˜(m)k )2 ≤ x}. Let F˜ (m)n (x) = E F˜ (m)n (x). It is
straightforward to check that
sup
x
|F˜ (m)n (x)− F (m)n (x)| ≤
n∑
j,k=1
Pr{|Xjk| ≥ cn
1
2 }
≤ 1
n2τ4n
n∑
j,k=1
E |Xjk|4I{|Xjk| > τn
√
n} = Ln(τn)
τ4n
≤ τ2n. (2.3)
Introduce the matrices X̂ := X˜ − EX˜ and Ŵ = X̂m and V̂ = ŴŴ∗. Let F̂ (m)n by the
empirical distribution of its eigenvalues (squared singular values of Ŵ) and F̂
(m)
n = E F̂ (m)n .
Let ŝ
(m)
n (z) denote the Stieltjes transform of F̂
(m)
n . Introduce the resolvent matrices
R̂ = (V̂ − zI)−1, and R˜ = (V˜ − zI)−1. (2.4)
We have
s˜(m)n (z) =
1
n
ETrR˜ and ŝn(z) =
1
n
ETrR̂. (2.5)
Applying the resolvent equality
(A+B− zI)−1 = (A− zI)−1 − (A− zI)−1B(A+B− zI)−1, (2.6)
we get
|s˜(m)n (z)− ŝ(m)n (z)| ≤
1
n
E |TrR˜(V˜ − V̂)R̂|. (2.7)
Using that TrR˜(V˜ − V̂)R̂ = Tr(V˜ − V̂)R̂R˜ and applying Ho¨lder’s inequality, we obtain
|s˜(m)n (z)− ŝ(m)n (z)| ≤
1√
nv2
E
1
2 ‖Ŵ − W˜‖22(E
1
2‖W˜‖2 +E 12 ‖Ŵ‖2). (2.8)
By definition of the matrices W˜ and Ŵ, we get
W˜ − Ŵ =
m−1∑
ν=0
X̂ν(X˜− X̂)X̂m−1−ν . (2.9)
This implies that
‖Ŵ − W˜‖22 ≤ m
m−1∑
ν=0
‖X˜− X̂‖22‖X̂νX˜m−1−ν‖22. (2.10)
Applying Lemma 5.1, we obtain
E ‖Ŵ − W˜‖22 ≤ Cn‖EX˜‖22 ≤
CM
nτ6n
Ln(τn) ≤ Cn−1. (2.11)
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Inequalities (2.11) and (2.8) together imply
|s˜(m)n (z)− ŝ(m)n (z)| ≤
C√
nv2
. (2.12)
Now we conclude that
lim
n→∞
sup
x
|F (m)n −G(m)(x)| = lim
n→∞
sup
x
|E F̂ (m)n −G(m)(x)|.
In the what follows we may assume without lost of generality that
EXjk = 0, E |Xjk|2 = 1, and |Xjk| ≤ τn
√
n, (2.13)
for some τn > 0 such that τn → 0, Ln(τn) ≤ τ6n as n→∞.
2.2 Symmetrization
We shall use the following “symmetrization” of one-sided distributions. Let ξ2 be a positive
random variable with distribution function F (x). Define ξ˜ := εξ where ε a Rademacher
random variable with Pr{ε = ±1} = 1/2 which is independent of ξ . Let F˜ (x) denote the
distribution function of ξ˜. It satisfies the equation
F˜ (x) = 1/2(1 + sgn{x}F (x2)), (2.14)
We shall apply this symmetrization to the distribution of the squared singular values of
the matrix W. Introduce the following matrices
V =
(
W O
O W∗
)
, J =
(
O In
In O
)
, and V̂ = VJ
Here and in the what follows A∗ denotes the adjoined (transposed and complex conju-
gate) matrix A and Ik denotes the unit matrix of order k. Note that V̂ is a Hermitian
matrix. The eigenvalues of the matrix V̂ are −s1, . . . ,−sn, sn, . . . , s1. Note that the sym-
metrization of the distribution function Fn(x) is a function F˜n(x) which is the empirical
distribution function of the eigenvalues of the matrix V̂. By (2.14), we have
∆(m)n = sup
x
|F˜ (m)n (x)− G˜(m)(x)|, (2.15)
where F˜
(m)
n (x) = E F˜n(x) and G˜(m)(x) denotes the symmetrization of the distribution
function G(m)(x). Let s(z) denote the Stieltjes transform of the random variable ξ2 and
let s˜(z) denote the Stieltjes transform of ξ˜. Then
s˜(z) = zs(z2). (2.16)
Equations (1.4) and (2.16) together imply
1 + zs˜(m)(z) + (−1)m+1zm−1(s˜(m)(z))m+1 = 0. (2.17)
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In the what follows we shall consider the symmetrization of the distribution F
(m)
n (x)
and the Stieltjes transform of F˜
(m)
n (x). We shall omit “ ˜ ” in the notation of the
distribution function F˜
(m)
n (x) (G˜(m)(x)) and the Stieltjes transform s˜
(m)
n (za) (s˜(m)(z)).
By C (with an index or without it) we shall denote generic absolute constants, whereas
C( · , · ) will denote positive constants depending on arguments. For every matrix A by
‖A‖2 we shall denote the Hilbert–Schmidt norm of the matrix A and by ‖A‖ we shall
denote the operator norm of the matrix A.
3 The proof of the main result for m = 2
First, we prove Theorem 1.1 for m = 2. Introduce the matrices H and J by the equalities
H =
(
X O
O X∗
)
, J :=
(
O I
I O
)
. (3.1)
Let V := HmJ, and R(z) denote the resolvent matrix of V,
R(z) := (V − zI)−1.
Furthermore, we note that the symmetrization of the distribution function G2(x) has
a Stieltjes transform s(z) which satisfies the following equation
1 + zs(z)− zs3(z) = 0. (3.2)
We shall prove that in the case m = 2 the Stieltjes transform of the expected spectral
distribution function sn(z) =
∫∞
−∞
1
x−zdFn(x) satisfies the equation
1 + zs(z)− zs3(z) = δn(z), (3.3)
where δn(z) denotes some function such that δn(z)→ 0 as n→∞. In the what follows we
shall denote by εn(z) a generic error term such that |εn(z)| ≤ Cτanv−b for some positive
constants C, a, and b.
We start from the obvious equality
1 + zsn(z) =
1
2n
ETrVR(z). (3.4)
Using the definition of the matrices V, H and J, we get
1 + zsn(z) =
1
2n
√
n
n∑
j,k=1
EXjk
(
[HJR]kj + [HJR]j+n,k+n
)
. (3.5)
By Lemma 5.7 of the Appendix, we get
1 + zsn(z)) =
1
2n
√
n
n∑
j,k=1
E
[
∂HJR
∂Xjk
]
kj
+
1
2n
√
n
n∑
j,k=1
E
[
∂HJR
∂Xjk
]
j+n,k+n
+ εn(z).
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Let e1, . . . , e2n be an orthonormal basic of R
2n. First we note that, for 1 ≤ j, k ≤ n,
∂H
∂Xjk
=
1√
n
(eje
T
k + ek+ne
T
j+n), (3.6)
and
∂(HJ)
∂Xjk
=
1√
n
(eje
T
k+n + ek+ne
T
j ). (3.7)
Now we compute the derivatives of the resolvent matrix as follows
∂R
∂Xjk
=− 1√
n
R(eje
T
k + ek+ne
T
j+n)HJR
− 1√
n
RH(eje
T
k+n + ek+ne
T
j )R. (3.8)
and
∂(HJR)
∂Xjk
=
1√
n
(eje
T
k+n + ek+ne
T
j )R−
1√
n
HJR(eje
T
k + ek+ne
T
j+n)HJR
− 1√
n
HJRH(eje
T
k+n + ek+ne
T
j )R. (3.9)
The equalities (3.5) and (3.9) together imply
1 + zsn(z) = A1 + · · ·+A6 + εn(z), (3.10)
where
A1 :=
1
2n2
E (
n∑
j=1
Rj,j+n +
n∑
j=1
Rj+n,j),
A2 := − 1
2n2
E
n∑
j,k=1
([HJR]2jk + [HJR]
2
j+n,k+n),
A3 := − 1
n2
E
n∑
j=1
[HJR]j,j+n
n∑
k=1
[HJR]k+n,k,
A4 := − 1
2n2
E
n∑
j,k=1
([HJRH]k,j+nRk+n,j + [HJRH]j+n,k+nRj,k+n),
A5 := − 1
2n2
E
n∑
k=1
[HJRH]k,k+n
n∑
j=1
Rjj,
A6 := − 1
2n2
E
n∑
k=1
[HJRH]k+n,k
n∑
j=1
Rj+n,j+n.
We prove that the first four summands are negligible and the main asymptotic terms are
the last two summands. We now start the investigation of these terms.
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Lemma 3.1. Under conditions of Theorem 1.1 we have
|A5 + ( 1
2n
n∑
k=1
E [HJRH]k,k+n)(
1
n
n∑
j=1
ERjj)| ≤ C
nv2
,
|A6 + ( 1
2n
n∑
k=1
E [HJRH]k+n,k)(
1
n
n∑
j=1
ERj+n,j+n)| ≤ C
nv2
. (3.11)
Proof. Using Cauchy’s inequality we have
|A5 + ( 1
2n
n∑
k=1
E [HJRH]k,k+n)(
1
n
n∑
j=1
ERjj)| (3.12)
≤E 12
∣∣∣∣∣ 1n(
n∑
k=1
[HJRH]k,k+n −E
n∑
k=1
[HJRH]k,k+n)
∣∣∣∣∣
2
E
1
2
∣∣∣∣∣∣ 1n(
n∑
j=1
(Rjj −ERjj))
∣∣∣∣∣∣
2
.
(3.13)
Applying Lemma 5.4 with p = 2 and q = 1 and Lemma 5.3 (see the Appendix), we get
|A5 + ( 1
2n
n∑
k=1
E [HJRH]k,k+n)(
1
n
n∑
j=1
ERjj)| ≤ C
nv2
. (3.14)
Similar we prove the second inequality in (3.11). Thus the Lemma is proved.
Note that
1
n
n∑
j=1
ERjj =
1
n
n∑
j=1
ERj+n,j+n = sn(z). (3.15)
Lemma 3.1, equality (3.15) and the definition of matrix H together imply
A5 = −sn(z) 1
2n
n∑
j,k=1
EXjk [HJR]j,k+n +
Cθ
nv4
, (3.16)
and similarly
A6 = −sn(z) 1
2n
n∑
j,k=1
EXjk [HJR]k+n,j +
Cθ
nv4
, (3.17)
where θ denotes a quantity such that |θ| ≤ 1. Applying Lemma 5.7 and equalities (3.6)–
(3.9), we get
A5 = −1
2
s2n(z) + s
2
n(z)
1
2n
n∑
j=1
E [H2JR]jj +A7 +A9,
A6 = −1
2
s2n(z) + s
2
n(z)
1
2n
n∑
j=1
E [H2JR]j+n,j+n +A8 +A10, (3.18)
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where
A7 = sn(z)
1
2n2
n∑
j=1
[HJR]j+n,j+n
n∑
k=1
[HJR]k+n,k,
A8 = sn(z)
1
2n2
n∑
j=1
[HJR]j,j+n
n∑
k=1
[HJR]k,k,
A9 = sn(z)
1
2n2
n∑
j,k=1
[HJRH]j+n,k+nRj,k+n,
A10 = sn(z)
1
2n2
n∑
j,k=1
[HJRH]j+n,k+nRj,k+n,
By resolvent equality I+ zR = WR, we have
1
2n
(
n∑
j=1
E [H2JR]jj +
n∑
j=1
E [H2JR]j+n,j+n) = 1 + zsn(z). (3.19)
Equalities (3.4), (3.18) and (3.19) together imply
A5 +A6 = zs
3
n(z) +A7 + · · · +A10. (3.20)
Lemma 3.2. Under the conditions of Theorem 1.1 we have
max{|A1|, |A2|, |A9|, |A10|, |A4|} ≤ C
nv2
. (3.21)
Proof. We shall describe the estimate (3.21) for the quantity A9 only. The other bounds
will be similar. By Ho¨lder’s inequality, we have
|A9| ≤ 1
n2
E ‖HJRH‖2‖R‖2 ≤ 1
n
3
2 v
E ‖HJRH‖2‖,
where ‖ · ‖2 denotes the Hilbert–Schmidt norm of a matrix. Using
‖HJRH‖2 = ‖H2JR‖2 ≤ ‖H2‖2‖R‖ ≤ 1
v
‖H2‖2, (3.22)
and Lemma 5.1, we get
|A9| ≤ C
√
n
n
3
2 v2
≤ C
nv2
Thus the Lemma is proved.
Introduce the notations
A : =
1
n
n∑
j=1
E [HJR]jj, B :=
1
n
n∑
j=1
E [HJR]j+n,j+n,
C : =
1
n
n∑
j=1
E [HJR]j,j+n, D :=
1
n
n∑
j=1
E [HJR]j+n,j, t(z) :=
n∑
j=1
ERj,j+n.
Using these notations we prove the following
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Lemma 3.3. The following representations hold
A = −sn(z)C − sn(z)D + εn(z), B = −sn(z)D − sn(z)C + εn(z),
C = −tn(z)D − sn(z)A+ εn(z), D = −tn(z)C − sn(z)B + εn(z),
where |εn(z)| ≤ Cτnnv4 .
Proof. We start with the first equality. By definition of A, we have
A =
1
n
√
n
n∑
j,k=1
EXjkRk+n,j.
Using Lemma 5.7, we get
A = − 1
n2
n∑
j,k=1
ERj+n,j+n[HJR]k+n,k
− 1
n2
n∑
j,k=1
E [RH]j+n,j+n[JR]k+n,k − 1
n2
n∑
j,k=1
ERj+n,k[HJR]j+n,k
− 1
n2
n∑
j,k=1
E [RH]k+n,j[JR]k,j + εn(z).
Applying Lemma 5.4 and 5.5, we have
A = −sn(z)C − sn(z)D + εn(z).
The proof of the other relations is similar.
We may write now
A3+A7+A8 = −CD+1
2
sn(z)(BD+AC) = −1
2
(C−sn(z)B)D− 1
2
(D−sn(z)A)C+εn(z).
Applying the results of Lemma 3.3, we obtain
A3 +A7 +A8 = −1
2
(D + C)2 − 1
2
tn(z)CD + εn(z)
= −1
2
(1 +
tn
4
)(D + C)2 − 1
8
tn(z)(C −D)2 + εn(z)
= − ε
2
n(z)(1 + tn(z)/4)
2
2(1 + tn(z)− 2s2n(z))2
− ε
2
n(z)
(1− tn(z))2 + εn(z).
Consider first the case v ≥ 4. Here we have
|sn(z)| ≤ 1
4
, |tn(z)| ≤ 1
4
.
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These inequalities imply that for v ≥ 4
|A3 +A7 +A8| ≤ Cτn
v4
. (3.23)
Inequalities (3.10), (3.20), (3.21), and (3.23) together imply
1 + zsn(z) = zs
3
n(z) + δn(z), (3.24)
where |δn(z)| ≤ Cτnv4 , for v > 4.
Lemma 3.4. Assuming the conditions of Theorem 1.1 there exists some positive constants
C0, C1 such that, for v ≥ C0,
|s(z)− sn(z)| ≤ C1|εn(z)|
v
. (3.25)
Proof. First we note that
|zsn(z)| ≤ 1 + 1
v
E
1
2‖V‖22. (3.26)
Applying Lemma 5.1 and that max{|s(z)|, |sn(z)} ≤ v−1, we get
max{|zs2n(z)|, |zs(z)sn(z)|} ≤
1
v
(1 +
C
v
). (3.27)
Furthermore,
Im{zs2(z)} ≤ 0. (3.28)
It follows from equality (1.4) that
Imzs2(z) = Im{z + 1
s(z)
} = v|s(z)|
2 − Ims(z)
|s(z)|2 . (3.29)
For a Stieltjes transform t(z) of a random variable ξ we have
v|t(z)|2 − Im t(z) = v(
∣∣∣∣E 1ξ − z
∣∣∣∣2 −E ∣∣∣∣ 1ξ − z
∣∣∣∣2) ≤ 0. (3.30)
Equalities (3.29) and (3.30) together imply (3.28). From relations (1.4) and (3.24) we
obtain
|sn(z)− s(z)| ≤ |δn(z)||z − zs2(z) − zs(z)sn(z)− zs2n(z)|
. (3.31)
Inequalities (3.27), (3.28) together imply that, for v ≥ 4C,
|z − zs2(z)− zs(z)sn(z)− zs2n(z)| ≥ Im{z − zs2(z)− zs(z)sn(z) − zs2n(z)} ≥
v
2
. (3.32)
Inequalities (3.31) and (3.32) together completed the proof of lemma.
The last Lemma implies that there exists an open set in C+ with non-empty interior
such that sn(z) convergence to s(z) on this set. The Stieltjes transform of these random
variables is an analytic function on C+ and locally bounded, that is (|sn(z)| ≤ v−1 for any
v > 0). By Montel’s Theorem (see, for instance, [4], p. 153, Theorem 2.9) sn(z) converges
to s(z) uniformly on any compact set in the upper half-plane K ⊂ C+. This implies that
∆n → 0 as n→∞. Thus the proof of Theorem 1.1 in the case m = 2 is complete.
4 The proof of the main result in general case
Recall that H and J are defined by the equalities
H =
(
X O
O X∗
)
, J =
(
O I
I O
)
. (4.1)
Let V := HmJ, and R(z) denote the resolvent matrix of the matrix V,
R(z) := (V − zI)−1.
We shall use the following “symmetrization” of a one-sided distribution. Let ξ2 be a
positive random variable. Define ξ˜ := εξ, where ε denotes a Rademacher random variable
with Pr{ε = ±1} = 1/2 which is independent of ξ. We apply this symmetrization to
the distribution of the singular values of the matrix X2. Note that the symmetrized
distribution function F˜n(x) satisfies the equation
F˜n(x) = 1/2(1 + sgn{x}Fn(x2)),
and that this function is the empirical spectral distribution function of the random matrix
V =
(
O Xm
X∗m O
)
.
Furthermore, note that the symmetrization of the distribution function G(x) has the
Stieltjes transform s(z) which satisfies the following equation
1 + zs(z) + (−1)m+1zm−1sm+1(z) = 0. (4.2)
In the rest of paper we shall prove that the Stieltjes transform of the expected spectral
distribution function sn(z) =
∫∞
−∞
1
x−zdE F˜n(x) satisfies the equation
1 + zsn(z) + (−1)m+1zm−1sm+1n (z) = δn(z), (4.3)
where δn(z) denotes some remainder function such that δn(z)→ 0 as n→∞.
We start from the obvious equality
1 + zsn(z) =
1
2n
TrVR(z). (4.4)
Using the definition of the matrices V, H and J, we get
1 + zsn(z) =
1
2n
√
n
n∑
j,k=1
EXjk
(
[Hm−1JR]kj + [H
m−1JR]j+n,k+n
)
. (4.5)
In order to simplify the calculations we shall assume that Xjk are i.i.d. Gaussian random
variables, and shall use the following well-known equality for a Gaussian r.v. ξ
E ξf(ξ) = E f ′(ξ), (4.6)
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which holds for arbitrary differentiable functions f(x), such that both sides are defined.
By Lemma 5.7, we obtain that the error of the replacement by Gaussian r.v is of order
O(τn). In the what follows we shall use the notation εn(z) for functions satisfying |εn(z)| ≤
Cτanv
−b, for some positive constants a, b, and C. Let e1, . . . , e2n denote an orthonormal
basis of R2n. First we note that
∂H
∂Xjk
=
1√
n
(eje
T
k + ek+ne
T
j+n). (4.7)
Now we may write the equality for the derivatives of the matrix Hm−1JR as follows
∂Hm−1JR
∂Xjk
=
1√
n
m−2∑
q=0
Hq(eje
T
k + ek+ne
T
j+n)H
m−2−qJR
− 1√
n
m−1∑
q=0
Hm−1JRHq(eje
T
k + ek+ne
T
j+n)H
m−1−qJR. (4.8)
The equalities (4.5) and (4.8) together imply
1 + zsn(z) = A1 +A2 +B1 +B2 + C1 + C2 +D1 +D2 + εn(z), (4.9)
where
A1 :=
m−2∑
q=0
1
2n2
E
n∑
j,k=1
H
q
kj[H
m−2−qJR]kj,
A2 =
m−2∑
q=0
1
2n2
E
n∑
j,k=1
H
q
k,k+n[H
m−2−qJR]j+n,j,
B1 := −
m−1∑
q=0
1
2n2
E
n∑
j,k=1
[Hm−1JRHq]k,j[H
m−1−qJR]k,j
B2 = −
m−1∑
q=0
n∑
k,j=1
E [Hm−1JRHm−1−q]k,k+n[H
m−1−qJR]j+n,j,
C1 =
m−2∑
q=0
1
2n2
EH
q
j+n,k+n[H
m−1−qJR]j+n,k+n,
C2 :=
m−2∑
q=0
1
2n2
E
n∑
j,k=1
H
q
j+n,j[H
m−2−qJR]k,k+n
D1 := −
m−1∑
q=0
1
2n2
E
n∑
j,k=1
[Hm−1JRHq]j+n,k+n[H
m−1−qJR]j+n,k+n
D2 = −
m−1∑
q=0
n∑
k,j=1
E [Hm−1JRHm−1−q]j+n,j[H
m−1−qJR]k,k+n.
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Lemma 4.1. Under the conditions of Theorem 1.1 there exists a constant C > 0 that the
following inequality holds
max{|A1|, |B1| |C1|, |D1|} ≤ C
nv
. (4.10)
Proof. To prove this lemma it is enough to use Ho¨lder’s inequality and Lemma 5.1 in the
Appendix.
Lemma 4.2. Under the conditions of Theorem 1.1 we have
A2 = C2 = 0. (4.11)
Proof. The claim follows immediately from the equality Hqj,j+n = 0.
To investigate the asymptotic behavior of B2 and D2 we introduce the notations
fα,β :=
1
n
n∑
j=1
E [HαJRHβ ]j,j+n, gα,β :=
1
n
n∑
j=1
E [HαJRHβ]j+n,j,
tα :=
1
n
n∑
j=1
E [HαJR]jj , uα :=
1
n
n∑
j=1
E [HαJR]j+n,j+n
We prove the following
Lemma 4.3. Assuming the conditions of Theorem 1.1 there exists constant C > 0 such
that the following inequality holds
|B2 +
m−1∑
q=0
fm−1,qgm−1−q,0| ≤ C
nv4
,
|D2 +
m−1∑
q=0
gm−1,qfm−1−q,0| ≤ C
nv4
. (4.12)
Proof. Consider the first inequality. Applying Ho¨lder’s inequality, we get
|B2 +
m−1∑
q=0
fm−1,qgm−1−q,0|
≤
m−1∑
q=0
E
1
2 | 1
n
n∑
j=1
([Hm−1JRHq]j,j+n −E
n∑
j=1
[Hm−1JRHq]j,j+n)|2
×E 12 | 1
n
n∑
j=1
([Hm−1−qJR]j+n,j −E [Hm−1−qJR]j+n,j)|2.
To conclude the proof of Lemma it is enough to use Lemmas 5.3 and 5.4. The proof of
the second inequality is similar. Thus the Lemma is proved.
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Note that
f00 = g00 =
1
n
n∑
j=1
ERjj =
1
n
n∑
j=1
ERj+n,j+n = sn(z). (4.13)
By Lemma 4.3 and equality (4.13), we may write
B2 +D2 = −1
2
sn(z)(fm−1,m−1 + gm−1,m−1)
− 1
2
m−2∑
q=0
(fm−1,qgm−1−q,0 + gm−1,qfm−1−q,0) + εn(z). (4.14)
We consider now the behavior of the coefficients fα,β, gα,β, tα and uα, for α, β = 0, . . . ,m−
1. Applying Lemmas 5.7 and 5.4, we obtain the following relation for α > 0, β > 0
fα,β = −
m−1∑
q=0
fα−1,qtm−1+β−q + fα−1,β−1 + εn(z). (4.15)
It is straightforward to check that for q ≥ m the following relation holds
tq =
1
n
n∑
j=1
[Hq]j+n,j+n + z
1
n
n∑
j=1
[Hq−mR]j+n,j+n = δq + zfq−m,0 + εn(z), (4.16)
where δ0 = 1 and δq = 0 for q > 0. Using relation (4.16), we may rewrite (4.15) in the
following form
fα,β = −z
β−1∑
q=0
fα−1,qfβ−1−q,0 −
m−1∑
q=β
fα−1,qum−1+β−q + εn(z). (4.17)
For β = 0, we get
fα,0 = −
m−1∑
q=0
fα−1,qum−1−q + εn(z). (4.18)
Similar we obtain
gα,β = −z
β−1∑
q=0
gα−1,qgβ−1−q,0 −
m−1∑
q=α
gα−1,qtm−1+β−q + εn(z). (4.19)
and
gα,0 = −
m−1∑
q=0
gα−1,qtm−1−q + εn(z). (4.20)
Applying Lemmas 5.7 and 5.4, we obtain a similar relation for uα and tα, for α = 0, . . . ,m−
1.
uα = −fα−1,m−1g0,0 −
m−2∑
q=0
fα−1,qgm−1−q,0 + εn(z), (4.21)
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and
tα = −gα−1,m−1f0,0 −
m−2∑
q=0
gα−1,qfm−1−q,0 + εn(z). (4.22)
Denote by F (resp. G) a m − 1 × m − 1 matrix with entries Fp,q = fp−1,q−1 (resp.
Gp,q = gp−1,q−1), p, q = 1 . . . ,m. Let t (resp. u) denote a vector-column (t1, . . . , tm−1)T
(resp (u1, . . . , um−1)T ). Let fα = (fα,0, , . . . , fα,α−1, 0, fα,α+1, . . . , fα,m−1)T and gα =
(gα,0, . . . , gα,α−1, 0, gα,α+1, . . . , gα,m−1)T , for α = 0, . . . ,m− 2. Introduce the matrices
Mu =

−u0 − u1 . . . − um−3 − um−2 0
−zf0,0 − u0 . . . − um−4 0 − um−2
. . .
0 − zfm−2,0 − zfm−3,0 . . . − zf0,0 − u0

and
Mt =

−t0 − t1 . . . − tm−3 − tm−2 0
−zg0,0 − t0 . . . − tm−4 0 − tm−2
. . .
0 − zgm−2,0 − zgm−3,0 . . . − zg0,0 − t0

Let
L =

0 0 . . . 0 1
0 0 . . . 1 0
. . .
1 0 . . . 0 0

We introduce as well the vectors yα = (−f0,α−1, . . . ,−f0,1, 0,−zf0,1, . . . ,−zfm−α,0)T and
wα = (−g0,α−1, . . . ,−g0,1, 0,−zg0,1, . . . ,−zgm−α,0)T . We shall denote by rn quantities
such that ‖rn(z)‖ ≤ Cτnv4 .
Using these notations we may rewrite the relations (4.19)–(4.22) as follows, for α =
1, . . . ,m,
gα = gα−1,α−1wα +MtLgα−1 + rn(z), fα = fα−1,α−1yα +MuLfα−1 + rn(z), (4.23)
and
t = −sn(z)fm−1 + FLf0 + rn(z), u = −sn(z)gm−1 +GLg0 + rn(z). (4.24)
Furthermore, we may represent the relations (4.18) and (4.20) as follows
f0 = −u0fm−1 + FLu+ rn(z), g0 = −t0gm−1 +GLt+ rn(z). (4.25)
Lemma 4.4. Under the conditions of Theorem 1.1 there exists a sufficiently large constant
V0 such that for any v ≥ V0 we have
max{‖u‖, ‖t‖, ‖fα‖, ‖gα‖} ≤ Cτn
v4
.
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Proof. First we note that, for z = u+ iv such that v > 0
‖wα‖+ ‖yα‖ ≤ C(‖f0‖+ ‖g0‖). (4.26)
Furthermore, by Lemma 5.2 and inequality ‖R‖ ≤ v−1, we have
max{‖F‖, ‖G‖} ≤ Cm
v
.
It is straightforward to check that
max{|zfα,β |, |zgα,β |} ≤ Cm(1 + 1
v
).
The last inequalities imply that
max{‖Mu‖, ‖Mt‖} ≤ Cm(1 + 1
v
).
Relations (4.24), (4.25) together imply that
‖u‖+ ‖t‖ ≤ Cm
v
(‖fm−1‖+ ‖gm−1‖) + ‖rn(z)‖. (4.27)
Relation (4.23) implies that
‖gm−1‖+ ‖fm−1‖ ≤ Cm
v
m−1∑
q=1
(‖wq‖+ ‖yq‖) + C(‖g0‖+ ‖f0‖) + ‖rn(z)‖.
Applying now inequality (4.26), we get
‖gm−1‖+ ‖fm−1‖ ≤ Cm(‖f0‖+ ‖g0‖) + ‖rn(z)‖. (4.28)
Furthermore, relation (4.25) implies that
‖f0‖+ ‖g0‖ ≤ Cm
v
(‖gm−1‖+ ‖fm−1‖) + C
v
(‖u‖+ ‖t‖) + ‖rn(z)‖. (4.29)
Inequalities (4.27), (4.28), (4.29) together imply
‖gm−1‖+ ‖fm−1‖ ≤ Cm
v
(‖gm−1‖+ ‖fm−1‖) + ‖rn(z)‖. (4.30)
Choosing v0 such that
Cm
v
≤ 14 , we obtain
‖gm−1‖+ ‖fm−1‖ ≤ Cmτn
v4
. (4.31)
Relation (4.27) implies now that
‖u‖+ ‖t‖ ≤ Cmτn
v4
.
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From relation (4.26) it follows that
‖wα‖+ ‖yα‖ ≤ Cτn
v4
.
Similar to inequality (4.31) we get
‖gα‖+ ‖fα‖ ≤ Cτn
v4
.
Thus the Lemma is proved.
Lemma 4.5. Under the conditions of Theorem 1.1 we have
fα,α = −zs(z)fα−1,α−1 + εn(z). (4.32)
and
gα,α = −zs(z)gα−1,α−1 + εn(z). (4.33)
Proof. We shall consider the first equality only, the proof of the other one being similar.
By relation (4.17), we have
fα,α = −zf0,0fα−1,α−1 − z
α−2∑
q=0
fα−1,qfα−1−q,0 −
m−1∑
q=α
fα−1,qum−1+β−q + εn(z). (4.34)
This equality implies that
fα,α = −zs(z)fα−1,α−1 + θ|z|‖fα−1‖‖f0‖+ εn(z). (4.35)
Applying Lemma 4.4 we conclude the proof.
Equality (4.14) and Lemma 4.5 together imply
1 + zsn(z) = −s(z)(fm−1,m−1 + gm−1,m−1) + εn(z) = (−1)mzm−1sm+1n (z) + εn(z) (4.36)
We rewrite that last equation as follows
1 + zsn(z) + (−1)m−1zm−1sm+1n (z) = εn(z) (4.37)
The Stieltjes transform s(z) satisfies the equation
1 + zs(z) + (−1)m−1zm−1sm+1(z) = 0 (4.38)
The last two relations together imply that, for v ≥ V0
|sn(z)− s(z)| ≤ |εn(z)||z + (−z)m−1∑mq=0 sq(z)sm−qn (z)| (4.39)
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Note that
max{|zs(z)|, |zsn(z)|} ≤ C(1 + 1
v
) (4.40)
and
max{|sn(z)|, |s(z)|} ≤ 1
v
(4.41)
Applying these inequality, we obtain
|(−z)m−1
m∑
q=0
sq(z)sm−qn (z)| ≤
C
v
. (4.42)
We may choose V1 ≥ V0 such that for any v ≥ V1
C
v
≤ v
2
. (4.43)
This implies that for v ≥ V1
|Im{z + (−z)m−1
m∑
q=0
sq(z)sm−qn (z)}| ≥
v
2
(4.44)
and
|sn(z)− s(z)| ≤ Cτn
v4
. (4.45)
From inequality (4.45) we conclude that there exists an open set with non-empty interior
such that sn(z) converges to s(z) on this set. The Stieltjes transform of these random
variables is an analytic function on C+ and locally bounded (|sn(z)| ≤ v−1 for any v > 0).
By Montel’s Theorem (see, for instance, [4], p. 153, Theorem 2.9) the convergence of sn(z)
to s(z) is uniform on any compact set in the upper half-plane K ⊂ C+. This implies that
∆n → 0 as n→∞. Thus the proof of Theorem 1.1 in the general case is complete.
5 Appendix
5.1 Frobenius norms of powers of truncated matrices
Recall that we consider truncated independent random variable Xjk satisfying
|EXjk| ≤ 1
n
3
2 τn
, E |Xjk|2 = 1 + θjkM
n2τ2n
, |Xjk| ≤ τn
√
n, (5.1)
where τn → 0 as n→∞ converges to zero as slowly as needed.
We would like to investigate the behavior of the Frobenius norm of powers ‖Xm‖2 of
the random matrix X = 1√
n
(Xjk)
n
j,k=1. We formulate the following
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Lemma 5.1. Let X
(n)
jk be independent random variables for 1 ≤ j, k ≤ n and assume that
(5.1) holds. Then for any m ≥ 1 and any ν = 0, . . . ,m, there exists a constant Cm > 0
depending on m such that
E ‖Xν(X−EX)m−ν‖22 ≤ Cmn. (5.2)
Proof. We start with the case ν = 0. Consider the matrix X˜ := X−EX = 1√
n
(X˜jk)
n
j,k=1
and the norms of the powers of this matrix. We may write
E ‖X˜‖22 = n−m
n∑
j,k=1
n∑
j1,...,jm−1=1
n∑
j′1,...,j
′
m−1=1
E X˜jj1X˜j1j2 · · · X˜jm−2jm−1X˜jm−1k
X˜jj′1 X˜j′1j′2 · · · X˜j′m−2j′m−1 X˜j′m−1k. (5.3)
Here for any number a = u +
√−1v, a = u − √−1v denotes the complex conjugate.
The product in the right hand side of (5.3) involves µ different (with respect to complex
conjugates) terms, say Xε
l1,l
′
1
, . . . ,Xεlµ,l′µ , with multiplicities m1, . . . ,mµ, where ε = ± and
Xεjk =
{
Xjk, if ε = +
Xjk, if ε = −
(5.4)
Note that m1 + · · · + mµ = 2m and if min{m1, . . . ,mµ} = 1 then expectation of corre-
sponding product equals 0 since EXεj,l = 0 for any j, l = 1, . . . , n. This implies that non
zero terms occur for µ ≤ m and min{m1, . . . ,mµ} ≥ 2 only. By assumption (5.1), we have
|E X˜jj1X˜j1j2 · · · X˜jm−2jm−1X˜jm−1kX˜jj′1 X˜j′1j′2 · · · X˜j′m−2j′m−1 X˜j′m−1k| ≤ nm−µτ2(m−µ)n .
(5.5)
The cardinality N (l1, . . . , lm, l′1, . . . , l′m) of the set of indices with µ different edges lν , l′ν
and multiplicities m1, . . . ,mµ respectively satisfies the inequality
N (l1, . . . , lm, l′1, . . . , l′m) ≤ Cnµ+1. (5.6)
The representation (5.3) and the inequalities (5.5 and (5.6) together imply
E ‖X˜m‖22 ≤ Cmn (5.7)
Assume now that 1 ≤ ν ≤ m. Consider the quantity
Γ(ν)n = E ‖Xν(X−EX)m−ν‖22. (5.8)
Let A = EX. It is straightforward to check that
Γ(ν)n ≤ Cm
ν∑
α=0
(E ‖A‖22)αE ‖(X−A)m−α‖22. (5.9)
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To prove (5.9) we consider the representation
Xν =
∑∗
Am1(X−A)m′1 · · ·Amν (X−A)m′ν , (5.10)
where
∑∗ stands for sum over all indices m1, . . . ,mk,m′1, . . . ,m′ν ≥ 0 such that
m1 + · · ·+mν +m′1 + · · · +m′ν = ν. This implies the bound
Γ(ν)n ≤ Cm
∑∗
E ‖Am1(X−A)m′1 · · ·Amν (X−A)m′ν‖22. (5.11)
Using that for any matrices A and B we have ‖AB‖2 = ‖BA‖2 and that ‖Aν‖2 ≤ ‖A‖ν2 ,
we get from this inequality the bound (5.9). By assumption (5.1), we have
‖A‖22 ≤
CM
n2τ6n
. (5.12)
Inequalities (5.11), (5.12), (5.7) and the induction assumption together conclude the proof
of the Lemma.
We shall use the following obvious bounds
Lemma 5.2. Let X
(n)
jk be independent random variables for 1 ≤ j, k ≤ n. assume that
(5.1) holds and that EXjk = 0. Then for any m, r ≥ 1 and any ν = 0, . . . ,m, and any
j = 1, . . . , n, there exists a constant C(m, r) > 0 depending on m, r such that
max{E ‖Xνej‖2r2 , E ‖eTj Xν‖2r2 } ≤ C(m, r). (5.13)
Proof. Let
Γν,j = ‖Xνej‖2. (5.14)
We may write
Γ2ν,j =
n∑
k1,...,kr=1
n∑
j
(1)
1 ,...,j
(1)
ν−1=1
n∑
j
(1)
1
′
,...,j
(1)
ν−1
′
=1
· · ·
n∑
j
(r)
1 ,...,j
(r)
ν−1=1
×
n∑
j
(r)
1
′
,...,j
(r)
ν−1
′
=1
r∏
q=1
A(kq, j
(q)
1 , . . . , j
(q)
ν−1)A(kq, j
(q)
1
′
, . . . , j
(q)
ν−1
′
),
(5.15)
where
A(kq, j
(q)
1 , . . . , j
(q)
ν−1) = Xkqj(q)1
X
j
(q)
1 j
(1)
2
· · ·X
j
(q)
ν−2j
(q)
ν−1
X
j
(q)
ν−1j
. (5.16)
Assume that the set of indices N = ∪rq=1{{kq, j(q)1 , . . . , j(q)ν−1}∪j(q)1
′
, . . . , j
(q)
ν−1
′} consists of µ
different pairs, say l1, l
′
1, . . . , lµ, l
′
µ, with multiplicities m1, . . . ,mµ respectively. Note that
m1 + · · · +mµ = 2qr and if min{m1, . . . ,mµ} = 1 then the corresponding term equals 0,
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since EXj,l = 0 for any j, l = 1, . . . , n. This implies that µ ≤ m and min{m1, . . . ,mµ} ≥ 2.
By assumption (5.1), we have
|EA(kq, j(q)1 , . . . , j(q)ν−1)A(kq, j(q)1
′
, . . . , j
(q)
ν−1
′| ≤ C(τn
√
n)2mr−2µ. (5.17)
The cardinality N (l1, . . . , lm, l′1, . . . , l′m) of the set of indices with µ different edges lν , lν
and multiplicities m1, . . . ,mµ satisfies the inequality
N (l1, . . . , lm, l′1, . . . , l′m) ≤ Cnµ. (5.18)
The representation (5.3) and the inequalities (5.17 and (5.18) together imply
E ‖Xνej‖2r2 ≤ C(m, r) (5.19)
The bound of E ‖eTj Xν‖2r2 is similar. Thus, lemma is proved.
Lemma 5.3. Under the conditions of Theorem 1.1 we have
E | 1
n
(TrR−ETrR)|2 ≤ C
nv2
. (5.20)
Proof. Consider the matrix X(j) obtained from the matrix X by replacing the entries of
the j-th row by zeros. We define the following matrices
H(j) =
(
X(j) O
O X(j)
∗
)
, Ĥ(j) = H(j)J. (5.21)
We shall use the following inequality. For any Hermitian matrix A and B with spectral
distribution function FA(x) and FB(x) respectively, we have
|Tr(A− zI)−1 − Tr(B− zI)−1| ≤ rank(A−B)
v
. (5.22)
It is straightforward to show that
rank(HqJ−H(j)qJ) ≤ 4q. (5.23)
Inequalities (5.22) and (5.23) together imply
| 1
2n
(TrR− TrR(j))| ≤ C
nv
. (5.24)
After this remark we may apply a well-known martingale expansion techniques suggested
already by Girko [5]. We may introduce σ-algebras Fj = σ{Xlk, j < l ≤ n, k = 1, . . . , n}
and use the representation
TrR−ETrR =
m∑
ν=1
n∑
j=1
(E j−1TrR−E jTrR),
where E j denotes conditional expectation given σ-algebra Fj .
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Lemma 5.4. Under the conditions of Theorem 1.1 we have, for q ≥ 1
E | 1
n
(
n∑
j=1
[HqJR]jj+n −E
n∑
j=1
[HqJR]jj+n)|2 ≤ C
nv4
. (5.25)
Proof. We introduce the matrices X(j) = X−ejeTj X, andH(j) = H−ejeTj H−Hej+neTj+n.
Note that the matrix X(j) is obtained from the matrix X by replacing the entries of the
j-th row by 0. Consider the quantity
Sj :=
n∑
k=1
[HqJR]kk+n −
n∑
k=1
[H(j)
q
JR(j)]kk+n. (5.26)
Using equality
HqJR−H(j)qJR(j) =
q−1∑
ν=0
H(j)
ν
(H−H(j))Hq−1−νJR
+
p−1∑
ν=0
H(j)
q
JR(j)Hν(H−H(j))Hp−1−νJR, (5.27)
we get
Sj = S
(1)
j + S
(2)
j , (5.28)
where
S
(1)
j =
q−1∑
ν=0
n∑
k=1
[H(j)
ν
(H−H(j))Hq−1−νJR]kk+n
S
(2)
j =
p−1∑
ν=0
n∑
k=1
[H(j)
q
JR(j)Hν(H−H(j))Hp−1−νJR]kk+n. (5.29)
Applying now that
H−H(j) = ejeTj H+Hej+neTj+n, (5.30)
we obtain
n∑
k=1
[H(j)
ν
(H−H(j))Hq−1−νJR]kk+n = Tr ĴH(j)ν(ejeTj H+Hej+neTj+n)Hq−1−νJR
= [Hq−νJRJH(j)
ν
]jj + [H
q−1−νJRJH(j)
ν
H]j+nj+n|. (5.31)
Here
Ĵ =
(
O I
O O
)
. (5.32)
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Equality (5.31) implies that
|S(1)j | ≤
q−1∑
ν=0
|[Hq−νJRJH(j)ν ]jj|+ |[Hq−1−νJRJH(j)νH]j+nj+n|. (5.33)
Using Ho¨lder’s inequality, we get
E |S(1)j |2 ≤
C
v2
q−1∑
ν=0
(E ‖eTj Hq−ν‖22‖H(j)
ν
ej‖22 +E ‖ej+nHq−1−ν‖22‖H(j)
ν
Hej+n‖22) (5.34)
Lemma 5.2 and Ho¨lder’s inequality together imply
E |S(1)j | ≤
C
v2
. (5.35)
Similar we get
E |S(2)j |2 ≤
C
v4
. (5.36)
Inequalities (5.35) and (5.36) together imply
E |Sj|2 ≤ C(v
2 + 1)
v4
. (5.37)
Let Fj denote the σ-algebra generated by Xlk, for 1 ≤ l ≤ j, 1 ≤ k ≤ n. Denote by
E j the conditional expectation with respect to σ-algebra Fj. We may write
E | 1
n
(
n∑
j=1
[HqJR]jj+n −E
n∑
j=1
[HqJR]jj+n)|2
=
1
n2
n∑
j=1
E |E j
n∑
k=1
[HqJR]kk+n −E j−1
n∑
k=1
[HqJR]kk+n)|2
≤ 1
n2
n∑
j=1
E |
n∑
k=1
[HqJR]kk+n −
n∑
k=1
[H(j)
q
JR(j)]kk+n)|2
≤ C(1 + v
2)
nv4
. (5.38)
Thus the Lemma is proved.
Lemma 5.5. Under the conditions of Theorem 1.1 the following inequality holds
E | 1
n
(
n∑
j=1
Rj,j+n −E
n∑
j=1
Rj,j+n)|2 ≤ C
nv4
. (5.39)
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Proof. The proof is similar to the proof of the previous lemma. We have
n∑
k=1
Rkk+n−
n∑
k=1
R
(j)
kk+n =
p−1∑
ν=0
n∑
k=1
[R(j)H(j)
ν
(eje
T
j H+Hej+ne
T
j+n)H
p−1−νR]kk+n. (5.40)
Applying Ho¨lder’s inequality and inequality max{‖R‖, ‖R(j)‖} ≤ v−1, we get
|
n∑
k=1
Rkk+n −
n∑
k=1
R
(j)
kk+n| ≤
1
v2
p−1∑
ν=0
‖H(j)νej‖2‖eTj Hp−ν‖2
+
1
v2
p−1∑
ν=0
‖eTj+nHp−1−ν‖2‖H(j)
ν
Hej+n‖2. (5.41)
Using Ho¨lder inequality and Lemma 5.2, we get
E |
n∑
k=1
Rkk+n −
n∑
k=1
R
(j)
kk+n|2 ≤
Cm
v4
. (5.42)
To conclude the proof it is enough to use the martingale expansion of the difference∑n
k=1Rkk+n −
∑n
k=1ERkk+n similar to previous lemma.
Lemma 5.6. Under the conditions of Theorem 1.1 we have, for 0 ≤ µ, ν ≤ m, that there
exists a constant Cm depending on m such that∣∣∣∣∣∣n− 32
n∑
j,k=1
E (Xjk +X
3
jk)
[
∂2(HνJRHµ)
∂X2jk
(θjkXjk)
]
kj
∣∣∣∣∣∣ ≤ Cm(1 + v)√nv3 , (5.43)
where θjk and Xjk are mutually independent j, k = 1, . . . , n, and θjk are uniformly dis-
tributed on the unit interval. By ∂
2
∂Xjk
2A(θjkXjk) we denote the matrix obtained from
∂2
∂Xjk
2A by replacing the entries Xjk by θjkXjk.
Proof. By the formula for derivatives of a resolvent matrix , we have
∂(HνJRHµ)
∂Xjk
=
1√
n
ν−1∑
a=0
Ha(eje
T
k + ek+ne
T
j+n)H
ν−1−aJRHµ
− 1√
n
m−1∑
b=0
HνJRHb(eje
T
k + ek+ne
T
j+n)H
m−1−bJRH(µ)
+
µ−1∑
c=0
HνJRHc(eje
T
k + ek+ne
T
j+n)H
µ−1−c. (5.44)
25
From this formula it follows that
∂2(HνJRHµ)
∂X2jk
=
1
n
(
ν−1∑
a=0
4∑
i=1
P
(a)
i +
µ−1∑
c=1
4∑
i=1
T
(c)
i )−
1
n
m−1∑
b=1
6∑
i=1
U
(b)
i , (5.45)
where
P
(a)
1 = −
a−1∑
s=0
Hs(eje
T
k + ek+ne
T
j+n)H
a−1−s(eje
T
k + ek+ne
T
j+n)H
ν−1−aJRHµ
P
(a)
2 = −
1
n
ν−a−1∑
s=0
Ha(eje
T
k + ek+ne
T
j+n)H
s(eje
T
k + ek+ne
T
j+n)H
ν−1−a−sJRHµ
P
(a)
3 = −
1
n
m−1∑
s=0
Ha(eje
T
k + ek+ne
T
j+n)H
ν−1−sJRHs(eje
T
k + ek+ne
T
j+n)H
m−1−sJRHµ
P
(a)
4 = −
1
n
µ−1∑
s=0
Ha(eje
T
k + ek+ne
T
j+n)H
ν−1−sJRHs(eje
T
k + ek+ne
T
j+n)H
µ−1−s.
Furthermore,
T
(c)
1 =−
1
n
ν−1∑
s=0
Hs(eje
T
k + ek+ne
T
j+n)H
ν−1−sJRHc(eje
T
k + ek+ne
T
j+n)H
µ−1−c
T
(c)
2 =−
1
n
m−1∑
s=0
HνJRHs(eje
T
k + ek+ne
T
j+n)H
m−1−sJRHc(eje
T
k + ek+ne
T
j+n)H
µ−1−c,
T
(c)
3 =−
1
n
c−1∑
s=0
HνJRHs(eje
T
k + ek+ne
T
j+n)H
c−1−s(eje
T
k + ek+ne
T
j+n)H
µ−1−c
T
(c)
4 =−
µ−2−c∑
s=1
HνJRHc(eje
T
k + ek+ne
T
j+n)H
s(eje
T
k + ek+ne
T
j+n)H
µ−2−c−s. (5.46)
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Finally,
U
(b)
1 = −
ν−1∑
s=0
Hs(eje
T
k + ek+ne
T
j+n)H
ν−1−sJRHb(eje
T
k + ek+ne
T
j+n)H
m−1−bJRHµ
U
(b)
2 = −
m−1∑
s=0
HνJRHs(eje
T
k + ek+ne
T
j+n)H
m−1−sJRHb(eje
T
k + ek+ne
T
j+n)H
m−1−bJRHµ
U
(b)
3 = −
b−1∑
s=0
HνJRHs(eje
T
k + ek+ne
T
j+n)H
b−1−s(eje
T
k + ek+ne
T
j+n)H
m−1−bJRHµ
U
(b)
4 = −
b−1∑
s=0
HνJRHb(eje
T
k + ek+ne
T
j+n)H
s(eje
T
k + ek+ne
T
j+n)H
m−2−bJRHµ
U
(b)
5 = −
m−1∑
s=0
HνJRHb(eje
T
k + ek+ne
T
j+n)H
m−1−bJRHs(eje
T
k + ek+ne
T
j+n)H
m−1−sJRHµ
U
(b)
6 = −
µ−1∑
s=0
HνJRHb(eje
T
k + ek+ne
T
j+n)H
m−1−bJRHs(eje
T
k + ek+ne
T
j+n)H
µ−1−s.
Note that for any matrices A and B we have
|[AB]jk| ≤ ‖eTkA‖2‖Aej‖2. (5.47)
Applying Ho¨lder’s inequality, we get, for α = 1 or α = 3
E |Xjk|α|[P(a)]kj| ≤ E
α
4 |Xjk|4E
4−α
4 |[P(a)]kj |
4
4−α . (5.48)
We may use now inequality (5.47) and Lemma 5.2 to obtain the bound, for α = 1 or α = 3
1
n
5
2
n∑
j,k=1
E |Xjk|α|[P(a)l ]kj| ≤
C(1 + v2)√
nv3
. (5.49)
Similar we get
1
n
5
2
n∑
j,k=1
E |Xjk|3|[T(c)l ]kj| ≤
C(1 + v)√
nv3
(5.50)
and
1
n
5
2
n∑
j,k=1
E |Xjk|3|[U(b)l ]kj| ≤
C(1 + v)√
nv3
(5.51)
Inequalities (5.49)–(5.51) together conclude the proof of the Lemma.
Lemma 5.7. Under conditions of Theorem 1.1 we have, for µ, ν ≥ 0 and for any positive
η > 0 that there exists a constant C(µ, ν, η) depending on µ, ν, η such that
n∑
j,k=1
EXjk[H
νJRHµ]kl =
n∑
j,k=1
E [
∂(HνJRHµ)
∂Xjk
]kl +
Cθ(1 + v√
nv3
, (5.52)
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where θ denotes a function that |θ| ≤ 1.
Proof. Let ξ be random variable with E ξ = 0, Eξ2 = 1 and let f(x) denote a function
which satisfies the following condition E |ξ|3|f”(θξ)| ≤ κ. Here θ denotes a uniformly
distributed random variable on [0, 1]. By Tailor’s formula we have
E ξf(ξ) = E f ′(ξ)−E ξf ′′(θξ) + 1
2
E ξ3f ′′(θξ), (5.53)
where θ denotes a uniformly distributed random variable independent of ξ. Applying this
formula twice and Ho¨lder’s inequality, we get
|
n∑
j,k=1
EXjk[H
νJRHµ]kj −
n∑
j,k=1
E [
∂(HνJRHµ)
∂Xjk
]kj|
≤ n− 32
n∑
j,k=1
E (|Xjk|+ |Xjk|3)
∣∣∣∣∣∣
[
∂2(HνJRHµ)
∂X2jk
(θjkXjk)
]
kj
∣∣∣∣∣∣ (5.54)
Applying now the result of Lemma 5.6, we conclude the proof of Lemma.
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