Abstract: Experiments on the absolute identification of pure tones were conducted at a single frequency in order to explore several effects. We measured the change in transmitted information as the stimulus range was varied, and we also measured the change in transmitted information as the number of categories within a fixed range was increased. In the former case, we found that information increased with increasing range. In the latter case, we found that information increased with increasing number of categories, but the increase was due to a purely mathematical effect. Transmitted information was estimated by means of computer simulation designed to overcome, in part, small sample bias. This simulator is of potential use to others by helping them calculate transmitted or mutual information accurately using a minimum number of experimental trials. The graph of calculated information against number of trials was found to assume a characteristic shape. Garner and Hake (1951) and Garner (1953) demonstrated how one could quantify the information transmitted to a participant who was required to judge the loudness of tones of a fixed frequency. The experimental paradigm is well known. The continuum of sound intensities between two fixed intervals (dB HL) could be divided into an arbitrary number of loudness categories (Garner used 4, 5, 6, 7, 10 and 20). The participant was trained to identify a tone as belonging to a specific category. He or she was then presented with a large number of tones of unknown intensity, and was required to sort them as well as he or she was able into the correct categories. The data were entered into a matrix, which is known as a confusion matrix, and, using the methods of Shannon and Weaver (1949) , the mean information transmitted per stimulus was calculated (Attneave 1959 , Norwich, 1993 . A problem encountered in the measurement of channel capacities is the large number of trials that must be conducted in order to obtain accurate values. A trial is a single presentation to a participant of a tone whose intensity is unknown to him or her. Houtsma (1983) introduced the idea of obtaining plausible values by extending data through computer simulation.
Earlier investigators have begun the exploration of the effects of stimulus range and number of stimulus categories on transmitted information. Braida and Durlach (1972) , working within the framework of a theoretical model of loudness perception, have derived a relationship between information and sensitivity which, in turn, can be related to range. Luce, Weber and Green (1976) explored the effect of varying stimulus categories over a range fixed about a central intensity. Essentially, transmitted information was found to increase with both range and number of categories, saturating at a value not greater than approximately 2.5 bits. It has not been clear how these two variables independently cause the transmitted information to increase.
Object of Study
Our experiments were designed to study three effects. (a) By means of computer simulation, we explored the change in the calculated information (including the small sample bias) as the number of trials increases from zero to, say, 20,000. (b) We examined the change in transmitted information associated with differences in the total range of stimuli. For example, does the transmitted information differ when stimuli are selected over the range 1-90 dB HL as compared with 1-70 dB HL? (c) We recorded the change in calculated information at a fixed stimuls range as the number of categories increased progressively, e.g., in the range 1-90 dB: 10 dB categories (nine of them), 5 dB categories (18 of them) ... 1 dB categories (90 of them).
From a practical point of view, it was just not feasible to obtain 20,000 trials from a single participant over each of several ranges of stimuli. So we searched for a way to reduce the required number of trials without incurring a small-sample bias in our calculations. Using too few trials results in a statistical bias, which can lead to errors as high as 100% in the calculation of information. Very clever techniques were suggested to help overcome the small-sample bias (Carlton, 1969; Miller & Madow, 1954; Miller, 1955) , but each technique is restricted in its use. Ultimately, following the lead established by Houtsma (1983) , we developed a process of computer simulation that provided what we think is a good estimate of the unbiased information, using only about 500 trials of a human participant. The following is a brief discussion of the development of the simulator.
Simulator
We shall confine our discussion of the simulator to the case of single dB categories. For example, the range 1-10 dB will be represented by 10 categories, 1-30 by 30 categories etc. The stimulus-response or confusion matrix is defined with the convention that each row represents one stimulus category, and each column represents one response category. Therefore, the element at the junction of theur j [Symbol Not Transcribed] row and k [Symbol Not Transcribed] column is equal to the number of times a stimulus in category j was identified as belonging to category k. Since only 1-dB categories are discussed, this element will be just the number of times a stimulus of j dB was identified as being k dB.
It was observed that the distribution of responses in any given row could be well approximated by the normal distribution whose mean was the stimulus value for that row. Thus, for example, suppose that row 4 of a 10 x 10 matrix for 1-10 dB were given by the values displayed in Table 1 . The data tend to be represented by a normal distribution with mean lying at column 4. It is not at all surprising to see the normal distribution appearing in this way. It represents the expected error of a human observer in his or her efforts to accurately detect the value of the stimulus in row 4. We observed further that the variance of all rows of a given matrix tended to be constant. Analysis of these row variances showed them to be approximately consistent with the same normal distribution, as determined by chi-square analysis. In rows 1 and m of the m x m matrix, however, anchor effects are prominent as participants are cued by high and low stimulus values. The anchor effects distort the normal distribution in these bordering rows particularly. The characteristic normal distribution can be seen only when the mean is displaced far from the borders of the matrix. As the mean of a given row approaches the border, the characteristic normal distribution is distorted. Using a constant row variance, that can be estimated from the matrix for each participant based on 500 trials, we were able to develop a computer program to simulate the performance of each participant for each range of stimuli. The basic principle on which the simulator works is very simple. The computer is instructed to generate pseudorandom stimuli in the usual fashion, distributed uniformly over a specified range. So if the range is 1-30 dB, the computer will generate stimuli spread uniformly between 1 and 30 dB. Suppose the stimulus selected on one occasion was x dB. The computer is then instructed to simulate a given participant's response to that stimulus by generating a pseudorandom number that is normally distributed about x with the participant's measured, characteristic variance for that matrix. We used the wellknown Box-Muller algorithm to generate these normally distributed, pseudorandom responses. In this way, a simulated confusion matrix can be developed. The use of the normal distribution in the simulator is a refinement of Houtsma's approach (1983) in which the uniform distribution was used for the response as well as for the stimulus. The technical development of the simulator is described by Wong and Norwich (1997) .
It was then a simple matter to plot simulated information against number of trials, as the number of trials increased from 1 to 500. This simulated information can then be Compared with the participant's actual information by plotting both against number of trials from 1 to 500 trials. The two graphs should, ideally, overlie each other, but because of statistical fluctuations, they will differ slightly ( Figure 1 ).
It is clear, then, that such a simulator can be used to simulate the participant's performance over a very large number of trials --a much larger number of trials than could be realistically expected of a human participant. Thus one can simulate human performance of 20,000 (or 50,000) trials without difficulty, obviating the small sample bias that has plagued earlier workers. The results are, of course, only as good as the simulation, which depends largely on the measurement of mean row variance.
It is also possible to calculate an estimate of the asymptotic value to which the calculation of transmitted information tends for an indefinitely large number of trials. This calculation is also not difficult. Shannon and Weaver's equation (1949) allows us to compute the transmitted information from a given confusion matrix by subtracting the equivocation from the source information. The source information is just equal to the logarithm of the number of equally probable categories, and is a measure of the information that issued from the source. The equivocation is a measure of the information lost to participant error. Therefore the difference between these quantities is equal to the information that left the source and actually reached the receiver, or, in this case, the observer. The equivocation for categories of unit width is equal to 1/2 In (2[pi]e var) in natural units, where e = 2.718... and var is the mean row variance for a given participant and given range of stimuli. Again, these measures of information in natural units can be converted into bits by dividing them by 0.693..., which is equal to 1n 2. So a formula for calculating the asymptotic information is just the natural logarithm of the number of rows in the confusion matrix minus one half of the natural logarithm of 2[pi]e times the mean row variance. That is,
For matrices with categories 1 dB in width, the number of rows, m, is equal to the stimulus range. So the asymptotic information is equal to In (range) -1/2 ln (2[pi]e var).
There is a straightforward statistical calculation that permits us to see that the error made in estimating the asymptotic information using only 500 trials from a participant is much smaller than the error that would be made if one simply adopted the biased value of information calculated directly from the matrix with 500 entries. This calculation uses the statistical properties of the chisquare distribution and will not be pursued here.
Methods

Procedure
We elected to test primarily the ranges 1-90 dB, 1-70 dB, 1-50 diD, 1-30 dB and 1-10 dB. All measurements are made in hearing level, which are decibels above threshold. HL is taken with respect to a population threshold and not with respect to the threshold of each participant. The thresholds of participants W and J were actually below the mean threshold, while that of participant B was about 10 dB above the mean at 1000 Hz. We also chose to separate consecutive trials by 20 s, rather than 7 s as used by Garner (1953) , in order to minimize the effects of adaptation. All tones were given at 1000 Hz for a duration of 1.5 s.
Each participant completed a given range (in randomized order) before progressing to the next range. Five hundred trials were given over a period of three separate days for each range (480 or 160 for participant B). The participant was permitted to study and practise within a designated range for as long as he or she desired, before each experiment. During practice sessions, feedback was given after each tone. The participant would learn to match tones in the specified range to an integral decibel value, as well as she or he was able. Usually, the participant felt that learning was non-contributory after 15 or 20 minutes. During the course of the experiment, no feedback was permitted following each unknown stimulus.
Prior to the experiment, a set of positive, pseudorandom integers with the uniform distribution were generated using the computer. The sequence of tones presented to the participant was governed by these pseudorandom integers. For example, in the 1-70 dB range, the pseudorandom numbers were integers distributed uniformly between 1 and 70. Tones of dB values matching these numbers were presented sequentially to the participant, separated by 20 s intervals, and cued by a 5-second warning. The participant was required to identify the tone to the nearest dB. If a participant felt fatigued, the session was recessed or aborted for the day. In any case, no more than 200 trials were made in any one day.
Our requirement that participants attempt to match tones within categories of only one dB should not be regarded as excessively demanding. The participant can receive a substantial amount of information even if he or she succeeds in making very few ``exact'' matches, such as identifying a tone of 34 dB precisely as 34 dB. Please recall that asymptotic or unbiased information is determined only by the range of stimuli presented, and by the variance of the participant's response. So it is the narrowness of the distribution of responses made by the participant rather than the number of direct hits that determines the transmitted information.
Participants
There were three participants, J, W and B, whose ages were 18, 25 and 52 years respectively. The first two participants were tested over the primary ranges of sound intensities cited above. The third participant was tested somewhat more extensively. Participant B's threshold of hearing at 1000 Hz was 10 dB higher than that of the other two participants, so the 1-10 dB range could not be used. This participant was tested for ranges 11-20 dB, 11-30 dB etc. All experiments reported involved 500 trials, except as noted below.
Experiments conducted using only 160 trials marked with a.
Information is calculated in bits.
s[Symbol Not Transcribed] is sample variance.
Itmax and Itmax are the peak measured and simulated information respectively.
Nmax and Nmax are the number of trials at which peak measured and simulated information, respectively, occur.
I[Symbol Not
Transcribed] (20,000) is the information calculated for 20,000 trials using the simulator.
Transcribed] is the asymptotic information.
Apparatus
Testing took place within a sound attenuated room in the bioacoustics laboratory in the Institute of Biomedical Engineering at the University of Toronto. Stimulus tones of 1000 Hz were generated by a 0B70, two-channel audiometer, produced by Madsen Electronics, Toronto, Canada. The audiometer was calibrated at regular intervals, but any drift between calibrations was negligible. Tones were delivered binaurally using TDH-39 headphones. Each tone was 1.5 s in duration. In the event of extraneous sounds, the experiment was interrupted and was resumed only after one minute of silence.
Unprocessed data were stored on diskette. A computer program (see, for example, Norwich, 1993, pages 79-80) was used to calculate the information transmitted per stimulus in the usual way. Therefore, for each participant and for each range of stimuli, we could construct a graph of calculated information versus number of trials.
Calculations
The 500 trials given to each participant were far too few to give an unbiased value of transmitted information, except perhaps for small ranges. There are two methods at our disposal which can now be employed to obtain the unbiased information. From the 500 experimental trials, one can calculate the participant's characteristic row variance for a particular range of stimuli. One can then utilize the simulator, described earlier, to simulate the participant's performance' for any desired number of trials. The information at 20,000 trials is a reasonable estimate of the asymptotic information Alternatively, one can estimate the asymptotic information directly using Equation (1).
Results
Efficacy of the simulator
One can gauge the effectiveness of the simulator by examining the closeness of fit of simulated data to actual, measured data. We began with the confusion matrix produced from 500 trials at a stimulus range 1-30 dB for participant W. We then calculated the variance of each of the rows of the matrix to obtain an estimator of the mean row variance. Introducing this mean row variance into the simulator, we simulated the calculated information for this participant for all numbers of trials between 1 and 500. The confusion matrix ``fills up'' progressively. The results are shown by the dotted curve in Figure 1 . We also plotted an experimental curve of calculated information versus number of trials by using participant W's data pairs, two by two (first stimulus, first response; second stimulus, second response; etc.). The results are plotted in the solid curve in Figure 1 . The two curves, simulated and measured, are seen to match very closely. They can never match precisely, because the simulated curve has been generated using pseudorandom numbers, which will change with each replication of the simulation.
One might note here that the order in which the participant's experimental trials are taken and plotted makes very little difference to the shape of the curve obtained. However, please see also Mori (1989) . We plotted information against total number of trials, so it matters very little whether, for example, the second plotted point, representing two trials, utilizes the participant's first and second trials or his/hel 499th and 500th trials. The final plotted point, of course, utilizes all 500 trials.
We can now explore each of the questions, (a), (b) and (c), proposed above. The results for each of the three participants are summarized in Table 2 . The data for all measured ranges of stimuli for participant w are shown in Figure 2 . Figure 2 shows that after reaching a peak, the calculated information falls progressively with increasing numbers of trials. It may be seen, however, that the calculated information still contains a small-sample bias at N = 500, and is continuing to fall. We employed the simulator to provide plausible values for information for N = 20,000 trials, and these values are found in Table 2 . We also calculated the asymptotic information, the information that is nominally unbiased, from Equation (1), with m set equal to range. This value is given in the right-most column of Table 2 .
One may now see the general rule that asymptotic information increases with the range of stimuli. In fact, one may observe the more general rule, that for each value of N, the calculated information increases with the range of stimuli. This observation is complementary to the observation made by other investigators, as discussed later. Figure 3 presents information (N = 20,000) plotted as a function of range for each participant. Again it may be observed that transmitted information increases monotonically with range.
(c) Change in the calculated information as rows and columns are subdivided Hitherto, only those matrices whose rows and columns spanned one-dB categories have been considered. However, if a range is now fixed, one may examine a matrix whose rows and columns span more than one dB. For example, consider an experiment on a set of stimuli that extend over the range 1 to 50 dB. Identification of stimuli is made in the usual manner, the participants reporting their judgments to the nearest decibel. The confusion matrix may contain five categories: 1-10 dB, 11-20 dB, 21-30 dB, 31-40 dB, and 41-50 dB. Information is calculated in the usual manner. Suppose one calculates the information, biased though it may be, for 500 trials, and designates this quantity of information by [Symbol Not Transcribed] (that is, I for 5 categories at 500 trials). Using the same set of data, one may now subdivide each row and each column into two, in order to obtain 10 categories: 1-5 dB, 6-10 dB ... 45-50 dB. The information at 500 trials is now [Symbol Not Transcribed] . This process can, of course, be continued, calculating the information for progressively greater numbers of categories.
In Figure 4 , we have plotted the information at N = 500 for a progressively greater number of categories when the stimulus set extends over 90 dB.
Several observations can be made from this figure. First, the quantities of information calculated are much higher than the values usually reported. The reason is, of course, that we have chosen to plot biased values, calculated from only 500 trials. The second observation is that the calculated information increases progressively as the number of categories is increased. Please recall that all calculations are made on the same data set, and the only difference between plotted points is the number of categories into which the matrix has been subdivided.
We thought it rather unusual that whenever the number of categories was increased by dividing an existing row or column into subsidiary rows and columns, the calculated information transmission either increased or (rarely) remained the same. In fact, even if confusion matrices were assembled with totally random elements, the information (very close to zero, obviously) can be observed to increase slightly with each increase in the number of categories into which the matrix is divided, in the manner shown in Figure 4 . This increase in information with an increase in the number of categories, it transpires, can be deduced purely mathematically, without further reference to the manner in which human beings process sensory data. The curve shown in Figure 4 resembles the well-known curve of Miller (1956) , but it has been prepared differently. It results simply from partitioning the same data into different category widths, rather than having participants repeat the experiment with different category widths. We have also used 500 trials only to generate this curve, resulting in values of calculated information that are higher than the unbiased, or asymptotic information.
Discussion
Earlier studies Houtsma (1983) introduced the idea of utilizing the computer to simulate the performance of a participant. He simulated the participants' responses by means of the uniform distribution. The resulting graphs of transmitted information versus number of trials decreased monotonically to their asymptotic values. That is, they did not fully capture the overestimation of calculated information that occurs during the early trials. Nonetheless, Houtsma's method illustrated a number of salient features, such as the reduced number of trials required when the asymptotic information is low. He also pointed the way for refinements in the simulation process, which we have pursued here. We have replaced the uniform distribution of participants' responses by the normal distribution, which accords more closely with observation. In this manner, we have introduced the fine structure of the information versus trial curve, and we have been able to emulate human performance very closely.
We have not, by any means, produced the most accurate simulation possible. Many refinements remain to be incorporated. For example, the correction for anchor effects must be handled with greater precision (Wong & Norwich, 1997) .
Others have investigated the effects of range on transmitted information. Braida and Durlach (1972) have analyzed experiments on absolute identification employing a model of internal noise (memory noise plus a smaller component of sensation noise). They established a relationship between transmitted information and total sensitivity, which exhibits a defined dependency on range. We have demonstrated a similar dependency of information upon range, but no model or system infrastructure is required: Information is calculated directly from mean row variance. For example, our Equation (1), with m set equal to range, can be expressed in the terminology of Normality of the response data
In any given row of the confusion matrix, the response data are found to be distributed approximately normally about the stimulus value. For example, in row 5 of a 10 x 10 confusion matrix with categories 1 dB in width, the data are found to be distributed in accordance with the normal or Gaussian distribution with mean equal to 5 dB. The agreement with the normal distribution is not absolutely perfect. The well-known phenomenon of anchoring or favoring of the first and last element of each row has the effect of distorting the normal distribution somewhat. Nonetheless, the normal distribution is obtained to a good approximation.
Rows 4 -7 of a 10 x 10 matrix constructed for participant W have been combined by a process of shifting, so that the means of the rows approximately coincide. The summed data from these rows were then plotted in order to demonstrate the normality property. In Figure 5 , a probability plot of the data is linear (demonstrating that the original data are normally distributed) for all but the extreme values. This plot is made with a distorted scale that makes normally distributed observations plot as a straight line. In practice, a visual check of linearity is sufficient to establish normality (Glantz, 1987, page 290) . The appropriateness of the normal distribution may also be inferred from the close correspondence between the simulated and measured curves, as shown in Figure 1 .
One should recall that the equation providing the asymptotic approximation utilizes the normal distribution, and does not take anchor effects into account. Therefore, the equation is reasonably accurate for large stimulus ranges, but suffers somewhat for smaller ranges, as may be seen from the last two columns of Table 2 .
The mathematics of subdivision of rows and columns
The mathematical demonstration that subdivision always results in an increase in information (with equality of information only as a special case) is quite detailed, and we give only the gist of the argument here. We examine the simplest possible case, where one column of the confusion matrix only is subdivided into two columns. After some algebraic labour, it may be shown that the information of the subdivided matrix will exceed that of the original matrix if and only if a rather simple inequality subsists between two quantities. We were able to prove this inequality, with reference to the work of Hardy, Littlewood, and Polya (1964) . Having shown then, that information is non-decreasing for subdivision of a single row, it is a straightforward extension to show that the principle is true for any number of subdivisions performed sequentially, and hence the required demonstration.
As shown in Figure 4 , a decrease in information results when the same data set is allocated into fewer categories. This decrease is observed because in the process of merging, distinctions in measurement are removed. For example, one obtains more information when given the exact card drawn from a deck (e.g. Queen of Hearts), than when given only the suit of a card (e.g. Hearts).
Reducing the deck only to suits, reduces the number of distinctions, and hence, reduces the information from log 52 to log 4.
Our interpretation of this theorem is guarded. Although we have shown that subdivision results in progressively increasing information, we have not evaluated the limit to which the process tends. That is, we have not demonstrated that there is a particular capacity to which the sensory information channel tends for large number of subdivisions. The process of progressive increase in calculated information with increasing numbers of categories is, therefore, purely mathematical. But the value to which information tends is not a purely mathematical limit, and depends on either the properties of the sensory system, or, as one of us has conjectured, on the fundamental laws of physics (Norwich, 1993, pp. 260-265 ).
In conclusion, we have demonstrated the operation of a computer simulation that permits us to estimate the unbiased or asymptotic information from a confusion matrix after a nominal number of trials. With the use of the simulator, we demonstrated that transmitted information from an experiment on absolute judgments increases with increasing range of the stimulus set, where the lower bound of the set is at the population threshold. This finding is in keeping with earlier studies on range conducted in somewhat different ways. We showed the characteristic shape of the curve obtained when calculated information is plotted against the number of participant trials: The curve rises to a peak, and then falls progressively to an asymptotic value. We also showed that subdivision of the rows (or columns) of a confusion matrix will always tend to increase the calculated information, an effect that is independent of the behavioural properties of the participant.
