The 
Introduction
Sensor-based control can play an important role in autonomous robotics. Computer vision, in particular, could help in providing a flexible feedback mechanism for overcoming uncertainties. There has been a growing interest in visual servo control in recent years [I] , partly due to a decrease in hardware costs and the advances in computer vision.
Visual servo control, based on the feedback representation mode, can be classified as being either positionbased or image-based. Image-based servoing system [a, 41 observes how differential changes in robot configuration space relate to differential changes in image features space, and then uses this relationship to control the robot motion to achieve the goal. The matrix that captures the relationship between the differential changes in the robot joints and the image features is named the image Jacobian. Note image features here refer to any measurable image parameters which can be used for control, e.g. position, size, distance, or surface area of objects in the image.
If the robot and camera are completely calibrated then the image Jacobian can be computed at each robot configuration and becomes a basis for visual servo control. However, the process of calibration could be tedious and error prone and in some situations may be infeasible. Thus it is desirable to devise control techniques that can avoid calibration. The image-based approach is appealing because by selecting a right set of image features it may be possible to carry out a task without calibration
In this paper we follow the approach of dynamically [lo, 31. estimating the image Jacobian at each step. The estimated image Jacobian then forms the basis of visual control. However, in following this approach the estimation of the image Jacobian deteriorates since the update is only in the goal direction. To alleviate this situation we introduce the idea of exploratory motion to improve the estimate of image Jacobian. We consider the issues and trade-offs involved in using the exploratory motions. The study was completed by conducting experiments on a 6-DOF robot and simulations using a computer model of the same robot. The results establish the utility of the exploratory motion for visual servoing without calibration.
Servoing Scheme

The image Jacobian
Assume a robot manipulator with n joints and n-degrees of freedom. Assume that a camera is mounted on the end effector of the robot, and that the servoing task is de- where Jr is the m x p matrix of local Jacobian at configuration q: 
Dynamic estimation of image Jacobian
The image Jacobian J, relates the image feature velocity as a linear combination of joint space velocity at a given robot configuration q. Based on this fact, a simple servoing mechanism can be derived. Due to the discrete nature of the simulation setup, instead of configuration space and feature space velocities, discrete infinitesimal motions in both spaces are assumed in the following description.
Given a goal feature fg to be achieved and the currently observed feature vector fC, a current feature error can be calculated as Af = fg -f". Based on the current image Jacobian J,, a joint motion (Aq) that reduces this error is given by Aq = JGIAf.
Since the image Jacobian J, is only correct in the neighborhood of q, Aq should be treated as directional information. Hence, the next joint motion, dq, is calculated as a scaled version of normalized Aq.
Since no calibration is done, the true image Jacobian at each configuration point is unknown. However, it can be dynamically estimated based on several differential changes in the joint space (joint space displacements) with their corresponding changes in the feature space (feature space displacements).
At step j , the system extracts feature vector fJ from the image, and configuration vector qJ from the robot joint encoders. Instead of configuration and feature space velocities, the system uses derived configuration space vector displacement dqj = qi -qj-' and feature space displacement dfi = fj -fj-' to estimate the image Jacobian.
In order to uniquely control the robot joints, the feature space dimension must be greater than or equal to the configuration space dimension (n 5 m). To get an estimation of image Jacobian j , , an n-and m-dimensional column vector respectively; hence, DQ is an n x n matrix and DF is an m x n matrix.
Thus, the estimated image Jacobian is computed as a product matrix given by:
Using the estimated image Jacobian j , , the next robot motion dqj+' can be determined based on Equation 7. After the robot executes the prescribed motion, the corresponding feature vector displacement dfi+' is observed. The new vector pair, dqj" and dfi+', updates DQ and DF matrices for estimating the next cycle of image Jacobian matrix. The latest pair has the most accurate information about the current image Jacobian; hence, the easiest update can be done by replacing the oldest pair (dqj-"", dfj-,'') with the newly acquired pair (dqj", dfj").
Initial estimate of the image Jacobian
When the visual servoing starts, DQ and DF can be acquired either (1) by random movements near the initial configuration, or (2) by systematically making small moves one joint at a time and observing the corresponding feature vector displacements. The latter approach is preferred because it guarantees capturing all possible robot joint movements, thus guaranteeing that DQ is well-behaved and its inverse can be calculated accurately. This process is called acquiring the true image Jacobian in contrast to estimating the image Jacobian which is done at every step toward achieving the goal as given by Equation 10.
Exploratory Motion
Image-based servoing estimates the current image Jacobian based on the observed relationship between joint movement and image feature changes. The estimation should consider only those relationships near the current configuration, otherwise the estimation would be less accurate. We consider how the estimation could be related to the normal goal seeking motion or a more deliberate motion aimed at improving the estimation of the image Jacobian.
Deterioration in Jacobian estimation
Because of the "greedy" nature of the strategy by which the robot moves in the direction with the greatest distance reduction toward the goal, it is often the case that recent joint movements are biased toward a particular direction. This results in matrix DQ becoming close to a singular matrix, and causing the image Jacobian to be inaccurate. Thus, the performance may deteriorate over time.
Re-acquiring the image Jacobian
A conservative way to avoid the above problem is to re-acquire the image Jacobian at every step. Thus, the image Jacobian is estimated accurately for current configuration and the robot converges to the goal quickly. However, this method is expensive because it abandons all the information acquired at the previous steps which probably are still accurate.
Exploratory motion
A better compromise would be to incorporate exploratory motions, which are defined as joint motions in the "under-represented" directions in joint space. Under-represented direction is the least informed direction of the joint space movement. It is called underrepresented direction because this particular direction in joint space is not used recently thus it is under represented in the estimated image Jacobian. The underrepresented direction is computed based on all recent pairs of (dqj, dqj) used to estimate the current image Jacobian. The goal of the exploratory motion is to gain the necessary information about the effect of joint motions in the feature space as well as to maintain accurate estimation of the image Jacobian. These motions would be blended with the goal-reaching motions of the robot, thus each motion is expected to bring the observed image feature closer to the goal feature while a reasonable accuracy of the image Jacobian is maintained.
Determining under-represented motion
Given the last n joint motions, dqJ-,+l . . . dqj used to estimate current image Jacobian, consider only the directional information of the joint movements i.e. a normalized dq'. To determine the least informed direction, first construct the matrix MQ.
Intuitively, the eigenvalues and eigenvectors of matrix MQ define a confidence ellipsoid of configuration space movements. A well-represented direction of configuration space has a longer axis compared to the one that is not represented in DQ. This implies that the system has more confidence of knowing its effect of the wellrepresented movement in the feature space than that of the under-represented movement. Acquiring the image Jacobian by moving one joint at a time results in all equally well represented directions; in this case, the confidence ellipsoid has the shape of an n-dimensional sphere of unit radius. For a 3D configuration space, a simple illustration of a confidence ellipsoid is shown in Fig. 1: dq1,dq2 and dq3 are the last three steps to approximate image Jacobian; their confidence ellipsoid is shown on the right, the major axis of the ellipsoid represents the most known or well-represented direction, while its minor axis represents the least known or underrepresented direction. If e l , e2, . . . e, are eigenvalues of MQ with el < e2 < . . .e,; and V I , v g , . . . , v, are their corresponding eigenvectors, then the most represented joint motion direction is indicated by v,, the eigenvector with the largest eigenvalue, and the under-represented joint space direction is indicated by VI, the eigenvector for the smallest eigenvalue of MQ.
The condition number of MQ reflects the ratio between the major and minor axes of the confidence ellipsoid; or, in other words, between the most represented and the under-represented directions. As the confidence ellipsoid departs from the shape of an n-dimensional sphere, the condition number increases. An exploratory motion needs to be introduced only if the condition number goes beyond a certain threshold. This helps in avoiding unnecessary exploration if the image Jacobian is well behaved.
Decaying mechanism for computing the confidence ellipsoid. The last n joint motions, dq'-n+l . . . dqj , do not contribute equally to the correct estimation of the image Jacobian. The latest joint motions and their corresponding feature changes (dq3, df3) provides the most accurate information to estimate the current image Jacobian. Older joint movements are less accurate; hence, a decaying mechanism could be applied to reflect this decreasing confidence in the measurements.
Condition number of MQ.
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3.5
A strategy can be developed to combine exploratory motions with goal reaching motions based on the condition number of MQ and the distance to the goal. This would allow the exploratory motions to decrease as the robot moves closer to the goal.
Let dqgoal be the unit vector of the next joint move in order to reach closer to the goal, and dqesp be the unit vector of the exploratory motion Combining exploratory motion w i t h goal reaching motion where W ( E ) is a weighting function that maps feature error 6 to a positive real number less than 1, 0 5 w(6) 5
1. One such weighting function is:
in which a and b are the lower and upper error bounds to limit the effect of exploratory motion respectively; p , where 0 5 p 5 1, is the minimum fraction of the goal reaching movement that should be retained. Hence, when the feature error is less than a, only goal reaching motion is allowed; beyond this the exploratory motion portion can be added proportionally.
Experiment and Simulation
The experimental setup
To verify the proposed visual servoing scheme, experiments were conducted using a 6-DOF Mitsubishi robot. The robot had all revolute joints and the gripper modified to hold a cylindrical tool (See Fig. 2 ). The camera was mounted on a platform above the tool at the end of the robot. In the work space of the robot, a box was constructed with six LED's and a hole at its geometric center whose diameter was slightly larger than the diameter of the tool (Figure 3(i) ). The goal of the experiment was to insert the tool into the hole in the box as the docking port from any initial robot position. The only condition imposed on this experiment was that all LED's be visible before the start of the servoing. The camera provided a continuous update of the LED positions. To eliminate all ambient light of the surroundings, the LEDs were triggered at a certain frequency.
After image processing, the centroid information of the LED's in the image plane was passed on to the visual servoing algorithm.
This work was completed in support of the U.S.
Army's Crusader project. The Crusader project supported the development of the next generation howitzer and a companion resupply vehicle. One of the project goals was the ability for the resupply vehicle to automatically dock an ammunition transfer arm to the howitzer. One such concept for docking involves a 6-DOF arm which deploys from the vehicle and docks automatically to the receiver port of the other vehicle. This process requires automatic guidance of the arm and location of the port. The Mitsubishi robot serves as the arm and the box with 6 LED's serves as the docking port in our experiment.
Figure 2: The 6-DOF Mitsubishi robot used in our experiments and for defining our simulations.
(ii) 
Servoing experiments without exploration
We first implemented the image-based visual servoing strategy outlined in Section 2 with dynamic estimation of the image Jacobian. The experiments demonstrated that image-based autodocking converged to the docking position and orientation correctly, even though the port was rotated or moved. Figure 4 shows snapshots of different stages from a servoing sequence from an observing camera, and figure 5 shows the actual views from the camera mounted on the end-effector. A sample of the error profile of an image feature during a servoing sequence is shown in Fig. 6 . 
6)
(ii) (iii) (iv) Thus the set of experiments helped in establishing the feasibility of an image-based servoing scheme without calibration and showed its flexibility in terms of arbitrary camera positions and port locations. The next subsection considers simulation experiments to study the effect of the exploratory motion on the performance of the servoing.
4.3
The simulations were conducted using the model of the 6-DOF Mitsubishi robot described earlier. The simulations were used to study the relative benefits and costs involved in using the exploratory motions.
In this study, around 200 cases were simulated. For each case, an initial configuration within the effective range of the robot was generated randomly. A servoing algorithm with exploratory motion was used to dock the robot. Several behaviors of this docking with exploratory motion were recorded. Henceforth, this method is called EXPL for ease of reference. The same problem was presented to the basic servoing algorithm without the exploratory motion, referred to as BSC, and then the two results were compared and analyzed. For benchmarking purposes, the same problem was also presented to an algorithm with complete information of the image Jacobian, i.e. the image Jacobian is acquired at every step, we refer this method as INF.
Three different measurements are used to evaluate the performance of these methods: (1) the number of steps to converge to the goal, (2) the average directional error, and (3) the average condition number of the estimated image Jacobian. Table 1 presents the statistics of the mean and standard deviation of the number of steps to converge for each method. It shows that adding exploratory motions (EXPL) on the average reduces the number of steps needed to converge (from 72.317 steps reduced to 59.374 steps). The improvement is significant since it is closed to the best possible per-
Simulations t o study exploratory motion
Number of steps to converge.
Directional Errors
BSC E X P L 52.42" 50.24' 18.99' 21.84' formance of 57.268 steps with the expensive method of re-acquiring the image Jacobian at every step (INF).
Directional error. Another way to measure the performance of both the basic and exploratory methods is to measure how close the approximated image Jacobian is to the actual image Jacobian. This can be calculated as the directional error of the gradient of the approximated image Jacobian from the actual correct gradient to the goal. In other words, given the current feature error Af, the approximated image Jacobian 3, prescribes a direction AQ = j , . Af in configuration space. If the actual image Jacobian at current configuration point J, is known, the "correct" direction in configuration space can be calculated as A g = J, . Af. The angle between directional information given by AQ and A g is considered as the directional error. Table 2 shows that adding exploratory motions on the average reduces the directional errors (from 52.42' to 50.24"). As a side note, in general a directional error less than 90" implies that the prescribed direction and the best direction are at the same n-dimensional hemisphere, hence it usually still reduces the feature error even though it is not at the greatest descent. Condition Number of matrix MQ As mentioned in Section 3.4, matrix MQ represents the configuration space ellipsoid which defines the level of confidence of knowing the correlation of joint movement in that direction with its corresponding feature space changes.
Hence, for INF method where at every step a correct image Jacobian is acquired by moving a single joint at a time, this confidence ellipsoid has a perfect spherical shape (the feature changes in all directions of joint space are equally known). Thus, the condition number is always l or its logarithmic value is 0. The smaller the condition number, the closer the confidence ellipsoid to a sphere.
The statistics in Table 3 shows that having exploratory motion improves the shapes of confidence ellipsoid, that is a more balanced information in all directions in the joint space.
4.4 Conservative vs. aggressive exploration All of the above results are gathered with maximum weight of exploratory motion set to be one half or in Average log,, of the Condition Numbers of MQ BSC passes 100 (or 2 in log,, scale). The higher the condition number threshold, the more conservative the exploration. The effect of varying the condition number threshold is shown in Fig. 7 . This figure also shows that setting the log of condition number threshold to around 2.5 results in the best average performance. Even though the particular numbers presented here will not be the same for different robots or different tasks, the experiment shows that there is an optimum mixture of goal reaching movement and exploratory movement which produces the best performance: an overly conservative exploratory method will still suffer the same problem as the basic approach (incorrect Jacobian), whereas an overly aggressive exploratory method may end up exploring the space without reaching the goal.
IEXPL
Discussion and Conclusions
The context of the exploratory motion is the dynamic estimation of the image Jacobian. Other calibration-free approaches could also have been used. Alternatively, the method could have been combined with approaches that use partial calibration. The study helps in understanding the interplay between the improvement in the image Jacobian estimation and the cost in terms of the path length. A basis is provided for introducing the requisite magnitude and direction of the exploratory motion to meet the needs of the servoing task.
One disadvantage of the image-based approach is that the effective working space is small since the goal needs to be visible to the camera at all stages of the servoing task. When features black-out occurs during servoing, a simple strategy of using the last state with all features visible can be employed, thereby enlarging the working space. However, even with the limited workspace some interesting problems can be solved, for example, the autodocking problem for the Army resupply vehicle which was the task that originally motivated the study.
The performance of an image-based autodocking highly depends upon the set of features chosen for controlling the robot. There has been research devoted to the issues of feature selection, e.g.[8, 71. Most of these measures relate to how the features can monitor errors as they occur, hence a better control system can be derived. However, some features may be better for positioning while others for orientation control. Future work needs to explore a performance measure that consider this decoupling.
