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Abst rac t - -A  threshold result regarding the lengths of nonreversing walks on random digraphs is 
obtained as a consequence of a bifurcation in the dynamics of a simple one-dimensional iteration. 
1. INTRODUCTION 
In the three decades ince Erd6s and Renyi's original papers [1], random graph theory has grown 
into a mature and exciting field [2]. However, there have been surprisingly few investigations of 
random d igraphs .  
Working in the framework of statistical mechanics, Whittle [3] has derived a partition function 
for random digraphs. And general combinatorial results reported by Bollobas [2] can easily be 
modified to guarantee the existence of threshold functions for monotone properties of random 
digraphs. Finally, Luczak [4] has shown the existence of an Erd6s-and-Renyi style "double jump" 
for random digraph evolution. In general, however, the qualitative and quantitative properties 
of random digraphs are still largely unknown. 
In this paper, we will describe a novel approach to the evolution of random digraphs, which 
is based on the derivation of recurrence relations for walks  of  length  k. Specifically, we will 
consider digraphs on n vertices, in which each edge appears with independent probability p = c/n. 
The length-k walk approach is simple and elegant, relying only on elementary concepts. Al- 
though it yields weaker threshold results than the more standard combinatorial methods of 
Luczak [4], it gives a fresh point of view, portraying the threshold as a b i fu rcat ion  of a certain 
one-dimensional iteration. And it provides new information regarding the probability distribution 
of the lengths of the paths between two arbitrary vertices of a random digraph. 
2. WALKS 
Define a walk  in a digraph G as any sequence of vertices (vi(1),vi(2),..., v~(m)) so that each 
pair (vi(~), vi(r+l)) in the sequence is an element of the edge set of G. The integer m is the length 
of the walk. Note that a cycle may be viewed as a walk of infinite length. The finite-length walk 
(vi(1), vi(2),. . . ,  v~(m)) is said to go f rom vi(1) to  Vi(m). 
Walks can contain reversals; e.g., a walk can go from vertex vl to vertex v2 and then back 
again. For the purpose of measuring length, it is more interesting to look at nonrevers ing  
walks,  i.e., walks which do not contain any two subsequences (vi(r), vi(~+l)), (vi(s), vi(s+l)) with 
the property that vi(r) = v~(s+l) and vi(r+x) = vi(~). 
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Next, define the following random variables: 
Pk (v) = probability that there exists a length-k nonreversing walk from v. 
Pk(v, y) = probability that there exists a length-k nonreversing walk from v to y. 
And, given a fixed vertex v, define the events 
Ek+l(W) = (v, w) is an edge of G and there is a nonreversing walk of length k 
from w, which does not include the edge (w, v). 
Ek+l(W, y) = (v, w) is an edge of G and there is a nonreversing walk of length k 
from w to y, which does not include the edge (w, v). 
Then, according to the familiar inclusion/exclusion rule for combining events, we may expand 
Pk(v) as follows: 
+ E P (Ek-1 (wi) A Ek-1 (wj) A Ek-1 (Wk)) (1) 
. . . .  =h P (Ek-1 (wl) CI.'- CI Ek-1 (wn)) , 
where the mth sum is over the set of all m-fold combinations of vertices w. Obviously, a similar 
expansion is obtained for Pk(v, y). 
3. BELOW THE THRESHOLD 
The first consequence of this expansion is a simple bound. If G is formed by random indepen- 
dent addition of edges, then the chance of G containing a nonreversing walk of length k beginning 
at w, and not containing (w, v), is equal to ((n - 1)/n)Pk-l(W) (the chance of v being the initial 
vertex being 1/n). Thus, we have 
P (Ek(w)) ---- P ((v, w) is an edge) Pk-1 (w) n - 1 (2) 
n 
The series (1) is alternating and the terms decrease in magnitude, so that the first term is 
an upper bound. Using this bound, suppose we assume that each edge of G is introduced with 
probability c/n. Then we have 
pk<_Ecn- - lpk_ l  n - lp~ = c ' k-1 = CPk-1 (3) 
n n n 
(where the sum occurs over the n vertices w). In the case c < 1, we therefore have 
P ,  < c" -~ 0, (4) 
implying that long nonreversing walks become unlikely very rapidly as their length increases. 
Recalling that cycles have been defined as infinite walks, this inequality may be reinterpreted 
as a disconnectedness re ult. 
THEOREM 1. Suppose p ---- c/n, c < 1. Let a(n) denote the expected number of vertices of G 
contained in connected components of size w(n). If 
~(n)  - ,  oo, 
then 
lim a(n) _ 0. 
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4. THE B IFURCATION 
To  see what  happens  in the ease ¢ > i, we  must  introduce an additional assumpt ion- - that  of 
independence.  Suppose  that Ek(w) and Ek(z) were  independent  for each w and  z. Then ,  we  
could expand each of the intersection te rms above  into a product,  obta in ing 
Pk(v) = ~ P (Ek-1 (wi)) - ~ P (Ek_ 1 (wi)) t:) (Ek-1 (wj)) @ . .. 
(5) 
4- p (Ek- I  (w l ) ) " "  P (Ek-1 (wn)) . 
Using (2), and setting c' = c(n - 1)/n, this yields 
c 13 n! p3 cm n , _ c' A n! p2 + i 
Pk = C Pk-1 n 2 (n -- 2)!2! k-1 Tt 3 (n -- 3)!3! k-1 +""  ~-~P~-I.  (6) 
This iteration is analytically formidable, but numerically quite tractable. Simulations show 
that  it displays a bifurcation at c = 1. For c < 1, the Pk tend to zero; for c > 1, they tend to a 
fixed nonzero value depending on c and n. 
To obtain an analytical understanding, one may use Stirling's rule to approximate the combi- 
nations, obtaining, after leaving out some "insignificant" factors, the following series: 
C r," Dn 
Pk~cPk-1 -  C2P22! k- l+  c3P33! k - l+ ' " i~7-k -1 .  (7) 
Note that  c has been substituted for c ¢ here, since this is an approximation valid for large n, 
and for large n the difference obtained by using c instead of c' is minimal. The Stirling's rule 
approximation works rather poorly toward the end of the series, but these terms near the end 
are very small, and so the two series can be gotten arbitrarily close by taking n sufficiently large. 
In fact, the approximation works quite well, even for relatively small values of n. For instance, 
where n = 50 and c = 2, and P0 = c/n, one finds results such as P2 = 0.147835, P5 = 0.547996, 
Plo = 0.801054, P2o = 0.805505 from the first formula, versus P2 = 0.147575, P5 = 0.547577, 
P10 = 0.801054, P20 = 0.790812 from the approximation. 
This approximation is of little use in itself, but it allows us to say 
Pk ~ 1 - e - cPk -1 ,  (8) 
a compact formula which, as we shall see, leads to a neat and simple interpretation of the random 
digraph threshold. 
The only possible trouble with this approach is the assumption of independence. However, if 
one assumes that  k in  tends to zero, then it is not hard to see that (7) holds without any extra 
independence assumption. For example, considering the second term in (1), the number of pairs 
{w,,w2} for which E(Wl)  and E(w2) are dependent will be O (k2). For all other pairs, the 
passage to (4)-(7) will be valid. The O (k 2) "bad" terms are easily shown to make a negligible 
contribution as n becomes large. The same approach works for the following terms. 
So then, assuming k << n, the iteration (7) is a fairly accurate description of the behavior of 
maximal nonreversing walks in a random digraph. What  are the properties of this iteration? 
This is an elementary question, for we are merely concerned with the function 
f(x) = 1 - e -c~.  (9 )  
Since i f (x )  = ce -c~, f'(O) = c, and the fixed point at 0 is attracting iff c < 1. This concurs 
with the calculations leading up to Theorem 1, which showed that with c < 1, Pk tends to zero 
extremely rapidly as k grows large. 
On the other hand, if e > 1, then simple calculus shows that  there is an additional fixed point 
x* = x*(c), one which lies between the values 1 - 1/c and 1 - e -c~c, so that  as e becomes larger, 
the fixed point creeps closer and closer to 1. And finally, this fixed point is a t t rac t ing  (whereas 
0 is repelling). For c > 1, the Pk quickly converge to x* as k becomes large. (A note on the 
replacement of c' with c: where c > 1, one can achieve c' > 1 by taking n sufficiently large.) The 
moral of the story is clear: the random digraph threshold at c = 1 is actually a b i fu rcat ion  of 
this simple one-dimensional iteration [5]. 
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5. ABOVE THE THRESHOLD 
We have been speaking in terms of Pk(v), but a moment's reflection reveals that all the same 
results hold for Pk(v, y). This observation leads us toward the following result. 
THEOREM 2. Suppose p = c/n, 
k = w(n), where 
Then 
where c > 1; let v and y be any two vertices of G, and let 
lim w(n) _ O. 
n- - - *oo  7"/, 
lim Pk(v,y) = x*(c). 
n ---~ O0 
This does not imply connectivity in the deterministic sense; what it impfies is a related property 
which is extremely useful in practice, a probabilistic approximate connectivity. 
As a threshold result, Theorem 2 is weaker than that given in [4], which implies that for c > l, 
there is a connected component that contains all but O(log n) of the vertices of G, and also gives 
details about the particular case c -- 1. Similarly, Theorem 1 gives less detail than Luczak's 
analogous result. 
By looking at walks, however, we have obtained a different sort of information. We have arrived 
at a new and interesting conclusion regarding the behavior of the Pk (v, y). Luczak's combinatorial 
methods tell us nothing about the distribution of the lengths  of the paths between arbitrary 
vertices v and y. But we now see that this distribution includes a great number of very short 
paths, since the Pk converge rapidly to the fixed point x*. 
COROLLARY l. For k << n and c > 1, the probability ofa  length-k path from v to y is asymp- 
totically given by fk(c/n) .  
PROOf. Since each edge is chosen independently with probability p, Pl(V, y) = p = c/n is the 
appropriate initial value for the iteration. 
Not only are random digraphs above the threshold nearly connected, but they are also quite 
dense ly  filled with paths; and this density increases quickly with c. For example, in the case 
n -- 50, c = 2 considered above, the first 10 iterates of the recursion beginning from c are 
5 
6 
7 
8 
9 
10 
moving toward a fixed point of 0.796812. 
0 0.040000 
1 0.076884 
2 0.142528 
3 0.248029 
4 0.391073 
0.542577 
0.662150 
0.734011 
0.769619 
0.785456 
0.792144 
Unfortunately, it is not easy to characterize these 
trajectories analytically, except to observe that the asymptotic rate of change is, for c >> 1, very 
nearly equal to cte -c' , while the initial rate of change is given precisely by the much larger value 
In conclusion, there is clearly much more to be discovered at the intersection of dynamical 
systems theory and random digraph theory. The main point that has been made here is that, 
by using the mechanism of nonreversing walks, one may view random digraph thresholds as 
dynamical bifurcations. 
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