This study evaluates three contemporary evolutionary algorithms, namely, shark, genetic, and particle swarm algorithms, for optimization in reservoir operation and water supply. The Klang gate dam in Malaysia is selected as the case study to optimize reservoir operation. The key objective of this study is the minimization of water deficits based on demands and released water. The global solution of the problem is computed based on software Lingo and the average solution of the shark algorithm is able to attain 99% of global solution. As well, the shark algorithm can furnish demand values at a faster convergence rate than both genetic and particle swarm algorithms. The reliability index and resiliency index, as useful indices in water resource management, are used and the values of these indices have the highest percent for the shark algorithm, indicating its superiority over other evolutionary algorithms. 
INTRODUCTION
Increasing drought periods and limiting resources cause many difficulties for decision-makers in managing resources.
Water scarcity in different regions of the world has emerged to become a serious problem (Bozorg Haddad et al. a, ) . Construction of large dams can be one choice for water supply, but it may not be the best approach in term of water demands. This is because the construction of large dams entails high costs and, as such, cannot be the first choice. In fact, the best method for providing water and energy supply should be an economical one ( In this study, the shark algorithm is used as one of the meta-heuristic and solving tools for reservoir optimization.
The shark algorithm was used for benchmark functions and complex problems, and results showed the shark algorithm had high potential for applications in engineering and optimization problems (Ehteram et al. a) . The shark algorithm has been employed for the maximization of power production in a power plant. Results showed that the power production based on the shark algorithm was higher than conventional meta-heuristic algorithms (Ehteram et al. b) .
The Klang gate dam is used as a case study for irrigation demands supply. The objective function for this problem is the minimization of irrigation deficit for downstream consumers. As well, three kinds of inflow are considered in this problem to understand the supply routes of water demands based on reservoir operation and meta-heuristic algorithm.
The GA and particle swarm algorithm, being successful 
SHARK ALGORITHM
Sharks have powerful olfaction so that they can find their prey based on this ability. Sharks move to the odor resource and when the concentration of odor is greater, the shark moves faster because it has found the food resource. The shark algorithm acts based on the following assumptions:
1. Fish in the water are considered as prey for sharks. Each fish is considered to have an injured body so that it produces blood from itself. Thus, the movement of the fish is slow and it is approximately fixed.
2. The blood produced from the fish is distributed based on a regular form. The water movement and tides do not have any effect on blood distribution. The shark follows the odor particle and particles which are close to injured fish have more odor concentration. Thus, the shark can find prey based on odor particle.
3. A blood resource is generated by a fish and the shark attempts to find this blood resource as its prey.
First, initial populations of sharks are considered and the initial positions of sharks are shown based on a vector.
Equation (1) shows the solution candidates based on the sharks' positions while Equation (2) shows each solution candidate has some decision variables.
[
where each x 1 i,j shows the jth decision variable for one solution candidate and ND is the number of decision variables in the search space of a problem.
Each shark has specific velocities for its movement, which are considered as another solution candidate. Each velocity, like position, has ND decision variables.
An important point is related to the movement direction of sharks. The movement direction of the shark corresponds to the detected odor intensity. The shark moves towards higher odor intensity and the shark velocity will be higher when it detects higher odor intensity. Thus, this phenonmenon can be shown based on a mathematical equation.
Equation (5) shows the variation of the objective function versus shark velocity as the shark velocity changes with variation of odor intensity.
where Of is the objective function, R 1 is a random number between 0 and 1, η k is a constant between 0 and 1, and k max is the maximum number of shark movements toward the position.
The velocity can be rewritten based on the following equation:
However, another term should be added to the previous equation because the shark movement has inertia and the inertia term should be considered for Equation (6).
where α k is known as the inertia coefficient and a larger value of this parameter denotes that each velocity is dependent more on the previous velocity; and R 2 is the momentum coefficient for the shark algorithm.
The momentum coefficient causes increased search diversity and the chance of attaining global solution increases with the consideration of this term.
The shark velocity has a limitation and thus a limiter should be added to the equation so that the velocity is not more than the permissible bound. Equation (8) shows the term β as the limiter velocity.
where β k is limiter velocity.
The shark position can be updated based on the following equation:
where Y Figure 2 shows the flowchart of the shark algorithm.
GENETIC ALGORITHM
The GA is a well-known algorithm in engineering and optimization files. Real coded GA is used for continuous variables and has three important steps: elitist strategy, crossover, and mutation. The elitist strategy keeps the best members of the population for increasing convergence chance. Crossover operator combines two chromosomes with one another. Mutation operator leads to the increase of the population diversity.
Elitist operator
Elitist operator keeps the best members to be considered directly in the next generation and thus, through this operator, the convergence chance is increased. Crossover and mutation operators are then used for generating new populations. 
Crossover operator
A random number (parameter u) is first considered and parameter γ is generated based on the following equation: and x i u are the upper and lower limit of decision variables.
The children candidates are considered based on the following equation:
where y are the children chromosomes.
Mutation operator
A mutation operator selects a numbers of genes for mutation and the new chromosomes are generated. First, one of the parent vectors (X ¼ x 1 , x 2 , …, xn) is selected and then mutation is considered based on the following equation:
and Δ(t, y) is computed based on the following equation:
where t is the maximum iteration.
PARTICLE SWARM ALGORITHM
The particle swarm algorithm is mainly based on particle velocity and position. If the search space of the problem is a D dimensional space, the positions and velocities of particles are shown as vectors X i ¼ (x i1 , x i2 , . . . , x id ) T and as
T , respectively. The best position of particle at iteration i is shown as
As well, index g indicates the best particles in a swarm in all iterations. The velocities and positions are updated based on the following equations:
where q is the inertia coefficient, c is the acceleration coefficient, r is a random value between 0 and 1, and χ is the constriction coefficient.
For the particle swarm algorithm χ equals 1.
The initial population is considered and initial velocities and positions are generated. Then, the objective function is 
where D is the demand and x is the released water.
There are certain constraints for reservoir operation as follows.
Continuity equation:
where S tþ1 is the storage at time t þ 1, S t is the storage at time t, I t is the inflow at time t, R t is the released water and loss is the volume of evaporation from the dam. Release constraint:
where 868 (MG) is the minimum release and 1,379.5 (MG)
is the maximum release. Table 1 shows different kinds of inflow to the reservoir.
If the constraints are not satisfied, the following penalty functions will be added to the objective function:
Coefficient C is considered the penalty coefficient.
Different indies are used for evaluating and comparing the performance of different methods:
Volumetric reliability index: This index explains the ratio of released water and demand so that a higher percent 
where R is the released water and D is the demand value.
Vulnerability index: This index shows the ratio of the maximum intensity of happened failure in the system during the operation period.
where λ is the vulnerability index and T is the number of operation periods.
Resiliency index:
The resiliency index shows the model's efficiency to recover a failure. A higher percent for this index is more suitable and the following equation shows the resiliency index:
where γ i is the residency index, f si is the number of series of happened failure, F i is the number of periods of happened failure.
Evaluation of the meta-heuristic methods
A hybrid model based on the weighted sum model and the weighted product model has been defined for the comparison of the different evolutionary methods used in solving the optimization problem of the reservoir. If ϕ ef is considered to be the value of one index for various evolutionary methods, it is possible that there will be two equations that normalize the obtained value of each index for each method. The first equation is related to the indices for which their high percentage is suitable for the reservoir system and the second equation is related to the indices for which their low percentage is suitable for the reservoir system:
Next, we calculate the weighted aggregated sum and product of the assessment weight and the normalized decisionmaking parameters for the summation λ e 1 and the multiplication λ e 2 parts as follows:
where nc is the number of indices, w e and w f are the criteria's weight.
Evaluation of the algorithms is performed based on the following equation:
where κ is the fraction of the weighted sum model and the weighted product model. In this research paper, the interval of [0, 1], in an increment of 0.1, is considered for κ. Each algorithm which has a higher value of κ is then selected as the best algorithm. Then, different algorithms are compared based on the pairwise contests, and finally, the rank of each algorithm is determined, and the best algorithm is screened selectively to solve the optimization problem. Table 2 shows the sensibility analysis for reservoir operation.
RESULTS AND DISCUSSION
The population size for shark algorithm, based on the best value of the objective function, is 30 and the values of M, α are 20 and 0.76, respectively. For particle swarm algorithm, the population size, inertial weight, and acceleration coefficient are 50, 0.78, and 2, respectively. For GA, the population size, crossover probability, mutation probability, The volume of released water is based on the average value of January in the operation period. Three kinds of inflow are considered for each month and ten groups are considered for reservoir storage. The first objective was to produce a curve that can show the optimum releases for an inflow defined group. The objective of these techniques was to generate a release policy that decreases the water deficit as far as possible, keeping the release domains for every month and safe storage volume. Thus, here, the storage condition was also provided with release options to obtain a clear picture of the reservoir system. Figure 3 shows calibrated curves for the month of January and this month was selected because the demand for this month has the most value based on Table 1 . Shark algorithm meets demands for high inflow when the storage is 2,153.71 MG while the particle swarm and GAs meet demands when storage values are 2,658.94 and 2,678.87 MG for January, respectively. Shark algorithm method meets the demand for medium inflow when the storage is 3,163.78 MG (Figure 3 ). Yet particle swarm and GAs meet demands when reservoir storages are 3,668.2 MG and 3,724.12 MG for January, respectively. Shark algorithm meets demands for low inflow when the storage is 3,678.94 MG while genetic and particle swarm algorithms meet demand when the storage values are 3,787.33 MG and 3,711.21 MG for January, respectively. Thus, it can be seen that the demands are supplied with the shark algorithm earlier than those with the GA and particle swarm algorithm. Figure 3 shows that the shark algorithm release options are reached and follow the demand line more quickly and closely than other algorithms and capacity above demand will be reserved for next year.
Another point is related to the convergence behaviors of different algorithms. Figure 4 shows that shark algorithm can converge earlier than the GA and particle swarm algorithm. As such, the quality and velocity of convergence for the shark algorithm are better than those for particle swarm and GAs. To find the closest curve to a demand for a specific inflow category, the root mean square error (RMSE) is used and the RMSE for every month is given in Table 4 for medium inflow (medium inflow is selected because no violation of storage consistency has occurred).
Shark optimization algorithm has the lowest error in this case study. Table 4 shows that total RMSE for the shark algorithm is 42 MG and the corresponding indexes for particle swarm and GAs are 53 MG and 63 MG, respectively.
Thus, the shark algorithm decreases RMSE compared to the particle swarm algorithm and GA by about 20 and 33%, respectively. Table 5 shows the value of different indices for different meta-heuristic algorithms. The shark algorithm has a higher value of reliability index (namely, 97%) compared with the GA. In other words, the shark algorithm can supply demands with higher reliability index after the particle swarm algorithm. The resiliency index for the shark algorithm is 44% and the corresponding indexes for GA and particle swarm algorithm are 29 and 35%, respectively. As such, the system based on the shark algorithm can exit from a failure faster than other methods. The vulnerability index for the shark algorithm is 14% while the corresponding indexes for the GA and particle swarm algorithm are 24 and 21%, respectively. These indexes have been computed for a period of 10 years (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) . Figure 5 indicates Genetic algorithm 85% 24% 25% Figure 5 | Release and demand analysis using historical inflow: (a) shark algorithm, (b) particle swarm algorithm, (c) genetic algorithm, (d) annual deficit (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) . that the shark algorithm corresponds to demand values better than the cases of GA and particle swarm algorithm.
Thus, the shark algorithm has high potential in reservoir operation. Also, Figure In general, all of these optimization results indicate that the best algorithm should not be selected based only on one index or on one kind of objective function. Also, the system used in this study is a single reservoir, which could limit the performance and versatility of the method when a different study location or different flow conditions are considered. Therefore, it can be postulated that the selection of the best method is likely to be more complex for multi-reservoir systems. As a result, we con-
clude that an effective tool should be found by means of comparing different evolutionary methods such that a multi-criteria decision model is determined and applied for making better decisions in the optimization of reservoir operations.
Next, we checked the normalized decision-making parameters (λ 1 and λ 2 for different methods) in Table 6 where the weight of all indices is considered based on the same value. are considered for κ and, then, the values for different methods are computed and, finally, the rank of each method is determined based on the overall κ value. Evidently, the shark algorithm has the highest rank based on all of the κ values.
To further explore the accuracy of the shark algorithm, Table 7 (b) presents a pair contest based on Copeland's procedure for the 11 values of κ. In accordance with Copeland's procedure, the present results demonstrate the superiority of the shark algorithm over the genetic and particle swarm algorithms, which can be confirmed by the final ranks assigned in Table 7 (c).
The objective value of the cost function and the average CPU run times for each algorithm (based on a PC with i5 CPU GHz/4B, ram/500 GB HDD) is presented in Table   7 (d). CPU run time of the shark algorithm (50.6 s) was the least of all the algorithms.
CONCLUSIONS
In this paper, a newly developed meta-heuristic evolutionary algorithm (known as the shark algorithm) is proposed for the optimization of the Klang gate dam's reservoir operation. The analysis presented revealed that the operation policies and results which have been obtained using the shark algorithm approach (compared to the GA and the improved particle swarm optimization algorithm (IPSOA) Furthermore, the results show that the shark algorithm approach provided a closer solution to the global solution and was ranked in first position based on the multi-criteria decision model, followed by lower ranks assigned to the IPSOA and GA approaches. In addition, the shark algorithm approach outperformed the IPSOA and GA approaches in attaining a greater resilience index and a lower vulnerability index for all inflow scenarios relevant to the reservoir. In a situation where the low inflow scenario could be unsatisfactory in terms of meeting the water demands pattern in an adequate manner, the shark algorithm approach for water management was found to Shark algorithm 50.6
