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Abstract
In this work an asymptotic method known as the Krylov-
Bogol iubov-Mit ropolsky (KBM) method is used to analyze linear
and nonlinear systems. A system of first order equations for
amplitude and phase is deduced. Using these first order
equations the amplitude-response is approximated. The
amplitude-response is then compared with the displacement
response obtained by the Runge-Kutta method. Also, a
comparative study is made between the stationary and
nonstat ionary resonances in linear and nonlinear systems. The
effect of linear variation of forcing frequency on the
amplitude of the systems is closely examined. The consequence
of different sweep rates on the amplitudes of the systems is
also discussed.
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B i b 1 iography
1 Introduction
Any motion repeating itself after an interval of time is
called vibration or oscillation. The theory of vibration deals
with the study of repetititive motions of physical systems and
the forces associated with them.
Oscillations are ubiquitous, that is, they can occur in
all mechanical systems. Bridges and buildings vibrate, aircraft
and missile structures vibrate, engines and machinery vibrate.
The earth vibrates in the event of earthquakes. Eardrums and
vocal cords vibrate. Violin strings and air in pipe organs and
trumpet tubes also exhibit the characteristics of vibrations
such as natural frequencies and modal shapes [3] .
In an analytical setting, systems are modeled by
differential equations, which can be linear or nonlinear,
although in practice usually linear- Linear equations, in
principle, can be solved by analytical methods to give closed-
form solutions expressible in terms of elementary functions
(trigonometric, exponential, polynomial, etc.). These systems
are deterministic, since their response is completely described
by the governing equations and a set of initial conditions.
Thus the physical solutions are predictable for very long
t imes .
More realistically, physical systems are almost always
described by nonlinear equations. These equations, under
reasonable conditions of regularity, or smoothness, are also
deterministic. That is, a set of initial conditions determines
a unique solution for all time. Even so, a deterministic system
can still be unpredictable, since the response of a nonlinear
system can be extremely sensitive to the choice of initial
cond it ions .
In linear systems theory, the steady-state response is
proportional to the forcing term (with possibly a phase shift).
Further, any error in the specification of initial conditions
propagates at most linearly over the time history. These
properties follow from the principle of superposition
(explained in chapter 3), which forms the basis of linear
analysis. The steady-state response is directly correlated with
the applied forcing. For stable systems, the long-term behavior
is periodic or converges asymptotically to an equilibrium
state. These facts are well-known to scientists and engineers,
but are all too often applied in the wrong situations.
Nonlinear systems, on the other hand have no associated
superposition principles. This is one reason why their analyses
can be so formidable. Nonlinear terms in the governing
equations can have quite unintuitive effects on the system
inputs and hence on the long-term behavior- In physical terms,
a nonlinear system is one for which the output is no longer
proportional to the input. Failures in machinery and structures
result from unpredicted phenomena not encountered in linear
systems. One of the distinguishing characteristics of nonlinear
oscillations is the dependence of the frequency of oscillations
on the amplitude of motion [12] .
A motivation for the steady development of the area of
nonlinear oscillations was fostered by a growing interest in
nonperiodic, steady-state solutions of nonlinear differential
equations. These differential equations are derived from
applications in structural analysis, electrical circuits, and
atmospheric dynamics.
Differential equations are used to model the oscillatory
motion of physical systems. Based on the analytic character of
the differential equations, oscillatory motion can be generally
classified as linear or nonlinear. It is recognized that a
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is called linear if its coefficients a,(t) are continuous
functions of only the independent variable t. In typical cases,
these functions reduce to constants. On the other hand, a
differential equation such as equation (1.1) is nonlinear if
its coefficients a4 are also
continuous functions of the
dependent variable x or its derivatives.
There are many characteristics which distinguish between
the nature of linear and nonlinear differential equations. For
example, the fundamental system of solutions exists only for
linear differential equations [4]. This implies that if certain
basic solutions are known, the general solution will be a
linear combination of these fundamental solutions. Moreover, as
explained before, the principle of superposition can only apply
to linear differential equations. These fundamental properties
also help in the analysis of linear oscillations. Many methods
and techniques have been devised to solve linear differential
equations. On the other hand, it is much more difficult to
solve nonlinear differential equations. Except for a few cases,
there is no general way of obtaining analytic solutions of
nonlinear differential equations [4].
The most stringent aspect of vibrations is the phenomenon
of resonance. Resonance oscillations (except for the internal
resonance) are forced oscillations occurring due to specific
relationships between the frequency of external excitation
and natural frequencies of the system. If a system is subjected
to an external force (often a repeating type of force), the
resulting vibration is known as forced vibration. If the
frequency of the external force coincides with one of the
natural frequencies of the system, a condition known as
resonance occurs, and the system undergoes dangerously large
oscillations. Failures of such structures as buildings,
bridges, turbines and airplane wings have been associated with
the occurrence of resonance. Physically, resonances are
manifested by the appearance of extended amplitudes of
oscillations of the system. The oscillations are of a single
mode, as is the case in dynamic resonance; or simultaneous
extended amplitudes of oscillations of several modes, as in
combination resonances and some types of internal resonances.
Resonance oscillations can be used for the amplification
of an input signal (excitation). But more often than not,
especially in mechanical engineering, the means are sought to
either minimize the adverse effects of resonance oscillations,
that is large amplitudes and associated stress levels, or to
eliminate them altogether- For a rational approach to achieve
these objectives, broad and detailed information is needed
covering a variety of situations encountered in practice. In
spite of enormous advances in the field of linear oscillations,
we are often confronted with circumstances where additional
knowledge is required for adequate understanding of the physics
associated with the phenomenon of resonance. Consequently, a
wide range of systems and external excitation characteristics,
factors affecting resonance oscillations, and a variety of
types of resonance should be included in the analysis [3] .
An interesting example illustrating the importance of
performing a thorough analysis is the Tacoma Bridge Disaster.
The Tacoma Bridge at Puget Sound in the state of Washington was
completed and opened to traffic on July 1, 1940. This bridge
was strangely nicknamed as "Galloping Gertie", due to its
unusual vertical oscillations from the day of its commencement.
Motorists would derive thrill out of the galloping, rolling
ride over the bridge. Meanwhile, the authorities in charge were
so happy and confident of the safety of the bridge that they
planned to cancel the insurance policy on the bridge. But the
inevitable had to happen and it did on the morning of November
7, 1940. At about 7:00 A.M, the bridge began undulating
persistently for three hours. It started with a periodic
oscillation of three feet in the vertical direction. At about
10:00 A.M, due to the snapping of something on the bridge, the
oscillation amplitude became twenty-eight feet. At 11:10 A.M,
"Galloping
Gertie"
galloped to disaster and came crashing down.
Fortunately, there were no casualties, except for a dog
stranded in the car of a reporter who abandoned his car to run
for his own safety [11] .
The collapse of the Tacoma Bridge was due to a particular
type of resonance caused by an aerodynamical phenomenon known
as "stall f
utter"
. This in essence can be explained as
follows. If there is an obstacle in a stream of air, or liquid,
then a "vortex
street"
is formed behind the obstacle, with the
vortices flowing off at a definite periodicity. This phenomenon
depends on the shape and dimension of the structure as well as
on the velocity of the stream (see figure 1.1 ).
As a result of the vortices separating alternately from either
side of the obstacle, it is acted upon by a periodic force
perpendicular to the direction of the stream, and of magnitude
F0cosut . The coefficient F0 depends on the shape of the
structure. The poorer the streamlining of the structure, the
larger the coefficient F0 , and hence the amplitude of the
force. Thus, a structure suspended in an air stream experiences
the effect of this force and hence goes into a state of forced
vibrations. The amount of danger from this type of motion
depends on how close the natural frequency of the structure is
to the frequency of the driving force. If the two frequencies
are the same, resonance occurs, and the oscillations will be
destructive if the system does not have a sufficient amount of
damping. Resonances produced by the separation of vortices have
been observed in steel factory chimneys, and in the periscopes
of submarines [11]
It has now been established that oscillations of this type
were responsible for the collapse of the Tacoma Bridge. Another
example of the serious consequences of resonance oscillations
would be that of a column of soldiers marching in cadence over
a suspension bridge. The feet of the group exert a periodic
force of rather large amplitude on the road bed. If the period
of marching is equal to
the natural period of the bridge,
resonance occurs and the sustained bridge oscillations may
become dangerous. These periodic impulses thus brought about
the collapse of the Broughton suspension bridge near
Missing Page
Manchester, England in 1831. It is for this reason that many
bridges carry the notice that marching columns must break step
while traversing the bridge.
A very common example of resonance oscillations occurs
when an automobile driver hears a rattling sound from a poorly
attached but unknown part. This sound may appear at a certain
speed but disappears as the car is accelerated or slowed down.
This shows that at a certain critical speed, the force
transmitted to the part through the body and from the motor has
the same frequency as the natural frequency of the rattling
part. While this does not in general produce a severe accident,
it may cause the poorly fixed part to tear loose altogether.
One can also observe the phenomenon of resonance in shock-
mounted engines. The engine frame undergoes maximum
oscillations for a given speed but is nearly immobile at other
speeds .
Systems and external excitation characteristics which
influence resonance oscillations, most commonly encountered in
engineering, include the following [3] :
1. Nonl inearit ies arising from large or moderately large
displacements (geometrical non 1 i near i t i es)
2. Nonl inearit ies due to the properties of the materials
(physical non 1 i near i t i es)
3. External and internal energy dissipations
4. Reinforcements or initial geometrical imperfections
5. Nonstat ionary characteristics of the system or external
excitat ion
6. Sources of energy of limited power (nonideal sources of
energy)
7. Dynamic nonconservat i ve (follower) forces
8. Gyroscopic systems
1. Nonl inearit ies
Non 1 inear it ies evolve from several sources: geometrical-
due to relatively large displacements or due to translatory or
rotatory inertia; physical- due to nonlinear or multivalued
stress-strain relationships.
2. Geometrical Nonl inear it ies :
The nonl inear it ies which are commonly encountered in
mechanics of structures and machinery are due to large
displacements, such as large curvatures, end shortenings and
inertia due to the presence of concentrated or disturbed
masses .
3. Dissipation of Energy :
Hysteretic properties, i.e loss of energy over a cycle of
loading, are exhibited by most of the materials to a greater or
lesser degree.
4. Imperfections Reinforcements :
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Initial imperfections are related to the presence of
deviations in the geometry of structural elements, such as
initial curvatures. Reinforcements usually apply to plates or
shells consisting of stiffness and/or rings [3] .
5. External Excitation Characteristics :
Stationary and Nonstat ionary Oscillations
In stationary oscillations, systems components are time
independent. Thus, masses, springs, frequencies and amplitudes
of external excitations are independent of time.
In the case of nonstat ionary oscillations one of the
system or one of the external excitation components is time
dependent. When the frequencies of the external excitation are
time-dependent, the response can be made to sweep through the
resonance regime.
6. Nonideal Energy Source :
A general assumption used in the analysis of many
vibratory systems is that the available energy is unlimited.
This is referred to as an ideal energy source. Systems with
small reservoirs of energy or power source are referred to as
non- ideal systems, or as nonideal sources of energy.
7. Nonconservat ive (Follower) Forces :
The usual assumption regarding external forces is that
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their directions and magnitudes are independent of the system
displacements i.e. path independent. Such a force is called a
conservative force, since it may be derived from a potential.
When a force changes its direction or point of application
during the process of deformation of the system, it is called
follower force. Follower forces are not derivable from a
potential, thus, they are nonconservat ive .
8. Gyroscopic Systems :
The terms in the kinetic energy which are linear in the
generalized velocities give rise to the forces which are also
linear in the generalized velocities, and such that velocity q;
appearing in the expression of force F^ are negative of the
velocity qt appearing in the expression of force F .
In this paper we will concentrate only on the resonance
phenomena due to the external excitation characteristics that
are in response to stationary and nonstat ionary forcing
cond it ions .
Basic Concepts :
Dynamic (forced) resonances are characterized by the
frequency relationship
u = () wn (1-2)
where u is the excitation frequency
w is one of the natural frequency of the system
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p k q are relatively prime numbers, usually small.
The relationship between frequencies of the external
excitations and the natural frequencies of the system, called
frequency relationships, define the conditions of dynamic
stability. The related mechanical phenomenon is called
resonance .
Stabi 1 itv Regions :
The points represented by the frequency relationships,
indicative of the incipience of resonance oscillations, belong
to special regions in the system-excitation parameter space,
called instability regions as shown in the figure 1.2.
Outside of these regions, the motion is stable, i.e., it
is bounded in time and it dies out in the presence of damping.
Inside of the regions, the motion is unstable, i.e. there are
multivalued amplitudes for a certain range of frequencies. On
the boundaries of these regions, the corresponding motion
consists of resonance oscillations which may be either stable-
periodic or quas i -per iod ic . This is further discussed in
Chapter 4. Stab . rs gion
r
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The objective of this investigation is to obtain the
amplitude response for both linear and nonlinear systems. In
each of these cases, comparisons will be made between
stationary and nonstat ionary resonances. The stationary
resonance case study attributes to the fact that the amplitude
and the phase are independent of time. On the other hand, the
assumption that the amplitude and phase are dependent of time
is made in the nonstat ionary resonance case.
The primary tool used in this investigation is the
analytic method of Krylov-Bogol iubov-Mitropolsky - The KBM
method is an asymptotic method. This technique can be used as
an effective method to derive a system of first order
differential equations for amplitude and phase from higher
order linear and nonlinear differential equations. These first
order differential equations will be used, to obtain the
amplitude-response and to study the stability of both linear
and nonlinear system.
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2 Methods of Analysis
2_JL Assumption^ :
Our approximations in subsequent chapters are based on the
assumptions [3] that the displacements in resonance
oscillations are nearly harmonic. Consider a function of the
form R(t)cos(7(t)) . The term nearly-harmonic implies that:
1. the amplitude of vibration R(t) is slowly-varying in time,
that is, it is almost constant.
2. the angular displacement 7(t) is a quasi-linear function of
time, that is, the frequency of vibrations is nearly constant








Figure 2.1: Slowly Varying Amplitude
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2.1.1 Slowly varying ampl itudes
When we say that R(t) is slowly-varying with time, we mean
that the increment of the function R(t) over a period T is
small compared to R. Now expanding R(t) in a Taylor series,
(also refer to figure 2.1)
R(t + T) = R(t) + R(t)T + R(t)^+ . . . (2.1)
Now from figure (2.1), we can write that
AR = R(t + T) - R(t) (2.2)
Using equation (2.1) and equation (2.2), we obtain
AR = R(t)T + R(t)^ +
. . . (2.3)
The right hand side (R.H.S) of equation (2.3) is much less than
R because from figure (2.1) we can see that AR is much less
than R.
=> AR R (2-4)
Since R(t) is slowly-varying in time,
it is reasonable to
assume that all derivatives of order
greater than one are
negligible. Thus










So for one cycle, equation (2.7) can be written as
R Rw (2.8)















Figure 2.2: Nearly linear Phase
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2.1.2 Slowly varying phase
The expected behavior of y(t) is nearly a linear function
of t , i.e.
7(t)
= wt + <f> , w = constant, (2.9)
where (j) 1 .
This implies that over a period T of vibration, the increment
of <j> is essentially 2ir -
By this assumption, y is nearly constant, that is
7 = w (2.10)
But
7=^+0 (2.11)
Hence < 1 . (2.12)
Also, from equation (2.11) and (2.12), we deduce that
<< w (2.13)
Systems with slowly-varying parameters
are also referred
to as quasi-linear or weakly
nonlinear systems.
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Once the assumption is set for the given system, we can
proceed with the analysis of the system using one of the
asymptotic methods. The most effective method would be the
Krylov-Bogol iubov-Mitropolsky method (KBM).
The Krylov-Bogol iubov-Mitropolsky method [7,14] forms the
basis of the harmonic linearization and describing function
techniques employed in the parameter plane analysis of
nonlinear systems. Among the approximate methods used for the
analysis of nonlinear oscillations, the Krylov-Bogol iubov-
Mitropolsky asymptotical method stands out because of its
usefulness in system engineering problems. This method not only
enables the determination of steady-state periodic
oscillations, but also gives in evidence the transient process
corresponding to small amplitude perturbations of the
oscillations. The transient part is of particular interest in
system design, where the transient process is often the
ultimate goal. However, the method in general is applicable to
systems described by second-order nonlinear differential
equations [13] .
2 . 2 Method of Krvlov-Bogol i ubov-M it ropolskv :
Consider the differential equation
x + w2x + e f(x,x) = 0 (2.14)
in which e is a small positive parameter and f(x,x) is a
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function of two variables that embodies the nonl inear it ies of
the system. The equivalent first-order system can be expressed
as
x = y (2.15a)
y = -W2X _ e f(x,x) (2.15b)
For the linear case (e = 0) , the general solution is
for (2.14) : x = A coswt + B sinwt (2.16)
or equivalently for (2.15b, c) :
x = R cos(ut + 4>) (2.17a)
y =
- wR sin(wt + <j>) (2.17b)
where A, B, R and <j> are constant. That is, the solution to the
linear system is harmonic.
In the nonlinear case, as long as e is small, it is
assumed that the solution to (2.14) will be close in some sense
to the solution (2.16). Hence R and <j> are assumed to be almost
constant, i.e. slowly-varying functions of time. We assume that
the period of their variation can be considered large in
comparison with the fundamental period of the oscillation.
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Thus we set
x(t) = R(t) cosfwt + </>(t)\ (2.18)
so that
x = R cos(wt + <f>)
- R</> sin(wt + <f>)
- Rw sin(wt + <j>)
(2.19)
Now using the assumptions (equations 2.8 and 2.13) of
slowly-varying parameters, we have
R Rw, R0 << Rw
thus resulting in
Rw sin(ut + <j>) (2.20)
Subtracting equation (2.19) from (2.20), one obtains
R cos(ut + <j>)
- K<t> sin(wt + <j>) = 0 (2.21)
Further, differentiating equation (2.20) with respect to t
gives




- Rui<f> cos(ut + <f>)
(2.22)
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Substituting the above expressions for x(equation 2.18),
x(equation 2.20), x(equation 2.22), into equation (2.14), the
original differential equation (2.14) is now written as




- Rw0 cos(wt + <j>) +
u2
R cos(wt-f^) + ffJR cos(ut+<^), -uR sin(wt+<)}
= 0
(2.23a)
Equation (2.23a) can further be simplified to
- Rwsin (wt+<) - Rw0cos(wt+<) + efJR cos(wt+^) ,-uR sin(wt+0)j
= 0
(2.23b)
As a result, the dependent variables of the system have been
changed from x and x to R and <j> , where R and <f> are the
amplitude and phase of the system respectively. Solving
equations (2.21) and (2.23b) simultaneously for the new
dependent variables results in the first order system
$ =
f
Cos(wt + 4>) . fJR cos(wt + <j>) , -uR sin(wt + 0)1 (2.24a)
R = sin(t + <j>) f{R
cos(wt + <t>) , -wR sin(ut + </>) } (2.24b)
Equations (2.24) represent the equations of motion for the
transformed system in the variables <f> and R.
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Remarks :
1. the right hand sides of equations (2.24a, 2.24b) are
proportional to the small parameter e, which reflects
the
assumption of them being slowly-varying functions of time. As a
first approximation, we thus may consider them to be constant
(as in the methods of harmonic balance and Ritz-Galerkin)
2. the equations (2.17a,b) may be interpreted as a transition
from the original x, y Cartesian coordinate system in the
phase
plane to a clockwise-rotating polar coordinate system in R
and
<j> as shown in figure 2.3. This rotating plane is
referred to as
the Van der Pol plane.
Figure 2.3
The A-B plane is called
the Van der Pol plane. Thus a
stationary point
in the Van der Pol plane is moving on a circle
in the phase plane.
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In an autonomous system, the time variable t does not appear
explicitly in the differential equation of motion. On the other
hand, systems for which the time appears explicitly are called
nonautonomous systems .
Example of autonomous systems:
x(t) = f(x) + u g(x) (2.25)
Example of nonautonomous systems:
x(t) = f(x,t) + u, g(x,t) (2.26)
Here u> represents a perturbation parameter.
Going back to (2.24a, 2.24b), we now expand the right hand
sides of the equations into a Fourier series in the expansion
variable
xf = wt + <j> (2.27)
Thus
f(R cosi -uR
sin^)cosV< = A0(R) + ^ <A(R) cosni/i + B(R) sinm/)l
(2.28a)
24
f(R cosi/>, -uR sinV)sin^ = D0(R) + ^ |d(R) cosn^- + E(R) sinn^l
(2.28b)
which is valid for R fixed, but arbitrary.
As a first approximation, we retain only the primary terms in
the series. These are given by
An(R) = ^ /f(R cosi/>, -uR sinV-) cos^ dtp (2.29a)0 *.,<
0
2ir
D0(R) = /f(R cosV-, -uR sini/0 sinV> d$ (2.29b)
0
The quantities defined in equations (2.29) represent the
average values of the functions f (R cos^ , -wR sini/i)cosi/i and f (R
cosi^, -wR sini/>)sin.^ on the interval [0 , 27r] . Since we assumed R
and <f> to be slowly-varying functions of time, we now exclude
the terms of higher frequencies and retain only the two terms
A0 and D0 of the Fourier expansions.
With these assumptions, equations (2.24a,b) are expressed
as
4> = ^ A0(R) (2.30a)
R = b D0(R) (2.30b)
Substituting the values of A0(R) and D0(R) in equations (2.30a)
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. ^ /f(R cos^' -R sinV>) sinV- dV> (2.31b)
0
Equations (2.31a) and (2.31b) are the averaging equations
of the first approximation proposed by KRYLOV , B0G0LIUB0V and
MITR0P0LSKY.
Writing (2.31a) in the new variable ip(xjj = w + <l>)
27T
f/> = w + ^ .
i /^(R cosi/>, -wR sini/i) cos^ d^ (2.32)
0
Note that equations (2.31b) and (2.32) constitute an autonomous
system in the variables R and ij> .
For the special case in which there is no damping, that is
f(x,x) = f(x) (2.33)
f(R cos^, -wR sini/>) = f(R cosi (2.34)
quations (2.31b) and (2.32) are reduced to the system
or
R = constant (2.35)
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27T
i> = W(R) = w + 2^
y"f(R cos^.) cosV dV (2.36)
0
Since R is a constant, w(R) is also a constant (in time) and
hence
rp = w(R)t + 9 (2.37)
where (5 is the constant phase and equal to the initial value of
Squaring equation (2.36) and retaining only terms of order





+ ^ /f(R cosVO cosrp dip (2.38)
0
Note here the frequency correction term given by the integral
on the right hand side of equation (2.38). Solving equation
(2.38) for the variable R, we can obtain the corresponding
amplitude as a function of frequency. The dependence of the
amplitude on the frequency of the vibrations is the hallmark of
most nonlinear systems.
With the system of first order equations obtained from KBM
method, Phase Plane Analysis can be used to analyze the
response of the system of equations. In linear systems, the
response is proportional to the input of the system. But in the
case of nonlinear systems, there is no analogous principle of
superpos it ion .
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Returning to a more general setting, a nonlinear
oscillatory system can be defined by a second order
differential equation of the form [8]
x + f(x,x,t) = 0 (2.39)
Extensive computation is typically required for analysis
of nonlinear differential equations. Solutions can often be
developed using approximation methods and graphical solution
methods. The best approach for autonomous single DOF systems
would be to use a state space approach and to study the motion
presented in the phase plane.
2.3 Phase Plane : [17]
Let us then consider a differential equation of the form
x + f(x,x) = 0 (2.40)
in which f(x,x) is a nonlinear function of x and x. The phase
plane method can be employed by writing equation (2.38) in
terms of two first-order equations




If x and y are considered as Cartesian coordinates, the xy
-
plane is called the phase plane. The state of the system is
defined by x (displacement) and y (velocity). The coordinates
(x,y) represent points on the phase plane. A curve generated by
equation (2.39) for a given initial condition is called a
trajectory- Trajectories describe the evolution or change of
the state of the system. An important consideration in phase






When the state speed (2.42) is zero, then necessarily an
equilibrium point is reached. In essence, the velocity and
acceleration are zero.
Dividing equation (2.41b) by (2.41a), the curve thus







Equation (2.43) in general defines equations of trajectories.
Sketching of these trajectories is called the method of
isoclines. Thus an isocline is a curve such that all
trajectories intersect it with the same slope given by equation
(2.43).
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A typical example of phase plane analysis of general autonomous
systems would be that of a Linear Oscillator.
For a linear oscillator the second-order autonomous
conservative equation of motion can be written as
mx + kx = 0 (2.44)
or
(2.45)
Equation (2.45) is analogous to a system being defined as
x = f(x) (2.46)
where f (x) represents the conservative force per unit mass
From differential calculus, we can conclude
x=d!=dxdx=xdx
(2.47)
dt dx dt dx
v
So equation (2.45) can now be rewritten as
mx
42S + kx = 0 (2.48)
dx
which can be rewritten as
30
mx dx + kx dx =0 (2.49)






where E is the total energy (constant) of the defined syster
It can be expressed as
Energy (E) = Kinetic Energy + Potential Energy
where ^
(x)2
is the kinetic energy, j|
x2
is the potential
energy, and E the total energy.
Using the assignment
x = y (2.51)
in equation (2.50), we get
*
l 2
2^1 + k- = E = constant (2.52)
Equation (2.52) represents a family of integral curves in the
phase plane as shown in figures 2.4 and 2.5. In figure 2.4, the
integral curves are symmetric with respect to axis x. If a
third axis corresponding to E is added, where the axis is
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normal to the phase plane defined by x and y, then the integral
curves equation (2.52) can be visualized geometrically as the
curves obtained from the intersection of the surfaces E(x,y) =
my2
l^x2
~2~ + ~2~ and tne planes E = constant. These intersections
represent level curves, since any point on such a curve must
belong to the plane E = constant. Regarding the integral curves
equation (2.52) to be level curves helps us rule out nodes and
focal points as equilibrium points of system (equation (2.52)).
This is so because the integral curves have points in common,
namely, the equilibrium points, only when these points are
nodes and foci. If the level curves given by equation (2.53)
were to represent level curves with nodes and foci as
equilibrium points, then E(x,y) would have the same value at
every point surrounding the equilibrium point, a fact that
contradicts the concept of level curves, for which the value of
E(x,y) is different for different level curves. Hence, the only
equilibrium points possible are centers and saddle points, so
that conservative systems cannot be asymptotically stable.
Also, in figure 2.4 the equilibrium point is shown as point A.
At this point the potential energy (^r~) is zero (x=0) . The
equilibrium point can be stable or unstable. In this case it is
stable. It can be said that an isolated equilibrium point
corresponding to a minimum value of the potential energy is
stable. If the potential energy has no minimum at an







Equi I ibriun Point
Kinetic Energy
V = ny>2
Figure 2.4: Energy diagram.
From equation (2.52). we can
observe that it takes the form of
equation of ellipses. The equation
of a generic ellipse is
given by




where a and b are the
major and minor
axis lengths. Thus in
figure 2.5, we see a family
of ellipses related to different
initial alues (x0,y0).
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Phase Plane RnaL^sLs For Llneqr Oscillator




Figure 2.5= Phase plane diagram
for linear oscillator
Phase plane diagrams can
also be obtained using a
Runge-
Kutta integration method
(explained in the appendix) or by
using the
simulation
software ACSL discussed in the next
sect ion .
Simulation Theory :
The system of first
order equations can be numerically
integrated using the
dynamic modeling
program known as Advanced
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Continuous Simulation Language (ACSL) . This language is
designed for modeling and evaluating the performance of
continuous systems described by time dependent, differential
equations. The fundamental element of this simulation method is
the integration operator. This operator makes it possible for
any ordinary differential equation to be integrated numerically
in a stepwise manner to yield a time history of the response.
The Runge-Kutta fourth order algorithm for numerical
integration is available within the ACSL program and is
implemented for the determination of the evolution of a defined
system .
Use of the program requires that the original differential
equation be reduced to a system of first order equations. These
equations represent the acceleration, velocity and displacement
equations for the system. The integration process requires
knowledge of the prescribed initial conditions of the system.
In order to perform the necessary numerical calculations it is
necessary to define the system parameters
which describe the
system as well as the input excitation. Integrating once, we
obtain the velocity response of the
system and on integrating
twice, we get the displacement
response of the same system.
This displacement response (the amplitude or phase) against the
input frequency excitation will be used in
further analysis and
comparison with the amplitude-response of the
linear and
nonlinear systems obtained by the KBM method.
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3 Linear Systems
3 . 1 Eauat i on of Motion :
A differential equation of the form
a^
+ a"-i^Sl + + aiH?
+ ax = F(^) (3-1)
is called linear if its coefficients a,(t) are continuous
functions of only the independent variable t (usually time). In
typical cases, these functions reduces to constants.
The defining characteristics of a linear system (3.1) are
1. the sum of any two solutions of (3.1) is also a solution
and
2. any constant multiple of a solution of (3.1) is also a
solut ion .
These two properties are known as the principle of
superpos it ion .
Let us consider the second-order system shown in figure
(3.1). The differential equation for the response x(t) of the
system to the arbitrary excitation





+ c^^ + kx(t)
= F(t) (3.2)
dt2 dt
where m, c, and k are
the system parameters denoting the mass,
the coefficient of viscous damping, and the spring constant,
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respectively. In most of the cases, x(t) and F(t) are called
the input and output of the system, respectively. Let us
introduce a linear differential operator G which will be used






This enables us to write equation (3.2) in operator form as
G[x(t)] = F(t) (3.4)
The operator G contains all the system characteristics (m,
c, and k) and it specifies the order of the derivatives
multiplying each of these parameters as well. In the
system-
analysis interpretation, when the F(t) is given as input along
with G, then the output is x(t) .
Using the operator G, we can elaborate on the idea of
linearity of a system. Consider two input excitations Fx(t) and
F2(t) and denote the corresponding output by xt(t) and x2(t), so
that
FL(t) = G[Xl(t)], F2(t)
= G[x2(t)] (3.5)
Now we consider F3(t) as a linear combination of FL(t) and F2(t)
such that
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F3(t) = CjF^t) + c2F2(t) (3.6)
where cx and c2 are known constants. If x3(t) is the response to
the excitation F3(t) such that
x3(t) = clXl(t) + c2x2(t) (3.7)
then the system is linear; otherwise it is nonlinear. Using
equations (3.5) and (3.6), we can state that
G[x3(t)] = G[clXl(t) + c2x2(t)J (3.8)
=> G[x3(t)j = c^x^t)] + c2G[x2(t)] (3.9)
=> G[x3(t)J = c^Ct) + c2F2(t) (3.10)
Comparing equations (3.10) and (3.6), we can conclude that
G[x3(t)] = F3(t) (3.11)
Equation (3.11) represents the mathematical interpretation
of the principle of superpos it ion [17] . This is only applied to
the linear systems. The principle can now be defined in words
as that for 1 inear systems the response to a given number of
distinct excitations can be obtained separately and then
combined to obtain the aggregate response. It is due to this
principle that the theory of linear systems is so well
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developed compared to that of the nonlinear systems since there
is no analogous principle for nonlinear systems.
A dynamical system is typically subjected to some type of
external excitation called the forcing function. This
excitation is usually time-dependent. It may be harmonic,
nonharmonic but periodic, nonperiodic, or random in nature. The
response of a linear system to a harmonic excitation is called
harmonic response, while the response of a dynamic system to
suddenly applied nonperiodic excitation is called the transient
response .
Under a harmonic excitation, the response of a linear
system will also be harmonic. If the frequency of excitation is
in the neighborhood of the natural frequency of the system, the
response of the system will be relatively large. This
condition, known as resonance, is to be avoided in order to
prevent the failure of the system [1] .
A single degree of freedom system will be considered as a
paradigm for the analysis of resonant linear systems. A typical
equation of motion for this type of system can be written as
mx+cx+kx= F(t) (3.12)
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Equation (3.12) represents a viscously damped spring-mass
system with a force F(t) acting on it. Since the equation is
nonhomogeneous , its general solution is given by the sum of a
homogeneous solution xh(t), and the particular solution xp(t).
The homogeneous solution represents the free vibration of the
system, while the particular solution represents the
steady-
state vibration. In a damped system, the free vibration dies
out with time under each of three possible conditions
(underdampi ng , overdamping, and critical damping) and under all
possible initial conditions. The component of motion that dies
out due to damping is also called the transient. The rate at
which the transient motion decays depends on the values of the
system parameters k, c, and m. Thus, the general solution
eventually reduces to the particular solution xp(t), resulting
in a steady-state motion. This motion is persists as long as










3.2.1 Response of an Undamped System under Harmonic Forcing
Suppose that the harmonic force
F(t) = F0 cos wt (3.13)
acts on the mass m of an undamped system. The equation of
motion (3.12) reduces to
m x + k x = F0 cos wt (3.14)
The homogeneous solution of equation (3.14) is given by
xh(t)






is the natural frequency of the
system. Since the excitation
force is harmonic, the particular
solution xp(t) is also
harmonic and has the same frequency (w)
as the forcing
function. Thus we assume a
solution in the form of
xp(t)
= R cos urt (3-17)
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where R is a constant that denotes the amplitude of the steady
state solution xp(t). Substituting (3.17) and its derivatives





Thus the complete solution to equation (3.14) is
p
x(t) = Cx coswt + C2sinwt + - jcoswt (3.19)
k - raw
Implementing the initial conditions x(0) = x0 and x(0) = x0 , it
follows that
Ci = xo - ,. F_. 2 (3.20)
k mu
C2 = a (3-21)
and hence the complete solution takes on the form
x(t)
= (x0 - ^)cosW.t + (^)sin^t + (
j ^Jcoswt
(3.22)
The amplitude R of the forced










denotes the deflection of the mass under a static force F0 and
is sometimes referred to as
"
static deflection". The quantity
R/-5,, represents the ratio of the amplitude of the dynamic
response to the static amplitude deflection. It is called the













0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Frequency
Figure 3.2: Amplitude-response for linear stationary undamped
system .
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Now we consider the various values of the frequency ratio.
Case 1. When 0 < u/u < 1, then the harmonic response of the
system xp(t) is said to be in phase with the external force.
This is illustrated in figure 3.3.
F igure 3 . 3
Case 2. When ui/uin > 1, then the harmonic response of the system
xp(t) is said to be
180
out of phase with the external force
as shown in figure 3.4. That is,
xp(t)
= - R cos ut (3.25)
where the amplitude of







Further, as w/wn - oo , the amplitude of the forced response
diminishes. Thus the response of the system to a harmonic force
of very high frequency is close to zero.
1 . ea 3 .00 3 . fee 7 . 00 s . 0t
Figure 3 . 4
Case 3. when w/wa = 1, the
amplitude R given by equation
(3.23) becomes
undefined. This condition, for which the forcing
frequency w is equal to
the natural frequency of the system *n .
is called resonance.
The total response of the system at
resonance can be formally written
as
x(t) X0
COSJnt + -r sinunt + 8
iCOSCJt - COSLJnt>[ ^ o 07^1
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which can be rewritten as
x(t) = X0 COSUnt +
X\
. 6,tU)nt . .
7j%
sinwt + "a sinunt (3.28)
From equation (3.28) and figure 3.5 shown, it follows that
at resonance, x(t) increases without bound. Note
that the last
term of equation (3.28), which is called a secular term, has an
amplitude which increases linearly with time.
XF<T)-f





The free vibration component (homogeneous part) of the
general solution can be combined into a single term and thus





x(t) = A cos(wt-0)
- ^ r coswt; for g- > 1(ft)'
(3.30)
Thus the complete motion can be expressed as the sum of
two cosine functions of different frequencies. In equation
(3.29), the forcing frequency w is less than the natural
frequency and the total response is shown in figure 3.6a. In
equation (3.30), the forcing frequency is greater than the
natural frequency and the corresponding total response appears




Beat ing Phenomenon :
If the forcing frequency is close to, but not exactly
equal to, the natural frequency of the system, a phenomenon
known as beating may occur. In this kind of vibration, the
amplitude increases and then diminishes in a regular pattern.
The phenomenon of the beating can be explained by considering
the solution given by equation (3.22). If the initial
conditions are taken as x0
= x0






^cos wt _ cos wnt) (3.31)
" ^^H^*
**} (3-32)
Let the forcing frequency w be slightly less than the natural
frequency, that is
wn - w = 2e (3.33)
where is a small positive quantity. Then wn w and
w + w 2w (3.34)





Substitution of equations (3.33) to (3.35) into equation (3.32)
gives
x(-t)
= (S^ sin t) sin wt (3.36)
Since e is small, the function sin ft varies slowly. Its period,
equal to 2ir/e , is large. Thus equation (3.36) may be
interpreted as representing a modulated oscillation with period








The expression in (3.37) represents an envelope for the motion.
It can also be observed that the sin wt curve will go through
several cycles, as shown in figure 3.7. Thus the amplitude
increases and diminishes continuously. The time between the
points representing zero amplitude (or alternatively maximum





The frequency of beating defined as






ie.e 30.8 30.0 70.0 90.8
F igure 3 . 7
50
3-2 .2 Response of a Damped System under Harmon i c Force
Under the influence of linear viscous damping, the
equation of motion becomes
mx + ex + kx = F0coswt (3.40)
Since equation (3.40) is linear, the particular solution of
equation (3.40) is also expected to be harmonic. We assume it
to be of the form
xp(t) = R cos(wt
-
4>) (3.41)
in which R and <j> are constants to be determined. R and <j> denote
the amplitude and the phase angle of the response,
respectively. Substituting equation (3.41) into equation





Using the trigonometric relations
cos(wt-<)




in equation (3.42) and equating the coefficients of coswt and
sinwt on both the sides of the resulting equation, we obtain
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R|(k - mw2)sin< - cw cos^} = 0
Solution of equation (3.43) results in the amplitude of the
forced response
R =
T7, Ki nTT75 (3-44>|(k - raw2)2+
c2w2|1/2
and the resulting phase shift
=
^an-1 A (3.45)
V k - mw /
By inserting these expressions for R and <p into equation (3.41)
we obtain the particular solution of equation (3.40). Dividing
both the numerator and denominator of equation (3.44) by k and
making the following substitutions
wn = \J^










$ -J = deflection under the static force F0 , and
" k
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fi = fc = frequency ratio
we obtain
R. -
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Figure 3.8: Amplitude-response for linear damped systems.
The quantity Ji- has been previously defined as the
$t
amplification factor. The variations of J*- with the frequency
ratio Q are shown in figure (3.8). The following conclusions
can be made from equations (3.46) and (3.47), as well as from
figure (3.8)
1. For an undamped system (C=0) equation (3.47) shows that the
phase angle <f> = 0 and equation (3.46) reduces to equation
(3.23) .
2. Damping reduces the amplification factor for all the values
of the forcing frequency.
3. The reduction of the amplification factor in the presence
of the damping is very significant at
or near resonance.
54
4. With damping, the maximum amplitude ratio occurs when








which is lower than the undamped natural frequency w and is
referred to as the damped natural frequency
"d = Un] 1
- 2C2.
5. The maximum value of R (when fi =] 1
-
2C2
) is given by
=
or I \ ,2 (3'49>
2cj rr




Equation (3.49) can be used for the experimental determination
of the measure of damping present in the system. In a vibration
test, if the maximum amplitude of the response (R) mar is
measured, the damping ratio of the system can be found using
equation (3.49). Conversely, if the amount of damping is known,
one can make an estimate of the maximum amplitude of vibration.
6. For C > l/i2, the graph of R has no peaks and for C, = 0,
there is a discontinuity at fi=l .
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7. The phase angle depends on the system parameters m, c, and
k and the forcing frequency w, but not on the amplitude F0 of
the forcing function.
8. The phase angle <p by which the response, x(t) , lags the
forcing function F(t) will be very small for small values of fi.
For large values of fi, the phase angle approaches
180
asymptotically. Thus the amplitude of the vibration will be in
phase with the exciting force for fi<<l and out of phase for
fi>>l . The phase angle at resonance will be
90
for all values
of damping () .
9. Below resonance (w<wn) , the phase angle increases with
increase in damping. Above resonance (w>w) , the phase angle
decreases with an increase in damping.
Total Response :
The general solution of a linear differential equation is
given by
x(t)
= xA(t) + xP(t) (3.51)




- CWt - *0) (3.52)
Thus
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x(t) = R0e ^"'cosHl - (2wt - <j>0) + R cosfut-^) (3.53)
The amplitude and phase of the forced response, R and <p ,
are
evaluated using equations (3.46) and (3.47),
respectively. The
constants R0 and <pQ can be determined from initial
conditions.
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3 .3 Nonstat i onarv Resonance
In general, the term "nonstat
ionary"
refers to systems for
which the coefficients of the differential equation vary with
time. Phenomena of this nature are not necessarily periodic.
Standard analysis techniques either do not apply or become more
difficult to implement. Consider a linear system having a
nonstat ionary forcing function in the form
mx< + ex + kx = A cos[(a + 5t)t] (3.54)
where
m = mass of the system .
c = damping coefficient.
k = restoring spring constant.
A = amplitude of the system.
w = a+St, = frequency of the external force.
A cos [wt] = external force.
u)n =
\[S = natural frequency of the system.
Note here that the forcing frequency
increases with time.
Equation (3.54) can be




nondimensional form. A change of
independent variable can be
made as
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and t is thus nondimensional time
Then dr = w dt (3.56)













Replacing the derivatives (3.57) and (3.58) in equation (3.54)
results in the nondimensional form of the differential equation







Equation (3.59) can further be
simplified as










Equation (3.60) can be conveniently converted as
z + Cz + z = F cos(fi(r)r) (3.61)
In equation (3.61) and in the subsequent analysis, we return to
the notation ( ) = -2-v y
dr
We proceed to analyze equation (3.61) under two




3.3.1 Case 1_ :
Consider a linear system without damping (C=0) and
subjected to nonstat ionary forcing.
z + z = F cos(fir) (3.62)
Under the appropriate assumptions, we proceed to analyze
equation (3.62) by assuming a periodic solution with amplitude
(R) and phase (<^) . Using the Krylov-Bogol iubov method, we can
analyze equation (3.54) to obtain the necessary results. The
method is implemented in the following way.
Assumption - I : The forcing frequency fi is a slowly-varying
parameter, i.e
dfi _ 6 0
Assumption - II : Further assume that the forced solution looks
like
z = R cos(fir + <j>)
= R cos(t) (3.63)
in which
7 = fir + <p
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Assumption - III : In equation (3.63) R(r) and <(r) are
slowly-
varying functions of r.
Differentiating equation (3.63) with respect to r gives
z = R cos(7)
- R sin(T)(fir + fi + j>) (3.64)
Here we use the assumption (I) (fi 0) in equation (3.64) to
obtain
z = Rcos(7) - R sin(7)(fi + j>)
= Rcos(7) - Rfisin(7) - R<sin(7) (3.65)
In the application of the KBM, it is standard to say that
R<<Rfi , R<^<<Rfi . (Using assumption III). If the forcing frequency
fi is constant, R 0, <p 0. So under the assumption that fi(r)
is slowly-varying in nondimensional time, we deduce that
z= - Rfisin(7) (3.66)
On comparing equations (3.65) and (3.66), it is necessary that
Rcos(t)
- R^sin(7) = 0 (3.67)
Now differentiating equation (3.66) with respect to r results
in
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z = - Rfisin(7) - Rficos(T) (fi + <j>)
= - Rfisin(7) - Rfi2cos(7) - Rfi0cos(7) (3.68)
Substituting equation (3.68) into the nondimensional equation
of motion (3.62), we obtain
- Rfisin(7) - Rfi2cos(7) - Rfi^cos(7) + R 003(7) = F cos(fir)
(3.69)





R = - <- ~ R sin(7) cos(i) + ^ sin(7) cos(fir)
-Rsin (7) cos (7) -^cos (7) s in (7) cos (</>) -tsin2(7) sin (</>)
(3.70)
* =




1)Rcos2(7) + Ecos2(T)cos(^)- Ecos (7) s in (7) s i n (</>)
(3-71)
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in which fir = 7
- <j> has been substituted.
In order to further reduce the complexity of these
equations, we average the system over the entire period of
forcing. The integration of any given function over this entire
range is given as
2jr
fi
















f (fir +<p) dr
0
1














co s27 dy = ir (3.75)
With the results (3.73, 3.74, 3.75), averaging the equations
(3.70) and (3.71) over one forcing period results in the
equat ions






Equations (3.76) and (3.77) constitute an autonomous
system of first order differential equations for the amplitude
and phase of the assumed forced response given by equation
(3.63) .
In addition to numerical analysis, phase plane techniques
can be used to analyze the system of equations (3.76) and
(3.77) for qualitative behavior and stability.
An example of the phase plane techniques applied to
equations (3.76) and (3.77), is shown in the figure 3.9. The
parameters used in the problem are:
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Force (F) = 1.0,
Initial Freq. (00) = -9
Initial Amp. (Ro) = 5-'















the system is neutrally








3.3.2 Case II :
Consider a linear system having a damping component and a
nonstat ionary forcing function.
mx + ex + kx = A cos [(a+<5t)t] (3.80)
Equation (3.80) can be conveniently written in nondimensional
form (refer to the previous section) as
z + Cz + z = F cos(fi(r)r) (3.81)
Now once again using the KBM method, we develop the approximate
equation for the amplitude response. We again start with a
series of assumptions.
Assumption I:
fi(r) is a slowly varying parameter
i.e. fi(r) = i(a + 6t) with 1
Assumption II:
Further assume that the forced solution looks like
z = R cos(fir + <p)
= R cos(t) (3.63)
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where 7 = fir + <j> .
Assumption III:
In equation (3.63), R(r) and <P(t) are slowly-varying
funct ions .
Substituting equation (3.63), (3.66), and (3.68) into the
equation of motion (3.80), the result is
-Rfisin(7)-Rfi2cos(7)-Rfi^cos(7)-CRfisin(7)+Rcos(7)=Fcos(fir)
(3.82)
Also, rewriting equation (3.67) we have
Rcos(7) - RJsin(7) = 0 (3.67)
Now solving equations (3.82) and (3.67) for R and <p , we obtain
^ _







<P - j^q (3.84)
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When averaged over an entire range of a period, we









Equation (3.85) and (3.86) constitute a system of first order
differential equations for the amplitude and phase of the
assumed forced response given by equation (3.63) .
An example of phase plane techniques applied to equations
(3.85) and (3.86), is shown in figure 3.10. The parameters used
in the problem are:
Force (F) =1.0
Initial Freq. (fi0) = 0.9
Sweep rate (6) =0.01
Initial Amp. (R0) = 0.0
Initial Phase (<p0) = 0.0
Duration of time(t) = 60.0










-4.00 .000 4.00 8.00 12.0
Ampl itude
Figure 3.10: Phase plot for linear nonstat ionary damped system.
From the figure we can see that the system reaches steady state
solution at the equilibrium point.
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4. NONLINEAR SYSTEMS
For convenience of analysis, most systems encountered in
engineering are modeled as linear systems. Real systems are
actually more often nonlinear rather than linear- Whenever
finite amplitudes of motion are encountered, higher order terms
in the governing equation cannot be neglected and thus
nonlinear analysis becomes necessary -
For nonlinear systems, there is no principle of
superposition. The behavior of solutions is generally only a
local property, and there may only be isolated periodic
solutions. Since mass, damping, and stiffness are the basic
components of an oscillatory system, nonl inear ity in the
governing differential equation may be introduced through any
of these components. In many cases, linear analysis is
insufficient to describe the behavior of the physical system
adequately. One of the main reasons for modeling a physical
system as a nonlinear one is that totally unexpected phenomena
sometimes occur in nonlinear systems that are not predicted or
even hinted at by linear theory.
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4 . 1 Stat ionarv Resonance :
Let us consider Duffing's oscillator as a typical example
of a nonlinear system. Duffing's equation can be expressed as
mx + kx 4- ex +
/?x3
= A cos(wt) (4.1)
where
,
m = mass of the system.
c = damping coefficient.
k = restoring spring constant.
/? = nonlinear parameter which is much smaller than 1.
A = amplitude of the system.
w = frequency of the external force = constant.
A cos(wt) = external force.
Before equation (4.1) is analyzed by the KBM method, it is
convenient to transform it to nondimensional form. So a change
of independent variable can be made as





and r is thus nondimensional time. It follows that
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dr = w dt (4.3)





& " "'> (4-5)




Substitution of (4.4) and (4.5) into equation (4.1)
results in
















= F cosjfirj. (4.8)
where







Equation (4.8) can now be rewritten conveniently as
z + z + Cz +
Bz3
= F cos(fir) (4.8)
where Cz +
Bz3
represents the perturbation from a harmonic oscillator.
In equation (4.8) and in the subsequent analysis, we
return to
the notation
( ) = -d-^ > dr
In proceeding further, we consider two cases
for the
equation of motion (4.8) and they are
1. Without Damping, that is C = 0.
2. With Damping, that is C ^ 0.
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4.1.1 Case 1_ : Without Damping
With the consideration that C=0 , the equation of motion
(4.8) is reduced to
z + z +
Bz3
= F cos(fir) (4.9)
Now we proceed with the analysis using the developed KBM
method .
Assumption I:
The forced solution to equation (4.8) is assumed as
z(r) = R cos(fir + </>) = R cos(T) (4.10)
where 7
= fir + <p
Assumption II:
In equation (4.10), R(t") and <P(t) are slowly-varying
functions of r-
Now differentiating equation (4.10) with respect to r gives
z = Rcos(fir + <f>)
- Rfisin(fir + <p)
- Rsin(fir + <)</. (4. 11)
From assumption II, we can say that R<<Rfi and R<^<<R< are very
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small. Thus equation (4.11) can be written as
z = - Rfi sin(fir + </,) =
_ Rfi sin(7) (4.12)
On comparison of equations (4.11) and (4.12) we get
Rcos(fir + <p)
- Rsin(fir + <t>)'<f> = 0 (4.13)
Differentiating (4.12) again with respect to r gives
z = - Rfisin(fir + <p)
- Rfi2cos(fir + <P)
- Rficos(fir + 4>)'<P
(4.14)





Solving equations (4.13) and (4.15) for the amplitude and
phase, we obtain an autonomous system of first order
differential equations.










When equation (4.16) and (4.17) are averaged over an entire
















Equations (4.18) and (4.19) represent the time rate of change
of the amplitude R(r) and phase <(r) in the assumed solution
given by equation (4.10).
In addition to numerical analysis, phase plane techniques
can be used to analyze the system of equations (4.18) and
(4.19) for qualitative behavior and stability, as shown in the
figure 4.1. The parameters used in the problems are:
1. Force (F) = 10.0
2. Frequency (fi) =0.9
3. Initial Amplitude (R0) = 1.0
4. Initial Phase (^0) = 0.0
5. Nonlinear parameter (B) =0-1
6. Duration of time (t) = 30.0














2.88 '4.00 6.88 ' 8.0 H=-io 0 10.0
ampl i tude
Figure 4.1: Phase plot for stationary undamped nonlinear
system .
From the figure 4.1 we can see that the system is neutrally
stable at the equilibrium point.
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4.1.2 Case 2 : With Damp ing
With the consideration that C^O but is equal to a
positive constant, the equation of motion (4.8) can be written
as
z + Cz + z +
Bz3
= F cos (fir) (4.20)
Using the derivatives (4.14), (4.12) and (4.10) in (4.20) we
obtain
-
Rfisin(7) - Rfi2cos(7) - Rficos(T)i + R cos(7) - CRfisin(7)
+ B(R
cos(t))3
= F cos(fir) (4.21)
Rewriting (4.13) we have,
Rcos(fir + <f>)
- Rsin(fir + </>) j> = 0 (4.22)
Solving equations (4.21) and (4.^2) for the amplitude and
phase, we obtain a









- RJfi2-l-BR2cos2(7)|cos(7)- F cos(fir) Icos (7)
Rfi
(4.24)
When equations (4.23) and (4.24) are averaged over an entire



















Equations (4.25) and (4.26)
represent the time rate of change
of the amplitude R(r) and phase <P(t)
in the assumed solution
given by equation (4.10).
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Applying phase plane techniques to analyze the system of
equations (4.25) and (4.26) for qualitative behavior and
stability, the phase plot is obtained as shown in the figure
4.2 for the values of parameter considered as follows:
1 . Force (F)
2. Frequency (fi)
3. Initial Amplitude (R0)
4. Initial Phase (<p0)
5. Nonlinear parameter (B)
6. Duration of time (t)
7. Time step (At)

























Figure 4.2: Phase plot for stationary damped nonlinear system.
From the figure 4.2 we can see that
the system reaches a
steady-state solution at the
equilibrium point.
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From the results (4.25) and (4.26), the steady state solutions
can be obtained by substituting R and '<p as zero [8] . Thus













Solving equation (4.27) for <p , we obtain
0 = 8in->(. *m\
F ) (4.29)










Using the value of sin< from equation (4.29) and substituting
in equation (4.30) , it reduces to
























= Y, then equation (4.31) gets simplified to a



































The substitution y = Y + g in equation (4.34) produces the
standard reduced form
y3
+ py + q = 0 (4.35)
where
p=*^
= It - f + h
The behavior of the solutions of the cubic equation depends on
the sign of the discriminant
D = () + @J (4.36)
Case 1
If D is equal to or greater than zero, there is only one
real solution and thus the solution to equation (4.35) is given
by
y = U + V (4-37)
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where
u = {(- J) + W} (4.38)
v = {(- g) - 4d"} (4.39)
With this value of y, it is possible to obtain Y as follows
Y - y
~ (4.40)
Eventually the amplitude is determined as
R = 4y (4.41)
Case 2
If D is less than zero then there are three solutions to

















Yt = yk - \ ( k = 1,2,3) (4.47)
and the amplitudes are given by
Rt = JY (4.48)
Using equation (4.41) and (4.48) the amplitude-response with
respect to frequency is drawn, as shown in figure 4.3 of
sect ion 4.2.
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frequency
Figure 4.3: Frequency-response for the Duffing equation
The bending of the frequency-response curves leads to
multivalued amplitudes for a certain range of frequencies. The
middle branch of the curve represents an instability and leads
to what is known as Jump Phenomena. In obtaining this jump
phenomenon, for the perturbation factor 0 , greater than zero,
the amplitudes of the excitation is held constant while the
frequency is varied very slowly. We refer to this as a quas i
-
stationary process,
and to the excitation as stationary. When
the experiment is started at an fi far above w and decreased at
regular intervals, the amplitude of the response increases
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slowly along the curve AFB in figure 4.3 until B is reached. At
that point, any slight decrease in fi precipitates a spontaneous
jump from B up to C. For further decreases in fi, the amplitude
decreases slowly along the curve from C toward D. When the
experiment is started at an fi far below w and fi is incremented
at regular intervals, the amplitude of the response increases
slowly along the curve DCE . For this process, the amplitude
varies smoothly through C; there is no downward jump to B. The
amplitude of the response continues to increase smoothly until
E is reached. At that point, any further increase in fi
precipitates a spontaneous downward jump from E to F. For
further increase in fi, the amplitude continues to decrease
along the curve from F to A.
For perturbation factor /? less than zero, the jumps take
place in the opposite directions. We emphasize again that the
jumps are a consequence of the mult ivaluedness of the
frequency-response curves, which in turn is a consequence of
the nonl inear ity .
For frequencies of the excitation in the interval between
BF and CE in Figure 4.3, there are three steady-state solutions
for each value of frequency. This is shown in figure 4.4. The
middle one, P2 , is a
saddle point; hence the response
corresponding to it is
unstable and unrealizable in any
experiment. The other two, PI and P3 , are stable solutions,
hence both are realizable. Thus for a given frequency of the
excitation, there can be
more than one steady-state response.
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The initial conditions determine which of the possible
responses actually develops. This occurrence of three steady-
states contrasts sharply with the behavior of positively damped
linear systems for which the unique steady state is independent
of initial conditions.
As explained in the section on phase plane analysis, it
can be shown in state space that three steady-state solutions
exist. Similarly for Duffing's equation there exists 3 steady-
state solution as shown in figure 4.4. The trajectories show
how the response progresses toward a steady state from any
initial condition. Again the arrows indicate the movement of
the point representing the motion as time increases. For all
initial conditions lying on the right-hand side of curve AP2B ,
the high-amplitude steady state will develop, while for all the
initial conditions lying on the left-hand side of curve AP2B ,
the low-amplitude steady state will develop. Thus one says that
these areas constitute domains of attraction for the possible
steady-state responses. We note that the two inward-bound
separatrices for the saddle point (the unstable middle-
amplitude steady-state) separates the domain of attraction for
the stable steady states. Again we note that, in the presence
of damping, the steady-state solution does in fact depend on
the initial conditions. This behavior of nonlinear systems
contrasts sharply with that of
linear systems. In dissipative
linear systems, all solutions converge to a unique solution.
In addition to the quas i -stat ionary process described
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above, we consider variations at small, but finite, rates. An
excitation whose frequency and/or amplitude vary at a finite
rate is said to be nonstat ionary - In this case, the
frequency-
response curves may develop oscillations and deviate somewhat
from the stationary case. The deviations increase as the rates
of varying the frequency and amplitude of the excitation
increase, as will be shown in Chapter 5 (Results) under the






Figure 4.4: State space for the Duffing KBM equations in the
neighborhood of the steady-state solutions
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4 . 3 Nonstat ionarv Resonance :
Let us again consider Duffing's equation, but now with a
nonstat ionary resonant forcing condition. Duffing's
equation
can be written as
mx + kx + ex +
/3x3
= A cos|(q +
<5t)t}
(4.49)
For convenience equation (4.49) is converted into
non-
dimensional form in order to perform further analysis. We use
the same method of a change of independent variable,
as
explained in the previous section from equations (4.2) to
(4.7), to convert into the following form
z + z + Cz +
Bz3










Note here that the forcing frequency
increases with time
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Now we can use the KBM method to analyze equation (4.50)
to obtain the first order system of equations for the amplitude
response. Before we proceed with the analysis, some assumptions
again have to be made as follows.






Assume the forced solution to equation (4.49) to be
z = R cos(fir + <p) = R cos(t) (4.51)
where
7 = fir + <p
Assumption III:
In equation (4.51) R(r) and <p(r) are to be slowly-varying
functions of r.
Under these standard assumptions,
we proceed with the
analysis by differentiating
equation (4.51) with respect to r
and obtain
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z = Rcos(fir + 0) - Rsin(fir + <p) (fir + fi + 4>) (4.52)
z = Rcos(fir + <P) - Rsin(fir + <*)fi - Rsin(fir + 0)^(4.53)
From assumption I on equation (4.53), we obtain
z = - Rfi sin(7) (4.54)
On comparing equations (4.53) and (4.54), we get
Rcos(fir + <P)
- Rsin(fir + <p)'<p = 0 (4.55)
Differentiating equation (4.54) with respect to r gives
z = - Rfisin(7) - Rfi2cos(7) - Rfi^cos(7) (4.56)
At this point we consider two cases of the equation of
motion (4.50)
1. Without Damping, that is damping coefficient C is zero.
2. With Damping, that is damping coefficient is not zero.
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4-3'1 C-as^ 1 : Without Damping
The equation of motion (4.50) with the consideration C=0 ,
can be written as
z + z +
Bz3
= F cos(fi(r)r) (4.57)





Rewriting the equation (4.55),
Rcos(fir + <p)
- Rsin(fir + rp)ip = 0 (4.59)
Solving equations (4.58) and (4.59) for R and j> , the results
are
I- RJfi2 - 1
-BR2cos2(7)|cos(7)





I- RJfi2 - 1 -IR2cos2(t)}cos(t) - F cos (fir) Icos (7)




Averaging the equations (4.60) and (4.61) over the entire range
of the period, we get the first order system of equations which






+ 3BR? _ Fcos(0)9
2fi 8fi 2Rfi
(4.63)
Equation (4.62) and (4.63) represent the time rate of change of
the amplitude R(r) and phase 0(r) in the assumed solution given
by equation (4.51).
Using phase plane techniques on equations (4.62) and
(4.63) , we obtained the phase plot as shown in the figure 4.5
for the parameters considered as follow.
1. Force (F) = 10.0
2. Initial frequency (fi) = 0.9
3. Initial Amplitude (R0) = 1-0
4. Initial Phase (<p0) = 0.0
5. Nonlinear parameter (B) =0.1
6. Duration of time (t) =30.0




























4-3-2 Case 2 : With Damping'
With the consideration C^O, but is equal to a positive
constant, we have the equation of motion as




Substituting (4.56), (4.54) and (4.51) into equation of motion
(4.64) gives
-
Rfisin(7) - Rfi2cos(7) - Rfi^cos(7) + Rcos(T) - CRfisin(T)
+
B(Rcos(7))3
= F cos(fir) (4.65)
Rewriting equation (4.55),
Rcos(fir + <p)
- Rsin(fir + (p)'<p = 0 (4.66)
Solving equations (4.65) and (4.66) for R and <p , the results
are
R =





\- RJfi3 - 1
-BR2cos2(7)jcos(7)
- |CRfi}sin(7)- Fcos (fir) Icos (7)
Rfi
(4.68)
Averaging the equations (4.67) and (4.68) over the entire range
of the period, we get the first order system of equations which


















Equation (4.69) and (4.70) represent the time rate of change of
the amplitude R(r) and phase <p(r) in the assumed solution
given
by equation (4.51).
Again with the application of phase plane technique
the
phase plot is obtained as shown in figure 4.6
for the




2. Initial Frequency (fi0)
= 0-9
3. Initial Amplitude (R) =1.0
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4. Initial Phase (<f>0)
5. Nonlinear parameter (B)
6. Duration of time (t)
7. Time step (At)





















Figure 4.6: Phase plot for nonstat ionary damped nonlinear
system
The system reaches a




In the Chapters 3 and 4, we obtained the system of first
order equations for the amplitude and phase. With these
equations the values of amplitude were obtained. With the
values of the frequencies and the corresponding values of the
amplitudes it was possible to compose the amplitude frequency
curve of stationary and nonstat ionary resonant state for the
linear and nonlinear systems. These amplitude frequency curves
and the corresponding amplitude time curves can be used as a
basis for comparison study in different cases. The different
cases are listed as follows:
1. Comparison of the time-response using the Runge-Kutta method
and the KBM method for nonstat ionary linear systems.
2. Comparison of the time-response using the Runge-Kutta method
and the KBM method for nonstat ionary nonlinear systems.
3. Frequency-response using KBM method for nonstat ionary linear
and nonlinear systems.
4. Comparison of frequency-response for stationary and
nonstat ionary damped linear systems.
5. Comparison of frequency-response for stationary and
nonstat ionary damped nonlinear systems.
6. Comparison of frequency-response for undamped and damped
nonstat ionary linear systems.
7. Comparison of frequency-response for undamped and damped
nonstat ionary nonlinear systems.
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8. Comparison of frequency-response for different forcing
conditions .
9. Comparison of frequency-response for increase and decrease
of frequency of external excitation in nonstat ionary linear
damped systems .
10. Comparison of frequency-response for increase and decrease
of frequency of external excitation in nonstat ionary nonlinear
damped systems .
11. Comparison of frequency-response for different sweep rates
while increasing and decreasing frequency of the external
excitation for nonstat ionary linear damped systems.
12. Comparison of frequency-response for different sweep rates
while increasing and decreasing frequency of the external
excitation for nonstat ionary nonlinear damped systems.
5 . 1 Compar i son of Runge-Kutta method and KBM method for
nonstat ionary damped 1 inear systems : Using the values as shown
in the case study, we obtain the frequency and time response as
shown in figure 5.1a,b,c.
Case study:
1. Amplitude of the external force (F) = 10.0
2. Initial frequency of the external force
= 0.9
3. Amplitude initial condit ion (R0) = 47.4651
4. Phase initial Condit ion (<p0) = 0.0
5. Duration of time
= 400.0
6. Time steps or interval =0.1























Figure 5.1(a,b,c) shows the comparison graphically. The
frequency-response, figure 5.1a, is obtained using the KBM
method for the case being considered. Note here that the
frequency is a slowly-varying function of time i.e
fi = a + St (5.1)
Figure 5.1b is the time-response. One can see that, we have the
same amplitude shape but over a range of time. When we compare
the value of amplitude for a particular time and the
corresponding frequency (using the equation 5.1), we have the
same value of the amplitude. This deduction was necessary in
order to compare the results with that of the amplitude
obtained from the Runge-Kutta method. Actually the envelope of
the time-response using the KBM method is compared with the
envelope of the displacement response x(t) obtained by the
Runge-Kutta method. The shape are in essence same with slight
variations in the values of the amplitude. This can be compared
from figure 5.1b and 5.1c.
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5.2. Comparison of Runge-Kutta method and KBM method for
nonstat ionary nonl inear systems :
Case study:
1. Amplitude of the external force (F) = 10.0
2. Nonlinear parameter (B)
= 0.1
3. Initial frequency of the external force (fio) = 0.9
4. Sweep rate (6) =0.01
5. Amplitude initial condit ion (R0)
= 1-0
6. Phase initial condit ion (<j>0) 0.0
7. Duration of time
= 700.0
8. Time steps or interval
= 0.5
9. Damping Co-efficient (C)
= 0.1
Note in this case also the frequency is a
function of
time. So basically the approach to the
comparison is same as















3D on 800 iQOQ
Fig. 5.2c: Time-response(RK)
'
0 80 160 240
Figure 5.2: Comparison of KBM method and Runge-Kutta method for
nonstat i onary damped nonlinear systems.
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5.3. Comparison of nonstat ionary 1 inear and non 1 inear systems :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Damping coefficient (C) = 0.1
3. Nonlinear parameter (B) = 0.1
4. Initial frequency of the external force (fio) = 0.9
5. Sweep rate (6) =0.01
6. Amplitude initial condition (R0) =1.0
7. Phase initial condition (0O)
= 0.0
8. Duration of time
= 700.0
9. Time steps or interval
= 0.5
By comparison of the curves in
figure 5.3 one can arrive to the
conclusion that at a very close
resonant range the amplitude
for nonlinear vibrations is bent to right,
but at linear
vibrations it is a hyperbola the asymptotes
of which are
straight lines. If we neglect the
external and internal linear
resistances we can obtain the curves
as shown in figure 4.3 but
taking into
consideration the influence of resistive forces, we
can obtain the amplitude-frequency











5.4. Comparison of frequency- response for stationary and
nonstat ionarv damped 1 inear systems :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Damping coefficient (C) = 0.1
3. Constant frequency for the stationary system = 0.9
4. Initial frequency of the ext. force (fio) = 0.9
5. Sweep rate (6) =0.01
6. Amplitude initial condition (Ro)
= 47.561
7. Phase initial condition (</>0)
= 0.0
8. Duration of time = 400.0
9. Time steps or interval = 0.1
Refer to figure 5.4. From the figure we can see the
distinction
between the stationary and nonstat ionary behavior.
The smooth
curve represents the stationary
behavior whereas the wavy
response depicts the nonstat ionary behavior- Ultimately
both
converge to the same steady
state. But before that the









Fig. 5.4b: When C is 0.1
Fig. 5.4a: When C is 0.05
Figure 5.4: Frequency-response for stationary and nonstat ionary
1 inear systems .
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5.5. Comparison of frequency- response for stationary and
nonstat ionarv damped nonl inear systems :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Damping coefficient (C) = 0.1
3. Nonlinear parameter (B) = 0.1
4. Constant frequency for the stationary system = 0.9
5. Initial frequency of the external force =0.9
6. Increase sweep rate (6) 0.01
7. Amplitude initial condition (R0) =1.0
8. Phase initial condition (4>0)
= 0.0
9. Duration of time = 700.0
10. Time steps or interval = 0.5
In this comparison of stationary and nonstat ionary damped
nonlinear systems, the concept
of jump phenomenon is better
understood. Also, the stationary curve is smooth
and the
nonstationary behavior, like in


















9 i . A
frequency
Fig. 5.5a: Stationary systems
3







Frequency-response for stationary and nonstationary
nonl inear systems.
Ill
&i Comparison a $hs. freouencv-ci,rv, fox t^ damped and
Undamped nona*fttrionftrY linear systems :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Initial frequency of the external force (fi0) =0.9
3. Sweep rate (tf) = 0.01
4. Amplitude initial condition (R0) = 47.561
5. Phase initial condition (<p0) = 0.0
6. Duration of time = 400.0
7. Time steps or interval =0.1
Comparison is made between linear undamped and damped systems
as shown in figure 5.6a,b. Different damping values, 0.05 and
0.1, are used for comparison. These comparison shows analyses
of this nature can be done using KBM method.
. t.
s-l
Fig.5.6a: When C is 0.05 Fig.5.6b: When C is 0.1




5t7t Comparison o_f_ frequency- reannnss for undamped and damped
nonstationary nonlinear systems ;
Case study :
1. Amplitude of the external force (F) = 10.0






Initial frequency of the external force (fi0) =0.9
Sweep rate (6) =0.01
Amplitude initial condition (R0) =1.0
Phase initial condition (^0) = 0.0
Duration of time = 700.0
8. Time steps or interval = 0.5
Again, as in linear case, comparison between the
undamped and
damped nonlinear systems are made with damping coefficient







Fig. 5.7a: When C is 0.5
a.m *- in in *.
9C
Fig. 5.7b: When C is 0.1
Figure 5.7:
Frequency-response of undamped and damped nonlinear
systems .
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5t8i Comparison Of. frequency-response for different forcing
conditions fan nonstat i onarv systems!
Case study :
1. Damping coefficient (C) =0.1
2. Nonlinear parameter (B) =0.1
3. Initial frequency of the external force (fi0) = 0.9
4. Sweep rate (6) = 0.01
5. Amplitude initial condition (R0) = 1.0
6. Phase initial condition (<p0) = 0.0
7. Duration of time = 700.0
8. Time steps or interval =0.5
In this, comparison using different forcing conditions, 20.0
and 10.0, are made in nonstationary nonlinear systems. With the
increase of forcing amplitude there is an increase of the peak
amplitude as shown in figure 5.8.
a-, s- 9-1
Fig. 5.8a: When F is 10.0
Fi<5- 5-8b: When F is 20-
Figure 5.8: Frequency-response
for different forcing conditions
in nonlinear systems.
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5.9. Comparison of amp I itude-f reouencv curves for the 1 inear
case of vibrations in terms of increase and decrease of
frequency of the external force :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Damping coefficient (C) =0.1
3. Initial increasing external frequency
= 0.9
4. Increasing sweep rate (<5)
= 0.01
5. Initial decreasing external frequency
= 4.9
6. Decreasing sweep rate (8)
- 0.01
7. Amplitude initial condition (R0)
= 47.561
8. Phase initial condition (<pQ)
= 0.0
9. Duration of time
400.0
10. Time steps or interval
- 0.1
The maxima of amplitudes are less
when the frequency of the
external excitation is increasing. The
maxima of amplitudes are
greater when the frequency of









5 . 10 Comparison of ampl itude-freouencv curves for the nonl inear
case of vibrations in terms of increase and decrease of
frequency of the external force :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Damping coefficient (C) = 0.1
3. Nonlinear parameter (B) = 0.1
4. Initial increasing external frequency = 0.9
5. Increasing sweep rate (8)
= 0.01
5. Initial decreasing external frequency
= 5.9
6. Decreasing sweep rate (8)
- 0.01
7. Amplitude initial condition (R0) =1.0
8. Phase initial condition (<j>0) = 0.0
9. Duration of time
= 700.0
10. Time steps or interval
= 0.5
The maxima of amplitudes are greater
when the frequency of the
external excitation is increased as
shown in figure 5.10.
Conversely, the maxima
of amplitudes are less when the
frequency of the






Figure 5.10: Frequency- response for increase and decrease of
frequency in nonstationary nonlinear damped
systems.
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5.11. Comparison of frequency- response for different sweep rate
whi le increasing and decreasing frequency of the external
exc itat ion for nonstat ionary damped 1 inear systems :
Case study :
1. Amplitude of the external force (F)
2. Damping coefficient (C)
3. Initial increasing external frequency
4. Initial decreasing external frequency
5. Amplitude initial condition (R0)
6. Phase initial condition (<P0)
7. Duration of time









In this case the comparison is made for the
different sweep
rate. Sweep rate is defined as the
velocities of the frequency.
The sweep rates (8) considered are 0.01,
0.05 and 0.1 for
increase in excitation frequency. For
decrease in excitation
frequency negative values
of sweep rates are
used. It can be
seen from the figure 5.11 that
the first maximum of
amplitude-
frequency curve for
the linear case moves towards lower





For increase of frequency la linear systi
4.S 5
for decrease of frequency la linear syst
Figure 5.11
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5 . 12 . Comparison of frequency- response for different sweep rate
whi le increasing and decreasing frequency of the external
exc itat ion for nonstationary damped nonl inear systems :
Case study :
1. Amplitude of the external force (F) = 10.0
2. Damping coefficient (C) =0.1
3. Nonlinear parameter (B)
= 0.1
4. Initial increasing external frequency
= 0.9
5. Initial decreasing external frequency
= 5.9
6. Amplitude initial condition (R0) =1.0
7. Phase initial condition (<p0)
= 0.0
8. Duration of time
= 700.0
9. Time steps or interval
= 0.5
In the case of nonlinear systems the
response to different
sweep rates
are shown in figure 5.12 for both
increase and
decrease of frequency of the external
excitation. The response
is same as that of the
response for linear systems. The maxima
amplitudes moves
towards the lower values of the
amplitudes as
the sweep rate
keeps on the increasing.
In the case of
increasing
excitation frequency, as the sweep
rate increases
the value of the frequency
corresponding
to the peak amplitude
decreases. The difference
in the values of peak amplitudes
in
increasing and decreasing
excitation for the same sweep rate is




rise* of for differeat sweep rates
for increase in frequency for nonlinear eyst
"1

















6 CONCLUSIONS and RECOMMENDATIONS
In this investigation the asymptotic method of Krylov-
Bogol iubov-Mitropolsky was used to obtain a system of first
order equations governing the amplitude and phase response for
linear and nonlinear systems. The phase plane plots were
obtained using these first order equations. The conclusion can
be drawn that KBM method can be used as a primary tool to
determine the characteristics of steady-state periodic
oscillations for the stationary and nonstationary, undamped and
damped, linear and nonlinear systems. This conclusion is based
on the phase plane plots (fig 4.1, 4.2, 4.5, 4.6). For undamped
model, the system is neutrally stable whereas for the damped
case the system reaches a steady-state solution at the
equilibrium point.
Refer to the comparison study in Sections 5.1 (linear
systems) and 5.2 (nonlinear systems) of
Chapter 5. The
amplitude-response with respect to both frequency and time were
obtained by KBM method. Also, the time-series response was
obtained using the
Runge-Kutta method. The amplitudes obtained
from the time-response by KBM method were qualitatively the
same as those of the amplitudes
obtained from the displacement
response x(t) using
the Runge-Kutta method. In essence, the
shapes of the amplitude
envelopes were similar on comparison.
Also, when compared
between the frequency-response and
time-
response obtained by the KBM method, we
infer that the value of
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amplitude for a particular time (t) and the corresponding
frequency (fi) (as shown in equation 6.1) is same to four
significant digits.
fi = a + <5t (6.1)
where fi is the external forcing frequency,
t is the time,
a is the initial frequency and
8 is the sweep rate.
The amplitude-response characteristics are figuratively same
except that they have different ranges for frequency and time.
From Section 5.3 of Chapter 5, it is shown that the
resonant curve associated with stationary amplitudes for
nonlinear vibrations is bent to the right. In the case of
linear vibrations, it is a hyperbola the asymptotes of which
are straight lines. In figure 5.3, the multi-valued portion of
the amplitude-frequency curve representing stationary resonant
states corresponds to unstable vibrations, so in that
neighborhood there appears an instability which leads to the
so-called jump of amplitudes. Such instabilities are
characteristic of nonlinear systems.
One of the main objectives of this investigation is the
comparison between the stationary and nonstationary resonances
in linear and nonlinear systems.
From figure 5.4a,b, the
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concept of nonstationary is clearly understood. Both the
stationary and nonstationary oscillations converge to the same
asymptotic limits however nonstationary oscillations are
accompanied by depressions and peaks of amplitude which is a
characteristic of slowly-varying frequency, amplitude and
phase. The amplitude instability for the Duffing equation was
clearly understood from the amplitude-response obtained for the
nonlinear Duffing equation. This was further made vivid by the
comparison of the stationary amplitude-response and the
nonstationary amplitude-response as shown in figure 5.5a,b. The
exact path of stab i 1 ity- instab i 1 ity can be depicted.
Some very interesting comparisons were made in
nonstationary oscillations. The comparison of an undamped
system to that of a damped system was made for both linear and
nonlinear systems. Comparisons are shown in the figure 5.6a,b
for various values of damping coefficients in linear systems
and in fig. 5.7a,b for nonlinear systems. Also, comparison is
made for different forcing conditions for an undamped and a
damped nonlinear system as shown in figure 5 . 8a , b . All of these
comparisons show that analyses of this nature can be
satisfactorily done on nonstationary
systems using the method
of KBM.
In Sections 5.9 and 5.10 of Chapter 5, the comparison for
increase and decrease of frequencies
for linear and nonlinear
nonstationary damped
systems were respectively made. From the
frequency-response as shown in figure 5.9, the amplitude for
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linear systems seems to greater when there is a decrease of
frequency compared to increase in frequency of the external
force. For nonlinear systems, as shown in figure 5.10, the
amplitude seems to be greater when there is an increase of
frequency of the external force. Influence of nonl inear ity is,
therefore, more dangerous in the case of increase of frequency
of the external force. In linear systems, nonstationary forcing
is more dangerous in the case of decrease of frequency of the
external force.
From Sections 5.11 and 5.12 of Chapter 5, we observe that
the largest maxima of amplitudes are more significant at lower
sweep rates of frequency of the external force. From the figure
5.11 and 5.12, it is seen that the largest peak amplitude goes
on decreasing as the value of sweep rate of external force goes
on increasing. The conclusion is that from the point of
generation of maximum amplitudes, the dangerous cases are the
slow passes through the resonant state of vibrations. This
clearly holds for both linear and nonlinear cases.
In this investigation studies were done on linear
variations of frequency of the external forcing. Similarly
studies can also be done on cyclic variations of the excitation
frequency. This can be, for instance, written as
fi = a + rj sin(-5t) (6.2)
One of the main assumption in this investigation was the
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excitation frequency being a slowly-varying parameter. However,
response characteristics of linear and nonlinear systems can be
analyzed using the assumption simultaneously that the
excitation frequency, excitation amplitude and excitation phase
are slowly-varying parameters.
Work in this paper was concentrated on systems with
single-degree of freedom. Similar approaches can be used on
systems with multiple degrees of freedom.
Studies can also be oriented towards stochastic (random)
exc itat ion .
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