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Cambridge, CB2 1PZ, U.K.
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your television. You can feel it when you go to
work, when you go to church, when you pay your
taxes. It is the world that has been pulled over
your eyes, to blind you from the truth.
‘Morpheus’
The Matrix
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In this age of instantaneous world-wide telecommunication, the demands on
speech quality and intelligibility from devices such as the mobile telephone, tele-
conferencing systems and even the hearing aid are dramatically increasing. It is
often expected that these devices will produce ‘Compact Disc’ quality sound and
certainly that the presence of any background noise will be suppressed. However,
the degradation in the quality and intelligibility of the received speech is constrained
by the acoustical properties of the environment in which the audio signal is ac-
quired. In any confined environment, the sound heard by a person is not simply the
original emitted sound, but the combination of a series of an enormous number of
echoes from different surfaces: the process of reverberation.
A considerable number of linear signal processing problems reduce to the fun-
damental tasks of signal separation and deconvolution. A large proportion of these
problems are blind in the sense that neither of the source signals are known, and
this substantially increases the difficulty of the problem. It is, therefore, of consid-
erable interest to solve the problems of single channel signal separation and single
channel blind deconvolution (also known as blind dereverberation).
This dissertation is arranged in two parts. First, the problem of determining
separability criteria and achieving signal separation is considered. Separability of
signal mixtures, given only one mixture observation, is defined as the identification
of the accuracy to which signals can be separated. The work introduces a signal
separation technique by concatenating the domains on which two signal classes
can be represented with a finite number of basis functions. The separation of uni-
formly modulated signals is considered, and an example of separating chirp signals
embedded in multiplicative noise is given. The second part of this dissertation con-
siders single channel blind deconvolution, in which a degraded observed signal is
modelled as the convolution of a nonstationary source signal with a stationary dis-
tortion operator. Recovery of the source signal from the observed signal is achieved
by modelling the source signal as a time-varying AR process, the distortion operator
by a IIR filter, and then using a Bayesian framework to estimate the parameters of
the distorting filter, which can be used to deconvolve the observed signal. A further
generalisation of this model using subband techniques is introduced.
Throughout the dissertation, the philosophy of how the nonstationary proper-
ties of the source signal allow the identification of the interference or distortion
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22 Orthogonality of Karhunen-Loève Transform . . . . . . . . . . . . . . 288
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Why Nonstationary Signal Processing?
I
N this age of instantaneous world-wide telecommunication, the demands on
speech quality and intelligibility from devices such as the mobile telephone,
tele-conferencing systems and the hearing aid are dramatically increasing. It is
often expected that these devices will produce near ‘Compact Disc’ quality sound1
and certainly that the presence of any disturbances or distortions of speech such
as background noise, echoes, clipping and other signal degradations will be sup-
pressed or reduced to adequately low levels [116]. However, the degradation in the
quality and intelligibility of the received speech is not constrained by the perfor-
mance of the communication system itself but, rather, by the acoustical properties
of the environment in which the audio signal is acquired. In any confined environ-
ment, the sound heard by a person is not simply the original emitted sound, but
the combination of a series of a large number of echoes from different surfaces:
the process of reverberation [191, 201], [see Figure 1.1(a)]. A person with normal
hearing can, remarkably, concentrate on the original sound despite the presence of
a considerable number of background disturbances. This ability is, in part, due to
binaural hearing, which is usually referred to as the binaural cocktail party effect.
1Specifically, the quality of the transmitted speech picked up by the audio interface must, at least,
be high enough to provide users with comfortable communication [116].
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(a) The sound heard by an observer is a combination
of the original sound, and a series of a large number of














(b) There will often be interfering noises, such as music
or other people speaking, which complicates the rever-
beration problem.
Figure 1.1: Reverberation from single and multiple sound sources.
This effectively allows a person to concentrate on a single sound source despite the
presence of many unwanted sounds such as echoes, background music and noise. In
contrast, someone with a severe hearing loss perceives a degradation in sound qual-
ity and, in particular, users of hearing aids complain of being unable to distinguish
one voice from another in a crowded room [99,100,289,317]. This cocktail party
problem2 was first identified by Cherry [71] and has triggered research in widely
different areas that are still relevant almost fifty years later [54]. Whilst some forms
of hearing loss, for example, conductive loss, can be compensated for by either us-
ing a simple amplifying hearing aid or through surgery, sensori-neural hearing loss
leads to, inter alia, a loss of tonal sensitivity and spatial perception [56]. A person
with this impairment is unable to separate two similar frequency components in a
2There are several interpretations of the cocktail party effect in the literature. One interpretation
is the so-called cocktail party perception effect first identified by Cherry in 1953 [71]. Another is the
cocktail party regenerative effect, first discussed in detail by Maclean in 1959 [234], and is the all
too familiar phenomenon observed when a number of people try to communicate at a cocktail party;
communication becomes virtually impossible as each talker raises his individual acoustic output in
order to be heard above background conversations [191, 234, 235, 289]. It is the cocktail party
perception effect that is discussed throughout this dissertation and, for brevity, is simply referred to
as the cocktail party effect.
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complex tone, and is particularly susceptable to the effects of background noise,
causing a significant decrease in intelligibility. A normal linear amplifying hearing
aid cannot compensate for these losses,3 and is unable to support binaural hear-
ing [64,65,154].4
In many situations, such as ‘hands-free’ conference telephones, the sound is re-
ceived by a single microphone and transferred to a remote listener as monophonic
sound. As such, the listener hears a monaural reverberant version of the original;
the advantage of the binaural cocktail party effect is lost, and the perceived qual-
ity of the speech is considerably reduced. The situation is further complicated by
unwanted background noises which interfere with the desired sound source. These
background sounds can range from environmental noise, or music, to other people
speaking in the room.5 The entire scenario is depicted in Figure 1.1(b). Another
important application suffering from this effect is automatic speech recognition,
where it is found more difficult to recognise reverberant speech.
These problems can be solved if the signal received at the microphone is modi-
fied before it is transmitted, so that the desired speech received by the remote user is
of acceptable quality and intelligibility [252]. However, the task of modifying this
signal is complicated by the fact that neither the original or background sounds,
nor the acoustical properties of the room, are known beforehand. It may be possi-
ble to measure the latter in a particular laboratory, but a robust signal modification
process, applicable in any given environment, cannot rely on the acoustical prop-
erties being available a priori. This problem is analogous to finding which two
unknown numbers were added together to yield a given known number; clearly
there are multiple solutions, and it is impossible to tell which is the desired solution
– the problem is degenerate. A solution to these problems can only be found by
incorporating prior knowledge of the characteristics of both the speech and room
acoustics. The process of removing unwanted background noise is called blind sig-
nal separation, and the process of removing the effects of reverberation is known
as blind dereverberation or, in the literature, blind deconvolution [152] or blind
system identification [3]. After signal modification, the user should perceive only
the original sound without any echoes or interfering noises, as shown in Figure 1.2.
3Kates [180] provides a stimulating discussion of signal processing in hearing aids, and a digital
implementation of a traditional hearing aid can be found in, for example, [345].
4Traditional hearing aids cannot compensate for the reduction in frequency sensitivity, dynamic
range, temporal resolution and spatial perception [56,64,65]; see Appendix A for further details.
5As an example, background noises in cars are in the form of periodic noise, due mainly to the
engine, and random noise, such as wind, road, tires and ventilation fans [200]. Kates [178] discusses
and classifies background noises that are important to consider in hearing-aid applications.













Figure 1.2: After reverberation cancellation and noise removal, the observer per-
ceives only the original sound without any echoes or interfering noises.
1.1 A SIMPLE ANALOGY
The techniques used to modify the reverberant signal measured at the microphone
are studied in the branch of Engineering called Statistical Signal Processing. Many
of the traditional methods developed in this field rely on the principle that the sta-
tistical properties of a system do not change with time, a principle called stationar-
ity [286, 335]. They rely on this principle since it often reduces the complexity of
a problem, and allows for the implementation of fast numerical algorithms. How-
ever, as is well known, the statistical properties of many processes, including speech,
do change with time and, as such, many existing techniques produce poor results
when applied to the blind dereverberation problem. Vaseghi and Rayner [377] dis-
cuss the effects of nonstationary signal characteristics on the performance of audio
restoration systems which assume stationarity. The principle of the statistical prop-
erties of a signal changing with time, called nonstationarity, can be used to produce
superior results for this problem, although the computational load is increased. To
illustrate why this may be the case, consider the following simple analogy.
1.1. A Simple Analogy 7
Suppose a red light is placed adjacent to a green light behind a diffusing screen,
such that a distant observer continuously views yellow light. The observer, given
no additional information other than the colour of the light he views, is asked to
decide whether there is a single yellow light bulb behind the screen, or whether
there is a red bulb and a green bulb.6 If both bulbs remain on then, clearly, the
observer cannot decide one way or the other; this is the shortcoming of the fact
that the system is stationary (see Figure 1.3(a)). Now suppose the red light bulb
is turned off and on, whilst the green bulb remains on continuously. It is now
clear to the observer that there are two light bulbs since the light varies between
yellow and green (see Figure 1.3(b)). In this case, part of the system is stationary
and part nonstationary, yielding additional information that aids the observer to
decide upon the number of light bulbs. Next, suppose that both the red and the
green lights are turned on and off simultaneously. The observer perceives a flashing
yellow bulb and, again, information regarding the system has been lost, despite the
fact that the system is nonstationary (see Figure 1.3(c)). Finally, suppose that the
red and green lights are turned on and off, but for different lengths of time. In this
case the observer will see, at different times, red, green, and yellow light. In this
case, both parts of the system are nonstationary and the observer can identify the
number of light bulbs behind the screen. The additional information in this case
is due to the fact that the two parts of the system have different degrees or rates
of nonstationarity (see Figure 1.3(d)). By using the analogy of the mixed colours,
where the light bulbs represent the sounds within a room, and the screen represents
the room acoustics, it is possible to appreciate one of the basic concepts behind
solving the blind dereverberation and signal separation problems.7
Naturally, this illustration does not give the full picture of the situation since, for
example, the observer may be asked to decide whether there is a single yellow bulb
behind the screen, or a red and green bulb, or a red, green and yellow bulb. In this
case, it would appear impossible for the observer to make a decision given any of
the scenarios discussed above. Therefore, knowledge that a system is nonstationary
is not sufficient, and additional information is required; for example, a difference
in brightness of the yellow bulb to the red and green bulbs would identify whether
there is a yellow bulb or not. Alternatively, and more accurately, the observer
may be told the probability of there being a single yellow bulb, the probability of
6An ambiguity arises since a mixture of red and green is perceived by the human eye as yellow.
7The basic idea of considering images at multiple points in time is used by Law and Nguyen [209]
for deblurring images although, in this case, the blurring function, or point spread function (PSF), is


























































(d) System is nonstationary; each component has a different rate
of nonstationarity
Figure 1.3: A simple analogy to demonstrate why nonstationarity can be used to produce superior results.
1.2. The ‘Hands-Free’ Telephone Problem 9
red and green bulbs, and the probability of three bulbs. If all three colours are
observed, only the probability of the number of bulbs can be stated, and the case
with highest probability can be taken as the observer’s conclusion of the number of
bulbs. Now, the observer has been given three models for the light source behind
the screen: the first model states there is a single yellow bulb, the second that there
are two bulbs, and the third model states there are three. As discussed above, each
model is assigned a probability of correctly representing the number of bulbs behind
the screen, and this implicitly raises several questions. First, how are the models
chosen? Second, how is the probability for each model assigned? Third, how many
models should the observer consider and, finally, what effect does it have on the
observer’s conclusion if the choice of models does not include the correct model?
These questions must be answered systematically, avoiding ad hoc solutions.
This research attempts to utilise nonstationarity in order to help solve the blind
dereverberation and separation problems. There are a number of similar appli-
cations which reduce to blind deconvolution or signal separation such as speech
separation, modulation schemes and multipath channel equalisation in communi-
cation systems, image processing, seismic [319] and biological data analysis,8 where
the reverberant signal is not speech, but another signal with substantially different
properties [3]. In each of these applications, a suitable model must be developed,
and some knowledge of the degree of nonstationarity must be obtained.
1.2 THE ‘HANDS-FREE’ TELEPHONE PROBLEM
There are three major aspects, from a signal processing perspective, to the problem
of degradation in speech quality in the ‘hands-free’ telephone problem mentioned
in the previous section: first, acoustic feedback between the loudspeaker and micro-
phone, second, the effect of acoustic reverberation between the individual speaking
and the microphone and, finally, the effect of interfering noises. A ‘satisfactory’
solution to this problem is a system using only conventional loudspeakers and mi-
crophones which allows a ‘hand-free’ telephone conversation to be held without
any loss in speech quality, and allowing both speakers to move around freely in
ordinary rooms. The first feature of the problem, in which the signal emitted from
the loudspeaker is fed back to the microphone due to the acoustics of the room,
8For example, the separation of odours [159] has potential application in multimedia.

















Figure 1.4: Acoustic feedback in the ‘hands-free’ telephone problem.
can lead to howling (see Figure 1.4). Since the signal driving the loudspeaker is
known, howling can be eliminated by equalising the ‘acoustical path’ between the
loudspeaker and microphone. Equalisation of this feedback path, discussed in sec-
tion x6.3, is often referred to as acoustic echo cancellation (AEC), and can essen-
tially be considered as a deconvolution problem. Although it has received much
attention in the literature, with several surveys of current research in, for exam-
ple, [116,147,222], a definitive solution to the AEC problem remains elusive [148].
Recent investigations into the ‘hands-free’ telephone problem consider AEC and
noise reduction as a joint optimisation problem rather than distinct ones [25,136].
However, the problem of the degradation in speech quality due to interfering noises
and reverberation has received less attention in the literature, and this thesis investi-
gates solutions to these two aspects of the problem where the source sounds remain
unknown.
1.3 HEARING AIDS
To improve speech recognition for hearing-impaired listeners, enhanced hearing


















Figure 1.5: Enhanced digital hearing aid.
into the ear-canal. The aid should achieve this by suppressing interference coming
from sources other than in the desired signal direction, and any other additional
noise sources [64, 65, 178]. Microphone arrays, which can detect the direction of
sound sources, can, in part, compensate for the inability of the hearing-impaired
to resolve acoustical cues [56, 157, 177, 179, 224, 317]. However, the effect of
reverberation, which lacks a specific direction of arrival, is a significant cause of
degradation in speech intelligibility and remains an unsolved problem. Figure 1.5
shows the general form of an enhanced digital hearing aid.
Acoustic feedback oscillation, which is a problem for ‘hands-free’ telephone
applications, is also a problem in hearing aids and, to prevent howling, of-
ten prevents the attainment of an adequate amount of gain for some users
[176, 178, 181, 182, 247, 396]. The acoustic feedback path includes the effects
of the hearing-aid amplifier, receiver and microphone, as well as the acoustics of
the vent or leak of the hearing aid [180, 181]. An adaptive filter is often used to
cancel the acoustic and mechanical feedback picked up by the microphone, thus
allowing more gain in the hearing aid. Kaelin et al. [171, 401] discuss a typical
implementation of a digital hearing aid with loudness compensation and acoustic
echo cancellation.
1.4 NONSTATIONARITY
Signal processing techniques over the past three decades have been dominated by
the constraint of stationarity – the assumption that the statistics of a process or
system do not change with time – a dominance which can be attributed to the
simplification of problems arising from such an assumption. The notion of sta-
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tionarity is appealing as many processes are endowed with the property of ergodic-
ity [286, 335]. Ergodicity allows quantities defined as ensemble averages, such as,
for example, autocorrelation functions, to be estimated from a single realisation
of the process by calculating time domain averages. However, the estimation of
the autocorrelation function of a nonstationary processes is difficult, often requir-
ing multiple data records [22] which may not be available, a problem addressed in
section x4.3. Consequently, nonstationarity is usually regarded as an undesirable
feature, inasmuch as it significantly increases the complexity of a problem. Nev-
ertheless, over the past few years it has been recognised that nonstationarity can
actually be a useful feature. The purpose of this section is to discuss how non-
stationarity can be utilised to produce superior results, both in existing problems
attempted using the stationarity assumption, and in previously intractable prob-
lems. Section x1.4.1 begins by briefly considering the natural aspects of human
hearing which effectively utilise the nonstationarity inherent in natural processes.
1.4.1 Nonstationarity in Human Hearing
The human hearing mechanism is very sophisticated and, as already mentioned,
people with normal hearing can separate desired speech from unwanted interfering
speech with a remarkable degree of intelligibility, using the binaural cocktail party
effect. Most natural sounds can be identified and separated by the hearing mech-
anism through exploitation of spectral, temporal and spatial features [287]. The
spectrum of a sound is important for determining its information carrying charac-
teristics, while spatial and temporal variations provide important cues for localising
sound sources.9 When these cues are unavailable, the brain finds it difficult, or near
impossible, to separate jumbled speech received over, for example, monaural air-
traffic control channels, conference telephones, or hearing aids. These spectral,
temporal and spatial characteristics are important pointers to the information that
should be incorporated into a blind dereverberation or signal separation algorithm.
1.4.1.1 Spectral Characteristics
The rôle of spectral characteristics is directly analogous to the light bulb analogy
discussed in section x1.1, and this example will be recast in terms of power spectral
(Fourier) components, or even just pure tones. Suppose it is desirable to separate
two signals; there are several obvious different scenarios in which this is possible:
9See Appendix A for a further discussion on the psychology of hearing.
1.4. Nonstationarity 13 Non-overlapping spectral components: Suppose the power spectra of the sig-
nals do not overlap in the Fourier domain. Separation can be achieved when
the frequency bands of the spectra are known a priori; this is akin to viewing
the light bulbs from behind the diffusing screen where individual colours are
observed. Overlapping stationary and nonstationary spectral components: Suppose the
power spectrum of one of the signals is broad-band, and the second signal
consists of a single frequency that overlaps the spectrum of the first. If both
signals are stationary, it is impossible, without significant prior knowledge,
to separate them. However, suppose the second signal is known to have an
unknown time-varying amplitude. In an ‘ideal’ time-frequency spectrum of
the mixture, where a fixed-frequency amplitude-varying sinusoid appears as
a straight line with time-varying amplitude, the time-varying power spectral
component can be attributed to the second signal.10 This is comparable to
one of the light bulbs flashing while the other remains constantly on.
1.4.1.2 Temporal Characteristics
The temporal characteristics of unknown signals play an important part in their
identification. If the mixture of two signals is observed and it is known that the
signals do not overlap in the time domain then, provided the instances at which the
signals are ‘switched on’ are known, the signals can be identified. This is equivalent
to the case when the light bulbs flash at different instances.
1.4.1.3 Spatial Characteristics
The human hearing mechanism uses spatial localisation of sounds in order to re-
duce the intrusion of noise. When a sound is localised, a listener will often turn
their head to use the natural attenuation of the outer ear and skull to reduce the
distracting effect of other sounds.11 Moreover, visual cues, such as lip reading, ges-
tures, and the like [71, 128], aid the listener to identify the desired source. This
additional tuning of the auditory system aids concentration and is characteristic
of the incorporation of prior knowledge. Although the desired sound is initially
unknown, these tuning mechanisms influence the brain’s focus on that sound, and
10There, naturally, will be an ambiguity in the absolute signal amplitude.
11This movement also acts to modify the head-related transfer function (HRTF) to reduce rever-
berant effects in the cranium (see page 139).
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serve to eradicate the effect of noise. As such, it is clearly important to take advan-
tage of any prior knowledge in attempting to separate or dereverberate a signal.
1.4.2 Nonstationarity in Signal Processing
Over the past few years, it has been acknowledged that the principle of nonsta-
tionarity, usually regarded as an undesirable feature rendering many problems
intractable, can actually be useful in improving the performance of many signal
processing solutions. As an example, a least-squares solution is the conventional
method for identifying the transfer function of an unknown linear system given by:y(t) = h(t) ? x(t) + n(t); 8t 2 T  R (1.1)
where h(t) represents the impulse response of the linear time-invariant (LTI) sys-
tem, ? denotes the convolution operation, fx(t)g and fy(t)g are the observed input
and output processes, and fn(t)g represents additive observation and modelling
noise. The least-squares approach is equivalent to identification of the frequency
response of the system by calculating the ratio of the cross-power spectrum of the
input and output to the power-spectrum of the input signal. However, if the ad-
ditive noise, n(t), is correlated with the input process, least-squares suffers from a
severe bias effect. As such, Shalvi and Weinstein [322] present a solution which ex-
ploits the nonstationary features of the signals to circumvent these biasing effects.
Nonstationary inputs are also useful for nonminimum-phase system identification
(see Chapter 6), and are used by Al-Shoshan and Chaparro [7] and Xia [402] in
which the time-frequency domain is exploited (see section x3.2.1). Further exam-
ples of the improvement in signal processing solutions from the exploitation of
nonstationarity occur in denoising [153], and multichannel signal separation [389]
(see section x2.2), where more robust separation solutions are obtained than when
using the assumption of stationarity [4,5].
1.5 OBJECTIVES OF THE THESIS
This dissertation is concerned with utilising nonstationary signal processing to im-
prove the quality and intelligibility of a monaural audio signal which consists of
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Figure 1.6: This signal model represents the monaural audio signal received by the
user for the scenario shown in Figure 1.1.
multiple reverberant source signals. The general physical scenario for this problem,
shown in Figure 1.1, can be represented by the signal model in Figure 1.6. Although
the source signals can be recovered from the observed signal by solving the entire
problem using, for example, a Bayesian approach, the objective of this dissertation
is to investigate how the utilisation of nonstationarity signal processing can lead
to improved results. Whilst in [25] it has been proposed that noise reduction and
acoustic echo cancellation should be performed jointly for ‘hands-free’ telephones,
the general blind multi-source reverberation problem is divided into two separate
distinct problems and are considered separately since, unlike acoustic echo cancel-
lation, all the source signals are unknown. First, in Part II of this thesis, single channel signal separation using linear fil-
ters is investigated. Although a Bayesian methodology can be used for source
estimation from a mixture of signals, in this instance the approach does not
advance a deeper understanding of the underlying philosophy of how nonsta-
tionarity facilitates the separation of seemingly inseparable signals. Second, in Part III, single channel blind deconvolution is considered, with ap-
plication to dereverberation of speech signals in acoustic environments. In
this case, the Bayesian approach is used for channel estimation since a thor-
ough appreciation of the rôle of nonstationary effects can be obtained by an
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analysis of the underlying mechanics of the Bayesian approach.
These two approaches are fundamentally different in technique, yet have similari-
ties in their dependence on nonstationary effects.
1.6 OVERVIEW OF DISSERTATION
A detailed outline of the remaining chapters in this dissertation is presented below.
Some of the material in Chapters 3 and 4 appeared in [162], and has been submitted
in the following articles: [163,164]. Material in Chapter 8 has appeared in [161].
Chapters containing original and significant contributions are denoted
by a [*] in the following list.
1.6.1 Part II: Single Channel Signal Separation using Linear Filters
Chapter 2 provides a general introduction to the problem of single channel signal
separation, defines signal separability, and gives a brief review of existing
approaches to the problem.
Chapter 3 [*] gives an overview of the Wiener-Hopf filter and introduces the fun-
damental concepts needed to analyse nonstationary stochastic processes and
linear time-varying systems. This chapter also introduces the concept of the
generalised power spectrum.
Chapter 4 [*] reviews the so-called ideal filter, and presents a spectral solution for
the nonstationary Wiener-Hopf filter. These results naturally lead to a crite-
rion for the separation of nonstationary signals with perfect precision, and
is a natural extension to the condition for separating stationary signals. The
chapter introduces a signal separation technique by concatenating the do-
mains on which two signal classes can be represented with a finite number
of basis functions. Examples are given of the separation of classes of signals
which would ‘classically’ be considered inseparable. These include uniformly
modulated signals which can model multiplicative noise and, in particular, the
separation of chirp signals which occur in many practical applications such
as radar and speech.
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Chapter 5 summarises the results in Part II.
1.6.2 Part III: Single Channel Blind Deconvolution
Chapter 6 introduces some basic theoretical properties of acoustics that are impor-
tant for understanding why particular models are used in this work, and the
problems associated with attempting to dereverberate speech. The suitability
of some well-known modelling techniques in signal processing for the repre-
sentation of room acoustics, the robustness of these models to variations in
the source and observer position, and the effect of parameter variation on the
accuracy of the model are all discussed. Finally, some existing approaches to
the enhancement of reverberant speech are reviewed.
Chapter 7 provides a more general introduction to the problem of single channel
blind deconvolution. The chapter discusses linear input–output modelling to
represent systems and nonstationary stochastic processes in terms of finite-
order linear models. The Bayesian paradigm is introduced as a means of
robust parameter estimation.
Chapter 8 [*] introduces the basic model which facilitates blind deconvolution by
utilising the nonstationary properties of the system. A ‘physical’ interpreta-
tion of the underlying mechanism at work in the process is presented, as is an
example of deconvolving a source signal with a distortion filter. Finally, some
fundamental issues regarding the estimation of unknown system parameters
is considered and, more importantly, in light of the additional knowledge
gained from taking advantage of the nonstationarity in the system, the ques-
tion regarding the accuracy to which these parameters must be estimated is
raised.
Chapter 9 [*] generalises the model presented in Chapter 8 using subband tech-
niques which, not only reduces numerical complexity and errors resulting
from the modelling of long impulse response functions, but facilitates dere-
verberation by identifying which bands of the room transfer function are
nonminimum-phase. The issues associated with such a generalisation are in-
timately related to the issues raised in Chapter 8, and are discussed further.
Chapter 10 summarises the results presented in Part III.
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1.6.3 Part IV: Conclusions, Appendices and Bibliography
Chapter 11 concludes the dissertation by summarising the main issues which have
arisen in these investigations, and outlines the direction that future research
in this area could follow. Specific details are given for extending the the-
ory of Part II to deal with time-frequency distributions, and details are
given for modifying the blind deconvolution methodology to deal with two-
dimensional signals, such as images.
Appendices A to E contain further details and proofs of results used throughout
the thesis which have been omitted from the main body of the text for clarity.
II
Single Channel Signal Separation




Introduction to Signal Separation
I
N the first part of this dissertation, a linear filtering approach to the problem
of single channel signal separation is discussed. When the auto- and cross-
correlations of two source signals are known a priori, the problem is solved
optimally using the Wiener or Kalman filter. If the source signals are nonstationary,
these correlation functions can be very difficult to estimate, and the Wiener or
Kalman filters are difficult, if not impossible, to design. Therefore, when only
partial information of the auto- and cross-correlation functions are known, it is
relevant to ask what constraints on the unknown characteristics of the signals are
required to achieve a given degree of separability; this is referred to as the signal
separability problem.
In order to answer the separability problem, it is necessary to view the structure
of signals from a more useful perspective than that of the time domain and, as such,
the generalised integral transform, also known as a generalised signal decomposi-
tion, is introduced. It is also of great interest to compare the general solution of
the Wiener filter with the so-called ‘ideal filter’, which yields perfect signal separa-
tion for certain classes of signals given only partial information pertaining to the
correlation functions. Methods are discussed for determining the class for which
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a given signal is a member. In particular, for the special class of uniformly modu-
lated signals, constraints are derived on the source signal characteristics which yield
‘perfect separation’. Some of the more popular methods for nonstationary signal
separation discussed in the literature are reviewed in section x2.2. Single channel
signal separability criteria for nonstationary signals are, however, less forthcoming
in the literature.
2.1 SIGNAL MODULATION AND SEPARATION
There are many applications where the mixture of two or more signals is observed
and, at each time instance, there is only a single observation of the mixture in the
time domain. Applications range from taking multiple measurements in seismol-
ogy to the design of modulation schemes in telecommunications. There are various
modulation schemes in communication theory that have the property that different
signals may be modulated such that their Fourier spectra overlap and recovery of
signals is still possible, for example, in spread spectrum modulation.1 However,
some schemes do facilitate perfect recovery: for example, consider observing the
sum of the signals in a quadrature modulation scheme in the time domain,2 which
can be ‘perfectly’ separated using the quadrature demodulator shown in Figure 2.1.
The resultant signals are disjoint in neither the temporal nor Fourier domain; how-
ever, as shown in section x4.5, there does, in fact, exist a spectral domain in which
their representations are disjoint. There is, therefore, a close link between classes
of signals which can be separated and examples from existing modulation schemes.
However, whilst in modulation schemes the modulated carrier is always known,
such a distinguishing class feature is unknown in signal separation problems. The
general distinguishing features of the signal classes must be known, otherwise it
would be impossible to assess when a separation algorithm is performing correctly.
In this contribution, it is assumed that the signal classes exhibit some general
distinguishing features, and that these features are known a priori. Identification
and accurate estimation of these properties and any corresponding parameters is
treated as a separate problem and left for future work. Once these properties are
known, the techniques discussed in this dissertation can be applied.
1Albeit in some cases the separation may not be ‘perfect’.
2See section x4.6.1 for more details.





















sin ( ω  t ) a(t)
n(t) =
cos ( ω  t ) b(t)
Bandwidth  ω
Bandwidth  ω
cos ( ω  t )
sin ( ω  t ) sin ( ω  t )
cos ( ω  t )
Figure 2.1: Quadrature demodulator.
The separation of n signals given n sensors has received much attention in recent
research, for example, see Weinstein et al. [389], Molgedey and Schuster [254],
Chan [61], Ahmed et al. [4, 5] and Godsill and Andrieu [119]. However, a general
approach to signal separation given one sensor has received much less attention. In
section x4.5, the separation of mixed signals in the form:3d(t) = ZT hd(t; ) a()dn(t) = ZT hn(t; ) b()d (2.1a)
where t 2 T  R , is investigated. It is assumed that the unknown signals fa(t); t 2
T g and fb(t); t 2 T g are bandlimited to ! and the known functions hd(t; )
and hn(t; ) are such that the resultant signals, d(t) and n(t), are overlapping in
the Fourier domain.4 Thus, traditional bandpass filtering is no longer adequate.
The observed signal is given by:x(t) = hd(t; ) ? a()| {z }d(t) +hn(t; ) ? b()| {z }n(t) (2.1b)
3In the first part of this dissertation, bold symbols, with an associated time index, represent scalar
stochastic processes, e.g., x(t); bold symbols without a time index are vectors, e.g., x. Normal type
symbols represent scalar deterministic processes.
4In order to avoid the trivial case where a conventional bandpass filter in the Fourier frequency
domain can separate the signals.














Figure 2.2: Single channel signal separation problem.
Modelling a stochastic process as a known time-varying filtration of some other
stochastic process in the form of equation (2.1a) encapsulates quadrature modula-
tion and spread spectrum methods, as well as simple models of speech sounds (see
section x4.6.2).
2.1.1 Signal Separability
The separability of signal mixtures will be investigated given, at each time instance,
only one observation of the mixture in the temporal domain. In this context, sepa-
rability means identifying whether the mixture of two signals can be separated to a
given degree of accuracy. The problem of actually separating the signals is referred
to as signal separation. Formally, the problem is defined as follows:
Definition 1 (Signal Separability). Suppose a desired signal, d(t), is corrupted by
an additive noise signal, n(t), such that the observation, x(t), of the desired signal
is given by x(t) = d(t) + n(t); 8t 2 T  R . The problem of separability is to
determine conditions on d(t) and n(t) such that an estimate of the desired signal,d̂(t); 8t 2 T , can be obtained, from x(t), to a given degree of accuracy using
a general nonlinear time-varying filter. Figure 2.2 shows the general relationship
between these signals.
2.1.2 Separation Techniques
A general separability criterion is very difficult to derive, since any such result
would be a function of the separation method. To illustrate this, consider the
separability of two signals that do not overlap in the time domain. These sig-
nals can be separated using a temporal switch, which is a special case of a linear
time-varying (LTV) filter. Separability criteria for these signals depend on the times


















Figure 2.3: Separability of signals in the time domain.
for which they have non-zero components; i.e. d = ft 2 R : d(t) 6= 0g  R
and n = ft 2 R : n(t) 6= 0g  R (see Figure 2.3). However, these signals can-
not be separated using a linear time-invariant (LTI) filter and, therefore, in such a
case, no separability criteria would exist and separation would appear to be im-
possible. It is well known that certain classes of signals can be separated using
nonlinear filters (e.g. a pulse code modulation (PCM) decoder [418]) but, since
there does not currently exist a general theory to deal with nonlinear filters, sepa-
rability criteria are derived assuming that separation is achieved using LTV filters.
However, even if signals are not separable under the criteria derived here, they are
not necessarily inseparable: it merely implies that they are not separable using de-
terministic LTV filters designed under the specific choice of cost function discussed
in section x3.1.1. For example, Arakawa et al. [16, 277] suggest a nonlinear digi-
tal filter for separating the nonstationary component, such as spikes and ‘crackles’,
from electroencephalogram (EEG) data in which the stationary component is repre-
sented by an autoregressive (AR) process; however, since the ‘degree of separation’
depends on the nonlinearity chosen, some additional prior knowledge regarding
the nonstationarity is required. A nonlinear thresholding method for separating
the nonstationary component is discussed in [311], while Godsill and Rayner [121]
(see also [117]) discuss an approach for removing impulsive noise from AR pro-
cesses using Bayesian techniques.
2.1.3 Prior Knowledge
Signal separation with one observation sensor can only be achieved by exploiting
prior knowledge of the signal structure, since the separation problem is inherently
under-constrained: at each time instant, there are two unknowns, and one equa-




















Figure 2.4: Separability of signals in the Fourier domain.
tion. Moreover, it is desirable that any prior knowledge necessary for signal sepa-
ration can be specified such that it is common to a ‘class’ of stochastic processes.
This prior information must somehow be estimated either from the signal, or from
some known signal model. However, it is again noted that whilst the problem of
determining constraints on these distinguishing features for achieving separation to
an arbitrary accuracy is addressed in this dissertation, the problem of estimating
them is not and is left as future research (see Chapter 11). Furthermore, only a
limited amount of prior information is required for separation. So, for example,
it is well known that stationary stochastic signals are ‘perfectly’ separable if their
power spectra do not overlap in the Fourier domain. Separation can be achieved
using a bandpass filter, as shown in Figure 2.4, when the frequencies in the pass-
band, !d = f! 2 R : jD(!)j > 0g  R and !n = f! 2 R : jN(!)j > 0g  R , are
known a priori, where D(!) and N(!) are the spectral components of d(t) andn(t) respectively. It is not, however, necessary to know the particular set of val-
ues of D(!) and N(!). Similarly, as noted in the previous section, nonstationary
stochastic signals which are non-overlapping in the time domain can be perfectly
separated if the set (d; n)  R  R , d \ d = f;g, is known.
Since finite bandwidth non-overlapping signals in the Fourier domain can be
separated using a LTI bandpass filter, and finite duration non-overlapping signals
can be separated using a LTV filter, i.e. a switch, this raises the question whether
there exists an arbitrary signal domain such that the representation of two classes
of signals are disjoint and, therefore, whether signal separation can be achieved
using a generalised bandpass filter on that domain. Such a filter may be neither
as simple as a switch nor conventional bandpass filter, but somewhere in between
these two extremes.
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2.1.4 Power Spectra, Transfer Functions, and Ideal Filters
If a generalised signal domain can be found such that fd(t)g and fn(t)g have compo-
nents lying in disjoint regions, a generalisation of the bandpass filter, generally asso-
ciated with filtering in the Fourier domain, can be developed. This generalised filter,
first proposed by Zadeh [413–415,418], and later used by Tamvaclis [346,347], is
called an ideal filter and, given the observed signal fx(t)g, can be used to recoverfd(t)g. The concept of a generalised signal domain to determine the separability of
stochastic signals is introduced, and the relationship between this idea and the con-
cept of power spectra and transfer functions, tools well understood in stationary
system analysis, are outlined in detail.
2.2 REVIEW OF APPROACHES TO SINGLE CHANNEL
SIGNAL SEPARATION
The necessity of prior knowledge regarding the characteristics of the desired and
noise signals was discussed in the previous section. The requirement of additional
knowledge for single channel signal separation is well known, and indeed plays an
important rôle in estimation theory and optimum filtering [335, 353]. This section
reviews some of the various approaches used in existing single channel separa-
tion techniques, and motivates the development of a general filtering theory for
signal separation, and highlights the fundamental differences between previous ap-
proaches to the problem and that presented in this work.
2.2.1 Deterministic Signals in Noise
The problem of single channel signal separation may be considered as the estima-
tion of a signal in the presence of noise. A special case of this problem leading to
simple solutions is that of a deterministic signal in noise, a typical problem in radar
applications, where a signal of known form is reflected from a distant target. The
received signal is the sum: x(t) = d(t) + n(t)
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where the expected value of n(t) is zero, i.e., E [n(t)℄ = 0, d(t) is a shifted and
scaled version of the transmitted signal d̂(t), and n(t) is a noise signal. Therefore,9a 2 R ; 9  2 T : d(t) = a d̂(t- )
It is assumed that the transmitted signal, d̂(t), is known, and the problem is to
establish the presence and location of the reflecting object, which can be determined
from the amplitude, a, and time delay, , of the received signal, d(t). Hence the
problem is to estimate d(t) given knowledge of d̂(t). Some characteristic of the
noise signal is required to solve the problem for, if it remained unknown, it is
possible that the noise could be of similar form to d̂(t), in which case it would be
impossible to determine whether the estimate of d(t) is accurate or not. To obtain a
tractable solution, n(t) is assumed to be a wide sense stationary (WSS) process with
known power spectrum, N(!). Given these signal characteristics, a LTI filter with
impulse response, h(t), is applied to the observed signal, x(t), with h(t) chosen so
as to maximise the signal-to-noise ratio (SNR) [286]. This situation is of limited
interest in the present work, as effectively one of the signals is known a priori.
2.2.2 Model-Based Signal Separation Techniques
It is common to classify signals using model-based signal separation techniques
[117,120,122,123,333]; a discussion of commonly used parametric models can be
found in section x7.5. A very common model is the autoregressive (AR) model (see
section x7.5.1.2, [237]), which is extremely useful in modelling speech processes:
the speech is modelled as a filter, corresponding to the vocal-tract transfer func-
tion, excited by either a quasi-periodic train of impulses, corresponding to voiced
excitation, or a random noise source, corresponding to unvoiced excitation. In the
following example, presented in Godsill and Tan [117, 123], the signal and noise
are modelled using AR processes, and a maximum marginal a posteriori (MMAP)
estimate is proposed as a solution for separating the sampled signals fx1(t)g andfx2(t)g, where t takes on integer values, t 2 Z. These two signals are modelled
using an AR process described by:xi(t) = PiXp=1 ai(p)xi(t- p) + ei(t); i 2 f1; 2g; t 2 Z (2.2)
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where ei(t)  N  ei(t)  0; 2i  is a zero mean white Gaussian noise (WGN) process
with excitation variance 2i . The observed signal is given by:x(t) = x1(t) + x2(t) (2.3a)
Now suppose the AR parameters, excitation variances and model orders for the two
AR processes, given by  = fai(p); p 2 f1; : : : Pig; 2i ; Pi; i 2 f1; 2gg, are known. If
these parameters are unknown, as is likely in real problems, they can be removed
within the Bayesian framework, introduced below and discussed further in sec-
tion x7.7, where the unknown nuisance parameters are marginalised out of the
joint probability density function (pdf) such that a solution can still be found, al-
beit, numerical techniques may be required. Nevertheless, to illustrate the underly-
ing philosophy of this technique, the parameters are assumed to be known in this
example. Taking a vector of observations, x, containing T samples, equation (2.3a)
may be written as: x = x1 + x2
with xi written as xi = Ai ei; i 2 f1; 2g (2.3b)
and where Ai is the prediction error matrix containing AR coefficients from the i-th
model. The matrix is appropriately defined so as to obtain the required relationship
in (2.3b). Under the assumption that the signals x1 and x2 are independent, the pdf
of xi can be written using the probability transformation [286] between ei and xi
as:5 pXi  xi  = 1 22iT-Pi2 exp-xTi ATi Ai xi22i  ; i 2 f1; 2g (2.4a)
The probability for the observed data conditional upon x1 is given byp  x ; x1 = pX2  x- x1   (2.4b)
and the posterior distribution for x1 is obtained using Bayes’ rule:6p  x1  ; x = p  x ; x1 pX1  x1  p  x  = pX2  x - x1   pX1  x1 p  x   (2.4c)
5See section x7.7.3 for further details regarding this probability transformation.
6See section x7.7 for a complete description of this methodology.
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Hence, maximising the numerator in (2.4c), using the expressions from (2.4a), gives
the MMAP (see section x7.7.1) estimate of x1, xMMAP1 , given by:
AT1 A121 + AT2 A222 xMMAP1 = AT2 A222 x (2.5)
If the excitation noise is coloured, but with a known distribution, a MMAP estimate
can be found using a similar method, although analytic results may not be possible.
This separation technique does not yield perfect separation and, for example, in
the case of A1 = A2 and 1 = 2, the MMAP estimate is merely the average of x1
and x2. ‘Good’ separation is possible with a MMAP estimate if the pdfs are ‘well
separated’ in the probability space.
Part III of this dissertation uses the Bayesian framework to investigate the blind
deconvolution problem. It will be seen that an intuitive explanation is forthcom-
ing of how the use of nonstationarity allows improved parameter estimates to be
obtained. Unfortunately, such an elegant explanation is not available for the signal
separation problem. Nevertheless, the techniques discussed in Part III can be ap-
plied to signal separation, as has been investigated for the multichannel case in, for
example, [119]. Bayesian methods have also been used in the related problem of
estimating sinusoids in noise [14,15].
2.2.3 Speech Separation using Harmonic Selection
‘Harmonic selection’ is a process of separating speech signals by assuming that they
are almost periodic and can be decomposed as a sum of sinusoids [248,300]. These
speech segments are therefore restricted to vowels or vowel-like sounds and, by tak-
ing the Fourier transform of the signal over a finite measurement window, it can
be seen that the resultant spectrum has well defined resonant peaks at approximate
multiples of the fundamental frequency, i.e. the pitch [287]. The position of these
peaks varies slightly in frequency corresponding to phase changes during phonemes
such as vowel sounds, while the magnitude of the peaks varies with changes in for-
mant bandwidth. The property that the instantaneous or short-time spectrum of the
two speech signals are effectively non-overlapping in the short-time Fourier domain
facilitates signal separation and, therefore, common separation techniques involve
the use of variable comb filters.7 Parsons [287] uses a filtering approach whereby
the locations of the harmonics are detected and attributed to either speaker, rather
7See [287] for references.
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than assuming the harmonics are at exact at multiples of the pitch frequency. This
nonlinear approach extracts these peaks, tracks them in position, and reconstructs
the signal using a synthetic spectrum. This basic idea has been extended by a num-
ber of authors [327], and co-channel speech suppression using sinusoid models for
speech has been discussed in detail by Quatieri and Danisewicz [300].
A related approach to harmonic selection is the harmonic magnitude suppres-
sion (HMS) technique [149], a form of spectral subtraction in which an estimate of
the magnitude spectrum of the noise, or interference, is subtracted from the magni-
tude spectrum of the noisy signal. The HMS approach estimates the noise spectrum
by attempting to estimate the pitch of at least one of the speakers, and then ex-
ploits knowledge of the pitch harmonics to separate the two talkers [149, 273].
HMS is used by Lee and Childers [211] to obtain an initial spectral estimate of each
talker; then, the cross-entropy of the two talkers is minimised to obtain a better
estimate. A recent attempt at co-channel speaker separation by Morgan et al. [255]
is based on enhancing the harmonic frequencies of the stronger speaker’s speech. A
review of other work on co-channel8 speech separation based on the separation of
concurrent harmonic sounds can be found in [88].
2.2.4 Speech Separation using Cepstral Filtering
Stubbs and Summerfield [340–342] compare the harmonic selection procedure sug-
gested by Parsons with the cepstral transformation of speech [303]. This transfor-
mation is a means of deconvolving the spectral envelope produced by the vocal
tract from the vocal excitation. To demonstrate this, consider a single speaker, and
assume that, over the measurement window, the voiced speech is stationary. The
short-time amplitude spectrum, S(!), is given by the product of the excitation,E(!), and the vocal-tract transfer function, H(!):S(!) = H(!)E(!) (2.6)
For voiced speech, E(!) is approximately an impulse train, and H(!) is a spectral
envelope whose gradient has a magnitude much less than the sharp gradients of the
impulse train in the excitation sequence, E(!). As such, the cepstral transformation
maps the spectral envelope, H(!), to a region near the origin of the cepstral do-
main, and maps the harmonic excitation, E(!), to a position well separated from
8Single channel signal processing is often referred to as ‘co-channel’ signal processing.
32 Introduction to Signal Separation
the origin and, therefore, away from the cepstral components due to H(!). SinceH(!) and E(!) have been deconvolved in the cepstral domain, they can be manip-
ulated independently. The cepstral transformation is defined as the inverse Fourier
transform of the logarithm of the Fourier transform of the speech signal:C() = F-1 f20 logS(!)g= F-1 f20 logH(!) + 20 logE(!)g (2.7)
where F-1 denotes the inverse Fourier transform. Essentially, deconvolution oc-
curs because the logarithm of S(!) flattens out the spectral envelope and so, by
taking the inverse Fourier transform, the components of the cepstrum due to the
spectral envelope consist of ‘low frequencies’ whilst, since logE(!) is almost si-
nusoidal in !, the component due to E(!) is simply an impulse with cepstrum
frequency, or quefrency, equal to the frequency of the pitch. So, for example, if the
pitch peak in the cepstrum is attenuated, the harmonic excitation is reduced, while
if the pitch peak is fully attenuated, the voice can be reduced to a whisper. This
procedure can be used to attenuate an interfering voice although, since transfor-
mation (2.7) is a nonlinear operation, the success of the filtering operation usually
requires one voice to be more intense than the interfering voice [340].
The cepstral transformation achieves separation by using several characteristics
of the speech signals: first, that the pitch of two speakers usually differs and, sec-
ond, that the logarithm of the gain of the vocal tract transfer function contains
low frequency components. The cepstral transformation is nonlinear and relies on
the disjointness of different speech signals in the cepstral domain. It is similar to
the harmonic selection technique in that it assumes speech has an impulsive spec-
trum, but more effectively removes the effect of the vocal tract transfer function.
Signal separation in the cepstral domain is a special case of generalised linear filter-
ing [278,282], [281, Chapter 10] and this is discussed in the next section.
2.2.5 Generalised Linear Filtering (Homomorphic Signal Process-
ing)
Oppenheim et al. [278,282], [281, Chapter 10] discusses a generalisation of linear
filtering which allows the theory developed in the following chapters to be applied
to systems in which signals have been non-additively combined. This technique,
also known as homomorphic signal processing, is based on operators which trans-
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form non-additively combined signals into a vector space in which the transformed
signals are additively combined. A class of nonlinear filters used on the original
signals then correspond to linear transformations on this vector space.
2.2.6 Separation of Periodic Signals
There are many applications where two periodic signals need to be separated, and
by far the most typical example is the separation of a mother’s electrocardiogram
from that of the foetal electrocardiogram. Other applications include the recov-
ery of multiple sinusoids in noise, interference rejection in communication systems
which transmit information using narrowband bandpass signals, and in the area of
concurrent vowel separation in co-channel speech separation. The separation of pe-
riodic signals can be achieved using a comb filter provided the period of the signals
are different, so that they do not overlap in the frequency domain. This property
has been used in the separation of speech signals as discussed in section x2.2.3.
If mixed signals overlap or are extremely close to one another both in the fre-
quency domain and the time domain, then conventional filtering techniques can
prove ineffective due to the large transition band of the comb filter and the prob-
lems of resolving overlapping spectral components. Zou and Unbehauen [420]
produce a matrix algebraic theory for the separation of potentially spectrally over-
lapping periodic discrete time signals. The method is based on the fact that if signalx1(t) has period T1 and is known for some t 2 T , then so is x1(t+mT1); 8m 2 Z,
and it follows that if x1(0) is known, periodic signals can be separated given enough
samples. Since x2(t) is also periodic, it can be shown that all the samples of x2(t) in
one period can be calculated using x2(t) = x(t) - x1(0) at times t = nT1; 8n 2 Z,
where it is assumed that the periods of x1(t) and x2(t) are known. Since x1(0) is
unlikely to be known, x1(t) and x2(t) can only be recovered to within an additive
constant. The matrix algebraic separation and comb filter separation techniques
are discussed further by Santhanam and Maragos [315, 316] with particular em-
phasis on the demodulation of discrete multicomponent AM-FM signals; the alge-
braic separation approach and comb filters are compared in [316]. An alternative
approach to the problem of closely spaced frequencies is the use of the Bayesian
methodology [283] which, with suitable prior knowledge, can estimate the distri-
bution of overlapping components between the two constituent signal components.
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2.3 CHAPTER SUMMARY
This chapter has provided a general introduction to the problem of single channel
signal separation, and reviews some of the current techniques for the separation
of two signals given one sensor. The techniques discussed in the literature are
designed for applications ranging from the separation of overlapping speech, to
separating electrocardiograms and, as such, their methodology are quite disparate.
Although this review is by no means exhaustive, and there exist in the literature
many variations of the examples given above, it is clear that no general technique
exists to yield a solution to the problem. However, a consistent theme throughout
these methods is the way in which the signals are transformed so as to attempt to
view the problem from a different angle, leading to new insights into how solutions
may be sought; this will be a running theme throughout this work.
3
Linear Time-Varying System Theory
W
HILE the analysis of LTI systems and stationary stochastic processes
is a well developed area [286, 335], the analysis of linear time-
varying systems and nonstationary stochastic processes is less so, al-
though there are some excellent books which have attempted to tackle the sub-
ject [84, 296, 339]. This chapter collates relevant nonstationary system theory
which leads to the separability criteria discussed in Chapter 4. Section x3.1 re-
views the nonstationary autocorrelation function and Wiener-Hopf filter, while
section x3.2 reviews the notion of stochastic transforms and nonstationary power
spectra, a natural extension to the concept of stationary power spectra. Section x3.3
then investigates the notion of transfer functions for linear time-varying systems.
3.1 SIGNAL SEPARATION USING LTV FILTERS
In order to design a LTV filter for the separation of stochastic signals, a criterion
must be specified to indicate the choice of filter parameters. This criterion is of-
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ten specified in terms of a cost function and, to make the separability problem
tractable, a simplification is made by choosing a single fixed cost function. This
section describes the cost function and the resulting form of the LTV filter.
3.1.1 Perfect Signal Separation and Signal Separability
‘Perfect’ signal separation is defined as the recovery of the desired stochastic signal,d(t), from the corrupted observation, x(t), as ‘accurately’ as possible, with the
adoption of the following definition:
Definition 2 (Perfect Signal Separation). ‘Perfect’ separation of deterministic sig-
nals is achieved when the estimate of the desired signal identically equals the de-
sired signal for all desired time instances. ‘Perfect’ separation of stochastic signals
is achieved when the mean squared error (MSE), 2(t), between the estimate of the
desired signal, d̂(t), and the actual desired signal, d(t),2(t) = E "2(t) 4= E hd̂(t) - d(t)2i (3.1)
is zero at each desired time instance; f2(t) = 0; 8t 2 T g. }
Bode and Shannon [43] provides a stimulating discussion of the problems and con-
sequences of using MSE as an error criterion. Whilst there are problems with this
criterion, it is intellectually and intuitively sound, and will be used as the definition
of the accuracy of separation. Clearly, for good separability it is desirable to min-
imise the MSE. Further discussion of the MSE as an error criterion may be found
in, amongst others, the paper by Al-Chalabi [6].
3.1.2 The Autocorrelation Function
As a result of using a second-order cost function, it proves necessary to use the
second-order statistics of random signals. The autocorrelation function (ACF) of
a stochastic process is a very important statistical property describing the signal in
the time domain. The ACF of a nonstationary stochastic process at times (t; ) 2T = T T; T  R is defined by:1Rxx (t; ) = Ep(x) [x(t)x()℄ ; (t; ) 2 T (3.2a)
1For simplicity, and without loss of generality, all processes are assumed to have zero mean.
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where Ep(x) [f(x)℄ denotes the expectation of f(x) w. r. t. the probability density
function (pdf) of x. In the case of a second-order or wide sense stationary (WSS)
process, the ACF is a function of the time difference (t- ) 2 R only:Rxx (t; ) = Rxx (t- ; 0) 4= Rxx (t- ) (3.2b)
The problem of estimating the auto- and cross-correlation functions of a nonsta-
tionary stochastic process is hindered by the fact that ensemble averages are ex-
tremely burdensome or impossible to obtain. Existing approaches [110, 242, 243,
332] to this estimation problem rely on factorisation of the autocorrelation func-
tion, as discussed in sections x4.2 and x4.3.
Definition 3 (Correlations for Additive Signals). When an observed signal, x(t), is
composed of a desired signal, d(t), and a noise component, n(t), where d(t) andn(t) may be correlated, the auto- and cross-correlations are given by:Rxx (t; ) = Rdd (t; ) + Rnn (t; )+ Rdn (t; ) + Rnd (t; )Rdx (t; ) = Rdd (t; ) + Rdn (t; ) 9>>=>>; ; (t; ) 2 T (3.3a)
This is the additive case. When d(t) and n(t) are independent, the cross-
correlations are zero and, in this independent additive case, the ACFs are given
by: Rxx (t; ) = Rdd (t; ) + Rnn (t; )Rdx (t; ) = Rdd (t; )  ; (t; ) 2 T (3.3b)}
3.1.3 The Wiener-Hopf Filter
Since separation is achieved by LTV filtration of the observed signal, thend̂(t) = Z
T
h(t; )x()d; 8t 2 T (3.4)
where the impulse response of the filter, h(t; ), is the response at time t given an
impulse occurred at its input at time .2 The cost function dictates that the filter
is designed to minimise 2(t), and this leads to the nonstationary Wiener-Hopf
filter (WHF):
2The form of this integral for LTV systems is discussed further in section x3.3.
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Theorem 1 (Nonstationary Wiener-Hopf Filter) The filter, h(t; ), minimising the
MSE between d̂(t) and d(t) of equation (3.4) is called the Wiener-Hopf filter and is
given by the solution of the convolution:3Rdx (t; ) = Z
T
h(t; )Rxx (; ) d; 8(t; ) 2 T T (3.5a)
with the MSE, given by:2(t) = Rdd (t; t) - Z
T
h(t; )Rdx (t; ) d; 8t 2 T (3.5b)
For ‘perfect separation’ f2(t) = 0; 8t 2 Tg and, thus, the ACFs must satisfy:Rdd (t; t) = Z
T
h(t; )Rdx (t; ) d; 8t 2 T (3.5c)
The Wiener filter in discrete time can be obtained by replacing the integrals by
summations in equations (3.5), as shown in Appendix C.2.
PROOF. There were many contributions in the derivation of the nonstationary
Wiener filter, beginning with the original treatise by Wiener in 1942 [394], sim-
plified by Bode and Shannon [43], and then developed by, inter alios, Zadeh and
Ragazzini [419], Booton [46], Davis [87] and Bendat [33]. The derivation involves
differentiating (3.1) w. r. t. h(t; ) and setting to zero; for example, see Bendat [33].
A proof is contained in Appendix C.1 for completeness. 
Theorem 2 (Linear Time-Invariant Wiener-Hopf Filter) If d(t) and n(t) are wide
sense stationary, the Wiener-Hopf filter is linear time-invariant.
PROOF. This well known result follows by substituting equation (3.2b) into (3.5a):Rdx (t- ) = ZR h(t; )Rxx (- ) d
and setting t! t+ ̂; ! + ̂ and ̂ = - ̂,Rdx (t- ) = ZR h(t+ ̂; + ̂)Rxx (- ) d
from which it follows h(t+ ̂; + ̂) = h(t; ); 8̂ 2 R . Thus, h(t; ) is LTI. 
3The formulation of the Wiener-Hopf filter used here assumes, for clarity, that the input and
output processes of the filter in equation (3.4) are real.
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3.1.4 A Note on the Kalman Filter
In 1960, Kalman [174] provided an alternative method of formulating the least-
squares filtering problem to that of the Wiener filter. The Kalman filter [55, 151,
174, 193] requires identical prior knowledge as required for the Wiener filter and
produces the same results. Although the Kalman filter provides a practical tech-
nique for linear filtering, the Wiener filter seems to lend itself naturally to analysing
the problem of signal separability. Since the solution to the separability problem
consists of constraints on the prior knowledge, the results are applicable indepen-
dently of the implementation of linear filtering.
3.2 POWER SPECTRA FOR NONSTATIONARY
STOCHASTIC PROCESSES
The autocorrelation function4 of a stochastic process is a very important statisti-
cal property describing the signal in the time domain, and contains all the prior
information required for the formulation of the Wiener-Hopf filter. The power
spectrum of a stationary stochastic process, x(t), is a powerfull tool in the analysis
of LTI systems, and is defined as the Fourier transform [60, 220, 284] of the ACF
given in equation (3.2b):Pxx(!) = ZT Rxx () e-j! d; ! 2 
  R (3.6)
The ACF of a nonstationary stochastic process given by (3.2a) is a well defined
two-dimensional deterministic function. Hence, it would be useful to extend the
definition of the power spectrum for stationary processes to the nonstationary case.
3.2.1 Notion of Power Spectrum for Nonstationary Signals
The notion of a power spectrum for nonstationary signals has been investigated
in great depth for the past four decades, beginning with the classic works of Ga-
bor [108], and is usually referred to as time-frequency analysis. Cohen, in the clas-
sic review paper [75], gives an excellent overview of time-frequency analysis for
4See section x3.1.2 for a definition of the ACF.
40 Linear Time-Varying System Theory
deterministic signals, notably discussing the Wigner-Ville, Page, and Rihacek [312]
distributions.5 More recently, Hammond and White [141] give an excellent review
discussing other time-frequency distributions, for example Loèves’ Harmonizable
processes [82, 97, 126, 328]. Harmonizable processes are also known as Wold-
Cramer decompositions and leads to the definition of the Wold-Cramer evolution-
ary spectrum [296,321]. The Wigner-Ville, Page and Rihacek distributions, among
many others, fit into what is known as ‘Cohen’s class’ of bilinear time-frequency
distributions defined by the general relation [75]:X(;)(; t) = 1ZZZ-1 (; ) x+ 2 x- 2 e2j(-t-) ddd (3.7)
where (; ) is called the kernel of the distribution: the Wigner-Ville, Page
and Rihacek distributions are obtained by choosing the kernel as (; ) = 1,(; ) = ejjj=2 and (; ) = ej=2, respectively. Cohen’s class of bilinear dis-
tributions have high resolution, but suffer from cross-terms for multicomponent
signals, whereas linear time-frequency transforms, such as the Wold-Cramer de-
composition, Gabor transform [108, 391], short-time Fourier transform (STFT),
and wavelet transform [86], do not have cross-terms for multicomponent signals,
but may lack high resolution. Since this thesis mainly considers the separation of
a linear combination of signals, only linear transforms are considered, not bilinear
forms. A comprehensive and far reaching contribution was made by Mark [240]
in which the ‘physical’ spectrum was introduced; Loynes [229] and Turner [372],
inter alios, discuss the concept of the power spectrum for nonstationary processes
and, in general, the discussion centres around the concept of ‘time-varying spectra’.
Priestley [295, 296] introduces the notion of the evolutionary spectrum (ES), and
numerous researchers have discussed its theoretical framework [229, 355, 368], its
applications [1, 2, 83, 139, 367, 369], its estimation [101, 187] and, more recently,
its generalisations, for example, [89–91, 196, 246]. In [365], Tsao investigates the
form of time-varying covariance functions for nonstationary processes based on
Priestley’s evolutionary spectrum and, in [366], has investigated the use of the ES
to test whether a stochastic process is nonstationary. Lampard [204] generalises
the Wiener-Khintchine theorem [60] to nonstationary processes,6 and that defini-
tion of the power spectrum is essentially equivalent to the Page distribution [75].
5Note that the Fourier transform of the so-called local autocorrelation functionRxx  t- 2 ; t+ 2 is equivalent to the Wigner-Ville distribution for stochastic processes [296].
6See [395] for a discussion on the estimation of Lampard’s definition of the spectrum from a
single realisation of a process.
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Cohen [76, 77] reviews a general approach for obtaining joint signal representa-
tions using general linear decompositions which analyse signals in terms of physical
quantities other than just time and frequency, for example, time and scale in wavelet
transforms, and in [318] Sayeed and Jones discuss the connection between current
approaches to joint signal representations. Cohen [78] also discusses the generali-
sation of the stationary autocorrelation function and its power spectral density in
terms of a general basis set, giving a corresponding generalisation of the Wiener-
Khintchine theorem. Silverman [328] defines a locally stationary process through a
separable correlation function of the form Rxx (t; ) = m  t+2  r(t- ), and gener-
alises the Wiener-Khintchine theorem for such processes. Further investigations of
correlation functions and power spectra for nonstationary processes can be found
in [11, 97, 188, 213, 241, 372, 392] and references therein, and a general review of
time-frequency analysis over the past 50 years has been given by Cohen in [75,79].
For many of these time-frequency distributions, much emphasis is placed on en-
suring there is a meaningful physical interpretation of the power spectra. Each of
these power spectral representations have the same motivation behind their devel-
opment: to find another domain in which the statistical properties of a signal can
be represented in a more ‘useful’ form, or to provide an environment in which a
problem becomes easier to solve; this is desirable for the separability problem.
The development of the generalised power spectrum (GPS) in the following sec-
tions, of which Priestley’s evolutionary spectrum and Loèves’ Harmonizable pro-
cesses are special cases (see section x3.2.5), is based on the theory of linear signal
decomposition for representing a stochastic process on an arbitrary power spectral
domain. This theory naturally leads to the development of separability criteria for
a specific set of signal classes. For purely nonstationary signals, there can exist
an ambiguity in the choice of this spectral domain, but often the distinguishing
features of signal classes suggest a natural choice, and a separability criterion can
be developed assuming the signal is represented in that particular domain. In the
stationary case, as shown in section x3.2.4.3, there is no ambiguity in the choice
of kernel and, therefore, there arises just a single separability criterion in the case
where there is ‘limited’ prior knowledge.
3.2.2 Spectra of Deterministic Processes
To develop the foundations for definitions of power spectra for stochastic signals, it
is instructive to discuss the representation of a deterministic signal on an arbitrary
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domain by the use of the general integral transform. This transform effectively
converts the basis functions of the signal space to a new set of basis functions. For
example, when a time-domain signal is transformed into the Fourier-domain, the
basis set fÆ(t - ); (t; ) 2 T  T  R  Rg in the time-domain are changed to the
exponential basis set fe-j!t; (t;!) 2 T
  R  Rg in the Fourier domain.
3.2.2.1 Continuous Time and Continuous Spectral Domains
The representation of a continuous time deterministic signal, x(t), on an arbitrary
continuous spectral domain,  2   C , is X(), defined by the general integral
transform: X() = ZT x(t)K(t; )dt ; 8 2  (3.8a)
where  is the region in the signal space in which the representation X() lies, and
the function K(t; ) is called the direct transform basis kernel. Conversely, X()
may be represented on the time-domain t 2 T  R as x(t):x(t) = Z X() k(; t)d ; 8t 2 T (3.8b)
where k(; t) is called the inverse transform or reciprocal basis kernel of K(t; ).
The transformation is assumed isomorphic so, for a given x(t), there exists a uniqueX() and, conversely, for a given X(), there exists a unique x(t). By extending
the definition of a function to include the Dirac Æ function [220],7 possessing the
property: f(t) = 8><>:ZT Æ(t- )f()d ; 8t 2 T0 ; 8t =2 T (3.9)
it can be shown that the kernels k(; t) and K(t; ) must satisfy:Æ(t- ) = Z K(t; ) k(; )d ; 8(t; ) 2 T (3.10a)Æ(- ̂) = ZT k(; t)K(t; ̂)dt ; 8(; ̂) 2  (3.10b)
7 The Dirac delta function is a generalised function, and is used with the understanding that,
formally, the theory can be rewritten in terms of generalised functions to produce rigorous results.
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where  =    and T = T  T. Any pair of such functions satisfying these
equations for (t; ) 2 T   is called a transform pair over T  . If k(; t) =K(t; ), they are said to be self-reciprocal kernels, and correspond to orthonormal
basis in the finite dimensional case. A useful property of all orthonormal transforms
is energy conservation:
Theorem 3 (Parseval’s Energy Conservation Property) If the basis functions of the
transformation defined by (3.8) are self-reciprocal such that k(; t) = K(t; ),
where  2   R , then (3.8) possesses Parseval’s energy conservation property:ZTR jx(t)j2 dt = ZR jX()j2 d (3.11)
PROOF. The proof follows directly using the expansions of equations (3.8) withK(t; ) = k(; t) and by writing jx(t)j2 = x(t) x(t), jX()j2 = X()X():ZT jx(t)j2 dt = ZT x(t) Z X() k(; t)ddt= Z X() ZT x(t) k(; t)dt d = Z jX()j2 d (3.12)
Spectral decompositions of deterministic processes in the form of (3.8) have been
discussed by numerous authors in the field over the past fifty years, including
[17, 31, 84, 150, 413–415, 417, 418]. Examples include series expansions in Bessel
functions, prolate spherical functions, orthogonal polynomials, and systems of or-
thogonal functions defined by linear differential or difference equations (see sec-
tion x3.3.5 and [17, 84, 150]); Naylor investigates the decomposition of discrete
LTV systems based on its singular values [272], and Harmuth [150] discusses the
concept of ‘generalised frequency’ for some of these expansions, notable the Walsh-
Fourier transform.
The use of the delta-function may be avoided by writing all integrals, such as
(3.8b), in the Stieltjes integral form [60,220]:x(t) = Z k(; t)dX() ; 8t 2 T (3.13)
where, if X() is absolutely continuous w. r. t. to the Lebesgue measure, dX() X()d [60]. However, Stieltjes integrals can sometimes obscure the ideas behind
the results presented in this work, as well as the parallels between continuous and
discrete time cases. Therefore, integrals such as (3.8) are used with the understand-
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ing that generalised functions and, or, Stieltjes integrals can be employed to produce
formally rigorous results. As such, for brevity, all integrals are assumed to exist for
all functions which arise in this work.
3.2.2.2 Discrete Time and Discrete Spectral Domains
The spectral decomposition in the finite discrete time, finite discrete spectral case is
conceptually simpler than the continuous case, since a transform from one domain
to another can be viewed as a change in basis vectors.8 The representation of a
discrete time deterministic signal fx(n); n 2 N  Zg on an arbitrary finite support
discrete spectral domain is fX(p); p 2 P  Zg, and are related byX(p) = Xn2N x(n)K(n; p); x(n) = Xp2P X(p) k(p; n) (3.14)
corresponding to (3.8) for the continuous time–spectral case. The support of each
domain is finite, for example, N = f0; : : : ; N - 1g and P = f0; : : : ; P - 1g. Fur-
ther, to avoid degenerate or redundant cases, it is usually assumed that N = P.
The representations on each domain must be uniquely related so, substituting one
transform equation into the other gives rise to the kernel relationships:Xp2P K(n; p) k(p; n̂) = Æ(n- n̂) ; (n; n̂) 2 N N (3.15a)Xn2N k(p; n)K(n; p̂) = Æ(p- p̂) ; (p; p̂) 2 P P (3.15b)
where Æ(p) = 1 if p = 0 and 0 otherwise. The finite discrete case may be written as
a matrix formulation, emphasising the fact that the transform is simply equivalent
to a change of basis. Defining the signal and spectral vectors [x℄n = x(n); [X℄n =X(n); n 2 N , and the kernel matrices [k℄pn = k(p; n); [K℄np = K(n; p); (n; p) 2
N P, then (3.14) can be written compactly as:X = KT x and x = kTX (3.16)
where T denotes matrix transpose [AT℄np = [A℄pn. Furthermore,
k K = K k = IN (3.17)
8Often results for the discrete time case can be obtained from their continuous time counterparts
by replacing integrals with summations, mutatis mutandis.
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where IN 2 RNN is the identity matrix, and (3.17) is equivalent to (3.15) written
in matrix form. Observe that (3.17) implies the basis kernels must have full rank.
3.2.2.3 Discrete Time and Continuous Spectral Domains
The case of discrete time signals of infinite duration leading to a continuous spec-
trum, and of finite, or periodic, continuous time signals leading to a discrete spec-
trum, are considered, mutatis mutandis, as special cases of the continuous-time –
continuous-spectral case in some appropriate limit.
3.2.3 Stochastic Spectral Transforms
In LTI signal theory, spectra are often associated with Fourier transforms and, for
deterministic signals, this idea was extended in section x3.2.2 using a general inte-
gral transform to represent a function as the superposition or integral of some given
basis. This concept may be extended to random signals, with a particular realisa-
tion of a stochastic process decomposed as the superposition or integral of basis
functions with stochastic coefficients. This is a generalisation of both the Fourier
transform of a stochastic process, as discussed in [286, 335], and the Karhunen-
Loève (KL) transform [286, 335, 353] (see Appendix B.1) – another widely known
integral transform. Note that when the stochastic processes are stationary, the
Fourier transform is a special case of the KL transform (see Theorem 23 in Ap-
pendix B.1). In the KL transform, the kernel fk(t; )g is self-reciprocal and, as such,
is a set of orthonormal functions. A useful characteristic of the Karhunen-Loève
and Fourier transforms is that the resulting spectral components, X(), are uncor-
related.
3.2.3.1 Continuous Time and Continuous Spectral Domains
The stochastic spectral representation of a continuous stochastic process, x(t), on
an arbitrary continuous spectral domain,  2   C , is X(), defined by:X() = ZT x(t)K(t; )dt ; 8 2  (3.18a)
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where this integral is interpreted in a mean square (MS) limit. Conversely, X()
may be represented on the time domain, t 2 T  R , as x̂(t):x̂(t) = ZX() k(; t)d ; 8t 2 T (3.18b)
Theorem 4 (Mean Square Equality of Integral Transforms) The representationx̂(t) equals x(t) in the MS sense:
E
hjx(t) - x̂(t)j2i = 0 ; 8t 2 T (3.19)
The proof of this results is given with the proof of Theorem 6 on page 48. It
is of interest to look at the parallels of this decomposition with the innovations
representation of a stochastic process.
3.2.3.2 Innovations Representation of a Stochastic Process
Theorem 5 (Innovations of a Random Process) Any stochastic process, x(t), satis-
fying certain weak conditions as detailed in Cramér [82, pp. 70], can be expressed
in the form: x(t) = ZT g(t; ) z()d; 8t 2 T (3.20)
where z() is an orthogonal stationary stochastic process, and g(t; ) is a determin-
istic function. This representation may be regarded as passing a stationary white
noise process through a LTV filter with impulse response g(t; ).
PROOF. See, e.g., Cramér [82], or [285,286]. 
The innovations expansion is equivalent to the spectral representation (3.18b) and,
as such, is not unique. They can be shown to be equivalent by writing the stationary
process, z(t), using the Fourier transform:z(t) = 12 Z
Z(!) e-j!t d! ; where 
  R
Thus, from equation (3.20):x(t) = 12 ZZT
 g(t; )Z(!) e-j!d!d  Z
G(t;!)Z(!)d! (3.21)
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which can be rewritten in the form of (3.18b), where G(t;!) is the Fourier trans-
form w. r. t. to  of g(t; ) with t considered as a parameter.
3.2.3.3 Generalised Innovations of a Stochastic Process
Suppose that equation (3.18b) is written in the form of equation (3.21); this implies:
E [x̂(t) x̂()℄ = ZZ

G(t;!)G(; !̂)E [Z(!)Z(!̂)℄ d!d!̂ ; 8(t; ) 2 T
or, since Z(!) is a stationary process and, therefore, E [Z(!)Z(!̂)℄  S(!) Æ(!-!̂) (see [286]), this simplifies to:Rx̂x̂ (t; ) = Z
G(t;!)G(;!) S(!)d!; 8(t; ) 2 T (3.22)
Such a definition for a power spectrum, where the spectrum is a one-dimensional
function, is slightly restrictive and arises because of the assumption that the process
must be generated by passing stationary white noise through a LTV filter. The KL
transform is an example of a representation in the form of equation (3.22). How-
ever, to increase the set of possible domains on which the ACF may be represented,
it may be assumed that a form of (3.18b) exists in which X() is not necessarily
statistically orthogonal. This spectral transform leads naturally to the definition of
a two-dimensional (2-D) power spectrum introduced in section x3.2.4.
3.2.3.4 Autocorrelation of the Stochastic Integral Representation
The spectral decomposition of equation (3.18a) implies the ACF of the random
variable X(), RXX(; ̂) 4= E[X()X(̂)℄, may be written 8(; ̂) 2  as:Px̂x̂(; ̂) 4= RXX(; ̂) = ZZT Rxx (t; ) K(t; )K(; ̂)dt d (3.23a)
Further, (3.18b) implies the ACF of x̂(t), Rx̂x̂ (t; ), may be written 8(t; ) 2 T as:Rx̂x̂ (t; )  E [x̂(t)x̂()℄ = ZZ Px̂x̂(; ̂) k(; t) k(̂; )dd̂ (3.23b)
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3.2.4 Generalised Power Spectrum
As discussed in section x3.2 the ACF of a nonstationary stochastic process, Rxx (t; ),
is a well defined 2-D deterministic function and, therefore, as a natural extension
to the concept of the stationary power spectrum [286,335], it may be expressed on
an arbitrary spectral domain using a 2-D integral transform:Pxx(; ̂) = ZZT Rxx (t; ) K̂(t; ; ; ̂)dt d ; 8(; ̂) 2 
Considering the form of the autocorrelation functions of X() and x̂(t) in equa-
tions (3.23), and the innovations representation discussed in section x3.2.3.2, it is
natural to assume the kernel K̂(t; ; ; ̂) admits a separable form: i.e. K̂(t; ; ; ̂) 4=K(t; )K(; ̂), (; ̂; t; ) 2 T. With such a separable kernel, the following def-
initions may be made.
3.2.4.1 Autocorrelation Decomposition and Power Spectrum
Definition 4 (Generalised Power Spectrum). The generalised power spec-
trum (GPS) of the process x(t) and its inverse relationship are defined as:Pxx(; ̂) = ZZT Rxx (t; )K(t; )K(; ̂)dt d ; 8(; ̂) 2  (3.24a)Rxx (t; ) = ZZ Pxx(; ̂) k(; t) k(̂; )dd̂ ; 8(t; ) 2 T (3.24b)
where K(t; ) and k(; t) are related by (3.10). The choice of these kernel functions
is not necessarily arbitrary, and an important example is given in section x3.2.4.3.}
Theorem 6 (Basic GPS Relationships) Some basic relations follow from the defini-
tion of the generalised power spectrum:
(i) Pxx(; ̂) = Pxx(̂; ); (ii) Px̂x̂(; ̂) = Pxx(; ̂); (iii) Rx̂x̂ (t; ) = Rxx (t; )
PROOF. Relation (i) follows by conjugating each side of equation (3.24a), and not-
ing Rxx(t; ) = Rxx(; t). Relation (ii) follows by comparing (3.23a) with (3.24a);
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relation (iii) follows by substituting (ii) into (3.24b) and comparing with (3.23b).
PROOF (PROOF OF THEOREM 4). Using relation (iii) of Theorem 6,
E
hjx̂(t)j2i = Rx̂x̂ (t; t)  Rxx (t; t) = E hjx(t)j2i (3.25a)
Next, noting the product
E [X()x(t)℄ = ZT E [x()x(t)℄K(; )d = ZT Rxx (; t)K(; )d (3.25b)
then using equation (3.18a), and substituting equation (3.25b), yields:
E [x̂(t)x(t)℄ = Z E [X()x(t)℄ k(; t)d= ZT Rxx (; t) Z K(; ) k(; t)dd = Rxx (t; t)
from using equation (3.10a). Hence,
E [x̂(t)x(t)℄ = Rxx (t; t) = Rxx (t; t)= E [x(t)x(t)℄ = E hm̂bx(t)x(t)i (3.25c)
Hence, using (3.25a) and (3.25c), (3.19) readily follows upon expansion. 
3.2.4.2 Cross-correlation Decomposition and Cross-Power Spectrum
Suppose that a signal y(t) admits a similar representation to equations (3.18):Y() = ZT y(t)K(t; )dt ; 8 2 ̂Yŷ(t) = Z̂YY() k(; t)d ; 8t 2 T (3.26)
then the cross-correlation Rŷx̂ (t; ) = E [ŷ(t) x̂()℄ may be written in the form:Rŷx̂ (t; ) = ZZ̂X̂Y Pŷ x̂(; ̂) k(; t) k(̂; )dd̂ ; 8(t; ) 2 T (3.27)
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where ̂X  X  0, ̂Y  Y  0 and Pŷ x̂(; ̂) = E[Y()X(̂)℄.9 Here,X   and Y   are the regions over which the spectral components of x̂(t)
and ŷ(t), respectively, do not overlap, and 0   is the region over which spectral
components of x̂(t) and ŷ(t) do overlap. Hence, X \ Y = f;g, X \ 0 = f;g,Y \0 = f;g, and XY0  . The limits of the integral in (3.27) become:ZZ̂X̂Y  ZZX0 + ZZXY + ZZ00+ ZZ0Y (3.28)
and it is seen that only the third integral in the RHS of (3.28) is non-zero, sincePŷ x̂(; ̂) = E[Y()X(̂)℄ = 0 if (; ̂) 2 X  Y, and so forth. Thus, using a
similar analysis as in section x3.2.4, the generalised cross power spectrum (GCPS)
is defined as in Definition 5:
Definition 5 (Generalised Cross-Power Spectrum). The generalised cross power
spectrum (GCPS) of the processes y(t) and x(t), 8(; ̂) 2 0 = 0  0; 0  ,
and its inverse relationship are defined as:Pyx(; ̂) = ZZT Ryx (t; )K(t; )K(; ̂)dt d ; 8(; ̂) 2 0 (3.29a)Ryx (t; ) = ZZ0 Pyx(; ̂) k(; t) k(̂; )dd̂ ; 8(t; ) 2 T (3.29b)
where K(t; ) and k(; t) are related by equations (3.10), and 0 is the region over
which the stochastic spectra of x(t) and y(t) overlap. The definition of the GCPS
gives the relation Pyx(; ̂) = Pxy(̂; ). }
3.2.4.3 Power Spectra for Stationary Processes
Theorem 7 (Power Spectral Density for Stationary Processes) The ACF of a WSS
process admits representation in the time domain and Fourier domain [286, 335,
353]. The converse is not true: any general nonstationary stochastic signal which
admits representation in the Fourier domain is not necessarily WSS.
PROOF. The autocorrelation function of a stochastic process x(t) may be expressed
9The orthogonal direct sum is denoted by , and defined such that if AB = C, then A[B = C
and A \ B = f;g.
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using equation (3.24b) as:Rxx (t; ) = ZZ

Pxx(!; !̂) k(!; t) k(!̂; )d!d!̂; 8(t; ) 2 T (3.30a)
where 
  C . Since Rxx (t; ) = Rxx (t- t0; - t0) ; 8t0 2 R for a WSS process
then, setting t0 =  and using Definition 4, it follows:Rxx (t; ) = Rxx (t- ; 0)  Rxx (t- )= ZZ

Pxx(!; !̂) k(!; t- ) k(!̂; 0)d!d!̂ (3.30b)
which may be written as:Rxx (t) = Z
Pxx(!) k(!; t)d! where Pxx(!) = Z
Pxx(!; !̂) k(!̂; 0)d!̂
(3.30c)
Equation (3.30c) may be used as a foundation for defining the ‘equivalent station-
ary’ power spectral density (PSD) of a nonstationary process. Comparing equa-






. Hence, either Pxx(!; !̂) = 0, ork(!; t) k(!̂; ) = k(!; t- ) k(!̂; 0) (3.31b)
Since !, !̂, t, and  are independent variables, equation (3.31b) can only be valid
when ! = !̂. Thus, the kernel function must satisfyk(!; t) k(!; ) = k(!; t- ) k(!; 0) (3.31c)
The family of functions satisfying this criterion, and which have a unique reciprocal
basis, are of the form k(!; t) = 12ejg(!)t, where g(!) is a real function such thatg(!) : R ! R . A change of variable in the integral transform of !̃ = g(!) thus
leads to the Fourier kernel. Moreover, notice that since equation (3.31b) can only
be true if ! = !̂, then it follows from equation (3.31a) that Pxx(!; !̂) = 0; 8! 6=
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is always positive. 
For deterministic signals, Claasen and Mecklenbräuker [73] define a stationary sig-
nal as, heuristically speaking, one whose spectral content does not vary with time.
3.2.5 Related Time-Varying Spectra to the GPS
The generalised power spectrum covers, as special cases, a couple of very important
power spectral representations that have played an important rôle in signal analysis:
the evolutionary spectrum and Harmonizable processes.
3.2.5.1 The Evolutionary Spectrum
Priestley’s evolutionary spectrum [295, 296] assumes a process, x(t), admits repre-
sentation in the form of equation (3.21), where Z() is an orthogonal stochastic
process, such that E [Z(!)Z(!̂)℄ = Szz(!) Æ(!- !̂), 8(!; !̂) 2 

  R  R .
Furthermore, to attribute some physical meaning to G(!; t), it may be written as
an amplitude modulated exponential function:G(; t) 4= k(; t) ejt (3.32)
In such a case, the autocorrelation function of equation (3.24b) becomes, using the
Stieltjes integral representation:Rxx (t; ) = Z k(; t) k(; ) ej(t-) dSxx() (3.33)
The time-varying spectral density, termed the evolutionary spectrum, is given by:Pxx(; t) = jk(; t)j2 Sxx() (3.34)
The class of processes which admit this representation are termed ‘oscillatory pro-
cesses’, and an essential requirement by Priestley is that k(; t) be ‘slowly varying’
as a function of t for each , compared to the exponential function ejt. Priestley
and Tong [296, 297] have extended this definition to cross-power spectral expan-
sions.
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3.2.5.2 Harmonizable Processes
A nonstationary stochastic process, x(t), is called Harmonizable [82, 126] if there
exists a second-order spectral decomposition of x(t), denoted X(), given by the
Fourier transform relationships. The square modulus of this expansion is often
called the Wold-Cramer evolutionary spectrum and, under certain conditions, coin-
cides with Priestley’s definition of the evolutionary spectrum [295,296,321]. Using
the notation in sections x3.2.3 and x3.2.4, Pxx(; ̂) is called Loève’s ‘generalised
power spectral density’, where the transform kernels are given by k(; t) = 12 ejt
and K(t; ) = e-jt. Grace [126] discusses relationships between Harmonizable
processes and other definitions of power spectral densities, such as the instanta-
neous power spectrum (IPS) (Page’s distribution). Harmonizable processes are use-
ful when the only knowledge regarding a nonstationary stochastic process is that it
is bandlimited. The definition of a Harmonizable process arises naturally from the
generalised power spectrum (GPS) as defined in section x3.2.4, and is given by the
symplectic 2-D Fourier transform of the ACF.
3.3 TRANSFER FUNCTIONS
If the separation of stochastic signals is to be achieved using linear time-varying
filters, it is important to investigate further the structure of such filters. This general
structure is developed in terms of the transform kernels used to represent the signals
which the filter operates upon. It is, of course, possible to develop the structure of
a linear time-varying filter with respect to any basis set but, as will be seen in
section x4.2.2, it is convenient to use a consistent basis set throughout the analysis.
In signal theory, the concept of a transfer function of a linear time-invariant system
is very important, as filtration becomes multiplication in the spectral domain. It is,
thus, natural to extend the definition of a transfer function to LTV systems, and this
concept is also helpful when introducing the ideal filter in section x4.1. The theory
developed is equally valid when the system operates either on deterministic signals,
or on stochastic signals.10
The approach used here takes advantage of a generalisation of the bifrequency
transfer function of a filter [32, 73, 107, 409–411], which is of fundamental im-
10See section x4.1.2 for a discussion on the filtration of random signals.
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portance in the study of LTV systems. The generalised bifrequency transfer func-
tion (GBTF) is sometimes called the kernel function of the system [347]. An al-
ternative definition of a transfer function, called the general system function, of
which the well-known Zadeh’s transform is a special case [411], is not pursued
here. Nevertheless, a direct relationship between these two definitions is outlined
in section x3.3.3. References to other work in the literature discussing gener-
alised frequency response concepts for linear time-varying systems can be found
in, for example, [21, 84, 417]. For reference, Tong [362] and Tsao [367] consider
time-varying filtration of signals which admit evolutionary spectral representations,
whilst the concept of filtering in the mixed time-frequency domain has been consid-
ered by Saleh and Subotic [314] for STFT and Wigner representations, by Portnoff
for STFT representations [293], and in Gabor space by Raz et al. [103, 104, 313];
further references of time-frequency filtration can be found in [75].
The input–output relation for a linear time-varying system may be specified by
the well known time-domain superposition integral [84]:y(t) = ZT h(t; )x()d 4= h(t; ) ? x(); 8t 2 T (3.35)
where y(t) is the response of the linear system to the input x(t), and ? denotes
convolution over the variable  as defined in equation (3.35). The two-dimensional
function, h(t; ), is the LTV impulse response at time t to an impulse occurring at
the system input at time . The term impulse response is not uniquely defined in
the LTV system literature and, in many publications, the impulse response is also
given by ĥ(t; ) = h(t; t- ), such that the input–output relation is given as:y(t) = ZT ĥ(t; t- )x()d; 8t 2 T (3.36)
The form in equation (3.35) is used throughout this work since it corresponds
to the usual definition for the kernel of a linear integral operator as discussed in
section x3.2.2 [196].
3.3.1 Generalised Bifrequency Transfer Function
Let X() be the representation of the signal x(t) on the domain . If the input
signal, x(t), is filtered by a linear operator, L , then the output is given by y(t) =
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L x(t), and represented on the domain  using equations (3.18) as:Y() = ZT y(t)K(t; )dt and y(t) = ZY() k(; t)d (3.37)
where x(t) is given by equation (3.18a). It is assumed that the initial state of the
filters discussed throughout this chapter, is rest (zero initial conditions).
Theorem 8 (Transfer Function of a LTV System) The impulse response of the sys-
tem L may be written in the separable form:h(t; ) = ZZ H(; ̂) k(; t)K(; ̂)dd̂; 8(t; ) 2 T (3.38a)
where fk(; t); K(t; ); (t; ) 2 T  g is a transform kernel pair given by (3.10),
and H(; ̂) is the generalised bifrequency transfer function of L , given by,H(; ̂) = ZZT h(t; )K(t; ) k(̂; )dt d; 8(; ̂) 2  (3.38b)
The separable form of h(t; ) in Theorem 8 for linear time-varying differential
equations is well known, as discussed in, for example, [417]. D’Angelo [84] gives
a proof of this result avoiding the use of transform methods, and an outline of this
proof is given in Appendix B.2.
PROOF. The proof of this theorem centres around the proof of equation (3.38a):
given the definition of the GBTF, H(; ̂), equation (3.38b) follows naturally from
the definition of the integral transforms (3.8) as shown below.
A linear system L maps an input linear space X to an output linear space Y
with the property L (ax+by) = aL x+bL y, where x;y 2 X and a; b 2 K (the
real/complex field); from (3.18):y(t) = L x(t) = ZX()L fk(; t)g d (3.39)
where L operates on functions of t only. The representation of x(t) on the domain is given by X() from equation (3.18a) and, by substituting (3.18a) into (3.39),y(t) = ZZT x()L fk(; t)g K(; )dd (3.40)
56 Linear Time-Varying System Theory
Comparing with the superposition integral,y(t) = ZT h(t; )x()d (3.35)
the impulse response may be written as:h(t; ) = Z L fk(; t)g K(; )d (3.41)
Considering L fk(; t)g as a function of t, and treating  as a parameter, it may be
represented by the general transform (3.8b) with spectrum H(; ̂) defined by
L
k(̂; t)	 4= ZH(; ̂) k(; t)d (3.42a)
Substituting (3.42a) into (3.41) gives (3.38a). Moreover, L fk(̂; t)g may also be
expressed as:
L
k(̂; t)	 = ZT h(t; ) k(̂; )d (3.42b)
This expression is obtained by either inverting transform (3.41), with  considered
as a parameter, or by using the superposition integral, (3.35), with k̂(; t) as the
input. By inverting (3.42a), with ̂ as a parameter, gives,H(; ̂) = ZT L k(̂; t)	 K(t; )dt (3.42c)
which, along with (3.42b), gives equation (3.38b). Note that the various methods
of obtaining (3.42a) demonstrate the self-consistency of the definition of the GBTF.
Theorem 9 (Spectral Convolution) The relationship between the spectral functionsY() and X() is the convolution:Y() = ZH(; ̂)X(̂)d̂ (3.43)
Gersho [114] provides equivalent forms of the spectral convolution in Theorem 9
for the case when the definition of the impulse response in equation (3.36) is used;
a discussion of analogous results may also be found in recent work by Margrave
[239].
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PROOF. This follows by substituting (3.39) into the expression for Y() in (3.37),Y() = ZZT X(̂)L k(̂; t)	 K(t; )d̂dt (3.44)
rearranging the order of integration, and using (3.42c). 
Now, consider the relationships derived above: in particular compare (3.42c) with
(3.41), and (3.35) with (3.43). It can be seen that each of these pair of equations
are equivalent in form, and differ only by the domain on which they operate: this
emphasises that the transform is merely a change in basis. A special case empha-
sising that a change in basis can greatly simplify the filtering problem is for LTI
systems.
Example 1 (Transfer Relations of LTI Systems). Consider a LTI filter; from (3.41):h(t; ) = h(t- t0; - t0) = Z k̂(; t- t0)K(- t0; )d ; 8 t0 2 R (3.45)
Setting t0 = ; h(t; ) = h(t - ) 4= h(t - ; 0), comparing with (3.41), and using
a similar argument to that in section x3.2.4.3, it follows that the only other kernel
satisfying this condition, with a unique reciprocal basis, is k(; t) = 12ejt. Hence:h(t; )  h(t- ) = 12 Z L ejt	 ej d= 12 Z F()ej(t-) d (3.46)
since L
ejt	 = F() ejt. Hence, a LTI filter can only be expressed in the time or
Fourier domain. Note that (3.38b) reduces to H(; ̂) = F() Æ( - )̂, and (3.43)
reduces to: Y() = F()X(); (3.47)
the familiar expression from LTI system theory. It is important to note that the
converse of this theorem is, in general, false: if the input and output of a filter
admit representation by the Fourier transform, the filter is not necessarily LTI. on










(a) Parallel connection of two LTI systems
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δ(t ) h ( t) h (t)





δ(t ) h (t)
(c) Feedback connection of two LTI systems
Figure 3.1: Basic connections of two LTI systems having Laplace transfer functionsH1(s) and H2(s).
3.3.2 Block-Diagram Algebra
For LTI systems, the basic combinatorial relations of two LTI systems, having
Laplace transfer functions H1(s) and H2(s), are shown in Figure 3.1, and are very
useful in obtaining the transfer functions of a complex system. The impulse re-
sponse and transfer function of each system are given by:
Parallel Combination:
h(t) = h1(t) + h2(t)H(s) = H1(s) +H2(s) (3.48a)
Series Combination:
h(t) = h1(t) ? h2(t)H(s) = H1(s)H2(s) (3.48b)
Feedback Combination:
h(t) = h1(t) - [h1(t) ? h2(t)℄ ? h(t)H(s) = H1(s)1+H1(s)H2(s) (3.48c)
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(a) Parallel connection of two LTV systems
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(c) Feedback connection of two LTV systems
Figure 3.2: Basic connections of two LTV systems having generalised bifrequency
transfer functions H1(; ̂) and H2(; ̂).
The set of corresponding relationships for combining LTV blocks is derived next to
show that the GBTF is a natural extension of LTI transform theory. In each case, the
LTV system, with impulse response h(t; ), is composed of two blocks with impulse
responses h1(t; ) and h2(t; ), and GBTFs H1(; ̂) and H2(; ̂), respectively.
3.3.2.1 Parallel Connection
It follows from Figure 3.2(a) and linearity that:h(t; ) = h1(t; ) + h2(t; ) (3.49a)
and, therefore, taking transforms using equation (3.38b) gives:H(; ̂) = H1(; ̂) +H2(; ̂) (3.49b)
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3.3.2.2 Series Connection
Analysis of the cascade series connection of two linear time-varying systems shown
in Figure 3.2(b), using the superposition integral (3.35), reveals thath(t; ) = ZT h2(t; ̂)h1(̂; )d̂ (3.50a)
Substituting h2(t; ̂) using equation (3.38a) and rearranging givesh(t; ) = ZZ H2(1; 2) ZT h1(̂; ) k(1; t)K(̂; 2)d̂ d1 d2 (3.50b)
Taking transforms of both sides of this equation using (3.38b), and simplifying
using (3.10), gives:H(; ̂) = ZH2(; ̄)H1(̄; ̂)d̄  H2(; ̂) ?H1(; ̂) (3.50c)
where the convolution in (3.50c) is expected since, as noted in the previous sec-
tion, the impulse response and the transfer function are related by a change in
basis. It is important to notice, as discussed in D’Angelo [84] for Zadeh’s transfer
function, that the cascade series connection of two linear time-varying systems with
impulse responses h1(t; ) and h2(t; ) is noncommutative: i.e.H2(; ̂)?H1(; ̂) 6=H1(; ̂) ? H2(; ̂). The inverse generalised bifrequency transfer function (IGBTF)
may be introduced by defining H1(; ̂) and H2(; ̂) to be inverses if, and only
if, (iff): H1(; ̂) ?H2(; ̂) = H2(; ̂) ?H1(; ̂) = 1; 8(; ̂) 2  (3.51a)
The inverse of H(; ̂) may be written as H-1(; ̂) and, as such, (3.51a) becomes:H(; ̂) ?H-1(; ̂) = H-1(; ̂) ?H(; ̂) = 1; 8(; ̂) 2  (3.51b)
3.3.2.3 Feedback Connections
Analysis of the cascade series connection of two LTV systems shown in Fig-
ure 3.2(c), using the superposition integral (3.35), shows that h(t; ) can written in
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the form: h(t; ) = h1(t; ) - ZT h1(t; ̂) h̄(̂; )d̂ (3.52a)
where h̄(t; ) = ZT h2(t; ̄)h(̄; )d̄
or, equivalently, in the form:h(t; ) = h1(t; ) - ZT ĥ(t; ̂)h(̂; )d̂ (3.52b)
where ĥ(t; ) = ZT h1(t; ̂)h2(̂; )d̂
Notice in (3.52b) that the integral equation in terms of h(t; ), where h1(t; ) andĥ(t; ) are known, is a Volterra integral of the second kind, where either one of t
or  is considered as a parameter, and that its solution can be found by the method
of successive approximation [291]. Using the results from equation (3.50c) in sec-
tion x3.3.2.2, equation (3.52b) becomes:H(; ̂) = H1(; ̂) - Ĥ(; ̂) ?H(; ̂) (3.52c)
where Ĥ(; ̂) = H1(; ̂) ?H2(; ̂)
and where ? is defined in (3.50c). The relationship introduced in (3.51b) could be
used to obtain a form reminiscent of (3.48c). However, since the GBTF is simply a
change of basis, in general, there is no simplification of the double convolution in
(3.52b).
3.3.3 General System Function
As noted at the beginning of section x3.3, many authors of LTV system theory
define the transfer function, or system function, in a much different way, e.g. see
D’Angelo [84], Zadeh [409, 411, 417], Gersho [114] and Margrave [239]. Here,
the system function depends on time, and is defined as:G(; t) = y(t)x(t) x(t)=k(;t) (3.53a)
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where y(t) = G(; t) k(; t) is the response of a zero-state system for the case whenk(; t) is taken as the input with the variable  treated as a parameter. In such an
instance, the input–output relation becomesY() = G(; t)X() (3.53b)
where t is treated as a parameter, and X() and Y() are defined using the trans-
form in (3.18). It may be shown [84] that G(; t) is given byG(; t) = 1k(; t) ZT h(t; ) k(; )d (3.53c)
Direct relationships between G(; t) and the GBTF are:H(̂; ) = ZTG(; t) k(; t)K(t; ̂)dt (3.53d)G(; t) = 1k(; t) ZH(̂; ) k(̂; t)d̂ (3.53e)
PROOF. Multiply both sides of (3.53c) by k(; t)K(t; ̂), and integral w. r. t. t overT. Then, comparing the right hand side of the resulting equation with (3.38b) gives
the desired result. Similarly, (3.53e) follows using equations (3.42a) and (3.42b).
This relationship is well known when k(; t) = et, and is often referred to as
Zadeh’s transfer function [409, 411]. The result is also known in the infinite du-
ration discrete-time (continuous-spectral) case [227].11 Although the definition of
(3.53a) is useful in many applications, the GBTF tends to lead more naturally to
a solution for the separability problem. Nevertheless, since there is a unique rela-
tionship between G(; t) and H(; ̂), similar separability results could be obtained
independently of the definition of the transfer function, provided such a unique
relationship exists.
3.3.4 Randomly-Varying Systems
In the early 1950’s, Zadeh [409,412,416] (see also [336]) proved some interesting
results for a system whose impulse response, h(t; ), is itself a stochastic process.
11Essentially this is Zadeh’s transform with the Fourier kernel replaced by the Z – transform
kernel.
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In the special case when the general system function, G(!; t), is a WSS process in
time, for a given Fourier frequency !, such that its correlation function is given by,RGG (!; ) = E [G(!; t)G(!; t+ )℄ ; 8t 2 R (3.54)
Zadeh shows that if the input process, x(t), is WSS with power spectrum Pxx (!)
and is independent of the system function, the output, y(t), is also WSS with power
spectrum Pyy (!), where:Pyy (!) = Z
PGG(!; !̂)Pxx(!̂)d!̂ (3.55)
and PGG(!; !̂) is the Fourier transform of RGG (!; ) ej! w. r. t. , i.e.PGG(!; !̂) = ZT RGG (!; ) e-j(!̂-!) d (3.56)
Bello [31] extends Zadeh’s work and gives a comprehensive discussion of stochas-
tic linear systems. Similar results can be extended for the case when a particular
realisation of the system function is characterised by the generalised bifrequency
transfer function:
Theorem 10 (Input-Output Relations of Random Systems) Consider a stochastic
system with impulse response h(t; ), whose input is a general nonstationary ran-
dom process, x(t), independent of h(t; ), and output given by y(t). If a particular
realisation of the impulse response of the system given by h(t; ), where  is con-
sidered as a parameter, is asymptotically stable, such thatZZT jh(t; )j2 dt d <1 (3.57a)
then the relationship between the input and output autocorrelation function is:Ryy (t; ) = ZZT Rhh  t; t̂; ; ̂Rxx  t̂; ̂ dt̂ d̂ (3.57b)
where the autocorrelation function of the 2-D impulse response, h(t; ), is given by:Rhh  t; ; t̂; ̂ 4= E h(t; )h(t̂; ̂) (3.57c)
Moreover, the relationship between the input and output generalised power spectra
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is given by: Pyy(; ̂) = ZZ Phh(;  0; ̂; ̂ 0)Pxx( 0; ̂ 0)d 0 d̂ 0 (3.57d)
where Phh(; ̂;  0; ̂ 0) = E H(; ̂)H( 0; ̂ 0) (3.57e)
and h(t; ) 
 H(; ̂), as defined by equation (3.38b). The similarity in the form
of equations (3.57b) and (3.57d) again arises due to a simple change of basis.
PROOF. The output of the stochastic system is given by the superposition integraly(t) = ZT h(t; )x()d; 8t 2 T (3.35)
The autocorrelation function of the output may, hence, be written as:
E [y(t)y()℄ = ZZT E h(t; t̂)h(; ̂)x(t̂)x(̂) dt̂ d̂ (3.58a)
which, using the independence of x(t) and h(t; ), gives equation (3.57b) with
the definition of the autocorrelation of the impulse response function in equa-
tion (3.57c).
Next, decomposing the impulse response using a 2-D stochastic transform anal-
ogous to equation (3.38a) yields:h(t; ) = ZZ H(; ̂) k(; t)K(; ̂)dd̂; 8(t; ) 2 T (3.38a)
Substituting into equation (3.58a) gives:Ryy (t; ) = ZZT ZZ ZZ E H(1; ̂1)H(2; ̂2)Rxx  t̂; ̂ k(1; t)K(t̂; ̂1) k(2; )K(̂; ̂2)d1 d̂1 d2 d̂2 dt̂ d̂ (3.58b)
Using equation (3.24a), by taking the generalised power spectrum of each side of
equation (3.58b), rearranging the order of integration, and repeated application
of the relationships in equations (3.10), gives the desired form in equation (3.57d)
with the definition in (3.57e). 
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3.3.5 Compatible Transforms
In Example 1, the Fourier transform arose as the natural choice for the spectral
representation of a LTI system and, as such, equation (3.43) reduces to:Y() = H()X();  2 
  R (3.47)
with convolution in the time domain becoming multiplication in the spectral do-
main. If, in general, a transform kernel, k(t; ), and an inverse can be found for a
LTV system, such that (3.43) reduces to (3.47), then k(t; ) is the eigenfunction of
the system [84]. It is also termed the characteristic input, and the integral trans-
form (3.8) and -domain are termed, respectively, the compatible transform and
compatible domain with respect to the particular system of interest.
3.3.5.1 Block Diagram Algebra
The block-diagram algebra for compatible domains are identical to those in equa-
tions (3.48) and can easily be proved by setting Hi(; ̂)  Hi() Æ(- ̂) in equa-
tions (3.49b), (3.50c) and (3.52b).
3.3.5.2 Compatible Transforms in Analysis
The Laplace or Fourier transforms are particularly useful in the analysis and syn-
thesis of linear time-invariant systems. The advantages and values stemming from
the use of these transforms hinge on the fact that the transformation of a linear
differential equation with constant coefficients,
L x(t) = NXn=0 ndny(t)dtn = u(t); t 2 R+ (3.59)
yields an algebraic equation in the transform variables: i.e.A(s)Y(s) = U(s) (3.60)
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where u(t)
 U(s), y(t)
 Y(s),A(s) =PNn=0 n sn, with s 2 C . For linear time-
varying systems, however, Laplace or Fourier transformations of the characterising
linear differential equation with time-varying coefficients,
L x(t) = NXn=0 n an(t)dny(t)dtn = u(t) (3.61)
do not yield algebraic equations but, generally, another differential equation in the
transform variables. Thus, in the analysis and synthesis of LTV systems, there is
usually no advantage gained by using a Laplace or Fourier transformation, since
solutions of difficult differential equations are still required. However, compatible
transformations do yield an algebraic equation, simplifying the analysis of the sys-
tem in the same way that taking Laplace transforms simplifies the analysis of LTI
systems.
3.3.5.3 Compatible Transforms in Signal Separation
The simplifications in signal analysis that result from taking a compatible transform
has two benefits in signal separation. First, suppose that a stochastic process, d(t),
is known to be generated by a system described by the LTV differential equation,NXn=0 n an(t) dndtn d(t) = MXm=0m bm(t) dmdtm e(t) (3.62)
where the functions fan(t); (t; n) 2 TN g, N = f0; : : : ; Ng and fbm(t); (t;m) 2TM g, M = f0; : : : ;Mg are known, but the coefficients fn; m; n 2 N ;m 2 M g
and excitation, e(t), are unknown. Taking a compatible transform of the system
equation yields: D() = B()A() E() (3.63)
where d(t) 
 D(), e(t) 
 E(), A() = PNn=0 n n, and B() = PMm=0 m m.
Given two processes that are known to satisfy the form of (3.62), the processes
are separable provided their compatible transform representations are disjoint in
the compatible domain. Although the compatible transform domain must be de-
termined from the structure of the signal, since the separation and separability
problems are inherently under-constrained, it is acceptable to require knowledge
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that the signal structures satisfy equation (3.62).
Second, suppose the sum x(t) = d(t)+n(t) is observed, and it is desired to esti-
mate d(t) using the filter defined in equation (3.4). Taking a compatible transform
w. r. t. the system defined by the impulse response, h(t; ), of (3.4) yields the form
of (3.47), rather than the more complicated form of (3.43). As such, if the repre-
sentations of d(t) and n(t) on this compatible -domain, given by D() and N()
respectively, are disjoint, signal separability can be achieved with the polynomialH() representing a bandpass filter on the -domain. This aspect is investigated
further in section x4.1.4. A disadvantage of this approach is that it only simplifies
the separability problem for classes which are selected a priori; a method which
uses the structure of the signal classes to find compatible classes is more powerful.
Example 2 (Generalised Differential Elements in Signal Separation). Suppose two
signals d(t) and n(t) are known to satisfy the system equation
L d(t) = ed(t) and L n(t) = en(t) (3.64)
where L is the first-order linear differential operator
L = a1(t) ddt + a0(t)
as shown in Figure 3.3 on page 72. It is shown in section x3.3.5.6 that the domain
compatible with the linear operator L has transform kernels:K(t; ) = (t) e-j(t) and k(; t) = a1(t)2(t) ej(t) (3.65a)
where (t) and (t) are given by:(t) = 1a1(t) expZT a0(t)a1(t) dt and (t) = ZT 1a1(t) dt (3.65b)
If d(t) and n(t) are disjoint in this domain, they are separable even though they
overlap in the Fourier domain (see also [347]). on
3.3.5.4 Classical Examples of Compatible Transforms
Details of taking compatible transforms may be found in, for example, the work
of D’Angelo [84], Zadeh [414] and Aseltine [17]. There are a few well known
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compatible transforms, e.g. the Laplace transform, compatible with systems char-
acterised by LTI differential equations; the Mellin transform [127], compatible with
the Euler-Cauchy equation; and the Hankel transform, compatible with the gener-
alised Bessel equation. This section lists these classes of systems and their corre-
sponding transform kernels. Solutions to general first and second-order LTV dif-
ferential equations [17, 347] and a class of LTV discrete systems [194] are also
presented.
The Laplace Transform The characteristic input for LTI systems is the well-known
inverse transform kernel et defining the Laplace transform. The transform equa-
tions are: X() = Z10- x(t) e-t dt (3.66a)x(t) = 12j Z +j1-j1 X() et d (3.66b)
where  2 R . The Laplace transform is compatible with systems characterised by
linear differential equations with constant coefficients, i.e. as typified by:
L x(t) = ndny(t)dtn + n-1dn-1y(t)dtn-1 +   + 0y(t) = u(t) (3.59)
The Mellin Transform The inverse transform kernel corresponding to the Mellin
transform is t-. The transform equations are [127]:X() = Z10- x(t) t-1 dt (3.67a)x(t) = 12j Z +j1-j1 X() t- d (3.67b)
where  2 R . The Mellin transform is compatible with systems characterised by
the Euler-Cauchy equation:
L x(t) = n tndny(t)dtn + n-1 tn-1dn-1y(t)dtn-1 +   + 0 y(t) = u(t) (3.67c)
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The Hankel Transform The inverse transform kernel of the Hankel transform is Jn( t), where Jn denotes the Bessel function. The Hankel transform is:Xn() = Z10 x(t) t Jn( t)dt (3.68a)x(t) = 12j Z10 Xn()  Jn( t)d (3.68b)
The Hankel transform is compatible with systems characterised by the generalised
Bessel equation:
L x(t) =  d2dt2 + 1t ddt - n2t2  a2N x(t) = f(t) (3.68c)
3.3.5.5 Transform Kernel of a Continuous-Time LTV System
An approach to obtaining the compatible transform for a large class of systems
hinges on the assumption that a system can be decomposed into a combination of
fundamental building blocks for which the compatible domain is known; the com-
patible transform for the entire system is the same as for the fundamental building
block. This approach is discussed in section x3.3.5.6 for continuous LTV systems,
and in section x3.3.5.7 for discrete LTV systems.
Theorem 11 (Compatible Transform Kernel) The direct transform kernel, K(t; ),
of the integral transform defined in equations (3.8) which transforms a given system
equation, characterised by the linear operator L , into an algebraic equation in one
variable, such thaty(t) = L x(t)
 Y() = ZT L x(t)K(t; )dt = H()X() (3.69a)
where X() is the representation of x(t) on the domain , is given by the solution
of:
L K(t; ) = H()K(t; ) (3.69b)
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for some function H() in . L  is the adjoint operator to L , and all initial
conditions are zero. The solution to equation (3.69b) is compatible with all systems
governed by the differential equation: 1+ PXp=1 p L p! y(t) =  QXq=0 q L q! u(t) (3.69c)
The formulation for the direct transform kernel in equation (3.69b) is desirable
since, unlike in equation (3.69a), there is no dependence on the signals within the
system, and is an equation in the transform kernel only.
PROOF. The first part of the proof relies on finding a solution to equation (3.69a)
for some function of H():H()X() = ZT L x(t)K(t; )dt (3.69a)
Here, X() is the representation of x(t) on the domain , given by equation (3.8a),
and all initial conditions are assumed zero. Letting hu; vi denote the scalar product
of the two functions u and v given by:hu; vi = ZT uv dt (3.70a)
then equations (3.8a) and (3.69a) may be written as:X() = ZT x(t)K(t; )dt = hx(t); K(t; )i (3.8a)H()X() = ZT L x(t)K(t; )dt = hL x(t); K(t; )i (3.69a)
Now, if L is a linear operator, the adjoint operator to L , designated by L , exists
and is uniquely defined by the expression [84,291,347]:hLu; vi = hu;L vi (3.70b)
If therefore follows from equation (3.69a) that the adjoint operator L  satisfies:H()X() = hL x(t); K(t; )i = hx(t);L K(t; )i = ZT x(t)L  K(t; )dt (3.70c)
Comparing this expression with (3.8a) gives the requirement in equation (3.69b).
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The second part of the proof, showing the solution to equation (3.69b) is com-
patible with all systems governed by the differential equation in (3.69c), follows by
noting that since L x(t)
 H()X():
L fL x(t)g
 hL fL x(t)g ; K(t; )i  hL x(t);L  K(t; )i
 hL x(t); H()K(t; )i = H()hL x(t); K(t; )i = [H()℄2 X()
where (3.69b) has been used. It follows that this result can be generalised to give:
L n x(t)
 [H()℄n X() (3.70d)
By taking the transform of equation (3.69c) w. r. t. the kernel function, K(t; ), an
algebraic equation in  is obtained:Y() = QPq=0qHq()1+ Pp=1pHp() U() (3.71)
where y(t) 
 Y() and u(t) 
 U(). A convenient choice of H() = ;  2 C orH() = -1;  2 C . 
3.3.5.6 A Class of Continuous LTV Systems
The following sections show how (3.69b) can be used to obtain the kernels func-
tions for first and second-order differential equations with time-varying coefficients.
Further approaches for obtaining kernels for systems with time-varying differential
equations are discussed in [270]. Note that if the linear operator L is of the form
L  an(t) dndtn +   + a1(t) ddt + a0(t) (3.72a)
then it can be shown that the adjoint system is characterised by the linear differen-
tial equation [84, pp. 308]:
L   (-1)n dndtn an(t) +   - ddt [a1(t) + a0(t) (3.72b)
where each term should be considered as an individual operator.






x(t ) y(t )1a (t)
a  ( t)0
Figure 3.3: Generalised differential element.
First-Order Generalised Differentiator Consider the building block shown in Fig-
ure 3.3 which is governed by the first-order linear differential equation given by:
L x(t) = a1(t)dx(t)dt + a0(t)x(t) = f(t) (3.73)
where a0(t) is non-zero and all the initial conditions are zero. This differential
operator has been used in modelling time-varying electrical components [27, 29].
The adjoint operator L  for the first-order linear operator L is given by equa-
tion (3.72b) and, therefore, equation (3.69b) becomes:
L  K(t; ) = - ddt [a1(t)K(t; )℄ + a0(t)K(t; ) = H()K(t; )
which may be written in the form:1a1(t)K(t; ) ddt [a1(t)K(t; )℄ = a0(t) -H()a1(t)
This is in integrable form and, therefore,
ln [a1(t)K(t; )℄ = ZT a0(t) -H()a1(t) dt ) K(t; ) = (t) eH()(t) (3.74)
where (t) and (t) are defined in equations (3.65) below. To develop the inverse
kernel, it is noted that the kernels must be orthogonal, and hence must satisfy
equations (3.10). Noting the orthogonality of exponential functions, it follows
that there is a constraint on H() and should be chosen as H() = -j.12 Ergo, the
12Belal and Shenoi [29] note that if a0(t) = ȧ1(t), (t)  1, the operator L defined in (3.73)
represents the voltage-current relationship of a time-varying inductor a1(t), with ̂ = j repre-
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direct the inverse transform kernels are given by:K(t; ) = (t) e-j(t) and k(; t) = a1(t)2(t) ej(t) (3.65a)
where (t) and (t) are given by:(t) = 1a1(t) expZT a0(t)a1(t) dt and (t) = ZT 1a1(t) dt (3.65b)
This kernel is compatible with systems governed by the differential equation [27,
29]:  1+ PXp=1 p L p! y(t) =  QXq=0 q L q! u(t) (3.69c)
Unfortunately, elegant solutions are not possible for higher order systems, as shown
in the next section.
Second-Order System Consider a system which is governed by the second-order
linear differential equation given by:a2(t)d2x(t)dt2 + a1(t)dx(t)dt + a0(t)x(t) = f(t) (3.75)
where a0(t) is non-zero and all the initial conditions are zero. It can be shown
[17,84] that the transform kernel for this second-order system is given in the form:K(t; ) = g(t) K̂(t; ) where 8>><>>: g(t) = expÆZ "b1(t) - ḃ2(t)b2(t) # dtb2(t) = a2(t)a0(t) ; b1(t) = a1(t)a0(t) (3.76)
where K̂(t; ) satisfies the differential equationb2(t)d2K̂(t; )dt2 + b1(t)dK̂(t; )dt -H() K̂(t; ) = 0 (3.77)
senting the impedance. As a particular example, if ̂ 4= -j, the direct kernel in (3.65a) reduces
to K(̂; t) = (1 + t)-̂ for systems characterised by the derivative operator L = (1 + t) ddt + 1 ddt [(1 + t) [29,84].











Figure 3.4: Fundamental time-varying element.
for some polynomial H(). Therefore, knowledge of the solution of a linear differ-
ential equation is essential for determining the desired kernel of the integral trans-
form under which transformation of the differential equation of interest yields an
algebraic equation. Thus, although this method for determining the compatible
transform kernel produced an elegant general result for the first-order system, it
is clear that the compatible transform method is most advantageous in situations
where the primary interest is in finding the responses of a single system, or partic-
ular type of system which is composed of a number of fixed building blocks, to a
large variety of inputs otherwise, for each system or model of a stochastic process,
solutions to equation (3.69b) will have to be obtained [17].
3.3.5.7 A Class of Discrete LTV Systems
Compatible transforms have also been developed for LTV discrete systems; for ex-
ample, Klafter [194] has discussed the time-varying element shown in Figure 3.4
with input–output relationship:y(n) = 1a(n+ 1) z+ b(n) x(n); n 2 N (3.78)
where a(n+ 1) 6= 0, N = f0; : : : ;1g and z-i x(n) = x(n- i) is the delay operator.
Cascade, parallel, fixed gain and feedback combinations of this basic LTV building
block can, as shown in Figure 3.1, be used to model a wide range of discrete-time
LTV systems. Klafter [194] has shown that the transforms compatible with systems
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Figure 3.5: Generalised delay element.
composed of this building block are defined by the transform:13X() = 1Xn=n0 x(n)K(n; ); K(n; ) = n0Qr=0 [- b(r)℄nQr=0 [- b(r)℄ nYr=0 a(r);  2 C (3.79a)x(n) = 12j IC X() k(; n)d; k(; n) = n-1Qr=0 [- b(r)℄n0Qr=0 [- b(r)℄ nYr=n0 a(r); n 2 N
(3.79b)
where the contour, C , encloses all the poles ofX() n-1Qr=0 [ - b(r)℄n0Qr=0 [- b(r)℄ (3.80)
and n0 is an arbitrary starting time with n  n0. Furthermore, the discrete ana-
logue to equation (3.73) given as the first-order operator defined by
P x(n) = a1(n) x(n- 1) + a0(n) x(n) (3.81a)
13Note that the fraction
n0Qr=0[-b(r)℄nQr=0[-b(r)℄ in (3.79b) is so written in order to deal with the case n = n0.
The corresponding fraction in (3.79a) is so written to show where computational savings can be
made by reusing common terms.
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has been investigated by Belal and Shenoi [28], and a transform compatible with
the special case of time-varying difference equations 1+ PXp=1 p Pp! x(n) =  QXq=0 q Pq! f(n) (3.81b)
has kernel function K(n; ) = 1a1(n) n-1Yi=0 H() - a0(i)a1(i) (3.81c)
for some function H(). Note the similarity of this expression with that for the
kernel of the continuous first-order differential operator in equation (3.65a). Al-
though it is difficult to obtain a general inverse kernel, Belal and Shenoi [28] discuss
some special cases for the functions a1(n) and a0(n). Further uses of compatible
transforms in discrete LTV systems have been discussed by Pei and Kiang [288].
3.4 CHAPTER SUMMARY
The analysis of linear time-varying systems and nonstationary stochastic processes
is less developed than for linear time-invariant systems and stationary stochastic
processes, and this chapter has introduced some fundamental concepts which go
some way towards narrowing this disparity. The problem of representing both de-
terministic and stochastic signals, initially expressed in the time domain, in another
general domain has been considered. A general and consistent method for repre-
senting signals on an arbitrary domain using the method of basis transformations
is discussed. In this method, the signals are represented on arbitrary domains by
either integral transforms in continuous time, or discrete matrix transforms in dis-
crete time. Using these transforms, the deterministic power spectrum of a stochastic
process has been introduced. These results are used throughout Chapter 4 to de-





















kernel K(t; ) Inverse Transformkernel k(; t) Defined in Equation:
Laplace
ddt e-t 12j et (3.66) on page 68
Mellin [127] t ddt t-1 12j t- (3.67) on page 68
Hankel
d2dt2+ 1t ddt-n2t2 a2 t Jn( t) 12j  Jn( t) (3.68) on page 69
Generalised Differentiator a1(t) ddt + a0(t) 1a1(t)eRT a0(t)-ja1(t) dt 12eRT -a0(t)+ja1(t) dt (3.65) on page 67
Generalised Delay a1(n) z-1 + a0(n) 1a1(n) n-1Yi=0 H() - a0(i)a1(i) — (3.81) on page 75
Klafter [194]
1a(n+ 1) z+ b(n) n0Qr=0 [- b(r)℄nQr=0 [- b(r)℄ nYr=0 a(r) n-1Qr=0 [- b(r)℄n0Qr=0 [- b(r)℄ nYr=n0 a(r) (3.79) on page 75




ECHNIQUES were developed in the previous chapter for analysing nonsta-
tionary and linear time-varying systems. Using these results, section x4.1
investigates the form of a separability criterion by deriving the so-called
ideal filter, whose output is the desired signal, d(t), when the input is the observed
signal, x(t) = d(t) + n(t), composed of the sum of the desired signal and noise
signal, n(t). A general solution for the nonstationary Wiener filter is outlined in
section x4.2, and the subsequent question then discussed is: Which class of signals
satisfy this separability criterion? In the rest of this chapter, the problem of deter-
mining signal classes that fit this criterion is considered. Some examples of signal
classes which would ‘classically’ be considered inseparable are given in section x4.6.
4.1 THE IDEAL FILTER
In many areas of Information Engineering, the concept of the bandpass filter is
commonly understood to be a system which passes, without distortion, all Fourier
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frequency components falling in a certain frequency range, the filter’s pass-band,
and rejects all frequency components falling outside this range, the stop-band; such
filters can be realised asymptotically using LTI networks. The ideal bandpass filter is
often referred to as an ideal filter. This concept is particular useful in the frequency
division multiplexing (FDM) modulation scheme where signals are modulated to
lie in a division of the frequency domain unused by other signals. Recovery of a
specific signal is thus a matter of using an ideal filter to pass the desired region
of the frequency band, and reject all other components. In time division multi-
plexing (TDM), a signal is recovered by designing a receiver which passes, without
distortion, all signal components falling in a certain time window, and rejects all
signal components falling outside this window. Such LTV filters can be realised as
an ideal filter using a ‘switch’, exhibiting the same characteristics as the bandpass
filter in the Fourier spectral domain, except the filter now operates in the tempo-
ral domain. These ideas suggest it should be possible to define an ideal filter on
any arbitrary domain which passes, without distortion, all generalised frequency
components falling in a certain range and rejects all others. As in section x3.3, the
structure of the ideal filter is developed in terms of the transform kernels used to
represent the signals which the filter operates upon.
4.1.1 Definition
The generalised ideal filter was first proposed by Zadeh in 1952 [413–415, 418].
In the analysis which follows, it is useful to take advantage of ‘functional analy-
sis’ (see, for example, [291, Appendix 1], [408]), which allows the elements of a
normed vector space (a Banach space) to represent functions. The advantage of
this viewpoint is partly that an element of a Banach space is regarded as a vector,
or point in space, which is conceptually simpler than thinking of it as a function.
Only when interpreting the results of the functional analysis are vectors considered
functions in their own right.
Consider two sets of signals fd(t); t 2 Tg and fn(t); t 2 Tg. A particular realisa-
tion of the signal d(t), d(t), may be represented as a vector d in a Banach space D ,
and a particular realisation of n(t), n(t), may also be represented as a vector n in
a Banach space N . Since the property of the ideal filter is that it will pass, without
distortion, any signal that belongs to a particular class of signals, D , and rejects all
signals which do not belong to that class, and therefore lies in N , the filter must
satisfy the following definition:
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Definition 6 (Ideal Filter). An operator L is said to be ideal if
L (d+ n) = d; 8 (d;n) 2 D N (4.1)
Assuming both D and N contain the null set f;g, which represents a function of
null value, then:
L d = d; 8 d 2 D (4.2a)
L n = 0; 8 n 2 N (4.2b)
The manifolds D and N are often referred to as the acceptance and rejection mani-
folds of L respectively. It is noted that (4.2) does not necessarily imply (4.1) except
in the case of linear filters. A nonlinear rectifier is an example of a filter satisfying
equations (4.2), but is not an ideal filter [418]. }
Example 3 (Nonlinear Non-ideal Filters). A nonlinear rectifier is a system which
passes only positive signals. If D is the set of all positive signals, and N is the set of
all negative signals (assume both D and N contain the null value), equations (4.2)
are satisfied. However, (4.1) does not hold since there exists d(t) and n(t) such
that d(t) + n(t) 2 D . Hence, a nonlinear rectifier is not an ideal filter. on
Theorem 12 (Properties of the Ideal Filter) The following three properties result
from the definition of an ideal filter.
1. Let X be the input space to the operator L . If L is an ideal filter, it is
idempotent in X . Hence
L fL xg = L x (4.3a)
2. A linear idempotent filter is an ideal filter.
3. If fd(t)g and fn(t)g are two signal classes spanning the subspaces D and N ,
they are separable if, and only if, D and N are virtually disjoint:
D \N = f;g (4.3b)
implying D N V = X (4.3c)
where V is the remaining subspace of X , and denotes the orthogonal direct
sum.
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PROOF. A proof is given below for completeness, and can also be found in [347,
418]; it uses the properties of the ideal filter as defined in equations (4.1) and (4.2):
1. Let L be an ideal filter for the input space X = D \ N =fd+ n; 8d 2 D ; 8n 2 N g where D and N are its acceptance and rejection
spaces respectively. Then, equations (4.1) and (4.2) give:
L fL x) = L fL (d + n)g = L d = d = L x (4.4)
2. Let the linear operator L be idempotent in X and assume that y = L x for
some x 2 X . If L is an idempotent operator then, from equation (4.3a),
L fL xg = L x and, therefore, L y = y. Hence, since L is linear,
L (x- y) = L x - L y = 0, and L is an ideal filter which separates the
signal classes:
D = fd : d = L x; x 2 X g
N = fn : n = x - d; x 2 X ; d 2 Dg
3. Necessity
Let the signal classes D = fd(t) ; t 2 Tg and N = fn(t) ; t 2 Tg be separable;
then there exists a filter which satisfies equations (4.2). These equations imply
that the only common element in D and N is the null element in X and,
therefore, the subspaces of D and N are virtually disjoint.
Sufficiency
Let the subspaces D and N be virtually disjoint; then there exists a linear
operator which maps D to itself and N to zero. This operator, L , is called a
projector, and defines the projection of X on D along N . Thus, L satisfies
equations (4.2) and, by linear superposition, satisfies equation (4.1). As such,
the signal classes D = fd(t); t 2 Tg and N = fn(t); t 2 Tg are separable. 
Note that the last part of the proof introduces the term ‘projector’. The properties
of projections in functional analysis can be applied directly to the study of ideal
filters [418] and eases their analysis. In this thesis, however, an analytic formulation
is developed, and projection theory is not required for the analysis.
Example 4 (Idempotent Filters). Note that part 1 of Theorem 12 means a tandem
combination of two such filters is equivalent to L . As an example, two cascaded
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ideal low pass filters (or switches) are identical to a single low pass filter (or switch),
assuming the acceptance regions are identical. Note, further, that if a nonlinear
filter is idempotent, it is not necessarily an ideal filter. For example, the nonlinear
rectifier of Example 3 is idempotent but, as previously noted, it is not an ideal filter.on
4.1.2 Ideal Filtration of Random Signals
The definition of an ideal filter applies to random signals and, to clarify this, con-
sider the following two interpretations of a stochastic process:
1. A stochastic processes, x(t), is a rule for assigning to every outcome, , of an
experiment, a function x(t; ) [81,286]. Thus, a stochastic process is a family
of time-domain functions depending on the parameter  or, equivalently, a
function of t and . The -domain is the set of all experimental outcomes and
the t-domain is the set R of real numbers. The space spanned by the set of
functions x(t; ) is called the ensemble space of the process. It follows that
the results of section x4.1.1 apply to stochastic signals when the acceptance or
rejection signal space of an ideal filter is chosen to equal the ensemble space.
2. As introduced in section x3.2.3, a stochastic process may be represented by a
linear combination of deterministic functions, with random variables as the
coefficients: the process therefore spans a subspace. The linear ideal filter can
be used with stochastic processes if the acceptance and rejection manifolds
are chosen as these subspaces.
Since an ideal filter can separate stochastic processes, a set of deterministic signals
may be interpreted as a set of realisations of some stochastic process. Therefore,
the separability of two deterministic signal classes becomes the separability of two
stochastic processes, and vice versa.
4.1.3 Analytic Formulation
In section x4.1.1, the ideal filter was defined using the method of functional anal-
ysis. The definition of an ideal filter can also be derived using an analytic formu-
lation, and such a formulation is readily obtained by introducing a suitable basis
onto the signal space X .
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Definition 7 (Spectral Response of an Ideal Filter). An ideal filter is defined as an
operator which passes, without distortion, all spectral components within a given
range, and rejects all others [346, 415]. A linear operator, L , is said to be an
ideal filter over the -domain for an input space X if, for any x(t) 2 X , the
representation of y(t) = L x(t), Y(), on the domain  is given by:Y() = 8<:0 if  =2 HX() if  2 H (4.5)
where X() is the representation of x(t) on the -domain, and the acceptance re-
gion of L , H  , is a subset of the generalised frequency space . }
This definition is slightly less general than Definition 6 since it has characterised
the composition of the signal classes. Definition 7 may be expressed in terms of the
basis kernels of the domain under consideration by the following theorem:
Theorem 13 (Existence of an Ideal Filter) A linear operator, L , is said to be an
ideal filter if, and only if, there exists a basis, K(t; ), and reciprocal basis, k(; t),
defining the transform pair (3.8), and satisfying (3.10), such that:
L fk(; t)g = 8<:0 if  =2 Hk(; t) if  2 H (4.6)
PROOF. Sufficiency
Let L be a linear operator satisfying (4.6) with respect to the basis set k(; t).
Then, substituting (4.6) into (3.42c) and using (3.10b), gives:H(; ̂) = 8<:0 if  =2 HÆ(- ̂) if  2 H (4.7)
which, after substitution into (3.43), gives Definition 7. Hence, L is an ideal filter.
Necessity
Let L be an ideal filter over the domain of  2  for an input space X . Then,
from equation (3.43), and by Definition 7, H(; ̂) must satisfy equation (4.7) and,
consequently, from equations (3.10b) and (3.42c), L fk(; t)g is given by (4.6). 
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Figure 4.1: Quadrature demodulator.
 2  with impulse response h(t; ) may be represented in the ‘separable’ formh(t; ) = ZH k(; t)K(; )d; (t; ) 2 T (4.8)
where k(; t) and K(t; ) are related by (3.10), and H is the filter’s passband.
PROOF. Follows from (3.41) and Theorem 13. 
Example 5 (Allpass Ideal Filter). If the acceptance region, H, is the whole of the
signal space, , then the filter must let all signals through. If H =  then, by
comparing the form of equation (4.8) in Theorem 14 with equation (3.10b), and
using the superposition integral in (3.35), y(t) = x(t) as required. on
Example 6 (Ideal Filter in Quadrature Modulation). Consider the two quadrature
modulated signals: d(t) = sin!t a(t)n(t) = cos!t b(t)  t 2 T  R (4.9)
where a(t) and b(t) are bandlimited stochastic signals with Fourier spectral compo-
nents in the range (-!; !); d(t) may be recovered using the quadrature demodu-
lator in Figure 4.1. A similar demodulator is obtained if it is desired to recover n(t).
Analysing this filter by the classical approach of applying an impulse x(t) = Æ(t-)
to the input at time , the LTV impulse response at time t at the output of the first
multiplier is: u(t; ) = sin!t Æ(t- ) (4.10)
The output of the low pass filter with bandwdith !, which has a LTI impulse
4.1. The Ideal Filter 85
response hLP(t), is given by the LTI convolution:u 0(t; ) = ZT hLP() u(t- )d  hLP(t- ) sin!
Therefore, since the impulse response, hLP(t), of an ideal bandpass filter is given
by the ‘sinc’ function, the LTV impulse response of the complete filter, h(t; ) =u 0(t; ) sin!t, may be written as:h(t; ) = 2sin! (t- )! (t- ) sin!t sin! (4.11)
Since h(t; ) in (4.11) passes d(t) without distortion, but rejects n(t), it is by def-
inition an ideal filter. Note that h(t; ) can also be written in separable form, by
writing: h(t; ) = 1! Z!-!  sin!t ej!t  sin! e-j! d! (4.12)
where equation (4.12) is in the separable form of equation (4.8). on
4.1.4 Ideal Filters in Compatible Domains
In section x3.3.5 the concept of a compatible transform was discussed. The use
of compatible transforms was demonstrated to be difficult, except in some special
cases where a system is known to be composed of fundamental elements which
possess a compatible transform. Nevertheless, Theorem 13 can be reformulated
by considering the form of an ideal filter in a suitable compatible domain. In sec-
tion x3.3.5.5, it was shown that to yield an algebraic equation, the transform kernel
must satisfy
L K(t; ) = H()K(t; ) (3.69b)
where L  is the adjoint operator to the linear operator L . Suppose that the signal,x(t), is filtered by the time-varying filter, h(t; ), such that:
L x(t) = ZT h(t; ) x(t)dt (3.35)
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The adjoint operator L  to the system L must satisfyhZT h(t; ) x()d; K(t; )i = hx(t);L K(t; )i
or,
ZZT h(t; ) x()K(t; )ddt = ZT x(t)L K(t; )dt (4.13a)
Relabelling the variables of integration on the LHS, and interchanging the order of
integration gives:ZZT h(; t) x(t)K(; )dt d = ZT x(t) ZT h(; t)K(; )ddt (4.13b)
and thus, comparing the RHS of (4.13b) with (4.13a), L  is given by [84, pp. 309]
L K(t; ) = ZT h(; t)K(; )d (4.13c)
If follows that the compatible transform with kernel K(t; ), for a LTV system with
input–output relation given by the superposition integral (3.35), must satisfy:ZT h(; t)K(; )d = H()K(t; ) (4.14)
where H() is some rational function of . Hence, the kernel K(; ) are the eigen-
functions of the adjoint linear operator. This result can be used to provide another
viewpoint of the sufficiency of Theorem 14:
Theorem 15 (Theorem 14 Revisited) The sufficiency of Theorem 14 can be proved
by reformulating the ideal filter in a compatible domain.
PROOF. For perfect separation, it is known that an ideal filter is required, and the
form of the linear impulse response of a LTV ideal filter is given by:h(t; ) = ZH k(; t)K(; )d; (t; ) 2 T (4.8)
Substituting (4.8) into equation (4.14) gives:H()K(t; ) = ZT ZH k(̂; )K(t; ̂)K(; )d̂d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)K(; )dd̂= ZH K(t; ̂)Æ(̂- )d̂= 8<:K(t; ) if  2 H0 if  =2 H
which, since this must be true for all t 2 T, simplifies toH() = 8<:1 if  2 H0 if  =2 H (4.15)
which is the definition of the ideal filter. 
4.1.5 Ideal Filter in Discrete Time
Theorem 16 (Discrete-Time Ideal Filter) An ideal filter in discrete time over the do-
main p 2 P  Z with response, h(n;m), may be represented in ‘separable’ form:h(n;m) = Xp2PH k(p; n)K(m;p) (4.16)
where k(p; n) and K(n; p) are related by (3.15), and PH is the acceptance region.
Using equation (3.14), X = KT x, if the ideal filter accepts all spectral componentsp 2 PH, and rejects all others, the spectral output of the filter may be written as:Y = H KT x (4.17)
where H is a diagonal matrix with ‘ones’ in the diagonal elements, correspond-
ing to the spectral components which are to passed without distortion, and zero
elsewhere. Hence, noting equations (3.14) and (3.17):y = kTY = kT H KT x = K-T H KT x
which may be written in the form:y = Ax where A = K-T H KT (4.18a)
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Now consider, for clarity, the instance when the pass-band is contiguous1 and con-
tains the first N spectral components: then
H = " IN
0
 00 #  " IN0  0M # (4.18b)
where M is an arbitrary matrix and, hence, A may be decomposed as:
A = kdTKdT + M kvTKvT (4.18c)
where Kd
T and kd are the appropriately defined basis matrices for the pass-band
components, and Kv
T and kvT are the basis matrices for the spectral components of
the unused space. Equation (4.18c) may also be obtained by extending the basis in
the transform domain so as to span the whole vector space, e.g. see [347].
4.1.5.1 Noise Gain of Ideal Filter
Suppose an ideal filter h(t; ) is constructed to separate two signals over a domain with passband H. If an additional noise signal, w(t), appears at the input of the
filter then, in general, it is passed to the filter’s output. The noise gain of an ideal
filter is defined as the gain in noise energy when white noise passes through it.
Theorem 17 (Noise Gain) The noise gain of an ideal filter over the domain  2 
with passband H is given by:NWGN = ZZH k̄(; ̂)dd̂ (4.19a)
where k̄(; ̂) 4= ZT k(; t) k(̂; t)dt (4.19b)
where k(; t) and its inverse, K(t; ), are the basis functions defining the trans-
form domain, and are related by equations (3.10). If k(t; ) and K(t; ) are self-
reciprocal, then the noise gain simplifies to:N 0WGN = H   (4.20)
PROOF. The output of the filter h(t; ) at time t, when the excitation is a WGN
1If they are not, then a permutation matrix can be used to ensure that they are contiguous.
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sequence fw(t)g, is given by the superposition integral equation (3.35):y(t) = ZT h(t; )w()d; 8t 2 T (3.35)
and, therefore, the variance of the noise at the output is:2yy(t) = 2ww ZT jh(t; )j2 d
Substituting the spectral expansion of the ideal filter using equation (4.8) gives, on
expansion, the desired result. If k(t; ) and K(t; ) are self-reciprocal then k(t; ) =K(t; ) and, using equation (3.10b), equation (4.19b) reduces to (4.20). 
4.2 GENERAL SPECTRAL SOLUTION OF THE
NONSTATIONARY WIENER-HOPF FILTER
General solutions to the nonstationary Wiener-Hopf filter defined in equation (3.5a)
of Theorem 1 are not easily found, although it is easy to show, as for instance in
Miller and Zadeh [251], that the solution of the Wiener-Hopf equations can be
reduced to the factorisation of the autocorrelation functions. For example, Miller
and Zadeh [251] discuss the factorisation of the autocorrelation function in terms
of its innovation filter G(t;!) defined in equation (3.22). Further, the methods of
Laning and Battin [207], Zadeh and Miller [251], Shinbrot [324, 325], Darling-
ton [85] and others, where further references may be found in the classic review
paper by Zadeh [417], for solving equation (3.5a) are either explicitly based on
the factorisation of Rxx (t; ) and Rdx (t; ), or make implicit use of it: e.g., Shin-
brot [324, 325] and Darlington [85] assume the innovations filter satisfies a LTV
differential equation, such that the autocorrelation functions are of the form:
R (t; ) = 8>>>>><>>>>:
NXi=1 i(t)i(); t > NXi=1 i()i(t); t   (4.21)
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Similar considerations are made by Youla [407] when considering solutions to the
stationary Wiener-Hopf filter equations. It is also of interest to note that some
techniques which attempt to estimate the auto- and cross-correlation functions of
nonstationary processes from a single realisation rely on a similar decomposition
(see section x4.3 and [110,242,243]).
In [156, 192, 196], nonstationary Wiener filter solutions are presented in terms
of the Wigner-Ville time-frequency decomposition [75] and, recently, Khan and
Chaparro [190] present a solution in terms of evolutionary spectrum [295, 296].
Here, a sufficient solution for the nonstationary Wiener-Hopf filter is presented
which relies on the factorisation of the autocorrelation function into the form of
the generalised power spectrum introduced in section x3.2. In the signal separability
problem, it is desirable to find a filter solution which also satisfies equation (3.5c)
for perfect signal separation. The details of the solution for the stationary Wiener
filter in the independent additive case (see Definition 3 on page 37) are investigated
in Appendix C.3, and this provides an interesting foundation for the form of the
solution to the nonstationary Wiener-Hopf filter, as discussed in the section x4.2.2.
4.2.1 Physical Realisability
Generally, an ideal filter is not physically realisable since its impulse response,hideal(t; ), does not necessarily vanish for t < , and is therefore noncausal. If
it is desirable that the solution of the Wiener filter, h(t; ), should vanish for t < ,
an extra constraint will be added onto the separability criterion and the spectral
solution of the Wiener filter, in the general case, becomes more complicated and
less intuitive. However, following the argument in Bode and Shannon, if h(t; ) is
noncausal then it can can be approximated by a physically realisable system of im-
pulse response h(t- t0; ), where t0 is a sufficiently large time delay, provided thath(t; )! 0 as t -  ! 1. The constraint of physical realisability is left for inves-
tigation in subsequent research since, in the context of this work, it is desirable to
use all possible prior knowledge of a system to determine separability. It follows in
the nonstationary problem that future values of the ACFs must be used, as well as
past ones and, as such, a noncausal filter is assumed. Abdrabbo and Priestley [1,2]
investigate the prediction and filtering problem for nonstationary processes using
the evolutionary spectrum using the constraint of physical realisability.
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4.2.2 Spectral Solution
A sufficient solution to the Wiener filter equations can be readily obtained by the
factorisation of the autocorrelation functions into the GPSs. A necessary condition
for a solution is not presented, inasmuch as there may be solutions for signal struc-
tures other than that defined in equation (3.18); this result is presented in [162].
Theorem 18 (Wiener-Hopf Filter Solution) Suppose Rdd (t; ), Rnn (t; ) andRdn (t; ) can be written as the generalised spectral decompositions:Rdd (t; ) = ZZ̂d̂d Pdd(; ̂) k(; t) k(̂; )dd̂ (4.22a)Rnn (t; ) = ZZ̂n̂n Pnn(; ̂) k(; t) k(̂; )dd̂ (4.22b)Rdn (t; ) = ZZ0 Pdn(; ̂) k(; t) k(̂; )dd̂ (4.22c)
where (t; ) 2 T, ̂d  d0 and ̂n  n0. Here, d   and n   are
the regions of the   C space over which the spectral components of fd(t); t 2 Tg
and fn(t); t 2 Tg, respectively, do not overlap, and 0   is the region over which
spectral components of d(t) and n(t) do overlap. Hence, d\n = f;g, d\0 =f;g and n \0 = f;g. A sufficient solution, h(t; ), to the WHF equation (3.5a) for
the additive case,2 when T  T  R , is given by equation (3.38a):h(t; ) = ZZ H(; ̂) k(; t)K(; ̂)dd̂ (3.38a)
where k(; t) and K(t; ) are related by (3.10), and the GBTF H(; ̂), is given by:H(; ̂) = 8>>><>>>:Æ(- ̂) for f; ̂g 2 d,H0(; ̂) for f; ̂g 2 0,0 elsewhere. (4.23a)
where d = d d, 0 = 0 0, and the function H0(; ̂) is the solution ofPdx(; ̂) = Z0 H0(; ̄)Pxx(̄; ̂)d̄; 8(; ̂) 2 0 (4.23b)
2See Definition 3 on page 37.
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Further, H0(; ̂) 4= 0, 8 (; ̂) =2 0. The filter, h(t; ), may, therefore, be written ash(t; ) = Zd k(; t)K(; )d| {z }hideal(t;) + ZZ0 H0(; ̂) k(; t)K(; ̂)dd̂| {z }hoverlap(t;) (4.23c)
where Pxx() = Pdx() + Pnx(), Pdx() = Pdd() + Pdn() and Pnx() = Pnd() +Pnn(). The resulting mean squared error (MSE) is given by:2(t) = ZZ0 P(; ̂) k(; t) k(̂; t)dd̂ (4.23d)
where the spectrum of 2(t) is given by:P(; ̂) = Pdd(; ̂) - Z0 H0(; ̄)Pdx(̄; ̂)d̄ (4.23e)= Z0 H0(; ̄)Pnd(̄; ̂) + Pnn(̄; ̂)	d̄ (4.23f)
It is assumed the initial state of the filter h(t; ) is at rest.
PROOF. The proof is given in Appendix C.4 and is essentially by substitution. 
Note the similarity of equation (4.23b) to equation (3.5a) due to the change in
basis. However, the simplification in equation (4.23b) has occurred since, in the-domain, the signals are assumed to have non-overlapping components.
4.2.2.1 Ideal Filter Component
Following from Theorem 14, the first term in (4.23c) corresponds to the expression
for an ideal filter, hideal(t; ), which passes the frequency range d and thus corre-
sponds to the perfect separation of the non-overlapping signal components. More-
over, the first term in (4.23c), unlike the second, does not depend on full knowledge
of the signals autocorrelation functions, inasmuch as it does not depend on the ac-
tual values of the signals n(t) or d(t), but only on the ‘generalised’ frequency bands
over which the signal components do not overlap. As such, a condition for perfect
signal separation is immediately obtained:
Theorem 19 (Ideal Filter Component of Wiener Solution) In the additive case, as
in Definition 3, the solution to the Wiener-Hopf equations (3.5a) and (3.5c), h(t; ),
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which gives perfect separation, is an ideal filter, assuming that the signals have
disjoint spectral components.
PROOF. This is a direct corollary of Theorem 18. The mean squared error (4.23d)
is zero, if the region over which the spectral components do overlap, 0  f;g. This
implies that the desired and noise signals are independent processes. In such an
instance, the Wiener filter consists of the first term in (4.23c), and has the form of
an ideal filter given by equation (4.8). 
Note, by Theorem 19, that for signals to be perfectly separable, they are required
to be spectrally disjoint and, therefore, bandlimited in that domain.3
The idea of signals being separable if they are spectrally disjoint is not new;
for separating periodic signals, it is the basis of methods such as harmonic selec-
tion [287], nonlinear Cepstrum filtering [340–342], algebraic techniques and comb
filters [315, 316, 420]. As well as being analogous to the result in the stationary
case, Abdrabbo [1] notes that in the case of the evolutionary spectrum, ‘it is im-
possible to recover d(t) with perfect precision unless the signal and noise have
non-overlapping evolutionary spectra.’ Indeed, the result derived in Theorem 19
for the general nonstationary case is as intuitively appealing, from a filtering per-
spective, as it is in the stationary case. Note that since the ideal filter is independent
of the signal values, it separates the class of all nonstationary stochastic signals
that are disjoint in the filter’s domain, provided the desired signal components lie
in its passband. The only prior knowledge required for separation is the domain
in which the signals are disjoint, and the spectral regions over which the spectral
components lie. This means that the prior knowledge is kept to a minimum, and
knowledge of the full autocorrelation function is not required.
4.2.2.2 Signal Dependent Component and Resulting MSE
The second term in equation (4.23c) is signal dependent, given by the solution of
(4.23b). As expected, the filtered power spectrum of each process in the overlapping
spectral region sums to the power spectra of the desired signal. The MSE is the
energy of the filtered noise process contained in the overlapping spectra.
3It is of interest to note the result by Papoulis [285], which states that the values of a sampled
Fourier bandlimited process fx(t); t 2 Zg are linearly dependent: y(t) = 1P=-1 () x(t- ) = 0 for
a particular set of coefficients (). This result can be extended to a general transform domain.
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4.2.3 Signal Separability
Theorems 18 and 19 lead to conditions that are placed on a signal to obtain sepa-
rability to a given accuracy, and lead to the following criterion:
Theorem 20 (Perfect Single Channel Signal Separation) Perfect single channel sig-
nal separation is only possible if there exists some domain where the generalised
spectral representations of the desired and noise signals are disjoint. Thus, the
desired and noise signals must be uncorrelated.
4.3 ESTIMATION OF CORRELATION FUNCTIONS
So far, emphasis has been placed on the fact that the autocorrelation functions of
nonstationary random processes are rarely known in full and, as such, a theory has
been developed for signal separation which relies on only partial knowledge of the
correlation function. If the correlation functions Rdd (t; ), Rxx (t; ) and Rdx (t; )
are known in full, single channel signal separation using LTV filters reduces to the
task of finding the optimal solution of the Wiener filter equations (3.5a) and (3.5c),
with h(t; ) as the only unknown. In practice, obtaining ensemble averages is an
extremely burdensome task, and often impossible. However, using the decompo-
sitions of the autocorrelation function and power spectrum similar to those intro-
duced in section x3.2, some time-average estimators have been proposed which
yield unbiased and consistent estimates of such correlation functions from a single
record of the underlying random process, thus waiving the limitations imposed by
the ergodic hypothesis [286, 335]. These estimators are discussed in Snyder [332],
Marmarelis [242,243], Boyles and Gardner [50,110]; Wu and Lev-Ari [399] discuss
other forms of nonstationary moment estimators. The single-record time-averaged
correlation estimators of a random process proposed by Marmarelis [242,243] are
briefly discussed below to provide an approach for single channel signal separa-
tion using the Wiener-Hopf filter where the autocorrelation functions are estimated
from the data. In this time-average estimator, suppose the correlation functionRdx (t; ) = E [d(t)x()℄ can be written in the formRdx(t; ) 4= MXm=-Mam()bm(t) (4.24a)
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where B(t) = fbm(t); m 2 M g; M = f-M; : : : ;Mg, is a complete set of orthonor-
mal functions on the interval [0; T℄, known a priori such that1T ZT0 bm(t)bn(t)dt = 8<:1; m = n0; m 6= n (4.24b)
and fam(); m 2 M g is a set of -dependent coefficients. An estimator for Rdx (t; )
is given in terms of B(t) by:R̂dx(t; ) 4= MXm=-M âm()bm(t) (4.24c)
where âm() 4= 1T ZT0 d(t) x()bm(t)dt (4.24d)
Marmarelis [242, 243] shows that this estimator yields unbiased and consistent
estimators of the correlation function of the underlying process.
4.4 SELECTING TRANSFORM KERNELS
In section x4.2, it is demonstrated that if two signals lie in some domain, , and
are virtually disjoint, then perfect signal separation is achievable given appropriate
prior knowledge of the signal structure. However, no mention has yet been indi-
cated of how the transform domains are chosen, except in the case of stationary
signals. One valid solution to the signal separability problem is to choose all possi-
ble kernels, fk(; t); (; t) 2  Tg, and classify as separable all pairs of stochastic
processes admitted by this representation that are disjoint in this domain. Such an
approach is exhaustive and does not provide a satisfactory solution to the more
general question of whether two processes are separable given the form of their
autocorrelation functions. Although a general approach to answering this ques-
tion is difficult, and remains elusive, the following work is presented to give some
insight into answering the question. The first contribution is based on the theory
of compatible transforms, as discussed in section x3.3.5. The second, and more
powerful, contribution discussed in the next section relies on finding a common
domain in which the representation of two signals are disjoint. This is achieved by
concatenating the basis functions for each individual signal representation to find
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a common domain. To help simplify this task, it is noted that the kernel functions,k(; t) and K(t; ), used in the stochastic spectral representation of a stochastic
process, as given by equations (3.18), are, by design, the same kernels used in the
power spectral representation of the ACF as given in Definition 4. This fact is use-
ful since the kernel functions of the stochastic spectrum arise more naturally from
signal structures than from the structure of the ACF. Thus, if k(; t) and K(t; ) can
be deduced from the signal structure, they can be directly substituted as the kernel
functions in the generalised power spectrum.
4.4.1 Concatenating Power Spectra
The characteristics of the Wiener-Hopf filter in Theorem 18 were derived on the
assumption that the spectral representations of d(t) and n(t) are defined on a com-
mon domain. This, however, appears restrictive and seems to indicate, for exam-
ple, that a stationary process can be separated from a nonstationary process if, and
only if, they are disjoint in the Fourier domain (see Theorem 7 on page 50); the
discussion in Chapter 1 clearly demonstrates this is not the case. This apparent
restriction is lifted by concatenating the different spectral representations of each
signal, d(t) and n(t), provided each representation is bandlimited in their respec-
tive domains.4 So, for example, suppose d(t) is a stationary process expressed in
the Fourier domain, ! 2 
  R , with basis set fkf(!; t) = e-j!t; (!; t) 2 
 Tg,
and n(t) is a nonstationary process, where d(t) and n(t) overlap in the Fourier
domain, thus avoiding trivial cases. If n(t) is expressed in a domain,  2 , with
basis set fkn(; t); (; t) 2   Tg, where its representation N() is bandlimited,
these domains can be combined as follows: the kernel in this concatenated domain,̂ 2 ̂  C , denoted by fk(̂; t); (̂; t) 2 ̂ Tg, is constructed as:k(̂; t) = 8<:kn((̂); t) ; f̂ : jN((̂))j  0 ;  2   C gkf(!(̂); t) ; f̂ : jD(!(̂))j  0 ; ! 2 
  Rg (4.25)
where (̂) and !(̂) are isomorphic mappings of  : ̂!  and ! : ̂! 
, with̂  C . In other words, the kernel in the region of ̂ on which the stationary signal
is represented corresponds to the Fourier kernel, while the kernel in the region
of ̂ on which the nonstationary signal is represented corresponds to kn((̂); t).
Assuming these regions are disjoint, this domain exists if the transform is unique
4Note that if a signal has infinite bandwidth in one domain, it may (and is likely to) have finite
bandwidth in some other domain; it is assumed that this domain has been identified.
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Figure 4.2: Concatenating power spectra by changing the variables of the gener-
alised frequency axis and representing both signals on a common domain.
and, in such a case, the two signal classes are separable. If the signals overlap in
the ̂-domain, then a transform pair cannot be derived since there is no unique
transform. The idea behind this ‘concatenation’ is summarised in Figure 4.2.
To reiterate this methodology, suppose that the autocorrelation functions ofd(t) and n(t) admit the spectral representations:Rdd (t; ) = ZZD Pdd(; ̂) kd(; t) kd(̂; )dd̂ (4.26a)Rnn (t; ) = ZZN Pnn(; ̂) kn(; t) kn(̂; )dd̂ (4.26b)
for any d   and n  . Now, assume it is possible to apply a change of
variables  0d : d !  0d and  0n : n !  0n such that equations (4.26) become:Rdd (t; ) = ZZ 0D P 0dd(; ̂) k 0d(; t) k 0d (̂; )dd̂ (4.27a)Rnn (t; ) = ZZ 0N P 0nn(; ̂) k 0n(; t) k 0n (̂; )dd̂ (4.27b)
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where  0D \  0N = f;g. In such a case, the spectral representations can be concate-
nated by defining the concatenated kernel:k(; t) =Xi Ii () k 0i(; t) (4.28)8(; t) 2  T; i 2 , where  is the set of indices for the various spectral subsets,
taking on the elements ‘d’, ‘n’, and ‘v’ so  4= fd; n; vg; correspondingly,  4=fD;N;Vg contains the elements ‘D’, ‘N’ and ‘V’. The indicator function I () is
defined as, I () = 8<:1; if  2 0; otherwise
Note further that V is ‘unused’ space, such that Li2i  D N V = .
Assuming this transform domain exists, it follows that the autocorrelation func-
tions of d(t) and n(t) possess spectral representations on a domain with kernelk(; t) as defined in equation (4.28), rather than the kernels k 0d(; t) and k 0n(; t)
in equation (4.27). The forward transforms for Pdd(; ̂) and Pnn(; ̂) are given
by the form of equation (3.24a), with the forward transform kernel, K(t; ), corre-
sponding to k(; t), satisfying equations (3.10). Since each of the autocorrelation
functions have been represented on the same transform domain, assuming one ex-
ists, it follows that these processes can be separated by the ideal filter:h(t; ) = ZH k(; t)K(; )d (4.8)
Ergo, from section x3.2.2, such a domain exists when k(; t) and K(t; ) satisfy
equations (3.10).
4.4.2 Concatenating Discrete Spectra
Following the same line of argument as in the continuous case, suppose that
the autocorrelation functions of the two processes d(n) and n(n) can be writ-
ten as two-dimensional transform pairs with kernels kd(p; n) and kn(p; n), re-
spectively, and domains of summation given by PD and PN, respectively, whereLi2 Pi = P, PV is unused space, and PD \ PN = f;g etc. For such a domain
to exist, the concatenated kernel k(p; n) must have an inverse. In the discrete case,fk(p; n); (p; n) 2 P  N g can be written as a matrix, and thus the existence of
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the transform can be found by using linear algebra techniques. Assume, for clar-
ity, that fPi; i 2 g are contiguous regions,5 given by PD = f0; : : : ; PD - 1g,
PN = fPD; : : : ; PN - 1g, and PV = fPN;    ; P - 1g, where P denotes the number
of element in P; i.e. P = dim P. If the matrices kd, kn and kv, whose elements are
the values of their respectively named kernels, are appropriately defined then, using
the notation of section x3.2.2.2, it can easily be shown that:
k K = 264 kdkn
kv 375 h Kd  Kn  Kv i = IP (4.29)
If separation is possible, this transform must be unique, and the kernels must be
transform pairs: thus the square kernel matrix, k, must be invertible and, therefore,
have full rank. This implies any column of one of these partitioned matrices cannot
lie within the column space of the other matrices. It is always possible to extend the
basis set with kv to obtain a full rank matrix if kd and kn are linearly independent,
since kd and kn form a subspace of the complete space.
4.5 SEPARATING MODULATED SIGNALS
A method is presented in the previous section for combining the kernel functions
of the representations of different signal classes into a single transform. Using
this method, separability constraints can be determined for the class of filtered
modulated signals which exhibit the general form:d(t) = ZT hd(t; ) a()dn(t) = ZT hn(t; )b()d 9>>=>>; t 2 T (2.1a)
where, assuming some prior knowledge regarding the structure of the signals d(t)
and n(t), it is known that d(t) and n(t) overlap in the time and Fourier spectral do-
mains (to avoid trivial cases), a(t) and b(t) are bandlimited to ! but otherwise
unknown, and hd(t; ) and hn(t; ) are known deterministic signals. This problem
will be solved by concatenating the power spectra of each of the processes.
5If they are not, then a permutation matrix can be used such that they are contiguous.
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4.5.1 Continuous Modulation
Since a(t) and b(t) are bandlimited in the Fourier domain, they admit the repre-
sentation a(t) = 12 Z!-!A(!) ej!t d!b(t) = 12 Z!-! B(!) ej!t d! (4.30a)
and, therefore, after substitution into (2.1a), a little rearrangement, and use of the
mappings d : 
! 
+! for d(t) and n : 
! 
-! for n(t), it follows thatd(t) and n(t) admit the representations:d(t) = Z 2!0 D() k(; t)dn(t) = Z 0-2!N() k(; t)d (4.30b)
where  2   R , and the kernel is defined as:k(; t) = 8>>>><>>>>: 12
ZT hd(t; ) ej(-!) d for  2 [0; 2!)12 ZT hn(t; ) ej(+!) d for  2 [-2!; 0)kv(; t) for  =2 (-2!; 2!) (4.31a)
with the generalised spectral components given by D() = A(-!) and N() =B( + !). The form of kv(; t) is be chosen to complete a basis function set. It
follows that a convenient form of expressing the inverse kernel is:
K(t; ) = 8>>>><>>>>:
ZT gd(t; ) e-j(-!) d for  2 [0; 2!)ZT gn(t; ) e-j(+!) d for  2 [-2!; 0)Kv(t; ) for  =2 (-2!; 2!) (4.31b)
If d(t) and n(t) are separable, k(; t) and K(t; ) must satisfy equations (3.10):
substitution of equations (4.31) into (3.10) creates constraints on the filters hd(t; )
and hn(t; ). In the general continuous case, finding general constraints on the
filters h[℄i(t; ) is difficult, and more tractable results are obtained by considering
the discrete–time case.
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4.5.2 Discrete Modulation
The results from section x4.5.1 carry across, mutatis mutandis, to the discrete-time
discrete-spectrum case:a(n) = 1N qX-q A(q) ejnq2N and b(n) = 1N qX-q B(q) ejnq2N (4.32a)
where a(n);b(n);d(n);n(n) 2 RN , and a(n) and b(n) are bandlimited to q.
Hence, d(n) and n(n) admit the representationss:d(n) = Xp2P D(p) k(p; n) and n(n) = Xp2P N(p) k(p; n) (4.32b)
where D(p) = A(p- q), N(p) = B(p+ q), and
k(p; n) = 8>>>>><>>>>>>:
1N X̂n2N hd(n; n̂) ejn̂(p-q)2N for p 2 PD1N X̂n2N hn(n; n̂) ejn̂(p+q)2N for p 2 PNkv(p; n) for p 2 PV (4.33a)K(n; p) = 8>>><>>>>: Pn̂2N gd(n; n̂) e-jn̂(p-q)2N for p 2 PDPn̂2N gn(n; n̂) e-jn̂(p+q)2N for p 2 PNKv(n; p) for p 2 PV (4.33b)
with n 2 N , PD = f0; : : : ; 2q - 1g, PN = fP - 2q; : : : ; P - 1g and PV =f2q; : : : ; P- 2q - 1g. Defining WnpN = 1Nejnp2N , and the matricesh
k̂dipn =Wn(p-q)N ; p 2 PD; hk̂vipn = kv(p; n); p 2 PV;h
k̂nipn =Wn(p+q)N ; p 2 PN; hH[℄iinn̂ = h[℄i(n; n̂)
where (n; n̂) 2 N N , and Hd; Hn 2 RNN , then k, defined in section x3.2.2.2,
can be partitioned as:6
kT = hHd k̂Td  Hn k̂Tn  k̂Tvi (4.34)
6Note k̂d and k̂n are identical; their explicit form is shown to emphasis that for separability,
H[℄i k̂[℄i span different regions of the p-domain.
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where k̂v are the unused basis vectors. Since the Fourier kernel is an orthonormal
basis, then fk̂[℄i g has full rank and:
rank [k̂d℄ = rank [k̂n℄ = 2q and rank [k̂v℄ = P - 4q
As discussed in section x4.4.2, if separation is possible, the kernels must be trans-
form pairs and, therefore, k must have full rank. Ergo, the problem now is to find
constraints on the matrices Hd and Hn such that k satisfies this condition.
Theorem 21 (Discrete-Time Separability Criterion) The signals d(n) and n(n) are
separable if the known, and completely specified, matrix k of (4.34) is of full rank.
One physical way of interpreting the rôle of Hd and Hn in equation (4.34) is to
consider Hd and Hn as linear transformations of a(n) and b(n), mapping them
to different subspaces. Thus, d(n) and n(n) are not separable when these linear
transformations map a(n) and b(n) to overlapping subspaces. Clearly, if Hd = Hn,
separation is not possible because no addition signal structure has been specified –
both signals are mapped to the same subspace. Using any additional information
regarding the signal structure allows a transformation to be designed which mapsa(n) and b(n) to disjoint subspaces.
4.5.3 Minimum Sampling Frequency
It can be deduced from section x4.5.2 that in order to separate two modulated
signals, the kernel must span a subspace with rank of at least 4q. Therefore, there
must be at least 4q data samples and, hence, it follows that the separation of
stochastic signals requires them to be oversampled by a factor of at least 2.
4.6 UNIFORM MODULATION
Separation of the special class of nonstationary signals known as uniformly modu-
lated processes, or amplitude modulated time series, characterised by the formy(t) = (t)x(t); t 2 T (4.35)
where x(t) is a stochastic process and (t) is a known deterministic signal [296],
is of great importance and is studied in this section using the method employed in
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section x4.5. Such nonstationary processes have been shown to describe the be-
haviour of seismic reflectivity data [115, 296] where, for example, earthquake and
explosion data have been modelled by equation (4.35), with x(t) as a zero mean
AR(1) process, and the deterministic function given by (t) = t -t, with ; 
and  as known constants. The model in equation (4.35) is also appropriate for
modelling deterministic signals that have been corrupted by multiplicative noise,
for example, in radar applications where a target is illuminated and the signal ex-
periences amplitude distortion caused either by target fluctuation, or scattering of
the medium (e.g. fading) [36, 37]. This manifests itself as a random time-varying
amplitude, (t), which can be viewed as an unwanted phenomenon; the terminol-
ogy multiplicative noise is often used in the literature. Ghogho and Garel [115]
investigate the estimation of the deterministic process, (t), for a time series whenx(t) is a stationary autoregressive process. Other examples of uniformly modulated
processes may be found in quadrature and spread spectrum modulation schemes,
with the former considered in section x4.6.1.
Consider the special case of (2.1a) whenhd(t; )  hd(t) Æ(t- )hn(t; )  hn(t) Æ(t- )  t 2 T (4.36a)
such that d(t) and n(t) are modelled as uniformly modulated processes:d(t) = hd(t) a(t)n(t) = hn(t)b(t)  t 2 T (4.36b)
where a(t) and b(t) are stochastic processes bandlimited to !. The first two
expressions of the transform kernel in (4.31a) reduce to the form:k(; t) = 8<: 12 hd(t) ej(-!)t for  2 [0; 2!)12 hn(t) ej(+!)t for  2 [-2!; 0) (4.37)
The form of the function kv(; t) in (4.31a) can be deduced by writing hd(t) andhn(t) as Fourier transform:hd(t) 4= 12 Z!̂2
Hd(!̂) ej!̂t d!̂ and hn(t) 4= 12 Z!̂2
Hn(!̂) ej!̂t d!̂ (4.38)
104 Separation Techniques
such that equation (4.37) becomes:k(; t) = 8>>><>>>: 1(2)2
Z!̂2
Hd(!̂) ej(-!+!̂)t d!̂ for  2 [0; 2!)1(2)2 Z!̂2
Hn(!̂) ej(+!+!̂)t d!̂ for  2 [-2!; 0) (4.39)
which is a linear combination of the basis set fej!t; 8! 2 
̂  
g. To complete
the basis set, kv(; t), which is itself a linear combination of the set fej!t; 8! 2 
g,
must not be a linear combination of k(; t) for  2 (-2!; 2!). It can thence
be deduced that if kv(; t) = ejg() t, for some function g(), the basis set can be
completed provided that k(; t) is not degenerate in the range  2 (-2!; 2!). In
many cases, fkv(; t) = e2jt; 8 =2 (-2!; 2!)g suitably extends the basis. In such
a case, the expression for the kernel k(; t) reduces to:k(; t) = 8>>><>>>: 12 hd(t) ej(-!)t for  2 [0; 2!)12 hn(t) ej(+!)t for  2 [-2!; 0)12 e2jt for  =2 (-2!; 2!) (4.40)
Moreover, assuming that the set of exponential basis functions for the unused trans-
form space completes the set of basis functions then, since the rank of the kernel
matrix can readily be determined, the inverse kernel matrix in (4.34) can be read-
ily constructed and its inverse calculated, facilitating the separation of separable
discrete–time signals. This approach is outlined in section x4.6.2 for amplitude
modulated chirp signals. To motivate the assumption that the exponential set can
be used to complete the basis set, the kernel arising in quadrature modulation is
discussed in the following example.
4.6.1 Separation of Quadrature Modulated Signals
In Example 6 on page 84 it was shown that the two quadrature modulated signalsd(t) = sin!t a(t)n(t) = cos!t b(t)  t 2 T (4.9)
where a(t) and b(t) are bandlimited stochastic signals with Fourier spectral compo-
nents in the range (-!; !), can be separated using the quadrature demodulator
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in Figure 4.1 on page 84, which is an ideal filter with LTV impulse response:h(t; ) = 2sin! (t- )! (t- ) sin!t sin! (4.11)
The derivation of this filter may also be obtained from the concatenated transform
method. The modulating filters in equation (2.1a) become:7hd(t; ) = sin!t Æ(t- )hn(t; ) = cos!t Æ(t- )  (t; ) 2 T (4.41)
Furthermore, it can be shown that the transform kernel k(; t) is given byk(; t) = 8>><>>: 12 sin!t ej(-!)t for  2 [0; 2!)12 cos!t ej(+!)t for  2 [-2!; 0)12 e2jt for  =2 (-2!; 2!) (4.42)
and K(t; ) / k(; t), which can be verified by substitution into (3.10). To recoverd(t), the pass-band will be [0; 2!), and the ideal filter is given by:h(t; ) = Z 2!0 k(; t)K(; )d (4.8)
which also gives the perfect filter in equation (4.11).
4.6.2 Separation of Chirp Modulated Signals
Chirp signals embedded in multiplicative noise is a topic of considerable interest
in many practical situations, such as radar and speech. Consider, again, the radar
application where a target is illuminated; due to the relative motion between the
target and the receiver, the phase of the transmitted sinusoidal signal will be shifted,
and this phase shift can be adequately modelled as(t) = a0 + a1t+ a2t2 (4.43)
provided that the motion is continuous and differentiable [37]. The transmitted
sinusoid is reflected as a chirp signal, and this will be distorted by multiplicative
noise as discussed in section x4.6.
7Compare the expressions for the modulating filters in (4.41) with the response in (4.10).
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Now consider the speech process: during the generation of phonemes such as
vowels, shifts in the ‘centre’ frequency of a formant occurs, as well as changes
in their bandwidth (see section x2.2.3). A simplified model of this nonstationary
process, when considering just a single formant, could be a narrow-band limited
nonstationary stochastic process modulated by a chirp signal, where the frequencies
swept out by the chirp are in the region of bandwidth of the modulated signals. The
modelling of speech using frequency-varying sinusoids, with a chirp as a special
case, has been considered by Marques and Almeida [244] and this model is also
apparent in [58]. It is therefore of interest of consider the separation of chirp signals
distorted by multiplicative noise, and this is studied in the following sections.
4.6.2.1 Problem Formulation
Suppose that the desired and noise signals can be expressed in the formd(t) = hd(t) a(t)n(t) = hn(t)b(t)  t 2 T (4.36b)
where T = f0; : : : ; T - 1g, and the deterministic functions, hd(t) and hn(t), are
given by: hd(t) = cos 2pi tfs 1+ 1d pf - pipi tfshn(t) = cos 2qi tfs 1+ 1n qf - qiqi tfs 9>>=>>; t 2 T (4.44)
where a(t) and b(t) are bandlimited to q, the sampling frequency fs  4q, the
start and stop sweep frequencies are given by (pi; qi) and (pf; qf) respectively, and
the frequency sweep times are (d; n). The arbitrary phase term in each of the
cosine functions, hd(t) and hn(t), are set to zero for clarity.
4.6.2.2 Separability Constraints
If fhd(t) = hn(t); 8t 2 T g, separation is not possible since no additional signal
structure distinguishing d(t) and n(t) is specified. However, by a continuity argu-
ment, it is reasonable to assume that a small perturbation in one of the functions is
not likely to make separation possible either. Furthermore, if q  (pi; qi; pf; qf),
such that a(t) and b(t) are only slightly modulated, it is also reasonable to assume
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that there are not enough distinguishing features to achieve separation. These intu-
itive continuity arguments suggest that the signals d(t) and n(t) can be separated
from their mixture provided:
1. The spectra of the modulating signals, hd(t) and hn(t), differ sufficiently, but
are not, in general, disjoint.
2. The boundary frequencies, (pi; qi) and (pf; qf), are in the region of q: i.e.
to ensure a(t) and b(t) are modulated such that d(t) and n(t) have different
significant characteristics, albeit, not necessarily in the Fourier domain.
4.6.2.3 Results
Figure 4.3(a) shows the Fourier spectra of the modulating signals hd(t) and hn(t)
of (4.44) with pi = qf = 4250 Hz, pf = qi = 5750 Hz, fs = 22:1 kHz, andd = n = 70 ms: these sweeps are identical, except one is in the opposite direction
to the other. Consider taking N = 1000 samples or 45 ms worth of data, withq = 5083 Hz (230 frequency bins), such that there will be 80 unused generalised
frequency bins. The kernel matrix
kT = hHd k̂Td  Hn k̂Tn  k̂Tvi (4.34)
with Hd = diag [hd(t)℄, Hn = diag [hn(t)℄ and [kv℄pt = WtpN ; p 2 PV; t 2 T , has
full rank and, therefore, the signals are separable. The inverse matrix K = k-1 is
easily calculated and, since the acceptance region is PD = f0; : : : ; 2q - 1g, equa-
tion (4.18a) can be used to calculate the impulse response of the ideal filter. In this
case, the resulting filter response, h(t; t̂), is shown in Figure 4.4(d). It is interesting
to note that the response of the filter is, in fact, complex, although when the input
to the filter is real, the imaginary part of the filter can be ignored: Figure 4.4(d)
actually only shows the real part of the filter’s response. Notice that the filter is
operating on a finite temporal domain, therefore introducing some artifacts in the
impulse response, particularly around the ‘edges’ of the plot: the response is clearly
time-varying.
4.6.2.4 Analysis
Since the Fourier spectra of the modulating signals in Figure 4.3(a) overlap, so do
the Fourier spectra of d(t) and n(t). To emphasis this, consider the unknown ban-
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dlimited signals a(t) and b(t) shown in Figure 4.3(b), with their Fourier spectra
shown in Figure 4.3(c). The resulting desired and noise signals, d(t) and n(t), are
shown in Figure 4.3(d), with their Fourier spectra shown in Figure 4.4(a). These
spectra are clearly overlapping, and the Fourier spectrum of x(t) is shown in Fig-
ure 4.4(b). Therefore, conventionally, d(t) and n(t) would be considered insepara-
ble; however, taking a generalised spectral transform using equation (3.16) with the
kernel matrices derived in equation (4.34), gives the generalised spectrum of x(t)
shown in Figure 4.4(b). This generalised spectrum can then be bandpass filtered
to recover the generalised spectrum of either d(t) or n(t), and the inverse trans-
form can be taken to obtain the time–domain representations of the signals. Since
the kernel matrix has full rank, perfect separation has been achieved. Note, from
section x4.5.2, that the generalised spectra of the signals d(t) and n(t) have values
corresponding to those in the shifted Fourier frequency spectra. In other words,D(p) = A(p - q) and N(p) = B(p + q): ergo the resemblance between the
generalised spectra of Figure 4.4(c) and that of Figure 4.4(b), although the Fourier
and generalised spectral domains are, of course, entirely different. Moreover, note
that the generalised frequency bins 980 to 1000 are empty since there are no signal
components in this region of the generalised frequency domain.
4.6.2.5 Required Prior Knowledge
The prior knowledge required to separate the signals is:
1. The signals d(t) and n(t) must be known to be of the form (4.36b) with hd(t)
and hn(t) given by (4.44).
2. The signals a(t) and b(t) must be known to be bandlimited to q.
3. The sampling frequency fs  4q, start and stop sweep frequencies denoted
by (pi; qi) and (pf; qf), respectively, and the frequency sweep times (d; n)
in equation (4.44) must all be known.
These parameters must somehow be estimated from the observed signal and, al-
though this is a non-trivial problem, for the purpose of signal separation it is rea-
sonable to assume that these few parameters are known a priori. The problem of
estimating these chirp parameters for chirp signals in white noise has been consid-
ered by, for example, Djurić et al. [93,214], and similar techniques could be devel-
oped to estimate the parameters if they are unknown; as previously mentioned, this
task is left for future work as it is dependent on the particular problem at hand.
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4.7 CHAPTER SUMMARY
By representing a signal on another domain, separability criteria become apparent
from this new viewpoint. For example, it is well know that stationary stochastic
signals are separable if, and only if, they have non-overlapping Fourier spectra.
However, from a time-domain perspective, it is difficult to derive separability con-
ditions. The concept of an ideal filter has been introduced to separate the sum of
two signal classes, leading to separability conditions for abstract classes of signals.
By definition, the ideal filter passes, without distortion, all signals belonging to
an acceptance class, and rejects all other signals which belong to a rejection class.
Such a filter can be implemented by reformulating this definition in terms of spec-
tral components. Hence, as commonly defined, an ideal filter is one which passes,
without distortion, all spectral components within a generalised frequency range,
but does not pass spectral components outside this range. Since this definition is
in terms of spectral components, it leads to an expression for the structure of an
ideal filter in terms of the basis functions defining the spectral domain on which
the filter is ideal. It has also been demonstrated that a sufficient condition for ob-
taining perfect separation using the nonstationary Wiener filter is that it must be
an ideal filter. Implicitly, therefore, the Wiener filter equations and its solution have
linked the method of representing a stochastic process on an arbitrary domain as
a power spectrum, to that of representing a signal as a stochastic spectral process.
Furthermore, this link has highlighted the stochastic nature of using an ideal filter
to separate stochastic signals.
This chapter has also introduced a signal separation technique by concatenating
the domains on which two signal classes can be represented on with a finite number
of basis functions. These signal domains should, in practice, be inferred by some
limited prior knowledge regarding the structure of the signal. The technique has
been specifically applied to uniformly modulated signals, and an example has been
discussed of separating chirp signals embedded in multiplicative noise. This has
applications in many practical situations, such as radar and speech. Filtered and
uniformly modulated signals that overlap in the Fourier domain are often assumed
to be inseparable; if the modulating (bandlimited) functions a(t) and b(t) are un-
known, but the modulated functions h[i℄(t) are known, then provided (4.34) is
satisfied, the resulting processes can, in fact, be separated.
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(a) Fourier spectra of hd(t), hn(t); pi = qf =4250 Hz, pf = qi = 5750 Hz, fs = 22:1 kHz,d = n = 70 ms.












Unknown Random Signal, a(m)
















Unknown Noise Signal, b(m)
(b) Unknown stochastic signals a(t), b(t), sampled at22:1 kHz and bandlimited to 5:083 kHz.

















Amplitude Spectrum of Unknown Random Signal, a(m)



















Amplitude Spectrum of Unknown Random Signal, b(m)
(c) The Fourier transforms of the time series in Fig-
ure 4.3(b), emphasising their bandlimited nature.






























(d) The desired and noise signals resulting from multi-
plying the signals in Fig. 4.3(b) by the chirp signals of
Fig. 4.3(a).
Figure 4.3: The form of the signals used in the ‘chirp’ example of signal separation.
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Amplitude Spectrum of Desired Signal, d(m)



















Amplitude Spectrum of Noise Signal, n(m)
(a) The Fourier transform of d(t) and n(t) in Fig-
ure 4.3(d); the spectra of d(t) and n(t) are clearly over-
lapping, and so conventionally, these would be consid-
ered inseparable.



















Amplitude Spectrum of Observed Signal, x(m)

















Generalised Amplitude Spectrum of Observed Signal, x(m)
(b) Top: The Fourier transform of the observed signalx(t) = d(t) + n(t); 8t 2 T for the resulting signals
in Figure 4.3(d); Bottom: The Generalised transform ofx(t).















Generalised Amplitude Spectrum of Desired Signal, d(m)

















Generalised Amplitude Spectrum of Noise Signal, n(m)
(c) The Generalised Spectra of d(t) and n(t), ob-
tained by bandpass filtering the Generalised Spectrum
of x(t) in Figure 4.4(b) with pass-bands f0; 2q - 1g

















Impulse Response to recover d(m)
(d) The response of the ideal filter which recoversd(t) for the chirp modulated case discussed in sec-
tion x4.6.2.1.
Figure 4.4: The Fourier and Generalised Spectra of signals used in the ‘chirp’ signal





ONSTATIONARITY is useful in applications where the mixture of two
or more signals is observed and, at each time instance, there is only a
single observation of the mixture in the time domain. Separation of the
signals has important applications where background noises must be removed in,
for example, mobile telephones, forensic science, restoration of black box record-
ings, speech recoginition, and biomedical data analysis. In particular, improving the
intelligibility of speech in hearing aids and conference environments is complicated
by the presence of unwanted disturbances, or distortions of speech, such as back-
ground noise, ranging from environmental noise to other conversations, and other
signal degradations which interfere with the desired sound. These disturbances
must be suppressed or reduced to adequately low levels.
Signal separation with one observation sensor can only be achieved by exploit-
ing prior knowledge of the signal structure, since the separation problem is inher-
ently under-constrained. Moreover, it is desirable that this knowledge be specified
such that it is common to a ‘class’ of stochastic process. For example, it is well
112
113
known that stationary stochastic signals are ‘perfectly’ separable if their power
spectra do not overlap in the Fourier domain. Separation can be achieved using
a bandpass filter when the pass-band frequencies are known a priori. It is not,
however, necessary to know the actual values of the spectral components of the
two signals. Similarly, nonstationary stochastic signals that are non-overlapping
in the time domain can be separated using a temporal switch, which is a special
case of a LTV filter, provided the times for which they have non-zero components
are known. Generalising, it follows that if an arbitrary signal domain exists such
that the representation of two classes of signals are disjoint, then signal separa-
tion can be achieved using a generalised LTV bandpass filter, first proposed by
Zadeh [413–415,418].
The separability of signal mixtures has been defined in section x3.1.1 as the
identification of the accuracy to which signals can be separated when, at each time
instance, only one observation of the mixture in the time domain is available. Us-
ing the assumption that signal separation is possible using linear time-varying fil-
ters, or the generalised Wiener-Hopf filter, an intuitive solution to the Wiener filter
equations is obtained in section x4.2, and relies on the factorisation of the auto-
correlation functions into generalised power spectra. Chapter 3 defines the gener-
alised power spectrum, and is based on the ‘stochastic spectral representation’ of
a stochastic process. The generalisation of the power spectrum for nonstationary
processes leads to a generalised signal domain, and two signals can be ‘perfectly’
separated if such a domain can be found such that a desired signal and a noise signal
have components that lie in disjoint regions. The solution to the Wiener-Hopf filter
equations leads naturally to a criterion for the separation of nonstationary signals
with perfect precision, and is a natural extension to the condition for separating sta-
tionary signals. This filter is composed of a term independent of the signal values,
corresponding to regions in the spectral domain where the desired signal compo-
nents are not distorted by interfering noise components, and a term dependent on
the signal correlations, corresponding to the region where components overlap.
Chapter 4 has also introduced a signal separation technique by concatenating
the domains on which two signal classes can be represented using a finite number
of basis functions. These signal domains should, in practice, be inferred by some
limited prior knowledge regarding the structure of the signal. The technique has
been specifically applied to uniformly modulated signals, and an example has been
discussed of separating chirp signals embedded in multiplicative noise. This has
applications in many practical situations, such as radar and speech.










N general, acoustic signals radiated within a room are linearly distorted by re-
flections off walls and other objects [8, 59, 111, 143, 168, 191, 201, 262, 354].
These distortions, which arise as a result of this reverberation effect, often
spoil speech intelligibility in devices such as ‘hands-free’ conference telephones,
automatic speech recognition, and hearing aids. For example, as discussed in
Chapter 1, reverberation and spectral coloration cause users of hearing aids to
complain of being unable to distinguish one voice from another in a crowded
room [99,100,289,317]. It is therefore of significant importance to investigate the
application of signal processing techniques for the enhancement of the quality of
speech distorted in an acoustic environment. The techniques employed to achieve
this speech enhancement consist of two stages: first, estimation of the properties of
the acoustic environment from the observed reverberant speech and, second, given
both the reverberant speech and the acoustic properties of the room, estimation of
the original speech. The first stage of this process is discussed in depth in Chap-
ters 7 to 9 in Part III of this dissertation. In order to achieve blind dereverberation in
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an acoustic environment, it must be demonstrated that dereverberation is possible
when the properties of the acoustic environment are known a priori. The purpose
of this introductory chapter is to investigate existing dereverberation techniques to
prove the validity of the proposed approach to blind speech dereverberation.
6.1 ROOM ACOUSTICS
This section introduces some basic theoretical properties of acoustics which are
important for understanding why particular models are used throughout this work.
The characteristic properties of a particular acoustic environment depend on the
frequency components of the sound of interest; the various techniques which are
used for the analysis of these properties are discussed in section x6.1.1. The room
transfer function (RTF) is introduced, and reverberation time (RT) discussed as a
measurement of the severity of reverberation within a room.
6.1.1 Analysing Room Acoustics
There are many different techniques for analysing the acoustics of a room and,
in general, each of these techniques applies to a different frequency range of the
audible spectrum; no single analytic or numerical tool can currently model the
entire audible frequency range between 16 Hz and 15 kHz [112, 201]. The audible
spectrum can be divided into four regions, over each of which a different analytical
tool is appropriate.
6.1.1.1 Very Low Frequencies
If the frequency of a sound source is below fw = 2L , where  is the speed of sound,
and L is the largest dimension of the acoustic environment, there is no resonant
support for the sound in the room. This frequency band can be analysed using
non-harmonic solutions to the wave equation (see equation (6.2) in section x6.1.2).
6.1.1.2 Comparable Room Dimensions and Wavelength: Wave Acoustics
The next region corresponds to frequencies for which the wavelength of the sound
in consideration is comparable to the dimensions of the room. This region spans
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from the lowest resonant mode to the Schroeder cut-off frequency [191,201]:fg  5000VǢ (Hz) (6.1a)
where V is the volume of the room in m3, and Ǣ is the mean value of the damping
constants associated with each resonant in the room (see equation (6.3) in sec-
tion x6.1.2). The mean damping constant is related to the reverberation time, dis-
cussed in section x6.1.3.3, by the relation T60 = 6:91=Ǣ (see equation (6.6)), such
that the cut-off frequency can be expressed in the well known form:fg  2000rT60V (Hz) (6.1b)
This is the lower frequency limit at which a statistical treatment of superimposed
vibrational modes in a room is permissible. In this region, wave acoustics are ap-
plicable for describing the acoustical properties of a room. Wave acoustics assume
a harmonic sound source and are based on solutions of the wave equation of equa-
tion (6.2). For instance, in an small living room with dimensions 3 5 7m and a
reverberation time of 0:5 sec, statistical theory would be relevant above 138 Hz.
6.1.1.3 Very High Sound Frequencies: Geometrical Room Acoustics
At very high sound frequencies geometrical room acoustics apply. As in geometrical
optics, geometrical room acoustics employs the limiting case of vanishingly small
wavelengths. This assumption is valid if the dimensions of the room and its walls
are large compared with the wavelength of the sound; a condition which is met for a
wide-range of audio frequencies in standard rooms. Hence, in this frequency range,
specular reflections and the sound ray1 approach to acoustics prevail. Geometrical
acoustics usually neglect wave related effects such as diffraction and interference.
6.1.1.4 High Sound Frequencies
The final region, or transition region, consists of the frequency components be-
tween fg and, approximately, 4fg, where fg is given by equation (6.1). In this re-
gion, the wavelengths are often too short for accurate modelling using wave acous-
1A sound ray is meant as a small portion of a spherical wave with vanishing aperture, which
originates from a certain point. It has a well-defined direction of propagation and is subject to the
same laws of propagation as light rays, apart from the different propagation attenuation [191,201].
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tics, and too long for geometric acoustics. Thus, in general, a statistical treatment
is employed. The boundary frequencies of this band for typical acoustic environ-
ments can be calculated using equation (6.1); for example, a small recording studio
of dimensions 3 5 7 m and T60 = 0:5 sec gives a transition region of 138 Hz to552 Hz, whilst a car compartment of volume V = 2:5m3 and T60 = 0:05 sec gives a
region of 282 Hz to 1131 Hz [112].
6.1.2 Room Transfer Function
In principle, any complex sound field can be considered as a superposition of nu-
merous simple sound waves, e.g. plane waves [191, 201], and their propagation
within a room can be considered linear if the medium in which the waves travel
is assumed to be homogeneous, at rest, and independent of wave amplitude. Un-
der these assumptions, when the acoustical power of the sound source is doubled,
the sound pressure produced by the sound source at some distant point doubles
in value; this property has its mathematical analogue in the linearity of the wave
equation [191,201]: 2pt2 = 2r2p= 22px2 + 2py2 + 2pz2 (6.2)
In practice, the effects of temperature variations cause the velocity of sound to be
a function of time and spatial position. Furthermore, the air is not completely at
rest due to temperature differences and air conditioning and, therefore, solutions
of the wave equation (6.2) will contain nonlinearities. However, the effects of these
inhomogeneities are so small that they can be ignored.
It can be shown, using the solutions of the wave equation (6.2) for sound fields
in a closed space, that the transfer function between a sound source and receiver,
with spatial coordinates denoted by position vectors rs and ro respectively, can be
expressed in terms of the resonant frequencies, !i, and their eigenfunctions, Pi(r),2
2The eigenfunctions are mutually orthogonal, and satisfy: ZZZV Pn(r)Pm(r)d = Æ!n + j Æn for n = m0 for n 6= m
where the integration is performed over the volume V enclosed by the walls. At angular frequency! = !n, the associated term in (6.3) assumes a particularly high absolute value and, as such, the
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as [201]: H(rs;ro)(!) = G 1Xi=1 Pi(rs)Pi(ro) j!!2 -!2i + Æ2i - 2jÆi!i (6.3)
where ! is the angular frequency, Æi is the damping constant (corresponding to the
Q-factor), and G is a gain constant. The parameters !i and Æi are independent of
the source and receiver positions, and their values are determined by the room size,
wall reflection coefficient, and room shape. The frequency response of the room
described by equation (6.3) leads to an acoustic impulse response (AIR) or, alter-
natively, room impulse response, h(rs;ro)(t). The variation of the acoustic impulse
response, or room transfer function, with source and observer positions (rs; ro) is
discussed in [80, 257], and its variation with temperature in [276]. The form of
equation (6.3) leads to the justification for the use of some well know modelling
techniques used in signal processing, as discussed later in this chapter.
6.1.3 Reverberation
Reverberation is a phenomenon which plays a major rôle in every aspect of room
acoustics, and which yields the least controversial criterion for the judgement of
the acoustical qualities of a room, or an equalised recording made in a reverberant
environment [201]. Throughout this work, reverberation will be considered as
the sum total of all sound reflections arriving at a certain point in a room after
the room has been excited by an impulsive sound signal. Reverberation can also
be considered as the common decaying of free vibrational modes within a room
when considered from a statistical viewpoint [191, 201, 230, 249, 250]. Although
the latter approach may seem more applicable for a treatise on statistical signal
processing, it is, in fact, more appropriate to consider the former method which has
its mathematical analogue in the finite impulse response (FIR) and infinite impulse
response (IIR) representations.
6.1.3.1 Early and Late Reflections
The room transfer function of (6.3) yields a corresponding room impulse response.
The reverberant component of this impulse response can be divided into two com-
ponents; early reflections and late reflections. Early reflections are not perceived
corresponding frequencies, !n, are called eigenfrequencies of the room, and is sometimes referred
to as resonant frequencies due to the sort of resonances occurring in the vicinity of the !n’s.
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as a separate sound to the direct sound so long as the delay does not exceed a
certain limit – a perceptual characteristic often referred to as the precedence ef-
fect [72, 226]; although the direct sound is followed by multiple reflections, which
would be audible in isolation, the first-arriving wavefront dominates many aspects
of perception independent of the energy of these early reflections. As such, these
early reflections are actually perceived to reinforce the direct sound and are there-
fore considered useful with regards to speech intelligibility.3 Reflections which ar-
rive with larger delays w. r. t. the arrival of the direct sound are perceived either as
separate echoes, or as reverberation; as such late reflections impair speech intelligi-
bility [387]. It should also be noted that, from a signal processing perspective, early
reflections appear as separate delayed and attenuated impulses in the room impulse
response, whilst late reflections appear as a continuum.
6.1.3.2 Performance Criteria
There are a number of time-domain criteria for indicating the intelligibility of fil-
tered speech for a given impulse response. Bradley [51] has evaluated a range of
acoustical measures as predictors of speech intelligibility scores, and two are con-
sidered here. The first criterion assumes that the known sampled impulse responsefh(t); t 2 T  Z+g consists of a component, d(t), corresponding to the direct path
of sound travel,4 and a reverberant signal component, g(t), such that:h(t) = d(t) + g(t) ; 8t 2 T (6.4)
If the first t0 - 1 samples of h(t) are assumed to correspond to the direct signal,d(t), an energy ratio between the direct and reverberant components can be defined
as [257,262]:5 EdEr = 10 log8>>><>>>: t0-1Pt=0 d2(t)1Pt0 g2(t)
9>>>=>>>; (dB) (6.5a)
3Early reflections can be beneficial in that it subjectively reinforces the direct sound component.
This reinforcement is what makes it easier to hold conversation in closed rooms compared with
outdoors – especially, for example, in deep snow where there are no early reflections at all [201].
4It is implicitly assumed that the direct path component arrives at the source at t = 0.
5An equivalent criterion can also be established for continuous room impulse response by re-
placing the sum by an integral.
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Therefore, the larger the ratio Ed=Er, the less reverberation there is in the acoustic
environment and, therefore, the higher the intelligibility of speech recorded in such
an environment. If the impulse response is truncated, the infinite summation in the
denominator of this expression is simply replaced by a finite summation [257].
The second criterion employed for the tests is designed to incorporate the early
portion of the room impulse response which is actually beneficial to intelligibility
[52, 201]. This criterion, often referred to as the ‘early’ to ‘late’ energy ratio [111,
201,257], is defined as:6EeEl = 10 log8>>><>>>:t50-1Pt=0 d2(t)1Pt50 g2(t)
9>>>=>>>; (dB) (6.5b)
where t50 is the sample corresponding to 50 milliseconds of continuous time data.
This ratio is also known as the clarity index. The time-span of the early energy is
sometimes set to 80 msec [111]. Finally, it is noted that Tokuyama [361] presents
results which suggests the cross-correlation between undistorted and reverberant
speech is effective as an objective method for estimating speech interference when
compared with subjective measurements.
6.1.3.3 Reverberation Time
Reverberation time is the time interval, T60, in which the reverberating sound en-
ergy, due to decaying reflections, reaches one millionth of its initial value, i.e. the
time interval it takes for the reverberation level to drop by 60 dB [191, 201]. A
number of reverberation formula exist;7 for example, the relationship between the
reverberation time, T60, and the average damping constant, Ǣ, of the resonant modes
in the room is given by:8 T60 = 6:91Ǣ (6.6)
6The criteria in equations (6.5) are, in fact, simply signal-to-noise ratios, where the signal is the
‘direct’ component, and the noise is the ‘reverberant’ component.
7It is important to realise that reverberation time is actually a function of the excitation frequen-
cies. For example, the reverberation time formula of (6.6) is derived using wave acoustics which, as
noted in section x6.1.1.2, is only valid for frequencies above the first resonant mode.
8It is assumed that the damping constants of these resonant modes are approximately uniformly
distributed, and Ǣ is a weighted average of these constants.
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This expression is used in section x6.1.1.2 to derive a useful expression for the
Schroeder cut-off frequency in equation (6.1). Typical reverberation times, usu-
ally measured at an excitation of 500 Hz, vary from around 0:3 seconds for living
rooms, up to 10 seconds for large churches and reverberation chambers. Acous-
tic environments in which dereverberation is of interest for improving speech in-
telligibility include large rooms, where reverberation times lie between 0:7 and 2
seconds. Plomp and Duquesnoy [290] investigate the required reduction in rever-
beration time of various acoustic environments in order for speech in noise to be of
acceptable intelligibility for the hearing-impaired.
6.1.3.4 Reverberation Distance
If a diffuse sound source continuously supplies acoustic energy into a room, there
will be stationary sound energy throughout the room. Since reverberation can be
considered as a statistical process with reflections off a large number of surfaces
across the entire room, the energy density throughout the room due to reverbera-
tion will be constant. This is since, with a diffuse sound source, there is no sta-
tistical reason why the reverberant energy in one part of a closed room should be
higher than that in another part, save exceptional cases, due to the large number of
reflections; the room is said to be filled with a diffuse sound field [191]. However,
since a spherical sound wave is attenuated with distance as a result of the spherical
spread of sound pressure, the energy density due to direct sound between the source
and a point in the room falls off with distance from the source, as shown in Fig-
ure 6.1 [201]. The distance at which the steady state reverberant energy equals the
direct sound energy is called the reverberation distance or radius and, for a point
sound source, is given by [201]:9 rd = 0:1r VT60 (6.7)
where V and T60 are, respectively, the volume (in m3) and the reverberation time
(in seconds) of the room. If an observer is within the reverberation distance of a
source, the direct energy is greater than the reverberant energy while, if the observer
is outside the reverberation distance, the reverberant energy will be dominant. The
intelligibility of speech, for example, then depends greatly on whether the observer
9For other sound sources, the reverberation distance should be multiplied by the directivity factor
of the source, i.e. the intensity generated in the direction under consideration divided by the average
intensity.












Figure 6.1: Spatial dependence of direct and reverberant energy densities, wd andwr, respectively.
is near the source, or far from the source, and explains why reverberation has
negligible effect on intelligibility when using normal telephones or equipment where
the microphone can be placed near to the sound source. In a typical small office of
volume 40 m3, for example, with T60 = 0:5 sec, the reverberation distance is 0:5 m.
6.1.4 Nonminimum-Phase Property
Room transfer functions are often nonminimum-phase because there is more en-
ergy in the reverberant component of the room impulse response than in the com-
ponent corresponding to sound travelling along a direct path.10 This property can
be demonstrated by the simple example of sound waves travelling in a cylindrical
tube of infinite length. Suppose the sound source emits a spherical sound wave,
and consider only waves which arrive at the observation point. Figure 6.2 shows
the path of the waves which arrive at the observation point after only a few re-
10It can be shown [281] that for a system with impulse response h(t),Xt=0 jh(t)j2  Xt=0 jhmin(t)j2 ; 8  0
where hmin(t) is the minimum-phase system corresponding to h(t). From Parseval’s Theorem, equal-
ity results as !1 since h(t) and hmin(t) have identical magnitude frequency response. This result
implies that the impulse response of the minimum-phase system, hmin(t), is more compressed to-
wards the origin than h(t) or, alternatively, that hmin(t) is delayed the least [281, 353]. Thus, since
the reverberant component of an AIR generally contains more energy than the direct component, the









Figure 6.2: In an infinitely long cylindrical tube, the reverberant energy is greater
than the energy contained in the sound travelling along a direct path, thus demon-
strating the nonminimum-phase properties of room acoustics.
flections. If the tube-walls have a complex reflection coefficient, R(), where  is
the angle between the wall normal and the direction of wave propagation, then the
wall absorbs the fraction11  = 1 - jR()j2 of the incident energy during the waves
reflection. It may be shown that the ratio of the energy of all the reflected waves at
the observation point to the energy of the direct wave is given by: = 2r2 1Xk=1 jR(k)j2kdk where R(k) =  cos k - 1 cos k + 1; cos k = 2krdk ; is the specific acoustic impedance of the wall, i is the angle of incidence of
the plain waves, r and L are the radius and length of the tube respectively, anddk = qL2 + (2kr)2 is the distance the wave travels from source to observation
point. The attenuation factor, dk, in the summation arises due to the decay in
amplitude with distance of spherical sound waves as a result of the spherical spread
of the sound pressure generated by the source. There is clearly a range of values of for which the reverberant energy is greater than the direct energy and, therefore,
when the RTF is nonminimum-phase.
6.1.5 Room Impulse Response Measurement
Kuttruff [201] discusses, in detail, practical measurement techniques for room
acoustics. The acoustic impulse response (AIR) is the main acoustical property of in-
terest in dereverberation, and its measurement can be considered as a system identi-
fication problem. Acoustic impulse responses can be acquired using white Gaussian
11This fraction is called the absorption coefficient of the wall [201].
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noise (WGN) sequences [201,353], binary pseudo-random sequences [106,201], or
frequency sweeps [34]. Impulsive excitations are usually avoided since they are
always approximated by short finite pulses and, furthermore, in order to attain a
given signal-to-noise ratio (SNR), the energy of the excitation must exceed a limit
which could cause the device creating the excitation, such as a loudspeaker, dam-
age or to cease operating in its linear region. Frequency sweeps are used when the
impulse response must be measured in a short time, whereas long WGN sequences
are required in order to attain a reasonable SNR. Finally, it is essential that the dis-
tance between the sound source and the measuring microphone is greater than the
reverberation distance, otherwise the reverberant sound field in question is partially
masked by the direct sound field of the source.
The AIRs, h(t), used throughout this work are measured from the response to a
WGN sequence using the unbiased cross-correlation method for system identifica-
tion: i.e. h(t) = Rye (t) ; t 2 L = f-L; : : : ; Lg, where fe(t); t 2 T g; T = f0; : : : ; Tg,
is a random WGN excitation sequence, fy(t); t 2 T g is the observed response, andfh(t); t 2 L g is the AIR.12 The cross-correlation is calculated using the unbiased
form of the sample correlation function [353]:R̂ye(t) = 8>>>><>>>>: 1T- t T-1-tX=0 y(+ t) e(); if 0  t < T,1T- jtj T-1-jtjX=0 y() e(+ jtj); if -T< t  0 (6.8a)
Since y( + t) = 0 if  > T - 1 - t in the first expression, and e( + jtj) = 0 if > T- 1- jtj in the second, the limits in (6.8a) may be set to T - 1. Hence:R̂ye(t) = 8><>: 1T- t F-1 fY(k)E(k)g if 0  t < T,1T- jtj F-1 fY(k)E(k)g if -T< t  0 (6.8b)
where y() 
 Y(k) and e() 
 E(k) are discrete Fourier transforms (DFT), and
F-1fZ(k)g denotes the inverse DFT of Z(k) [382]. A second form of the sample
correlation function is identical to equations (6.8) except the scaling term is simply1=T; this is known as the biased form of the sample correlation function, and is use-
ful when the amount of data available for the correlation estimate is small [353].
12Note that L T, since the excitation sequence is assumed to be much longer than the length of
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(c) Source and observer in an office, distances typical of interview or teleconferencing scenarios.
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(d) Source and observer above a large hard surface, and distant from other boundaries.
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(a) Source and observer in a stairwell with a direct line-of-sight path.
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(b) Source and observer in a stairwell with no direct path.
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6.1.6 Typical acoustic impulse responses
Figure 6.3 shows the impulse and frequency responses of some typical acoustic
impulse responses, measured using the approach discussed in section x6.1.5. These
responses are representative of a number of different acoustic environments, and
include the source and observer:
Figure 6.3(a): in a stairwell, with a direct line-of-sight path from source to observer.
Figure 6.3(b): in a stairwell, with no direct path from source to observer.
Figure 6.3(c): in a typical office, distances typical of teleconferencing scenarios.
Figure 6.3(d): above a large hard surface, and distant from other boundaries.
6.2 MODELLING OF ROOM TRANSFER FUNCTIONS
The ultimate aim in this dissertation is to dereverberate distorted speech recorded in
an echoic acoustic environment and, to achieve this, the acoustical properties of the
room must be modelled. This section discusses the suitability of some well-known
modelling techniques in signal processing for the representation of room acoustics,
the robustness of the models to variations in the source and observer position, and
the effect of parameter variation on the accuracy of the model. These models are
reintroduced from a signal processing perspective in section x7.4. Although this
dissertation is primarily concerned with modelling the impulse response of a real
room, it is instructive to consider techniques which simulate the impulse response
of a room, and the most well known of these simulation techniques is discussed in
the next section.
6.2.1 Image Method for Simulating Room Acoustics
By far the most well known technique for simulating the impulse response of a
room is the image method [8, 201, 354], which essentially sums all the initial, or
first-order, reflections of the sound field within a room with the resulting higher or-
der reflections using the assumption of geometrical room acoustics. A point sound












Figure 6.4: Construction of a mirror source.
source of single frequency!, at position rs = (x; y; z) in free space, emits a pressure
wave P(rs;ro)(!; t) at position r0 = (x 0; y 0; z 0) of the form [191,201]:P(rs;ro)(!; t) = P0exp [j!(r=- t)℄r (6.9)
where  is the speed of sound, t 2 T  R is time, and r = jrs - r0j. The reflection
of sound rays from the source at rs can be illustrated by placing an image source
symmetrically on the far side of the wall,13 provided that the reflecting surface is
plane (see Figure 6.4). Consider the sound transmission from the source rs to the
observation point ro in free space with one reflecting wall near by. The sound
travels along the direct path and by reflection from the wall. The path of the
reflected ray is identical to sound travelling along a direct path from the image
source when the wall is disregarded, provided the power spectrum of the image
source is modified to account for the frequency dependent absorption of the wall.
For example, if the wall is rigid,14 the total pressure wave at the observation point
can be written as P̂(rs;ro)(!; t) = P(rs;ro)(!; t) + P(rm;ro)(!; t) (6.10)
13In accordance with Snell’s law, when an acoustic wave propagating in an isotropic medium
strikes a wall, the resulting reflection angle is equal to the incident angle, if the ‘roughness’ dimen-
sions of the wall are small compared to the acoustic wavelength [168].
14A rigid wall has perfect reflection, so its reflection factor jR()j = 1.
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where P(;)(!; t) is given by equation (6.9). In the more general case of six rigid
walls, the situation becomes more complex because each image is itself an image.
The pressure at the observation point can then be written as [8] (see [195,354] for
further results):15P̂(rs;r0)(!; t) = P0 1Xp=0 1Xq=-1 exp [j! jrp + rqj =- t℄jrp + rqj (6.11)
where rp is expressed in terms of the integer 3-vector p = (u; v;w) asrp = (x+ (2u- 1)x 0; y+ (2v- 1)y 0; z+ (2w- 1)z 0) (6.12)
which is equivalent to the eight vectors given by the eight permutations over  of(x  x 0; y  y 0; z  z 0). Further, rq = 2(lLx;mLy; nLz), where q = (l;m; n) is an
integer 3-vector, and (Lx; Ly; Lz) are the room dimensions. The AIR is, therefore,h(rs;r0)(t) = P0 1Xp=0 1Xq=-1 Æ (t- jrp + rqj =)jrp + rqj (6.13a)
This expression can also be derived directly from the wave equation as shown in [8].
Furthermore, using the same approximate model for non-rigid walls, assuming an
angle independent specific acoustic impedance,16 denoted by k, it may be shown
that the modified room impulse response is given by:h 0(rs;r0)(t) = P0 1Xp=0 1Xq=-1 jl-ujx1 jljx2 jm-vjy1 jmjy2 jn-wjz1 jnjz2 Æ (t- jrp + rqj =)jrp + rqj (6.13b)
Note that both equations (6.13a) and (6.13b) may be expressed in the general formh 0(rs;r0)(t) = P0 1Xp=-1hq Æ (t- q) (6.13c)
again providing justification for modelling room acoustics using LTI representa-
tions. This method can be combined with the ray tracing method to simulate room
transfer functions in the medium frequency range where neither geometric acous-
tics, nor wave acoustics, are suitable [112, 168]. Champagne et al. [59] use the
image method to simulate a moving speaker in a rectangular room.
15Note that this representation assumes a corner of the room coincides with the origin, (0,0,0).
16For a complete discussion of the assumptions used in this model, see [8].
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6.2.2 Pole-Zero Modelling
Since the RTF (6.3) can be expressed by a rational expression, it can be modelled by
the conventional pole-zero model17 with poles fpPZ(rs;r0)(i); i 2 Pg, P = f1; : : : ; Pg
and zeros fqPZ(rs;r0)(i); i 2 Qg, Q = f1; : : : ; Qg, or AR coefficients faPZ(rs;r0)(i); i 2 Pg
and moving average (MA) coefficients fbPZ(rs;r0)(i); i 2 Q̂g, Q̂ = f1; : : : ; Q+ Rg:HPZ(rs;r0)(z) = CPZ(rs;r0) zR Qi=1 h1- qPZ(rs;r0)(i) z-1iPQi=1 h1- pPZ(rs;r0)(i) z-1i  Q+RPi=1 bPZ(rs;r0)(i) z-i1+ Pi=1aPZ(rs;r0)(i) z-i (6.14a)
where HPZ(rs;r0)(z) represents the pole-zero modelled RTF, P is the number of poles,Q + R is the total number of zeros including those at the origin, and CPZ(rs;r0) is a
gain constant. Since most room transfer functions are stable and causal, the de-
nominator of this transfer function must correspond to a stable causal sequence
and, therefore, the poles must lie within the unit circle:
pPZ(rs;r0)(i) < 1; i 2 P.18
However, as discussed in section x6.1.4, AIRs are often nonminimum-phase, and
so the zeros qPZ(rs;r0)(i); i 2 Q may lie outside the unit circle. Alternatively, equa-
tion (6.14a) may be expressed as:HPZ(rs;r0)(z) = CPZ(rs;r0) zR Qmi=1 h1- rPZ(rs;r0)(i) z-1i Qni=1 h1- sPZ(rs;r0)(i) ziPQi=1 h1- pPZ(rs;r0)(i) z-1i (6.14b)
where
rPZ(rs;r0)(i) < 1; i 2 Qm, and the zeros sPZ(rs;r0)(i) < 1; i 2 Qn, correspond
to the nonminimum-phase component of the transfer function. Although the dis-
tribution of nonminimum-phase zeros in the complex frequency plane,19 given the
location of the RTF poles, is discussed in the literature [231, 232, 356–358], these
results do not aid the prediction of the general distribution of zeros in the Z -
17See section x7.4 for further details on pole-zero modelling.
18A nonminimum exponentially stable AR process is noncausal and possesses the transfer functionH(z) = 1P1Qi=1 [1- p1(i) z-1℄ P2Qi=1 [1 - p2(i) z℄
Although this gives rise to a more general form of equation (6.14a), the resulting system would be
noncausal and, as such, be too general to model a causal room response.
19Points on the complex frequency plane are obtained from the frequency response of a system
(i.e. equation (6.3)) by substituting a complex frequency, !r + j!i, for the real frequency, !.
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domain for use in the inversion of the AIR. Bistritz [40, 41] discusses the problem
of determining the location of zeros w. r. t. the unit circle, which may be use-
ful for determining the number of nonminimum-phase zeros. Mourjopoulos and
Paraskevas [262] discuss, in detail, pole-zero modelling of RTFs, and the model has
often been used in the literature, for example [262, 268]. From a physical point of
view, poles represent resonances (see equation (6.3)), and zeros represent time de-
lays and anti-resonances. The characteristics of all-zero and all-pole models when
used to represent room acoustics are described in the sections x6.2.4 and x6.2.5.
6.2.3 Pole-Zero Model Decompositions
There are two useful decompositions of equation (6.14b) which are useful for in-
verting room transfer functions. The first is to write (6.14b) as [256,259]:HPZ(rs;r0)(z) = HPZ min(rs;r0)(z) HPZ max(rs;r0) (z) (6.15a)
where the minimum and maximum-phase components are given by:HPZ min(rs;r0)(z) 4= CPZ(rs;r0) zR Qmi=1 h1- rPZ(rs;r0)(i) z-1iPQi=1 h1- pPZ(rs;r0)(i) z-1i (6.15b)
and HPZ max(rs;r0) (z) 4= QnYi=1 1- sPZ(rs;r0)(i) z (6.15c)
The second is to observe that equation (6.14b) can also be decomposed into its
equivalent minimum-phase function and a nonminimum-phase all-pass function
[281, Chapter 7], [140,256,257,259,262,274,353]:HPZ(rs;r0)(z) = HPZ mp(rs;r0)(z) HPZ ap(rs;r0)(z) (6.16a)
where the equivalent minimum-phase component of the RTF is given by:HPZ mp(rs;r0)(z) = CPZ(rs;r0) zR Qmi=1 h1- rPZ(rs;r0)(i) z-1i Qni=1 h1- sPZ(rs;r0)(i) z-1iPQi=1 h1- pPZ(rs;r0)(i) z-1i (6.16b)
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and HPZ ap(rs;r0)(z) is the all-pass component by:HPZ ap(rs;r0)(z) = Qni=1 h1- sPZ(rs;r0)(i) ziQni=1 h1- sPZ(rs;r0)(i) z-1i (6.16c)
where
HPZ ap(rs;r0)(z) = 1, for z = ej!; 8!.
6.2.4 All-zero RTF Model
The RTF of equation (6.3) can be modelled by the conventional all-zero model,
or finite impulse response (FIR) filter, which can be represented with either ze-
ros fqZ(rs;r0)(i); i 2 Qg; Q = f1; : : : ; Qg, or MA coefficients fbZ(rs;r0)(i); i 2 Q̂g,
Q̂ = f1; : : : ; Q + Rg, and can effectively be considered as the numerator of equa-
tion (6.14a):HZ(rs;r0)(z) = CZ(rs;r0) zR QYi=1 1- qZ(rs;r0)(i) z-1 = Q+RXi=1 bZ(rs;r0)(i) z-i (6.17a)
As discussed in the previous section, this can also be expressed in the form:HZ(rs;r0)(z) = CZ(rs;r0) zR QmYi=1 1- rZ(rs;r0)(i) z-1 QnYi=1 1- sZ(rs;r0)(i) z (6.17b)
where
rZ(rs;r0)(i) < 1; i 2 Qm and sZ(rs;r0)(i) < 1; i 2 Qn. The first product
term in (6.17b) corresponds to the minimum-phase component, and the second
product term corresponds to the maximum-phase component of the all-zero RTF.
This expansion is used in section x6.3.3 when inversion of the RTF is considered.
There are several main limitations of FIR filters imposed by the nature of room
acoustics [257–259,262]:
1. Room impulse responses are, in general, very long and an all-zero filter typi-
cally requires up to 10,000 coefficients, approximately determined byns = T60  fs (samples) (6.18)
where fs is the sampling frequency in Hertz, and T60 is the reverberation
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time for the enclosure, dictating a 60-dB dynamic range, as discussed in
section x6.1.3.3. As an example, if T60 = 0:5 seconds and fs = 44:1 kHz,ns = 22050 samples [259]. In, for instance, acoustic echo cancellation,
long reverberation times accentuate inverse filtering problems due to the large
number of taps required [158].
2. The resulting FIR filter may be effective and appropriate only for a very lim-
ited spatial combination of source and receiver positions within a particular
enclosure [144]. As discussed in section x6.3.3, the large variations in RTF
for small changes in source–observer positions can actually cause invertibility
problems and, in some cases, the distortion of the ‘equalised’ transfer function
will be greater than the original distortion due to the RTF [80,257–259,305].
This sensitivity can be explained by the nature of room acoustics; transfer
function zeros result from local cancellations of multipath sound compo-
nents which are easily disturbed by slight changes in source–observer posi-
tions [262]. This suggests that if the room impulse response is incorrectly
estimated there may be problems with equalisation.
Kale et al. [173, 233] use a state-space technique known as balanced model trun-
cation (BMT) [30] to convert a high-order FIR filter into a reduced-order IIR filter
to model both the transfer characteristics of the AIR of a motor car [173], and
the head-related transfer function (HRTF) [233] (see page 139 and footnote 21).
BMT delivers a faithful reproduction of the phase characteristics of the original
FIR response which may have been lost if conventional least-squares ARMA or AR
modelling methods were used. Additionally, Tohyama and Lyon [356] discuss the
effect of truncating an impulse response and demonstrate, for example, that trunca-
tion can change the minimum-phase behaviour of a RTF into a nonminimum-phase
characteristic.
6.2.5 All-pole RTF Model
An alternative to equation (6.17a) for the representation of the of (6.3) is the
causal all-pole model, or infinite impulse response (IIR) filter, which can be rep-
resented either by the poles fpP(rs;r0)(i); i 2 Pg; P = f1; : : : ; Pg, or AR coefficientsfaP(rs;r0)(i); i 2 Pg, and can effectively be considered as the denominator of equa-
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tion (6.14a):HP(rs;r0)(z) = CP(rs;r0)PQi=1 h1- pP(rs;r0)(i) z-1i  CP(rs;r0)1+ Pi=1aP(rs;r0)(i) z-i (6.19)
The all-pole or autoregressive model for approximating rational transfer functions
is widely used in many fields, especially in speech analysis [237], and this appli-
cation is discussed in more detail in section x7.6. Typical all-pole model orders
required for approximating room transfer functions are in the range 50  P  500
[262], compared to speech analysis applications when the model is usually much
lower, typically 4  p  30 [237]; a theoretical all-pole model order is discussed
in section x6.2.7. Mourjopoulos and Paraskevas [262] state that all-pole model
orders are typically a factor of 40 lower than all-zero model orders, while several
studies by Gudvangen and Flockton [132, 133] state that the gain achieved using
pole-zero over all-zero modelling of reverberant acoustic environments is not as
high as generally thought throughout the literature, with reduction in coefficients
typically in the order of 1:2 to 1:5. These latter studies use modelling error functions
to measure the fit of the pole-zero models to the complete AIR, rather than fitting
the most important reverberant characteristics. Therefore, a significant reduction in
model order should be expected for many applications where it is more important
to model the main reverberant component, as discussed in section x6.1.3, rather
than just minimising the modelling error.
A significant advantage of the all-pole model over the all-zero model is its
lower sensitivity to changes in source and observer positions, a property which
is taken advantage of, and discussed further, in section x6.2.6. Mourjopoulos and
Paraskevas [262] conclude that in many signal processing applications dealing with
room acoustics, it may be both sufficient and more efficient to manipulate all-pole
model coefficients rather than high-order all-zero models. The all-pole model is
also the basis of the technique discussed in [263] which allows the classification of
all possible RTFs corresponding to different source–observation positions, thereby
providing a ‘codebook’ for possible transmission paths in dereverberation applica-
tions. A shortcoming of the causal all-pole filter is that, since it is causal and stable,
it is minimum-phase and, therefore, cannot model the nonminimum-phase compo-
nent of room acoustics (section x6.1.4). Nevertheless, a subband all-pole model is
introduced in Chapter 9 which avoids this problem since only a number of sub-
bands considered individually have nonminimum-phase characteristics [384, 386].
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Figure 6.5: Standing waves occur at resonances as shown for this 1-D room, and
can be observed at any point in the room except node points (such as point C). Since
this standing wave occurs independently of the source location and can be observed
at all observation points, the acoustical poles which reflect the information of the
resonant frequencies are independent of source–observer locations.
Subband methods also reduce model complexity and the errors generated when
full-bandwidth modelling is attempted [375].
6.2.6 Common Acoustical Pole and Zero Modelling
The room transfer function derivation using wave acoustics, as discussed in sec-
tions x6.1.1.2 and x6.1.2, leads to the form given in equation (6.3) which can be
rewritten in the Laplace transform domain (s-plane) as:H(rs;ro)(s) = 1Yi=1 B(rs;ro)(s)(s - si)(s+ si) (6.20)
for some polynomial B(rs;ro)(s) in s, where s = j! and si = j!i - Æi; if Æi  !i,
the resonances of the RTF occur at ! = !i. Acoustical poles are approximately in-
dependent of the source and observer position, which equations (6.14a) and (6.19)
assumed was not the case, since they correspond to the resonant frequencies of a
room; standing waves occur at these resonances, and can be observed at any point
in the room, except at node points, as depicted in the 1-D case shown in Figure 6.5.
Therefore, since this standing wave occurs independently of the source location,
and can be observed at all observation points, the acoustical poles reflecting the
information of the resonant frequencies must be independent of source–observer
locations. The amplitude of the standing wave varies depending on the receiver
positions, as shown in Figure 6.5, and this variation is reflected in the zeros of the
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RTF [144]. As such, equation (6.14b) can be written in the simpler form:20HCAPZ(rs;r0)(z) = CCAPZ(rs;r0) zR Qmi=1 h1- rCAPZ(rs;r0)(i) z-1i Qni=1 h1- sCAPZ(rs;r0)(i) ziPQi=1 [1- pCAPZ(i) z-1℄ (6.21)
where fpCAPZ(i); i 2 Pg are the common-acoustical poles independent of (rs; r0).
Nevertheless, it should be noted that the acoustical argument used for the justi-
fication of the common-acoustical pole and zero (CAPZ) model is simplistic, and
other investigations on the fluctuations of AIRs within reverberant environments
suggest that this assumption may not be strictly true [305]. The expression in
equation (6.21) is known as the CAPZ model of RTFs, and was first introduced by
Haneda et al. [143, 144] and recently extended [142]. The CAPZ model is partic-
ularly useful in applications where multiple room transfer functions from different
source–observer positions are modelled, which could have applications in multi-
channel source separation (for example, [119]). Recently the CAPZ model has
been applied to the head-related transfer function (HRTF) [146] which describes
the sound transmission characteristics from a source to a point in the ear canal in
a free field.21 The CAPZ model reiterates the observation that the all-pole model
is more robust to changes in source–observer positions, and thus suggests using
all-pole RTF models in singlel-channel dereverberation.
6.2.7 Theoretical Pole Order
The harmonic solutions of the wave-equation (6.2) for a rectangular room can be
found using the separation of variables technique for solving partial differential
equations. The number of modes in the harmonic solution can be counted, and it
may be shown that the order of modes N(fu) for a room of dimensions Lx, Ly, Lz,
with volume V = LxLyLz, up to an upper frequency limit fu is given by [201]:N(fu) = 43 Vfu 3 + 4Sfu 2 + L8 fu  (6.22a)
where S = 2 (LxLy + LxLz + LyLz) is the room’s surface area and L =4 (Lx + Ly + Lz) is the sum of all the edge lengths occurring in the rectangular room.
20An equivalent form of equation (6.14a) can also be constructed.
21A free field means that there are no sound reflections from objects other than the human-head.
The head-related transfer function only models the head, and not the acoustics of the room.
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If fu  500 Hz, and V S, then the last two terms in (6.22a) can be ignored. Fur-
thermore, in the limiting case of fu !1, the first term corresponds to the number
of modes for arbitrary shaped rooms, not just rectangular ones [201]. The order
of the all-pole model up to a given sampling frequency, fs, is therefore given byP  2N (fs=2), or [144]: P  3Vfs 3 (6.22b)
If the all-pole model order is the same as the theoretical order in equation (6.22b),
the all-pole model corresponds well with the actual room response. If the model
order is lower than the theoretical order, the estimated poles correspond to the
major resonance frequencies which have high Q factors [144]. This is typically the
case since, for example, a typical small office with volume 40 m3 has  1:75 105
acoustic modes with natural frequencies below 3:5 kHz giving a very high all-pole
model order. Moreover, it is clear for most typical rooms that the model order
given by equation (6.22b) is much greater than the typically length of an FIR filter,
as given in equation (6.18). Hence, equation (6.22b) is a very high upper bound.
6.3 DEREVERBERATION OF SPEECH SIGNALS
Reverberation reduction processes may generally be divided into single or multiple
microphone methods, and into those primarily affecting coloration or those affect-
ing reverberant tails. Early room echoes mainly contribute to coloration, or spectral
distortion, while late echoes, or long term reverberation, contribute noise-like per-
ceptions or tails on speech signals [9]. The following section reviews some existing
approaches, in addition to those discussed in section x6.3.3, to the enhancement of
reverberant speech.
6.3.1 Existing Approaches to Reverberant Speech Enhancement
Multiple-microphone techniques for speech enhancement applications, by remov-
ing long-term echo, date back to the work of Allen et al. in 1977 [9], in which
sound recordings are made using two microphones, with the processing performed
in the frequency domain. The process uses a subband method and, within each
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band, the delay existing between the ‘coherent part’ of the two microphone signals
(i.e. the actual signal and early echoes but not the late reflections) is removed by
shifting the phase of one signal to align it with the other. These phase corrected
signals are then summed and the entire process is referred to as cophase and add
in bands. The gain of each band is then adjusted according to the normalised
cross-correlation function of the observed signals. This has the effect of attenu-
ating bands with low levels of ‘coherence’ containing mainly reverberation, while
passing relatively unaltered, or slightly enhanced, frequency bands with a strong
level of ‘coherence’ implying the presence of a strong direct component and early
echoes. The final stage is to resynthesis the signal by combining the signals in each
subband. Since that early study, further investigations into this technique have been
undertaken and subsequent modifications suggested [42].
Dereverberation techniques based on microphone arrays is still a highly active
area of research [219, 245]. However, single microphone reverberant speech en-
hancement requires some prior knowledge of the impulse response of the acous-
tic environment, although various schemes attempt to reduce the amount needed.
Langhans and Strube [206] investigate multiband envelope filtering techniques for
speech enhancement, and Mourjopoulos and Hammond [261] use a (nonlinear)
multiband envelope convolution method which reduces the prior information re-
quired regarding the room transmission characteristics, and lessens the sensitivity
of the processing method to inaccuracy in the model and measurements of the room
impulse response. According to the multiband envelope convolution method, the
envelope of the reverberant speech in each frequency band can be approximated
by the convolution of the clean anechoic speech signal with the envelope of the
acoustic impulse response. As such, the problem of enhancement reduces to the
deconvolution of the room response envelope, and the reconstruction of the speech
signal. This method reduces the effect of spectral coloration on the observed re-
verberant speech, but not the long-term effect of reverberation which is mostly
contained in the nonminimum excess phase component of the signal, as discussed
in section x6.3.2. A recent related approach by Hirobayashi et al. [155] uses power
envelope inverse filtering; specifically, the original waveform and acoustic impulse
response are modelled as: s(t) = senv(t)ns(t) (6.23a)h(t) = henv(t)nh(t) (6.23b)
where henv(t) = a e-6:9tT60 (6.23c)
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where ns(t) and nh(t) are zero mean, unit variance, white Gaussian noise pro-
cesses. The power envelope, x2env(t), of the reverberant speech, x(t), is then given
by
E
y2(t) = x2env(t) = s2env(t) ? h2env(t) (6.23d)
Ergo, if the power envelope of the AIR is known, the power envelope of the speech
can be restored.
Wang and Itakura [384, 386] discuss a multi-microphone approach which at-
tempts to alleviate the effect of the excess phase component using a subband en-
velope technique, assuming that a reference, or training, signal is available for the
estimation of the dereverberation filters. Section x6.1.4 discussed the fact that the
RTF is usually nonminimum-phase if considered in the full frequency band [274];
however, if the RTF is divided into a number of subbands, only a small proportion
of the subbands, considered individually, will have nonminimum-phase character-
istics, where the number of bands depends on the bandwidth of each subband and
the reverberation time. In general, the RTF between the source and each micro-
phone for a multi-microphone system will be different so, if the number of sub-
bands and microphones is large enough, there will be a high probability that the
nonminimum-phase subbands for each RTF will not coincide, and thus a high prob-
ability that there will be a least one minimum-phase response for each frequency
range. A strategy for selecting the best microphones, so as to select a set of sub-
bands with minimum-phase characteristics, can then be proposed and hence, an
estimate of the original speech is possible. The same authors have also investi-
gated a similar approach in single channel dereverberation [385]. Subband multi-
microphone techniques are also used since it reduces numerical problems with long
impulse responses [385,403].
Bees et al. [26] discuss a single channel blind approach to reverberant speech en-
hancement using cepstral processing. Cepstral filtering was briefly discussed in sec-
tion x2.2.4 in the context of signal separation and, as mentioned, signals which are
convolved in the time domain have complex cepstra which are additively combined.
Furthermore, signals that vary slowly in the cepstral domain can be separated from
quickly varying signals by filtering in the cepstral domain. Speech is usually consid-
ered as slowly varying in the cepstral domain with its cepstral components concen-
trated around the cepstral origin, whereas the acoustic impulse response is charac-
terised by pulses with rapid ‘ripples’ concentrated far away from the cepstral origin,
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therefore allowing dereverberation to be achieved by removing the cepstral compo-
nents corresponding to the impulse response. Segmentation of the speech signal is
required for this approach to be successful and relies on a number of heuristics. Sin-
gle and multi-channel cepstrum-based dereverberation approaches have continued
to be an active area of research, for example, see [344,360].
Cole et al. [80] investigate position-independent reverberant speech enhance-
ment using a spectral subtraction method which exploits the ‘relatively low effect
of position on the spectral magnitude characteristics of the reverberant signal.’ A
recent attempt at enhancement of reverberant speech is made in Yegnanarayana
and Murthy [404] in which the linear prediction (LP) residual signal is identified
and manipulated in different regions of the reverberant speech signal, namely, re-
gions in which there is a high signal-to-reverberant component ratio (SRR), low
SRR, and reverberant components only. A weighting function is derived to modify
the LP residual signal which, in turn, is used to excite a time-varying all-pole filter
to obtain perceptually enhanced speech. A rather more direct approach to rever-
beration cancellation for a particular acoustic environment is the construction of a
‘codebook’ of all possible distinct room transfer functions, from which the appro-
priate RTF for a particular situation can be estimated, as suggested in [259, 263].
This technique is not ideal for situations where it is not possible to classify all the
possible RTFs of a particular acoustic environment.
Further approaches to reverberation enhancement of speech present themselves
from a fundamental signal processing approach to signal enhancement:22
Direct estimation of the clean speech from the observed reverberant speech by
considering the clean speech as ‘missing data’. The acoustical properties of
the room are considered as unknown, or nuisance parameters, and eliminated
from the estimation problem through a marginalisation process.
Equalisation of the reverberant speech by estimating the room impulse response,
and deconvolving the reverberant speech with the inverse room response to
obtain equalised speech which should approximate the clean speech.
The equalisation of the reverberant speech is an attractive approach since estima-
tion of a large parameter space often leads to instability in the estimation process,
as discussed in the next chapter.
22A further discussion of these approaches is given in section x7.1.
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6.3.2 Excess Phase in Room Transfer Functions
Section x6.1.4 discussed the notion that room transfer functions are usually
nonminimum-phase. Since causal inverses of nonminimum-phase systems do not
exist, a problem investigated in section x6.3.3, it is important to consider how im-
portant the contribution of the nonminimum, or excess, phase in equation (6.16)
is to the intelligibility of speech. Johansen and Rubak [169, 170] have considered
this question in detail through a number of listening tests:
1. An anechoic speech signal is compared with the same signal filtered by the
all-pass component of a real acoustic impulse response.
2. An anechoic speech signal filtered by the minimum-phase component of a real
acoustic impulse response is compared with the same anechoic speech signal
filtered by the complete impulse response.
The minimum-phase and all-pass components of equation (6.16) are extracted from
a nonminimum-phase impulse response using the cepstrum method discussed in
section x6.3.3. Results from the first experiment indicate that the all-pass compo-
nent affects the anechoic signal sufficiently for detection by the human ear. The
second experiment indicates that if the excess phase component is removed from
the reverberant speech, there is still an audible difference, but less than in the first
experiment. This suggests that the minimum-phase component, which contains the
magnitude information, is able to partly mask the effect of excess phase. However,
in general, the ability of excess phase to degrade speech quality is significant.23 The
work in [169,170] also reinforces the observation that the longer the reverberation
time, the more excess phase is present, and the lower the observed speech qual-
ity. Moreover, the longer the impulse response and the larger the distance between
the source and observation points, the larger the degradation in speech quality.
These results are confirmed by considering reverberation distance as discussed in
section x6.1.3.4, and the results presented in [257] in which the variation of an
acoustic impulse response is investigated for changing source and receiver posi-
tion and orientations. As the distance between the source and observer positions
23The importance of phase in signals has been discussed in depth by Oppenheim and Lim [280],
and some of their comments are relevant here, particularly where they argue phase reflects the loca-
tion of ‘events’ more than magnitude. Acoustic distortion is mainly due to the arrival, or temporal
locations, of ‘early’ and ‘late’ reflections. Thus, by the phase argument above, much of this tem-
poral information will be reflected in the phase response rather than the magnitude response and,
therefore, it is important to consider excess phase. Note this is in stark contrast to the enhancement
of speech in additive white noise, in which it is not as crucial to account for phase distortion [383].
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increase, the measure of direct energy to reverberant energy, as discussed in sec-
tion x6.1.3.2, decreases rapidly, with a rate of decrease higher in rooms with small
volume or long reverberation times, than in rooms with a large volume or short
reverberation time. As a result, it is crucial that reverberant speech enhancement
processes do not neglect the excess phase of the room transfer function. There is
further discussion of the importance of phase distortion due to nonminimum-phase
systems in a recent paper by Radlović and Kennedy [304].
6.3.3 Invertibility of Room Impulse Response
Reverberant speech enhancement can be achieved by inverse filtering of room
acoustics. However, the inversion of a single room transfer function is known to
be a difficult task due to the presence of nonminimum-phase zeros which cannot be
compensated by causal stable filters [274]. Nevertheless, there are successful solu-
tions for the case of inverse filtering, or equalisation, of room acoustics when there
are multiple microphones and either a single source [253, 267, 299], or multiple
sources [390]; Haneda et al. [145] perform ‘multiple-point’ equalisation of RTFs
using the common-acoustical pole and zero model discussed in section x6.2.6 (also
see [105]).24 Neural networks can also be employed when attempting to equalise
nonlinear effects in microphones and loudspeakers [62]. Neely and Allen [274]
gave the first comprehensive attempt to design an equaliser for a single linear AIR
of a particular room, proposing a minimum-phase equaliser, and this approach is
discussed in section x6.3.3.3. The purpose of this section is to discuss two common
techniques for inversion of finite length acoustic impulse responses, namely homo-
morphic [74,140,228,256,279], and least-squares [74,145,253,260]; a comparison
of the methods is given in [260].
An important issue in the equalisation of room acoustics is the effect of mea-
surement error of acoustic impulse responses, or variations in acoustics due to
changing environmental conditions such as windows or doors opening. It has been
shown [80, 257, 305] that if the room is equalised by an inverse filter correspond-
ing to a different acoustic response to that which originally degraded the speech,
the ‘equalised’ speech can actually be significantly degraded further. Furthermore,
in acoustic echo cancellation (AEC) for ‘hands-free’ telephones, the acoustic im-
pulse response can change considerably due to the movement of people or objects,
24An equivalent problem in, for example, public address systems, is the modification of signals
driving loudspeakers, such that the sound heard at a particular point in a room is free of distortion.
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and the problem of reverberation removal becomes more complicated. Kerkhof
and Kitzen [376] show that the main difficulties in tracking an AIR due to a mov-
ing person are due to the large bandwidth of speech, and long reverberation time.
Radlović et al. [305] quantify errors in equalised AIRs in terms of mean-square
deviations, although it is difficult to draw conclusions regarding subjective effects.
6.3.3.1 Problem Formulation
If an acoustic environment has impulse response fh(t); t 2 T g, T = f0; : : : ; T- 1g,
between a source point, rs, and an observation point, ro, with a corresponding
transfer function, H(z), the aim of deconvolution is to remove the distortions im-
posed by this filter by designing an inverse impulse response, hinv(t), such that:h(t) ? hinv(t) 4= Z
T
h()hinv(t- )d = Æ(t); t 2 T (6.24a)
where Æ(t) is the dirac-delta function. The perfect equalisation filter is:Hinv(z) = 1H(z) (6.24b)
where h(t)
 H(z) and hinv(t)
 Hinv(z) are Z -transforms. However, the RTF of
equation (6.14) is, in general, mixed phase and, as such, does not have a causal and
finite inverse given by (6.24b). For reference, Mulgrew [266] proposes nonlinear
filters as a solution to the problem of inverting nonminimum-phase systems.
6.3.3.2 Linear Least-Squares Technique
Approximation of inverse filters using the least-squares, or linear predictive,
method is well documented and discussed in, for example, [74,145,253,260]. If the
least-squares inverse filter is given by hLSinv;̂(t), then h(t) ? hLSinv;̂(t) = Æ̂(t); t 2 T ,
where Æ̂(t) is an approximation to the impulse Æ(t- ̂); i.e. Æ(t) delayed by a time ̂.
The time delay ̂ is incorporated since the inverse of a nonminimum-phase system
is, in general, acausal and infinite in length, thus allowing an improved approxima-
tion to the inverse of a nonminimum system. If the error between the ideal impulse
and the approximated impulse is e(t) = Æ̂(t) - Æ(t - ̂), then the least-squares
approach seeks to minimise the power of the error, e(t), through the cost function:J =Xt2T e2(t) =Xt2T X2T hLSinv()h(t- ) - Æ(t- ̂)2 (6.25)
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The filter hLSinv;̂(t); t 2 T , which minimises J is given by the solution of
HhLSinv;̂ = ĥ (6.26a)
where the matrix H is given by:[H℄t; = X̄2T h(̄- )h(̄- t); 8(t; ) 2 T = T  T (6.26b)
and the vector [hLSinv;̂℄t = hLSinv;̂(t), t 2 T . The vector [ĥ℄t = h(̂ - t), t 2 T ,
simplifies slightly since h(t) is causal, so h(̂- t) = 0 if t > ̂ and, therefore:ĥ = hh(̂); h(̂- 1); : : : ; h(0); 0; : : : ; 0i (6.26c)
It should be stated that (inverse) filtering is a noise enhancement process, and white
noise gain is given by
Pt2T [hLSinv;̂(t)℄2, which will generally be greater than unity.25
Mourjopoulos et al. [260] conclude that zero delay inversion, ̂ = 0, is inferior to
optimising the delay, details of the which are also outlined in their paper.
6.3.3.3 Homomorphic Signal Analysis
A second approach to speech dereverberation through inversion of the RTF is ho-
momorphic deconvolution [281, Chapter 10], [74, 140, 256, 258–260, 274, 279].
Consider first the decomposition in equation (6.16); Neely and Allen [274] attempt
dereverberation by designing an equaliser which equals the inverse of the equivalent
minimum-phase component: Hinv(z)  1HPZ mp(rs;ro)(z) (6.28)
although, for the reasons discussed in section x6.3.2, this approach is not always
successful in removing the reverberant component from the impulse response. A
number of approaches may be used to extract the minimum-phase component,
for instance, Tohyama et al. [359] create it by simply taking the absolute value
25If WGN fw(t); t 2 T g with variance 2 is passed through a filter fg(t); t 2 T g, then the output
is given by the convolution y(t) =P2T g()w(t - ). Therefore,
E
y2(t) = X2T X̄2T g()g(̂)E [w(t - )w(t - ̂)℄ (6.27)
and, since E [w(t - )w(t- ̂)℄ = 2 Æ(̂- ), the noise gain is given byP2T g2().
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of the group delay of the transfer function. More commonly, the minimum-phase
component is extracted using the homomorphic approach on the decompositions
in equations (6.15) and (6.16):HPZ(rs;r0)(z) = HPZ min(rs;r0)(z) HPZ max(rs;r0) (z) (6.15)= HPZ mp(rs;r0)(z) HPZ ap(rs;r0)(z) (6.16)
The cepstral transform, ĥ(t), of the function h(t) is given by:ĥ(t) = Z -1 flog Z [h(t)℄g (6.29a)
where Z and Z -1 denote the forward and inverse Z – transforms respectively. The
original signal, h(t), can be obtained by performing the inverse operationh(t) = Z -1 
eZ [ĥ(t)℄ (6.29b)
Taking the cepstral transform of the time-domain equivalent decompositions give
the equivalent forms: ĥ(t) = ĥmin(t) + ĥmax(t) (6.30a)= ĥmp(t) + ĥap(t) (6.30b)
where the dependence on (rs; r0) and model choice has been dropped for clarity,
and where ĥ(t) denotes the cepstral transform of the impulse response h(t).
A complete threatise on homomorphic signal processing is given by Oppenheim
and Schafer in their classic book [281, Chapter 10]. Nevertheless, it is instructive to
show the origin of some of the properties of the cepstrum transform. The logarithm
of the pole-zero model in equation (6.14b) is given by:
lnH(z) = lnC + QmXi=1 ln 1- r(i) z-1+ QnXi=1 ln [1- s(i) z℄ - PXi=1 ln 1- p(i) z-1
(6.31)
where the subscripts (rs; r0) are dropped for convienience and, in order for the
complex cepstrum to exist, the time origin of h(t) must be chosen such that R = 0.
Assuming the Z – transform H(z) exists, the power series expansion for ln(1 + x)
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is given by [127]:
ln(1+ x) = 1Xk=1(-1)k+1xkk ; jxj < 1 (6.32)
and, therefore, it is clear that equation (6.31) can be written as:
lnH(z) = - 1Xk=1 " QnXi=1 sk(i)k # zk + lnC+ 1Xk=1 " PXi=1 pk(i)k - QmXi=1 rk(i)k # z-k (6.33)
Taking the inverse (noncausal) Z – transform gives:
h(t) = 8>>>>>><>>>>>>:
QnXi=1 s-t(i)t if t < 0
lnC if t = 0PXi=1 pt(i)t - QmXi=1 rt(i)t if t > 0 (6.34)
Therefore, the following properties arise [281, Chapter 10], [279]:
P 1: If h(t) is minimum-phase, then fĥmin(t) = ĥmp(t) = 0; t < 0g
P 2: If h(t) is maximim-phase, then fĥmax(t) = ĥap(t) = 0; t > 0g
Hence, the complex cepstrum provides a means for factoring a signal hmin(t) ?hmax(t) into its minimum and maximum-phase components. Specifically, by choos-
ing a linear system operating such that:ĥ1(t) = 8>>><>>>:0 if t < 012 ĥ(t) if t = 0ĥ(t) if t > 0 (6.35a)
the resulting time-domain signal h1(t) = hmin(t). For the decomposition hmp(t) ?hap(t), the cepstrum corresponding to the equivalent minimum-phase component
is thus: ĥ2(t) = 8>><>>:0 if t < 0ĥ(t) if t = 0ĥ(t) + ĥ(-t) if t > 0 (6.35b)
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and therefore h2(t) = hmp(t). Both h1(t)  hmin(t) and h2(t)  hmp(t) have
causal stable inverses, whereas hmax(t) has a stable acausal inverse, and hap(t) has
an inverse with an acausal component. The resulting functions h1(t) and h2(t) in
equation (6.35) can therefore be used for inverse filtering using equation (6.28) or
equivalent.
The investigation by Mourjopoulos et al. [260] indicates that whilst the least-
squares approach has superior equalisation in the time domain, this is not reflected
in the frequency domain. Furthermore, it should be noted that the least-squares
technique is computationally more efficient than the homomorphic technique.
6.4 CHAPTER SUMMARY
This chapter has introduced some basic theoretical acoustic properties which are
important for understanding why particular models are used throughout this work,
and the problems associated with attempting the dereverberation of speech. The
suitability of some well-known modelling techniques in signal processing for the
representation of room acoustics, the robustness of the models to variations in the
source and observer position, and the effect of parameter variation on the accuracy
of the model are discussed. Primarily, commonly used models include the pole-
zero, all-zero, all-pole and common-acoustical pole and zero models. In particular,
the all-zero model is effective only for a limited spatial combination of source and
receiver positions within a particular enclosure [144], and also requires a very large
number of coefficients. In contrast, the all-pole model is more robust to source–
receiver positions and generally requires a lower model order. Finally, some existing
approaches for the enhancement of reverberant speech are reviewed, notably the
least-squares and homomorphic approaches. Whilst the least-squares approach has
superior equalisation in the time domain to homomorphic techniques, this is not
reflected in the frequency domain. The issue of the contribution of nonminimum-
phase to the perception of reverberation has been discussed, and it is important that
this component is not neglected since it contains most of the reverberant energy.
7
Introduction to Blind Deconvolution
T
HE remaining chapters of Part III consider the blind deconvolution prob-
lem, with application to reverberation cancellation of speech signals in
acoustic environments. Many of the blind deconvolution techniques ap-
plied to adaptive equalisation of communication channels assume that the source
signal is contained within a finite support [152] and, or, are independent and iden-
tically distributed (i. i. d.) [57, 70]. This prior knowledge dramatically changes the
type of estimation problem. Blind deconvolution of discrete input linear systems
has been considered in a non-Bayesian framework [109, 215–218], and within a
Bayesian framework [70], while blind deconvolution of general systems with i. i. d.
inputs has been considered in Cappé et al. [57]. Bayesian blind deconvolution of
point, or impulsive processes, is considered in Andrieu et al. [12]. However, for
dereverberation of continuous speech signals, in which the source signal is highly
correlated and belongs to a set of infinite support, the techniques applied to many
adaptive equalisation algorithms cannot be applied directly. In fact, to use these
techniques, the source signal (with infinite support) must be decomposed into a
linear time-varying filter excited by an i. i. d. process.
Moreover, the blind deconvolution techniques that assume a finite support for
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Figure 7.1: A signal model for single channel blind deconvolution.
the source signal often assume short term stationarity of the system, and do not
take global nonstationarity into account. As discussed in Chapter 1, utilising the
global nonstationarity of a system allows the identification of system characteris-
tics which may otherwise be unobservable; this is demonstrated in the case of the
separation of nonstationary signals, as outlined in Part II. There must, however, be
some distinguishing features between the speech signal and the room acoustics to
allow blind deconvolution of the observed signal. Note, then, that speech possesses
nonstationary statistical characteristics, while the acoustic properties of a room es-
sentially define a stationary system, provided that the sound source and observer
are spatially stationary. Although both signals belong to a set with infinite support,
this distinguishing feature, if utilised, provides enough information which leads to a
new technique for blind deconvolution as discussed in the following chapters. The
general signal model for the blind deconvolution problem is shown in Figure 1.6,
and the problem is formally defined below.
7.1 BLIND DECONVOLUTION PROBLEM STATEMENT
In the single channel blind deconvolution problem, a degraded observed signal,1fx(t)g 2 RT , t 2 T = f1; : : : ; Tg  Z, is modelled as the convolution of the source
signal, fs(t)g 2 RT , with a distortion operator, A . The distortion operator could,
for example, represent the acoustical properties of a room, as shown in Figure 7.1,
the effect of multipath propagation in the reception of radio signals, or a non-
impulsive excitation in seismic applications. The case when the source signal is sta-
tionary, and A is a nonlinear function, has been considered by Troughton and God-
1Note in this part of the dissertation, the Bayesian methodology is employed and, therefore, all
variables are considered to be random. Thus, bold symbols exclusively denote vector or matrices,
with the former always in lower case, and the latter in upper case.



















Figure 7.2: General blind deconvolution scenario.
sill [363,364].2 Since the acoustic response of a typical room is, in general, a combi-
nation of time delays and linear attenuation [8,59,111,143,168,191,201,262,354]
(also see Chapter 6), it fits a linear model with a reasonable degree of accuracy and,
as such, only linear distortion operators are considered in this thesis. Hence, room
responses can be represented by the impulse response function, h(t; ), with the
source and observed signals related by:x(t) = h(t; ) ? s() (7.1)
where ? denotes convolution over the variable  as introduced in equation (3.35).
The task is to estimate the source signal, s(t), or the distortion operator, A , given
only the observed signal, x(t). The problem is under-constrained and can only
be solved by incorporating varying degrees of a priori knowledge regarding fs(t)g
and A . The general distinguishing features of the signal s(t) and the operator A
must be known, otherwise it becomes impossible to assess when the algorithm is
performing correctly. The general blind deconvolution scenario is shown in Fig-
ure 7.2 [198]. Several important characteristics of blind deconvolution include:
1. The source signal and impulse response of the distortion operator must be
irreducible for unambiguous deconvolution [198]. An (real) irreducible sig-
nal is one that cannot be expressed as the convolution of two or more sig-
nal components, on the understanding that the delta function is not a sig-
2A common example of nonlinear distortion is in the quantisation of analogue signals for repre-
sentation in digital form [363, Chapter 7].
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nal component. Suppose the distortion operator, A , is LTI, then the ob-
served signal may be expressed as x(t) = h(t) ? s(t). If either h(t) or s(t)
are reducible such that h(t) = h1(t) ? h2(t), and s(t) = s1(t) ? s2(t), thenx(t) = h1(t) ?h2(t) ? s1(t) ? s2(t). It is impossible to decide which component
belongs to the source signal or distortion operator without additional knowl-
edge. It is shown that the use of nonstationarity can compensate for the case
where s(t) or A are, in fact, reducible over a short period of time.
2. In general the goal in blind deconvolution is to obtain a scaled shifted version
of the original signal, ŝ(t) = a s(t- ), where a;  2 R are constants.
There are two distinct approaches to estimating s(t):
1. Estimate directly s(t), or the parameters and excitation of an appropriate
parametric model, as a ‘missing data’ problem by treating the parameters of
A as nuisance parameters, or,
2. Model A by a LTV filter, estimate the filter coefficients by treating fs(t)g as a
nuisance parameter, and then deconvolve x(t) with A to recover s(t).
For the reasons discussed in the following sections, the latter approach is consid-
ered in this dissertation. The characteristics of the blind deconvolution problem
introduced here can be extended to the two-dimensional case for the restoration of
blurred images, and in section x11.2.1 this is proposed as future work.
7.2 HOMOMORPHIC BLIND DECONVOLUTION
An excellent review of blind deconvolution and blind equalisation for communica-
tion systems may be found in Haykin [152]. Many of the techniques in the litera-
ture deal with the problem of multichannel blind deconvolution [119], or assume
considerable knowledge of the source signal, as discussed in this chapter’s intro-
duction. This section discusses the significant contribution of Stockham et al. [337]
called the homomorphic approach to single channel blind deconvolution, for the
restoration of images and old recordings.
This homomorphic technique assumes that another ‘clean’ signal, spectrally
similar to the desired source signal, is available for use as a nonparametric spec-
tral template. The first stage of the process is to transform the convolution process
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into one of addition so that conventional filtering techniques may be used on the
resulting signal. Therefore, since the observed signal x(t) = h(t) ? s(t); t 2 T ,
where h(t) is the impulse response of the distortion operator A , the logarithm of
the Fourier transform of x(t) is given by:
logX(ej!) = logH(ej!) + logS(ej!)
Suppose that the observed signal fx(t); t 2 T g is divided into M intervals, or
blocks, each block, i, containing samples fxi(t); t 2 f0; : : : ; Ti - 1gg  fx(t); t 2fti; : : : ; ti+1g, where Ti = ti+1 - ti; i 2 M = f1; : : : ;Mg. In each block, the dis-
tortion operator, A , is assumed to have the same characteristics, but the spectrum
of the source signal is assumed to be, in general, different, although this isn’t a
requirement. If the block length, Ti, is large compared with the temporal extent
of the impulse response, h(t), windowing effects are small and the approximate
relationship: Xi(ej!)  H(ej!) Si(ej!) (7.2)
results, where Si(ej!) is the Fourier transform of the source signal samples con-
tained only in block i. Taking complex logarithms3 and averaging over all the data
blocks gives, after equating real and imaginary parts;1M MXi=1 log Xi(ej!)  1M MXi=1 log Si(ej!)+ log H(ej!) (7.3a)1M MXi=1 \Xi(ej!)  1M MXi=1 \Si(ej!) + \H(ej!) (7.3b)
Since the complex logarithm is multivalued, there are difficulties in calculating
the phase of the spectra in such a manner to be compatible with the phase equa-
tion (7.3b). Therefore, assuming the ear is relatively insensitive to phase properties,
Hilbert transform techniques are used to obtain a minimum-phase response for use
in equation (7.3b) [281]. The important step is to assume that a clean spectral
template is available from, for example, a modern recording where the frequency
response of the recording equipment is flat. Then, assuming fS 0k(ej!)g; k 2 K =f1; : : : ; Kg, are spectral estimates of the clean signal over K intervals, perhaps dif-
ferent to those chosen for the distorted recording, the following approximation is
3log z = log(jzj ej\z) = log jzj + j\z
156 Introduction to Blind Deconvolution
made: 1M MXi=1 log Si(ej!)  1K KXk=1 log S 0i(ej!) (7.4)
Hence, substituting equation (7.4) into equation (7.3a) leads to an estimate forH(ej!) as the problem has now been reduced to one of deconvolution. It is reported
that restoration of archived records in good condition and without surface noise,
retains ‘acoustic flavour’, removes prominent surges in volume when the pitch of
the voice or music strikes the recording equipment resonances,4 and eliminates the
megaphone effect; overall the restoration is reported as ‘very pleasing’.
Stockham et al. [337] goes further to discuss the effect of noise, and presents
an elegant result using a similar process to that outlined above. However, this ap-
proach relies on the rather poor assumption that the source signal as stationary.
Further, a power spectral technique is discussed, in which averaging is performed
directly on the squared magnitude of the Fourier transform of the data segments,
and it is shown that the estimator yields the same restoration filter as the homo-
morphic approach, but possessing a lower variance.
This homomorphic approach relies on two important factors: First, the distortion operator is assumed stationary and, therefore, its charac-
teristics remain the same over all data blocks. Second, a significant amount of prior knowledge regarding the source signal
is required.
The issue of prior knowledge and degrees of nonstationarity are once again ap-
parent in successful blind deconvolution techniques. The approach developed in
this work aims to remove the requirement of finding a suitable spectral envelope
to match that of the source signal and, therefore, requires considerably less prior
knowledge.
4Generally, older recordings were made through an acoustical horn.
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Figure 7.3: General parametric model of the blind deconvolution problem.
7.3 SYSTEM MODELLING
The theory and results presented in Part II demonstrates that, in order to perform
signal separation for general nonstationary signals, some form of signal structure
must be known a priori; section x4.6, for example, discussed separation for the case
when the signals were known to fit the uniform modulated model. This is also true
for blind deconvolution, in which some prior knowledge regarding the structure of
the source signal and channel must be made available to recover the source signal.
Therefore, the second approach to blind deconvolution discussed in section x7.1
is considered, and various models will be used for the source signal, fs(t)g, and
the distortion operator, A . These models are assumed to be causal, linear, time-
varying (where appropriate), and of finite-order. The resulting general finite-order
parametric model for the system of Figure 7.1 is shown in Figure 7.3, and the
models which lead to analytically tractable results will be discussed in the following
sections. There are, in fact, two distinct modelling techniques which are used in the
modelling of the deconvolution problem, namely input–output modelling, and time
series modelling
Input–output modelling seeks to model the transfer function relating the input of a
system to its output. The acoustic properties of a room is one such example,
relating the sound source to the observed sound in a room (see section x3.3
for a further discussion on systems modelled by a LTV process).
Time series modelling seeks to model a stochastic process in terms of the output
of a (LTV) system excited by an orthogonal stationary stochastic process (see
section x3.2.3.2).
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Hence, A is modelled using the former technique, whilst s(t) is modelled by the
latter. The most common input–output models are considered in section x7.4, and
common time series models are considered in section x7.5. The inter-relationships
between these models are also discussed throughout these sections.
7.4 LINEAR INPUT–OUTPUT MODELLING
In section x2.1.1 of Part II, it was observed that currently no general theory ex-
ists to deal with nonlinear filters. Although there are many nonlinear modelling
techniques, they are not easily categorised and, in general, a different analytical
technique must be used for each model. As discussed in section x7.1, the acoustic
properties of a typical room fit linear models with a reasonable degree of accuracy
and, therefore, the acoustic models discussed in this dissertation are restricted to
linear finite-order parametric input–output models. These linear models may be ei-
ther linear time-invariant (LTI), or linear time-varying (LTV). The transfer function
due to the acoustics of a room generally do not change considerably with time, but
only with the spatial locations of the sound source and observer. Therefore, if the
source and observer are spatially stationary, a LTI model is appropriate, or a LTV
model if the source or the observer are moving.
7.4.1 Time-Invariant Linear Model
The general finite-order linear time-invariant parametric system model relates the
input of the system fs(t); t 2 T g to the output of the system fx(t); t 2 T g by:x(t) = - PXp=1 a(p) x(t- p)| {z }
All-pole model
+ KXk=0 g(k) s(t- k)| {z }
All-zero model
(7.5)
where fa(p); p 2 P = f1; : : : ; Pgg and fg(k); k 2 K = f1; : : : ; Kg;g(0) 4= 1g are the
model parameters. This model has P all-pole terms, and K all-zero terms.
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7.4.2 Time-Varying Linear Model
The general finite-order linear time-varying parametric system model relates the
input of the system fs(t); t 2 T g to the output of the system fx(t); t 2 T g by:x(t) = - PtXp=1 a(t; p) x(t- p)| {z }
All-pole model
+ KtXk=0 g(t; k) s(t- k)| {z }
All-zero model
(7.6)
where fa(t; p); p 2 Pt = f1; : : : ; Ptg; t 2 T g and fg(t; k); k 2 Kt =f1; : : : ; Ktg;g(t; 0) 4= 1; t 2 T g are the time-varying parameters which may either
be modelled as a deterministic time-varying function, or as an unobserved random
process. At each time instance, this model has Pt all-pole terms, and Kt all-zero
terms and, therefore, the system is represented by Pt + Kt parameters. Clearly, this
is an over-parameterised model and, therefore, degenerate. Given a single reali-
sation of the input–output relationships, it is impossible to uniquely estimate the
model parameters. This issue is discussed further in section x7.5.2.1.
7.4.3 Poles and Zeros of a Linear Time-Varying System
Poles and zeros are well defined notions in linear time-varying system theory and
are useful for characterising a particular system as well as providing information
about the stability of a system. A linear discrete-time system, given by the difference
equation of (7.5), may be expressed in terms of the system poles fp(i); i 2 Pg and
zeros fq(k); k 2 K g by:" PYi=1  1- p(i) z-1# x(t) = " KYk=1  1- q(k) z-1# s(t); t 2 T (7.7)
where z denotes the left-shift operator defined as z-i x(t) 4= x(t - i), where t 2Z; i 2 Z. LTV systems defined by the time-varying difference equation in (7.6), can
be written in the form, A(z; t) x(t) = G(z; t) s(t) (7.8a)
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1h ( t,τ) 2h  ( t,τ)
s(t) u(t) x(t)
(a) System 1 preceding system 2.
1h ( t,τ)2h  ( t,τ)
s(t) v(t) y(t)
(b) System 2 preceding system 1.
Figure 7.4: Series connection of two linear time-varying (LTV) systems with impulse
responses hi(t; ), i 2 f1; 2g.
where the time-dependent polynomials A(z; t) and G(z; t) are given by,5A(z; t) = 1+ PXi=1 a(t; i) z-i and G(z; t) = KXk=0 g(t; k) z-k (7.8b)
There are two notions for the poles and zeros of the system:6 the so-called frozen-
state approximation [417] and the time-dependent pole factorisation discussed by
Kamen [175]. The need for these two definitions arise from the observation in sec-
tion x3.3.2.2 that the cascade series connection of two linear time-varying systems
with impulse responses h1(t; ) and h2(t; ) is noncommutative. This can be seen
by considering the two systems shown in Figure 7.4; if the impulse response of the
system in Figure 7.4(a) is h12(t; ) and that of Figure 7.4(b) is h21(t; ) then, using
the superposition integral (3.35),h12(t; ) = Z
T
h1(̂; )h2(t; ̂)d̂ and h21(t; ) = Z
T
h1(t; ̂)h2(̂; )d̂ (7.9)
which clearly, in general, are not identical. The notion of poles and zeros for a LTV
system is developed in the following two sections.
7.4.3.1 Poles of a Second-Order LTV System
Consider an intuitive implementation of, for example, a second-order time-varying
difference equation in terms of some ‘system poles’ p1(k) and p2(k) as shown in
5A(z; t); G(z; t) 2  (z), where  (z) is the set of all polynomial operators with time-dependent
parameters [264]: (z) 4= Æ 1Xi=0 f(t; i) z-i; 8f(; i) 2  4= ff : Z! Rg ; 8i 2 Z; f(t; 0) 6= 0; 8t 2 T  Z
6Note that the number of poles and zeros are assumed to be fixed in this definition.















Figure 7.5: Realisation of second-order time-varying difference equation.
Figure 7.5. The system poles p1(t) and p2(t) are so-called by considering the first
stage of the system where its output u(t) is given by:[z- p1(t)℄ u(t) = b(t) s(t) (7.10)
Comparing the form of (7.10) with the equivalent form for a LTI system, a natural
definition for the system poles is p = p1(t). Given this definition, the output of the
system is given by: f[z- p1(t)℄ Æ [z- p2(t)℄g x(t) = b(t) s(t)z2 - (p1(t) + p2(t+ 1)) z+ p1(t)p2(t) x(t) = b(t) s(t) (7.11)
where Æ denotes skew multiplication defined by the relationship in equation (7.11).7
Comparing this expression with the form in equations (7.8):z2 + a0(t) z+ a1(t) y(t) = b(t) s(t) (7.12)
then p1(t) and p2(t) must satisfy:p1(t) + p2(t+ 1) = -a0(t) (7.13a)p1(t)p2(t) = a1(t) (7.13b)
which may be combined into a single nonlinear first-order difference equation in
terms of p2(t): p2(t+ 1)p2(t) + a0(t)p2(t) + a1(t) = 0 (7.13c)
7Also see footnote 8 on page 164 in section x7.4.3.2.

















































Figure 7.6: Comparison of time-dependent (dots) and frozen-state (solid line) pole
trajectories for a second-order difference equation.
Such a definition produces a homogeneous solution for the output of the LTV sys-
tem analogous to those obtained in the LTI case [175]. If a system is slowly vary-
ing, in the sense that the distance between the time-varying pole locations p2(t)
at consecutive sample instances is small, then it can be studied using the frozen-
state approximation where the time-varying poles are defined as the roots of the
polynomial in equation (7.12):
z2 + a0(t) z+ a1(t), where t is considered as a
parameter. As an example, there is a marked difference between Kamen’s time-
dependent poles defined by equations (7.13), and the frozen-state approximation,
as shown in Figure 7.6 for the case when,a0(t) = -2r(t) cos(t)a1(t) = r2(t)  where 8><>:r(t) = rmin + rmax - rminT t(t) = min + max - minT t (7.14)
and t 2 T = f1; : : : ; Tg  Z, where T is the number of samples and frmin; ming,frmax; maxg determine the initial and final locations of the frozen-state time-varying
pole. The frozen-state poles are located at pfs(t) = r(t) ej(t); t 2 T . The dif-
ference in magnitude between Kamen’s time-dependent poles and the frozen state
approximation is noticeable for rapidly changing systems as shown in Figure 7.6(a)
and becomes negligible when the system is slowly changing – see Figure 7.6(b).


















































Note that if p1(t) and p2(t) are the solutions to equations (7.13) with initial
value p2(t0) =  2 C ; t0 2 T  Z, then the complex conjugates p̄1(t) and p̄2(t)
are also solutions to (7.13) with p2(t0) = ̄. The elements p2(t) and p̄2(t) are called
the right poles for t > t0, and p1(t) and p̄1(t) are the left poles for t > t0. Unlike
the time-invariant case, in general, p̄1(t) 6= p2(t) and p̄2(t) 6= p1(t) and, as such,
there are generally two different solutions to (7.13) corresponding to the fact that
the cascade series connection of two LTV systems is noncommutative. Kamen [175]
shows that, in fact, p1(t) =  p̄2(t+ 1) - p2(t+ 1)p̄2(t) - p2(t)  p̄2(t) (7.15)
and for slowly varying systems the term in the square brackets is approximately
unity and, therefore, p1(t) ! p̄2(t). This is vividly demonstrated in the example
discussed in [175] with coefficients:a0(t) = 0:5; for all t 2 Z, and a1(t) = 8>><>>:-1; k  0;-1 + 2:5tT ; 0 < t < T;1:5; t  T (7.16)
Figures 7.6(c) and 7.6(d) show the pole trajectories for the rapidly and slowly vary-
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ing case described by (7.16). The erratic behaviour of the pole in Figure 7.6(c) ast increases from its initial value is a result of the rapid variation of the coefficienta1(t). Kamen [175] discusses the second-order case in further detail.
7.4.3.2 Higher-Order LTV Systems
The results from the previous section may be generalised by writing (7.8) as:" PYi=1 Æ  1- pi(t) z-1# x(t) = " KYk=1 Æ  1- qk(t) z-1# s(t) (7.17)
where
Q Æ denotes skew multiplication.8 As such, the polynomial operators de-
fined in equations (7.8) can be factorised in terms of the functions fp(t; i)gPi=1 andfq(t; k)gKk=1, referred to as the model poles and zeros respectively, such that [175],A(z; t) 4= 1- p(t; 1) z-1 Æ 1- p(t; 2) z-1 Æ    Æ 1- p(t; P) z-1G(z; t) 4= 1- q(t; 1) z-1 Æ 1- q(t; 2) z-1 Æ    Æ 1- p(t; P) z-1 (7.18)
where p(t; 1), fp(t; i)gP-1i=2 and p(t; P) are respectively called the left, inner and right
poles of the all-pole model; corresponding terminology is used for the model zeros.
Assuming the polynomials A(z; t) and G(z; t) are known, Kamen’s time-dependent
poles can be calculated using the algorithm presented in section x7.4.3.3. Again, if
a system is slowly varying, it can be studied using the frozen-state approximation
where the time-varying poles and zeros, given by fpfs(t; i); i 2 Pg and fqfs(t; i); i 2
K g respectively, are defined as the roots are the polynomials A(z; t) and G(z; t)
respectively, where t is considered as a parameter. Further discussion of the poles
and zeros of LTV systems can be found in [175,264,271].
7.4.3.3 Factorisation of Kamen’s Time-Dependent Poles
The poles of equation (7.17) can be estimated from the time-varying coefficientsa(t; p) by noting they satisfy the following equation:"1+ PXi=1 aP(t; i) z-i# x(t) 4= AP(z; t) x(t) = " PYi=1 Æ  1- pi(t) z-1# x(t) = 0
(7.19)
8Skew multiplication is noncommutative and is defined such that z-i Æ z-k = z-(i+k), andzi Æ a(t) = a(t- i) z-i.
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where the a(t; i)’s have been relabelled aP(t; i) to facilitate the development of a
recursive algorithm. Assuming the existence of the right pole p(t; P), (7.19) may be
written:Æ"1+ P-1Xi=1 aP-1(t; i) z-i# Æ 1- p(t; P) z-1 x(t)4= AP-1(z; t) Æ 1- p(t; P) z-1	 x(t) = 0
Expanding, using the definition of the skew operator, yields a polynomial in the
same form of (7.19) and, by comparing coefficients in z-i, it follows [175,271]:aP(t; i) = 8>>><>>>:aP-1(t; 1) - p(t; P) if i = 1,aP-1(t; i) - aP-1(t; i- 1)p(t- i+ 1; P) if 2  i  P - 1,-aP-1(t; P- 1)p(t- P+ 1; P) if i = P (7.20a)
which may, alternatively, be written as:aP-1(t; i- 1) = 8>><>:- aP(t; P)p(t- P+ 1; P) for i = P,aP-1(t; i) - aP(t; i)p(t- i+ 1; P) for i = fP- 1; : : : ; 2g,p(t; T) = aP-1(t; 1) - aP(t; 1) (7.20b)
Hence, given the initial pole positions fp(; P);  = ft - P + 1; : : : ; t - 1gg, it is
possible to calculate aP-1(; i); i 2 f1; Pg and, therefore, p(; P);   t. The poly-
nomial AP-1(z; t) can then be factorised as AP-2(z; t)Æ 1- p(t; P- 1) z-1, and so
forth, such that all the poles are calculated. A similar procedure can be applied to
calculate the zeros.
7.5 LINEAR TIME SERIES MODELLING
A stochastic process can be modelled as the output of a LTV filter which is excited
by a zero mean white noise process. Therefore, the time-series models discussed
below have the same form as the linear filter models discussed in section x7.4.
However, since the time-series are stochastic processes, the terminology is slightly
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different, despite the fact that the models have essentially the same form. There are
two distinct classes of linear time-series models: stationary and nonstationary. A
further class is also considered for signals whose statistics vary slowly with time. In
this case the signal may be considered locally stationary over a short period of time,
but globally nonstationary. A process with this property is called quasi-stationary
or, sometimes, short-term stationary. A quasi-stationary signal may be modelled
using a stationary time-series model over a given time segment; for example, a typ-
ical audio signal can be considered quasi-stationary over periods of around 25 ms.
Quasi-stationary models are discussed in section x7.5.3.
7.5.1 Stationary Models
Stationary models possess stationary statistics and, as such, are usually applied
to model stationary signals. Widely used models include the autoregressive (AR)
model, which is effective for modelling speech and audio signals [18,221,237], the
moving average (MA) model, which is a weighted average of previous inputs [353],
and the autoregressive moving average (ARMA) model, which is a general case of
the AR and MA models [353]. The MA model is useful when the predominant
features of a signal’s spectrum are nulls at specific frequencies. The AR model is
used when the spectral features include dominant peaks, and the ARMA model can
represent both nulls and peaks.
7.5.1.1 ARMA Model
The autoregressive moving average model is the most general linear time-series
model, of which the AR and MA models are special cases. This model incorporates
both an autoregressive term, which depends on the previous values of the time series
being modelled, and a moving average term, which depends on previous excitation
samples. A time series fs(t)g can be expressed in terms of an excitation sequencefe(t)g, which is assumed to be a stationary zero mean white Gaussian noise (WGN)
process, e(t)  pE  e(t) 2e = N  e(t) 0; 2e, as:s(t) = - QXq=1 b(q) s(t- q)| {z }
AR terms
+ RXr=0 (r) e(t- r)| {z }
MA terms
(7.21)
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where fb(q); q 2 Q = f1; : : : ; Qgg and f(r); r 2 R = f1; : : : ; Rg; (0) 4= 1g are the
model parameters. This model has Q AR terms, R MA terms, and is denoted a
ARMA(Q;R) model. Note that this model is equivalent to passing the excitation
sequence, e(t), through the LTI filter described by equation (7.5).
7.5.1.2 AR Model
The autoregressive model is a very popular time series modelling approach, mainly
due to the fact that accurate estimates of the AR parameters can be obtained by
solving a set of linear equations, and also because the spectral characteristics of the
AR model resembles the resonances of the vocal tract. As such, AR models have
been extensively used in speech processing [117,120,130,221,237,378,379,381].
The ARMA model in equation (7.21) for the case when R = 0 reduces to the AR(Q)
model given by: s(t) = - QXq=1 b(q) s(t- q) + e(t) (7.22)
The statistical properties for the autoregressive model and stochastic difference
equations have been studied extensively in the literature [49, 238], and much is
known about the statistical properties of various autoregressive spectral estima-
tors [184–186, 205, 286, 326]. The problem of determining the model order has
received much attention in the literature since overestimation of the model order
can cause erroneous peaks in the estimated spectrum and high variance for the
model parameters, while underestimation may lead to a smoothed spectrum. For
model order determination, there exists a long list of approaches ranging from in-
formation criteria [53,92,135,388] to Bayesian methods [13,94,283,380] and the
approaches discussed in the references therein.
7.5.1.3 MA model
The ARMA model in equation (7.21) reduces to the MA(R) model for the case whenQ = 0, and is given by: s(t) = RXr=0 (r) e(t- r) (7.23)
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In general, it is slightly more difficult to estimate the MA parameters than to esti-
mate the parameters in the AR model, and numerical techniques are often required.
7.5.2 Nonstationary Models
For some time-series, the limitation of assuming a signal is stationary and, there-
fore, using a stationary model, often results in poor modelling. In such cases
the stationary models described above can prove ineffective for some applications.
The most common approach to modelling nonstationary processes is to represent
the signal in the form of a stationary model, for example those discussed in sec-
tion x7.5.1, and to represent the model parameters as a linear combination of time-
dependent basis functions. The AR model is a common choice and is the approach
applied by Charbonnier et al. [63], Liporace [225] and Grenier [130,131]; Grenier
also discusses using basis functions in the ARMA model [130]. Processes possessing
nonstationary mean-values are considered by Boudaoud and Chaparro [47] who
propose a composite model as the sum of a time-varying function representing the
mean, and a zero-mean autoregressive model with time-varying coefficients. The
choice of basis functions is dependent on any prior belief of the variation of the
parameters [306–308] and, without this knowledge, there exists no general rule for
choosing these functions. Proposed classes of basis functions include linear terms
[271], polynomials [343], prolate spheroidal sequences [130], wavelets [370], sine
and cosines [138], AR processes and Markov processes [378, 379]. Doroslovački
and Fan [98] discuss the use of wavelets as basis functions for modelling the impulse
response of a linear system given by the superposition integral in equation (3.36),
which is a similar approach to using the MA model with time-varying coefficients.
Rajan et al. [306–308] propose choosing a basis set large enough such that it spans
all the information pertaining to the time-varying nature of the AR coefficients,
which initially leads to an overparameterised or ‘noisy’ representation of the coeffi-
cients. These overparameterised basis vectors are decomposed, using the Karhunen-
Loève Transform [286, 335, 353],9 into an orthogonal basis set whose principal
components are orientated in the direction of maximum energy of the coefficients.
The minimal set of basis vectors which give a reasonable representation of the
actual time-dependence of the AR coefficients are then identified. Finally, while
many of the aforementioned modelling techniques estimate the parameters using
the prediction error criterion, which seeks to minimise the total squared predic-
9Also see Appendix B.1 for further details on the Karhunen-Loève Transform.
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tion error, Mrad et al. [264] discuss an alternative polynomial-algebraic approach
based upon skew polynomial operator algebra introduced in section x7.4.3.2, and
use it to estimate the parameters of a time-varying ARMA (TVARMA) model whose
time-varying coefficients are modelled by a set of basis functions.
Section x7.5.2.2 briefly discusses the complex exponential class of nonstation-
ary parametric signal models, and their relationship to the TVARMA model. Finally,
the class of nonstationary models known in the econometrics community as condi-
tional heteroscedastic (CH) models is outlined in section x7.5.2.3.
7.5.2.1 Time-Varying ARMA model
The general form for a time-varying ARMA (TVARMA) model of a time-seriesfs(t)g is given in terms of a zero-mean nonstationary white noise process, e(t) pE  e(t) 2e;t = N  e(t)  0; 2e;t, as:s(t) = - QtXq=1 b(t; q) s(t- q)| {z }
TVAR terms
+ RtXr=0 (t; r) e(t- r)| {z }
TVMA terms
(7.24)
where fb(t; q); q 2 Qt = f1; : : : ; Qtg; t 2 T g and f(t; r); r 2 R =f1; : : : ; Rtg; (t; 0) 4= 1; t 2 T g are the time-varying model parameters. The special
cases of the time-varying AR (TVAR) model and time-varying MA (TVMA) model
are analogous in form to the AR and MA models described in equations (7.22) and
(7.23) respectively. The time-varying parameters may either be modelled as a linear
combination of deterministic time-varying functions, or as an unobserved random
process as discussed in the previous sections.
The most general case of the TVARMA model is one where the model parameters
are completely uncorrelated at each sample and, therefore, each sample of the signals(t) would be represented by an ARMA(Qt; Rt) system or, more explicitly, by Qt+Rt unknown coefficients. Whilst it may be possible to use such a model, there is
little reason to do so, since the parameter space is increased at each sample from 1
to Qt+Rt, causing numerical problems since there isn’t enough data, from a single
realisation of a process, to allow estimation of the parameters. Therefore, practical
cases are ones where the parameters of the TVARMA model are highly correlated
such that the parameter space is reduced. Similar model-selection techniques, as
discussed in section x7.5.1.2, are applied to time-varying AR process; e.g. see Kozin
and Nakajima [197].
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For reference, Whittle [393] discusses some recursive relationships for linear
time-varying predictors of nonstationary processes based on the TVAR process.
7.5.2.2 Unified Approach to Nonstationary Modelling
Complex exponential signal models are a further class of parametric models best
suited for transient signals which constitute a specific type of decaying nonstation-
arity. A complex transient signal fx(n); n 2 N g may be represented by the complex
exponential signal model as [329]:x(n) = M-1Xi=0 Ai zni eji  M-1Xi=0 Ai einT ej!inT eji ; 8n 2 N (7.25a)
where zi = esiT; si = i + j!i, Ai is the carrier amplitude, i < 0, !i is the carrier
angular frequency, i is the i. i. d. random phase, and T is the sampling interval.
The random variable i is uniformly distributed over [0; 2). However, when a
signal is not ‘decaying’ over time, the use of such models is questionable [330,331].
Sircar and Syali [331] therefore introduce the complex amplitude modulated (AM)
signal model suitable for nonstationary signals encountered in steady-state analysis
which may have some repetitive structure, but not any discernible characteristic
decay over time, for example, voiced speech signals. The complex AM signal model
represents the complex stochastic process fx(n); n 2 N g by M single-tone AM
signals as:x(n) = M-1Xi=0 Ai 1+ i ejinT ej!inT eji ; 8n 2 N (7.25b)
where Ai, !i, i and T have the same meaning as in equation (7.25a), i is the
modulation index for the sinusoidal modulating signal, and i is the modulating
angular frequency. The model parameters are estimated by utilising the accumu-
lated autocorrelation function (AACF)10 of the modelled signal [329]. Furthermore,
the complex frequency modulated (FM) signal model introduced in [330] is shown
to be a good parametric approach for unvoiced speech signals and, therefore, a
combination of complex AM and FM signal models can be applied for the paramet-
ric modelling of continuous speech. The complex random process fx(n); n 2 N g
10The accumulated autocorrelation function for a continuous time process fx(t); t 2 T g is defined
as rxx() = RRxx(t; )d, 8t 2 T , where the integral is over   T , and a similar definition can
be made for discrete time processes [329]. The AACF is also known as the time-averaged correlation
function [110].
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is represented by the complex FM signal model as:x(n) = M-1Xi=0 Ai eji sin(inT) ej!inT eji ; 8n 2 N (7.25c)
where the parameters have the same meaning as in equation (7.25b). The signal
model in equation (7.25c) is highly nonlinear and, although estimating the param-
eters of the model is not an easy task, a procedure is proposed in [330].
In [265] Mukhopadhyay and Sircar demonstrate that the complex exponential,
AM, and FM models are actually special cases of the general TVARMA model, where
the underlying nonstationary signals can be classified through functional specifica-
tions of the movements of the time-varying pole locations. However, as mentioned
in section x7.5, a set of basis functions has to be selected for suitable modelling
of each type of underlying nonstationary signal, and the optimal choice of basis
functions is an issue of continuing research [307,308].
7.5.2.3 Conditional Heteroscedastic Models
A broad class of nonstationary time series modelling used in the econometric and
statistical communities are conditional heteroscedastic (CH) models, first intro-
duced by Engle [102] in the context of modelling UK inflation. The work by Rajan
et al. [306] highlights the fact that it is easier to find tractable solutions to parame-
ter estimation when the TVAR coefficients are modelled by a set of basis functions,
than when the TVAR variance is modelled as a nonstationary process. In CH mod-
els, however, the excitation sequence is modelled as a time-varying and state depen-
dent process, while the AR parameters often remain stationary. As an example, the
simple autoregressive conditional heteroscedastic (ARCH) has the form:y(t) = -a(0) - PXp=1 a(p)y(t- p) + e(t)e(t) = h1=2(t) (t); (t)  N  (t) 0; 1 (7.26a)
where the time-varying innovation process variance, h(t), is of the form:h(t) = h (e(t- ); y(t- ); h(t- ); 0 <  2 Z; b) (7.26b)
where b is the variance model parameter vector. The form of this conditional
variance depends on the problem, and further details can be found in, for exam-
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ple, [44, 45, 102, 275, 323]. These models have the interesting property that the
conditional variance, defined as the variance of a particular observed data sample
given all the past information regarding the state of the system, is stationary, whilst
the unconditional variance (the usual definition of variance – see section x3.1.2) is
nonstationary. The advantage of CH models is that, for a suitable choice of exci-
tation variance, a simple optimisation algorithm can be used to estimate the model
parameters, and this therefore facilitates the use of a nonstationary excitation se-
quence. A related approach by Yokoyama et al. [405, 406] is the inhomogeneous
AR model in which the nonstationary model is a noise-contaminated system of an
AR process excited by an input signal modelled by a set of orthogonal basis func-
tions.
7.5.3 Quasi-Stationary Models
As discussed in section x7.5.1, stochastic processes that are globally nonstationary,
but are approximately locally stationary, can be represented by a quasi-stationary
model in which the model statistics are stationary over a short segment of time,
but globally nonstationary. Quasi-stationary models are, in fact, just a special
case of nonstationary models, but are distinguished since they closely resemble
stationary modelling techniques. The models used in the deconvolution problem
are assumed to be linear block stationary, but extensions to nonlinear block sta-
tionary models is trivial. This model considerably reduces the parameter space
in the general TVARMA model by correlating the data over large data segments.
The data, fs(t)g, is partitioned into M contiguous disjoint blocks. The i-th block,i 2 M = f1; : : : ;Mg, begins at sample ti and has length Ti = ti+1- ti. In this block,s(t) is given by a stationary ARMA model of order fQi; Rig and, using the form of
equation (7.24), setting Qt = Qi, Rt = Ri, b(t; q) = bi(q); q 2 Qi = f1; : : : ; Qig,(t; r) = i(r); r 2 Ri = f1; : : : ; Rig, t = i, 8t 2 Ti = fti; : : : ; ti+1 - 1g  ZTi andi 2 M , yields the block stationary ARMA (BSARMA) process:s(t) = - QiXq=1 bi(q) s(t- q)| {z }
BSAR terms
+ RiXr=0 i(r) e(t- r)| {z }
BSMA terms
(7.27)
where e(t)  N  e(t)  0; 2i  ; t 2 Ti; i 2 M . Note that this model implicitly sets
the Qi initial samples of the model in block i to the last Qi samples in the previous
block, (i- 1). As for the TVARMA model, the special cases of the block stationary
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AR (BSAR) model and block stationary MA (BSMA) model are analogous in form
to the usual AR and MA models. The block stationary model is a special case of
the basis-function approach discussed in section x7.5.2 in which the time-varying
ARMA parameters are piecewise-constant over different blocks or intervals.
7.6 SOURCE SIGNAL MODEL
This thesis is mainly concerned with the task of speech dereverberation in acous-
tic environments although, naturally, the blind deconvolution algorithm can be
extended to other problems. As such the source model is chosen assuming
that the source signal is speech. The analysis of speech signals can be classi-
fied into three main groups: those based on (nonstationary) autoregressive mod-
els [18, 117, 120, 130, 137, 138, 221, 237, 269, 271, 378, 379, 381], those based on
Fourier analysis or sinusoidal decomposition [10, 58, 113, 125, 244, 248, 301], and
AM-FM or modulated signal models [309, 330, 331]. The sensitivity of the model
to the nature of the underlying signal structure should decrease if additional in-
formation inherent in the nonstationarity of the process is utilised; as such, in this
work, speech signals are modelled using autoregressive rather than sinusoidal or
Fourier decompositions. In section x7.5.3, the BSARMA model is introduced, and it
is noted in section x7.5.1.2 that the AR model was particular useful for modelling
speech signals over short periods of time. Moreover, the more general BSARMA
model leads to a complicated expression for parameter estimation which does not
lend itself to closed form analytical solutions, although numerical Bayesian meth-
ods can be deftly applied [118]. As such, since an investigation of nonstationarity
requires analytical solutions, the source signal, s(t), assumed to be speech, will be
modelled by the BSAR model:11s(t) = - QiXq=1 bi(q) s(t- q) + e(t) (7.28)
where e(t)  N  e(t)  0; 2i  ;  2 R+ ; t 2 Ti; i 2 M . A variation on this model
is introduced in Chapter 9 in which the source signal is modelled over a particular
frequency range by a spectral AR model in the form of equation (7.28).
11BSAR processes are also known as piecewise constant autoregressive processes [283,298].
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7.6.1 Synthetic Source Signals
Throughout this dissertation, the properties of the proposed models will be demon-
strated by using source signals which are either real data, or synthetically generated
data. The algorithms developed must necessarily provide useful estimates for real
data, whilst synthetic data is useful to test the algorithm in ‘ideal conditions’ where
the data is known to fit the BSAR model exactly. The following two classes of
synthetic data are used:
BSAR(2) Linear Variation: The signal is generated as a second-order block station-
ary AR process, with the phase and magnitude of the pole locations changing
linearly with data blocks.
BSAR(12) Random Variation The signal is generated as a 12th-order block station-
ary AR process, with the parameters in each block equated to the least-squares
parameter estimates for an AR model of segments of real data.
These models are discussed in further detail in the next two sections.
7.6.1.1 BSAR(2) Linear Variation Synthetic Signal Model
The first synthetic source signal is the block stationary AR(2) model, which is useful
since it allows the effect of the source signal on the estimation of the parameters
for a second-order channel to be observed in full; higher order models are difficult
to visualise, and useful results cannot easily be plotted. Given this source model,
within each block the system relates its input, e(t), to its output, s(t), by e(t) =s(t)-2ri cos i s(t-1)+r2i s(t-2), where ri and i are, respectively, the magnitude
and phase of the single complex pole-pair at zi = ri eji; i 2 M . Speech is assumed
to be varying at a rate in which the frozen-state approximation of system poles is
appropriate (see section x7.4.3.1). The location of this pole changes with block i,
and is characterised by the following variations in radius and phase:ri = rmin + rmax - rminM ii = min + max - minM i9>=>; i 2 f1; : : : ;Mg (7.14)
where M is the number of data blocks, and frmin; ming, frmax; maxg determine
the initial and final locations of the time-varying pole. Using the following val-
























(a) The trajectory of the time-varying pole for the
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(b) Frequency response within each data block for the
BSAR(12) random variation synthetic signal model.
Figure 7.7: Frequency characteristics for the synthetic source models.
ues for the parameters, M = 10, (rmin; rmax) = (0:70; 0:95), and (min; max) =(0:35; 0:85), the trajectory of the pole is shown in Figure 7.7(a).
7.6.1.2 BSAR(12) Random Variation Synthetic Signal Model
The second synthetic source signal reflects the statistical properties possessed by a
speech signal and, in this case, the BSAR process is 12th-order. The parameters
in each block are equated to the least-squares estimate of the parameters for an
AR model of a block of real speech sampled at 11:025 kHz. This speech signal is
taken from the first 12 seconds of Suzanne Vega’s ‘Tom’s Diner’. The parameters in
block i are estimated by modelling the actual data in discontiguous blocks, ensuring
the resulting parameter estimates are nonstationary, by a AR(Q) model using the
autocorrelation method [237,353]. This ensures that the parameters lie within the
stability region and, therefore, that the synthesised signal is stable. The synthetic
data is then generated, in contiguous blocks, using these parameter values, and a
typical resulting frequency response is shown in Figure 7.7(b).
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7.7 BAYESIAN PARAMETER ESTIMATION
Deconvolution of a system requires either an estimate of the original signal, or an
estimate of the channel itself and, in either case, some unknown signal or system
must be estimated. However, whilst, in the past, it was conventional to consider
an unknown signal as a random process, it is instinctive, perhaps more often than
ought, to consider the channel as an unknown deterministic process whose charac-
teristics can be estimated using traditional point-estimates as, for example, in the
method of least-squares. The channel should, in fact, be considered as an unknown
stochastic system and, for parametric models, this is easily achieved by considering
the system parameters and excitation sequence as random variables. This stochas-
tic view of the system implies that point-estimates of the channel parameters are no
longer satisfactory and, although it may be the case that a point-estimate is required
to design an effective deconvolution procedure, the method of obtaining such an
estimate must accommodate the idea that the underlying system is stochastic.
Encapsulating the stochastic nature of both the system itself and the input–
output signals is deftly achieved using the Bayesian methodology, in which the en-
tire system is considered as a stochastic process. However, the closed system cannot
be considered in general terms since, in such a case, the Bayesian method becomes
intractable. To apply the Bayesian method, constraints must be incorporated on the
system in terms of prior knowledge regarding the form of model of the system. The
problem of selecting a model for a system is a subject in itself, but it is important
to note that when a model is chosen, some assumption regarding the system has
been made. All too often, the Bayesian methodology can appear to yield results
with only minor intervention on the part of the Engineer, and this perception is
often influenced by the lack of clearly stated assumptions. The Bayesian approach,
however, elegantly records and incorporates assumptions regarding the problem.
If there are properties of a system which are believed to be known, an ‘impulsive’
prior can be assigned to those properties, which means there is a zero probability
of the system having a property other than that which is believed it should have.
This section discusses the Bayesian approach to parameter estimation, the form
in which the prior information is expressed, and the derivation of some results that
are used throughout the rest of this dissertation.
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7.7.1 Bayes’ Theorem
If a particular event, A , has occurred, then the probability of a second event, B,
can be calculated given knowledge of A , and is denoted by Pr
 
B
A . This prob-
ability can be calculated even if event A has not been observed, or is unobservable:
it must merely be an event which can be defined within the context of the sys-
tem. Moreover, if an event, B, has occurred, then the probability of that event,




can be calculated retrospectively. This gives rise to the likelihood function which
is the probability of realising a particular state of a system, x, assuming the sys-
tem parameters takes on the value , and an underlying model, I, is known. The
maximum-likelihood (ML) approach to parameter estimation then seeks to max-
imise Pr
 x  ; I w. r. t. , under the pretence that it is maximising the probability
of the system state, x, occurring given a particular set of system parameters, ,
and a particular system model, I. The set of parameters which yield the maximum
probability of the current state can then be taken as a point-estimate of the system
parameters, known as the maximum-likelihood estimate (MLE). Under certain con-
ditions, it can be shown that the MLE is equivalent to the minimum mean-square
estimate (MMSE) [283,335,353].
However, it is equally intuitive, if not more so, to maximise the probability of a
particular set of system parameters, , given the state of the system, x. This is the
posterior probability, Pr
  x; I, since is summarises the knowledge of the system
parameters after the state of the system has been observed. The posterior prob-
ability and the likelihood are related through the prior knowledge of the system,
Pr
   I, by Bayes’ theorem:
Pr
  x; I = Pr x ; I Pr   I
Pr
 x I (7.29a)
This can be generalised to deal with continuous random variables by replacing
probabilities by probability density functions12 to give the modified version of
12The probability of a random variable X taking on a value between x1 and x2, given that a
second random variable Y takes on the value y, is given by:
Pr
 x1 < X < x2 Y = y = Zx2x1 pX jY  x y dx
where pX jY  x y is the probability density function (pdf) of x given y.
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Bayes’ theorem: p   x; I = p  x  ; I p    Ip  x I (7.29b)
The term p  x I is the evidence and, although it is usually regarded as a normal-
ising constant, it is of interest for model selection (see section x8.3).
7.7.2 Prior Distributions
Two components in the systems discussed throughout this dissertation are:
1. stationary zero mean white Gaussian noise (WGN) sources, and
2. infinite impulse response (IIR) linear time-invariant (LTI) finite-order filters.
Together these define the autoregressive process defined in equation (7.28) and IIR
filters (7.5) which, respectively, model the source signals and the channel responses.
The prior distributions in the Bayesian model represent the prior belief of these
components before the state of the system (the observed data) is known. If there
is complete ignorance of which values the parameter are likely to take, then priors
which do not influence the posterior distribution should be used, and are known
as non-informative priors. In such a case, the posterior distribution essentially re-
duces to the likelihood function. In order to obtain analytical results, the prior
distribution must usually be expressed as a smooth continuous function across the
entire parameter space and, as such, the class of improper Jeffrey’s priors13 are
often used. However, improper priors do not always facilitate model compari-
son or the drawing of samples from a distribution. A more flexible approach is
to choose proper prior distributions which are close to being uninformative, and
which depend on hyperparameters that must somehow be chosen. In some cases,
these hyperparameters can themselves be considered as random variables, and hi-
erarchical modelling can be applied so that eventually the choice of some specified
hyper-hyperparameters do not greatly influence the posterior distribution. It should
be noted, however, that uninformative priors which are representative of a system
can sometimes be hard to find. A useful class of proper priors, in which a suitable
choice of hyperparameters can render the prior essentially uninformative, is known
as the class of conjugate priors. These lead to the posterior distribution taking the
13Jeffrey’s priors are improper in the sense that they cannot be normalised:
R p()d!1.
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same form as the prior, and allow more analytically-tractable distributions to be ob-
tained.14 The following subsections discuss the details of such prior distributions
which prove useful in the analysis of the proposed models.
7.7.2.1 Prior distribution on AR coefficients
In the case when a process is modelled by a real stable minimum-phase AR pro-
cess of order P with parameters a and excitation variance 2, the parameter
vector, a, should ideally only take on values which lie in the stability domain.
However, the terms in the likelihood function for AR parameters are usually in
the form of a Gaussian distribution (see [49, 238]) and, in order to obtain an-
alytically tractable results, a Gaussian prior is placed on the parameter values:a j2  N  a 0P; 2 Æ2 IP ; Æ 2 R+ . The hyperparameter, Æ, expresses the variance
of this conditional prior distribution, and the prior on a becomes uninformative asÆ!1. IP 2 RPP is the identity matrix.
7.7.2.2 Prior distribution for the Excitation Variance
A standard prior for application to scale parameters, such as variances, is the
inverse-Gamma density with the form [35]:p  2 ;  = IG  2 ;  =  ()(2)-(+1) exp - 2 I(0;+1℄  2 (7.30)
The non-informative improper Jeffrey’s prior is a special case of the inverse-Gamma
density: p  2 = -2.
7.7.3 Posterior Distribution for Source Signal
In this section, the posterior distribution for a general system driven by the source
signal modelled as a BSAR process, as discussed in section x7.6, is derived. Consider
the general system in Figure 7.8, where the output of the system, x(t), is related to
the input, s(t), by x(t) = f(s(t); ), where  are the parameters of the system
model denoted by I. The source signal, s(t), is given by equation (7.28), where
the excitation e(t)  N  e(t) 0; 2i , i 2 R+ ; t 2 Ti; i 2 M . Within that block,s(t) is assumed to be given by a stationary AR model of order Qi. Therefore, the
14Note, however, that the form of these conjugate priors is constrained by the form of the likeli-
hood function [35].















Figure 7.8: A general system x(t) = f(s(t); ) driven by a BSAR process.
excitation samples in block i 2 M may be written as ei = si + Si bi, where ei is a
vector of samples [ei℄t-ti+1 = e(t); t 2 Ti and, similarly, [si℄t-ti+1 = s(t); t 2 Ti,bi is a vector of parameters [bi℄q = bi(q); q 2 Qi = f1; : : : ; Qig, and the data
matrix [Si℄t-ti+1;q = s(t - q); t 2 Ti; q 2 Qi. The probability distribution for the
excitation in block i is therefore given by:ei  pei  ei 2i  = N  ei  0Ti; 2i ITi = 1(p2i)Ti exp-eTi ei22i  (7.31)
The probability chain rule [286] identity is given by:p  s  I = p  si; i 2 M I = p  s1  I MYi=2 p  si  si-1; : : : ; s1; I (7.32a)
which, since the block stationary AR process depends only on the previous Qi out-
puts, reduces to: p  s I = p  s1  I MYi=2 p  si  si-1; I (7.32b)
The Jacobian15 J (si; ei) is unity since the transformation is linear. Denoting  =f2i ; i 2 M g, b = fbi; i 2 M g, and  = f;bg, it follows that the likelihood
function for the source signal, si, in block i 2 Mf-1g 4= M - f1g is given by:p  si  si-1; ; I = 1(p2i)Ti exp-(si + Sibi)T(si + Sibi)22i  (7.33)
15The Jacobian for the transformation y = f(x) is J (y;x) = fTx 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where i 2 Mf-1g, and Mf-1g denotes the set M not including the element 1. The
distribution p  s1  I can be decomposed into the form:p  s1  ; I = p  fŝ1; s0g  ; I = p  ŝ1  s0;  ; I p  s0  ; I
where s0 are the initial values of the signal s. The first term p  ŝ1  s0;  ; I has an
identical form to equation (7.33) whilst, since the data is assumed zero mean and
Gaussian, the second term is given by p  s0  ; I = N  s0 0; 21 Ms0, where Ms0
is the covariance matrix for P samples of data with unit variance [49]. However,
since Ms0 is a function of the parameters b1, it can be seen that the exact likelihood
function for p  s1  ; I becomes highly nonlinear and the posterior distribution
becomes intractable to analytic solution. Nevertheless, if T1  Q1, which is often
the case with audio signals, it is common practice to make the approximation:p  s1  ; I  p  ŝ1  s0;  ; I
The simplification is implicitly assumed throughout the rest of the derivation of the
posterior distribution and, for clarity, ŝ1 and s1 are considered synonymous. The
Jacobian J (x; s) is given by:
J (x; s) = abs f(s; )s  (7.34)
and, therefore, using (7.32b) the likelihood function for the observed signal is:p  x ;  ; ; I = 1
J (x; s) MYi=1 1(p2i)Ti exp-(si + Sibi)T(si + Sibi)22i 
(7.35)
where it is noted s(t)  s(t; a;x) is given by the relationship x = f(s; ), and where
the parameter vector  4= f ; ; Æ; ; g contains the vector of changepoints (or
boundaries) of the data blocks,  = fti; i 2 M g, the vector of model orders,  =fQi; i 2 M g, and the vectors of hyperparameters, Æ = fÆi; i 2 M g,  = fi; i 2
M g, and  = fi; i 2 M g as defined in the assigned priors below. Applying Bayes’
rule, the posterior pdf for the unknown parameters f;  g becomes:p  ;  x; ; I = p  x  ;  ; ; I p  ;  ; Ip  x ; I (7.36a)
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where, for the moment, the parameter vector  is assumed to be known. As dis-
cussed in section x7.7.2, suitable choices for the priors on the AR coefficients and
the excitation variances for the source model are Gaussian and inverse-Gamma
distributions respectively. Furthermore, assuming that the time-varying model pa-
rameters, fbj; jg, are independent between data blocks, then the assigned priors
are bj j2j  N  bj 0Qj ; 2j Æ2j IQj ; Æj > 0, and 2j  IG  2j  j2 ; j2 , j 2 M . Ergo,
equation (7.36a) reduces to:p  ;  x; ; I = p  x ;  ; ; I p   ; I p  b ; ; I p   ; Ip  x ; I
(7.36b)
Since it is only of interest to estimate the channel parameters, , the source signal
parameters are a nuisance, and it would be useful to obtain a particular estimate of which is not conditional on the BSAR parameters or excitation variances. These
nuisance parameters can be marginalised using the probability relationship:px (x) = ZY px;y (x; y) dy (7.37)
In this case, marginalising equation (7.35) w. r. t. the nuisance parametersfbj; jg; 8j 2 M , with the integrals,p  ;  x; ; I = ZRQ1   ZRQM p  ;  x; ; I dbM : : : db1 (7.38a)
and p   x; ; I = 1Z0  1Z0 p  ;  x; ; I d2M : : : d21 (7.38b)
yields, as shown in Appendix D, the posterior density:p   x; ; I / p   ; I
J (x; s) MYi=1 
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1STi si-RiSTi Si + Æ-2i IQi12
(7.39a)
where Ri = Ti+i+12 . If there is only one data block, this expression reduces to:p   x; ; I / p   ; I
J (x; s) 
+ sTs- sTS  STS + Æ-2IQ-1STs-RjST S + Æ-2IQj12 (7.39b)
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(a) Input and output signals for the second-order LTI
IIR filter shown in Figure 7.10(a).






























(b) Input and output signals for the 8th-order LTI IIR
filter shown in Figure 7.10(b).
Figure 7.9: Source and distorted signals after the filtering shown in Figure 7.10.
where R = +T+12 , the subscript i has been dropped for clarity, since there is only a
single data block, and assuming a suitable definition of the vector s and data matrix
S. These two expressions are used throughout this thesis.
7.8 PERFORMANCE OF STATIONARY ANALYSIS
To provide motivation for incorporating extra degrees of freedom associated with
a nonstationary system, consider the results obtained if a nonstationary system is
modelled as stationary one. The two examples introduced below are investigated
extensively in the forthcoming chapters. The source signal, s(t), is the synthetic
block stationary process discussed in section x7.6.1.2, and the observed signal is
a LTI filtered version of s(t). The source and observed signals, for two different
LTI filters, A1 and A2, are shown in Figure 7.9. The actual filter responses are
shown as black lines in Figure 7.10. Now, if the entire system is assumed to be
stationary, where the system is modelled using the expression in equation (7.39b),
and the source model parameters have been marginalised, then the estimate of the
filter parameters given the observed data, and assuming the correct model orders
are known, yields the estimated spectra shown as red lines in Figure 7.10. The
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ratio of the actual filter’s spectrum and the estimated filter’s spectrum are shown
in the dotted blue lines. Furthermore, the actual and estimated pole locations for
the filter are shown in Figure 7.11. It can be seen that the estimate of the filter
when the system is modelled as a stationary process is so poor that the spectrum of
the equalised filter response is almost as bad as the original filter’s spectrum and,
therefore, the equalised speech will be as distorted as the unequalised speech. The
techniques discussed in this thesis will improve on the estimate considerably.
7.9 CHAPTER SUMMARY
Single channel blind deconvolution is formally introduced in this chapter. Linear
input–output modelling that permit systems and nonstationary stochastic processes
to be modelled in terms of finite-order linear models, or time-series, is reviewed.
Some of these models are used in the next couple of chapters to develop a solu-
tion for the problem. There exists a plethora of nonstationary linear and nonlinear
input–output and time-series models, each of which is appropriate for different
nonstationary systems. The TVARMA model is very general and, as discussed, is a
superset of models such as the complex exponential, AM, and FM models. How-
ever, practical application of the TVARMA model usually requires a constraint on its
parameter space, often in terms of some prior knowledge regarding a particular sys-
tem. The purpose of this dissertation is not to thoroughly investigate the properties
of all these models – this has been done competently elsewhere (see, for example,
most of the references in this chapter). Instead, this research is concentrating on
how nonstationarity can provide additional degrees of freedom which allow strong
requirements on prior information to be relaxed. As such, models that have not
been investigated further in this research are not necessarily unsuitable for blind de-
convolution: the models investigated here have been so, since their properties allow
the effect of nonstationarity to be more easily observed. The Bayesian paradigm is
introduced as a means of parameter estimation, and a theoretical development has
been presented which will be used in the forthcoming chapters.
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Actual, Estimated and Ratio of Filter Frequency Response
























(a) Second-order LTI IIR filter.








Actual, Estimated and Ratio of Filter Frequency Response
























(b) 8th-order LTI IIR filter.
Figure 7.10: The frequency responses of typical LTI IIR filter are shown in black. In
each case, the MLE estimate of the filter given the observed data when the system
is assumed stationary is shown in red, and the ratio of this estimate to the true
















































(b) 8th-order LTI IIR filter.
Figure 7.11: The pole locations of the actual and estimated filters for the filters
shown in Figure 7.10. The true positions are denoted by a black cross, the estimated
positions by a red dot, and the pole locations of the source signal for all the data




N section x1.4, it was postulated that utilisation of the nonstationary prop-
erties of a particular system helps toward finding solutions which would oth-
erwise yield unsatisfactory results if the system was modelled as a stationary
system. Moreover, it was postulated that if the components of a system have statis-
tics which vary at different rates, then identification of each component should be
possible. This basic idea is used by Law and Nguyen [209] for de-blurring images in
which multiple frames of a recorded image are used, based on the assumption that
the blurring or point spread function is time-varying. In this chapter, a composite
model, presented in [161] and [163], is proposed which confirms these proposi-
tions, and the properties of this model are investigated. This investigation provides
the framework for the generalised model discussed in Chapter 9.
As outlined in section x7.6, the source signal, s(t), is modelled by a BSAR pro-
cess given by (7.28). The distortion operator, A , is modelled by a LTI IIR filter of
order P, such that the observed signal, fx(t)g, is given in terms of fs(t)g by:x(t) = - PXp=1 a(p) x(t- p) + s(t); t 2 Z (8.1)
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LTI IIR
Filter a









Figure 8.1: Simplified signal model of the blind deconvolution problem.
where a = fa(p)p 2 P = f1; : : : ; Pg are the model parameters, and P is the num-
ber of poles. This system model is shown in Figure 8.1. A Bayesian solution for
parameter estimation of the distortion operator, A , is presented in section x8.2.
First, however, it is insightful to consider a simple intuitive histogram technique of
estimating the channel parameters.
8.1 EXPLORATION OF PARAMETER SPACE FOR
UNCONSTRAINED CHANNEL MODEL
The parameters for the distortion filter, A , can be estimated using a simple his-
togram technique introduced in [333,334], developed further in [160], and recently
implemented in real time applications [352]. Although this method lacks robust-
ness, it gives considerable insight into the underlying physical process that occurs in
the proposed blind deconvolution technique. Consider, in data block i, the output,x(t), of the BSAR-AR model, shown in Figure 8.1, as a windowed version of an
infinite stationary data sequence, xi(t), given by:xi(t) = - PXp=1 a(p) xi(t- p) + si(t)si(t) = - QiXq=1 bi(q) si(t- q) + ei(t)
9>>>>=>>>>; t 2 T  Z (8.2)
where ei(t)  N  ei(t) 0; 2i , such that x(t) = xi(t); 8t 2 Ti  T . The power
spectrum, Pi(!), of the signal xi(t) can be obtained by taking the square modulus
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of the discrete Fourier transform (DFT) to give:Pi(!) = 11+ Pp=1a(p) e-j!p2 2i1+ QiPq=1bi(q) e-j!q2 1PQp=1 1- ra(p) e-j!2 2iQiq=1 1- rbi(q) e-j!2 (8.3a)
which can be written in the form:Pi(!) = 2i1+ P+QiPk=1 i(k) e-j!k2  2iP+QiQk=1 1- ri(k) e-j!2 (8.3b)
where i(k) = [a(p) ? bi(q)℄k are the coefficients of the combined AR(P + Qi)
process. The roots ri  [ ri(1) : : : ri(P + Qi) ℄ of the combined AR stationary
model in each block can be estimated using, for example, the covariance method
[237, 353] or Bayesian techniques, and are given by ri = fra; rbig, where ra [ ra(1) : : : ra(P) ℄ are the roots of the IIR filter, A , and rbi  [ rbi(1) : : : rbi(Qi) ℄
are the roots of the TVAR source signal model. In each block, the estimates of these
roots are denoted by r̂i = fr̂ai; r̂big, where r̂ai is an estimate of ra using the data in
block i and, correspondingly, r̂bi is an estimate of rbi. Estimating the pole locations
over each data blocks, i 2 M , the following pole sets are obtained:8>>><>>>: r̂1 = fr̂a1; r̂b1g... = ...r̂M = fr̂aM; r̂bMg
9>>>=>>>; (8.4)
Initially, it may appear impossible, without considerable prior knowledge, to parti-
tion each pole set, r̂i, into subsets which separately contain r̂ai and r̂bi. However,
if all the pole sets r̂i; i 2 M , are compared simultaneously, a number of pole es-
timates will be contained in a number of small local regions of support. It can be
hypothesised that each of these subsets contain estimates that are just statistical
variations of the same pole. Moreover, most subsets will contain just a few pole
estimates, or elements, while a few subsets contain many elements: the number
of elements within each subset depends on the chosen size of the local region of
support. Hence, it can be concluded that where the number of estimates within
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a particular region is large, the corresponding subset that contains these estimates
represents a stationary pole, and where the number is small, the subset represents a
nonstationary pole. If the source signal is modelled as a TVAR process and is known
to be comprised only of nonstationary poles, and the distorting filter is known to
be stationary, the channel can be estimated from some estimate of the stationary
poles based on the subsets which contain a large number of pole estimates.
This simple histogramme technique can be demonstrated by drawing sam-
ples from the probability density function for the AR process described by equa-
tion (8.3b) using, for example, the Markov chain Monte Carlo (MCMC) method
known as the Gibbs sampler [283]. This histogramme technique, while inefficient
and lacking robustness, provides insight into the rudimentary estimation mecha-
nism facilitated by the additional degrees of freedom of the BSAR-AR model. Sec-
tion x8.1.1 provides an overview of how these estimates are sampled, and sec-
tion x8.1.2 discusses simulation results.
8.1.1 Simulation of Histogram Technique
The histogram method can be demonstrated by obtaining estimates of the AR pa-
rameters of the process described by equation (8.3b) in each block. To obtain
a large number of estimates, variates from the pdf for this AR process are sam-
pled using the Gibbs sampler. The Gibbs sampler is a Markov chain Monte
Carlo (MCMC) technique that allows samples to be drawn from complicated prob-
ability densities by drawing samples from simpler conditional densities. This sam-
pling method is described in detail in, for example, [283], and the implementation
details for this application are given in section xE.1 of Appendix E.
To draw these estimates, suppose the posterior distribution for the BSAR pa-
rameters, bi, and the AR parameters, a, conditional on the data in block i, ispi  pi  ai;bi xi; xi-1 where, for clarity, the estimate of the filter parame-
ters, a, conditional on the data in block i, is denoted ai. The posterior den-
sity, pi, is obtained by writing i(k) = [ai(p) ? bi(q)℄k and noting that the ex-
citation in block i is related to the observed signal, x(t), by ei = xi + Xi i,
where [xi℄t-ti+1 = x(t); t 2 Ti, [Xi℄t-ti+1;q = x(t - q); t 2 Ti; q 2 Qi and[i℄k = i(k); k 2 f1; : : : ; P + Qig. The Jacobian J(xi; ei) is unity and, therefore,
the likelihood function in data block i is given by:p  xi  ai; bi; 2i ; xi-1 = N  ei  0; 2i  (8.5)







































































































































































































Figure 8.2: These plots show, from left to right in rows, the histogram over the unit
circle of the simulated samples fai; big in blocks i = f1; 3; 5; 7; 9g for the 2nd order
filter discussed in section x8.1.2. The histogram of all the simulated samples from
all the data blocks is also shown in the bottom right hand figure.







































































































































































































Figure 8.3: These plots show, from left to right in rows, the histogram over the unit
circle of the simulated samples fai; big in blocks i = f1; 3; 5; 7; 9g for the 8th-order
filter discussed in section x8.1.2. The histogram of all the simulated samples from
all the data blocks is also shown in the bottom right hand figure.
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Assuming the prior distributions:2i  IG 2i  i2 ; i2 i  hai bii  N  i  0P+Qi; Æ2i 2i IP+Qi ; Æi 2 R+ ;
then, using Bayes’ rule of equation (7.29b), it follows:p  ai; bi; 2i xi; xi-1 / 1(p2i)R̂i ÆP+Qii exp-i + eTi ei + Æ-2i Ti i22i  (8.6)
where R̂i = Ti+P+Qi+i+2. The excitation variance can be marginalised using the
identity in equation (D.5) to give the conditional density p  ai; bi xi; xi-1. Thus,
by sampling and histogramming the variates fai; bi; i 2 M g from this distribution,
estimates of the parameter a can be obtained as described in section x8.1.
8.1.2 Simulated Examples
To demonstrate the implicit marginalisation of the parameters of the BSAR source
signal model, the 12th-order BSAR synthetic source signal described in sec-
tion x7.6.1.2 is passed through several different LTI IIR filters, the output of which
is observed. The frequency responses of these filters are those shown in Fig-
ure 7.10. The model orders of both the filter and the source signal are assumed
to be known. The first filter used in the simulation is second-order, and its pole
lies at (r; ) = (0:95;0:3): this corresponds to the filter response shown in Fig-
ure 7.10(a). The second filter is 8th-order and is shown in Figure 7.10(b): the pole
locations of each of these filters are shown in Figure 7.11.
Samples are drawn from the posterior distribution given by equation (8.6) using
the Gibbs sampler, as discussed above. In Figures 8.2 and 8.3, the samples are
histogrammed on a grid covering the unit circle for each of the filters. The figures
show histograms of samples for individual blocks, where it is seen that peaks are
located at the positions of the BSAR poles, as well as the positions of the poles due
to the filter. However, when the samples from all the data blocks are histogrammed
together, it is seen that the peaks are now located at the position of the stationary
poles. These stationary poles belong to the filter and to any poles representing the
stationary components of the speech signal. The peaks, corresponding to stationary
poles, which reside at around 3:7 kHz lie very close indeed to the location of the
filter’s poles, while the peak that resides at few hundred Hertz corresponds to the
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pole representing the pitch of the speech. The pole due to the speech pitch is not
quite stationary and, in fact, moves around slightly, as can be seen by looking at
the resonant peak near DC in Figure 7.7(b). A blind deconvolution algorithm for
a specific application can be designed to ignore this slowly varying pole, provided
there is sufficient prior knowledge about the existence of such a pole.
8.2 BAYESIAN BLIND DECONVOLUTION
The histogram technique does not constrain the distorting filter, A , to be stationary
across data block boundaries. It is by virtue of the fact the filter is actually station-
ary that the technique can detect the filter parameters by considering the system
poles. If the filter really is stationary, a more robust method of parameter estima-
tion results by taking account of this additional prior information. This knowledge
is readily incorporated into the Bayesian framework. The Bayesian formulation is
easily obtained from the analysis presented in section x7.7.3 since, as discussed in
section x7.6, the source signal, s(t), is modelled as block stationary. In this model,
the output of the system, x(t), is related to the input, s(t)  s(t; ; x), by:s(t) = x(t) + PXp=1 a(p) x(t- p) (8.1)
The parameters of this system model, , is given by  = fa; Pg, where a 2 RP . The
Jacobian in equation (7.34), J (x; s), is unity since x and s have a linear causal
relationship and, therefore, equation (7.39a) reduces to:p   x; ; I / p   ; I MYi=1 
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1STi si-RiSTi Si + Æ-2i IQi 12
(8.7)
where Ri = j+Tj+12 ; i 2 M . Equation (8.7) is written in terms of s(t) to emphasise
that the posterior can be efficiently calculated by ‘inverse filtering’ the data, x(t),
before performing matrix products. A maximum marginal a posteriori (MMAP)
estimate is used for the parameters a, calculated by finding the global maximum
of p  a x; ; P; I using deterministic or stochastic optimisation methods [283,
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294]. The accuracy of the MMAP estimate is constrained by the effectiveness of
the search algorithm and, as such, by the initial position. It is not the intention
of this dissertation to investigate various deterministic or stochastic optimisation
techniques, and the pros and cons of various optimisation methods are left for
discussion elsewhere, for example in [283,294].
8.2.1 Interpretation
It is useful to have an understanding of the mechanism that allows blind deconvo-
lution to be performed using the proposed model. Since the nuisance parametersfbj; 2j ; 8j 2 M g, are independent, equation (8.7) may be written in the form:p   x; ; I = p   I MYi=1 pi   xi; xi-1; ; I (8.8a)
where the pdf of the stationary parameters, a, given only the data in the i-th block
and the initial conditions, xi-1, is given by:pi 4= pi   xi;xi-1; ; I/ 1STi Si + Æ-2i IQi12 
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1 STi si-Ri (8.8b)
Considering the case when the TVAR model has fixed model order then, in each
block, the observed data, x(t), is modelled as the result of cascading a stationary
AR(Q) model, with parameter b 0i, and a stationary AR(P) model, P  Q, with
parameter a 0. Consequently, the pdf pi has peaks near the real Pth-order factors of
the polynomial with coefficients a 0 ? b 0i, since there is no way to distinguish which
parts of the parameter sets belongs to the filter and which parts belong to the source
signal. This is more readily seen by considering the pole positions of the AR process
in each block: since b 0i is assumed to vary with i, the factors that are ‘stationary’
are the only ones which remain in the same position, whilst the peaks due to the
‘nonstationary’ factors will not coincide if the pdfs, pi, are ‘superimposed’ over
each other. Hence, taking the product of pi; 8i 2 M , implies that peaks at the
stationary points combine constructively, since they coincide, while the peaks at
the nonstationary points cancel, since they do not coincide in the parameter space.
This is analogous to the argument discussed in section x8.1.
To demonstrate this with an example, consider filtering the BSAR(2) synthetic















LTI IIR Filter a
M  = 10 Blocks, T   = 1000 samplesi
Figure 8.4: Model used in the investigation of the maginalisation process.
source signal proposed in section x7.6.1.1, denoted s(t), by a second-order IIR fil-
ter, as shown in Figure 8.4. Let the stationary component have conjugate poles at(r; ) = (0:9;0:3), and let the TVAR have conjugate poles which move linearly
in radius and phase between the points (0:75;0:35) and (0:95;0:85). Further,
let M = 10 and Ti = 1000; 8i 2 M . These pole trajectories are described in equa-
tion (7.14), and shown in Figure 7.7(a) on page 175. For a typical data sequence
generated by these parameters, Figure 8.5(a) shows the contour plots of lnpi fori = f1; 3; 7; 9g, and Figure 8.5(b) shows a contour plot of lnp  a x; ; P; I plotted
in the complex plane; there is also a plot of pi for i = 7 to highlight the ‘sharpness’
of the peaks in the distributions. It can be seen that the modes of pi occur at a 0 andb 0i and, as such, one mode is stationary, whilst the other moves. The estimate of a
is very accurate, as shown by the ratio of the spectra of the actual filter response to
the estimated filter response (not plotted for brevity).
8.2.2 Effect of Length and Number of Blocks
The Cramer-Rao Lower Bound [286,353] may be informally stated as the product
of a generally increasing function of block length Ti and the variance of a stationary
unbiased estimator for the parameters a, is greater or equal than some lower bound.
This emphasises an inherent problem in the modelling of nonstationary processes
by a block stationary process. If the block length is large, the variance of the
parameter estimate is small; however, in that block, the actual parameter values
may have changed significantly, such that the model no longer accurately reflects
the time-varying nature of the underlying signal. If, on the other hand, the block
length is small, the variance of the estimate is large, although the block stationary
model will better represent the time-varying nature of the signal.
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Log PDF of Stationary Parameters in block 1


















Log PDF of Stationary Parameters in block 3


















Log PDF of Stationary Parameters in block 7


















Log PDF of Stationary Parameters in block 9
(a) Plot of lnpi  a xi; xi-1; ; Pi; I for i = f1; 3; 7; 9g, showing the stationary


















































Complete Log PDF of Stationary Parameters
(b) [Left] lnp  a x; ; P; I. [Right] p7  a x7; x6; ; P7; I.
Figure 8.5: The contours are plotted at f10%; 20%;    ; 90%; 92%; 94%;    ; 98%g,
and the small black circle denotes the position of the time-varying pole in the
block. The unit circle is also plotted for convenience.
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This raises the question of whether an optimum block length exists. Further-
more, the probability density function of a is conditional on the block lengthsTi, i.e. p  a x; Qi; ti; i 2 M ; P; I and, thus, Ti could be marginalised numeri-
cally. However, for a good understanding of modelling a time-varying system by
a block stationary system, the philosophical consequences of this question must be
answered, as well as applying standard numerical techniques. The effect of block
length when the distorted signal is observed in additive noise is considered in sec-
tion x8.4.3.
8.3 EFFECT OF MODEL ORDER ON PARAMETER
ESTIMATION
In section x8.2.2 the effect of the block length on the accuracy of the channel pa-
rameter estimate was considered. In the discussions so far, it has also been assumed
that the correct form of source signal and channel models are known. This raises
two fundamental questions regarding the Bayesian methodology presented so far
in this chapter. First, does the form of the model for the source signal and channel
accurately represent the system under consideration? Second, if the model is of the
correct form, which model order is appropriate? Together these questions form
a problem referred to as model selection. The former question can be answered
heuristically and was discussed in Chapters 6 and 7 when considering room acous-
tics and speech models, respectively, while the latter question is discussed here.
In this section, the source and channel models are assumed to be autoregressive
and IIR respectively; the effect of model order on the estimation of the channels
parameters is investigated. It is impossible to do an exhaustive investigation on the
effect of model order. As such, a set of experiments are carefully selected to provide
enough evidence to propose conclusions regarding the effect of model orders. In
all, five different sets of experiments are performed, each with different source and
channel models, as outlined below:
Second-order LTI IIR filter The distortion filter is second-order which, as in sec-
tion x8.2.1, allows the posterior distribution for the filter parameters to be
plotted in full. The frequency response of this filter is shown in Figure 7.10(a).
The following source signals are used:
198 Bayesian Blind Deconvolution
1. Synthetic BSAR(2) model, as discussed in section x7.6.1.1,
2. Synthetic BSAR(12) model, as discussed in section x7.6.1.2,
3. Extracts of real speech taken from the vocal version of Suzanne Vega’s
‘Tom’s Diner’.8th-order LTI IIR filter The distortion filter with frequency response shown in Fig-
ure 7.10(b), facilitates the investigation of higher model orders. The source
signals, discussed in cases 2 and 3 above, are used, although only the results
for case 2 will be shown, since case 3 does not yield any additional informa-
tion, inasmuch as the results in each case are virtually identical.
The results for each of these scenarios are discussed in the following subsections.
8.3.1 Second-Order LTI IIR filter
If the distorting filter is known to be second-order, then p  a x; ; P; I can be
plotted directly, and the effects of varying fQi; i 2 M g investigated by visualising
the changes in p  a x; ; P; I; the setup is similar to that shown in Figure 8.4.
This, naturally, is feasible only if Qi is assumed identical for each data block; Qi =Q; i 2 M . If the source signal is a BSAR(2) process, then the interaction between
the source signal parameters, bi, and filter parameters, a, is easily observable, as
demonstrated in section x8.2.1. In practice, the model order required to accurately
represent speech is around 12 [237] and, therefore, a synthetic BSAR(12) process
is also used for the source signal, as well as segments of a real speech signal. The
synthetic signals are outlined in sections x7.6.1.1 and x7.6.1.2. The second-order
distortion filter is the same as the filter considered in section x8.2.1.
8.3.1.1 BSAR(2) Linear Variation Synthetic Signal Model
In the first experiment, a BSAR(2) process drives a second-order IIR filter, as dis-
cussed above, in a similar setup to that shown in Figure 8.4. Figure 8.6 shows in
columns, from top to bottom, for different beliefs of source signal model orders:
1. Contour and surface plots of the log-pdf, lnpi  a xi; xi-1; ; Pi; I, of the
stationary parameters, a, given only the data in a typical data block.
2. A surface plot of the unnormalised pdf, where the expression for this distri-
bution, pi  a xi; xi-1; ; Pi; I, is given in equations (8.8).
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3. A surface plot of the pdf for the channel parameters given the entire data set
across all data blocks, p  a x; ; P; I, as given by the expression in (8.7).
It can be seen from the contour plots of lnpi  a xi; xi-1; ; Pi; I that for any
belief of source model order, its modes are located near the pole positions of both
the source signal, and the filter, as discussed in section x8.2.1. The corresponding
surface plots of the log-pdf and actual pdf for this data block indicate its level of
multimodality, and the plot of the complete pdf of the stationary parameters, given
all the data, demonstrates how pronounced the overall modes are.
To observe the effect of over-modelling the source signal, consider the effect on
each of these distributions as the hypothesised source model order, Q, is increased.
The location of the poles 1 for the source signal, when modelled with order Q, are
plotted using a cross (+) on the contour plot of lnpi () in Figure 8.6. As the hypoth-
esised model order increases from Q = 2 to Q = 14, it is seen that lnpi () flattens
out. This is explained by considering the location of the extra poles which are at-
tempting to model the source signal. These extra poles are placed symmetrically
around the unit circle, with a radius that increases towards unity as the number of
poles increase. This behaviour is explained by observing that the extra poles are
attempting to model a flat spectrum, since the minimum necessary number of poles
are modelling, perfectly adequately, the resonances peaks.2 There are additional
peaks, albeit not very prominent, in the probability distribution at the location of
these extra poles and, therefore, the log-pdf flattens out as the number of additional
peaks increases.
1These pole locations are estimated by taking the source signal in the corresponding data block
and estimating the parameters for a Qth-order AR process using the covariance method [237,353].
2If an AR model has poles located at z = frp; p 2 f1; : : : ; Pgg, the magnitude and phase of the
frequency response are given by:A(ej!) = GPQp=1 jej! - rpj ; \A(ej!) = !P- PXp=1\  ej! - rp
The magnitude response is equivalent to the product of the distance between the point ej! and the
poles rp. The phase response is equivalent to the sum of the angles between the line joining the pointej! to the poles rp and the real axis. If the additional poles are evenly distributed around the unit
circle, then there is a high degree of circular symmetry. Since these additional poles are attempting to
model a relatively flat spectrum then, to minimise the gain contribution due to the extra poles, they
must either be placed at the origin if the spectrum is completely flat or, if the spectrum is noisy, move
towards, but remain inside, the unit circle as their number increases: i.e. the high circular symmetry
means that phase contributions from ‘opposite’ poles cancel. This property can be verified by a















































































































































































































Figure 8.6: These plots show the effect of model order on parameter estimation and the posterior density for an AR(2) system.






































log(p(a|x)) in block 9, with Q = 2


















log(p(a|x)) in block 9, with Q = 4




























































































































































































































































































































































log(p(a|x)) in block 9, with Q = 7


















log(p(a|x)) in block 9, with Q = 12
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However, whilst considerable over-modelling makes it difficult for the peaks
corresponding to the resonances of the filter to remain prominent, due to the flat-
tening of the pdf, it is clear that over-modelling the source by a small factor has
little impact on the pdf of the channel parameters, given the entire data set. As
long as the source signal is nonstationary, the location of these additional poles
are time-varying and, as such, despite the individual pdfs for each data block hav-
ing less pronounced peaks, the peak due to the resonances of the channel remain
dominant. The experimental results shown in Figure 8.6 support this argument.
8.3.1.2 BSAR(12) Random Variation Synthetic Signal Model
The second source signal is a realisation of a BSAR(12) process, generated as dis-
cussed in section x7.6.1.2. In this case, it is of interest to investigate the effect of
the belief in source model order on the pdf of the channel parameters given the ob-
served data. As seen in Figure 8.7, the effect on lnpi () is similar to that described
in the previous section, where the location of the source signal poles when mod-
elled as Qth-order are shown as large dots () on the contour plots; the small dots
correspond to the source poles when modelled as 12th-order. The red crosses in
the contour plots of lnp  a x; ; P; I denote the locations of the resulting chan-
nel estimates if the entire system is modelled as a 2nd-order stationary system. It
is seen that this location corresponds to the pitch resonant of the speech signal as
noted in section x7.8. The MMAP estimate obtained using the proposed deconvo-
lution method is shown as a (+), and the actual location of the filter parameters are
denoted by an (x).
In this case, it can be seen that under-modelling the source signal leads to unsat-
isfactory results in many cases. If the system is over-modelled, the effects discussed
in the previous section are again observed. It is seen in section x8.3.2 that when a
resonant, or ‘peaky’, AR spectrum is under-modelled, the estimated spectrum often
results in being relatively flat since the estimator is trying to fit the entire spectrum
simultaneously, and not just a particular subband containing one of the resonant
peaks. Therefore, when the source signal is under-modelled, the estimated source
spectrum remains flat, and the pole locations due to the source may appear station-
ary. The pdf therefore flattens out, and anomalous peaks emerge from these ‘false’
stationary pole locations.
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8.3.1.3 Real Speech as Source Signal
Finally, when the source signal are extracts of real speech, the effect of varying the
model order is shown in Figure 8.8. The distributions are plotted for the model
order cases corresponding to those used in the BSAR(12) cases in section x8.3.1.2.
Since speech is modelled reasonably well by a BSAR process, the results are similar
to the synthetic BSAR(12) case. Note that the best channel estimates are obtained
when the model order for the source is chosen to be at least 12.
8.3.2 12th-order LTI IIR filter
In the second main model order investigation, a source signal is filtered by the8th-order LTI IIR filter shown in Figure 7.10(b). For a given belief in source-channel
model order (Q;P), a MMAP estimate of lnp  a x; ; P; I is found using the
Nelder-Mead simplex (direct search) method [294] to maximise the logarithm of
the expression in equation (8.7).3 This, therefore, requires the specification of a
starting point for the search algorithm. To check whether there is dependance on
the starting point, the initial parameter estimates are set as:aini = aact (1+  diag [u℄) (8.9)
where u  N  u  0; 1, u 2 RP . The results in Figures 8.9 and 8.10 represent the
cases when the initial condition is ‘close’ to the actual channel parameter vector,
corresponding to   1 (e.g.   0:1), and when the initial condition is ‘far’
away, corresponding to   1 (e.g.   5). The dependence on the initial starting
location can be removed by using stochastic optimisation methods: for example,
MCMC and simulated annealing [283] methods can be applied to ensure the global
maximum is always found, independent of the starting position. However, as noted
in section x8.2, this is left as further work.
It can be seen from these figures, which plot the estimated channel frequency
response and ratio of estimated and actual channel responses, against the hypoth-
esised source model order for different hypothesised channel model orders,4 that
3In practice, an initial condition may be far from the global maximum, in which case more robust
optimisation algorithms are required as discussed in the text. Unless otherwise stated in the text,
the termination tolerance on the function value is set at 10-2, while the termination tolerance on
the parameter values is set at 10-4. The maximum number of iterations allowed is set at 5000.
4Note that in Figures 8.9 and 8.10, the spectra have been plotted with an offset so that a com-


































































































































































































































Figure 8.7: These plots show the effect of model order on parameter estimation and the posterior density for an AR(2) system.
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log(p(a|x)) in block 5, with Q = 8


















log(p(a|x)) in block 5, with Q = 10


















log(p(a|x)) in block 5, with Q = 12


















Full log(p(a|x)) with Q = 8


















Full log(p(a|x)) with Q = 10













































































































































































































































Figure 8.8: These plots show the effect of model order on parameter estimation and the posterior density for an AR(2) system.
From left to right, the TVAR model orders are Q = f3; 6; 7g. The system is driven by real speech, and is modelled as a BSAR(12)
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log(p(a|x)) in block 5, with Q = 8
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log(p(a|x)) in block 5, with Q = 14


















log(p(a|x)) in block 5, with Q = 16


















log(p(a|x)) in block 5, with Q = 20
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Figure 8.9: The (Left Column:) estimated channel spectrum and (Right Column:)
ratio of the actual 8th-order channel response to the estimated channel spectrum
for P = f4; 6; 8g. The initial position for the optimisation algorithm is close to the
true parameters, i.e. in equation (8.9)  1, e.g.   0:1.
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Figure 8.9: Continued: Left Column: Estimated Channel Spectra. Right Column:
Ratio of actual and estimated channel spectra; P = f12; 16; 20g.
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Figure 8.10: The (Left Column:) estimated channel spectrum and (Right Column:)
ratio of the actual 8th-order channel response to the estimated channel spectrum
for P = f4; 6; 8g. The initial position for the optimisation algorithm is far way from
the true parameters, i.e. in equation (8.9)  1, e.g.   5.
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Figure 8.10: Continued: Left Column: Estimated Channel Spectra. Right Column:
Ratio of actual and estimated channel spectra; P = f12; 16; 20g.






















Figure 8.11: Signal model for the blind deconvolution with observation noise.
if the channel is over-modelled, but not under-modelled, the estimated spectrum is
reasonably accurate and approximately independent of hypothesised source model
order. The requirement of over-modelling the channel is simply one of ensuring
it is adequately modelled [353]. Under-modelling the source signal is less crucial
since the algorithm depends on the nonstationarity of the source signal and not its
actual spectrum (see section x8.3.1 for further details). Therefore, if the channel is
over-modelled, and the source model order is within a small factor relative to the
true model orders, the channel can be accurately estimated.
8.3.3 Nonstationarity vs. Prior Knowledge
The results from the experiments on model order clearly suggest that the utilisation
of the nonstationarity in a system reduces the requirement of knowledge regarding
the model order. Moreover, although reversible-jump Markov chain Monte Carlo
techniques [129] could be applied to estimate the model orders, as these sections
have shown, accurate model order estimates are not actually required.
8.4 EFFECT OF OBSERVATION NOISE ON
PARAMETER ESTIMATION
The signal model shown in Figure 8.1 does not take account of observation noise.
In practice, there exists some observation noise and, as such, a more realistic model,
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which takes account of noise, is shown in Figure 8.11. In this model, the observed
signal, y(t), is given as the sum of the filtered speech signal, x(t), which is related
to the clean speech signal, s(t), by equation (8.1), and the observation noise, w(t),
which is WGN with variance 2w, i.e. w(t)  N  w(t)  0; 2w:y(t) = x(t) +w(t) (8.10)
As mentioned in section x1.5, the general dereverberation problem can be decom-
posed into a pure blind deconvolution problem and a pure signal separation prob-
lem, the latter which can deal with observation noise. However, in practical ap-
plications, it is likely that observation noise will not be completely removed and,
consequently, it is of interest to investigate the effect of observation noise on pa-
rameter estimation. The next section discusses the influence of SNR on the accuracy
of the parameter estimates for a synthetic filter when it is driven by real speech. The
effect of noise when the Wiener-Hopf filter (WHF) is used to restore the speech sig-
nal is then considered in section x8.4.2. Fo a discussion on other approaches to
noise removal see, for example, [120,378].
8.4.1 Parameter Accuracy vs. SNR
A simple experiment investigating the influence of SNR on the accuracy of the pa-
rameter estimates involves driving a synthetic filter with real speech, and calculating
the accuracy of the estimates using various cost functions. As before, the parameter
estimates are calculated by finding the MMAP estimate of the logarithm of equa-
tion (8.7) using the Nelder-Mead simplex method [294]. The initial condition is
generated using (8.9) with   0:15. Generating a number, R, of realisations of the
initial condition, arini, r 2 R = f1; : : : ; Rg, ensures an average error function can be
determined which is approximately independent of the initial condition.5 For each
of these realisations, the observed signal is generated for a range of SNRs: i.e. for
each arini, a realisation of the noise sequence, fw(t)g, is generated with variance:2w = 1T 10SNR10 Xt2T jx(t)j2 (8.11)
where, as usual, T = f0; : : : ; T - 1g. There are two measures for the accuracy
of the MMAP estimate: the parameter error function (PaEF) and the pole error
5i.e. Generating a number of Monte Carlo runs.
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function (PoEF). The parameter error function is simply the mean squared error
(MSE) between the actual parameters and their estimates, as given by:Ja(SNR) = 1R RXr=1 kâr(SNR) - ak2 (8.12)
where kk is the Euclidean norm, and âr(SNR) is the MMAP estimate of a, when the
observed process, y(t), has signal-to-noise ratio given by SNR, and the initial con-
dition is given by arini. The pole error function requires a slightly more complicated
definition, and is discussed in the next section.
8.4.1.1 Pole Error Function
The pole error function (PoEF) is a measure of the fit of pole estimates to the true
pole locations. Denoting the actual pole locations by ra = [ ra(1) : : : ra(P) ℄, and
the estimated pole locations by r̂a = [ r̂a(1) : : : r̂a(P) ℄,6 then the PoEF is given by:7Jra = minfq(p); p2Pg PXp=1 kra(p) - r̂a(q(p))k2 (8.13)
where the set Qperm = fq(p); p 2 Pg = perm f1; : : : ; Pg is a permutation of the
elements in P: i.e. Jra uniquely associates each estimated pole with an actual pole
location so as to minimise the total distance between the estimated and actual pole
locations. The pole error function can be calculated using Algorithm 8.1 where, for
simplicity, it is assumed that P is even, and ra consists only of complex-conjugate
pole pairs such that:8ra = hra(1) ra(1) ra(2) ra(2) : : : ra(P=2) ra(P=2)i (8.14)
where <fra(p)g > 0; p 2 f1; : : : ; P=2g. Further, let r̂a be divided into a set of
complex-conjugate pairs, and a set of real poles:r̂a = hr̂a(1) r̂a(1) : : : r̂a(P) r̂a(P) r̃a(1) : : : r̃a(Pr)i (8.15)
6For clarity, the dependence of the estimated pole locations on the SNR is omitted from the
notation in this section.
7Note this is defined for a single estimate of the poles. An average pole error function should be
obtained from multiple runs to improve accuracy.
8A simplification arises since it is known that associating a pole above the real axis with one
below the real axis does not lead to the minimum pole error function.
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where <fr̂a(p)g > 0, p 2 f1; : : : ; Pg are the P  P=2 complex poles, and fr̃a(p),p 2 f1; : : : ; Prgg are the Pr = P - 2P real poles, ordered such that r̃a(p + 1) >r̃a(p). Let DM 2 RMM be a matrix containing the distances between each of the
true pole locations and the estimated pole positions, as constructed at the start of
Algorithm 8.1. Further, let D-mM-1 be the matrix DM with the m-th row and first
column removed. Then the PoEF, Jra, defined in (8.13) can be calculated using
the recursive algorithm in Algorithm 8.1. For high model orders, the PoEF can be
evaluated using the computationally more efficient out-of-kilter algorithm [24].
Algorithm 8.1 Calculating the Pole Error Function.
for p = 1 to P=2 do
for q = 1 to P do[DP℄p;q = 2 kr̂a(p) - ra(q)k
end for
for q = 1 to Pr do[DP℄p;P+q = kr̃a(2q- 1) - ra(p)k+ kr̃a(2q) - ra(p)k
end for
end forJra = MinimumDistance(DP)
function dmin = MinimumDistance(DM)
if M = 1 thendmin = DM
else
for m = 1 to M dod(m) = [DM℄m;1 + MinimumDistance(D-mM-1)




In the simulation results given here, a typical 8th-order IIR filter is driven by speech
sampled at 11:025 kHz. With 50 realisations of the initial condition, and SNRs
between 0 dB and 25 dB, the results are shown in Figure 8.12(b): Figure 8.12(a)
shows the average parameter error function (PaEF), while Figure 8.12(b) shows the
log PaEF. The parameter error falls off exponentially with SNR, as reflected by the
approximate linear relationship in the plot of the log error. Intererstingly, the PoEF
plotted in Figures 8.12(c) and 8.12(d) also falls off exponentially.
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(a) Parameter Error vs. SNR (dB). The re-
lationship is approximately exponential as
highlighted in Figure 8.12(b).























(b) Parameter Log Error vs. SNR (dB). The
dashed line is the linear regression of the
log error using least-squares.




















(c) Pole Error vs. SNR (dB). The relation-
ship is approximately exponential as high-
lighted in Figure 8.12(d).
























(d) Pole Log Error vs. SNR (dB). The
dashed line is the linear regression of the
log error using least-squares.
Figure 8.12: Effect of observation noise on accuracy of parameter estimates.
8.4.2 Wiener Filter Restoration
In the last section, it is seen that there is degradation in the accuracy of parameter
estimation when there is observation noise. The problem with the existing param-
eter estimation technique is that the implicit inverse filtering of equation (8.1) used
to obtain an estimate of the clean signal, s(t), which is then used in the calculation
of equation (8.7), has a noise gain given by (see footnote 25 on page 147):G = 1+ PXp=1 a2(p)  1 (8.16)
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Although the observation noise should be built into the posterior distribution for
the parameters a, this would lead to an intractable distribution where numerical
methods are required. A simpler, and less rigorous, approach to reducing the effect
of the observation noise is to use the Wiener-Hopf filter to obtain an estimate of the
clean signal, s(t), rather than a direct inverse, as reflected in equation (8.1). Hence,
(8.1) is replaced by: ŝ(t) = QXq=0 h(t; q)y(t- q) (8.17)
where the filter, h(t; q), is chosen to minimise the mean squared error (MSE),
E
"2(t), between the estimate of the desired signal of equation (8.17), ŝ(t), and
the actual desired signal, s(t):
E
"2(t) 4= E hjŝ(t) - s(t)j2i (3.1)
The resulting filter, h(t; q), is the Wiener-Hopf filter, as introduced in Theorem 1
and section xC.2, 9 and given by the solution of:Rsy (t; t- q) = QX̂q=0 h(t; q̂)Ryy (t- q̂; t- q) ; 8(t; q) 2 T Q (8.18)
where Q = f1; : : : ; Qg. Since the clean speech, s(t), is nonstationary, then so is the
filtered speech, x(t), and, therefore, so is the observed signal y(t). However, y(t) is
block stationary and, as such, the correlation functions in (8.18) reduce to:Rsy (t; t- q)  Risy(q)Ryy (t- q̂; t- q)  Riyy(q- q̂)  t 2 Ti; i 2 M (8.19a)
where Risy(q) and Riyy(q) denote stationary correlation functions in block i, and
Ti = fti; : : : ; ti+1 - 1g  ZTi. Theorem 2 on page 38 states that if s(t) and d(t) are
wide sense stationary, then the Wiener-Hopf filter is linear time-invariant. Thus,
since these processes are block stationary, it is reasonable to make the approxima-
tion that the WHF is LTI over block i:h(t; q) = hi(q); q 2 Qi = f1; : : : ; Qig; t 2 Ti; i 2 M (8.19b)
9Note due to that the definition in equation (8.17) is different in form to that in equation (3.4)
and, as such, the form of the Wiener-Hopf filter is slightly different to that in Theorem 25.
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This assumption is better in the middle of the data blocks, but breaks down near
the block boundaries. Nevertheless, the assumption facilitates simple and fast im-
plemententation. Hence, in data block i, equation (8.18) reduces to:Risy(q) = QiX̂q=0 hi(q̂)Riyy(q - q̂); 8(t; q) 2 Ti Qi (8.20)
which is the familiar form of the stationary Wiener-Hopf filter. From (8.1):Risy(q) = Rixy(q) + PXp=1 a(p)Rixy(q - p) (8.21)
and, using equation (8.10), Rixy(q) = Riyy(q) - Riwy(q). Moreover, assuming x(t)
and w(t) are independent, then Riwy(q) = Riww(q) and, therefore, using (8.21),
equation (8.20) may be written as:PXp=0 a(p)Riyy(q- p) - 2w Æ(q- p)	 = QiX̂q=0 hi(q̂)Riyy(q- q̂); 8(t; q) 2 Ti Qi
where a(0) 4= 1, and Riww(q) = 2w Æ(q) since w(t) is WGN. This may be written in
matrix form as:266666666664
Riyy(0) - 2w    Riyy(P)
...
. . .
. . .Riyy(P)    Riyy(0) - 2wRiyy(P+ 1)    Riyy(1)
...
. . .
...Riyy(Qi)    Riyy(Qi - P)
377777777775
2664a(0)...a(P)3775 = 2664 Riyy(0)    Riyy(Qi)... . . . ...Riyy(Qi)    Riyy(0) 37752664 hi(0)...hi(Qi)3775
(8.22)
where i 2 M and it has been assumed Qi  P. Hence, in each block i, (8.22)
can be solved for fhi(q); q 2 Qig.10 The correlation functions Riyy(q); q 2 Qi,
can be estimated using an equivalent form to the expression in equation (6.8b) of
section x6.1.5 (if the amount of data available in each block is small, the biased
form of the sample autocorrelation function should be used).
10It is clear that as w ! 0, hi(q)! a(p), with Qi  P: i.e. the Wiener-Hopf filter is equivalent
to the inverse of the all-pole filter.
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Average Parameter Error vs. Block Length (SNR = 10)








(b) Parameter Error vs. Length of Blocks.

































Average Pole Error vs. Block Length (SNR = 10)








(d) Pole Error vs. Length of Blocks.
Figure 8.13: Effect of number of blocks and block length on parameter estimates.
8.4.3 Effect of Block Length
The effect of the block length is discussed, from a philosophical perspective, in
section x8.2.2. In this section, the effect of block length on parameter estimate
is considered. Not only does the block length reflect the nonstationarity of the
system, as discussed in section x8.2.2, but it also reflects the maximum length of the
Wiener-Hopf filter given only a single realisation of the observed data. The results
are shown in Figure 8.13, and the figures show that decreasing the block length
increases the accuracy of the estimates. Although, for very short block lengths the
accuracy decreases (not shown in the figures), there is a wide range of block lengths
for which the accuracy is within acceptable limits. Hence, this suggests that only
an approximate estimate of the ‘optimal’ block length is required.
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8.5 TEMPORAL SEGMENTATION
The question of choosing the block lengths for the deconvolution model was intro-
duced in section x8.2.2. Currently, in the proposed blind deconvolution model, the
block length is heuristically chosen using knowledge of speech characteristics [237];
i.e. speech is reasonably well modelled as stationary over periods of around 25ms.11
However, as noted in section x8.3, it is not crucial to have detailed knowledge of
the source signal model order, as long as the source signal possesses nonstationary
statistical properties; even when the source model orders are not known, it is still
possible to estimate the channel parameters. Consequently, this raises the question
of whether detailed knowledge of block lengths, or the changepoint positions, in
the BSAR model is crucial. It is proposed that as long as the statistical properties
of the source signal are nonstationary, channel estimation should be possible. The
question of choosing block length then reduces to whether its choice yields a sta-
tionary or nonstationary source model. As noted in section x8.2.2, if the block
length is large, then the variance of the source parameters will be small; however,
the model no longer reflects the time-varying nature of the underlying signal and,
in the extreme, the source model has stationary statistics. On the other hand, if
the block length is small, the source model will have nonstationary characteristics,
but the variance of the source estimates will be large, leading to many modes in the
posterior distribution for the channel parameters and, hence, to poor parameter
estimation.
There exist several Bayesian approaches to segmentation of BSAR processes
[95, 283, 298]. These methods assume the observed data is the source signal,
rather than a signal filtered by an unknown operator, as in the blind deconvo-
lution problem. However, these methods are easily adapted to account for the
channel. Further approaches to the segmentation of nonstationary signals using
both parametric and nonparametric models have been considered by Lavielle [208]
and Khalil and Duchêne [189]. The approach suggested in section x8.5.2 bares
resemblance to the generalised likelihood ratio (GLR) which is widely used in, for
example, [20,23,134]; further references are given in [298]. The following methods
are provided as motivation for the temporal-spectral changepoint detection prob-
lem introduced in section x9.6. Hence, details of the results used in the following
11Periods in the range of 20 – 40 ms are common choices for the modelling of speech as stationary.
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temporal methods are found in the stated references, and are omitted here since the
results in section x9.6 supersede this problem.
8.5.1 Retrospective Changepoint Detection
Retrospective changepoint detection assumes all the data is known, and seeks
to estimate the changepoint locations by considering the parameter  in equa-
tion (7.39a) as unknown random variables. Thus, from (7.39a), where  = IM
is considered as a model dependent function which selects the appropriate number
of changepoints, M, and x = s, it follows (using the notation from section x7.7.3):p   ; IM  ; s; I = p  IM ; s; I p    s; I (8.23a)
where  is the parameter vector  with  removed; i.e.  4= - . Hence, assigning
a non-informative prior to p    s; I yields:p   ; IM  ; s; I / p  IM ; s; I (8.23b)
A MMAP estimate for this expression gives the changepoint locations [283]. The
problem of joint changepoint detection and model order selection, with posterior,p   ; ; IM   ; s; I = p  IM ; s; I p    s; I p    s; I (8.23c)
where   4= -f ;g, can be investigated using Markov chain Monte Carlo (MCMC)
methods as discussed in, for example, [298].
8.5.2 Segmentation Decision Ratio
The approach described in this section resembles the widely used generalised like-
lihood ratio discussed in, for example, [20, 23, 134]. In this method, it is desired
to test whether, within a segment of data modelled as a BSAR process, there exists
a single changepoint. As such, the probability of a changepoint existing within the
segment of data is compared with the probability of there not being a changepoint.
To achieve this, suppose the data is denoted by fs(t); t 2 T 0g; T 0 = ft0; : : : ; t1g. A
set of hypotheses which describes the different situations are:
Null Hypothesis I0: The data can be accurately modelled by a stationary AR pro-
cess across the entire segment of data; i.e. a changepoint doesn’t exist.
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Hypothesis Ik: The data can be accurately modelled by a BSAR process across the
data segment, with changepoints at the specified positions t = tk; t0 < tk <t1, and with specified AR model order Qk;j in the j-th data block, where j 2f1; 2g; k 2 K = f1; : : : ; Kg, and K is the number of possible changepoints.
A superhypothesis may be defined as a set of all such hypotheses [302]:I = fIk; k 2 K g (8.24)
The problem of strict model selection is the task of inferring the correct model, or
hypothesis, and is defined as [302]:k̂ = arg mink C  Ik  s; I (8.25)
where C is some model-dependent, but parameter independent, criterion. The
model for each hypothesis is given by,I0 : s(t) = - QXq=1 b0(q) s(t- q) + 0 ê(t); 8t 2 T0 = ft0; : : : ; t1gIk;Qk : s(t) = -Qk;jXq=1 bk;j(q) s(t- q) + k;j ê(t); 8t 2 Tk;j; j 2 f1; 2g (8.26)
where Tk;1 = ft0; : : : ; tk - kg 2 RTk;1, Tk;1 = tk - k - t0 + 1, Tk;2 = ftk + 1 +k; : : : ; t1g 2 RTk;2, Tk;2 = t1 - tk = k, and Tk;1+ Tk;2 = T0; 8k 2 K . The param-
eter k allows for some (unknown) transition band between the stationary models
in each block, so as to take account of the case when a process is not truly block
stationary. Usually, k is set to some predefined value but, in the general case, a
further set of hypothesis can be defined to account for the case when the k’s are
unknown. Moreover, it is straightforward to implement a further generalisation
by defining a sets of hypotheses for the case when the model orders Q and Qk;j
are unknown. The criterion function, C , is set to the posterior distribution, since
this leads naturally to the MMAP decision criterion discussed later. To derive the
posterior distributions, the results in section x7.7.3 are used. The function f(s; ),
defined in the derivations of equation (7.39), can be considered as hypothesis de-
pendent function, where  = Ik, and x = s, so the Jacobian term is unity. As such,
the results presented in the following sections are deftly obtained, where constants
of proportionality are retained, and the known parameters are dropped from the
expressions for clarity.
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8.5.2.1 Null Hypothesis I0: No Changepoint in Data Block.
For the the null hypothesis, I0, the posterior distribution is given by (7.39b):p  I0  s; I = p  I0 Ip  s I  2 2  (R)(2)T0  (2) 
+ sTs - sTS  STS + Æ-2IQ-1 STs-RjST S + Æ-2IQj12
(8.27)
with an appropriate redefinition of the indicies for s and S, and where R = +T+12 .
8.5.2.2 Hypothesis Ik: Changepoint at Sample tk
The posterior distribution for hypothesis Ik is obtained from equation (7.39a) and
is given by:p  Ik  s; I = p  I0  Ip  s  I 2Yi=1  k;i2 k;i2  (Rk;i)(2)Tk;i  (k;i2 ) 1STi Si + Æ-2k;iIQk;i12 1
k;i + sTi si - sTi Si  STi Si + Æ-2k;iIQk;i-1STi siRk;i (8.28)
where k 2 K and, again, with an appropriate redefinition of the indicies for the
vector si and matrix Si, and Rk;i = k;i+Tk;i+12 .
8.5.3 Model Selection
The most appropriate model could be found by finding the solution to equa-
tion (8.25). However, this can prove computationally expensive, and a method
which leads to a computationally efficient sequential algorithm is to use just two
hypotheses and the MMAP decision criterion. In this method, a particular change-
point location is chosen heuristically, say hypothesis I1. The MMAP criterion is
then calculated over a window of data, and the window is moved along the entire
data sequence one sample at a time. The MMAP ratio is plotted against the posi-
tion of the hypothesised changepoint within this window, and the MMAP criterion
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chooses hypothesis Ho if: p  I0  s; I > p  I1  s; I (8.29a)
or, alternatively, if
p  I0  s; Ip  I1  s; I > 1 (8.29b)
In fact, the strict model selection cost function of (8.25) reduces to the MMAP
criterion if there are only two hypotheses, I0 and I1. The MMAP ratio can be
calculated using equations (8.27) and (8.28). However, note that there is no reason
to choose different priors for each block and, as such, let  = 1;i,  = 1;i andÆ = Æ1;i, Q = Qi and Ti = T=2= T̂, 8i 2 f1; 2g. Further, let  = 0; !1, such that(2 )2 (2 ) ! 1 and, assuming the probability of each model is the same, the left hand
side (LHS) of equation (8.29b) reduces to:p  I1  s; Ip  I0  s; I = [ (R1))℄2 (R0) pjST S + Æ-2IQjMR0pjST1 S1 + Æ-2IQjjST2 S2 + Æ-2IQj(M1M2)R1 (8.30a)
where R0 = 2T̂++12 and R1 = T̂+12 , andM = + sTs - sTS  STS + Æ-2IQ-1 STsMi = + sTi si - sTi Si  STi Si + Æ-2IQ-1 STi si9=; (8.30b)
As the window is moved along the data sequence, equation (8.30a) can be calcu-
lated sequentially by expanding the term
 
STS + Æ-2IQ-1 using the matrix inver-
sion lemma, or the Woodbury’s formula [294]. The details of this technique are left
as further work.
8.6 EXAMPLE: SPEECH RECORDED THROUGH A
GRAMOPHONE HORN
As an example of the approach used in this chapter, consider a speech signal
which is recorded through a gramophone horn. A typical response [333, 334]
of one of these horns is shown in Figure 8.14(a) where the sampling frequencyfs = 11:025 kHz. The high-frequency response of this horn is relatively flat, whilst
the low-frequency response is resonant and can be accurately modelled by an AR(8)
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(a) [Top:] Plot of the true fre-
quency response, fs = 11:025
kHz. [Bottom:] A plot of the true
(solid line) and estimated (dotted

















Positions of the Actual and Estimated Poles
(b) Plot of the true (circle) and esti-
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Ratio of Estimated and Actual AR spectra, f
s
 = 2.45kHz
(c) Plot of the ratio of the fre-
quency response of the true and
estimated response; [Top:] Ratio
of magnitude response, [Bottom:]
Ratio of phase response.
Figure 8.14: Estimation of an 8th-order IIR filter using Bayesian method.
model with fs = 2:450 kHz; this is the frequency response shown in Figure 7.10.
The appropriate model orders for the AR processes are assumed to be known, and
the block lengths are chosen heuristically. Note that reversible-jump Markov chain
Monte Carlo (rj-MCMC) algorithms introduced in [129], and used successfully in
audio restoration, for example, [363, 364, 378, 379], could be used to tackle the
case when the dimensions of the AR models are unknown. This current section is
concerned with demonstrating how the information in a nonstationary process can
be used to yield solutions to the blind deconvolution problem and, although it is
left for future research to investigate the application of rj-MCMC techniques to this
formulation of blind deconvolution, the investigations and discussion presented in
section x8.3 question whether accurate estimation of model orders is really neces-
sary.
Taking i = i = 0; Æi very large, Qi = 50, Ti = 300 and M = 50, a distorted
speech segment is restored by obtaining a MMAP estimate of a from (8.7) and de-
convolving the observed signal with this estimate. This is achieved by decimating
the observed signal to 2:450 kHz and estimating the low frequency response of the
horn. The ratio of the true and estimated frequency response of the horn is shown
in Figure 8.14(c), where it is seen the estimate is quite accurate. Acoustic listening
tests indicate that the restored version is more pleasing to the ear than the speech
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heard directly from the horn. The MMAP estimate is obtained by finding the global
maximum of p  a x; ; P; I which, for a large dimensional pdf is difficult.12 In
this example, the modes were found by searching the parameter space from a vari-
ety of starting positions and, in most cases, the largest mode located did not depend
on the starting position. The issue of obtaining a global estimate independent of
the starting position is discussed in sections x8.2 and x8.3.2 (also see footnote 3 on
page 205).
8.7 CHAPTER SUMMARY
The blind deconvolution problem is tackled by modelling the source signal as a
block stationary AR process, and the distortion operator as an IIR filter. A posterior
density of the distortion filter parameters conditional on the observed data, the
AR model order, and the block lengths, is derived, and an interpretation of the
mechanism which allows the blind deconvolution to be performed is discussed. The
results of simple examples are given using a MMAP estimate of the filter parameters.
The important questions of selecting model order and block length, or changepoint
locations, have been discussed: it is noted that by utilising the nonstationarity of the
system, less specific knowledge regarding the model of the source signal is required.
As long as the model of the source signal is nonstationary, the stationary component
of the system can be estimated. If the channel model-order is over-modelled, and the
source model order is within a factor of 2 to 3 relative to the true model orders, the
channel can be accurately estimated. The effect of observation noise on parameter
estimation is considered, and it is shown that use of a block stationary Wiener-Hopf
filter to deconvolve the signals improves the accuracy of the parameter estimates.
12This optimisation was performed using the Nelder-Mead simplex (direct search) method [294],
with an initial condition sufficiently close to the global maximum: i.e. as determined by equa-




N Chapter 8, the acoustic system and source signal of Figure 8.1 on page 187
are modelled by a LTI IIR filter and a block stationary AR process, respectively,
as discussed in section x7.6. It was tacitly assumed that the all-pole model
spectrum spanned the same frequency range as the actual spectrum of the distort-
ing filter, A . However, modelling a real room acoustic impulse response (AIR) by an
IIR filter requires a model order in the region of a few hundred to a thousand [262],
as discussed in section x6.2. As such, attempting to model the entire acoustic spec-
trum by a single IIR filter leads to a large computational load, as well as numerical
problems due to an enormous parameter space. Moreover, as will be discussed in
section x9.3, subband approaches can model nonminimum-phase systems.
The problem of modelling a signal with complicated structure using an all-pole
filter is that the model must simultaneously fit the entire frequency range, even
though the model may fit some regions in this frequency space better than others.
As an example, the spectrum of the acoustic gramophone horn introduced in sec-
tion x8.6 can be modelled well by an 8th-order AR process in the frequency band0- 2:450 kHz, but requires a significantly higher order AR model if the horn spec-
trum is modelled in the frequency range 0- 11 kHz. This suggests it may be better
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to model a particular frequency band of the filter’s spectrum by an all-pole model,
which often results in a lower model order for that frequency band and, therefore,
improved parameter estimation within this frequency band. In other words, the
modelling of different frequency bands has been decoupled, and it is proposed that
this will lead to a better model fit. Indeed, subband methods have previously been
used to model acoustic environments with much success, particularly in the applica-
tion of dereverberation, as discussed in [9, 206, 261, 375, 384, 385, 403]. Subband
linear prediction has been considered by Makhoul [237] and, more recently, by
Tan and Fischer [348] and Rao and Pearlman [310]. Additional recent subband
approaches to speech enhancement are discussed in [69,96,400]. A general discus-
sion of multirate filtering and filter banks may be found in, for example, [373,374].
9.1 FREQUENCY DOMAIN FORMULATION
Although the autoregressive model is usually derived in the time-domain, it can
also be formulated within the frequency domain. Makhoul [236] suggests such a
formulation when analysing speech using linear prediction, and is discussed in more
detail in the classic review paper on the subject [237]. Before deriving an approach
for selectively modelling a particular frequency band, it is instructive to perform
the analysis for the entire spectrum using a frequency domain formulation.
9.1.1 Autocorrelation Method of Least Squares
In the time-domain formulation of the method of least-squares [237, 353], it is
sought to minimise the expected value of the square of the excitation sequence for
an autoregressive sequence given by:s(t) = - PXp=1 a(p) s(t- p) + e(t); 8t 2 Z (9.1)
where e(t)  N  e(t)  0; 2 and s(t) are the input excitation and resulting output
of the process, respectively. These are considered as random processes, although a
development assuming deterministic signals leads to a similar result. Furthermore,
since the data sequence is assumed to exist over all time, this development is equiv-
alent to the autocorrelation method of parameter estimation. The least-squares
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estimate (LSE) is obtained by choosing a, where [a℄p = a(p); p 2 f1; : : : ; Pg, to
minimise the quantity E = E e(t)2. Noting the results from section x3.2.3, the
discrete excitation sequence may be written in terms of its Fourier transform such
that e(t)
 E(ej!) and, therefore, the mean squared error (MSE) is:
E = E e(t)2 = 1(2)2 Z- Z- E hE(ej!) E(ej! 0)i ej(!-! 0)t d!d! 0 (9.2a)
Taking Fourier transforms of equation (9.1), where s(t)
 S(ej!), gives:E(ej!) = "1+ PXp=1 a(p) e-j!p#| {z }A(ej!) S(ej!)  A(ej!)S(ej!) (9.2b)
where A(ej!) is the expression indicated above. After substitution into (9.2a):
E = 1(2)2 Z- Z- E hS(ej!)S(ej! 0)i A(ej!)A(ej! 0) ej(!-! 0)t d!d! 0 (9.2c)
It can be shown (see Papoulis [286, pp. 418], or section x3.2 of this dissertation),
that if Ps(ej!) is the power spectrum of a stationary process s(t), then
E
hS(ej!)S(ej! 0)i  2Ps(ej!) Æ(!-! 0) (9.2d)
and, as such, equation (9.2c) becomes:
E = 12 Z- Ps(ej!)A(ej!)A(ej!)d! (9.2e)
Finally, using the definition of A(ej!) in (9.2b), after minimising (9.2e) with respect
to a(p), it becomes apparent that this is indeed equivalent to the ‘standard’ normal
equations [237,286,353], with the autocorrelation terms, R(p), replaced by:R(p) = 12 Z- Ps(ej!) cos(p!)d! (9.3a)
This solution also arises if the definition in (9.3a) is substituted into the standard
normal equations. When the Fourier spectral components, S(ej!m), are known
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only at a finite number of frequencies, f!m; m 2 f0; : : : ;M-1gg, the power spectral
estimate is given by P(ej!m)  S(ej!m)2, and the integral in (9.3a) is replaced by:R(p) = 1M M-1Xm=0 S(ej!m)2 cos(p!m) (9.3b)
where M is the total number of spectral points on the unit circle, and the frequen-
cies !m are those for which a spectral value exists; they need not necessarily be
equally spaced. This should be compared with the usual biased expression for the
autocorrelation estimate (see [353]) in the time domain,R(p) = 1N N-p-1Xn=0 s(n) s(n+ p); 0  p  P (9.4)
where N is the number of data samples available. Notice that, in both instances,
the sequence s(t) is assumed to be zero outside the window n 2 f0; : : : ; N - 1g.
Therefore, it is clear that if the spectral values, P(ej!m), are already available,
there is no computational loss in estimating the parameters, a, using a frequency
domain formulation compared to the usual time-domain formulation.
9.1.2 Bayesian Formulation
The frequency domain formulation of the autocorrelation method of least-squares
as described in the previous section may seem rather academic, since the end re-
sult could have been obtained directly by substituting the time domain estimate
for the autocorrelation function, given by equation (9.4), in the normal equations
with the spectral estimate in (9.3b). However, the analysis provides insight for
developing a spectral parameter estimation technique in the Bayesian framework,
which leads naturally onto the technique of selective linear prediction. The fre-
quency domain approach takes a similar line to the time-domain formulation, and
the data sequence fs(t); t 2 T = f0; : : : ; T - 1gg is assumed to be a windowed
version of the infinite sequence introduced in equation (9.1). The discrete Fourier
transform (DFT) is defined by [382]:S(k) 4= F fs(t)g = T-1Xt=0 s(t) exp-2jktT  ; k 2 K (9.5)
where F fg denotes the DFT and, typically, K  T .
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Application of the DFT to (9.1) for t 2 T , with some rearrangement, gives:E(k) = S(k) + PXp=1 a(p)Sp(k) where Sp(k) = exp-2 jkpT  Ŝp(k) (9.6a)
where the modified spectral components Ŝp(k) are given by:Ŝp(k) = X̂k2K S(k̂)Hp(k̂- k) (9.6b)
with the precalculated spectral function Hp(k̂ - k) given by:Hp(k̂ - k) 4= 1T expj(k̂- k)(T- p- 1)T  sin (k̂- k)(T-p)Tsin (k̂- k)T (9.6c)
Note that the convolution in equation (9.6b) arises since the process s(t) has been
multiplied by a rectangular window such that it is zero outside the range T . An
alternative approach, which avoids this convolution, is to assume the signal s(t) is
periodic; as T gets larger, the approximation gets better and the results are virtually
identical.1 In this case, equation (9.6c) reduces to the trivial form:Hp(k̂- k) = Æ(k̂- k) (9.6d)
In either case, denoting E = fE(k); k 2 K g, equation (9.6a) may be written as:E = S + Sa (9.7)
where the matrix S = [S1    SP℄, with the vector [Sp℄k = e-2jkpT Ŝp(k); k 2 K ,
where Ŝp(k) is appropriately defined from (9.6b) for each of the spectral responses
in (9.6c) and (9.6d). Further, by defining [WT℄k+1;t+1 4= e-2jktT ; 8k 2 K ; 8t 2 T ,
it follows that E = WT e. Using the probability transformation [286,353],pE (E) = 1jWTj jWTjpe  W-1T E (9.8)
and noting e is WGN, given by e  N  e  0; 2 IT, and WT is square, then:pE (E) = 1(22)T2 jWTj jWTj exp- Ey(WT WyT)-1E22  (9.9)
1i.e. if P T, linear convolution can be approximated by circular convolution.
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where zy denotes the complex-conjugate transpose of the vector or matrix z.2
Moreover, noting that WT WyT  IT ) jWTj = 1, where IT 2 RTT is the iden-
tity matrix, equation (9.9) simplifies to:pE (E) = 1(22)T2 exp-Ey E22  (9.10)
as expected since, by Parseval’s Theorem in finite-discrete time kek2 = eT e =kEk2 = Ey E , where kk denotes the Euclidean norm, and also since the autocorre-
lation matrix for E is given by
RE = WT Re WyT = 2 WT WyT = 2 IT (9.11)
Hence, since the Jacobian J (S;E) is unity, the likelihood function is:pS  S  a; 2 = 1(22)T2 expÆ-(S + Sa)y (S + S a)22  (9.12)
Therefore, using this likelihood with suitable priors for the unknown parameters,
a Bayesian analysis can be used to obtain an expression for p  a S and, hence,
a parametric estimate for a given the spectral values S. The maximum-likelihood
estimate (MLE) of equation (9.12) is given by: â = -  Sy S-1 SyS.
9.2 SELECTIVE SUBBAND MODELLING
In this section, the frequency domain formulation from the previous section is used
for subband modelling. The next subsection discusses the model used for each
subband, while sections x9.2.3 and x9.2.5 discuss the spectral-autocorrelation and
covariance methods, respectively, for parameter estimation.
9.2.1 Subband Power Spectrum Model
In section x9.1.1 it is shown that the AR parameters for the model of a signal, s(t),
can be calculated using the spectral components of the signal. This result is used
2i.e. zy = (z)T where z denotes the complex-conjugate of z.
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to inspire the technique of subband modelling. Suppose it is desirable to model the
power spectrum, P(ej!) = S(ej!)2, of a process s(t), where s(t)
 S(ej!), in the
region !  !  ! by an all-pole spectrum. Representing the spectrum as:3P(ej!) = G21+ Pp=1a(p) e-jp!2 ; ! 2 
 (9.13)
where 
 = (!; !)  R . However, since the energy is compacted into a small
region, high model orders are required. As such, rather than modelling P(ej!) at
its original subband frequencies, a simpler approach is to model a related signal
across the entire spectrum. Consider a signal s̃(t) whose power spectrum, P̃(ej! 0),
is related to the spectrum of the original signal, P(ej!), by the mappingP̃(ej! 0) 4= P(ej!); ! = ! -! ! 0 +!; ! 0 2 (0; ) (9.14)
Note further that ! 0 and ! are related by:! 0 =  !-!! -! ; ! 2 
 (9.15)
Here, it is seen here that the region ! 2 
 is mapped onto ! 0 2 (0; ), and the
new process, s̃(t), can be modelled as an all-pole filter across the entire spectrum,
with the approximated power spectrum for this signal given by:P̃(ej!) = G̃21+ P̃p=1 ã(p) e-jp!2 ; ! 2 (0; ) (9.16a)
Hence, the estimated power spectrum for P(ej!), ! 2 (!; !), is given by:P(ej!) = Ĝ21+ P̃p=1 ã(p) e-jp !-!!-! 2 ; ! 2 (!; !) (9.16b)
Observe that this expression is not identical to equation (9.13), and that it generally
requires a lower model order than the form in (9.13). Note that the excitation
3The assumption that s(t) is an infinite sequence has been made.
242 Selective Spectral Modelling
variance must be scaled proportionally:Ĝ2 = G̃2! -! (9.17)
since energy must be conserved in this transformation.4
The estimated power spectrum for the process s(t) over the complete frequency
range, (0; ), can be represented by a series of subband models, as given by:S(ej!)2 = K-1Xk=0 Ĝ2k1+ Pkp=1ak(p) e-jp !-!k!k+1-!k 2 I(!k;!k+1) (!) (9.19)
where the spectrum of the excitation sequence is given by the Fourier transform
pair e(t)
 E(ej!), I
 (!) = 1 if ! 2 
 and zero otherwise, !0 4= 0; !K 4= , andK is the number of subbands.
Although, in the frequency range 
k = (!k; !k+1), equation (9.19) models the
power spectrum of the process s(t) and, therefore, the magnitude of the spectrumS(ej!), it does not accurately model the phase of s(t), i.e. argS(ej!) since phase
information is lost. For a stochastic process, this difficiency is unimportant, since
only the power spectrum which needs to be accurately modelled. However, accu-
rately modelling of the phase response is important for channel modelling. This is
discussed in the next section.
4This result follows by noting the constraint:Z0 P̃(ej!̃)d!̃ = Z!! P(ej!)d! (9.18a)
Writing P̃(ej!̃)  G̃2A(ej!) and P(ej!)  Ĝ2A ej !-!!-!  (9.18b)
then, following the substitution !̂ =  !-!!-! , it follows:G̃2 Z0 1A(ej!) d!̃ = Ĝ2! -! Z0 1A(ej!̂) d!̂ (9.18c)
and, since the integrals are equivalent, equation (9.17) results.
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(a) Typical Phase Response

























(b) Subband Phase Response
Figure 9.1: Demonstrating the Phase Ambiguity.
9.2.2 Phase Ambiguity
Equation (9.19) suggests that the stochastic process fs(t)g is related to its excitation
sequence fe(t)g by:S(ej!) = K-1Xk=0 Gk1+ Pkp=1ak(p) e-jp !-!k!k+1-!k E(ej!) I(!k;!k+1) (!) (9.20)
where the definitions given with equation (9.19) are used. This model, however,
suffers from its inability to model the phase response of the process s(t) and, al-
though this model is sufficient for modelling the power spectrum of a stochastic
process, this deficiency causes problems when modelling the channel.
To demonstrate the phase ambiguity, assume in equation (9.20) that, for sim-
plicity, E(ej!) = 1; 8! 2 
. Then, it can be seen:S(ej!k) = Gk1+ Pkp=1ak(p) and S(ej!k+1) = Gk1+ Pkp=1(-1)p ak(p) (9.21)
and, therefore, since fak(p); p 2 Pkg are real coefficients, argS(ej!k) = 0 or . The
phase response of a true AR process is always minimum phase. However, consider
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the typical phase response of an AR process shown in Figure 9.1(a).5 The phase of
the subband 
1 \
 01 = f!1; !2g \ f2 - !2; 2 -!1g is shown in Figure 9.1(b),
where it is clear that argS(ej!1) 6= 0 or . Hence, the model in equation (9.20) can
never model this phase response. A more accurate model must, therefore, be:S(ej!) = K-1Xk=0 Gk ejk(!)1+ Pkp=1ak(p) e-jp !-!k!k+1-!k E(ej!) I(!k;!k+1) (!) (9.22)
where ejk(!) corresponds to an additional phase term to compensate for the differ-
ence between the actual phase response, and the phase response of an AR process
with identical magnitude responses. Note that the indicator function, I
 (!), rep-
resents an ideal bandpass filter6 and, therefore, equation (9.30) is noncausal and
can represent nonminimum-phase systems. The additional phase term, k(!), for
a particular subband of a minimum-phase systems can often be modelled by a DC
offset, a linear term (corresponding to a time-shift) and perhaps a quadratic term.
Estimation of this additional phase term is considered in section x9.7.2.
9.2.3 Spectral-Autocorrelation Method
Given the model in equation (9.22), the analysis in section x9.1 can be applied
to each subband, k 2 f0; : : : ; K - 1g, to obtain estimates of the parameters ak,
provided it is reformulated so that the optimisation is over the frequency range! 2 
k = (!k; !k+1). If the Fourier spectral components, S(ej!m), of the processs(t) are known only at a finite number of frequencies, f!m; m 2 f0; : : : ;M - 1gg,
where the frequencies used in the summation lie strictly in the region being mod-
elled, i.e. !k  !m  !k+1 where m 2 f0; : : : ;M - 1g, then the autocorrelation
function of a process, sk(t), whose power spectrum, Pk(ej!), is related to the spec-
trum of the original signal, P(ej!), by the mapping given in equation (9.14) with! = !k and ! = !k+1, can be estimated using (9.3b). This method is equiva-
lent to the operations outlined in Figures 9.2 and 9.3 and similar to the method in
Algorithm 9.1 on the signal s(t). However, this time domain technique does not
permit an elegant solution in the Bayesian framework and is computationally more
expensive. Note that the operations in Figures 9.2 and 9.3 are simplified for clarity
and only show the operations on the positive frequency components. The blocks
5This phase response corresponds to the magnitude response shown in Figure 9.7.
6See section x4.1 for a discussion of the concept of an ideal filter.
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Figure 9.2: Equivalent subband analysis filter bank (see text).
indicating AR modelling assume real input and output signals and, thus, also op-
erate on the negative frequency components. The blocks containing expfj!ktg
denote a frequency shift, and the blocks with an ‘# K’ or ‘" K’ denote, respectively,
decimation and interpolation by a factor of K. Finally, note that êk denotes the AR
modelling error and that the excitations are delta functions for channel modelling.7
Noting the relationship in (9.7), subband modelling can be performed within
a Bayesian framework by simply using the frequency components in the desired
7Note that both the temporal and spectral subband AR modelling methods implicitly use a filter
bank network and, therefore, care must be taken to ensure that the filter bank possesses perfect
reconstruction properties. Details of such techniques are discussed elsewhere [125, 292, 373, 374],
and are not taken into account in the current Bayesian analysis for brevity and clarity. However, as
the results in section x9.7.1 indicate, perfect reconstruction is a property that must be satisfied.
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Figure 9.3: Equivalent subband synthesis filter bank (see text).
Algorithm 9.1 Equivalence of Subband Modelling.
1: for k = 0 to K- 1 do
2: Bandpass filter s(t) in the frequency range 
k = (!k; !k+1), to give a ban-
dlimited signal sbk(t),
3: Modulate the signal sbk(t) so that it resides at baseband, to obtain smk (t),
4: Decimate the signal, smk (t), to yield the subsampled signal sdk(t),
5: Estimate the AR parameters, ak, of the signal sdk(t),
6: end for
7: Reconstruct the spectrum using equation (9.22).
range. The Bayesian analysis in section x9.1.2 can thus be applied on the spectral
error sequence E(ej!m); !m 2 
k, where !m = 2mT and T is the number of error
samples corresponding to the sequence s(t). Thus, (9.7) can be directly applied
using the appropriate set of spectral components of s(t) corresponding to the region
k in which it is to be modelled.
9.2.4 Zero Extension
If the length of data available is T, and the sequence s(t) is modelled, using the
autocorrelation method, by K subbands, then within each subband, there are TK
spectral values available for modelling. If TK  P the problem is degenerate, but
even if TK is relatively small, numerical instability often results, and there may not be
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enough data available to estimate the P subband AR parameters. A simple approach
for increasing the number of data points in each subband, thus improving numerical
stability, when calculating the autocorrelation functions is to zero-pad the data
sequence s(t) [382]. To state this formally, consider defining the nonstationary
excitation sequence: ê(t) = 8<:e(t) for t 2 T0 for t =2 T (9.23a)
where e(t) is the standard AR excitation WGN sequence. The probability density
function for ê(t) is, consequently, given by:pê(t) (ê(t)) = 8<:pe(t) (ê(t)) for t 2 TÆ(ê(t)) for t =2 T (9.23b)
The excitation sequence over the extended range T 0 = f0; : : : ; T - 1; T; : : : ; T 0 - 1g
can, therefore, be written:pê (ê) = T-1Yt=0 pe(t)) (ê(t)) T 0-1Yt=T Æ(ê(t)) (9.24)
However, since ê(t) = 0 for t 2 fT; : : : ; T 0 - 1g, the last product of delta’s term can
be replaced by unity. Using the probability transformation result of equation (9.8),
and noting the relationship between the excitation sequence ê and its spectral com-
ponents Ŝ given by Ê = WT ê, then:pÊ  Ê = 1jWTj jWTjpê  W-1T Ê (9.25)
which, by using equation (9.24), the definition of the transformation WT matrix,
and the pdf for pe(t) (e(t)), gives:pÊ  Ê = 1(22)T2 expÆ- Êy Ê22  (9.26)
Moreover, since e(t) and the observed process s(t) are related by equation (9.1), it
follows that by extending the excitation sequence, s(t) should also be extended.8
8There is an edge effect since s(t) depends on previous samples. However, this effect is small if
the zero-extension factor is large.
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Consequently, by defining ê(t) as in equation (9.23), a higher number of spectral
components can be obtained by creating the sequence,ŝ(t) = 8<:s(t) for t 2 T0 for t =2 T (9.27)
and substituting the spectral components Ŝ = F (s) into equation (9.12): i.e. zero-
padding has no influence on the likelihood-function and increases numerical sta-
bility. This is as expected since, whilst zero-padding achieves interpolation, it does
not increase the spectral resolution of the discrete Fourier transform [382].
9.2.5 Spectral-Covariance Method
The development of spectral modelling in section x9.1.2 is analogous to the au-
tocorrelation method for AR modelling, and assumes that the data sequence is
infinite, or has been ‘windowed’. As with the temporal-autocorrelation method,
this assumption can lead to inferior results, and it would be advantageous to de-
velop a corresponding covariance method. There is, however, a complication which
arises in such a formulation: the problem of incorporating initial conditions. In
the Bayesian formulation of the spectral-autocorrelation method, the source signal
is assumed to be windowed, and this means that any subset of excitation spectral
components can be expressed in terms of the AR parameters and source signal spec-
tral components; however, if the sequence is not windowed, the initial conditions
must be taken into account. In such a case, there are (T + P) data and T excita-
tion samples and, since there is no longer an isomorphic mapping between the data
and the excitation sequence, this does not lend itself to an elegant solution for sub-
band modelling. However, the analysis from sections x9.1.2 and x9.2.3 suggests a
method for subband modelling using the temporal-covariance method.
Given the spectral components for the entire data sequence, the components for
a particular subband, !m 2 
, are obtained by writing:9S 0 4= hS(k)    S(k) S(T - k + 1)    S(T - k + 1)iT (9.29)
9The application of subband modelling requires the desired spectral components to be carefully
selected. Suppose a subband is to model the spectrum of a T sample sequence in the range 0 !  !  !  . Taking a T-point DFT yields spectral components at frequencies [382]:!k = 2kT ; k 2 T  Z (9.28a)
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A new (complex-valued) time-domain sequence corresponding to the spectral com-
ponents in this subband can then be acquired by taking the inverse DFT (IDFT) of
the components in S 0; s 0(t) 4= F-1 (S 0). The AR parameters for this subband can
then be estimated using the covariance method on the sequence s 0(t), where the co-
variance method has been appropriately modified for complex-valued sequences.
9.3 TEMPORAL-SPECTRAL AR MODELLING
A natural extension to subband modelling is its application to a data sequence
which is block stationary in the time-domain. In this model, the stochastic processfs(t)g is related to the excitation sequence fe(t)g in block i 2 M by:Si(ej!) = Ki-1Xk=0 Gki ejki(!)1+ Pkip=1aki(p) e-jp !-!k!k+1-!k E(ej!) I(!k;!k+1) (!) (9.30)
where the notation used in equation (9.20) of section x9.2.2 is used. In the follow-
ing sections, the likelihood functions are derived using the spectral-autocorrelation
method and then, by drawing analogy with the spectral-autocorrelation method,
spectral-covariance formulations are discussed. Note that the Bayesian method
discussed so far does not permit the estimation of the additional phase term ki(!)
in equation (9.30). This section seeks to estimate the subband AR parameters, and
the estimation of ki(!) is discussed further in section x9.7.2.
9.3.1 Spectral-Autocorrelation Formulation
In this first formulation, the temporal changepoints are assumed to be at the same
point in time for each subband within the corresponding data block: this situa-
tion is highlighted in Figure 9.4(a). A similar derivation can be obtained when
If the signal is bandpass-filtered in the range 
 then, since k 2 Z, the following components are
passed: k  k  kT - k + 1  k  T- k (9.28b)
where k = T!2 , and k = T!2 . If T is even, it is important to ensure that the component at!T2 is not counted twice.




















(a) Tiling the time-frequency plane for varying













(b) Tiling the time-frequency plane for varying
temporal-changepoints over each spectral subband.
Figure 9.4: Systematic tiling of the time-frequency plane.
the spectral-changepoints remain the same at all time-instances, but the temporal-
changepoints depend on the particular subband, as shown in Figure 9.4(b). This
may be more useful since different subbands may have different rates of non-
stationarity. Suppose the error sequence for a particular model is written ase = [ e1    eM ℄, where there are M data blocks, and fei; i 2 M g are the error
vectors in each block. Defining the transform:
E = 266664 E1E2...EM
377775 = 2666664WT1 0    00 WT2 . . . 0... . . . . . . ...0 0    WTM
3777775 266664 e1e2...eM
377775 = W e (9.31)
where E i = WTi ei, and assuming the excitation sequences are zero-mean white
Gaussian noise, ei  N  e(t)  0; 2i , it follows, after some rearrangement,pE (E) = MYi=1 1 22i Ti2 expÆ-Eyi E i22i  (9.32)
Note that the excitation sequence is assumed to have the same variance across
each of the subbands: this does not lead to a loss in generality since additional
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gain terms can be introduced as in, for example, equation (9.33c). The excitation
spectral components in each block, E i; i 2 M , is then be divided into subbands,
each of which represent the excitation components for the model in each subband.
Hence, writing: E i = hE0i E2i : : : E fKi-1gii (9.33a)
where Ki is the number of subbands in data block i, equation (9.32) becomespE (E) = MYi=1 Kj-1Yj=0 1 22i Ti2 expÆ-Eyji E ji22i  (9.33b)
Within each subband, the spectrum is modelled as all-pole and, by using a similar
formulation to that in section x9.1.2 and equation (9.7),E ji = G-1ji (S ji + Sji bji) (9.33c)
where G-1ji is the gain of the AR envelope in data block i and subband j. The Jaco-
bian J (Sji;E ji) = GTjiji , where Tji is the number of components in the j-th subband
of the i-th data block, and PKi-1j=0 Tji = Ti. Therefore, if the model parameters are
contained in  , and # contains model orders, hyperparameters, changepoint loca-
tions, and so forth, the likelihood function becomes:pS  S  ; # = MYi=1 Ki-1Yj=0 1 2G2ji2i Tji2 expÆ-(Sji + Sji bji)y (Sji + Sji bji)2G2ji2i 
As expected, the gain of the AR envelope and the excitation variance can be com-
bined together to give the usual expression:p  S  ; # = MYi=1 Ki-1Yj=0 1 22jiTji2 expÆ-(Sji + Sji bji)y (S ji + Sji bji)22ji  (9.34a)
The source signal model parameters are now defined as  = fbji; 2ji; j 2 Ki; i 2
M g, where Ki = f0; : : : ; Ki - 1g is the number of subbands. If the spectral-
changepoints are constant at all time-instances, but the temporal-changepoints de-















Figure 9.5: Tiling the time-frequency plane for general temporal-spectral AR mod-
elling.
pend on the particular subband, the likelihood takes on the more common form:p  S  = K-1Yj=0 MjYi=1 1 22jiTji2 expÆ-(S ji + Sji bji)y (S ji + Sji bji)22ji  (9.34b)
where the model parameters are  = fbji; i 2 Mj; 2i ; j 2 K g, K = f0; : : : ; K -1g, and the vectors and matrices containing the spectral components have been
suitably redefined: for instance, in subband j, there are Mj temporal-changepoints.
Finally, it can be deduced from the form of equations (9.34) that it is possible to
tile the time-frequency plane in a general manner, as shown in Figure 9.5. Note
that each cell must be rectangular, as it is meaningless to constrain AR parameters
to modelling different subbands at different times, which would be the case if the
cells were of a non-rectangular shape. The form of the likelihood function can be
deduced from (9.34), although this is omitted since the notation becomes rather
cumbersome. Further, as discussed in section x9.2.4, improved numerical stability
can be obtained by zero-extension of the excitation sequence.
9.3.2 Spectral-Covariance Method
The spectral-covariance method of subband modelling is discussed in sec-
tion x9.2.5, and it is equivalent to the covariance method applied to a time-domain
sequence which corresponds to the spectral components in the required subband.
The extension to temporal-spectral AR modelling is as follows: taking the time-
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domain sequences for each subband as described in section x9.2.5, find the poste-
rior distribution in a similar form to that derived in section x7.7.3 and, by drawing
analogy with the derivation in section x9.3.1, the posterior distribution for the en-
tire data sequence is given by the product of the distributions in each subband,
since the subbands are decoupled. The posterior distribution has a similar form
to10 equation (9.34) and, for brevity, is not repeated here. Moreover, the anal-
ysis throughout the rest of this chapter assumes that the spectral-autocorrelation
method is used, and it is implicitly assumed that the spectral-covariance method is
easily obtained, mutatis mutandis, from the given results.
9.3.3 Posterior Distribution
The likelihood functions for the two main cases of time-frequency tiling in
temporal-spectral modelling are given in equation (9.34). Since each subband
within each data block, or vice versa, is modelled as an all-pole filter, the prior
distributions suggested in sections x7.7.2.1 and x7.7.2.2 are still applicable and,
therefore, the following priors are placed on the excitation variance and AR pa-
rameters for each time-frequency cell:bji j2ji; Æ2ji  N  bji  0Qji ; 2ji Æ2ji IQji ; Æji 2 R+2ji j ji2 ; ji2  IG 2ji  ji2 ; ji2  (9.35)
The development of the posterior distribution from the likelihood function in equa-
tion (9.34a) follows the procedure in section x7.7.3 and Appendix D to give:11p   X ; ; I / p   ; I MYi=1 Ki-1Yj=0 ji + SyjiSji - SyjiSji Syji Sji + Æ-2ji IQji-1 Syji Sji-RjiSyji Sji + Æ-2ji IQji12 (9.36)
In equation (9.36), Rji = Tji+ji+12 ; j 2 Ki; i 2 M ,  4= f ; !; ; Æ; ; g contains
the vector of changepoints, or boundaries, of the data blocks,  = fti; i 2 M g,
the vector of subband boundaries, ! = f!ji; j 2 Ki; i 2 M g, the vector of
model orders,  = fQji; j 2 Ki; i 2 M g, and the vectors of hyperparameters,
10The differences are that the vectors and matrices contain time-domain components correspond-
ing to the respective subband components, and the Jacobian term WTi no longer exists.
11Using similar definitions to those in section x7.7.3.
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Figure 9.6: Modelling true AR processes using subband modelling techniques. Each
subfigure shows the original spectrum, and the estimated spectrum in each of the
two subbands. The vertical line denotes the boundary of the two subbands. This
figure shows an AR(8) process modelled using two subbands
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Figure 9.7: Modelling an AR(20) process using two subbands.
256 Selective Spectral ModellingÆ = fÆji; j 2 Ki; i 2 M g,  = fji; j 2 Ki; i 2 M g and  = fji; j 2 Ki; i 2 M g,
and X is a vector of observed spectral components, where X = f (S; ). A similar
development follows for the likelihood function in (9.34b). This posterior distribu-
tion is used throughout this chapter as (7.39a) is used throughout Chapter 8.
9.4 SUBBAND MODELLING EXAMPLES
In this section, the subband modelling technique is demonstrated by selectively
modelling several true AR data sequences in multiple subbands which, together,
span the entire frequency range of the spectrum: Rao and Pearlman [310] show
examples of modelling a true AR process in subbands. The examples shown in this
section demonstrate that there is not necessarily a unique general solution to seg-
menting the spectrum of an AR process. In such an approach, the model order for
each subband, changepoint locations, and the number of subbands must be cho-
sen. These can, naturally, be built into a general model and their values estimated
by minimising the joint posterior distribution for all these variables using Markov
chain Monte Carlo (MCMC) methods [129]. However, as with all such approaches,
this may yield many local solutions, and it is important to have an understanding
of the type of solutions that may result.
In the first example, the gramophone horn introduced in section x8.6 is mod-
elled using two subbands. The model order in each band is fixed, and chosen such
that the sum across both bands equals the model order of the horn across the en-
tire frequency range. Since the number of subbands and the model order in each
subband is constrained, the location of the spectral changepoint can be determined
using, for example, a MMAP estimate, and the details of how this is achieved is
found in section x9.6. Figure 9.6 shows the estimated spectra in each subband for
various choices of model order. Figure 9.6 also shows similar results for a 20-th
order AR filter. Notice that for the various model orders, the changepoint is never
placed near the center of the trough of the spectrum. This is since AR models gener-
ally are better at modelling resonants than nulls and, therefore, a low order process
cannot model a null near a changepoint.
This therefore suggests that when a particular spectrum is divided into sub-
bands, the model orders for each subband should be selected a priori by some
means, and the subband boundaries located using the method discussed in sec-
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Figure 9.8: Blind deconvolution using subband modelling.
tion x9.6, rather than choosing the subband locations and estimating the model
order or, equally, rather than choosing both the model order and subband widths.
9.5 SUBBAND BLIND DECONVOLUTION
The blind deconvolution problem in section x8.2 is now revisited by considering a
subband approach. Suppose that the distortion filter, A , is modelled in subbands
using all-pole filters. The input of the system, s(t), is related to the output, x(t), of
the system by x(t) = f(s(t); ) or, equivalently, X(ej!) = A(ej!) S(ej!) where:A(ej!) = Ki-1Xi=0 1ai(0) + Pip=1ai(p) e-jp !-!i!i+1-!i I(!i;!i+1) (!) ; (9.37)
and where !0 4= 0; !K 4= , and K is the number of subbands. Note that the ai(0)
term defines the gain of the filter and, in order to avoid scaling ambiguity, a1(0) 4= 1.
If the boundaries of the frequency bands !i; i 2 K = f0; : : : ; Kg, are aligned with
the subband boundaries of the source model in equation (9.30) then, extending the
method discussed in section x8.2, the posterior distribution for the AR parameters
in each subband, A
4= fai; i 2 K g, where ai = fai(p); p 2 Pi = f0; : : : ; Pigg
for i 2 f2; : : : ; Kg and a1 = fa1(p); p 2 P1 = f1; : : : ; P1gg, is the analogue of






























































































































Figure 9.9: The posterior densities for estimating the temporal-spectral changepoint
of a 2nd order TVAR process, where there are two data blocks and two subbands.
The two rows are for different block lengths, and different bandwidths.
equation (8.7) and, with all the usual definitions, is given by:p  A ; P X ; ; I / p  A ; P ; I
J (X ;S) MYi=1 Ki-1Yj=0 ji + Syji Sji - SyjiSji Syji Sji + Æ-2ji IQji-1 SyjiS ji-RjiSyji Sji + Æ-2ji IQji 12 (9.38)
where Rji = Tji+ji+12 ; j 2 Ki; i 2 M , and P = fPi; i 2 K g. As an exam-
ple, the 8th-order gramophone horn model shown in Figure 7.10(b) is driven by
a BSAR(12) source signal model as discussed in section x7.6.1.2. The estimated
channel, found by maximising equation (9.38) using the Nelder-Mead simplex








































































































































Figure 9.10: The posterior densities for estimating the temporal-spectral change-
point of an 8th-order TVAR process, where there are two data blocks and two
subbands. The two rows are for different block lengths, and different bandwidths.
method [294] (see footnote 3 on page 205), is shown in Figure 9.8. Apart from
slight discontinuities at the subband boundaries, the resulting estimate is accurate.
9.6 RETROSPECTIVE TEMPORAL-SPECTRAL
CHANGEPOINT DETECTION
In section x8.5, the problem of locating the boundaries of the homogeneous
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(a) Modelling an AR(8) process using two subbands.
Figure 9.11: Left Column: The log-pdf for the positions of the two subband boundaries, and Center Column: the pdf, empha-
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(a) Modelling an AR(20) process using two subbands.
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temporal-spectral changepoint detection12 where it is assumed that all the data is
available for processing. Since the data block and subband boundaries will not be
known in a completely blind system, it is of great interest to determine whether
these changepoints can be detected. If there is a single data block, and a number
of subbands, their boundaries can be determined using a MMAP decision crite-
rion similar to the one developed in section x8.5.2. However, this methodology is
not considered here since, in general, there will be more than one data-block and
one subband. Therefore, a method similar to that developed in section x8.5.1 is
investigated. Considering the parameters  and ! in equation (9.36) as random
variables, where  = IM is considered as a model dependent function which selects
the appropriate number of blocks and subbands, and X = S, thenp   ; !; IM  ; S; I = p  IM ; S; I p   S; I p  ! S; I (9.39)
where  4= -[ ;!℄. Hence, by assigning a non-informative prior to p   S; I andp  ! S; I, the posterior distribution for the changepoint locations is found as:p   ; !; IM  ; S; I / p  IM ; S; I/ MYi=1 Ki-1Yj=0 ji + SyjiS ji - SyjiSji Syji Sji + Æ-2ji IQji-1 SyjiSji-RjiSyji Sji + Æ-2ji IQji12 (9.40)
The following section discusses some examples of temporal-spectral segmentation.
9.6.1 Segmentation Examples
Figures 9.9 through 9.11(a) show examples of spectral-temporal segmentation. The
results, as a whole, demonstrate that subband modelling is a very promising tech-
nique, and should lead to improved results for the blind deconvolution problem. In
summary:
Figure 9.9 and Figure 9.10 show spectral-temporal segmentation of process which
is block stationary, and is truly a subband AR process: in other words, each
part of the spectra is modelled by equation (9.30). The temporal and spec-
tral changepoints for the process are estimated using the method described in
section x9.6, and the results are very close to the true temporal and spectral
12Alternatively referred to as temporal-spectral segmentation.
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changepoints. This demonstrates from a theoretical viewpoint the validity of
the subband model.
Figure 9.12(a) attempts to model a standard AR(20) model using the subband tech-
nique. The underlying process is truly autoregressive, and it is of interest to
see how the method splits the spectra into the three subbands; further details
of the performance of this modelling is discussed in section x9.4. What is
of interest here, is the sharpness and confidence in the log-pdf and pdf of the
changepoint locations. This indicates that, given a set of subband model or-
ders, a spectra can be divided confidently into subbands. A similar result is
given in Figure 9.11(a) for an AR(8) process.
9.7 SUBBAND MODELLING OF ROOM ACOUSTICS
If the subband autoregressive model is an appropriate representation for a partic-
ular system, then it elegantly facilitates blind system identification. The primary
application in this dissertation is the cancellation of reverberation in acoustic en-
vironments. Thus, this section investigates the suitability of the subband model to
acoustic dereverberation. As discussed in section x6.3.1, many authors have at-
tempted subband approaches to dereverberation with mixed success. The subband
model introduced in equation (9.22) in section x9.2.1 is used to represent a known
acoustic impulse response. Naturally, in practice the AIR will be unknown: how-
ever, the purpose of this section is to investigate the ability of the subband model to
equalise the room transfer function. Blind deconvolution of speech in acoustic en-
vironments is considered in section x9.8. Due to the problems associated with esti-
mating the phase response of a system, the equalisation of the magnitude and phase
responses are considered separately in sections x9.7.1 and x9.7.2 respectively.
9.7.1 Reconstructing the Magnitude Frequency Response
A typical impulse response, measured in a stairwell, with no direct path from source
to observer, is shown in Figure 9.12(b), with magnitude frequency response shown
in Figure 9.12(c).13 The length of this impulse response is T = 4000 samples. The
13This response is the same as that shown in Figure 6.3(b) on page 129.
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Magnitude Response of AIR









(c) Magnitude Frequency Response
Figure 9.12: Typical acoustic impulse response: source and observer in a stairwell
with no direct path.
minimum-phase equivalent of this impulse response, calculated using the method
discussed in section x6.3.3.3, is modelled using the subband representation in equa-
tion (9.22) using a ML estimate calculated from the spectral-AR method discussed
in section x9.2.3, where the phase response is modified as discussed in the next
section. The model order in each subband is P = 50, there are K = 500 subbands,
and the zero-extension factor, Z, is such that the length of the extended impulse
response is T 0 = TZ  2N for N 2 Z+. Modelling of the nonminimum-phase re-
sponse is briefly discussed at the end of this section. Although the minimum-phase
impulse response can be inverted directly, in blind deconvolution applications it is
infeasible to estimate an AIR of length T = 4000 using a single AR model. Hence, to
investigate the suitability of the subband model, which can be easily estimated us-
ing a number of low-order optimisations, the inverse impulse response is calculated
by inverting the frequency response in each subband and taking the inverse Fourier
transform. The results are shown in Figure 9.13(a), with the magnitude response
in Figure 9.13(b) (compare with Figure 9.12(c)).
Figure 9.13(c) shows the convolution14 of the AIR in Figure 9.12(b) and the
inverse response in Figure 9.13(a). The magnitude frequency response of the
equalised room transfer function shown in Figure 9.13(d) indicates that the spec-
tral coloration is significantly reduced. However, as demonstrated in Figure 9.14, a
closer inspection reveals why the magnitude response contains many sharp spectral
14This convolution is performed in the frequency domain to reduce computation and improve
numerical accuracy.
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(a) Inverse Impulse Response












Inverse Magnitude Response 









(b) Inverse Magnitude Response














(c) Equalised Impulse Response









Equalised Magnitude Response 









(d) Equalised Magnitude Response
Figure 9.13: Inverse response to the room impulse response shown in Figure 9.12.
components: since the model in each subband is completely decoupled from the
other subbands, there are discontinuities in the spectrum at the subband bound-
aries. The model in equation (9.22) does not enforce any continuity between
blocks. Since the original spectrum is continuous, this is a short-coming of the
model. An approach to ensuring continuity between subband boundaries is to
modify the prior distributions for the AR parameters such that the end point at
the lower subband boundary is constrained to match the estimated spectrum in the
previous subband: such a technique is left for future work. It is also noted that the
resonant spikes at the boundaries of the subbands in Figure 9.14 are due to the fact
that the model parameters have been estimated using a filter bank which does not
possess perfect reconstruction properties. This issue is left as further work, and the
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Figure 9.14: A close inspection of the equalised magnitude response indicates that
there are discontinuities between the subbands.
details of such filter banks may be found in, for example, [125,292,373,374].
The modelling of the magnitude frequency response of the nonminimum-phase
impulse response gives similar results to the minimum-phase system, since the mag-
nitude responses are identical, although there are slightly larger discontinuities. The
problem with nonminimum-phase system is the modelling of the phase response as
discussed in the next section, and the subsequent inversion: i.e. a noncausal inverse.
This issue is discussed further in section x9.8.
9.7.2 Reconstructing the Phase Frequency Response
Since least-squares or Bayesian autoregressive parameter estimators minimise the
MSE of the spectral error function (see section x9.1), they cannot model the addi-
tional phase term k(!) in equation (9.22) and, therefore, modelling the phase re-
sponse of an acoustic impulse response is made more difficult. The (nonminimum)
phase response corresponding to the AIR in Figure 9.12 is shown in Figure 9.15(a),
and the minimum-phase equivalent response is shown in Figure 9.15(b). In mod-
elling the impulse response shown in Figure 9.12(b), it was sought to minimise
the phase discrepancy introduced when using a parameter estimate based on the
spectral error function. This is achieved by assuming that linear and quadratic
phase terms contribute significantly to the additional phase. Modelling the addi-
tional phase terms in such a way accounts for the phase-shift obtained by virtue of
the subband approach, as discussed in section x9.2.2, without conflicting with the
phase contribution of the autoregressive estimator. Hence, an estimate of k(!) is
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Phase Response of AIR







(a) Phase Frequency Response




















(b) Phase of Minimum-Phase Equivalent Response
Figure 9.15: Phase responses of acoustic impulse response shown in Figure 9.12.
given by: ̂k(!)   0 + 1!+ 2!2 (9.41)
The coefficients  i; i 2 f0; 1; 2g can be estimated using least-squares. Figure 9.16
shows the effect of ignoring k(!): The equalised impulse response when k(!)
is not accounted for is shown in Figure 9.16(a). Compared with Figure 9.13(c),
the equalised response is much longer, and thus no longer accurately reflects an
impulse. Acoustic listening tests, in which a clean speech signal is filtered by each
of the equalised responses in Figures 9.13(c) and 9.16(a) respectively, indicate that
the speech is heavily distorted in the latter case when phase is not modelled. The
magnitude response in Figure 9.16(b) indicates that the estimation of the gain terms
in each subband is effected by ignoring the phase term. Finally, the phase responses
of the equalised impulse response in the two cases are show in Figures 9.16(c) and
9.16(d). It can be seen that when the additional phase term not modelled, the
phase response is far from linear, and therefore introduces distortion. Hence, it is
important to model k(!) when using the subband autoregressive model.
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(a) Inverse impulse response when the addi-
tional phase term is not modelled.







Magnitude Frequency Response 









(b) Magnitude response of impulse response
in Figure 9.16(a).

















(c) Equalised phase response when additional
phase term is modelled using equation (9.41).




















(d) Equalised phase response when additional
phase term is ignored.
Figure 9.16: Effect of ignoring additional phase term k(!).
9.8 CHAPTER SUMMARY AND DISCUSSION:
RESTORATION OF SPEECH IN AN ACOUSTIC
ENVIRONMENT
Real room acoustic impulse responses modelled by an IIR filter require very large
model orders. A problem with modelling a signal with complicated structure by
an all-pole spectrum, is that the model must simultaneously fit the entire frequency
range, even though the model may fit some regions of this frequency space better
than others. This suggests it may be better to model a particular frequency band of
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the filters spectrum by an all-pole model, which can often result in low model orders
for that frequency band and, therefore, within this frequency band yield improved
parameter estimation. In other words, the modelling of different frequency bands
has been decoupled and, therefore, it is proposed that this will lead to a better
model fit.
The techniques presented in this chapter should facilitate the restoration of
speech in acoustic environments by using the subband autoregressive model pre-
sented in equation (9.22) of section x9.2.2: section x9.7 demonstrated that the sub-
band model accurately represents typical acoustic impulse responses. Section x9.5
showed that the spectral-temporal model can accurately estimate the all-pole dis-
tortion filter, A , in subbands, when driven by a nonstationary source. Thus,
the foundations for the general approach for blind deconvolution of reverberant
speech in real acoustic environments are laid. For nonminimum-phase acoustic
impulse responses, subbands which possess minimum-phase characteristics can be
inverted. Hence, in the case of a nonminimum-phase response, where a causal
inverse does not exist, methods for detecting and equalising the minimum-phase
subbands should be developed: the approaches in [384–386] may be of use.
Unfortunately, a problem which need to be addressed, and should be tackled
in future work is as follows: If the length of the data blocks are small and the
number of subbands is large, then the problem can become degenerate, since the
system is considerably over parameterised. However, using few subbands means
that the acoustic impulse response is under modelled, and thus restoration is poor.
Nevertheless, this approach shows promising results, and this technique is the foun-
dation for allowing high-order channel models to be estimated, which is simply not





INGLE channel blind deconvolution is introduced in Chapter 7, and models
a degraded observed signal, x(t), as the convolution of the source signal, s(t),
with a distortion operator, A . The distortion operator could, for example,
represent the acoustical properties of a room, the effect of multipath propagation in
the reception of radio signals, or a non-impulsive excitation in seismic applications.
The task is to estimate the source signal or the distortion operator, given only the
observed signal. The problem is under-constrained and can only be solved by incor-
porating varying degrees of a priori knowledge regarding s(t) and A . The general
distinguishing features of the signal s(t) and the operator A must be known, oth-
erwise it becomes impossible to assess when the algorithm is performing correctly.
An important characteristic of blind deconvolution is that the source signal and
impulse response of the distortion operator must be irreducible for unambiguous
deconvolution. When many linear systems are considered stationary, they become
reducible, and blind deconvolution is impossible. However, if, in fact, s(t) or A are
both stationary and reducible over a short period of time, but possess different rates
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of global nonstationarity then, s(t) and A are no longer globally reducible, are thus
irreducible and, therefore, blind deconvolution is possible if this nonstationarity is
taken into account. The principle of nonstationarity is used to produce superior
results for these problems and this is investigated with application to acoustic dere-
verberation, a problem which arises in the applications discussed in Chapter 1.
In Chapter 8 the single channel blind deconvolution problem has been tackled
by modelling the source signal as a block stationary AR process, and the distortion
operator as an IIR filter. The Bayesian paradigm has been introduced as a means
of parameter estimation, and posterior densities for the distortion filter parameters
conditional on the observed data were derived. An interpretation of the mechanism
that allows the blind deconvolution to be performed is discussed in section x8.2.1.
A simple example of restoring speech recorded through a gramophone horn is given
in section x8.6, where a MMAP estimate of the filter parameters is used. The impor-
tant questions of selecting model order and block length (or changepoint locations)
have been investigated in sections x8.3 and x8.5. It is observed that by utilising the
nonstationarity of the system, less specific knowledge regarding the model of the
source signal is required. As long as the model of the source signal is nonstationary,
the stationary component of the system can be estimated.
Real room acoustic impulse responses modelled by an IIR filter require very large
model orders. A problem with modelling a signal with complicated structure by an
all-pole spectrum, is that the model must simultaneously fit the entire frequency
range, even though the model may fit some regions of this frequency space better
than others. This suggests it may be better to model a particular frequency band of
the filters spectrum by an all-pole model, which can often result in low model orders
for that frequency band and, therefore, within this frequency band yield improved
parameter estimation. In other words, the modelling of different frequency bands
has been decoupled and, therefore, it is proposed that this will lead to a better
model fit.
The techniques presented in Chapter 9 facilitate the restoration of speech
in acoustic environments by using the subband autoregressive model presented
in equation (9.22) of section x9.2.2: section x9.7 demonstrated that the sub-
band model accurately represents typical acoustic impulse responses. Section x9.5
showed that the spectral-temporal model can accurately estimate the all-pole dis-
tortion filter, A , in subbands, when driven by a nonstationary source. Thus, the
foundations for the general approach for blind deconvolution of reverberant speech
in real acoustic environments are laid.






General Conclusions and Future Work
T
HE conclusions regarding the solutions to the signal separation and blind
deconvolution problems have been outlined in Chapter 5 and Chapter 10
respectively and will not be repeated here. These final comments relate to
nonstationarity in general, and the proposed future direction of this research.
11.1 NONSTATIONARY SIGNAL PROCESSING
A considerable number of linear signal processing problems reduce to the funda-
mental tasks of signal separation and deconvolution. A large proportion of these
problems are also blind in the sense that neither of the source signals are known,
and this substantially increases the difficulty of the problem. The estimation of sig-
nals in the presence of noise is a fundamental problem which occurs in many areas
of science and technology. Some particular application areas, in which it is required
to estimate a speech signal in noise, are telecommunications, voice input to a com-
puter in an office environment, audio processing, and forensic science. At present,
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hearing aids and hands-free telephones cannot compensate for the distortion due to
reverberation. Further, radio waves, in many respects, propagate in a similar way
to sound and, consequently, waves transmitted from a mobile are blurred by re-
flections in built-up areas, a reverberation effect known as multipath propagation.
Current mobile phones circumvent this problem by transmitting a training sequence
which the receiver uses to estimate the channel distortion. However, this approach
increases the bandwidth required by the telephone and, consequently, increases call
charges. Solutions to these problems can be attempted using nonstationary signal
processing: the research presented in this dissertation indicates that superior results
are obtained by discarding the stationary assumption, and utilising nonstationarity.
Nonstationary modelling and improved source modelling work is of theoreti-
cal interest to the academic community. As well as in audio restoration, this work
should find wider practical application in other model-based signal processing ap-
plications such as statistical data analysis, econometrics, biomedical data, environ-
mental engineering, the physical sciences, and in particular speech and audio coding
and communications channel equalisation.
11.2 SUGGESTIONS FOR FUTURE RESEARCH
A general aim of this research was to advance the understanding and application
of nonstationary signal processing, with a focus on the potential gains of utilising
nonstationarity within a system. As such, continuing with this philosophy, the
following lines of research are suggested: Demonstrate the advantage of using authentic nonstationary signal models in
the modelling of nonstationary systems, and investigate methods for choosing
the most appropriate nonstationary model. Develop a theoretical framework to determine how nonstationarity can best
be utilised, and then, using appropriate nonstationary modelling, apply it to
produce superior results both in existing problems solved using the station-
arity assumption, and previously intractable problems, especially in the areas
of speech enhancement, signal separation, and noise reduction. Investigate whether it is possible to explicitly quantify the degree of non-
stationarity required to find solutions for a particular problem and, if so,
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whether there is a trade-off between the complexity of the nonstationarity
and the degree of prior information required in the model. Extend the nonparametric theoretical framework for single channel signal
separation into a parametric framework for application where parametric sig-
nal models are known to be appropriate.
In some applications it is possible to postulate a parametric signal model and,
under these conditions, it is generally the case that results obtained for signal esti-
mation are significantly better than non-parametric methods. There are many issues
to be resolved in parametric modelling of nonstationary processes, but two major
ones are as follows. An ideal model would be capable of describing a nonstationary
signal, for example, a speech signal, at all time instants. However, such a model
would be overly complex and a more appropriate approach would be to define a
set of models. For example, in speech one would require different models for each
of the classes of speech sound, namely voiced, unvoiced, and so forth. Thus at
each time instant it is necessary to estimate the signal using the ‘most appropriate’
model, and this requires both estimation and model selection. A consistent frame-
work for achieving these objectives is the Bayesian statistical methodology, and this
general approach should be investigated further.
The following two applications specifically discuss extensions to the work on
signal separation and blind deconvolution presented in this dissertation.
11.2.1 Blind Image Restoration
As noted by Lagendijk et al. [202], ‘perhaps the best approach to the restoration
of noisy blurred images would be to prevent the degradation from occurring at
all.’ Unfortunately, in many applications these degradations cannot be avoided and
a noisy blurred image is observed. These degradations are due to, for example,
motion blur, out-of-focus blur, and atmospheric turbulence; Figure 11.1 shows typ-
ical examples of some image degradations. In some applications, such as astron-
omy, adaptive-optical systems may be used to compensate for blurring, although
the high cost of such systems makes this impractical for some observational fa-
cilities [198]. In other situations a blurred image must be accepted as given: for
example, a blurred picture of a unique event. According to human factor studies,15 to 20 per cent of consumer pictures have detectable image-blur problems mainly
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(a) Original image. (b) Out-of-focus image. (c) Motion blurred image.
Figure 11.1: Original and degraded images.
due to focus error, camera shake, and object motion [212]. Recent surveys of var-
ious blind image deconvolution approaches commonly used are given in Kundur
and Hatzinakos [198,199] and Sezan and Tekalp [320]. This section proposes how
the techniques presented in Chapter 8 could be generalised to the two-dimensional
case, and thus to image restoration.
11.2.1.1 Source Image Model
In many image restoration techniques, the discrete original image is often repre-
sented by a class of models known as spatial interaction models [67, 167], which
are characterised by the image property that the gray level at a lattice point is sta-
tistically dependent on those of its neighbours. An MN image is described by a
finite set of gray levels fs(m;n); (m;n) 2 I g; I = f1; : : : ;Mgf1; : : : ; Ng  ZZ,
where s(m;n) is the gray level of the lattice point (m;n), and is often modelled by
a zero-mean, homogeneous, discreteMN random field which may be represented
by the 2-D Markov image model [166,167,397,398]:s(m;n) 4= -b(m;n) ? s(m;n) + e(m;n)= - X(p;q)2W(p;q)6=(0;0)b(p; q) s(m- p; n- q) + e(m;n); (m;n) 2 I (11.1)
where b(p; q), (p; q) 2 W , are the image model coefficients, e(m;n) is the mod-
elling error, which is a zero-mean homogeneous noise process, and W  I-f;g 4=





(a) Noncausal Prediction Plane, I-f;g 4= I - f;g such




(b) Nonsymmetric Half Plane, I+  I-f;g, such
that (m;n) 2 I+ and (m̂; n̂) 2 I+; ) (m +m̂; n+ n̂) 2 I+; (-m;-n) 62 I+.
Figure 11.2: Prediction regions for Gaussian Markov random fields.
I - f;g (see Figure 11.2(a)) is a set of points f(p; q) : (0; 0) 6= (p; q) 2 Z  Zg
called the neighbour set or the neighbour region of support, which are subsets of
prediction regions, typical examples of which are shown in Figure 11.2 [124,167].
The most widely used models which satisfy this form are the Gaussian Markov
random field (GMRF) and 2-D autoregressive models. Typical examples of neigh-
bour sets used in GMRF models are shown in Figure 11.3. Due to its generality, the
2-D Markov image model defined in equation (11.1) has been of much interest in
image processing [38, 66, 68, 166, 167, 397, 398] and, in particular, image restora-
tion [39,67,198,202,203,349,351]. For reference, it is noted that Katsaggelos and
Lay [183, 210] model the image as a general zero-mean Gaussian process, and use
the expectation-maximization (EM) algorithm to estimate the image and blurring
function.
11.2.1.2 Nonhomogeneous Image Model
Images inherently possess nonstationary spatial statistics and, consequently, the
model coefficients in an image model will be spatially-variant. Boudaoud and Cha-
parro [48] proposed a nonstationary image model composed of a space-varying
mean and a nonstationary, zero mean, 2-D autoregressive (2-D AR) random field; in
each case the space varying parameters are parameterised using complete orthogo-
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(a) Unilateral Neighbour Set, W  I+,
where I+ is shown in Figure 11.2(b).
(0, 0)
Neighbour set
(−Q, −P) (−Q, P )
(Q, −P ) (Q, P )
m
n
(b) Bilateral Neighbour Set, W  I-f;g, where
I-f;g is shown in Figure 11.2(a).
Figure 11.3: Neighbour sets for Gaussian Markov random fields.
nal 2-D basis functions in a directly analogous way to the basis-function approach
discussed in section x7.5.2 and [63,130,131,225]. Further approaches for dealing
with the nonstationarity of images have been discussed by Hunt and Cannon [165],
Jain [167], Strickland [338] and Tekalp et al. [350] among many others. Keeping
the philosophy that utilising nonstationarity reduces the sensitivity of the source
model, a block stationary 2-D AR model analogous to that discussed in section x7.6
for 1-D signals is proposed. The image is partitioned into C columns and R rows,
giving CR subimages. A compact notation for equation (11.1) can be arrived at
by lexicographic ordering of the image data, which maps a matrix to a column
vector [166, 167, 202]. Using such notation, the error process for each subimage,(i; j),i 2 R = f1; : : : ; Rg, j 2 C = f1; : : : ; Cg, may be written as:eij = ij + sij + Sij bij (11.2)
where ij 4= ij 1, with 1 as a column vector of 1’s, is introduced as the mean of
each subimage since, although the mean of the entire image is assumed zero, the
same cannot be said of each subimage.
Although the GMRF model is intellectually appealing, since the actual model
parameters provide a minimum mean-square estimate (MMSE) of the error signal,
unless the neighbour set W is unilateral, the covariance function, Ree (m;n), for the


















Figure 11.4: Degraded image model for the output of a general system x(m;n) =f(s(m;n); ) driven by a 2-D autoregressive image model.
error process, fe(m;n)g, is dependent on the model parameters, bij, and, in general,
the posterior distribution becomes intractable to analytic solution. Casual GMRF or
casual 2-D AR processes do not employ all the image information available despite
its successful use in image modelling. As such, in order to procure a closed-form
expression for the posterior distribution, the image will be modelled by a noncausal
AR (NCAR) process which, while intuitive and retaining intellectual attraction, has
also been shown to successfully model textures [68].
With the image model in the form of equation (11.2), the posterior distribution
for a general system driven by a nonhomogeneous image model can be derived in a
similar manner to the approach discussed in section x7.7.3. A complete model for
such a degraded image is shown in Figure 11.4 where, for completeness, additive
observation noise has been included. However, the effectiveness of this model must
be investigated in more detail.
11.2.2 Linear Time-Frequency Transforms
Alternative definitions of power spectra using time-frequency techniques were dis-
cussed in section x3.2.1, and a natural extension to the linear transform tech-
niques discussed Chapter 3 is the reformulation of the results for linear time-
frequency methods. The representation of a continuous time deterministic signalx(t); t 2 T  R on an arbitrary continuous joint spectral domain (; )  C  C
is X(; ), could be defined by the general joint integral transform:X(; ) = ZT x(t)K(t; ; )dt ; 8 (; ) 2 (;	) (11.3a)
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where (	) is the region in the signal space in which the representation X(; )
lies. The function K(t; ; ) is called the forward joint transform basis kernel.
Conversely, X(; ) may be represented on the time domain t 2 T  R as x(t);x(t) = ZZ	 X(; ) k(; ; t)d d ; 8t 2 T (11.3b)
where k(; ; t) is called the inverse joint transform kernel of the reciprocal joint
basis kernel of K(t; ; ). Since this system is redundent, however, the functionsk(; ; t) must be linearly dependent, where  and  are considered as parameters,
and therefore expressable in terms of a set of linearly independent basis functionsk(; t) such that: k(; ; t) = Z'(; ; ) k(; t)d (11.4)
and, consequently, x(t) can be expressed in terms of linearly independent functions
using equation (3.8b): x(t) = Z X() k(; t)d ; 8t 2 T (3.8b)
where X() = ZZ	X(; )'(; ; )d d (11.5)
It is assumed that the transformation is isomorphic so, for a given x(t), there exists
a unique X(; ) and, conversely, for a given X(; ) there exists a unique x(t). It
therefore follows that the joint-kernels k(; ; t) and K(t; ; ) must satisfyÆ(t- ) = ZZ K(t; ; ) k(; ; )dd; 8 (t; ) 2 T (11.6a)Æ(- ̂; - ̂) = Z
T
k(; ; t)K(t; ̂; ̂)dt; 8 (; ̂) 2 ; 8 (; ̂) 2  (11.6b)
where  =  and  = .
The theoretical results in Chapter 3 could be extended to deal with the trans-
form defined by equation (11.3), although a complication occurs for redundant
systems. Hence, care must be taken when extensing the concept of the ideal filter
introduced in section x4.1.
A
Psychology of Hearing
The binaural hearing mechanism exploits the spectral, temporal and spatial char-
acteristics of natural sounds to aid the identification and separation of various
sound sources. The hearing mechanism achieves this using several techniques which
can be compared with methods known in the field of statistical signal processing,
namely,
1. Frequency selectivity (cf. Bandpass filtering)
2. Spatial-directionality, using
(a) Temporal delay for low frequency signals (cf. Beam-forming)
(b) Attenuation for high frequency signals (cf. Equalisation)
3. Spectral spatial directionality (cf. Beam-forming)
A full discussion of these mechanisms can be found in, for example, Lindsay and
Norman [223], and this appendix briefly discusses the fundamental principles. The
properties of the hearing mechanism provide a useful insight into the features that
signal processing techniques might exploit in order to achieve blind deconvolution
and blind signal separation.
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A.1 FREQUENCY SENSITIVITY
In the cochlea, inside the ear, there is a structure called the basilar membrane, each
part of which acts as a narrow bandpass filter. This frequency selectivity is useful
in the perception of different types of sounds, for example, to separate speech from
music. The human ear can therefore reconstruct pitch and frequency information
from a monaural source and, as such, monophonic recordings are often effective
for single speakers. There is, of course, a spatial–amplitude ambiguity in mono
recordings, since they do not convey any spatial information through acoustical
cues.
A.2 SPATIAL PERCEPTION
The ability to localise sound sources is of immense importance in
1. determining the direction in which one should focus their attention,
2. estimating the approximate distance of the sound source from the ear, and
3. performing signal separation.
The latter is possible by analogy with beam-forming techniques: by looking at a
source location, noise sources from other directions are attenuated due to:
1. the geometric positioning of the sound sources relative to the ears (see below),
and
2. the ability for humans to correlate sound sources with visual cues [128].
Sound localisation using echoes and reflections is, for example, an invaluable fea-
ture for blind people to avoid obstacles. Most acoustic cues in sound localisation
are based upon a comparison of the signals reaching the two ears, hence binaural
hearing. A sound source is located using a slightly different mechanism for high
frequency sounds and low frequency ones [223], as discussed below.









Figure A.1: A sound source is located using different mechanisms for different
frequency sounds. Low frequency components are located by the relative time dif-
ference between the sound arriving at each ear, whilst high frequency components
are located by considering the attenuation between each ear. The low frequency components of a signal bend, or refract, around the head
with little attenuation. This can be demonstrated straightforwardly by refer-
ring to Figure A.1. Supposing the sound source is to the left and in front
of the listener; the sound waves reach the left ear before the right one. The
waves which arrive tangentially to the head will refract around to the right
ear, and the time difference between the signal reaching each ear is related,
perhaps non-trivially,1 to the angle of arrival. The signal components that are of frequency greater than about 1:3 kHz im-
part a phase ambiguity between the ears, and it is not possible to accurately
localise the sound source. This is, in part, the reason why one is never sure
which direction the traditional high-frequency sirens used by the emergency
services originate from. However, high frequency components do not refract
around the head, and a sound shadow is created, which attenuates the signal
between the ears. This attenuation then provides a key to the localisation of
high frequency sources. Finally, the direction dependent filtering produced by the pinna, or outer ear,
and upper body, especially the shoulders, is crucial for judgements of location
in the vertical direction, and for front-back discrimination.
1The human brain is, of course, remarkably adept at learning this relationship given experience.
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A.3 IMPAIRED HEARING
Human hearing is a complex mechanism and there can be various causes at many
different points for a loss of hearing. Damage of some organs in the ear can cause
impairment or loss of hearing, and this dysfunction can be classified as:
1. conductive loss, which can be compensated for by using a simple amplifying
hearing aid,
2. functional deafness, rectifiable only through surgery, or
3. sensori-neural loss, caused by damage in the basilar membrane of the cochlea.
Sensori-neural loss cannot be compensated for using a simple hearing aid, and may
lead to a loss of frequency sensitivity, reduction in dynamic range, poor temporal
resolution and a loss of spatial perception [56]. A person with this impairment
is unable to separate two similar frequency components in a complex tone and,
because of damaged auditory filters, background noise causes a significant decrease
in intelligibility. Thus, for improved hearing, the hearing aid should increase the
frequency selectivity, improve spatial perception (reverberation cancellation), and
eliminate unwanted frequency components (signal separation).
B
Results in LTV System Theory
This appendix contains details of results and proofs used throughout Part II of this
dissertation.
B.1 KARHUNEN-LOÈVE EXPANSION
As discussed in section x3.2.3, the Karhunen-Loève (KL) expansion is a special
case of the general integral transform. In this particular transform, the kernel,k(t; ), is self-reciprocal and, as such, is a set of orthonormal functions, given by
equations (3.10): Z k(t; ) k(; )d = Æ(t- ) (B.1a)ZT k(t; ) k(t; ̂)dt = Æ(- ̂) (B.1b)
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A random process, x(t), can therefore be expanded into a series of the formX() = ZT x(t) k(t; )dt ; 8 2  (B.2a)x̂(t) = ZX() k(t; )d ; 8t 2 T (B.2b)
Further, the orthogonal functions are the solution of the integral equation [286]:ZT Rxx (t; )k(; )d = ()k(t; ) (B.3a)
Thus, it can be shown that, as a consequence of the positive definite characteristic
of the autocorrelation function, the functions k(t; ) satisfy the identity:Rxx (t; t) = Z() jk(t; )j2 d (B.3b)
A useful characteristic of the Karhunen-Loève transform is that the spectral com-
ponents, X(), are uncorrelated as the following theorem describes:
Theorem 22 (Orthogonality of Karhunen-Loève Transform) The representationx̂(t) equals x(t) in the MS sense:
E
hjx(t) - x̂(t)j2i = 0 (3.19)
and if the basis kernels, k(t; ), are the eigenfunctions of equation (B.3a), the spec-
tral components X() are uncorrelated:
E [X(t)X()℄ = (t)Æ(t - ) (B.4)
PROOF. Using equation (3.25b) and equation (B.3a), gives the identity:
E [X()x()℄ = ZT Rxx (; ) k(; )d = ()k(; )
and, using the spectral representation for X(), then:
E [X(t)X()℄ = ZT E [X(t)x()℄ k(; )d= ZT(t) k(; t) k(; )d = (t) ZT k(; t) k(; )d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and, hence, using equation (B.1a) gives equation (B.4). 
In the stationary case, the KL transform reduces to the Fourier transform [286,335]:
Theorem 23 (Karhunen-Loève Expansion for Stationary Signals) The Karhunen-
Loève (KL) transform defined for all time, for a WSS process, is equivalent to the
Fourier transform: i.e. k(t; ) = ejt (B.5)
PROOF. The orthogonal kernel satisfies (B.3a) and so, since x(t) is a WSS process,ZT Rxx (t- ) k(; )d = ()k(t; ) (B.6a)
The eigenfunctions of this equation may be shown to be k(t; ) = ejt [335] and
can be verified by substitution:ZT Rxx (t- ) ej d = ejt ZT Rxx (t) e-j d = ()ejt (B.6b)
and, hence, the corresponding eigenvalue is the power spectrum at frequency . 
B.2 SEPARABLE IMPULSE RESPONSE
The separable form of an impulse response, h(t; ), as expressed in Theorem 8
for LTV differential equations, is well known as discussed in, for example, [417].
D’Angelo [84, Chapter 2] gives a proof of this result avoiding the use of transform
methods. This theorem, and an outline of its proof, are given below.
B.2.1 Finite-Order Linear Differential Equation
Theorem 24 (Separable Impulse Response) All impulse responses of linear systems
characterised by the scalar linear time-varying differential equation:
L x(t) = n an(t) dny(t)dtn + n-1 an-1(t) dn-1y(t)dtn-1 +   + 0 a0(t)y(t) = u(t)
(3.61)
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are separable, i.e., h(t; ) = nXi=1 pi(t)qi(); t   (B.7)
Furthermore, fpi(t)g are the basis functions of the homogeneous differential equa-
tion L x(t) = 0, and fqi(t)g are the basis functions of the adjoint homogeneous
differential equation L  x(t) = 0.
PROOF. Consider a linear differential equation:
L x(t) = n an(t) dny(t)dtn + n-1 an-1(t) dn-1y(t)dtn-1 +   + 0 a0(t)y(t) = u(t)
(3.61)
This can be solved using a state-space approach. Define n new variables given by:xi(t)  d(i-1)y(t)dt(i-1) i 2 f2; : : : ; ng
Hence,
dxi(t)dt = diy(t)dti = xi+1(t) i 2 f2; 3; : : : ; n- 1g
and x1(t) = y(t)dxn(t)dt = - 0 a0(t)n an(t)x1(t) -   - n-1 an-1(t)n an(t) xn(t) + u(t)n an(t)
This can now be written in the matrix form:_x(t) = A(t)x(t) + b(t)u(t)y(t) = T(t)x(t) (B.8a)
where the time-varying matrix, A(t), is given by:
A(t) = 266666664 0 1 0    00 0 1    0... ... ... . . . ...0 0 0    1- 0 a0(t)n an(t) - 1 a1(t)n an(t) - 2 a2(t)n an(t)    -n-1 an-1(t)n an(t)
377777775
and the time-varying vectors b(t), (t), and x(t) are given as:b(t) = h0    0 1n an(t)iT ; (t) = h1 0    0iT ; x(t) = hx1(t)    xn(t)iT
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or, defining f(t) = b(t)u(t), then_x(t) = A(t)x(t) + f(t) (B.8b)
Solutions to this differential equation are found by introducing the adjoint equation
defined by: _x(t) = -AT(t)x(t) (B.8c)
It can be shown that for a given initial condition xi (t0)  xi0, a unique solution
exists to equation (B.8c). A basis for this adjoint system may be formed by taking n
distinct initial conditions, and assuming that these initial conditions are chosen such
that there are n independent solutions to the adjoint equation, xi (t); i = 1; : : : ; n.
Consider the scalar differential equation:ddt [xTi (t)x(t)℄ = xTi (t) f(t) (B.9a)
On expansion, this gives:xTi (t) f(t) = xTi (t) _x(t) + xT(t) _x(t)
and, using equation (B.8c),xTi (t) f(t) = xTi (t) _x(t) - xT(t)A(t)x(t) (B.9b)= xTi (t) f _x(t) - A(t)x(t)g (B.9c)
Thus, this solution satisfies the original differential equation (B.8b). Combining
these solutions, and defining the matrix:(t)  266664 xT1 (t)xT2 (t)...xTn (t)
377775
equation (B.9a) may be written asddt [(t)x(t)℄ = (t)f(t) (B.10)
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Integrating with respect to (w. r. t.) time,(t)x(t) = (t0)x0 + Z tt0()f()d (B.11a)
gives x(t) = -1(t)(t0)x0 + Z tt0-1(t)()f()d (B.11b)
Noting y(t) = T(t)x(t), the solution of the original differential equation is:y(t) = T(t)-1(t)(t0)x0 + Z tt0 T(t)-1(t)()b()u()d (B.11c)
Comparing this with the superposition integral in equation (3.35), the impulse re-
sponse of the system is given by:h(t; ) = T(t)-1(t)()b() = pT(t)q()
where pT(t) = T(t)-1(t)q(t) = ()b()
On expansion, this is in the form of equation (B.7), as required. 
B.2.2 Relating Finite and Infinite Dimensional Cases
Theorems 8 and 24 can be linked by setting in equation (3.41),K(t; ) =Xi qi() Æ(- i) and k̂(i; t) = pi(t)
which would thus give:h(t; ) = ZH k̂(; t) Xi qi() Æ(- i)! d=Xi qi() ZH k̂(; t) Æ(- i)d=Xi qi() k(i; t) =Xi pi(t)qi()
as required. 
C
Wiener Filter Equations and Solutions
This appendix contains results pertaining to the Wiener-Hopf filter (WHF).
C.1 DERIVATION OF WIENER-HOPF FILTER
PROOF (OF THEOREM 1). Given the estimate, d̂(t), of the desired signal, d(t), as:d̂(t) = ZT h(t; )x()d (3.4)
the error between the actual desired signal and its estimate is given by:"(t) = d(t) - d̂(t) = d(t) - ZT h(t; )x()d (C.1a)
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The impulse response is found by minimising the mean squared error (MSE), which
is given by:
E ["(t)"(t)℄ = E d(t) - ZT h(t; )x()dd(t) - ZT h(t; )x()d
(C.1b)
Differentiating w. r. t. h(; ̂), noting the expectation operator is linear:E "2(t)h(; ̂) = E -2"(t) h(; ̂) ZT h(t; )x()d= -2E ["()x(̂)℄ = -2E d()x(̂) - ZT h(; )x()x(̂)d (C.1c)
Equating this expression to zero, gives the nonstationary Wiener-Hopf equation:Rdx (; ̂) = ZT h(; )Rxx (; ̂) d (3.5a)
Now, consider again equation (C.1b); expanding using equation (C.1c):
E
"2(t) = E d(t) - ZT h(t; )x()d"(t)= E [d(t)"(t)℄ = E d2(t)- ZT h(t; )E [d(t)x()℄ d= Rdd (t; t) - ZT h(t; )Rdx (t; ) d (3.5b)
which is equation (3.5b). In the case when the MSE goes to zero, from equa-
tion (3.5b), the constraint in equation (3.5c) is obtained. 
C.2 DISCRETE WIENER FILTER EQUATIONS
Theorem 25 (Discrete Nonstationary Wiener Filter) The nonstationary Wiener-
Hopf filter equations in finite discrete time are:Rdx (q; q̂) = Xm2N h(q;m)Rxx (m; q̂) 8q 2 N; 8q̂ 2 N (C.2a)
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with the MSE given by:2(n) = Rdd (n; n) - Xm2N h(n;m)Rdx (n;m) ; 8n 2 N (C.2b)
For ‘perfect’ signal separation, f2(n) = 0; 8n 2 Ng, and thus the autocorrelation
functions must satisfy:Rdd (n; n) = Xm2N h(n;m)Rdx (n;m) (C.2c)
PROOF. The proof of this theorem is essentially identical to that of Theorem 1. 
C.3 GENERAL SPECTRAL SOLUTION OF
STATIONARY WIENER-HOPF FILTER
Bode and Shannon [43] give an excellent introduction to the solutions of the sta-
tionary Wiener filter, and their paper contains further results in addition to those
given below. The following argument is not intended to be rigorous, but merely to
give some insight into the form of the solution. The autocorrelation function of the
stationary Wiener-Hopf filter, Theorem 2, can be represented by the Fourier trans-
form. Hence, taking Fourier transforms of the stationary Wiener filter equationRdx () = ZT h()Rxx (- ) d; 8 2 T (C.3a)
gives the analytic equation:Pdx (!) = H(!)Pxx (!) (C.3b)
The variance of the error for the stationary Wiener-Hopf filter is given by:2(t) = Rdd (0) - Z
T
h()Rdx () d; 8t 2 T (C.3c)
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which, in the case of perfect signal separation, reduces toRdd (0) = Z
T
h()Rdx () d; 8t 2 T (C.3d)
Substituting the Fourier decomposition of h(t) into equation (C.3d) gives, after
some rearrangement, Rdd (0) = 12 Z
H(!)Pdx(-!)d! (C.4a)
Moreover, by definition of the autocorrelation function (see equation (3.6)), then:Rdd (0)  12 Z
 Pdd (!) d! (C.4b)
then, comparing equation (C.4a) with (C.4b), a solution for perfect separation is
(using equation (C.3b)):Pdd(!) = H(!)Pdx(-!)Pdx(!) = H(!)Pxx(!)  8! 2 
 (C.5a)
Consider the independent additive case: taking Fourier transforms of (3.3b) on
page 37, gives: Pxx (!) = Pdd (!) + Pnn (!)Pdx (!) = Pdd (!)  8! 2 
 (C.5b)
Hence, from (C.5a), assuming d(t) is real such that Pdx (!) = Pdx(-!),Pdd (!) = H()Pdd (!)Pdd (!) = H() [Pdd (!) + Pnn (!))℄ (C.5c)
Ergo, using the definition in section x4.1.3 and, in particular, equation (4.5) on
page 83, perfect separation is possible if the two signals are disjoint in the Fourier
domain, and h(t) is an ideal filter.
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C.4 DERIVATION OF GENERAL SPECTRAL SOLUTION
OF NONSTATIONARY WIENER-HOPF FILTER
This section contains a proof of sufficiency of Theorem 18. A necessary condi-
tion for a solution is not presented, inasmuch as there may be solutions for signal
structures other than that defined in equation (3.18).
PROOF. Consider taking the general spectral transform of the Wiener-Hopf filter
equation (3.5a) using equation (3.24a) in Definition 4 on page 48:Pdx(t; ) = ZZZ
T T T
h(t; )Rxx (; ) K(t; t)K(; )ddt d
substituting equation (3.38a) on page 55 gives (8t;  2 ),Pdx(t; ) = ZZZ
T T T
ZZ H(1; 2)Rxx (; ) k(1; t) K(; 2)K(t; t)K(; )d1 d2 ddt d
and rearranging the integral w. r. t. t gives:Pdx(t; ) = ZZZZ
T T H(1; 2)Rxx (; ) K(; 2) K(; ) Z
T
k(1; t)K(t; t)dt d1 d2 dd
Thus, simplifying using equation (3.10b):Pdx(t; ) = ZZZZT T H(1; 2)Rxx (; ) K(; 2)K(; ) Æ(1 - t)d1 ddd2
which, using the sifting property (3.9), and the definition for the spectral decompo-
sition, yields: Pdx(t; ) = ZH(t; )Pxx(; )d 8t;  2  (C.6a)
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Finally, assumming equation (4.23a) is the solution of the Wiener-Hopf equations,
then equation (C.6a) may be written in the form:Pdx(t; ) = Zd Æ(t - )Pxx(; )d+ Z0 H0(t; )Pxx(; )d (C.6b)
Noting that d  n = f;g, d  0 = f;g then, using the sifting property (3.9),
the first term in equation (C.6b) is equivalent to Pxx(t; ) if t 2 d, and zero
otherwise. Moreoever, if t 2 d then, since H0(1; 2) = 0 if (1; 2) =2 0, the
second term is zero. However, if t 2 0, the first term is zero, while the second
term is nonzero. Hence, using the relationships in Theorem 6 and notingPdx(t; ) = Pdd(t; ) + Pdn(t; )
it follows, after some slight rearrangement, that:
Pdd(t; ) = 8>>>><>>>>:Pxx(t; )  Pdd(t; ) for (t; ) 2 d,Z0 H0(t; )Pxx(; )d- Pdn(t; ) for (t; ) 2 0,0 elsewhere
(C.6c)
where it has been noted that if t =2 f0\dg, then Pdx(t; ) = 0) Pdd(t; ) =-Pdn(t; ) = 0 since d(t) and n(t) only have spectral components which overlap
in the region 0. This proves the first part of the theorem. Since d(t) is a real
process, the mean squared error from (3.5b) may be written as:2(t) = Rdd (t; t) - Z
T
h(t; )Rdx (t; ) d Rdd (t; t) - Z
T
h(t; )Rdx (; t) d (3.5b)
Writing equation (4.22a) in the expanded formRdd (t; ) = ZZddPdd(t; ) k(t; t) k(; )dt d+ ZZ00Pdd(t; ) k(t; t) k(; )dt d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and substituting this, along with the expanded expression in (4.23c):h(t; ) = Zd k(; t)K(; )d+ ZZ0 H0(; ̂) k(; t)K(; ̂)dd̂ (4.23c)
into (3.5b): 2(t) = Rdd (t; t) - Z
T
h(t; )Rdx (t; ) d; 8t 2 T (3.5b)
gives, after use of equation (3.10b) (on page 42) and equation (4.22c) (on page 91),2(t) = ZZddPdd(t; ) k(t; t) k(; t)dt d + ZZ00Pdd(t; ) k(t; t) k(; t)dt d- ZZ00(   ) Zd k(; t) Æ(- 1)dd1 d2- ZZddPdd(1; 2) k(2; t) Zd k(; t) Æ(- 1)dd1 d2- ZZZ0dd(   ) Z0 H0(̂1; ̂2) Æ(̂2 - 1)d̂2 d2 d1 d̂1- ZZZ000 Pdx(1; 2) k(̂1; t) k(2; t) Z0 H0(̂1; ̂2) Æ(̂2 - 1)d̂2 d2 d1 d̂1
where the dots (   ) in the third integral represents Pdx(1; 2) k(2; t) and the dots
in the fifth represent Pdd(1; 2) k(̂1; t) k(2; t). Noting d \ 0 = f;g, then the
integrals containing (   )’s are zero, whilst the first and third term cancel, leaving
with the desired expression equation (4.23d). 
D
Posterior Distribution for General
Nonlinear Signal Model
In section x7.7.3, the posterior distribution for the parameters  of a system driven
by a block stationary AR model is given in the form:p   x; ; I / p   ; I
J (x; s) MYi=1 
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1STi si-RiSTi Si + Æ-2i IQi12
(7.39a)
which shall herein be referred to as the 1-D case; section x11.2.1.1 produces a
similar form for the posterior distribution of  in the 2-D system driven by a 2-D
block stationary AR model. This appendix details some of the steps in deriving
these posterior distributions. As noted in section x7.7.2.1, the prior distribution
for the AR coefficients is given by:b j2  N  b  0P; 2 Æ2 IP ; Æ 2 R+ (D.1)
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where Æ is a hyperparameter. Moreover, the prior for the excitation variance is:p  2 ;  = IG 2  2 ; 2 (7.30)
where (; ) are also hyperparameters. The values for these hyperparameters are
unknown and often have a prior assigned to them; these ‘hyper-priors’ also depend
on hyper-hyperparameters. It is expected that the form of the posterior distribution
is less likely to be susceptible to changes in the hyper-hyperparameters, than to
changes in the hyperparameters.
A complete Bayesian hierarchical model for the 1-D BSAR case can be found
in [298], which is necessary for model order selection. In the experiments presented
in this dissertation, a slightly less general form of Bayesian hierarchical model is
chosen since the additional terms serve to obscure the underlying principle of util-
ising nonstationarity in a system. As such, the hyper-parameters, f; g, for the
excitation variance, 2, are assumed to be known, and a hyperprior is placed on
the AR hyperparameter, Æ, such that the influence on the posterior distribution of
the hyper-hyperparameters is minimal. Although, by setting Æ2 = 0, it is possible
to put an uninformative prior on the AR parameters, this only results in a minor
simplification and is a less robust method of choosing a prior. A vague conjugate
prior density is ascribed to Æ2 using an inverse-Gamma distribution:Æ2  IG  Æ2 Æ2; Æ2 (D.2)
D.1 1-D BLOCK STATIONARY AR MODEL
PROOF (PROOF OF EQUATION (7.39a)). Assigning the priors and hyperpriors dis-
cussed above to each data block, Bayes’ rule, of equation (7.36b), is modified ap-
propriately, and the joint distribution of all known parameters becomes:p  ; ; Æ x;-Æ; I = p    Ip  x  IJ (x; s) MYi=1 " 1(p2i)Ti exp-(si + Sibi)T(si + Sibi)22i  1(p2Æii)Qi  i2 i2 (2i )-(i2 +1) (i2 ) Æ2iÆ2i (Æ2i )-(Æ2i +1) (Æ2i) exp- i22i - bTi bi2Æ2i2i - Æ2iÆ2i #
302 Posterior Distribution Derivation
where Æ 4= fÆi; i 2 M g and -Æ denotes  with Æ removed. This can be written as:p  ;  ; Æ x; -Æ; I = p    Ip  x  I J (x; s) MYi=1 " 1(p2)Ti+Qi 1Ti+Qi+i+2i expÆ-i + sTi si + 2bTi STi si + bTi  STi Si + Æ-2i IQi bi22i   i2 i2 (i2 ) Æ2iÆ2i (Æ2i)(Æ2i )-(Qi2 +Æ2i +1) exp-Æ2iÆ2i #
The AR parameters, b, are marginalised as in (7.38a), using the identity [127]:ZRP exp-12 + 2yT  + yT  y dy = (2)P2j j12 exp-12 - T  -1 (D.3)
where y 2 RP . Therefore:p  ; ; Æ x; -Æ; I = p    Ip  x  I J (x; s) MYi=1 " 1(p2)Ti  i2 i2 (i2 ) 1STi Si + Æ-2i IQi 12 1Ti+i+2i Æ2iÆ2i (Æ2i)(Æ2i )-(Qi2 +Æ2i +1) exp-Æ2iÆ2i  expÆ-i + sTi si - sTi Si  STi Si + Æ-2i IQi-1 STi si22i #
(D.4)
Finally, noting the Gamma integral, defined as [127], () = Z10 -1 e- d (D.5)
then, setting ̂i / -2i , i can be integrated out, as in equation (7.38b), to give:p  ; ; Æ x; -Æ; I = p    Ip  x  I J (x; s) MYi=1 " 1(p2)Ti  i2 i2 (i2 ) 1STi Si + Æ-2i IQi 12 Æ2iÆ2i (Æ2i)(Æ2i )-(Qi2 +Æ2i +1) exp-Æ2iÆ2i   (Ri)
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1 STi siRi #
(D.6)
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where Ri = Ti+i+12 . Note that if the prior on the hyper-parameter Æ is omitted, this
expression reduces to:p   x; ; I = p   Ip  x I J (x; s) MYi=1 " 1(p2)Ti  i2 i2 (i2 ) 1STi Si + Æ-2i IQi12  (Ri)
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1 STi siRi # (D.7)
E
Implementing the Gibbs Sampler
This appendix outlines the details for the implementation of the Gibbs sampler
for the investigations discussed in section x8.1. Section x8.2.1 demonstrates the
underlying mechanism in the marginalisation of the BSAR parameters of the source
signal for a second-order filter. It is of interest to investigate the properties of
this model for higher-order channels, and this can only be achieved by simulation
since an exhaustive search of the parameter space is impossible. For completeness,
section xE.2 outlines how this is implemented. Details of the Gibbs sampler can be
found in, for example, [283], and methods of sampling from standard distributions
are discussed in, for example, [294].
E.1 SIMULATION OF HISTOGRAM TECHNIQUE
In section x8.1.1, the conditional posterior distribution is derived for the case when
the distortion filter, A , is assumed block time-variant in order to facilitate the his-
togram technique for parameter estimation. The posterior distribution, conditional
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on the hyperparameters and data for the variants fi; ig, where i 4= hai bii, is:p  i; 2i xi; xi-1 / 1p2iR̂i ÆP+Qii exp-i + eTi ei + Æ-2i Ti i22i  (8.6)
where R̂i = Ti + P + Qi + i + 2, and the excitation samples in block i, ei, may
be written as ei = xi + Xi i. Hence, p  i xi; xi-1 can be obtained by marginal-
ising 2i . However, it is difficult to sample the parameters i from the resulting
distribution and, therefore, the Gibbs sampler is employed. In the investigations
discussed here, an uninformative Jeffrey’s prior is chosen for the excitation vari-
ance and, hence, i = i = 0; 8i 2 M . Further, to ensure that this distribution is
not greatly dependent on the remaining hyperparameter Æi, the Bayesian model is
extended such that Æi is also considered as a parameter: a hyperprior is placed on Æi
such that the influence on the posterior distribution of the hyper-hyperparameters
is minimal. Although, by setting Æ2i = 0, it is possible to put an uninformative prior
on the AR parameters, this only results in a minor simplification and is a less robust
method of choosing a prior. A vague conjugate prior density is ascribed to Æ2i using
an inverse-Gamma distribution:Æ2i  IG Æ2i Æ2i ; Æ2i (E.1)
In order to implement the Gibbs sampler, the conditional probabilitiesp  i 2i ; Æ2i ; xi; xi-1, p  2i  i; Æ2i ; xi; xi-1 and p  Æ2i  i; 2i ; xi; xi-1 must be
easily sampled from. From section x8.1.1 the likelihood function is:p  xi  i; 2i ; xi-1  N  ei  0; 2i  (8.5)
E.1.1 Conditional Density for AR parameters
The required conditional density for the autoregressive parameters, k, is given byp  k 2k; Æ2; xk; xk-1, k 2 M . Applying Bayes’ rule, the posterior probability for
the unknown AR parameters, k, becomes:p  k 2k; Æ2k; xk; xk-1 = p  xk  k; 2k; xk-1 p  k  Æ2k pÆ2k Æ2k; Æ2kp (xk; xk-1) (E.2)
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where the AR parameters, k, are assumed to be Gaussian distributed:k j2k  N  k  0P+Qk; 2k Æ2kIP+Qk ; Æk > 0 (E.3)
Hence, after some slight rearrangements, equation (E.2) may be written in the
form: p  k 2k; Æ2k; xk; xk-1 / expÆ-(k - ̂k)T C-1k (k - ̂k)2  (E.4a)
This is a multivariate Gaussian with inverse covariance matrix given by:
C-1k =XTk Xk + Æ-2k IP+Qk2k (E.4b)
and mode ̂k: ̂k =- (XTk Xk + Æ-2k IP+Qk)-1 XTk xk (E.4c)
Algorithm E.1, below, describes the steps used for generating a random sample
vector for the AR parameters, bk. Each of these steps are simple to implement
[283,294].
Algorithm E.1 Sampling Autoregressive Parameters.
1: Determine the square root, Lk, of the inverse covariance matrix C-1k . This
can be carried out using a standard Cholesky decomposition, providing the
covariance matrix is positive definite [283,294].
2: Generate a Gaussian random vector, uk, with each component of unit variance
and with the same length as the parameter vector k: i.e. uk  N  uk  0; IP+Qk.
3: Solve LTk nk = uk.
4: Solve (XTk Xk + Æ-2k IP+Qk) ̂k = XTk xk.
5: Compute k = ̂k + nk.
E.1.2 Conditional Density for Excitation Variance
The conditional density for the excitation variance, 2k, in block k is given from
Bayes’ rule as p  2k  Æ2k; k; xk; xk-1 / p  xk  k; 2k; xk-1 p  2k, since there is
less need to place hyperpriors on the parameters of the prior distribution. The usual
prior for the standard deviation is the inverse-Gamma density:12k  IG  2k k; k (E.5)
1The inverse-Gamma is of the form given in equation (7.30) – see section x7.7.2.2 on page 179.
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Hence, the conditional posterior is in the form:p  2k  Æ2k; k; xk; xk-1 / 1Tk+k+2i exp-eTk ek + k22k  (E.6)
Note that since the prior is conjugate, the conditional posterior distribution is also
in the form of an inverse-Gamma distribution. Although it is difficult to sample
directly from this distribution, it is, however, easy to sample from the Gamma
distribution, followed by application of the probability transformation rule [286].
The following steps are used to generate 2k, with the required inverse-Gamma
density [283]:
Algorithm E.2 Sampling an Inverse-Gamma Distribution.
1: Generate a Gamma variate with  = Tk+k2 degrees of freedom xk  x-1 exp (-x).
2: Take the reciprocal and scale the result: i.e. 2k = eTk ek+k2 1xk .
E.1.3 Conditional Density for Variance of AR Parameter Prior
The hyper-prior for the variance of the prior on the AR parameters is also given
by an inverse-Gamma distribution, Æ2i  IG Æ2i Æ2i ; Æ2i, and the resulting con-
ditional density is:p  Æ2k  k; 2k; xk; xk-1 / IG Æ2k Æ2k + P+Qk2 ; Æ2k + Tk k2  (E.7)
which can be sampled from a Gamma distribution with inversion of the results as
discussed in section xE.1.2.
E.2 EXPLORATION OF PARAMETER SPACE FOR
CONSTRAINED CHANNEL MODEL
As stated in the introduction of this appendix, it is of interest to investigate the
properties of the model introduced in section x8.2.1 for higher-order channels. This
can only be achieved by simulation, and this section outlines the implementation.
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To explore the parameter space for a, samples are drawn from the distribution:p  a x / p (a) MYi=1 
i + sTi si - sTi Si  STi Si + Æ-2i IQi-1STi si-RiSTi Si + Æ-2i IQi12 (8.7)
where Ri = j+Tj+12 ; i 2 M . This distribution is difficult to sample from and,
furthermore, it is desirable to sample the BSAR coefficients fbi; i 2 M g. Again,
this can be efficiently implemented using the Gibbs sampler by drawing the vari-
ates fa; bi; i 2 M g from the distribution p  a; bi; i 2 M x. This is only possi-
ble in practice if the full system parameter variates fa; bi; 2i ; i 2 M g are drawn
from the distribution p  a; bi; 2i ; i 2 M x and a Monte Carlo method is used to
marginalise the excitation variances. If a uniform prior is assigned to the excita-
tion variance, this is analogous to ignoring the variance estimates in the histogram
method. As usual, an uninformative Jeffrey’s prior is chosen for the excitation vari-
ance, so i = i = 0; 8i 2 M . To ensure that the distributions are not greatly
dependent on Æi, the Bayesian model is extended such that this hyperparameter is
also considered as a parameter, as discussed in section xE.1. The excitation samples
in block i may either be written as:ei = si + Si bi (E.8a)
as defined in section x8.2 or, alternatively, as:ei = yi + Yi a (E.8b)
where [y℄t-ti+1 = y(t); t 2 Ti and [Y℄t-ti;p = y(t - p); t 2 Ti; p 2 P, andy(t)  y(t;bi;x) is a function of the data, x, and the AR parameters in block i, bi:y(t) = x(t) + QiXq=1 bi(q) x(t- q) (E.9)
which is the observed signal, x(t), filtered by bi. The likelihood function is:p  x   = MYi=1 N  ei  0; 2i  (E.10)
where ei is given by either (E.8a) or (E.8b).
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E.2.1 Conditional Density for BSAR Parameters
The conditional density for BSAR parameters is given by p  bk  -bk; x, k 2 M ,
where -bk 4= fa; bj; k 6= j 2 M ; 2j ; j 2 M g. Applying Bayes’ rule, the posterior
probability for the unknown parameters bk, becomes:p  bk  -bk; x = p  x  p (bk)p (x) (E.11a)
Assuming the bk’s are independent, p  bk  -bk; x / p  xk xk-1;  p (bk),
where the proportionality constant is a function of the other parameters, but only
acts as a scaling function for the rest of the probability function. If the parameterbk is assumed to be Gaussian distributed, bk j2k  N  bk  0Qk ; 2kÆ2kIQk ; Æk > 0,
it followsp  bk  -bk; x / expÆ-sTk sk + 2sTk Sk bk + bTk  STk Sk + Æ-2k IQkbk22k 
This may be written as a multivariate Gaussian p  bk -bk ; x / N  bk  b̂k; Ck
where the inverse covariance matrix is given by:
C-1k =STk Sk + Æ-2k IQk2k (E.12a)
and mode b̂k: b̂k =- (STk Sk + Æ-2k IQk)-1 STk sk (E.12b)
E.2.2 Conditional Density for Stationary AR Parameters
A similar analysis can be applied to derive the conditional density on the stationary
parameters, a. Defining -a = fbi; i 2 M ; 2i ; i 2 M g and, assuming a j2a N  a  0P; 2a IP, where a > 0 is a hyperparameter, thenp  a  -a; x / MYi=1 expÆ-yTi yi + 2yTi Yi a + aT  STi Si + Æ-2a22i  (E.13a)/ expÆ-12 " MXi=1 yTi yi2i + 2 MXi=1 yTi Yi2i !a + aT 12a + MXi=1 YTi Yi2i !a# (E.13b)
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This may be written as a multivariate Gaussian p  a  -a; x / N  a  â; Cawhere
the inverse covariance matrix is given by:
C-1a = 1a + MXi=1 YTi Yi2i (E.14a)
and mode b̂i: â = - 1a + MXi=1 YTi Yi2i !-1 MXi=1 YTi yi2i ! (E.14b)
E.2.3 Conditional Density for Time-Varying Excitation Variance
Finally, the conditional probabilities p  2k  -k ; x, where -k = fa; bi; i 2
M ; 2j ; k 6= j 2 M g, is required. The usual prior for the standard deviation is
the inverse-Gamma density and, hence, using Bayes’ rule, setting k ! k2 andk ! k2 : p  2k  -k x / 1Tk+k-2k exp-eTk ek + k22k  (E.15)
where ek is given by (E.8). It may be shown, by differentiation, that the mode is:̂k =reTk ekN (E.16)
It is difficult to sample directly the density in equation (E.15). However, samples
can be generated form a Gamma distribution and transformed as discussed in sec-
tion xE.1.2.
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