A method of orthogonal directions III. Estimation algorithms of Chandrasekhar and Cholesky types for discrete-time, nonconstant models  by Desai, Uday B & Sidhu, Gursharan S
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 61, 797-812 (1977) 
A Method of Orthogonal Directions 
III. Estimation Algorithms of Chandrasekhar and Cholesky Types 
for Discrete-Time, Nonconstant Models 
UDAY B. DESAI* AND GURSHARAN S. SIDHU+ 
Department of Electrical Engineering, State University of New York at Buffalo, 
Amherst, New York 14260 
Submitted Oy T. T. Soong 
.I basic result is developed for relating general Riccati difference equations to 
backwards equations. This result is then used to develop general Chandrasekhar- 
and Cholesky-type algorithms for systems with time-varying parameters, results 
obtained hitherto only for constant parameter models. 
1. INTRODUCTION 
It is well known that the solution to many problems in system theory (for 
example, stochastic estimation [l] and optimal control [2]) can be reduced to 
solving Riccati Difference (or Differential) Equations (RE). 
More recently, motivated by some of the problems attendant on the numerical 
solution of REs, attempts have been made to obtain alternate Riccati-free 
algorithms. For instance, the development of Chandrasekhar-type algorithms 
for constant parameter models has been a matter of interest in several recent 
papers [3-6, 32-351. More recently, Sidhu [7], has used an approach termed 
the method of orthogonal directions to extend these results to the case 
of continuous-time models with time-varying parameters. Related results by a 
completely different approach have been obtained in [S, 9, 29,301. Furthermore, 
we have applied the ideas of [7] to smoothing problems [lo-141 and other 
questions related to continuous-time two-point boundary-value problems. Here 
we develop results analogous to those of [7] and by essentially the same techni- 
ques, but for discrete-time problems. 
Thus, let us consider the Riccati difference equation, for i 3 i, , 
P(i + 1) = A(i) P(i) [I - D(i) P(i)]-1 B(i) + C(i), Wo) = 170 9 (1) 
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where P( .) is n, x n2 matrix-valued, and A( .), B(.), C(.), D(.), and D, are 
known matrices of appropriate size. It is well known that there is a one-to-one 
correspondence between the RE (1) and two-point boundary-value problems of 
the form (here & < i < N): 
[“f2;)lq = [gg; ;;j3 [x2;1y1)l ) (24 
x2(N) = x2,&7 > %(&) = ~ux2(6J? (2b) 
which can be solved by using the relation 
Xl(i) = P(i) x2(i). (3) 
Such TPBVPs and REs arise in many practical problems, one of which is 
considered below. Other examples of situations, in which the RE arises are the 
optimal control of linear systems [2, 211, the Hurwitz factorization of poly- 
nomials [22, 231, and various aspects of mathematical physics [24-281. 
2. RICCATI EQUATIONS AND ESTIMATION FOR LUMPED PROCESSES 
Let {y(i), i >, i,j be an observed random process, which is the output of the 
n-dimensional system 
y(i) = H(i) x(i) + v(i), x(i + 1) = Q(i) X(i) + U(i), x(i,) = xg ) (4) 
where x0 , u(.), v(.) have zero mean and1 Exax’,, = .U,; Eu(i) x’,, L 0 = Ez(i) x’a , 
for i > i,; Eu(i) u’(j) = Q(i) aij , &(i) u’(j) = R(i) aij , Eu(i) n’(j) = d(i) 6,, . 
Let s(i) denote the linear least-squares estimate (1.l.s.e.) of x(i) given (y(iJ,..., 
y(i - 1)). Then k(i) is given by the Kuhnan jilter [17] 
S(i + 1) := Q(i) a(;) + K(i) R;‘(i) e(i), i(&) = 0, (5a) 
e(i) = y(i) - H(i) i(i), (5b) 
K(i) = Q(i) P(i) H’(i) + O(i), (5c) 
R,(i) 4 Q(i) e’(i)] = H(i) P(i) H’(i) + R(i), (54 
where P(i) 2 E[Z(i) Z’(i)], a(z) 2 x(i) - G(i) and P(i) is given by the Riccati 
difference equation 
P(i + 1) =z= @p(i) P(i) Q’(i) + Q(i) - K(i) R;‘(i) K’(i) (64 
= CPA(i) P(i) WA(i) -1 Qd(i) + CD&) P(i) H’(i) R;yi) H(i) P(i) CD’&) 
and P(&) = f10 . Here 
(6b) 
GA(i) = CD(i) - d(i) R-‘(i) H(i); Q/,(i) == Q(i) - d(i) R-l(i) A’(i). (7) 
1 A prime (‘) is used to denote the transpose of a matrix. 
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Rearrangements of the KaZman$Zter (Eqs. (5)) can be used to obtain covariance 
factorization results. Note that an easy calculation gives us 
R&j) -4 -qy(i) y’(j)] = LBAj f lx+, j), 
where Wi = R(i) $ H(i)17(i) H’(i) and 
(84 
.X(i,j) = H(i) @(i,j -I- 1) S(j) l(i -j) + S’(i) @‘(j, i + 1) H’(j) l(j - ;). 
(8b) 
Here aij is the Kronecker delta, and I(j) = 1 for j > 0, and 1 (j) = 0 for j < 0. 
S’(.) is given by 
Xi> = @CO 17(j) fW) f W) (9) 
and n(j) & E[x( j) x’(j)] is given by 
Iqi + 1) = Q(i) U(i) W(i) + Q(i), II = no . (10) 
Furthermore, dj(i, j) 4 @(i - 1) . @(z’ - 2) ... (P(j) for i > j, with @(i, ;) = 1. 
Covariance kernels of this form are said to be semiseparable [18, 191. 
It should be clear from (5) that we have the so-called innovations representation 
(IR) [19, 201 for (y(z), i > it,}: 
y(i) = H(i) i(i) + 6(i), (11) 
where Z(z) is obtained from (5a). Note that {c(i), i 3 i,,) is a white process, 
EC(~) E’(j) = 0 for i f-j, and that in (1 l), y(i) is the output of a causal linear 
system driven by this white process {e(z)>. 
Note that from the IR (11) we have 
where r,(i, j) 2 r(;, j) R;l( j) denotes the impulse response of the IR. Clearly, 
y(6.i) = H(i) @(i, j + 1) K(j), i >.i, 
= R(i), i=j, (13) 
= 0, i<j. 
The IR is known to provide a solution of the covariance factorization problem. 
Thus, if we let SP’(i, ia) denote EY(i, i,,) Y’(i, iO), where 
Y’(i, iJ = [y’(i), y’(i - I),..., y’(i,)]; (14) 
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then from (12) we can show that 
where 
dY(i, &) = qi, i,) si?‘B(i, io)up, i,,), (15) 
SY(i, &) = block diag[R,(i), R,(i - l),..., &(ie)] (16) 
and U(;, is) is a block upper triangular matrix: U’(;, is) = [v’(i), u’(i - I),..., 
~‘(i,,)] with 
u(j) = [O I *.* \ 0 / I i y,( j,j - I) 1 r,(j,j - 2) I --* i r,( j, i,)]. (17) 
I III I I I 
Thus (15) is a ChoZes~~-typefactorization of L%?“( ., .) into an (upper triangular) x 
(block diagonal) x (lower triangular) form. 
3. STUDY OF RICC~TI DIFFERENCE EQUATIONS ALONG ORTHOGONAL DIRECTIONS 
Here we propose to develop results analogous to those of [7] but for Riccati 
difference equations. 
The approach of [7] is based on emphasizing the role of the instant of initial- 
ization of (1) an idea closely related to various notions of invariant imbedding 
studied by Bellman and his co-workers (see, e.g., [15, 161). Thus, let us examine 
the family of difference equations. 
cP(i + 1, k) = A(i) qi, k) [I - D(i) P(i, k)]-1 B(i) + C(i), B(k, k) = IT, . 
(18) 
We can look upon (18) as a family of REs in the (i, k)-plane with boundary 
conditions specified along the line i = k (see Fig. 1). Clearly the solution of (I) 
can be obtained from (18) since 
P(i) = B(i, io). 
In our subsequent discussion we shall make frequent use of the matrix 
inversion relation, namely, 
(A + BCD)-l = A-l - A-lB(C-l + DA-%)-l DA-l, 
provided the inverses on the right side exist. 
(19) 
3.1. Riccati Factorization along Path 2 
Motivated by the results of [7], we investigate the variation of 9(i, .) along 
the path where i is a constant (Fig. 1). 
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FIGURE 1 
THEOREM 3.1. The “backwards” difference (along the k-direction) 
S%F’(i, k) & 9(i, k) - 9’(i, k + l), 
obeys 
SkP(i T 1, k) = #A(i, k + 1) SkP(i, k) ~/~(i, k) wo 
= +A(i, k) [S%F(i, k) - Sk.P(i, k) p(i, k + 1) P.P(i, k)] &(i, k), (21) 
= ccA(i, k + 1) [SkY(i, k) + SkP(i, k) p(i, k) SV(i, k)] #g(i, k + l), 
(22) 
where 
t,bA(i, k) A A(i) [I - P(i, k) D(i)]-‘, Z/J&~, k) g [I - D(i) Y(i, k)]-l B(i), (23) 
p(i, k) b [I - D(i) 9(i, k)]-1 D(i). (24) 
Pyoof. From (4) and (6) we see that 
Sk.Y(i + 1,k)=~,(i,k+1)[-.P(i,k+l){I-D(i)9(i,k)) 
+ (I- W, k + 1) WI g(i, 41 &(i, 4, 
which clearly reduces to (20). Then (21) and (22) follow using the readily 
verified identities: 
b(i, k) = [I + p(i, k) SkP(i, k)] h(i, k + l), 
#~(i, k t 1) = #A(i, k) [I - SV(i, k) p(i, k + l)]. 
This completes the proof of Theorem 3. I. 
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Factoring D(i) in the form D(i) == --N(i) R-l(i) H(i), we can rewrite (18) as 
P(i + 1, k) = A(i) Y(i, k) B(i) - A(i) .Y(i, k) N(i) 
(25) 
- [R(i) + H(i) P(i, k) N(i)]-l H(i) .Y(i, k) B(i) t C(i) 
corresponding to which we have: 
COROLLARY 3.1. The backwards dtyerence 6SP’(i, k) obeys 
SV(i + 1, k) 
= SLA(i, k + 1) akg(i, k) &(i, k) 
(26) 
= tjA(i, k + 1) [EF(i, k) - 6V(i, k) N(i) LAS--l(i, k) H(i) S*P(i, k)] &(i, k + 1) 
(27) 
=#A(i, k) [@~(i, k) + S%F(i, k) N(i) &l(i, k + 1) H(i) 67~~(i, k)] qbB(i, k), 
(28) 
where 
%(i, k) I= R(i) -+ H(i) Qp(i, k) N(i), (29) 
$A(i, k) = A(i) - V(i, k) H(i), #*(i, k) = B(i) - N(i) %(i, k), (30) 
V(i, k) = A(i) P(i, k) N(i) Sf?-l(i, k), 
(31) 
%(i, k) = SP-l(i, k) H(i) Y(i, k) B(i). 
This corollary follows from the theorem and suitable use of the matrix 
inversion result (19). The proofs of the theorem and its corollary are generaliza- 
tions of an approach used in [4, 51 f or constant coefficient Riccati difference 
equations. 
Remark 3.1. Unlike the corresponding continuous-time result [7, Theorem 
I] our discrete-time results, Theorem 3.1 and Corollary 3.1, do not directly 
reflect the boundary condition S(k, k) = II,, , and thus they hold even when 
B(k, k) = I&,(k). 
4. CHANDRASEKHAR- AND CHOLESKY-TYPE ALC~RITHMS 
Here we shall investigate the application of the factorization results of Section 2 
to develop Chandrasekhar- and Cholesky-type algorithms. We shall work in the 
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framework of time-varying systems, and then specialize these general results 
to obtain the known results (see [4, 51) for the case of constant parameter 
systems. 
4.1. Family of Kalman Filters 
W’e start by noting that in the estimation context (see Sect. 2) we have 
A(i) = B’(i) = ad(i), C(i) = Q,(i), D(i) = --H’(i) R-l(i) H(i), and that now 
LP(i, k) = .P’(i, k). Let 
.X(i, k) = D(i) P(i, k) H’(i) + d(i), &f’,(i, k) = H(i) .!Y(i, k) H’(i) + R(i). 
(32) 
Equations (32) are generalizations of (5c)-(5d) an d are motivated by the following 
argument. Let 
y(i; k) = H(i) x(i; k) + v(i), i > k, 
x(i + 1; k) = @(i) x(i; k) + u(i), x(k;k) =x0, 
(334 
W) 
where the statistical properties of x0 , u(.), and v( .) are as already specified in 
Section 2. For each k, let us look upon {y(i; k), i > k} as an observed random 
process. Then the Kalman filter, for each fixed k, allows us to recursively 
compute i(i; k) = [l.l.s.e. of x(i; k) given {y(j; k), k < j < i - l}] through (here 
i > k) 
i(z’ + 1; k) = @(i) a(i; k) + X(i, k) 9;‘(i, k) c(i; k), 
c(i; k) g y(i; k) - H(i) G(i; k), 
S(k; k) = 0, (344 
Wb) 
where B’,(i, k) & E[r(i; k) .‘(i; k)] and P(i, k) 2 E[Z(i; k) Z’(i; k)], Z(i; k) = 
x(i; k) - a(i; k), and P(i, k) obeys the Riccati difference equation 
.p(i + 1, k) = @A(i) P(i, k) @‘&) + Q&) 
- Qd(i) 9(i, k) H’(i) BL’(i, k) H(i) P(i, k) WA(i) (35) 
= @p(i) 9(i, k) P(i) + Q(i) - Y(i, k) Bi;l(i, k) Z’(i, k), 
with 9(k, k) = ZI,,; and 9&(i, k) and X(i, k) are as in (32). 
4.2. Theorem 3.1 in the Estimation Context 
We note that in the estimation context W(i, k) = 9Ji, k), V(i, k) = 
Z(i, k) 95?‘;‘(i, k) - d(i) R-l(i), %(i, k) = V’(i, k). With the above relations, 
Corollary 3.1 reduces to 
409/61!3-16 
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COROLLARY 4.1. 
SV(i + 1) k) 
= $h(i, k + 1) S”B(i, k) #‘(i, k) 
(36) 
=: #(i, k) [Sk.cP(i, k) -k Sk@, k) H’(i) sy(i, k + 1) H(i) CW(i, k)] #‘(i, k) 
(37) 
= Z/J@, k + 1) [6%Q’, k) - S%‘(i, k) H’(i) @;‘(i, k) H(i) S’g(i, k)] I/J+, k + l), 
(38) 
where gL(i, k) = [Q(i) - Xg(i, k) H(i)], with .X,(i, k) 4 X(i, k) W;‘(i, k). 
These results can be thought of as a means towards studying the variation 
of the parameters of the Kalman filters as we go from one member of the family 
(34) to another (i.e., as k is varied). 
4.3. Chandrasekhar-Type Equations for Estimation 
By exploiting Eq. (28) we can give the following result: 
THEOREM 4.1. We have 
cY(i + 1, k) = [G’(i) - X(i, k) K’(i, k) H(i)] L?(i, k), 
A(i+l,k)=A(i,k) + A’(& k) Y’(i, k) H’(i) 
(39) 
W) 
x W;‘(i, k + 1) H(i) Y(;, k) &(i, k), 
X(i+l,k)=X(i+l,k+l) 
+@(;+l)~(i+l,k)A(i+l,k)Y(i+l,k)H’(i+l), 
a,(i+l,k)=~L,(i+l,k+l) (41) 
+ H(i + 1) c!T(i + 1, k) .M(i + 1, k) Y(i + 1, k) H’(i + l), 
(42) 
with boundary conditions 
~(;+l,z)A(i+l,i)~‘(i+l,i) 
(43) 
= a(i) II@‘(i) + Q(i) - A+, i) K’(i, i) X’(i, i) - II, 
se& i) = H(i) I&&r(i) + R(i), X(i, i) = CD(i) IT,H’(i) + d(i). (44) 
Proof. The symmetric (although in general indefinite) matrix 
Skg(i + 1, k)l,,i = @(i) I&@‘(i) + Q(i) - S(i, i) K’(i, i) .x’(i, i) - I&, 
(45) 
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can be factored into the form 
gqi + 1, k)l,+ = Lqi + 1, i) JY(i + 1, i) P’(i + 1) i), (46) 
where .,&(i + 1, ;) is a symmetric 01 x O! matrix and P(i + 1, i) is an 71 x a! 
matrix, and (Y 3 rank[SV(i + 1, k)l,=+]. &Y(i L 1, z) is chosen in the form 
&(i + 1, i) = diag[&‘+(i t- 1, i), M-(i + 1, ;)I, (47) 
where JZ+ > 0, A- < 0. Then Eq. (43) is obtained directly from (46). Recursive 
application of (37) then shows us that for i > k 
S~P(i+l,k)=.J?(+l,k)~?‘(i+l,k)~‘(i+l,k), (48) 
where Y(i + 1, k) and &%‘(i + 1, k) obey (39) and (40). 
Also, from the defining relation (32) we have 
sf-(i, k) = X(i, k + 1) + Q(z) @!P(i, k) H’(i), 
St’&, k) = J%&, k + 1) + H(i) PP(i, k) H’(i), 
which upon noting (48) immediately give us (41) and (42). This completes the 
proof of Theorem 4.1. 
We note that (48) implies that 
P(i t 1, i,) = n, + i LZ,(; + l,j)Jz@ $- l,j)LZ’(z. + 1,j). (49) 
j=io 
4.4. &variance Factorization: Cholesky- Type Algorithm 
As noted in Section 2, the IR (11) in effect corresponds to a factorization of the 
covariance of the process y(.) in the form (15) where YJ., *) denotes the impulse 
response of the IR (11). We repeat here for convenience expression (13) for 
I(., .) in terms of the parameters of the Kalman filter: 
~(i,j) = H(i) @(i, j + 1) K(j), i>j, 
= R,(i), i=j, 
zz 0, i<j. 
These results correspond to a model (4) initialized at i, . Now, once again we 
perform the imbeding of Section 4.1, viz. (32), (33). 
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An easy calculation shows that the covariance of (y(i; k), i > R) is, for 
i,j>k, 
L#‘,(i, j; k) = [R(i) $- H(i) II(i; k) H’(i)] ajj + H(i) @(i, j + 1) S( j; k) l(i - j) 
+ S’(i; k) * @‘(j, i i 1) H’(j) l(j - i), (50) 
where S( j; k) = Q(j) l7( j; k) H’(j) + d(j), j 3 k, where ZI( j; k) & E[x(j; k) 
x’( j; k)]. Here {x( j; k), j > k} is the state of the imbedded model (33). Analogous 
to (10) we can show that for i > k 
h’(i + 1; k) = Q(i) I7(i; k) Q’(i) + Q(i), LT(k; k) = I7, . (51) 
Xow, analogous to Y(., .) we have the imbedded quantity 
r(i, j; k) = H(i) @(i, j + 1) X( j, k), i>j>k, 
= W,(i, k), i=j, (52) 
= 0, i<j, 
which corresponds to the impulse response of the IR of (y( j; k), j > k} [this 
follows immediately from (34)]. 
y(i; k) = H(i) Z(i; k) + e(i; k), i > k, 
a(i $ 1; k) = Q’(i) a(i; k) + X(i, k) ST;‘@, k) l (i; k), 9(k; k) = 0. 
Note that now 
,(i; k) = i r(i, j; k) W;‘(j, k) c( j; k), 
j4 
i > k. (53) 
We can now, by using the result of Theorem 4.1, give a recursive algorithm 
of Cholesky type for computing r(*, .; k): 
THEOREM 4.2. For r(i,j; k) as defined in (52) we haoe 
~(i, j; k) = ~(i, j; k + 1) + r,(i, j; k) &(j, k) r ‘,( j, j; k), (54) 
r,(i, j i- 1; k) = r,(i, j; k) - r(i, j; k) a;‘( j, k) Tb( j, j; k), (55) 
d(j + 1, k) ==A’(j, k) +di’(j, k)r’,(j,j;k)g’;‘(j,k + l)~b(j,j;k)AV, k), 
(56) 
ge( j, k) = 9?,( j, k -t 1) + la(i, j; k) Jl(j, k) r’b(j,j; k), (57) 
with boundary conditions 
r(i, j; j) = %(i, j; j), r,(i, k; k) = H(i) @(i, k) P(k, k) 
and JZ’(k + 1, k), &(k + 1, k), and L%‘,(k, k) are as given in (43) and (44). 
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Proof. Using (41) and (52), 
+,j; h) - +,j; k i- I) = H(i) @(i,j + 1) Q(j) Z(j, 4 Ati, 4 ~'ti, 4 Wj) 
= H(i) c&j) Y(j, h) Jl( j, h) =Y(j, h) H'(j), 
which gives us (54) provided we define 
rl,(i,j; h) 2 H(i) @(i, j) P(j, R). (58) 
Then from (39) and (58), 
v,,(i, j $ 1; k) = r,(i, j; k) - H(i) @(i, j + 1) 
x [{Q(j) - .X(j, h) 9C1( j, k) H(j)) 9(j, k) - Q(j) Jft j, k)l, 
which gives us Eq. (55). Using Eqs. (40), (42), and (58) we get (56) and (57). 
This completes the proof of Theorem 4.2. 
4.5, Special Case of Constant Parameter iModels 
From Theorem 4.1 and (49) we see that to find the solution of RE at (i + I, i,,) 
we need to compute values of the four functions P(., .), &(., .), X(., .) and 
ac(., .) at (i + 1, j) for (j = $, 0 i + I,..., i). An important observation from 
(39)-(42) is that L?(., .) and JZ’(., .) are computed along the line k = constant, 
i.e., they are computed in the forward direction; while ,X(., .) and gp,(., .) are 
computed along the line i = constant; i.e., they are computed along the direction 
orthogonal to the computation of Z(., .) and A(., .). Thus, we see that one 
computes values of Z(., .), ./I(., .), ,X(., .) and %Z’J., .) by moving in a gridlike 
fashion as shown in Fig. 2. Because of the computation in a gridlike fashion, this 
approach is not very useful for the timevarying case; but it provides an insight 
into the basic nature of CSKR algorithms. (This method could be useful when 
one has the advantage of using parallel-processing computers.) However, in the 
case of constant parameter models, this approach reduces to a useful, fast 
algorithm. This special case is very useful for practical problems and has drawn 
considerable interest (see [3-6, 33-351). 0 ur results from the previous sections 
reduce to the known results for constant parameter models. 
When @, R, H, Q, and d are constant matrices, then it is clear that for all j 
and 112 
;P( j, io) = ,Y(j + m, iO + WZ> = P(j); ,x( j, il,) = X( j -+ ??Z, i. -J- In) == K(j). 
(59) 
Hence, from (18) and Fig. 2 we see that along any line (; - k) = constant, the 
values of .Y(;, K) and .I%?(;, K) are constant. Consequently, for this special case, 
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computing P( ., .) and ,X( ., .) along the line i = constant is the same as 
computing them along the line k = constant. Thus, application of (59) reduces 
Theorem 4.1 to 
LEMMA 4.1. Let i - k + i, = 1. Then for the constant parameter case, 
L(Z + 1) = [@ - K(Z) Z?Fl(Z) H] L(Z), (60) 
M(Z + 1) == M(Z) + M(Z)L’(Z) H’R;‘(z - 1) HL(Z) M(Z), (61) 
K(Z + 1) =: K(Z) + @L(Z + 1) M(Z + 1) L’(Z + 1) H’, (62) 
R,(Z + 1) = R,(Z) + HL(Z + 1) M(Z + 1) L’(Z + 1) H’. (63) 
For I = iO 
W. + 1) M(i, t l)L(& i 1) = @LZ,@ + 0 - K(i,) R;l(i,) K’(i,) - II0 , 
(64) 
R&J = HI&H’ + R, K(i,) = @I&H’ + A. (65) 
Furthermore, now 
P(i + 1) = IIs + i L(Z -t 1) M(Z + l)L’(Z + 1). (66) 
l=io 
Using Eq. (59) we can also obtain the Cholesky-type algorithm for this 
special case. 
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Note that we now have 
r(i, j) = HWwqj), r,(i, j) = HCP+L( j). 
LEMMA 4.2. For the constant parameter case 
r(i,j) = r&j - 1) + r&j) M(j) r’b(O,j)j 
rb(i, j + 1) = r&,i) - r(k j> K’(j) rb(O, j), 
Wj + 1) = M(j) + M(j) r’do, j) K’(j - 1) MA j) Wj), 
K(j) = W j - 1) + r&A j) JW) r’b(Otj), 
with boundary conditions, 
r(i,j) = %(j,j)j rb( j, j) = ffL( j). 
4.6. CSKR Algorithm for Asymmetric REs 
From the asymmetric RE (25) we have 
#Y(i + 1, i) 
809 
(67) 
(68) 
(69) 
(70) 
(71) 
(72) 
=: A(i) I&B(i) - A(i) &N(i) [R(i) + H(i) 17,N(i)]-1 H(i)lT,B(i) + C(i) - II,, . 
(73) 
We can factor the asymmetric matrix &Y(i + 1, i) (although in general inde- 
finite) in the following manner: 
Sk9(i+1,i)=Y(i+1,i)M(i+1,i) T(i+l,i), (74) 
where SV(., .) is an m x n matrix, andTY(., .), and %“(,, .) are m x OL and (Y x n 
matrices, respectively. &I(., .) is an cy x 01 matrix. Here (Y is greater than or 
equal to the rank of a%?(., .). Also, from (31) we have 
V(i, h) = T(i, h) L%:-*(i, h), y(i, h) g A(i) pP(i, h) N(i), (754 
%(i, h) = W-l(i, h) @(i, h), @(i, h) & H(i) 9(i, h) B(i). G’5b) 
Now using Corollary 3.1, Eqs. (28) and (75) we have the CSKR-type 
algorithm for the assymmetric RE as follows: 
LEMMA 4.3. We have 
?Y(i + 1, K) = [A(i) - Y(i, h) H(i)] SY(i, h), (76) 
3(i + 1, K) =Z(i, h) [B(i) - N(i) %(i, h)], (77) 
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f=(i+ l,k) 
A?(;, k) + A’@, k)b(i, k) N(z) 
. W-l(i, k f 1) H(i) gY(i, k) .A+, k), 
F(it l,k+ 1) 
F(i+l,k) 
i-4(i-~l)~~(l(i~l,k)~(i+l,k)~(i+I,k)N(iil), 
(79) 
Z(i +- 1, k + I) 
+~(i+l)“J(i-+l,li)~~(i$-l,k)~(i+l,k)B(it l), 
(78) 
.%‘(i + 1, k) == B’(i I- 1, k + 1) 
+H(i+l)~~(i+l,k).X(i+l,k)5!(i+l,k)N(i-1), 
with boundary conditions 
(81) 
qi + 1, i + 1) = R(i + 1) + H(i + 1) 17,N(i $ I), (82) 
-t”(;+l,i+l)=~r3(i--l)n,Ai(iil), 
qi + 1, i + 1) == N(i -t l)&B(i + l), 
(83) 
and boundary conditions for ?V(., .), A’(., .), and ZT( ., .) given by (74). Finally, 
B(i -i- 1, i,,) is given by 
Y(i 1 1, i(,) =- n, + i qi + 1,j) A!(i + 1 ,j)Z(i + 1, j). (84) 
j=io 
5. CONCLUDING REMARKS 
In [7] an approach termed as the method of orthogonal directions was 
developed for the study of Riccati differential equations. In this paper we have 
developed the same approach for Riccati difference equations. 
In Section 3 we have used this approach to establish a basic theorem (Theorem 
3.1), with the help of which one can convert forwards REs to backwards equa- 
tions. We have exploited this theorem in Section 4 in the estimation context for 
developing general Chandrasekhar- and Cholesky-type algorithms for time- 
varying systems. The approach used here clearly shows that the Chandrasekhar 
algorithm essentially determines the Kalman gain as the solution of a recursion 
propagating backwards in time. In the constant parameter case this can be 
reduced to forwards computation (see also [7]). 
Given a forward propagating state model (4), we can by using the result of 
Section 3 obtain a backwards propagating state model which has identical second- 
order statistics as the forwards propagating model, details of which are in [7, 
11, 121. The backwards model proves to be very useful in studying various 
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known smoothing results and in fact allows us to generate new results for 
smoothing and for the computation of Fredholm resolvents (see [ll, 121). 
We have also examined the application of Theorem 3.1 to scattering matrices 
and have thus obtained various results on REs and for smoothing (see [31]). 
Although we have not specifically studied here the various other problems in 
which REs arise, e.g., the quadratic regulator and radiative transfer problems, 
our results clearly apply with obvious modification. We should note that the 
results of this paper were first published by us in [31] and formed part of the 
M. S. thesis of U. B. Desai. 
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