Abstract| F undamental and advanced developments in neuro-fuzzy synergisms for modeling and control are reviewed. The essential part of neuro-fuzzy synergisms comes from a common framework called adaptive networks, which uni es both neural networks and fuzzy models. The fuzzy models under the framework of adaptive n e t works is called ANFIS (Adaptive-Network-based Fuzzy Inference System), which possess certain advantages over neural networks. We introduce the design methods for ANFIS in both modeling and control applications. Current problems and future directions for neuro-fuzzy approaches are also addressed.
I. Introduction
In 1965, Zadeh published the rst paper on a novel way of characterizing non-probabilistic uncertainties, which h e called fuzzy sets 118] . This year marks the 30th anniversary of fuzzy logic and fuzzy set theory, w h i c h h a s now e v olved into a fruitful area containing various disciplines, such as calculus of fuzzy if-then rules, fuzzy graphs, fuzzy interpolation, fuzzy topology, fuzzy reasoning, fuzzy inferences systems, and fuzzy modeling. The applications, which are multi-disciplinary in nature, includes automatic control, consumer electronics, signal processing, time-series prediction, information retrieval, database management, computer vision, data classi cation, decision-making, and so on.
Recently, the resurgence of interest in the eld of articial neural networks has injected a new driving force into the \fuzzy" literature. The back-propagation learning rule, which drew little attention till its applications to arti cial neural networks was discovered, is actually an universal learning paradigm for any smooth parameterized models, including fuzzy inference systems (or fuzzy models). As a result, a fuzzy inference system can now not only take l i nguistic information (linguistic rules) from human experts, but also adapt itself using numerical data (input/output pairs) to achieve better performance. This gives fuzzy inference systems an edge over neural networks, which cannot take linguistic information directly.
In this paper, we formalize the adaptive n e t works as a universal representation for any parameterized models. Under this common framework, we reexamine backpropagation algorithm and propose speedup schemes utilizing the least-squared method. We explain why neural networks and fuzzy inference systems are all special instances of adaptive n e t works when proper node functions This paper is to appear in the Proceedings of the IEEE, March 1 9 9 5 Jyh-Shing Roger Jang is with the Control and Simulation Group, The MathWorks, Inc., Natick, Massachusetts. Email: jang@mathworks.com.
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are assigned, and all learning schemes applicable to adaptive networks are also quali ed methods for neural networks and fuzzy inference systems.
When represented as an adaptive n e t work, a fuzzy inference system is called ANFIS (Adaptive-Networks-based Fuzzy Inference Systems). For three of the most commonly used fuzzy inference systems, the equivalent ANFIS can be derived directly. Moreover, the training of ANFIS follows the spirit of the minimum disturbance principle 111] and is thus more e cient than sigmoidal neural networks.
Once a fuzzy inference system is equipped with learning capability, all the design methodologies for neural network controllers become directly applicable to fuzzy controllers. We brie y review these design techniques and give related references for further studies.
The arrangement of this article is as follows. In Section 2, an in-depth introduction to the basic concepts of fuzzy sets, fuzzy reasoning, fuzzy if-then rules, and fuzzy inference systems are given. Section 3 is devoted to the formalization of adaptive n e t works and their learning rules, where the back-propagation neural network and radial basis function network are included as special cases. Section 4 explains the ANFIS architecture and demonstrates its superiority over back-propagation neural networks. A numb e r o f d esign techniques for fuzzy and neural controllers is described in Section 5. Section 6 concludes this paper by pointing out current problems and future directions. This section provides a concise introduction to and a summary of the basic concepts central to the study of fuzzy sets. Detailed treatments of speci c subjects can be found in the reference list.
A. Fuzzy Sets
A classical set is a set with a crisp boundary. F or example, a classical set A can be expressed as A = fx j x > 6g (1) where there is a clear, unambiguous boundary point 6 s u c h that if x is greater than this number, then x belongs to the set A, otherwise x does not belong to this set. In contrast to a classical set, a fuzzy set, as the name implies, is a set without a crisp boundary. That is, the transition from \belonging to a set" to \not belonging to a set" is gradual, and this smooth transition is characterized by membership functions that give fuzzy sets exibility in modeling commonly used linguistic expressions, such a s \ t h e w ater is hot" or \the temperature is high." As Zadeh pointed out in 1965 in his seminal paper entitled \Fuzzy Sets" 118], such imprecisely de ned sets or classes \play a n i m p o rtant role in human thinking, particularly in the domains of pattern recognition, communication of information, and abstraction." Note that the fuzziness does not come from the randomness of the constituent m e m bers of the sets, but from the uncertain and imprecise nature of abstract thoughts and concepts. De nition 1: Fuzzy sets and membership functions If X is a collection of objects denoted generically by x, t h e n a fuzzy set A in X is de ned as a set of ordered pairs: A = f(x A (x)) j x 2 Xg (2) A (x) is called the membership function (MF for short) of x i n A. The MF maps each element o f X to a continuous membership value (or membership grade) between 0 and 1.
2 Obviously the de nition of a fuzzy set is a simple extension of the de nition of a classical set in which the characteristic function is permitted to have continuous values between 0 and 1. If the value of the membership function A (x) is restricted to either 0 or 1, then A is reduced to a classical set and A (x) i s t h e c haracteristic function of A.
Usually X is referred to as the universe of discourse, or simply the universe, and it may c o n tain either discrete objects or continuous values. Two examples are given below.
Example 1: Fuzzy sets with discrete X Let X = f1, 2, 3, 4, 5, 6, 7, 8g be the set of numbers of courses a student m a y t a k e in a semester. Then the fuzzy set A = \appropriate number of courses taken" may b e described as follows: A = f(1 0:1) (2 0:3) (3 0:8) (4 1) (5 0:9) (6 0:5) (7 0:2) (8 0:1)g: This fuzzy set is shown in Figure 1 This is illustrated in Figure 1 
The summation and integration signs in equation (3) stand for the union of (x A (x)) pairs they do not indicate summation or integration. Similarly, \ =" is only a marker and does not imply division. Using this notation, we can rewrite the fuzzy sets in examples 1 and 2 as A = 0 :1=1+0:3=2+0:8=3+1:0=4+0:9=5+0:5=6+0:2=7+0:1=8 and B = Z R + 1 1 + ( x;50 5 ) 4 x respectively.
From example 1 and 2, we see that the construction of a fuzzy set depends on two things: the identi cation of a suitable universe of discourse and the speci cation of an appropriate membership function. It should be noted that the speci cation of membership functions is quite subjective, which means the membership functions speci ed for the same concept (say, \cold") by di erent persons may vary considerably. This subjectivity comes from the inde nite nature of abstract concepts and has nothing to do with randomness. Therefore the subjectivity and nonrandomness of fuzzy sets is the primary di erence between the study of fuzzy sets and probability theory, which d e a l s with objective treatment of random phenomena. As pointed out by Zadeh 118] , a more intuitive and appealing de nition of union is the smallest fuzzy set containing both A and B. Alternatively, i f D is any fuzzy set that contains both A and B, then it also contains A B. T h e intersection of fuzzy sets can be de ned analogously. De Note that other consistent de nitions for fuzzy AND and OR have been proposed in the literature under the names T-norm and T-conorm operators 16] , respectively. E xcept for min and max, none of these operators satisfy the law of distributivity:
A (B\C) (x) = (A B)\(A C) (x) A\(B C) (x) = (A\B) (A\C) (x): However, min and max do incur some di culties in analyzing fuzzy inference systems. A popular alternative i s t o use the probabilistic AND and OR:
In the following, we shall give s e v eral classes of parameterized functions commonly used to de ne MF's. These parameterized MF's play an important role in adaptive fuzzy inference systems.
De 2 Due to their simple formulas and computational eciency, both triangular MF's and trapezoidal MF's have been used extensively, especially in real-time implementations. However, since the MF's are composed of straight line segments, they are not smooth at the switching points speci ed by the parameters. In the following we i n troduce other types of MF's de ned by smooth and nonlinear functions.
De nition 8: Gaussian MF's A Gaussian MF is speci ed by t wo parameters f c g:
gaussian(x c ) = e ; x ; c 2 (10) where c represents the MF's center and determines the MF's width. used in probability theory. Figure 3 illustrates a generalized bell MF de ned by bell(x 2 0 4 50). 2 A desired generalized bell MF can be obtained by a proper selection of the parameter set fa b cg. Speci cally, we can adjust c and a to vary the center and width of the MF, and then use b to control the slopes at the crossover points. Figure 4 shows the physical meanings of each p arameter in a bell MF.
Because of their smoothness and concise notation, Gaussian MF's and bell MF's are becoming increasingly popular methods for specifying fuzzy sets. Gaussian functions are well known in the elds of probability and statistics, and they possess useful properties such a s i n variance under multiplication and Fourier transform. The bell MF has one more parameter than the Gaussian MF, so it can approach a nonfuzzy set if b ! 1 . 
where a controls the slope at the crossover point x = c. 2 Depending on the sign of the parameter a, a sigmoidal MF is inherently open right or left and thus is appropriate for representing concepts such a s \ v ery large" or \very negative." Sigmoidal functions of this kind are employed widely as the activation function of arti cial neural networks. Therefore, for a neural network to simulate the behavior of a fuzzy inference system, the rst problem we face is how t o s y n thesize a close MF through a sigmoidal function. There are two simple ways to achieve this: one is to take the product of two sigmoidal MF's the other is to take the absolute di erence of two sigmoidal MF's.
It should be noted that the list of MF's introduced in this section is by no means exhaustive other specialized MF's can be created for speci c applications if necessary. In particular, any t ypes of continuous probability distribution functions can be used as an MF here, prov i d e d t h a t a s e t o f parameters are given to specify the appropriate meanings of the MF.
B. Fuzzy If-Then Rules
A fuzzy if-then rule (fuzzy rule, fuzzy implication or fuzzy conditional statement) assumes the form i f x i s A t h e n y i s B , (13) where A and B are linguistic values de ned by fuzzy sets on universes of discourse X and Y , r e s p e c t i v ely. Often \x is A" is called the antecedent or premise while \y i s B " is called the consequence or conclusion. Examples of fuzzy if-then rules are widespread in our daily linguistic expressions, such as the following:
If pressure is high then volume is small. If the road is slippery then driving is dangerous. If a tomato is red then it is ripe. If the speed is high then apply the brake a little. Before we can employ fuzzy if-then rules to model and analyze a system, we r s t h a ve to formalize what is meant by the expression \i f x i s A t h e n y i s B ", which i s s o m etimes abbreviated as A ! B. In essence, the expression describes a relation between two v ariables x and y this suggests that a fuzzy if-then rule be de ned as a binary fuzzy relation R on the product space X Y . N o t e t h a t a binary fuzzy relation R is an extension of the classical Cartesian product, where each element ( x y) 2 X Y is associated with a membership grade denoted by R (x y). Alternatively, a binary fuzzy relation R can be viewed as a fuzzy set with universe X Y , and this fuzzy set is characterized by a two-dimensional MF R (x y). Fuzzy reasoning (also known as approximate reasoning) is an inference procedure used to derive conclusions from a set of fuzzy if-then rules and one or more conditions. Before introducing fuzzy reasoning, we s h a l l discuss the compositional rule of inference 119] , which is the essential rationale behind fuzzy reasoning.
The compositional rule of inference is a generalization of the following familiar notion. Suppose that we h a ve a curve y = f(x) that regulates the relation between x and y. When we are given x = a, t h e n f r o m y = f(x) w e can infer that y = b = f(a) see Figure 6 (a). A generalization of the above process would allow a to be an interval and f(x) to be an interval-valued function, as shown in Figure 6 (b). To nd the resulting interval y = b corresponding to the interval x = a, w e rst construct a cylindrical extension of a (that is, extend the domain of a from X to X Y ) a n d then nd its intersection I with the interval-valued curve. The projection of I onto the y-axis yields the interval y = b. is an interval-valued function.
Going one step further in our generalization, we assume that A is a fuzzy set of X and F is a fuzzy relation on X Y , as shown in Figure 7 (a) and (b). To nd the resulting fuzzy set B, again, we construct a cylindrical extension c(A) w i t h b a s e A (that is, we expand the domain of A from X to X Y to get c(A)). The intersection of c(A) and F (Figure 7 (c) ) forms the analog of the region of intersection I in Figure 6 (b). By projecting c(A)\ F onto the y-axis, we infer y as a fuzzy set B on the y-axis, as shown in Figure 7 This formula is referred to as max-min composition and B is represented as B = A F where denotes the composition operator. If we c hoose product for fuzzy AND and max for fuzzy OR, then we h a ve max-product composition and B (y) i s e q u a l Using the compositional rule of inference, we can formalize an inference procedure, called fuzzy reasoning, upon a set of fuzzy if-then rules. The basic rule of inference in traditional two-valued logic is modus ponens, according to which w e can infer the truth of a proposition B from the truth of A and the implication A ! B. F or instance, if A is identi ed with \the tomato is red" and B with \the tomato is ripe," then if it is true that \the tomato is red," it is also true that \the tomato is ripe." This concept is illustrated below. premise 1 (fact): x i s A, premise 2 (rule): if x is A then y is B, consequence (conclusion): y i s B.
However, in much o f h uman reasoning, modus ponens is employed in an approximate manner. For example, if we have the same implication rule \if the tomato is red then it is ripe" and we k n o w that \the tomato is more or less red," then we m a y infer that \the tomato is more or less ripe." This is written as premise 1 (fact): x i s A 0 , premise 2 (rule): if x is A then y is B, consequence (conclusion): y i s B 0 , where A 0 is close to A and B 0 is close to B. When A, B, A 0 , and B 0 are fuzzy sets of appropriate universes, the above inference procedure is called fuzzy reasoning or approximate reasoning it is also called generalized modus ponens, since it has modus ponens as a special case.
Using the composition rule of inference introduced earlier, we can formulate the inference procedure of fuzzy reasoning as the following de nition.
De nition 11: Fuzzy Reasoning Based On Max-Min Composition.
Let A, A 0 , and B be fuzzy sets of X, X, a n d Y , respectively. Assume that the fuzzy implication A ! B is expressed as a fuzzy relation R on X Y . Then the fuzzy set B 0 induced by \ x i s A 0 " and the fuzzy rule \if x is A t h e n y i s B " is de ned by
or, equivalently, B 0 = A 0 R = A 0 (A ! B): (15) 2 Remember that equation (15) is a general expression for fuzzy reasoning, while equation (14) is an instance of fuzzy reasoning where min and max are the operators for fuzzy AND and OR, respectively. Now w e can use the inference procedure of the generalized modus ponens to derive conclusions, provided that the fuzzy implication A ! B is de ned as an appropriate binary fuzzy relation. C.1 Single rule with single antecedent For a single rule with a single antecedent, the formula is available in equation (14) . A further simpli cation of the equation yields A fuzzy if-then rule with two a n tecedents is usually written as \if x is A and y is B then z is C ." The corresponding problem for approximate reasoning is expressed as (16) where w 1 is the degree of match b e t ween A and A 0 w 2 is the degree of match b e t ween B and B 0 a n d w 1^w2 is called the ring strength or degree of ful llmentof this fuzzy rule. A graphic interpretation is shown in Figure 9 , where the MF of the resulting C 0 is equal to the MF of C clipped by the ring strength w, w = w 1^w2 . The generalization to more than two a n tecedents is straightforward. 
C.2 Multiple rules with multiple antecedents
The interpretation of multiple rules is usually taken as the union of the fuzzy relations corresponding to the fuzzy rules. For instance, given the following fact and rules: premise 1 (fact):
x is A 0 and y is B 0 , premise 2 (rule 1): if x is A 1 and y is B 1 then z is C 1 , premise 3 (rule 2): if x is A 2 and y is B 2 then z is C 2 , consequence (conclusion): z i s C 0 , we can employ the fuzzy reasoning shown in Figure 10 as an inference procedure to derive the resulting output fuzzy set C 0 . 
where C 0 1 and C 0 2 are the inferred fuzzy sets for rule 1 and 2, respectively. Figure 10 shows graphically the operation of fuzzy reasoning for multiple rules with multiple antecedents.
When a given fuzzy rule assumes the form \if x is A or y is B then z is C," then ring strength is given as the maximum of degree of match on the antecedent part for a given condition. This fuzzy rule is equivalent to the union of the two fuzzy rules \if x is A then z is C" and \if y is B then z is C" if and only if the max-min composition is adopted. The Fuzzy inference system is a popular computing framework based on the concepts of fuzzy set theory, f u z z y if-then rules, and fuzzy reasoning. It has been successfully applied in elds such as automatic control, data classi cation, decision analysis, expert systems, and computer vision. Because of its multi-disciplinary nature, the fuzzy inference system is known by a n umber of names, such a s fuzzy-rule-based system, fuzzy expert system 37 The basic structure of a fuzzy inference system consists of three conceptual components: a rule base, which contains a selection of fuzzy rules, a database or dictionary, which de nes the membership functions used in the fuzzy rules, and a reasoning mechanism, w h i c h p e r f o r m s t h e inference procedure (usually the fuzzy reasoning introduced earlier) upon the rules and a given condition to derive a reasonable output or conclusion.
Note that the basic fuzzy inference system can take either fuzzy inputs or crisp inputs (which can be viewed as fuzzy singletons that have zero membership grade everywhere except at certain points where the membership grades achieve unity), but the outputs it produces are almost always fuzzy sets. Often it is necessary to have a crisp output, especially in a situation where a fuzzy inference system is used as a controller. Therefore we need a defuzzi cation strategy to extract a crisp value that best summarize a fuzzy set. A fuzzy inference system with a crisp output is shown in Figure 11 , where the dashed line indicates a basic fuzzy inference system with fuzzy output and the defuzzi cation block s e r v es the purpose of transforming a fuzzy output into a crisp one. An example of a basic fuzzy inference system is the two-rule two-input system of Figure 10 . The function of the defuzzi cation block will be explained at a later point.
With crisp inputs and outputs, a fuzzy inference system implements a nonlinear mapping from its input space to output space. This mapping is accomplished by a n umber of fuzzy if-then rules, each o f w h i c h describes the local behavior of the mapping. In particular, the antecedent o f each rule de nes a fuzzy region of the input space, and the consequent speci es the corresponding outputs. In what follows, we will rst introduce three types of fuzzy inference systems that have been widely employed in various applications. The di erences between these three fuzzy inference systems lie in the consequents of their fuzzy rules, and thus their aggregation and defuzzi cation procedures di er accordingly. Then we will introduce three ways of partitioning the input space for any t ype of fuzzy inference system. Last, we will address brie y the features and the problems of fuzzy modeling, which is concerned with the construction of a fuzzy inference system for modeling a speci c target system.
D.1 Mamdani Fuzzy Model
The Mamdani fuzzy model 60] was proposed as the very rst attempt to control a steam engine and boiler combination by a set of linguistic control rules obtained from experienced human operators. Figure 12 is an illustration of how a t wo-rule fuzzy inference system of the Mamdani type derives the overall output z when subjected to two crisp inputs x and y. If we adopt product and max as our choice for the fuzzy AND and OR operators, respectively, and use maxproduct composition instead of the original max-min composition, then the resulting fuzzy reasoning is shown in Figure 13 , where the inferred output of each rule is a fuzzy set scaled down by its ring strength via the algebraic product. Though this type of fuzzy reasoning was not employed in Mamdani's original paper, it has often been used in the literature. Other variations are possible if we h a ve di erent c hoices of fuzzy AND (T-norm) and OR (T-conorm) operators. In Mamdani's application 60], two fuzzy inference systems were used as two c o n trollers to generate the heat input to the boiler and throttle opening of the engine cylinder, respectively, in order to regulate the steam pressure in the boiler and the speed of the engine. Since the plant t a k es only crisp values as inputs, we h a ve to use a defuzzi er to convert a fuzzy set to a crisp value. Defuzzi cation refers to the way a crisp value is extracted from a fuzzy set as a representative v alue. The most frequently used defuzzication strategy is the centroid of area, which is de ned as (18) where C 0 (z) is the aggregated output MF. This formula is reminiscent of the calculation of expected values in probability distributions. Other defuzzi cation strategies arise for speci c applications, which includes bisector of area, mean of maximum, largest of maximum, and smallest of maximum, and so on. Both Figure 12 and 13 conform to the fuzzy reasoning de ned previously. In practice, however, a fuzzy inference system may h a ve certain reasoning mechanisms that do not follow the strict de nition of the compositional rule of inference. For instance, one might use either min or product for computing ring strengths and/or quali ed rule outputs. Another variation is to use pointwise summation (sum) instead of max in the standard fuzzy reasoning, though sum is not really a fuzzy OR operators. An advantage of this sum-product composition 47] is that the nal crisp output via centroid defuzzi cation is equal to the weighted average of each rule's crisp output, where the weighting factor for a rule is equal to its ring strength multiplied by the area of the rule's output MF, and the crisp output of a rule is equal to the the centroid defuzzi ed value of its output MF. This reduces the computation burden if we can obtain the area and the centroid of each output MF in advance. 
D.2 Sugeno Fuzzy Model
The Sugeno fuzzy model (also known as the TSK fuzzy model) w as proposed by T akagi, Sugeno, and 91] in an e ort to develop a systematic approach to generating fuzzy rules from a given input-output data set. A typical fuzzy rule in a Sugeno fuzzy model has the form if x is A and y is B then z = f(x,y), where A and B are fuzzy sets in the antecedent, while z = f(x y) is a crisp function in the consequent. Usually f(x y) is a polynomial in the input variables x and y, but it can be any function as long as it can appropriately describe the output of the system within the fuzzy region speci ed by the antecedent of the rule. When f(x y) i s a rst-order polynomial, the resulting fuzzy inference system is called a rst-order Sugeno fuzzy model, which w as originally proposed in 98], 91]. When f is a constant, we then have a zero-order Sugeno fuzzy model, w h i c h c a n be viewed either as a special case of the Mamdani fuzzy inference system, in which each rule's consequent is speci ed by a fuzzy singleton (or a pre-defuzzi ed consequent), or a special case of the Tsukamoto fuzzy model (to be introduce later), in which each rule's consequent is speci ed by a n MF of a step function crossing at the constant. Moreover, a zero-order Sugeno fuzzy model is functionally equivalent to a radial basis function network under certain minor constraints 32]. It should be pointed out that the output of a zero-order Sugeno model is a smooth function of its input variables as long as the neighboring MF's in the premise have enough overlap. In other words, the overlap of MF's in the consequent d o e s n o t h a ve a d e c i s i v e e ect on the smoothness of the interpolation it is the overlap of the MF's in the premise that determines the smoothness of the resulting input-output behavior. Figure 15 shows the fuzzy reasoning procedure for a rstorder Sugeno fuzzy model. Note that the aggregator and defuzzi er blocks in Figure 11 are replaced by the operation of weighted average, t h us avoiding the time-consuming procedure of defuzzi cation. In practice, sometimes the weighted average operator is replaced with the weighted sum operator (that is, z = w 1 z 1 + w 2 z 2 in Figure 15 ) in order to further reduce computation load, especially in training a fuzzy inference system. However, this simpli cation could lead to the loss of MF linguistic meanings unless the sum of ring strengths (that is, P i w i ) is close to unity.
D.3 Tsukamoto Fuzzy Model
In the Tsukamoto fuzzy models 101] , the consequent of each fuzzy if-then rule is represented by a fuzzy set with a monotonical MF, as shown in Figure 16 . As a result, the inferred output of each rule is de ned as a crisp value induced by the rule's ring strength. The overall output is taken as the weighted average of each rule's output. Figure 16 illustrates the whole reasoning procedure for a two-input two-rule system. Since each rule infers a crisp output, the Tsukamoto fuzzy model aggregates each rule's output by the method of weighted average and thus also avoids the time-consuming process of defuzzi cation.
D.4 Partition Styles for Fuzzy Models
By now it should be clear that the spirit of fuzzy inference systems resembles that of \divide and conquer" { the antecedents of fuzzy rules partition the input space into a number of local fuzzy regions, while the consequents describe the behavior within a given region via various constituents. The consequent constituent could be an output MF (Mamdani and Tsukamoto fuzzy models), a constant (zero-order Sugeno model), or a linear equation ( rst-order Sugeno model). Di erent consequent constituents result in di erent fuzzy inference systems, but their antecedents are always the same. Therefore the following discussion of methods of partitioning input spaces to form the antecedents of fuzzy rules is applicable to all three types of fuzzy inference systems.
Grid partition: Figure 17 (a) illustrates a typical grid partition in a two-dimensional input space. This partition method is often chosen in designing a fuzzy controller, which usually involves only several state variables as the inputs to the controller. This partition strategy needs only a small number of MF's for each input. However, it encounters problems when we h a ve a moderately large number of inputs. For instance, a fuzzy model with 10 inputs and two MF's on each input would result in 2 10 = 1024 fuzzy if-then rules, which is prohibitively large. This problem, usually referred to as the curse of dimensionality, c a n b e alleviated by the other partition strategies introduced below.
Tree partition: Figure 17 (b) shows a typical tree partition, in which each region can be uniquely specied along a corresponding decision tree. The tree partition relieves the problem of an exponential increase in the number of rules. However, more MF's for each input are needed to de ne these fuzzy regions, and these MF's do not usually bear clear linguistic meanings such as \small," \big," and so on.
Scatter partition: A s s h o wn in Figure 17 (c), by covering a subset of the whole input space that characterizes a region of possible occurrence of the input vectors, the scatter partition can also limit the number of rules to a reasonable amount. 
D.5 Neuro-Fuzzy Modeling
The process for constructing a fuzzy inference system is usually called fuzzy modeling, which has the following features: Due to the rule structure of a fuzzy inference system, it is easy to incorporate human expertise about the target system directly into the modeling process. Namely, fuzzy modeling takes advantage of domain knowledge that might not be easily or directly employed in other modeling approaches.
When the input-output data of a system to be modeled is available, conventional system identi cation techniques can be used for fuzzy modeling. In other words, the use of numerical data also plays an important role in fuzzy modeling, just as in other mathematical modeling methods. A common practice is to use domain knowledge for structure determination (that is, determine relevant inputs, number of MF's for each i n p u t , n umber of rules, types of fuzzy models, and so on) and numerical data for parameter identi cation (that is, identify the values of parameters that can generate best the performance). In particular, the term neuro-fuzzy modeling refers to the way of applying various learning techniques developed in the neural network literature to fuzzy inference systems. In the subsequent sections, we will apply the concept of the adaptive network, which is a generalization of the common back-propagation neural network, to tackle the parameter identi cation problem in a fuzzy inference system.
III. Adaptive Networks
This section describes the architectures and learning procedures of adaptive networks, which are a superset of all kinds of neural network paradigms with supervised learning capability. In particular, we shall address two of the most popular network paradigms adopted in the neural network literature: the back-propagation neural network (BPNN) and the radial basis function network (RBFN). Other network paradigms that can be interpreted as a set of fuzzy if-then rules are described in the next section.
A. Architecture
As the name implies, an adaptive n e t work ( Figure 18) is a network structure whose overall input-output behavior is determined by the values of a collection of modiable parameters. More speci cally, the con guration of an adaptive network is composed of a set of nodes connected through directed links, where each node is a process unit that performs a static node function on its incoming signals to generate a single node output and each link speci es the direction of signal ow from one node to another. Usually a node function is a parameterized function with modi able parameters by c hanging these parameters, we are actually changing the node function as well as the overall behavior of the adaptive n e t work.
In the most general case, an adaptive n e t work is heterogeneous and each n o d e m a y h a ve a di erent node function. Also remember that each link in an adaptive n e t work are merely used to specify the propagation direction of a node's output generally there are no weights or parameters associated with links. Figure 18 show s a t ypical adaptive network with two inputs and two outputs. The parameters of an adaptive n e t work are distributed into the network's nodes, so each node has a local parameter set. The union of these local parameter sets is the network's overall parameter set. If a node's parameter set is non-empty, then its node function depends on the parameter values we use a square to represent this kind of adaptive n o d e . On the other hand, if a node has an empty parameter set, then its function is xed we u s e a circle to denote this type of xed node.
Adaptive networks are generally classi ed into two c a tegories on the basis of the type of connections they have: feedforward and recurrent types. The adaptive n e t work shown in Figure 18 is a feedforward network, since the output of each node propagates from the input side (left) to the output side (right) unanimously. If there is a feedback l i n k that forms a circular path in a network, then the network is a recurrent network Figure 19 is an example. (From the viewpoint of graph theory, a feedforward netwo r k i s r e presented by a n acyclic directed graph which c o n tains no directed cycles, while a recurrent network always contains at least one directed cycle.)
In the layered representationof the feedforward adaptive network in Figure 18 , there are no links between nodes in the same layer and outputs of nodes in a speci c layer are always connected to nodes in succeeding layers. This representation is usually preferred because of its modularity, in that nodes in the same layer have the same functionality or generate the same level of abstraction about input vectors.
Another representation of feedforward networks is the topological ordering representation, w h i c h labels the nodes in an ordered sequence 1, 2, 3, ..., such that there are no links from node i to node j whenever i j. F i g u r e 2 0 is the topological ordering representation of the network in Figure 18 . This representation is less modular than the layer representation, but it facilitates the formulation of the learning rule, as will be seen in the next section. (Note that the topological ordering representation is in fact a special case of the layered representation, with one node per layer.) Conceptually, a feedforward adaptive n e t work is actually a static mapping between its input and output spaces this mapping may be either a simple linear relationship or a highly nonlinear one, depending on the structure (node arrangement and connections, and so on) for the network and the function for each node. Here our aim is to construct a network for achieving a desired nonlinear mapping that is regulated by a data set consisting of a number of desired input-output pairs of a target system. This data set is usually called the training data set and the procedure we follow in adjusting the parameters to improve the performance of the network are often referred to as the learning rule or learning algorithm . Usually an adaptive network's performance is measured as the discrepancy between the desired output and the network's output under the same input conditions. This discrepancy is called the error measure and it can assume di erent forms for di erent applications. Generally speaking, a learning rule is derived by applying a speci c optimization technique to a given error measure.
Before introducing a basic learning algorithm for adaptive n e t works, we shall present several examples of adaptive networks.
Example 3: An adaptive n e t work with a single linear node. Figure 21 is an adaptive n e t work with a single node specied by x 3 = f 3 (x 1 x 2 a 1 a 2 a 3 ) = a 1 x 1 + a 2 x 2 + a 3 where x 1 and x 2 are inputs and a 1 , a 2 , and a 3 are modiable parameters. Obviously this function de nes a plane in x 1 ; x 2 ; x 3 space, and by setting appropriate values for the parameters, we can place this plane arbitrarily. B y adopting the squared error as the error measure for this network, we can identify the optimal parameters via the linear least-squares estimation method. Example 4: A building block for the perceptron or the back-propagation neural network. If we add another node to let the output of the adaptive network in Figure 21 have o n l y t wo v alues 0 and 1, then the nonlinear network shown in Figure 22 is obtained. Specically, the node outputs are expressed as x 3 = f 3 (x 1 x 2 a 1 a 2 a 3 ) = a 1 x 1 + a 2 x 2 + a 3 and x 4 = f 4 (x 3 ) = 1 if x 3 0 0 if x 3 < 0 where f 3 is a linearly parameterized function and f 4 is a step function which maps x 3 to either 0 or 1. The overall function of this network can be viewed as a linear classier: the rst node forms a decision boundary as a straight line in x 1 ; x 2 space, and the second node indicates which half plane the input vector (x 1 x 2 ) resides in. Obviously we can form an equivalent network with a single node whose function is the composition of f 3 and f 4 the resulting node is the building block of the classical perceptron.
Since the step function is discontinuous at one point a n d at at all the other points, it is not suitable for learning procedures based on gradient descent. One way to get around this di culty is to use the sigmoid function:
1 + e ;x3 which i s a c o n tinuous and di erentiable approximation to the step function. The composition of f 3 and this di erentiable f 4 is the building block f o r t h e b a c k-propagation neural network in the following example. Example 5: A b a c k-propagation neural network. Figure 23 is a typical architecture for a back-propagation neural network with three inputs, two outputs, and three hidden nodes that do not connect directly to either inputs or outputs. (The term back-propagation refers to the way the learning procedure is performed, that is, by propagating gradient information from the network's outputs to its inputs details on this are to be introduced next.) Each node in a network of this kind has the same node function, which is the composition of a linear f 3 and a sigmoidal f 4 in example 4. For instance, the node function of node 7 in Figure 23 is x 7 = 1 1 + exp ;(w 4 7 x 4 + w 5 7 x 5 + w 6 7 x 6 + t 7 )] where x 4 , x 5 , and x 6 are outputs from nodes 4, 5, and 6, respectively, and fw 4 7 w 5 7 w 6 7 t 7 g is the parameter set.
Usually we view w i j as the weight associated with the link connecting node i and j and t j as the threshold associated with node j. H o wever, it should be noted that this weightlink association is only valid in this type of network. In general, a link only indicates the signal ow direction and the causal relationship between connected nodes, as will be shown in other types of adaptive networks in the subsequent development. A more detailed discussion about the structure and learning rules of the arti cial neural network will be presented later. 2 The central part of a learning rule for an adaptive network concerns how to recursively obtain a gradient v ector in which each element is de ned as the derivative o f a n error measure with respect to a parameter. This is done by means of the chain rule, and the method is generally referred to as the back-propagation learning rule because the gradient v ector is calculated in the direction opposite to the ow of the output of each node. Details follow below.
Suppose that a given feedforward adaptive n e t work in the layered representation has L layers and layer l (l = 0 1 : : : L l = 0 represents the input layer) has N(l) nodes. Then the output and function of node i (i = 1 : : : N (l)) of layer l can be represented as x l i and f l i , respectively, as shown in Figure 24 (a) . Without loss of generality, w e assume there are no jumping links, that is, links connecting non-consecutive l a yers. Since the output of a node depends on the incoming signals and the parameter set of the node, we h a ve the following general expression for the node function f l i :
x l i = f l i (x l;1 1 : : : x l;1 N(l;1)
: : : )
where , , , etc. are the parameters pertaining to this node. Assuming the given training data set has P entries, we can de ne an error measure for the p-th (1 p P ) entry of the training data as the sum of squared errors:
where d k is the k-th component o f t h e p-th desired output vector and x L k is the k-th component of the actual output vector produced by presenting the p-th input ve c t o r t o t h e network. (For notational simplicity, w e omit the subscript p for both d k and x L k .) Obviously, when E p is equal to zero, the network is able to reproduce exactly the desired output vector in the p-th training data pair. Thus our task here is to minimize an overall error measure, which i s de ned as E = P P p=1 E p . Remember that the de nition of E p in equation (20) is not universal other de nitions of E p are possible for speci c situations or applications. Therefore we shall avoid using an explicit expression for the error measure E p in order to emphasize the generality. In addition, we assume that E p depends on the output nodes only more general situations will be discussed below.
To use the gradient method to minimize the error measure, rst we h a ve to obtain the gradient v ector. Before calculating the gradient v ector, we should observe t h a t change in parameter ) change in the output of node containing ) change in the output of the nal layer ) change in the error measure where the arrows ) indicate causal relationships. In other words, a small change in a parameter will a ect the output of the node containing this in turn will a ect the output of the nal layer and thus the error measure. Therefore the basic concept in calculating the gradient v ector of the parameters is to pass a form of derivative information starting from the output layer and going backward layer by l a yer until the input layer is reached.
To facilitate the discussion, we de ne the error signal l i as the derivative of the error measure E p with respect to the output of node i in layer l, taking both direct and indirect paths into consideration. In symbols,
This expression was called the ordered derivative by Werbos 109] . The di erence between the ordered derivative and the ordinary partial derivative lies in the way w e view the function to be di erentiated. For an internal node output x l i (where l 6 = L), the partial derivative @Ep @xl i is equal to zero, since E p does not depend on x l i directly. However, it is obvious that E p does depend on x l i indirectly, since a change in x l i will propagate through indirect paths to the output layer and thus produce a corresponding change in the value of E p . Therefore l i can be viewed as the ratio of these two c hanges when they are made in nitesimal. The following example demonstrates the di erence between the ordered derivative and the ordinary partial derivative.
Example 6: Ordered derivatives and ordinary partial derivatives Consider the simple adaptive n e t work shown in Figure 25 , where z is a function of x and y, a n d y is in turn a function of x: y = f(x) z = g(x y): For the ordinary partial derivative @z @x , w e assume that all the other input variables (in this case, y) are constant: @z @x = @g(x y) @x : In other words, we assume the direct inputs x and y are independent, without paying attention to the fact that y is actually a function of x. F or the ordered derivative, we take this indirect causal relationship into consideration:
Therefore the ordered derivative takes into consideration both the direct and indirect paths that lead to the causal relationship. The error signal for the i-th output node (at layer L) can be calculated directly:
This is equal to L i = ;2(d i ; x L i ) i f E p is de ned as in equation (20) . For the internal (non-output) node at the i-th position of layer l, the error signal can be derived by the chain rule: The gradient v ector is de ned as the derivative o f t h e error measure with respect to each parameter, so we h a ve to apply the chain rule again to nd the gradient v ector. If is a parameter of the i-th node at layer l, w e h a ve
Note that if we allow the parameter to be shared between di erent nodes, then equation (24) should be changed to a more general form:
where S is the set of nodes containing as a parameter and f is the node function for calculating x .
The derivative of the overall error measure E with respect to is
Accordingly, the update formula for the generic parameter is 4 = ; @ + E @ (27) in which is the learning rate, w h i c h can be further expressed as
where is the step size, the length of each transition along the gradient direction in the parameter space. Usually we can change the step size to vary the speed of convergence two heuristic rules for updating the value of are described in 29].
When an n-node feedforward network is represented in its topological order, we c a n e n vision the error measure E p as the output of an additional node with index n+1, whose node function f n+1 can be de ned on the outputs of any nodes with smaller indices see Figure 24 ( (30) where the rst term shows the direct e ect of x i on E p via the direct path from node i to node n+1 and each product term in the summation indicates the indirect e ect of x i on E p . Once we nd the error signal for each n o d e , t h e n the gradient v ector for the parameters is derived as before. Another simple and systematic way to calculate the error signals is through the representation of the errorpropagation network (or sensitivity m o d e l ), which i s obtained from the original adaptive n e t work by reversing the links and supplying the error signals at the output layer as inputs. The following example illustrates this idea. Example 7: Adaptive n e t work and its error-propagation model Figure 26 (a) is an adaptive n e t work, where each n o d e i s indexed by a unique number. Again, we u s e f i and x i to denote the function and output of node i. In order to calculate the error signals at internal nodes, an errorpropagation network is constructed in Figure 26 (b) , where the output of node i is the error signal of this node in the original adaptive n e t work. In symbols, if we c hoose the squared error measure for E p , t h e n w e h a ve the following: 9 Similar expressions can be written for the error signals of node 1, 2, 3, 4 and 5. It is interesting to observe t h a t i n the error-propagation net, if we associate each link connecting nodes i and j (i < j ) with a weight w ij = @fj @xi , then each node performs a linear function and the errorpropagation net is actually a linear network. The errorpropagation network is helpful in correctly formulating the expressions for error signals. The same concept applies to recurrent n e t works with either synchronous or continuous operations 34] . Depending on the applications we a r e i n terested in, two types of learning paradigms for adaptive n e t works are available to suit our needs. In o -line learning (or batch learning), the update formula for parameter is based on equation (26) and the update action takes place only after the whole training data set has been presented, that is, only after each epoch or sweep. On the other hand, in on-line learning (or pattern learning), the parameters are updated immediately after each input-output pair has been presented, and the update formula is based on equation (24) . In practice, it is possible to combine these two learning modes and update the parameter after k training data entries have been presented, where k is between 1 and P and it is sometimes referred to as the epoch s i z e .
C. Back-Propagation Learning Rule for Recurrent Networks
For recurrent adaptive networks, the back-propagation learning rule is still applicable if we can transform the network con gurations to be of the feedforward type. To simplify our notation, we shall use the network in Figure 27 for our discussion, where x 1 and x 2 are inputs and x 5 and x 6 are outputs. Because it has directional loops 3-4-5, 3-4-6-5, and 6 (a self loop), this is a typical recurrent n e t work with node functions denoted as follows: In order to correctly derive the back-propagation learning rule for the recurrent net in Figure 27 , we h a ve to distinguish two operating modes through which the network may satisfy equation (31) . These two modes are synchronous operation and continuous operation.
For continuously operated networks, all nodes continuously change their outputs until equation (31) is satis ed. This operating mode is of particular interest for analog circuit implementations, where a certain kind of dynamical evolution rule is imposed on the network. For instance, the dynamical formula for node 3 can be written as 
Similar formulas can be devised for other nodes. It is obvious that when x 3 (t) stops changing (i.e., dx 3 dt = 0), equation (32) leads to the correct xed points satisfying equation (31). However, this kind of recurrent n e t works do pose some problems in software simulation, as the stable xed point satisfying equation (31) may be hard to nd. Here we shall not go into details about continuously operated networks. A detailed treatment of continuously operated networks which use the Mason gain formula 62] as a learning rule can be found in 34].
On the other hand, if a network is operated synchronously, all nodes change their outputs simultaneously according to a global clock signal and there is a time delay associated with each link. This synchronization is re ected by adding the time t as an argument to the output of each node in equation (31) (assuming there is a unit time delay associated with each link):
x 3 (t + 1 )= f 3 (x 1 (t) x 5 (t)) x 4 (t + 1 )= f 4 (x 2 (t) x 3 (t)) x 5 (t + 1 )= f 5 (x 4 (t) x 6 (t)) x 6 (t + 1 )= f 6 (x 4 (t) x 6 (t)) (33)
C.1 Back-Propagation Through Time (BPTT)
When using synchronously operated networks, we usually are interested in identifying a set of parameters that will make the output of a node (or several nodes) follow a given trajectory (or trajectories) in a discrete time domain. This problem of tracking or trajectory following is usually solved by using a method called unfolding of time to transform a recurrent network into a feedforward one, as long as the time t does not exceed a reasonable maximum T. This idea was originally introduced by Minsky and Papert 64] and combined with back-propagation by Rumelhart, Hinton, and Williams 79] . Consider the recurrent net in Figure 27 , which i s r e d r a wn in Figure 28 (a) with the same con guration except that the input variables x 1 and x 2 are omitted for simplicity. The same network in a feedforward architecture is shown in Figure 28 (b) with the time index t running from 1 to 4. In other words, for a recurrent net that synchronously evaluates each of its node functions from t = 1, 2, ..., T, w e can simply duplicate all units T times and arrange the resulting network in a layered feedforward manner. It is obvious that the two networks in Figure 28 
C.2 Real Time Recurrent Learning (RTRL)
BPTT generally works well for most problems the only complication is that it requires extensive computing resources when the sequence length T is large, because the duplication of nodes makes both memory requirements and simulation time proportional to T . Therefore for long sequences or sequences of unknown length, real time recur- rent learning (RTRL) 114] is employed instead to perform on-line learning, that is, to update parameters while the network is running rather than at the end of the presented sequences.
To explain the rationale behind the RTRL algorithm, we take as an example the simple recurrent n e t work in Figure 30 (a) , where there is only one node with one parameter a. After movingthe parameter out of the unfolded architecture, we obtain the feedforward network shown in Figure 30 To s a ve computation and memory requirements, a sensible choice is to minimize E i at each time step instead of trying to minimize E at the end of a sequences. To a c hieve this, we need to calculate @ + E=@arecursively at each time step i. F or i = 1, the error-propagation network is as shown in Figure 31 (a) and we h a ve @ + x 1 @a = @x 1 @a and @ + E 1 @a = @E 1 @x 1 @ + x 1 @a :
For i = 2, the error-propagation network is as shown in Figure 31 (b) and we h a ve @ + x 2 @a = @x 2 @a + @x 2 @x 1 @ + x 1 @a and @ + E 2 @a = @E 2 @x 2 @ + x 2 @a : (35) For i = 3, the error-propagation network is as shown in Figure 31 ( In general, for the error-propagation at time instant i, we h a ve @ + x i @a = @x i @a + @x i @x i;1 @ + x i;1 @a and @ + E i @a = @E i @x i @ + x 3 @a (37)
where @ + x i;1 @a is already available from the calculation at the previous time instant. Figure 31 shows this general situation, where the thick a r r o w represents @ + x i;1 @a , w h i c h is already available at the time instant i ; 1.
Therefore, by trying to minimize each individual E i , w e can recursively nd the gradient @ + E i @a at each time instant there is no need to wait until the end of the presented sequence. Since this is an approximation of the original BPTT, the learning rate in the update formula a = ; @ + E i @a should be kept small and, as a result, the learning process usually takes longer. For simplicity, assume that the adaptive n e t work under consideration has only one output output = F(Ĩ S) (38) whereĨ is the vector of input variables and S is the set of parameters. If there exists a function H such t h a t t h e composite function H F is linear in some of the elements of S, then these elements can be identi ed by the leastsquares method. More formally, if the parameter set S can be decomposed into two sets S = S 1 S 2 (39) (where represents direct sum) such t h a t H F is linear in the elements of S 2 , then upon applying H to equation Now w e can combine the gradient method and the leastsquares estimator to update the parameters in an adaptive network. For hybrid learning to be applied in a batch m o d e , each epoch is composed of a forward pass and a backward pass. In the forward pass, after an input vector is presented, we calculate the node outputs in the network layer by l a yer until a corresponding row in the matrices A and B in equation (41) are obtained. This process is repreated for all the training data entries to form the complete A and B then parameters in S 2 are identi ed by either the pseudo-inverse formula in equation (42) or the recursive least-squares formulas in equation (43) . After the parameters in S 2 are identi ed, we can compute the error measure for each training data entry. In the backward pass, the error signals (the derivative of the error measure w.r.t. each node output, see equations (22) and (23)) propagate from the output end toward the input end the gradient v ector is accumulated for each training data entry. A t the end of the backward pass for all training data, the parameters in S 1 are updated by the gradient method in equation (27) .
For given xed values of the parameters in S 1 , the parameters in S 2 thus found are guaranteed to be the global optimum point in the S 2 parameter space because of the choice of the squared error measure. Not only can this hybrid learning rule decrease the dimension of the search space in the gradient method, but, in general, it will also substantially reduce the time needed to reach convergence.
It should be kept in mind that by using the least-squares method on the data transformed by H( ), the obtained parameters are optimal in terms of the transformed squared error measure instead of the original one. In practice, this usually will not cause a problem as long as H( ) is monotonically increasing and the training data are not too noisy. A more detailed treatment of this transformation method can be found in 34]. D.2 On-Line Learning (Pattern Learning)
If the parameters are updated after each data presentation, we h a ve a on-line learning or pattern learning scheme. This learning strategy is vital to on-line parameter identi cation for systems with changing characteristics. To modify the batch learning rule to obtain an on-line version, it is obvious that the gradient descent should be based on E p (see equation (24)) instead of E. Strictly speaking, this is not a truly gradient search procedure for minimizing E, yet it will approximate one if the learning rate is small. For the recursive least-squares formula to account f o r the time-varying characteristics of the incoming data, the e ects of old data pairs must decay as new data pairs become available. Again, this problem is well studied in the adaptive control and system identi cation literature and a number of solutions are available 20]. One simple method is to formulate the squared error measure as a weighted version that gives higher weighting factors to more recent data pairs. This amounts to the addition of a forgetting factor to the original recursive f o r m ula: (44) where the typical value of in practice is between 0:9 a n d 1. The smaller is, the faster the e ects of old data decay. A small sometimes causes numerical instability, h o wever, and thus should be avoided. For a complete discussion and derivation of equation (44) The computational complexity of the least-squares estimator (LSE) is usually higher than that of the gradient d escent (GD) method for one-step adaptation. However, for achieving a prescribed performance level, the LSE is usually much faster. Consequently, depending on the available computing resources and required level of performance, we can choose from among at least ve t ypes of hybrid learning rules combining GD and LSE in di erent degrees, as follows.
1. One pass of LSE only: Nonlinear parameters are xed while linear parameters are identi ed by one-time application of LSE. 2. GD only: All parameters are updated by GD iteratively. . These methods can be found in advanced textbooks on regression and they are also viable techniques for nding optimal parameters in adaptive n e t works. Figure 32 depicts the four di erent t ypes of activation functions f(x) de ned below.
Step function:
f(x) = 1 i f x 0. 0 i f x < 0. Sigmoid function:
f(x) = 1 1 + e ;x : Hyper-tangent function: f(x) = tanh(x=2) = 1 ; e ;x 1 + e ;x : Identity function:
f(x) = x: When the step function (hard-limiter) is used as the activation function for a layered network, the netwo r k i s o ften called a perceptron 78 valued function not necessarily limited to the interval 0 1] or 1 ;1], we usually let the node function for the output laye r b e a w eighted sum with no limiting-type activation functions. This is equivalent to the situation where the activation function is an identity function, and output nodes of this type are often called linear nodes.
For simplicity, w e assume the BPNN in question uses the sigmoidal function as its activation function. The net input x of a node is de ned as the weighted sum of the incoming signals plus a threshold. For instance, the net input and output of node j in Figure 33 (where j = 4 ) a r e x j = P i w ij x i + t j x j = f( x j ) = 1 1 + e ; xj (45) where x i is the output of node i located in the previous layer, w ij is the weight associated with the link connecting nodes i and j, and t j is the threshold of node j. Since the weights w ij are actually internal parameters associated with each n o d e j, c hanging the weights of a node will alter the behavior of the node and in turn alter the behavior of the whole BPNN. Figure 23 show s a t wo-layer BPNN with 3 inputs in the input layer, 3 neurons in the hidden layer, and 2 output neurons in the output layer. For simplicity, this BPNN will be referred to as a 3-3-2 structure, corresponding to the number of nodes in each l a yer. (Note that the input layer is composed of three bu er nodes for distributing the input signals therefore this layer is conventionally not counted as a physical layer of the BPNN.) BPNN's are by far the most commonly used NN struc- ture for applications in a wide range of areas, such a s speech recognition, optical character recognition (OCR), signal processing, data compression, and automatic control.
E.2 Radial Basis Function Networks (RBFN's)
The locally-tuned and overlapping receptive eld is a well-known structure that has been studied in the regions of the cerebral cortex, the visual cortex, and so forth. 
Thus the activation level of the radial basis function w i computed by the i-th hidden unit is maximum when the input vectorx is at the centerc i of that unit. The output of a radial basis function network can be computed in two w ays. In the simpler method, as shown in Figure 34 , the nal output is the weighted sum of the output value associated with each receptive eld:
where f i is the output value associated with the i-th receptive eld. A more complicated method for calculating the overall output is to take the weighted average of the output associated with each receptive eld:
This mode of calculation, though has a higher degree of computational complexity, possesses the advantage that points in the overlapping area of two receptive elds will have a w ell interpolated output value between the output values of the two receptive elds. For representation purposes, if we c hange the radial basis function R i (x) i n e a c h node of layer 2 in Figure 34 by i t s normalized counter-
, then the overall output is speci ed by equation (50) .
Several learning algorithms have been proposed to identify the parameters (c i , i and f i ) of an RBFN. Note that the RBFN is an ideal example of the hybrid learning described in the previous section, where the linear parameters are f i and the nonlinear parameters are c i and i . In practice, thec i are usually found by means of vector quantization or clustering techniques (which assume similar input vectors produce similar outputs) and the i are obtained heuristically (such a s b y taking the average distance to the rst several nearest neighbors ofc i 's). Once these nonlinear parameters are xed, the linear parameters can be found by either the least-squares method or the gradient method. Chen et al. 8] used an alternative method that employs the orthogonal least-squares algorithm to determine the c i 's and f i 's while keeping the i 's at a predetermined constant.
An extension of Moody-Darken's RBFN is to assign a linear function as the output function of each receptive eld that is, f i is a linear function of the input variables instead of a constant: f i =ã i x + b i (51) whereã i is a parameter vector and b i is a scalar parameter. Stokbro et al. 89] used this structure to model the MackeyGlass chaotic time series 59] and found that this extended version performed better than the original RBFN with the same number of tting parameters.
It was pointed out by the authors that under certain constraints, the RBFN is functionally equivalent t o t h e t h e zero-order Sugeno fuzzy model. See 32] or 34] for details.
IV. ANFIS: Adaptive Neuro-Fuzzy Inference Systems
A class of adaptive n e t works that act as a fundamental framework for adaptive fuzzy inference systems is introduced in this section. This type of networks is referred to as ANFIS 25] , 24], 29], which stands for AdaptiveNetwork-based Fuzzy Inference System, o r s e m a ntically equivalently, Adaptive Neuro-Fuzzy Inference System. W e will describe primarily the ANFIS architecture and its learning algorithm for the Sugeno fuzzy model, with an application example of chaotic time series prediction.
Note that similar network structures were also proposed independently by Lin and Lee 55] 
and Wang and Mendel 106]).
A. ANFIS Architecture For simplicity, w e assume the fuzzy inference system under consideration has two inputs x and y and one output z. F or a rst-order Sugeno fuzzy model 98], 91], a typical rule set with two fuzzy if-then rules can be expressed as Rule 1: If x is A 1 and y is B 1 , t h e n f 1 = p 1 x + q 1 y + r 1 Rule 2: If x is A 2 and y is B 2 , t h e n f 2 = p 2 x + q 2 y + r 2 : Figure 35 (a) illustrates the reasoning mechanism for this Sugeno model. The corresponding equivalent ANFIS architecture is as shown in Figure 35(b) , where nodes of the same layer have similar functions, as described below. (Here we denote the output node i in layer l as O l i .) Layer 1: Every node i in this layer is an adaptive n o d e with a node output de ned by
where x (or y) is the input to the node and A i (or B i;2 ) is a fuzzy set associated with this node. In other words, outputs of this layer are the membership values of the premise part. Here the membership functions for A i and B i c a n b e a n y appropriate parameterized membership functions introduced in Section II. For example, A i can be characterized by the generalized bell function:
where fa i , b i , c i g is the parameter set. Parameters in this layer are referred to as premise parameters. 
Thus we h a ve constructed an adaptive network that has exactly the same function as a Sugeno fuzzy model. Note that the structure of this adaptive n e t work is not unique we can easily combine layers 3 and 4 to obtain an equivalent network with only four layers. Similarly, w e can perform weight normalization at the last layer Figure 36 illustrates an ANFIS of this type. 
B. Hybrid Learning Algorithm
From the ANFIS architecture shown in Figure 35 (b), we observe that when the values of the premise parameters are xed, the overall output can be expressed as a linear combination of the consequent parameters. In symbols, the output f in Figure 35 (58) which is linear in the consequent parameters p 1 , q 1 , r 1 , p 2 , q 2 , a n d r 2 . Therefore the hybrid learning algorithm developed in the previous section can be applied directly. More speci cally, in the forward pass of the hybrid learning algorithm, node outputs go forward until layer 4 and the consequent parameters are identi ed by the least-squares method. In the backward pass, the error signals propagate backward and the premise parameters are updated by gradient descent. Table I summarizes the activities in each pass. As mentioned earlier, the consequent parameters thus identi ed are optimal under the condition that the premise parameters are xed. Accordingly, the hybrid approach converges much faster since it reduces the dimension of the search space of the original back-propagation method.
If we x the membership functions and adapt only the consequent part, then ANFIS can be viewed as a functional-link network 46] , 71] where the \enhanced representations" of the input variables are obtained via the membership functions. These \enhanced representations", which take advantage of human knowledge, apparently express more insight than the functional expansion and the tensor (outer product) models 71]. By ne-tuning the membership functions, we actually make this \enhanced representation" also adaptive.
From equations (49), (50) , and equation (57), it is not too hard to see the resemblance between the radial basis function network (RBFN) and the ANFIS for the Sugeno model. Actually these two computing framework are functionally equivalent under certain minor conditions 32] this cross-fertilize both disciplines in many respects. The time series used in our simulation is generated by the Mackey-Glass di erential delay equation 59]: _ x(t) = 0:2x(t ; )
1 + x 10 (t ; ) ; 0:1x(t):
The prediction of future values of this time series is a benchmark problem that has been used and reported by a n umber of connectionist researchers, such as Lapedes and From the Mackey-Glass time series x(t), we extracted 1000 input-output data pairs of the following format:
x(t ; 18) x (t ; 12) x (t ; 6) x (t) x(t + 6 ) ]
where t = 118 to 1117. The rst 500 pairs (training data set) were used for training ANFIS, while the remaining 500 pairs (checking data set) were used for validating the model identi ed. The numb e r o f m e m bership functions assigned to each input of the ANFIS wa s s e t t o t wo, so the number of rules is 16. The ANFIS used here contains a total of 104 tting parameters, of which 24 are premise parameters and 80 are consequent parameters Figure 38 shows the results after about 500 epochs of learning. The desired and predicted values for both training data and checking data are essentially the same in Fig-0 ure 38 (a) the di erences between them can only be seen on a much ner scale, such as that in Figure 38 (b). Table II lists the generalization capabilities of other methods, which w ere measured by using each method to predict 500 points immediately following the training set. The last four row o f T able II are from 77] directly. T h e non-dimensional error index (NDEI) 48], 77] is de ned as the root mean square error divided by the standard deviation of the target series. The remarkable generalization capability of ANFIS is attributed to the following facts:
ANFIS can achieve a highly nonlinear mapping, therefore it is well-suited for predicting nonlinear time series. The ANFIS used here has 104 adjustable parameters, far fewer than those used in the cascade-correlation NN (693, the median) and back-prop NN (about 540) listed in Table II states that the adaptation should not only reduce the output error for the current training pattern but also minimize disturbance to response already learned. This is particularly important in on-line learning. We also found the use of least-squares method to determine the output of each local mapping is of particular importance. Without using LSE, the learning time would be ten times longer. Other generalization tests and comparisons with neural network approaches can be found in 29] .
The original ANFIS C codes and several examples (including this one) can be retrieved via anonymous ftp in user/ai/areas/fuzzy/systems/anfis at ftp.cs.cmu.edu (CMU Arti cial Intelligence Repository).
V. Neuro-Fuzzy Control
Once a fuzzy controller is transformed into an adaptive network, the resulting ANFIS can take a d v antage of all the NN controller design techniques proposed in the literature. In this section we shall introduce common design techniques for ANFIS controllers. Most of these methodologies are derived directly from their counterparts for NN controllers. However, certain design techniques apply exclusively to ANFIS, which will be pointed out explicitly.
As shown in Figure 39 , the block diagram of a typical feedback control system consists of a plant b l o c k and a controller block. The plant block is usually represented by a set of di erential equations that describe the physical system to be controlled. These equations govern the behavior of the plant state x(t), which is assumed to be accessible in our discussion. In contrast, the controller block is usually a static function denoted by g it maps the the plant s t a t e x(t) i n to a control action u(t) that can hopefully achieve a given control objective. Thus for a general time-invariant control system, we h a ve the following equations: _ x(t) = f(x(t) u(t)) (plant dynamics) u(t) = g(x(t)) (controller): The control objective here is to design a controller function g( ) such that the plant state x(t) can follow a desired trajectory x d (t) as closely as possible. A simple example of a feedback control system is the inverted pendulum system (Figure 40 ) where a rigid pole is hinged to a cart through a free joint with only one degree of freedom, and the cart moves on the rail tracks to its right or left depending on the force exerted on it. The control goal is to nd the applied force u as a function of the state variable x = _ z _ z] (where is the pole angle and z is the cart position) such that the pole can be balanced from a given non-zero initial condition. A central problem in control engineering is that of nding the control action u as a function of the plant o u t p u t x in order to achieve a given control goal. Each design method for neuro-fuzzy controllers corresponds to a way o f obtaining the control action these methods are discussed next.
A. Mimicking Another Working Controller
Most of the time, the controller being mimicked is an experienced human operator who can control the plant satisfactorily. In fact, the whole concept of mimicking a human expert is the original intention of fuzzy controllers whose ultimate goal is to replace human operators who can control complex systems such a s c hemical reaction processes, subway trains, and tra c systems. An experienced human operator usually can summarize his or her control actions as a set of fuzzy if-then rules with roughly correct membership functions this corresponds to the linguistic information. Prior to the emergence of neuro-fuzzy approaches, re ning membership function is usually obtained via a lengthy trial-and-error process. Now with learning algorithms, we can further take advantage of the numerical information (input/output data pairs) and re ne the membership functions in a systematic way. Note that the capability to utilize linguistic information is speci c to fuzzy inference systems it is not always available in neural networks. With the availability of learning algorithms, a wider range of applications is expected.
Note that this approach is not only for control applications. If the target system to be emulated is a human physician or a credit analyst, then the resulting fuzzy inference systems become a fuzzy expert system for diagnosis and credit analysis, respectively.
B. Inverse Control
Another scheme for obtaining desired control action is the inverse control method shown in Figure 42 . For simplicity, w e assume that the plant has only one state x(k) and one input u(k). In the learning phase, a training set is obtained by generating inputs u(k) at random, and observing the corresponding outputs x(k) produced by t h e plant. The ANFIS in Figure 42 (a) is then used to learn the inverse model of the plant b y tting the data pairs (x(k) x (k +1) u(k)). In the application phase, the ANFIS identi er is copied to the ANFIS controller in Figure 42 for generating the desired output. The input to the AN-FIS controller is (x(k) x d (k)) if the inverse model (ANFIS identi er) that maps (x(k) x (k + 1)) to u(k) is accurate, then the generated u(k) should result in x(k + 1 ) t h a t i s close to x d (k). That is, the whole system in Figure 42 will behave l i k e a pure unit-delay s y s t e m .
This method seems straightforward and only one learning task is needed to nd the inverse model of the plant. However, it assumes existence of the inverse of a plant, which is not valid in general. Moreover, minimization of the network error jje u (k)jj 2 does not guarantee minimization of the overall system error jjx d (k) ; x(k)jj 2 .
Using ANFIS for adaptive i n verse control can be found in 42]. C. Specialized L earning
The major problem with the inverse control scheme is that we are minimizing the network error instead of the overall system error. An alternative is to minimize the system error directly this is called specialized learning 76] .
In order to back-propagate error signals through the plant block in Figure 43 , we need to nd a model representing the behavior of the plant. In fact, in order to apply backpropagation learning, all we n e e d t o k n o w i s t h e Jacobian matrix of the plant, where the element a t r o w i and column j is equal to the derivative of the plant's i-th output with respect to its j-th input.
If the Jacobian matrix is not easy to nd, an alternative is to estimate it on-line from the changes of the plant's inputs and outputs during two consecutive time instants. Other similar methods that aim at using an approximate Jacobian matrix to achieve the same learning e ects can be found in 41], 11], 103]. Applying specialized learning to nd an ANFIS controller for the inverted pendulum was reported in 27]. It is not always convenient to specify the desired plant output x d (k) a t e v ery time instant k. As a standard approach in model reference adaptive control, the desired behavior of the overall system can be implicitly speci ed by a (usually linear) model that is able to achieve the control goal satisfactorily. This alternative approach i s s h o wn in Figure 43 If we replace the controller and the plant b l o c k i n F i gure 39 with two adaptive networks, the feedback c o n trol system becomes a recurrent adaptive network discussed in Section III. Assuming the synchronous operation is adopted here (which virtually convert the system into the discrete time domain), we can apply the same scheme of unfolding of time to obtain a feedforward network, and then use the same back-propagation learning algorithm to identify the optimal parameters.
In terms of the inverted pendulum system (pole only), Figure 41 becomes Figure 44 if the controller block i s r eplaced with a four-rule ANFIS and the plant block is replaced with a two-node adaptive n e t work. To obtain the state trajectory, w e cascade the network in Figure 44 to obtain the trajectory network shown in Figure 45 . In particular, the inputs to the trajectory network are initial Use of back-propagation through time to train a neural network for backing up a tractor-trailer system is reported in 69]. The same technique was used to design an ANFIS controller for balancing an inverted pendulum 28]. Note that back-propagation through time is usually an o -line learning algorithms in the sense that the parameters will not be updated till the sequence (k = 1 t o m) i s o ver. If the sequence is too long or if we w ant to update the parameters in the middle of the sequence, we can always apply RTRL (real time recurrent learning) introduced earlier.
E. Feedback Linearization and Sliding Control
The equations of motion of a class of dynamic systems in continuous time domain can be expressed in the canonical form:
x (n) (t) = f(x(t) _ x(t) x (n;1) (t)) + bu(t) (61) where f is an unknown continuous function, b is the control gain, and u 2 R and y 2 R are the input and output of the system, respectively. The control objective is to force the state vector x = x _ x : : : x (n;1) ] T to follow a speci ed desired trajectory Equation (61) is a typical feedback linearizable system since it can be reduced to a linear system if f is known exactly. Speci cally, the following control law u(t) = ;f(x(t)) + x (n) d + k T e (62) would transform the original nonlinear dynamics into a linear one: e (n) (t) + k 1 e (n;1) + + k n e = 0 (63) where k= k n : : : k 1 ] T is an appropriately chosen vector that ensures satisfactory behavior of the close-loop linear system in equation (63) . Since f is unknown, an intuitive candidate of u would be u = ;F (x, p) + x (n) d + k T e + v (64) where v is an additional control input to be determined later, F is an parameterized function (such as ANFIS, neural networks, or any other types of adaptive n e t works) that is rich enough to approximate f. Using this control law, the close-loop system becomes e (n) + k 1 e (n;1) + + k n e = ( f ; F ) + v:
Now the problem is divided into two tasks: How to update the parameter vector p incrementally so that F(x, p) f(x) f o r a l l x. How to apply v to guarantee global stability while F is approximating f during the whole process. The rst task is not too di cult as long as F, which c o u l d be a neural network or a fuzzy inference system, is equipped with enough parameters to approximate f. F or the second task, we need to apply the concept of a branch o f n o n l i n - 
The equation s(t) = 0 de nes a time varying hyperplane in R n on which the tracking error vector e(t) = e(t) _ e(t) : : : e n;1 (t)] T decays exponentially to zero, so that perfect tracking can be obtained asymptotically. Moreover, if we can maintain the following condition: djs(t)j dt ; (67) then js(t)j will approach the hyperplane js(t)j = 0 i n anite time less than or equal to js(0)j= . In other words, by maintain the condition in equation (67), s(t) will approaches the sliding surface s(t) = 0 in a nite time, and then the error vector e(t) will converge to the origin exponentially with a time constant ( n ; 1)= .
From equation (66), s can be rearranged as follows: s = ( + d dt ) n;1 e = n;1 (n ; 1) n;2 : : : 1]e: (68) Di erentiate the above equation and plug in e (n) from equation (65), we obtain ds dt = e (n) + 0 n;1 (n ; 1) n;2 ]e = f ; F + v ; k n k n;1 k 1 ]e + 0 n;1 (n ; 1) n;2 ]e (69)
By setting k n k n;1 k 1 ] = 0 n;1 (n;1) n;2 ], we h a ve ds dt = f ; F + v and djsj dt = ds dt sgn(s) = (f ; F + v)sgn(s): That is, equation (67) To sum up, if we c hoose the control law a s u(t) = ;F (x p)+x (n) d + 0 n;1 (n;1) n;2 : : : ]e;(A+ )sgn(s)
where F(x p) is an adaptive n e t work that approximates f(x) and A is the error bound, then the close-loop system can achieve perfect tracking asymptotically with global stability. This approach uses a number of nonlinear control design techniques and possesses rigorous proofs for global stability. H o wever, its applicability is restricted to feedback linearizable systems. The reader is referred to 86] for a more detailed treatment of this subject. Applications of this technique to neural network and fuzzy control can be found in 82] and 104], respectively. 
This is in fact a gain scheduling controller, where the scheduling variable is the pole length and the control action is switching smoothly between three sets of feedback gains depending on the value of the scheduling variable. In general, the scheduling variables only appear in the premise part while the state variables only appear in the consequent part. The design method here is standard in gain scheduling: nd several nominal points in the space formed by scheduling variables and employ a n y of the linear control design techniques to nd appropriate feedback gains. If the number of nominal points is small, we can construct the fuzzy rules directly. On the other hand, if the number of nominal points is large, we can always use ANFIS to t desired control actions to a fuzzy controller.
Examples of applying this method to both one-pole and two-pole inverted pendulum systems with varying pole lengths can be found in the demo programs in 31].
G. Others
Other design techniques that do not use the learning algorithm in neuro-fuzzy modeling are summarized here.
For complex control problems with perfect plant m o dels, we can always use gradient-free optimization schemes, such as genetic algorithms 22 A t ypical modeling problem includes structure determination and parameter identi cation. W e address the parameter identi cation problem for ANFIS in this paper, which is solved via the back-propagation gradient descent and the least-squares method. The structure determination problem, which deals with the partition style, the number of MF's for each input, and the number of fuzzy if-then rules, and so on, is now an active research topic in the eld. Work along this direction includes Jang Though we can speed up the parameter identi cation problem by i n troducing the least-squares estimator into the learning cycle, gradient descent still slows down the training process and the training time could be prohibitively long for a complicated task. Therefore the need to search for better learning algorithms hold equally true for both neural networks and fuzzy models. Variants of gradient descent proposed in the neural network literature including second-order back-propagation 72], quickpropagation 17], and so on, can be used to speed up training. A n umb e r o f t e c hniques used in nonlinear regression can also contribute in this regard, such as the GuassNewton method (linearization method) and the Marquardt procedure 61]. Another important resource is the rich literature of optimization, which o ers many better gradientbased optimization routines, such as quadratic programming and conjugate gradient descent.
B. Future Directions
Due to the extreme exibility of adaptive n e t works, AN-FIS can have a n umber of variants that are di erent f r o m what we h a ve proposed here. For instance, we can replace the nodes in layer 2 of ANFIS with the parameterized T-norm operator 16] and let the learning algorithm decide the best T-norm function for a speci c application. By employing the adaptive network as a common framework, we have also proposed other adaptive fuzzy models tailored for di erent purposes, such as the neuro-fuzzy classi er 94], 95] for data classi cation and the fuzzy lter scheme 96], 97] for feature extraction. There are a number of possible extensions and applications and they are currently under investigation.
During the past years, we h a ve witnessed the rapid growth of the application of fuzzy logic and fuzzy set theory to consumer electronic products, automotive industry and process control. With the advent of fuzzy hardware with possibly on-chip learning capability, the applications to adaptive signal processing and control are expected. Potential applications within adaptive signal processing in- 
