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We show, for quantum annealing, that a certain type of inhomogeneous driving of the transverse field erases first-
order quantum phase transitions in the p-body interacting mean-field-type model with and without longitudinal random
field. Since a first-order phase transition poses a serious difficulty for quantum annealing (adiabatic quantum computing)
due to the exponentially small energy gap, the removal of first-order transitions means an exponential speedup of the
annealing process. The present method may serve as a simple protocol for the performance enhancement of quantum
annealing, complementary to non-stoquastic Hamiltonians.
Quantum annealing (QA) is a quantum-mechanical meta-
heuristic for combinatorial optimization problems.1–8) Recent
studies show that QA may also be useful for sampling from a
Boltzmann-like distribution of the Ising model, and this could
lead to a novel approach to machine learning tasks.9)
One of the theoretical bottlenecks of QA is the existence of
a quantum phase transition in the course of its time develop-
ment. If the system closely follows the instantaneous ground
state, the time necessary for such an adiabatic process is pro-
portional to a polynomial of the inverse of the energy gap ac-
cording to the adiabatic theorem of quantum mechanics.10)
If a first-order phase transition exists at some point of time
evolution, the energy gap closes exponentially as a function
of the system size, and consequently the computation time
increases exponentially. This means that the problem is dif-
ficult to solve. A second-order quantum phase transition is
accompanied by a polynomially-closing gap, which does not
pose a threat to QA. It is likely that most practically interest-
ing problems of combinatorial optimization have a first-order
phase transition as long as they are formulated in terms of the
conventional transverse-field Ising model suitable for QA. It
is therefore imperative to find ways to mitigate this serious
problem of first-order phase transitions.
There have been a number of attempts in this direction,
among which the use of non-stoquastic Hamiltonians is a
prominent example11–14) although its hardware realization is
non-trivial. In the present paper, we analyze another simpler
approach of inhomogeneous driving of the transverse field, in
which the strength of the transverse field is turned off sequen-
tially from one spin to the next.
Rams et al. showed, partly analytically and mostly numer-
ically, for the one-dimensional transverse-field Ising model
with random interactions that an inhomogeneous field driv-
ing yields better results for the residual energy than the
conventional uniform driving does.15) We show analytically
for mean-field-type models that inhomogeneous driving can
completely remove quantum phase transitions and thus expo-
nentially accelerate QA. This result holds even for those mod-
els in which the method of non-stoquastic Hamiltonians does
not work.
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The first problem that we discuss is the simple p-spin
model,16–20)
Hˆ0 = −N
 1N
N∑
i=1
σˆz
i

p
, (1)
where p is an integer greater than or equal to 2. The num-
ber of spins (sites or qubits) is denoted as N, and σˆz
i
is the z
component of the Pauli operator for the ith spin.
In traditional QA, we add a transverse field to the above
classical Ising Hamiltonian, which is identified as the cost
function in the context of combinatorial optimization. Then
the total Hamiltonian reads
Hˆ(s) = sHˆ0 − (1 − s)
N∑
i=1
σˆxi , (2)
where σˆx
i
is the x component of the Pauli operator and s is a
time-dependent parameter to control the evolution of the sys-
tem. The adiabatic process of QA starts from s = 0 at time
t = 0 and ends with s = 1 at time t = t0. It is known that
the present system (2) undergoes a first-order quantum phase
transition at zero temperature if p ≥ 3.16) The minimum en-
ergy gap∆ of Eq. (2) between the ground state and the first ex-
cited state decreases exponentially as a function of the system
size N at the transition point. Consequently, the computation
time t0 for adiabatic evolution grows exponentially according
to the adiabatic condition of quantum mechanics,10)
t0 ≫
∣∣∣∣∣∣〈1|dHˆdt |0〉
∣∣∣∣∣∣
∆2
, (3)
where |0〉 and |1〉 are the instantaneous ground state and the
first excited state, respectively. It is therefore necessary to find
ways to reduce the rate of gap closing from an exponential
function, ∆ ∝ e−aN (a > 0), which is characteristic of first-
order transitions, to a polynomial∆ ∝ N−b (b > 0) for second-
order transitions, or even better, to a constant.
With this goal in mind, we modify the total Hamiltonian to
Hˆ(s, τ) = sHˆ0 −
N(1−τ)∑
i=1
σˆxi , (4)
where τ is an additional time-dependent parameter satisfying
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0 ≤ τ ≤ 1. In the traditional case of Eq. (2), the transverse
field is applied to all spins uniformly, and its amplitude 1 − s
is decreased as a function of time as s increases from 0 to 1. In
the new formulation (4), both s and τ are controlled as func-
tions of time, starting from s = τ = 0 at t = 0 and ending with
s = τ = 1 at t = t0. The initial Hamiltonian, therefore, has
just the transverse field, and the final Hamiltonian is the Ising
model Hˆ0, both in agreement with the traditional protocol.
Equation (4) indicates that the transverse field is applied
only to N(1− τ) spins, and this number decreases as time pro-
ceeds with τ increasing towards 1. In other words, the trans-
verse field is turned off one by one, starting from spin i = N
and ending with spin i = 1 at τ = 1. In this way, the transverse
field is driven inhomogeneously.
Strictly speaking, the parameter τ can take only discrete
values for finite N, since the upper limit of the summation
in Eq. (4), N(1 − τ), should be an integer. In addition, if we
suddenly turn off the transverse field applied to a site, as im-
plied in Eq. (4) with discrete values of τ, the derivative of
the Hamiltonian in the numerator of the adiabatic condition
(3) diverges. This problem can be circumvented by using a
continuous, piecewise-differentiable function to represent the
strength of the transverse field for each spin. We defer the dis-
cussion on this point to the last part of the paper and proceed
to the presentation of our results for the Hamiltonian (4).
It is straightforward to solve the equilibrium statistical me-
chanics of the Hamiltonian (4) by the standard method of
Trotter decomposition and the static approximation.16–19) The
resulting free energy at finite temperature is
f (m; s, τ)
= (1 − τ)
{
(p − 1)smp − T log 2 coshβ
√
(spmp−1)2 + 1
}
+ τ
{
(p − 1)smp − T log 2 cosh(βspmp−1)
}
, (5)
where m is the order parameter for magnetization along the z
axis, and β is the inverse temperature. The zero-temperature
limit of this free energy is
f0(m; s, τ) = (1 − τ)
{
(p − 1)smp −
√
(spmp−1)2 + 1
}
+ τ
{
(p − 1)smp − spmp−1
}
, (6)
where we assume m ≥ 0. Minimization of this zero-
temperature free energy with respect to m leads to the phase
diagram depicted in Fig. 1. For a given value of p, there exists
a line of first-order phase transitions extending from a point
on the axis τ = 0 towards the middle of the phase diagram. It
is remarkable that all these lines terminate before they reach
one of the axes, s = 0 or τ = 1. Thus, there exists a path which
starts at s = τ = 0 and ends at s = τ = 1 without encounter-
ing a phase transition. This means that we can avoid phase
transitions altogether, both first order and second order, and
consequently the energy gap stays constant even in the limit
of large N.
The location of the critical point sc, τc, where the line of the
first-order transitions terminates for a given value of p, can be
identified analytically by using the standard Landau theory of
phase transitions, i.e., by the condition that the coefficients of
the expansion of the free energy (6) around its minimum at
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Fig. 1. (Color online) Ground-state phase diagram. Each line represents a
series of first-order phase transitions for a given value of p.
m = mc vanish to third order.
21) The result is
τc =
1
1 +
√
27(p − 1)
4(p − 2)3
, sc =
1
pm
p−1
c
√
1 − m1c2/m1c
, (7)
where m1c =
√
(p − 2)/(3(p − 1)) and mc = τc + (1 − τc)m1c.
This equation shows that the critical point is located in the
middle of the phase diagram for any finite p (≥ 3), which
means that there exists a path connecting the starting and end-
ing points, s = τ = 0 and s = τ = 1, respectively, without
crossing a phase transition.
To reinforce this conclusion, we calculated the energy gap
both analytically and numerically. Since the system is of
mean-field-type and is therefore semi-classical, it is straight-
forward to apply the well-established technique to evaluate
quantum fluctuations around the classical state.19, 22) To be ex-
plicit, we adopt the parameterization of a path τ = sr connect-
ing s = τ = 0 and s = τ = 1 with a parameter r to control the
shape of the path. We rewrite the Hamiltonian (4) in terms of
two giant spin operators,
Sˆ
z,x
1
=
1
2
N(1−sr )∑
i=1
σˆ
z,x
i
, Sˆ
z,x
2
=
1
2
N∑
i=N(1−sr )+1
σˆ
z,x
i
(8)
as
Hˆ(s, τ) = −sN
{
2
N
(
Sˆ z
1
+ Sˆ z
2
)}p − 2Sˆ x1. (9)
We regard these operators as classical vectors in the zeroth
approximation for sufficiently large N, and subsequently take
into account the quantum fluctuations around the classically
stable directions via an expansion of the Holstein-Primakoff
transformation to the quadratic order in boson operators, pre-
cisely as is done traditionally.19, 22) The result is
Hˆ(s, τ = sr) ≈ Ne + γ + δ
2
(√
1 − ǫ2 − 1
)
+ ∆1bˆ
†
1
bˆ1 + ∆2aˆ
†
2
aˆ2,
(10)
where e is the classical ground-state energy per spin and ∆1
and ∆2 represent the quantum fluctuations. These and other
symbols in the above equation are defined in terms of the orig-
inal parameters as
e := −s{sr + (1 − sr) cos θ0}p − (1 − sr) sin θ0, (11a)
δ := ∆2 cos θ0 + 2 sin θ0 + 2γ, (11b)
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Fig. 2. (Color online) Energy gap as a function of s(= τ) for p = 3 by
semiclassical analysis (a) and numerical diagonalization (b). The latter in-
cludes the result for the first excited state by the semiclassical analysis in
(a).
γ := −1
2
sp(p − 1){sr + (1 − sr) cos θ0}p−2(1 − sr) sin2 θ0,
(11c)
∆2 := 2sp{sr + (1 − sr) cos θ0}p−1, (11d)
ǫ := −2γ
δ
, (11e)
∆1 := δ
√
1 − ǫ2, (11f)
where the angle θ0 is chosen to minimize the energy e. The
energy gap between the ground state and the first excited state
is the smaller among ∆1 and ∆2. In Fig. 2, we show ∆1 and ∆2
as functions of s under the parameterization τ = sr for p = 3
and r = 1, which is a path that avoids the line of the first-order
phase transitions in the phase diagram (Fig. 1). In the present
case, ∆2 is the lowest energy gap, which is in very good agree-
ment with the results of the direct numerical diagonalization
for finite systems with N up to 100. It should be noted that
the above semi-classical analysis gives the energy gap in the
large-N limit. We therefore safely conclude that the phase di-
agram in Fig. 1 properly describes the system behavior in the
limit of large system size.
Essentially the same result is obtained for the random-field
Ising model
Hˆ0 = −N
 1N
N∑
i=1
σˆz
i

p
−
N∑
i=1
hiσˆ
z
i
, (12)
where the longitudinal hi is applied to each site i, whose dis-
tribution is either binary hi = ±h0 or Gaussian, both with a
vanishing mean. It is known that this is a difficult problem
for QA in the sense that even the introduction of an XX in-
teraction, which makes the Hamiltonian non-stoquastic, fails
to reduce first-order transitions to second order, in contrast to
the simple p-spin model without randomness, Eq. (2).23)
We analyzed this problem by the same method as above,
and a part of the results is displayed in Fig. 3. It clearly shows
that the first-order transition in the case of a uniform field (Eq.
(2)) and an inhomogeneous field τ = sr with r = 3 disappears
when r = 1.We observed similar phenomena for various com-
binations of the parameters, p, r, and h0 as well as the vari-
ance of the Gaussian distribution. Since the entire set of data
is extensive, we defer presentation of them to a subsequent
paper and just state here that the inhomogeneous driving of
the transverse field succeeds in removing the first-order phase
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Fig. 3. (Color online) Magnetization as a function of s under the param-
eterization τ = sr as well as the case of Eq. (2) for the random-field Ising
model with p-body interactions with p = 3 and the strength of the random
field h0 = 0.5. The first order transition that exists when Eq. (2) and r = 3
disappears for r = 1.
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Fig. 4. (Color online) Continuous function Γi(s) to interpolate a finite
transverse field and a vanishing field at each i.
transitions for a wide range of parameters in the random-field
Ising model.
Let us now turn our attention to the way the transverse field
is driven as a function of time. In Eq. (4), the transverse field is
turned off one by one starting from site N ending at site 1, dis-
cretely under the assumption that τ takes discrete values such
that the upper bound of the summation N(1 − τ) is an integer.
This makes the theoretical analysis easier but is not necessar-
ily very desirable from the viewpoint of the adiabatic condi-
tion. In Eq. (3), a sudden change of the Hamiltonian leads to
a divergent numerator. This problem can be circumvented as
follows.
Under the parameterization τ = sr , we use the following
form of the coefficient of the transverse field, instead of the
second term of Eq. (4),
Vˆ(s) = −
N∑
i=1
Γi(s)σˆ
x
i , (13a)
Γi(s) =

1 if s < si,
N(1 − sr) + (1 − i) if si ≤ s ≤ si−1,
0 if si−1 < s,
(13b)
where si = (1 − i/N)1/r. As depicted in Fig. 4, Γi(s) is a con-
tinuous, piecewise differentiable function. Its maximum slope
is proportional to N. In the limit N → ∞, the present inhomo-
geneous driving reduces to the previous case of Eq. (4), since
the separation between si−1 and si shrinks to zero. The time
derivative of the Hamiltonian is proportional to N2, and the
computation time for an adiabatic process is proportional to
N2 with a finite value of energy gap for an appropriately cho-
3
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Fig. 5. (Color online) Energy gap for two types of driving of the transverse
field with p = 3 and τ = s. The dots are for the discrete driving of Eq. (4) and
the continuous curves are for Eq. (13).
sen value of r.
We have confirmed the above reasoning by comparing the
energy spectra for the two types of inhomogeneous driving,
Eqs. (4) and (13). The result for the energy gap is shown in
Fig. 5, where the dots denote the energy eigenvalues for Eq.
(4) and the continuous curves are for Eq. (13). It is very plau-
sible that the two cases coincide when N is sufficiently large.
We are therefore confident that our analysis usig Eq. (4) is
legitimate.
We have shown that inhomogeneous driving of the trans-
verse field can remove first-order phase transitions of the
transverse-field Ising models which exist in the case of a uni-
form transverse field. This leads to an exponential speedup of
QA, because the energy gap remains finite even in the limit
of large system size. We have analyzed the simple case of the
uniformly interacting p-spin model as well as the random-
field Ising model. It is not easy to understand intuitively why
such a simple protocol is effective in removing phase transi-
tions. One of the possibilities may be that a phase transition is
a cooperative phenomenon involving all degrees of freedom,
and inhomogeneity of the field would jeopardize the coopera-
tion between different parts of the system. If this crude picture
captures some of the essential features of the present scheme,
a similar phenomenon might be observed in more complex
systems, such as spin glasses with finite connectivity (e.g. in
finite spatial dimensions). It would be worth the effort to study
many other cases. The present scheme is also attractive from
an experimental perspective, since the implementation should
be easier than that of non-stoquastic Hamiltonians involving,
e.g., XX interactions.
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