The scattering of a wave from a periodic rough surface in two dimensions is considered. The proposed method is based on the use of a conformal mapping and of the multimodal admittance method. The use of the conformal mappings induces a spatially varying refractive index and transforms the boundary condition on the rough surface into a boundary condition on a flat surface. Then, the multimodal admittance method reduces this problem to a Riccati equation for the modal admittance matrix, which is solved numerically with a MagnusMöbius scheme. The method is shown to converge exponentially with the number of Fourier modes. The method also allows to find geometries having trapped modes, or quasi-trapped modes, at a given frequency, by looking at singularities, or quasisingularities, of this Riccati equation. Besides, a simple perturbation expansion, based on a small roughness approximation, is developed.
Introduction
The scattering of a wave by a rough surface is a subject which has been intensively studied in acoustics but also in optics and electromagnetism. As a result, a very large literature exists on the subject, including several books which deal with this topic (for instance [1] [2] [3] ). Introduced by Nevière & Cadilhac [4] , and then used by other authors (for instance [5] [6] [7] ), one approach consists in using a conformal mapping. Despite being an old mathematical tool, conformal mappings still remain the object of recent and active research works [8] [9] [10] and are now used in different domains of physics. In our case, a conformal mapping is used to first simplify the boundary value problem of the Helmholtz equation: the rough surface is transformed into a flat surface, whereas the bulk Helmholtz equation is not altered drastically. where k = ωD/2π c is the dimensionless wavenumber and where XY and V XY are the Laplacian and the gradient operators with respect to the (X, Y) variables, and n is the unit normal vector to C XY . The most challenging issue to solve equations (2.1) comes from applying the boundary condition on C XY . The method chosen in this paper to overcome this difficulty is to use a conformal mapping to map this rough surface C XY to the flat surface C xy = {(x, 0) | x ∈ [0, 2π ]}, as represented in figure 1b. More precisely, the conformal mapping is an analytic function of the complex variable z = x + iy to the variable Z = X + iY Z = Ω(z), (2.2) where Ω is a periodic function of the form
3)
The analytic function f satisfies f (0) = 0, so that the mapping tends to the identity for y → ∞ (e iz → 0), and the effect of the mapping is localized near the boundary at y = 0. The mapping function Ω maps the computational plane (x, y), in which the problem will be solved (figure 1b), to the physical plane (X, Y), in which the problem is initially stated (figure 1a). It transforms the Laplacian operator in equation (2.1a) into another Laplacian operator
where xy is the Laplacian operator with respect to the (x, y) variables. Defining n(x, y) = dZ dz , (2.5) and rewriting the original bulk equation (2.1a) in terms of the (x, y) variables results in another Helmholtz equation
where n(x, y) acts as an equivalent spatially varying index. Importantly, as a conformal mapping locally conserves angles, the boundary condition (2.1b) simply reduces to This new problem, composed of equations (2.6) and (2.7), is equivalent to equations (2.1) and involves boundary conditions imposed on a simpler geometry. Note that the method we present here could also be applied for carpet cloaking with varying index as in [19] . Eventually, the mapping moved the difficulty arising from the complex boundary condition into the bulk equation, resulting in a spatially varying index Helmholtz equation. However, this new difficulty can be treated very efficiently with a multimodal method. Moreover, as explained in the next sections, the particular form of the varying index n that we obtain here is well suited for a multimodal method and for a simple asymptotic approach. The total field Φ is now split into the sum of an incident field ϕ in and of a scattered field ϕ
The incident field is supposed to be of the form of a plane wave in the physical plane
with α 2 0 + β 2 0 = k 2 . As it satisfies itself, the original Helmholtz equation (2.1a), it also satisfies equation (2.6). Owing to the 2π -periodicity of the mapping function in the x-direction, and to the form of the incident field, we assume that the total field, and in particular the scattered field, are quasi-periodic in the x-direction 10) and the problem can be solved on the semi-infinite vertical strip [0, 2π ] × [0, +∞). The scattered field thus has to satisfy the problem
and
These equations still lack a radiation condition at y = +∞ to obtain a well-posed problem. As the mapping function is supposed to tend to the identity for y → +∞, this radiation condition is the same as in the physical plane (X, Y), that is, the scattered field represents outgoing waves (this condition will be defined more precisely in §3). The problem (2.11) can be viewed as a waveguide in the y-direction with periodic boundary condition and is solved with a multimodal method [11, 13] .
Multimodal resolution
In this section, a method to solve equations (2.11), based on the multimodal method, is presented. The scattered field ϕ is first decomposed as a Fourier series
where
with α n = α 0 + n. If we define the vector ϕ(y) = (ϕ n (y)) n∈Z , containing the mode amplitudes, the projection of equation (2.11a) on the basis of the g n functions yields the second-order equation where K = (β n δ n,m ) (n,m)∈Z 2 is the diagonal matrix composed of the β n = k 2 − α 2 n (where the square root has positive real or imaginary parts), and Γ (y) = (Γ n,m (y)) (n,m)∈Z 2 is the full matrix composed of the coupling coefficients
These Γ n,m coefficients are due to the varying index and are responsible for the coupling between the Fourier modes. To rewrite equation (3.3) in the form of a first-order ordinary differential equation, we introduce the derivative of ϕ in the direction of the waveguide 5) and, as we did for ϕ in equation (3.1), we expand it as a Fourier series
and define the column vector ψ(y) = (ψ n (y)) n∈Z . Then, equation (3. 3) is rewritten as the first-order ordinary differential equation
This equation cannot be directly integrated numerically because of the presence of evanescent modes which are responsible for exponential divergence of the error [11, 13] . Besides, it cannot be integrated as an initial value problem because the boundary conditions are imposed, respectively, at y = 0 and at y = +∞. Following the method proposed in [11, 13] , we introduce the admittance matrix Y, defined by the relation ψ = Yϕ, (3.8)
which can be seen as a matrix formulation of the Dirichlet to Neumann operator. The equation governing the variation of the admittance matrix along the waveguide is obtained by inserting its definition (3.8) into equation (3.7) . This gives the Riccati equation on the admittance matrix Y (similar to the Dirichlet to Neumann operator)
This ODE of order 1 can be integrated as an initial value problem with one initial condition. As we have the outgoing radiation condition on ϕ and as Γ is zero at infinity, the initial condition on Y is simply
Once the admittance matrix is known, to compute the scattered field ϕ, equation (2.11c), the boundary condition at the wall, has also to be projected on the modes g n . This projection in the computational plane yields
From equation (3.11) , and knowing the admittance matrix at zero Y(0), the initial value ϕ(0) can directly be obtained, and the field can be computed everywhere.
(a) Numerical integration
In practice, the infinite series has to be truncated. The question of the convergence depending on the number of modes retained in the truncation is discussed later in §6. The initial condition on the admittance is imposed at a point y = L, where L is sufficiently large so that Γ (L) can be neglected in comparison with K. Since we use a mapping that tends exponentially to the identity, L can have a reasonable value. The admittance matrix is computed numerically with a Magnus-Möebius scheme [13] . To keep the paper self-contained, we remind here the principles of the numerical integration presented in [13] . The y-axis is discretized backward into M pointsỹ n from the radiating end of the waveguide at y = L to the boundary at y = 0, so that L =ỹ 1 >ỹ 2 > · · · >ỹ M = 0. The initial condition (3.10) is then applied at y = L so that Y(ỹ 1 ) = iK. The Magnus-Möbius scheme relies on equation (3.7) and yields the following numerical scheme: 12) where the expression of the matrix Ω depends on the order retained for the scheme. For the order 2 scheme, its expression is
where h n =ỹ n+1 −ỹ n and H is the matrix appearing in the right-hand side of equation (3.7). For a detailed expression of the scheme at order 4, see [13] . Inserting the definition of the admittance matrix into equation (3.12) shows that it can then be computed with the scheme 14) where the matrices E j are the elements of the matrix exponential e Ω(ỹ n ) identified by
Note that the scheme (3.12), and the calculation of the e Ω(ỹ n ) matrices, actually means computing the resolvent operator of the problem (3.7).
Once the admittance matrix Y is computed, we move on the initial condition on the scattered field (3.11) that is computed numerically as it may be very difficult to compute it analytically. The Chebfun package [20] , based on Chebyshev expansions [21] , is used here and it provides a rapid and accurate computational tool to evaluate the integral in equation (3.11) . With the computed value of Y(0) and the boundary condition (3.11), a complete set of initial values for ϕ(0) and ψ(0) at y = 0 is obtained. Eventually, the field is calculated by again using scheme (3.12) but in the reverse direction from y = 0 to y = L. Note that the expression of the exponential matrices in (3.12) has already been computed during the integration of Y and, as said before, corresponds in fact to the resolvent operator of the problem (3.7). It is therefore very convenient to store in memory this resolvent operator, as it allows us to compute easily the solution to any other initial condition.
For y > L, as there is no more coupling between the modes, the scattered field becomes a sum of plane waves
and so can be computed very easily once the solution is known between y = 0 and y = L.
Conformal mappings
Consider, as an example, the simple mapping
which describes a crest (more precisely a cycloid). This crest is centred on X = π when a is real, as in figure 2a for which the value a = 0.9 has been used. The parameter a must fulfil |a| < 1 as otherwise the mapping ceases to be bijective. As explained in the preceding section, the conformal mapping is a tool to transform a complicated geometry into a simpler geometry. In this case, it maps the straight grid in the computational (x, y) plane in figure 2b into the deformed grid in the physical (X, Y) plane in figure 2a. The rough boundary from figure 2a is the image of the straight line y = 0 from figure 2b. The price we have to pay for this simplification is the introduction of a space-dependent refractive index n in the Helmholtz equation (2.11a), that leads to equation (2.11a ). This refractive index n is represented in figure 2b. It can be observed that higher values of n are localized near the points on the boundary which are farther, near X = 0 and X = 2π .
The use of conformal mappings allows us to describe a large variety of geometries. For instance, figure 3 shows some geometries that can be obtained with simple conformal mappings. The method described in the preceding section can then be applied directly using these mappings.
However, given a particular boundary geometry, the major difficulty of the method is to find the appropriate mapping to model the boundary. Some methods exist to determine the mapping depending on the type of the boundary. Floryan proposed a method which can handle boundaries made of successive straight segments [22] . In this paper, we focus on a particular mapping based on a Fourier series
This conformal mapping has already been used in the literature, for instance in [4, 6, 7] , for boundaries that can be described by a real function under the form
meaning that the boundary corresponds to the curve Z = X + ih(X). Some methods have been developed to determine the μ p coefficients. One of these methods [23] relies on three steps: mapping the flat boundary into the unit circle, then mapping this unit circle into a rough circle that is eventually mapped into the rough surface. In the following, we use the iterative method proposed more recently by Vandembroucq & Roux [24, 25] , which we reproduce hereafter. This method has the advantages of being very simple yet efficient. The problem to solve is to determine the μ p coefficients such that
An order 0 component μ 0 , responsible for a constant shift of the mapping, could also be considered, but we do not take it into account here without loss of generality for the sake of simplicity. Equation (4.4b) shows that the μ p can be obtained
by computing the Fourier transform of h(X(x)). The problem is that we know the function X → h(X) but we do not know x → h(X(x)).
However, for moderate μ p values, equation ( 
where one of these mappings fulfils condition (4.5) so that this method can be applied. Note that the crest mapping (4.1), of which an example is represented in figure 2 , is actually the simplest form of the general mapping (4.2). Indeed, it corresponds to the case where all the μ p are null except μ 1 = −ia. Figure 4 shows two other examples of geometries modelled with this mapping and that are used in the following section. The first one, in figure 4a , is a randomly generated rough surface, whose coefficients μ p are given in table 1. The second one, in figure 4b, is an almost parabolic reflector which is composed of a parabola of equation
and of a polynomial prolongation to obtain a smooth surface. The distance d represents the width of the parabolic section in the X direction, and f 0 is the focal length. Coefficients μ p are given in table 2.
In the following, we will focus on four particular geometries, a geometry being the given set of a conformal mapping and of its parameters. Three of them are obtained with the mapping (4.2) with different parameters. We will refer to the geometry in figure 2 with a = 0.9 (or μ 1 = −0.9i) as to the crest geometry. Geometries in figure 4a,b will be named rough geometry and parabolic geometry, respectively. The geometry from figure 3a, which is obtained with the mapping
with parameters a = 0.02 and b = 1.05, will be called the cavity geometry. The expression of the coupling matrices corresponding to these mappings are given in the appendix. 
Applications
As a first example of application, we consider the simple case of the crest geometry. The modulus of the total field Φ is represented on figure 5a for k = 20.3 and for an incident field given by (2.9) with α 0 = 20 (α 0 /k = 0.99). This geometry corresponds to a high-frequency wave with near grazing angle. It can be noted that this method efficiently predicts the shadowing effect at the bottom right of the crest. The case of the parabolic reflector from figure 4a is shown in figure 5b at k = 40.3 for an incident wave with normal incidence (α 0 = 0). It can be seen that the scattered wave focuses at the point (π/2, f 0 ). Finally, the case of the rough surface proposed in figure 4b is treated in figure 6 with k = 5.3 and α 0 = 4 (α 0 /k = 0.76), in a case where the incident wave and the surface roughness have comparable typical length scales.
Numerical considerations
The accuracy of the result given by the proposed method depends on different parameters and is subject to several error sources. The first source of error comes from the initial condition (3.10) on the admittance matrix Y, where this impedance matrix is approximated by the characteristic admittance Y c at y = L. The error due to this approximation decreases exponentially as L increases. In all the figures shown before the value L = 4π has been used and gives very good results. The second source of error comes from the Möbius Magnus integration scheme and depends on the strategy retained for the discretization of the y-axis. A strategy with an adaptive step is detailed in [15] . The third source of error is due to the numerical integration of the initial condition on the scattered field (3.11). In the present work, the Chebfun package has been used. Its precision has been estimated by comparing ψ n (0) and ψ −n (0) in cases of symmetric geometries with normal incident wave, for which, theoretically, ψ n = ψ −n . It appears that the precision is therefore of the order 10 −15 , which is the computer precision. Eventually, the last and most important source of error is due to the mode truncation. The number of Fourier modes which has to be retained depends on both the frequency and on the mapping used. In all cases, all the propagative modes have to be kept. But for the calculation to converge, a certain number of evanescent modes has also to be considered. A pragmatic way to see if such a method has converged is to compare results obtained with different number of modes in mode truncation [11, 26] .
To study the effect of the truncation on the convergence, we consider as a test case the crest geometry. We consider here a frequency k = 2.3, and a vertical incident wave α 0 = 0, with L = 8π and n y = 8500 points on the y-axis. At this frequency, there are five propagative modes (from n = −2 to +2). We performed four computations with different modal truncations, first retaining only these five propagative modes, and then adding 2, 4 and 56 evanescent modes. The contours of the modulus of the total field are represented in figure 7a-d for each modal truncation, respectively. No particular difference can be noted between figure 7c,d, meaning that the method converged with four evanescent modes. To provide a more careful analysis, we propose here an estimation of the rate of convergence depending on the number of modes. The contribution of a mode relies on the ϕ n coefficients, which are by definition
where ϕ is the exact solution. Integrating by parts repeatedly equation (6.1), and using the definition of the modes and the pseudo-periodicity boundary condition (2.11b) show that
It follows that if we suppose that ϕ and all its derivatives are quadratically integrable functions, then
where the L 2 norm applies with respect to the x variable. This means that the ϕ n coefficients converge more rapidly than every power of n, that is, they converge exponentially. Figure 8 displays the modulus of the modal amplitudes at the origin |ϕ n (0)|, showing the exponential convergence (note the logarithmic scale for the ϕ n on the figure) . From mode 15, the amplitudes reach the level of the error on the initial condition and become dominated by roundoff errors (here around 10 −16 ).
(a) Energy flux
A last tool to evaluate the accuracy of the method is to check the conservation of the energy flux across a surface y = const. [27] . Thanks to the modal formulation and to the conformal property of the mapping, this energy flux can be very easily obtained numerically where the star superscript stands for conjugate transpose. Actually, the multimodal method preserves the energy flux. To verify this conservation property, we just have to take the derivative of W d dy W(y) = Im{ψ ϕ + ψ ϕ }, (6.5) and using equation (3.7) we obtain
Note that the Γ matrix is self adjoint, as can be seen from equation (3.4) defining its coefficients. Furthermore, K 2 is a real diagonal matrix so that W (y) = 0. It shows that the multimodal resolution preserves the conservation of the energy flux W. It is true even when the expansion is truncated at a finite number of modes as can be seen in equation (6.6).
Quasi-trapped modes
As mentioned earlier, the Riccati equation (3.9) is known to possess movable (quasi-) singularities.
As pointed out in [13] , these singularities turn out to be an efficient way to find trapped modes as is explained hereafter. Such quasi-singularities can be found for instance in the cavity geometry As λ c → ∞ at y = y c (and ϕ and ∂ y ϕ are finite), we obtain that
The associated field is therefore (quasi-) null on the line y = y c , while not being the trivial identically null solution (because ∂ y ϕ is not null). This means that this field (quasi-) fulfils a Dirichlet boundary condition on y = y c . As this field is by construction a solution to equation (2.6) only composed of outgoing waves, it is a trapped mode of the flat surface y = y c (or surface wave). This flat surface y = y c in the computational plane corresponds to a rough surface (or at least a non-flat surface) in the physical plane ((X, Y) variables). Therefore, the corresponding solution in the physical plane is a trapped mode of that rough surface. Eventually, we obtain that for each (quasi-) singularity, it is possible to exhibit a trapped mode of the rough surface that is the image of the line y = y c by the mapping function Ω. The three quasi-trapped modes associated to the quasi-singularities from figure 9a,b are represented in figure 10 . We can see that, indeed, the energy is localized inside the cavity. Scanning the y-axis looking for singularities constitutes one method to find such geometries having trapped modes. Note that to apply this method, the frequency k has been chosen, so that this method also permits us to find these geometries as a function of a given frequency, rather than finding the frequencies at which trapped modes exist for a given geometry. In the same manner, the (quasi-) zeros of the eigenvalues of Y can be used to find geometries having trapped modes with respect to the Neumann boundary condition (rigid wall). In that case, we consider this time an eigenvalue λ 0 which becomes (quasi-) zero at y = y 0 λ 0 → 0 at y = y 0 .
(7.6) Let φ 0 be its associated eigenvector, then, the solution ϕ with initial condition
is such that 8) and the associated field (quasi-) satisfies a Neumann boundary condition on the line y = y 0 . As these (quasi-) zeros of Y corresponds to (quasi-) singularities of the impedance matrix Z = Y −1 , the same method can be applied by considering the highest eigenvalue ν max (y) of all eigenvalues ν m (y) of the Z matrix. Figure 11a -d shows three examples of these trapped modes obtained by using the cavity geometry, the crest geometry and the rough geometry, respectively. To have a better understanding of how to find these trapped modes, it is interesting to follow the associated singularities of the Y and Z matrices depending on k and y. Figure 12a shows the evolution in the (k, y) plane for the cavity geometry of the modulus of the highest eigenvalues λ max (y) of the admittance matrix Y. Quasi-singularities correspond to dark areas and form structures resembling curved lines. They also evolve towards lower values of k as y is close to zero. The integration of the Riccati equation (3.9) for k = 2.9 and α 0 = 0 consists in fact in examining the (k, y) plane along the vertical line k = 2.9 (dashed line). Doing this, we found the three quasi-singularities from figure 9a,b, here represented by cross marks. Note that a third dimension could be added by considering the variation of α 0 . Similar phenomena happen when considering the highest eigenvalue ν max (y) of the impedance matrix Z in figure 12b . The cross mark represents the quasi-singularity corresponding to the quasi-trapped mode from figure 3a. The singularities of the impedance matrix Z also form curved line structures. They however seem to have a particular behaviour as these lines connect to the singularities due to the cut-off frequencies of the transverse modes of the waveguide for y → ∞. A simple interpretation of this phenomenon could be linked to the fact that a mapping transforms the horizontal straight lines y = const. to curved lines so as to match the rough boundary at y = 0. These horizontal straight lines, which are 2π long, have a lower length than their image. The more y is close to zero, the higher is the difference of length between the straight lines and their images. As a result, the cutoff frequencies, and the associated singularities, is supposed to move to lower frequencies when y tends to zero. This is when one of these singularity can cross the vertical path of integration k = const. The fact that the frequencies of the trapped mode tend to the cut-off frequencies might be not surprising. Indeed, a similar phenomenon is known in water channels. For α 0 d = π (d being the width of the channel), an obstacle at the centre allows the existence of water waves trapped modes. For a cylindrical obstacle, it has been shown that as the diameter of the obstacle tends to zero, the frequency of the trapped mode tends to the cut-off frequency of one of the mode of the channel [28] . figure 11a . (Also represented here by a '×' mark). We remark that quasi-singularities of Z, seem to be connected in the (k, y) plane to the singularities due to the cut-off frequencies of the unperturbed straight waveguide. We expect therefore to find more easily trapped modes (with respect to the Neumann boundary condition) at frequencies slightly lower than one of these cut-off frequencies. (Online version in colour.)
Asymptotic approach
We propose in this section an asymptotic approach based on a small roughness approximation, to obtain the first order of the scattered field. For this, we consider the case of the mapping (4.2). Its particular form based on a Fourier series makes that the coupling matrix has a relatively simple form, that will play a crucial role in the derivation of the asymptotic solution. The mapping (4.2) is first rewritten under the form
where max p |η p | = 1, and where the real parameter ε > 0 represents the amplitude of the roughness. Considering a small roughness for which ε 1, the coupling coefficients Γ n,m (see equation (A 3) in appendix A(a)) are at first order in ε
Hence, equation (3.3) , which determines the modal amplitudes ϕ n together with the initial condition (3.11), becomes at leading order After some algebra, we also obtain for the initial condition (3.11)
where λ p = β 0 + ip and γ 0 = α 0 − iβ 0 . We therefore look for a solution under the form of an ε power series where the A n are obtained from the initial condition (8.4) retaining again terms of order 1. This yields
which is the solution of the unperturbed problem (plane boundary) and can be seen as a (sort of) specular reflection. Now, in order to obtain the order ε component ϕ {1} n , we consider again equation (8.3) but retaining this time only the terms of order ε. This yields where, again, the B n are determined by the initial condition. To do this, we identify the derivative of equation (8.10 ) with the component of order ε in equation (8.4) . This yields
Thus, the final form of the scattered field is given by Note that as the λ n have a positive imaginary part, the two exponentials involving the λ n vanish in the far field. Figure 13 shows a comparison of the total field computed by this perturbative method and by the numerical method developed in the first part of this paper. We considered here a crest geometry Ω(z) = z − εi e iz with ε = 0.1. We can see that the perturbative method is able to give a good result in comparison to the numerical method. Figure 14 corresponds to the ε = 0.3, where some discrepancies appear.
Eventually, the asymptotic solution in equation ( simplifications in the derivations of this asymptotic solution. Eventually, the scattered field ϕ is itself a Fourier series in the x-direction, whose coefficients have a very simple dependence on the η p . Therefore these η p coefficients can be simply extracted from the scattered field by computing its Fourier transform along x. This could constitute a sequel to this work.
Concluding remarks
A method to compute the scattering by an infinite periodic rough boundary has been presented. The method we proposed in this paper requires no assumption on the relative orders of the characteristic lengthscale of the boundary geometry and of the wavelength. The central idea of the proposed method is to use a conformal mapping to move the mathematical difficulty from the boundary condition into the bulk equations. Eventually, the problem can be seen as a straight waveguide with periodic boundary condition, leading to a Helmholtz equation with a spatially varying index. This new problem is solved with the multimodal impedance matrix method, resulting in a Riccati equation governing the variation of the impedance matrix along the waveguide. This formulation allows an exponential convergence with the number of modes and conserves the energy flux along the waveguide. Three illustrations of our method have been given. Incidentally, the formulation presented in this paper also allowed to develop a simple perturbative approach, that gives the first order of the scattered field under a small roughness assumption. The integration of the admittance matrix, which is the core of the multimodal method, is subject to quasi-singularities of the admittance matrix. These quasi-singularities turn to be very useful to find geometries having quasi-trapped modes. They form structures resembling curved lines in the (k, y) plane. A quasi-trapped mode can then be found when one of these curved lines crosses the line k = const. corresponding to the considered frequency. These quasi-singularities move towards lower values of k near the boundary due to the strong effect of the mapping in this region. The particularity of this method is that it provides the geometry having a quasi-trapped mode as a function of the frequency, instead of finding the frequencies at which a quasi-trapped mode exist inside a particular geometry.
