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ABSTRACT
We introduce a novel approach to tackle iconic linear map-
ping between two images. We adopt a grid-based parametriza-
tion of the deformation field that is encoded by a higher order
graphical model. In the proposed formulation, latent vari-
ables correspond to local grid displacement vectors and unary
potentials locally quantify the level of alignment between the
two images. Higher order constraints that involve third and
forth order potentials, enforce the linearity of the resulting
transformation. The resulting formulation is modular with
respect to the image metric used to evaluate the correctness
of mapping as well as with respect to the nature of the linear
transformation (rigid, similarity, or affine). Inference on this
graph is performed through dual decomposition. Compari-
son with classic algorithms demonstrates the potential of our
approach.
1. INTRODUCTION
Deformable medical image registration has been the main
focus of research, leading to important methodological ad-
vances and novel algorithms [1]. Linear registration despite
being an important step in any medical image processing
pipeline, has not profited by the many recent technological
advances in the field.
Current state of the art in linear registration includes lo-
cal and global methods. Local methods establish a subset of
image correspondences and then optimally fit the best linear
model using inference techniques [2]. Global methods [3] use
conventional similarity metrics like Mutual Information (MI)
or Sum of Absolute Differences (SAD) and seek the parame-
ter set that corresponds to their lowest potential that is often
determined through a gradient-driven optimization method.
Their main strength is computational efficiency, while their
main limitations include lack of robustness (sensitive to the
initial conditions), lack of modularity (optimization depends
on the linear model) and the fact that they can handle only
differentiable objective functions. Simplex methods [4], cut-
ting planes methods [5] or more recently discrete optimization
ones [6] overcome to some extend the aforementioned lim-
itations while suffering from computational complexity and
precision.
Despite the fact that discrete optimization spans a great
range of applications, it is rarely used to tackle global lin-
ear registration. To the best of our knowledge, only [6] has
attempted to estimate global transformations with the use of
Markov Random Fields (MRF). This is due to the fact that a
global approach leads to a very complex graph if one wants
to link every node to the node(s) encoding the transformation
parameters, as they did in [6]. Here, we use the MRF theory
and define a set a local higher order constraints to ensure the
global displacement of the image is a linear transformation.
The search space is thus smaller and tractable. We propose
different higher-order constraints for varying degrees of free-
dom of linear transformation models. Our main contribution
lies in showing how local third-order constraints can be used
to ensure global transformation properties. Dual decomposi-
tion is used to infer the optimal displacements.
The rest of the paper is organized as follows: in Sec. 2, the
construction of the graphical model is presented, the topology
of the graph, the energy as well as the different potentials.
The higher-order inference technique is explained in Sec. 3.
In Sec. 4, the experimental validation on real 3D data is pre-
sented, with comparison with state of the art algorithms. The
paper concludes in Sec. 5 with a discussion of the proposed
method and some suggestions for future work.
2. METHOD
Given a source image and a target image, we seek to estimate
the linear transformation that best aligns the source image to
the target. The transformation is parametrized through the
use of a deformation grid superimposed onto the source im-
age. The deformation of the source image is governed by
the movement of the control points. The goal is to find the
displacements of the control points so that the global trans-
formation of the whole image is an affine transformation. To
find the displacement of a control point, we compare a patch
of the target image centered at this control points with patches
of the source image around the corresponding control point.
We use higher order MRFs to formulate our problem in a
discrete context. The problem is represented by a hypergraph
G = (V,C), where V denotes the set of nodes that encode
the latent variables (grid node displacement) and C the set
of cliques (or hyperedges) that encode higher-order interac-
tions between the variables. V forms a grid of control points
superimposed to the source image we want to register. Let
L = {l1, . . . ln} be the set of labels, where each element cor-
responds to a potential displacement vector. The algorithm
associates a label lp to each control point p, so that the final









where lp is the label corresponding to the node p, Up(lp) de-
notes the unary potentials, lc = {lp, p ∈ c}, is the set of labels
assigned to the nodes in the clique c and Hc(lc) denotes the
higher order potentials.
2.1. Unary potentials
Let p be a control point and lp be the label associated to the
control point p. Let Bp be the patch corresponding to the
center point p in the source image, and Blp the patch corre-
sponding to the image point p translated by the displacement
vector lp, in the target image. The unary potential quantifies
how well the patch Bp matches the patch Blp :
Up(lp) = ρ(Bp, Blp), (2)
where ρ, is an arbitrary intensity-based similarity measure.
Being discrete, the proposed model is gradient-free and can
encompass a wide choice of similarity measures, from SAD
to statistical measures for multimodal registration like MI [7].
2.2. Higher order potentials
In order to constrain the global linear property of the trans-
formation through local constraints, we exploit the property
of linear transformations to preserve the barycentre. Let us
denote by (p, q, r) three aligned control points in a clique c
and (lp, lq, lr) their respective labels. The condition (P) can
be written:
~lp + ~lr − 2 ∗ ~lq = ~0. (3)
In order to guarantee that the transformation is linear, the
violation of the condition (P) must be penalized. Thus, the
higher potential is defined as:
Hc(lc) = Φ(~lp + ~lr − 2 ∗ ~lq), (4)
where Φ() is a cost function defined as:
Φ(x) =
{
0 if x = 0
∞ otherwise.
(5)
The λ-clique potential encodes different kind of con-
straints depending on the number of degrees of freedom of
the global linear transformation we seek to recover. Let us
denote the 4 points of the λ-clique as s, t, u, and v (as shown
in fig. 1) and s′ = s+ ls, t′, u′, and v′ their respective images.
In all three cases (affine, rigid, and similarity), the condition
(P) should hold true for the three points of the diagonal, s, t,
and u. Additionaly, we have:
For similarity registration: The images of the points s,
u, and v should form an isosceles right triangle, with the im-
age of v being the vertex of the right angle,
Hc(lc) = Φ((~s′ − ~v′).(~u′ − ~v′))
+Φ(‖(~s′ − ~v′)‖ − ‖(~u′ − ~v′)‖). (6)
The first part of the equation checks the orthogonality and the
second part checks the two sides have the same norm.
For rigid registration: The isosceles triangle formed by
the points s, u, and v should have the same size as the one
formed by the respective images of the points. This leads to
the definition of the following condition:
Hc(lc) = Φ((~s′ − ~v′).(~u′ − ~v′))
+Φ(‖(~s′ − ~v′)‖ − ‖(~u′ − ~v′)‖)
+Φ(‖(~s′ − ~v′)‖ − ‖(~s− ~v)‖). (7)
The additional third term penalizes differences in size be-
tween the triangle before and after the transformation.
(a) (b)
Fig. 1. The different cliques in 3D: (a) A λ-clique contains
4 control points forming a λ-shape. There is one λ-clique on
each face of the cube. (b) The 9 cliques containing the central
control point in blue.
2.3. Graph construction
Let us now detail the graph construction. The set of cliques C
contains all the triplets consisting of collinear and neighbours
points along each dimension of the grid. C also contains λ-
cliques which are quadruplets, containing 3 points along a
diagonal of the grid and the corner point, such that the 4 points
form a T (see fig. 1). The presence of λ-cliques is necessary
for the global properties of the linear transformation to hold.
Due to lack of space, the proof is omitted.
Fig. 2. The decomposition of the original problem in slave
subproblems in 2D: one for each line, one for each λ-clique.
In 2D, each point belongs to three horizontal cliques and
three vertical cliques. The graph contains one λ-clique posi-
tioned in one corner.
In 3D, each point belongs to three cliques along each axis
(see fig. 1). The grid forms a cube and each face contains one
λ-clique, therefore C contains 6 λ-cliques. Each λ-clique is
similar to the one defined in the 2D case.
3. TECHNICAL DETAILS
3.1. Optimization method
To solve the MRF, we use Dual Decomposition [8]. Here, the
graph is decomposed into trees (mostly chains) that consti-
tute the set of subproblems or slaves. The only requirement
for the choice of the subproblems is that they cover (at least
once) every node and hyperedge of the hypergraph G. In our
case, one slave problem is defined for each line parallel to a
coordinate axis, and one slave for each λ-clique. An example
of the different slaves in 2D is illustrated in fig. 2. One slave
is a tree, while the rest are chains. Thus they can be solved
easily and efficiently due to their simplicity.
3.2. Implementation details
We adopt a multiresolution approach, where the registration
problem is solved in a coarse-to-fine manner. At each reso-
lution level, we perform multiple iterations by successively
refining the label space. The deformation grid is reset after
each iteration and the resulting displacement fields are incre-
mentally composed on the image.
The grid size contains 3d points, where d is the image
dimensionality (d = 3 for 3D images here), and is increased
to 5d points for the fine level of resolution. The label set is
composed of 5d displacement vectors. These displacement
vectors are regularly spaced on a grid centered at the 0-
displacement vector. The maximal length of the displacement
vectors is 0.4 multiplied by the distance between two con-
trol points along each axis. This length is iteratively reduced,
such that first iterations account for large displacements while
Image DICE Sensitivity Specificity
Before registration 70 71 95
Our registration 81 84 96
MedInria registration 71 73 95
Table 1. Results of the affine registration evaluated on manual
segmentations of calf muscles MRI. Given is the DICE score,
the sensitivity and the specificity.
later iterations account for small displacements. We used up
to 8 iterations in our experiments.
Our algorithm is implemented in C++. The results were
obtained using a 64 bits machine with a Intel Xeon W3670
processor and 16 GB of RAM.
4. EXPERIMENTAL VALIDATION
4.1. Comparison with MedInria
First, we used an annotated 3D MR-T1 (Magnetic Reso-
nance images produced by spin-lattice relaxation) calf mus-
cle dataset in order to compare the proposed method against
the publicly available image analysis MedInria software. We
report the DICE, the sensitivity and the specificity of the
segmentations, before and after registration. We used the
algorithm named Baloo [9], for affine registration, with the
SSD similarity measure, with 5 iterations, 1 ”coarsest pyra-
mid level” and 1 ”finest level”.
The results are shown in table 1 and fig. 3 compares the
repartition of the DICE for the two methods. Those results
show that our algorithm performs better than MedInria regis-
tration in this dataset. The execution time was about 3 sec-
onds for MedInria, and about 8 seconds for our algorithm.
Fig. 3. Comparison of the DICE between our method and
MedInria software. The proposed algorithm is more accurate
than MedInria.
4.2. RIRE database
We test our method performing a series of 3D multimodal
registrations of brain images (CT (Computed Tomography),
Fig. 4. Qualitative evaluation of registration. Source and tar-
get images are shown using different color bands. Axial views
before (top) and after (bottom) registration are shown. The
images have been successfully aligned.
MR-PD (Proton Density), MR-T1, and MR-T2 (spin-spin re-
laxation)) provided by The Retrospective Image Registration
Evaluation Project (RIRE)1. The CT images have a resolution
of 512×512×29 and a physical voxel size of 0.65×0.65×4
mm, while the MR images have a resolution of 256×256×26
and a voxel size of about 1.25 × 1.25 × 4 mm. We per-
formed CT to MR registrations for 7 patients (Patient001 to
Patient007, with a total of 21 registrations). We employed a
histogram-based estimation of Normalized Mutual Informa-
tion (NMI) using 32 bins as the similarity measure. We show
in fig. 4.2 a slice of the 3D volumes before and after registra-
tion. We also show in table 3 different results obtained with
our algorithm for different multimodal similarity measures.
We compare our results with FLIRT (results provided
by [10]), Elastix [11], Simplex [4], and another MRF method [6]
in table 2. This last paper reports the results and implemen-
tation details for Simplex, Elastix and Zikic’s method. The
accuracy of the registration is evaluated by computing the
Fiducial Registration Error (FRE) for 10 fiducial points. All
results are available on the RIRE website. The running time
for the proposed approach, when using NMI, was approxi-
mately 2 minutes. The other methods run on our machine
in approximately 5 minutes. Let us note that we report here
the previously published results for the other methods, and
not the results that we obtained when running them. This is
because we were not able to accurately reproduce them.
In their article, Zikic et al. [6] left out one image (P03
with MR-PD) because none of the methods could register it.
We include it back for comparison. Our method is competi-
tive with state of the art methods in terms of quality of results
and speed. Our score is poor when registering the MR-T1 im-
ages because we significantly fail to align one image, which
considerably increases the mean error.
1Available at: http://www.insight-journal.org/rire/
Mean error
Modality Simplex Elastix Zikic FLIRT Ours
PD 3.889 4.174 3.901 2.267 2.180
T1 1.124 1.186 1.157 1.656 4.255
T2 1.931 1.903 1.724 2.227 1.923
Table 2. Results of the 3D multimodal CT-MR registrations
on patient data of the RIRE database. We report the mean
FRE (in mm) after registration using the Simplex, Elastix, Zi-
kic MRF, FLIRT, and our method.
Mean error
Modality NMI(32 bins) NMI(16 bins) MI(32 bins)
PD 2.180 2.258 2.260
T1 4.255 4.030 2.247
T2 1.806 4.419 2.250
Table 3. Results obtained with the proposed method for dif-
ferent metrics, and different number of histograms bins used
for the metric estimation. The adopted similarity measure,
NMI with 32 bins, is indeed the most suitable measure to our
problem.
5. CONCLUSION
In this paper, we have presented a discrete MRF formulation
to solve the problem of linear registration, using a local higher
order graphical model with hidden variables being the dis-
placement vectors of the control points. The proposed formu-
lation is modular with respect to the similarity criterion and
the nature of the linear transformation (rigid, similarity, affine
and could be extended to projective). Moreover, it is com-
putationally efficient by means of its relative local nature and
the designed search space. The performance of the method
on 3D multimodal medical data along with comparisons with
state of the art methods demonstrate the interest of investigat-
ing such a research direction.
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