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Abstract—This paper considers the forward error cor-
rection (FEC) code design for approaching the capacity of
a dynamic multiple access channel (MAC) where both the
number of users and their respective signal powers keep
constantly changing, resembling the scenario of an actual
wireless cellular system. To obtain a low-complexity non-
orthogonal multiple access (NOMA) scheme, we propose a
serial concatenation of a low-density parity-check (LDPC)
code and a repetition code (REP), this way achieving
near Gaussian MAC (GMAC) capacity performance while
coping with the dynamics of the MAC system. The joint
optimization of the LDPC and REP codes is addressed
by matching the analytical extrinsic information transfer
(EXIT) functions of the sub-optimal multi-user detector
(MUD) and the channel code for a specific and static MAC
system, achieving near-GMAC capacity. We show that the
near-capacity performance can be flexibly maintained with
the same LDPC code regardless of the variations in the
number of users and power levels. This flexibility (or
elasticity) is provided by the REP code, acting as “user-
load and power equalizer”, dramatically simplifying the
practical implementation of NOMA schemes, as only a
single LDPC code is needed to cope with the dynamics
of the MAC system.
Index Terms—Interleave division multiple access, EXIT
chart, non-orthogonal multiple access, LDPC code, multi-
user detection.
I. INTRODUCTION
The fundamental capacity limit of information trans-
mission between one transmitter and one receiver over
an additive white Gaussian noise (AWGN) channel, laid
down by Shannon, has virtually been achieved. In fact,
there exist several powerful and practical codes, e.g.,
Turbo [1], LDPC [2] and Polar codes [3], that can oper-
ate close to capacity with both moderate codeword length
as well as feasible decoding complexity. However, the
situation changes when considering multi-user setups,
such as the multiple access channel (MAC), i.e., multiple
transmitters (or users) and one single receiver.
Parts of the results were presented at the International Symposium
on Turbo Codes and Iterative Information Processing (ISTC), Hong
Kong, December 2018.
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The MAC capacity (region) has been known since the
1970s [4] and can be determined by a tuple of rates
Rk, 1 ≤ k ≤ N of the N individual users. In this
paper, we assume that no cooperation is allowed among
users, e.g., no power control and/or cooperative encoding
at the transmitters. We refer interested readers to [5],
[6], [7] for a detailed discussion of capacity regions
and different cooperative schemes in multi-user settings.
Often, the capacity region is dominantly bounded by the
sum capacity constraint of all users. These rate tuples,
resulting in maximum sum-rate, constitute an edge or
facet in vector space with dimension of two or higher,
respectively. It is referred to as dominant face of the
MAC capacity region, which is of particular practical
interest.
To achieve arbitrary points of the dominant face
(illustrated for the two-user case in Fig. 1), existing ap-
proaches rely on joint multi-user decoding or successive
interference cancellation (SIC) with time sharing/rate-
splitting [8], [9], [10]. Joint decoding is not feasible
in terms of complexity even for a small number of
users. While SIC can achieve certain corner points of
the capacity region, it suffers from high latency and
potential error propagation. Moreover if finite block
length codes are used, the gap to capacity increases as
the number of users grows [11, Fig. 5]. However, due to
its theoretically capacity-achieving capability with code-
word length approaching infinity, various non-orthogonal
multiple access (NOMA) schemes in the literature still
apply SIC to delay-insensitive applications [12], [13],
[14], [15].
Other orthogonal methods such as time division mul-
tiple access (TDMA), frequency division multiple access
(FDMA) and code division multiple access (CDMA)
avoid interference by providing orthogonal channels so
that each user can detect and decode its signal inde-
pendently. However, these schemes may require, on the
one hand, complex synchronization and tracking algo-
rithms to maintain orthogonality in time/frequency/code
domain, while, on the other hand, achieve solely one
point of the capacity region where optimum resource
allocation in terms of bandwidth, power and time is
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2performed [8], [16] (see green dot in Fig. 1).
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Fig. 1. Example of two-user Gaussian MAC capacity region with
achievable rate pairs (R1, R2) of various multiple access schemes
with equal transmit power P1 = P2; the capacity region is denoted
by the black curve.
In [12], [17], the authors study the advantage of
NOMA over orthogonal methods in the context of 5G
for supporting massive connectivity and compare vari-
ous NOMA schemes with respect to spectral efficiency,
latency and cell-edge throughput. As a special form of
superposition coding, interleave-division multiple-access
(IDMA) [18], [19] appears to be a particularly interesting
NOMA scheme that can approach the GMAC capacity,
yet with a simple multi-user detector (MUD) [20], [21],
[22]. It uses interleaved codes and a low-complexity
graph-based message passing algorithm (MPA) and ex-
hibits desired properties such as low complexity, paral-
lelizable computation and asynchronous transmission.
A. Problem formulation
In NOMA, the multiple access interference (MAI)
rather than the noise is the bottleneck. For example,
when treating MAI as noise, only the rate tuple marked
with “it. 0” in Fig. 1 can be achieved, which is, from an
information theoretic perspective, sub-optimal [4].
SIC has been known for a long time to achieve the
corner points (marked as diamonds in Fig. 1) of the MAC
capacity region [4]. Yet, it requires very accurate channel
knowledge and capacity-achieving code design for every
user, each with a different code rate, i.e., requiring
a rate-specific code design. This hinders its practical
deployment since strict user-load, decoding order and
power control are needed.
It was reported in [18], [19] that IDMA is an attractive
method for approaching the MAC capacity with low-
rate codes and low complexity receivers. In IDMA, the
same error correction code may apply to all users. A
low complexity parallel interference cancellation (PIC)-
based multi-user detector (MUD) is serially concatenated
(as an inner code component) with the outer channel
code in a turbo-like fashion [23]. Then, (turbo) iterations
between the two components are carried out to improve
the achievable rate toward the MAC capacity.
For close-to-optimal performance of the low complex-
ity PIC-based MUD, Gaussian-distributed interference is
required, an assumption that holds for a large number
of users when a finite alphabet, e.g., binary phase shift
keying (BPSK), is used. In this case, the single user
decoder is seriously challenged by MAI at the beginning
of the turbo iterations due to the large number of users,
leading to a very low initial effective SNR. For this
reason, low-rate codes appear to be inevitable in IDMA
systems.
As LDPC codes are capacity-approaching [2] and
there exist several useful tools for their optimization,
also taking into account a detector front-end [24] in
the context of point-to-point (P2P) communications, we
use LDPC codes for channel coding in the IDMA
framework. However, such a low-rate code design and
its decoding in the range of, e.g., code rates Rc ≤ 110
becomes a very challenging task [25]. The reasons are
twofold: firstly, the decoding graph becomes relatively
dense at low-rates; secondly, the Gaussian approximation
(GA) of messages at the check nodes (CN) becomes
inaccurate due to the necessity of low-degree nodes [25].
Also, the maximum node degrees should not exceed a
certain limit to maintain feasible finite length code con-
structions. This renders code design for IDMA systems
to be a challenging and interesting research direction.
The existing approaches for designing capacity-
achieving codes in MAC systems require precise knowl-
edge about the number of users and the received sig-
nal power. Typically, both the number of users and
their respectively received signal power can vary sig-
nificantly (“dynamic” MAC system) while an adaptive
code optimization is not desirable for the hardware
implementation of the decoder. The hardware structure
is often optimized and can not be easily re-programmed
on the fly. Therefore, an intriguing question is how to
maintain near-capacity performance under a dynamic
MAC system based on the same channel code design
at each user.
B. Related work
Previous works [18], [19], [26], [27] show that itera-
tive detection and decoding can achieve close to MAC
capacity. In [28], [29], [30] extrinsic information transfer
(EXIT) charts [31] are introduced to analyze the perfor-
mance of iterative MUD and channel decoding; therein,
the main focus is on different multi-user detectors. A
power allocation scheme among users is proposed to
close the gap to the MAC capacity. References [32],
3[33] consider the coding-spreading trade-off and a hybrid
MUD to improve convergence, yet only based on a few
selected codes and a few number of users. However, the
systematic design and optimization of the joint detection
and decoding schemes over the multiple-access channel
still remains an open problem.
Recent works in [34], [35], [36] address LDPC code
design with two users applying optimal joint detection
and a Gaussian-mixture model to approximate the mes-
sage probability density function (PDF) at the CNs. In
[37], the LDPC codes are optimized for IDMA systems
with a relatively large number of users (6 to 10), again
with an optimum joint MUD. In [38], the 5G LDPC code
is studied for multi-user communications assuming op-
timal MUD. This joint MUD eliminates one of the most
attractive features of IDMA, namely, its low complexity.
Furthermore, for a moderate to large number of users, an
optimum joint MUD is computationally prohibitive and,
therefore, the code design for such large systems has not
yet been adequately addressed, although the design of
binary LDPC codes for iterative detection and decoding
is well-understood in the EXIT-chart framework [24],
[39], [40].
In [41], [42], the authors study the code properties
in the MAC setting and optimize irregular repeat and
accumulate (IRA) code design for the sub-optimal MUD
of IDMA a with fixed number of users and an equal
power setting. In [43], [44], low-cost implementations
of IDMA are considered and compared to other NOMA
schemes, showing the superior performance of IDMA.
C. Contributions
This paper considers a dynamic (uplink) IDMA sys-
tem with both varying number of users and varying
received signal power strength. We seek to find a simple
and flexible coding scheme for coping with the dynamics
of the system parameters. The contributions of this paper
are summarized in the following.
• We propose to use serially concatenated LDPC and
repetition (REP) codes for a dynamic MAC system.
We refer to a dynamic MAC system as a model
for a real cellular network with constantly changing
number of users and varying signal power levels.
• An analytical expression of the EXIT function cap-
turing the LDPC, REP and the sub-optimal MUD
is derived.
• A joint optimization of LDPC and REP code is
carried out to match the low-complexity MUD in a
given (static) MAC system.
• We show that the REP code can be used as “user-
load equalizer” to compensate the influence of a
varying number of users, i.e., the same LDPC code
fits different number of active users with hardly any
performance loss.
• We show that the REP code can also be used as
“power equalizer” to compensate the influence of
varying power levels, i.e., the same LDPC code fits
different power levels with hardly any performance
loss.
Simulation results show that we can achieve close to
GMAC capacity with 1.28 dB EbN0 loss at a sum-rate
of 0.9375 bpcu supporting 30 users each with BPSK
modulation1; this performance can be achieved over a
wide range of number of users and in equal or non equal-
power scenarios by simply varying the repetition code-
rate while fixing the LDPC code.
The paper is structured as follows. The IDMA system
model and the multi-stage low-complexity iterative re-
ceiver is explained in Sec. II. The EXIT functions are
subsequently reviewed and elaborated on in the IDMA
framework in Sec. III. Then, the joint optimization of the
serially concatenated LDPC and REP code is presented
in Sec. IV. Sec. V discusses the performance in unequal
power scenarios by exploiting the “power equalizer”
functionality of the REP code. Finally, Sec. VI concludes
this paper.
II. IDMA SYSTEM MODEL
Fig. 2 shows the IDMA system model with N non-
cooperative users. Each user encodes and decodes its
data separately using an LDPC encoder of code rate of
Rc and a serially concatenated repetition code of rate
of Rr = 1dr . Note that the code parameters, e.g., degree
profile and parity check matrix H are the same among
all the users. The total code rate is Rtot = RcRr. The
interleaver is, on the contrary, user-specific to allow ef-
ficient user separation at the receiver. After interleaving,
the coded bits are mapped to symbols, e.g., BPSK, and
transmitted over a channel.
Consider uncorrelated ergodic Rayleigh fading chan-
nels, the mth received signal (i.e., the mth element of y
in Fig. 2) of all users can be written as
ym =
N∑
i=1
√
Pihi,mxi,m · ejϕi,m︸ ︷︷ ︸
:=x˜i,m
+ nm (1)
where m is the discrete-time index, nm is circularly
symmetric (complex-valued) AWGN with zero mean and
variance σ2n, hi,m is the uncorrelated (both over time and
among different users) small-scale Rayleigh fading chan-
nel coefficient, Pi is the received signal power strength
of the ith user and ϕi,m is a pseudo random phase
scrambling to avoid ambiguity of the super-constellation
(Cartesian product of all users’ constellations). This
1The target sum-rate is chosen such that the interference and noise
have roughly the same impact on the performance. For low SNRs, the
performance is mainly noise-limited and single-user coding suffices.
For high SNRs, the performance is mainly interference-limited and or-
thogonal schemes or repetition coding suffice(s); Detailed discussions
in Sec. IV-A.
4LDPC Encoder REP Encoder Interleaver
Mapper
and
Phase-Scrambler
Channel
b1 Rc Rr pi1 ϕ1
...
...
...
...
...
bN piN ϕN
LDPC Decoder REP Decoder Deinterleaver
Demapper
and
De-scrambler
bˆ1 Rc Rr pi
−1
1 ϕ
−1
1
...
...
...
...
bˆN pi
−1
N ϕ
−1
N
SoIC-
MUD
x˜1
x˜n
AWGN n
y
y1
xˆ1
LEM,1
LAM,1
LAR←M,1 = L˜
E
M,1
LER→M,1 = L˜
A
M,1
LAD,1 = L
E
R→D,1
LED,1 = L
A
R←D,1
Fig. 2. IDMA system model; all users have the same power/code/modulation; note that boldface letters are used to denote vectors.
random phase shift could also be the consequence of,
e.g., the channel and/or explicit “scrambling” and we
include this into each user’s mapper (only for AWGN
channels; for Rayleigh fading channels, this step can
be omitted). Throughout this paper, the phases ϕi,m
are independently and uniformly distributed in [0, pi).
Alternatively, a phase “scrambling”, which is a constant
for all symbols but distinct per user, can also be ap-
plied (but subject to optimization). The output of the
mapper of the ith user with BPSK modulation at the
mth time instant is x˜i,m ∈
{±ejϕi,m}. This “phase
scrambling” can improve the superimposed multi-user
codeword distance [41], particularly in AWGN channels.
For notational brevity, the symbol index m is dropped
in the following.
The received signal is first processed by a MUD.
An optimum MUD is to maximize the a posteriori
probability (APP) of each bit, i.e.,
LM,i (xi| ym) = log
∑
s∈Si,+1
p (s| ym)∑
s∈Si,−1
p (s| ym) (2)
where s = [x1, x2, · · · , xN ] denotes a symbol vector
of all users, Si,+1 and Si,−1 with the cardinality 2N−1
are two sets containing the symbol vectors with [s]i =
xi = +1 and xi = −1, respectively. This requires a
complexity of O
(
MN
)
where M denotes the number
of constellation symbols per user. The exponentially
increasing complexity with the number of users N
prohibits its practical implementation. Therefore, a sub-
optimal soft interference cancellation (SoIC) based low
complexity MUD was proposed in [18]. The sub-optimal
MUD first cancels out other users’ signals; for instance
with BPSK signaling, the ith user’s signal is estimated
by the conditional mean estimate [45]
xˆi = E
[
xi|LAM,i
]
= tanh
(
LAM,i
2
)
· ejϕi (3)
based on, e.g., the feedback extrinsic knowledge from the
single user channel decoder LAM,i. At the first iteration,
the feedbacks from channel decoders are LAM,i = 0. The
feedback procedure, i.e., message passing from channel
decoder to the MUD, will be discussed later. For an
arbitrary user j, the output of the MUD after the SoIC
can be written as
yj = y −
N∑
i=1,i6=j
√
Pihixˆi (4)
=
√
Pjhj x˜j +
N∑
i=1,i6=j
√
Pihi (x˜i − xˆi) + n.
Then, each user starts its single user detection and
decoding in parallel based on the “clean observations” yi.
The (soft) demapper computes the log-likelihood-ratio
(LLR) of each bit while treating the residual interference
as noise. Assuming that the residual interference and
noise is Gaussian-distributed and let σ2I,j denote the
residual interference power for jth user, an approxi-
5mation of the true a posteriori LLR for BPSK can be
computed according to
LEM,j = 4
√
Pj
Re
{
yj · h∗j · e−jϕj
}
σ2I,j + σ
2
n
(5)
where the noise variance σ2n, the random phase shifts
ϕj and the channel coefficients hj are assumed to be
known to the receiver. The residual interference power
after SoIC can be estimated by
σ2I,j = E

∣∣∣∣∣∣e−jϕj
∑
i6=j
√
Pihi (x˜i − xˆi)
∣∣∣∣∣∣
2

=
∑
i6=j
Pi |hi|2
(
1− E [xˆ2i,m]) (6)
where the expectation E [·] is taken over m. We assume
that the interference term is Gaussian distributed, which
is approximately true provided that the number of users
N is large and the transmitted symbols are independent
among users (central limit theorem).
Subsequently, the LLRs are deinterleaved (denoted
by L˜EM,j = L
A
R←M,j for the jth user which means
the extrinsic message from MUD corresponds to the a
priori knowledge of REP obtained by MUD) and sent
to a repetition decoder with the rate of Rr = 1dr . The
extrinsic message of the kth information symbol of the
repetition code is the summation of the LLRs of all
repeated symbols, given by
LAD,j,k = L
E
R→D,j,k =
(k+1)dr−1∑
m=kdr
L˜EM,j,m (7)
where m means the mth symbol of the repetition-coded
codeword and then it is forwarded to the LDPC decoder.
Belief propagation (BP) decoding can be performed by
iterating between variable nodes (VNs) and CNs of the
LDPC code. The detailed decoding procedure will be
discussed in Sec. III. Let LED,j,k = L
A
R←D,i,m denote
the extrinsic information about the kth symbol of an
LDPC codeword, i.e., output of the LDPC decoder. The
extrinsic message from the repetition decoder to the
MUD can be written as
LER→M,j,k = L˜
A
M,j,k = L
E
D,j,k +
(n+1)dr−1∑
m=ndr,m6=k
L˜EM,j,m.
(8)
Afterwards, the LLRs are again interleaved and re-
mapped to soft symbols with (3) for the MUD processing
with (4). In this way, multiple iterations can be carried
out to reduce the MAI. It is worth noting that the receiver
needs the knowledge of active users and their interleaver
as well as phase scrambling for correct decoding.
Next, we discuss some key advantages of IDMA.
1) Low complexity: Comparing the computation of
LLR in (5) and (2), the SoIC-based MUD is
quite simple and requires only few multiplications
and additions for variance estimation, interference
subtraction and LLR computation (see [19]). The
complexity becomes O (M ·N) and many com-
putations can be carried out in parallel when
compared to SIC. Particularly, when all the users
apply an LDPC code with the same parity check
H-matrix, the coordination and code design among
users can be dramatically reduced.
2) Parallelizable computation: The N single user
channel decoders can independently perform their
decoding at the same time. Since iterations be-
tween channel decoders and SoIC-MUD will be
carried out, the number of inner iterations within
the channel decoders can be kept very small. In
fact, one iteration within the decoders suffices. In
contrast, SIC requires a considerable large number
of inner iteration within decoder for each user and
often the operations are not parallelizable due to
its sequential processing. Hence, the latency may
be reduced in IDMA.
3) Asynchronous transmission: The SoIC-MUD prin-
ciple in (4) is applicable to asynchronous trans-
missions. For instance, [46] shows that the per-
formance of IDMA is insensitive to different user
delays on the symbol-level. Without loss of gener-
ality, an asynchronous transmission of two users’
signals is illustrated in Fig. 3. The delay between
users is denoted by τd. Two or more consecutive
codewords shall be decoded within one common
detection window and interference cancellation can
be performed within the window decoder principle
in [47].
User 1
User 2
CW11
CW21
CW12
CW22
CW13
1st MUD window
2nd MUD window
Fig. 3. The iterative receiver processing of an asynchronous transmis-
sion of two users’ signals in IDMA; without loss of generality, the
delay τd between both users satisfies 0 < τd < τcw/2 where τcw is
the time duration of one codeword.
III. MULTIUSER EXIT ANALYSIS
In order to optimize the LDPC degree profile, we
elaborate on the EXIT-chart approach in the context
of IDMA by separately and/or jointly considering the
components of the multistage iterative receiver (MUD,
repetition decoder and LDPC decoder). For this, we il-
lustrate the graph representation of the BP based receiver
in Fig. 4. Furthermore, since we consider a system with
a large number of users, the messages being exchanged
over the graph (LLRs) can be assumed to be Gaussian
distributed. We consider AWGN channels in the EXIT
analysis in the following, i.e., hi,m = 1, ∀ i, m.
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pi2
VNDCND
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Fig. 4. Graph representation of a BP-based IDMA receiver (an
example for two users).
A. SoIC-MUD nodes
As indicated in Fig. 4, each received symbol ym, m ∈
[0, NCW − 1] is represented by a MUD node, where
NCW denotes the length of a (after repetition and LDPC
encoding) codeword. A MUD node is connected to one
channel observation and N repetition nodes, each REP
node belonging to another user. Consider an arbitrary
MUD node, the message mean being passed from rep-
etition node of user j is µR→M,j . After the SoIC, the
remaining interference power can be derived with (6) as
σ2I,j =
N∑
i=1,i6=j
Pi · φ
(
µ
R→M,i
)
(9)
by assuming E
[
|hi,m|2
]
= 1, ∀i and φ (µ) is given by
φ (µ) = E
[
|x˜i − xˆi|2
]
(10)
= 1−
∫ ∞
−∞
e−
y2
2√
2pi
tanh
(
µ
2
−
√
µ
2
y
)
dy (11)
which denotes the minimum mean square error (MMSE)
[45] of the SoIC with BPSK signaling. Thus, the updated
message mean µ
M→R,j can be expressed as
µ
M→R,j =
4Pj
σ2n +
N∑
i=1,i6=j
Pi · φ
(
µ
R→M,i
) . (12)
It can be seen that the message mean depends on several
factors, the power distribution and the feedback message
distribution. This complicates code design as every user
requires a matching code. In the following (unless stated
otherwise), we assume
P1 = P2 = · · · = PN = 1
N
(13)
µ
R→M,1 = µR→M,2 = · · · = µR→M,N =: µR→M (14)
and, thus
µ
M→R,1 = µM→R,2 = · · · = µM→R,N =: µM→R (15)
so that (12) can be simplified to
µ
M→R =
4
Nσ2n + (N − 1) · φ (µR→M )
.
We note that the assumption in (14) is only straightfor-
ward for equal-power cases and every users applies the
same LDPC and repetition code. The extension to the
unequal power case will be discussed in Sec. V.
B. Repetition nodes (REP)
The repetition node has dr edges to MUD nodes and
one edge to the VN of LDPC. Let µ
V→R denote the
message mean of LLRs of the VN decoder (VND), then
we obtain the message mean from the repetition node to
MUD and VND as
µ
R→M = (dr − 1) · µM→R + µV→R (16)
µ
R→V = dr · µM→R (17)
Upon convergence of the iterative processing between
the SoIC-MUD and the repetition nodes, we obtain
µ¯
M→R =
4
Nσ2n + (N − 1)φ ((dr − 1) µ¯M→R + µV→R)
.
(18)
Note that solving the above equation (18) for µ¯
M→R
can capture the iterative behaviour of the combined
SoIC-MUD (considering a sufficient number of inner
iterations).
If no LDPC code is available, i.e., µ
V→R = 0∀ i,
the “uncoded” IDMA performance can be evaluated by
the above message passing mechanism. In Fig. 5, the
EXIT-chart is shown for a purely repetition-coded IDMA
system with N = 32 users at a multi-user SNR of
γs,mu = 10 log10
∑N
i=1 Pi
σ2n
= 40 dB.
All the EXIT-curves are based on directly evaluating
(12) and (16), for instance, the SoIC-MUD EXIT-curve
is computed by
IEMUD = J
(
4
Nσ2n + (N − 1) · φ
(
J−1
(
IAMUD
)))
(19)
where the J (µ)-function is given by
J (µ) = 1−
∫ ∞
−∞
e−
(y−µ)2
4µ√
4piµ
log2
(
1 + e−y
)
dy
and its inverse J−1 (I) can be approximated as in [48].
The trajectories for the repetition rate Rr = 19 and
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Fig. 5. EXIT-chart along with simulated trajectories of MUD and
REP in an “uncoded” IDMA system with N = 32 users and γs,mu =
40 dB; all users have the same power Pi = 1N ; the MAC system is
mainly interference-limited (see. Sec. IV-A) and the repetition code is
particularly effective in this operation regime (compare to Fig. 7).
obtained by numerical simulations match very well with
the EXIT-curve predictions. Small deviations are still
present in the high a priori knowledge region, i.e., large
J (µ
R→M ), due to the GA.
C. VN and CN
The message exchange and update between VND
and CN decoder (CND) is well known [24]. For the
sake of completeness, we review and incorporate it into
IDMA systems. Denote λi and ρj as the fraction of
edges connected to VNs and CNs with degrees i and
j, respectively. The message means µi
V→C and µ
j
C→V ,
i.e., the mean of message from CN (or VN) to VN (or
CN) of degree i (or j) respectively, are given by
µi
V→C = µR→V + (i− 1) ·
cmax∑
j=2
ρjµ
j
C→V
where cmax denotes the maximum degree of CNs, and
µj
C→V = φ
−1
1−(1− vmax∑
i=2
λiφ
(
µi
V→C
))j−1
where vmax denotes the maximum degree of VNs and
the channel observation of the VND is now provided by
the REP. Note that the φ (µ) function given in (10) in
this paper is equivalent to that in [49, Def. 1] by means
of change of variables. Furthermore, we consider check-
regular LDPC codes, i.e., ρj = 1 for a given dc = j. The
VND also passes a message to the connected repetition
node, given by
µi
V→R = i ·
cmax∑
j=2
ρjµ
j
C→V .
IV. UNIVERSAL CODE DESIGN
The detection and decoding of signals in the MAC is
challenging not only due to the noise but also due to the
MAI. The code design for the MAC therefore depends
also on the relation between the MAI and the noise. We
briefly discuss the code design for different operation
regimes of a MAC in the following and then present a
flexible code design for a dynamic MAC system with
varying number of users.
A. Operation Regime
In a multi-user transmission, the achievable sum-rate
is determined by the multi-user SNR given by
γs,mu =
∑N
i=1 Pi · E
[
|hi|2
]
σ2n
and the ultimate achievable rate of each user is deter-
mined by the single-user SNR, e.g., for the ith user we
have
γs,su (i) =
Pi · E
[
|hi|2
]
σ2n
.
However, this single-user SNR is only attainable when
all other users’ signals are perfectly decoded and can-
celed out. In the iterative detection and decoding proce-
dure, the performance is limited by both noise and MAI,
i.e.,
Pi · E
[
|hi|2
]
N∑
j=1,j 6=i
Pj · E
[
|hj |2
]
︸ ︷︷ ︸
σ2I,i
+ σ2n
6 γs,su (i) 6
Pi · E
[
|hi|2
]
σ2n
.
Depending on the noise variance and MAI, we can
distinguish three regimes of operation:
1) The noise-limited case, with the noise power dom-
inating, i.e., σ2n  σ2I,i. Single user code design is
sufficient since the effect of removing the MAI is
marginal.
2) The MAI-limited case, with MAI dominating, i.e.,
σ2I,i  σ2n. Orthogonal approaches and/or repeti-
tion coding are sufficient. We will see an example
of this regime of operation in the following section.
3) The MAI and noise-limited case, with σ2I,i ≈ σ2n.
This case is quite challenging and of most practical
interest. This paper mainly focuses on this case.
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Fig. 6. Illustration of the three operation regimes, i.e., noise-limited,
MAI-limited, MAI and noise-limited; equal user power is assumed,
i.e., P1 = P2 = · · · = PN = 1N . For example, σ2I,i ≈ σ2n may be
assumed when the ratio
σ2I,i
σ2n
is within ±3 dB.
Fig. 6 illustrates the three regimes of operation assuming
equal transmit power per user. The interference-to-noise
ratio (INR) case can then be written as
γINR =
N − 1
N
· γs,mu.
B. LDPC Code Only
The LDPC degree profile, i.e., the coefficients λi
and ρj , can be optimized to match (curve fitting) the
EXIT-curve of the inner SoIC-MUD. The optimization
approach is summarized in Algorithm 1. The repetition
code is excluded at first in this subsection, i.e., dr = 1
and all redundancy is devoted to the LDPC code. In
this case, the MUD, repetition and VND nodes can be
merged into one effective MUD-VND node, and message
passing is performed solely between CND and MUD-
VND nodes. As shown in Appendix A, the stability
condition in (21) is derived. The LDPC code shall be
optimized and used to mitigate the MAI and noise
disturbance. Note that the initial SINR (no iteration) can
be very small. For instance, the SINRs are −18 dB and
−14.7 dB for γs,mu = 0 dB and 40 dB (both cases with
N = 32 users), respectively.
In Fig. 7, we show the EXIT-chart of the optimized
LDPC code of rate Rc = 0.1068 at γs,mu = 40 dB and
N = 32. We limit the maximum VN and CN degrees
to vmax = 320 and cmax = 64 to enable feasible finite
Algorithm 1 LDPC code design based on EXIT-charts
with and without repetition code.
Input: Number of users N , maximum VN degree vmax,
maximum CN degree cmax, maximum repetition factor
rmax, noise variance σ2n
Output: Optimal VN degree distribution λopt, optimal
VN degree distribution ρopt, optimal repetition factor
dr,opt, maximal code-rate Rmax
for dr = 1 to rmax
for dc = 2 to cmax
Solve LP:
max
λopt
vmax∑
i=2
λi
i
s.t.λi ≥ 0
vmax∑
i=2
λi = 1
1−
vmax∑
i=2
λiφ (dr · µ¯M→R (i · µ) + (i− 1) · µ)
> dc−1
√
1− φ (µ) (20)
λ2 ≤ e
1
Nσ2n
dc − 1 (21)
Compute R = 1dr ·
1− 1
dc
∑vmax
i=2
λi
i

end
end
Select the maximum Rmax and output the corresponding
dr,opt, λopt and ρopt.
length code constructions2. In the simulation, random but
user-specific interleavers are used and the LDPC code-
word length is set to LCW = 104. Throughout the paper,
the parity check matrices H are randomly generated
according to the optimized LDPC degree profile, and
then the matrix with the largest average girth is selected
for numerical simulation.
It turns out that convergence is achieved with N = 28
users when fixing the multi-user SNR γs,mu to 40 dB.
We treat the SoIC-MUD nodes and the VND of the
LDPC as one component, and the CND as another
component. The analytical EXIT-functions are depicted
by the solid blue and dashed red curves, respectively. For
each iteration, the mutual information of the exchanged
messages between the two components is simulated. The
average decoding trajectory (denoted by green staircase,
obtained from simulation) is shown in Fig. 7 for 171
iterations. It can be seen that the trajectory matches quite
2It turns out that not all degrees, particularly the high degrees, are
needed.
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Fig. 7. EXIT-chart of an optimized LDPC code with Algorithm 1 at
SNR of γs,mu = 40 dB with N = 28 and Rc = 0.1068; the system
operates in the MAI-limited regime; the achievable rate with optimized
LDPC code is smaller than that with simple a repetition code (compare
with Fig. 5).
well with the analytical EXIT-functions, which verifies
the viability of the algorithm.
The optimized LDPC code at such high SNR is not
as efficient as the simple repetition code both in terms
of decoding complexity and achievable sum-rate. In the
repetition-coded system, a Rr =1/9 repetition code is
able to support 32 users and practically achieves error-
free decoding in 20 iterations (comparing Fig. 5), leading
to the sum-rate of RREPsum = NRr = 3.56 bpcu. With the
optimized LDPC code, the achievable rate of RLDPCsum =
NRc = 2.99 bpcu is achieved with 171 iterations. At
such high SNR γs,mu = 40 dB, the performance is
mainly interference-limited. Interestingly, the required
minimal repetition code rate is 19 while a spreading
factor of 16 would be necessary in an orthogonal CDMA
scheme. This indicates that repetition codes are very
efficient for interference cancellation. In a more realistic
SNR region, the noise sets the upper limit on the MUD,
i.e., IE = J
(
1
Nσ2n
)
. Therefore, an LDPC code is further
required to mitigate the noise disturbance, as described
next.
In Fig. 9, the BER of the optimized LDPC code at the
target sum-rate of Rsum = N Rcdr = 1 bpcu is shown. The
interleaver depth is set to drLCW bits in the simulation
to mitigate short cycles due to the superposition of
multiple users. It turns out that the performance depends,
to a great extent, on the number of users N . In the
simulation, we set the number of users to N = 30
although the code is optimized for N = 32; this “slack”
is to account for a possibly small girth of the parity check
matrix and any other finite length effects that would slow
down convergence. The corresponding GMAC capacity
is achieved at −0.1 dB, and the optimized code is more
than 6 dB away from the GMAC capacity. The reasons
are manifold; firstly, it is well known that LDPC code
design does not yield satisfactory performance at low
code rates [25]; secondly, the BP-graph is rather dense
so that convergence is compromised. We remark that
the performance can be improved by increasing the
interleaver depth and/or constructing H matrices using
more sophisticated design methods such as progressive
edge growth (PEG) [50] and methods in [51].
C. Repetition code and LDPC
The repetition code seems to be an effective means for
supporting interference cancellation. Thus, we extend the
LDPC degree profile optimization to a serially concate-
nated repetition code with dr > 1. The procedure for the
optimization of the degree profile involving a repetition
code is summarized in Algorithm 1. If a target code
rate Rc is required, the Algorithm 1 can be recursively
applied for different values of the noise variance σ2n (e.g.,
bisection method depending on the code-rate output of
the algorithm). Hereby, the MUD, repetition and VND
nodes are merged into one effective MUD-REP-VND
node. Within this node, a sufficient number of iterations
is carried out so that the messages between MUD and
repetition node have converged. The converged message
mean, denoted by µ¯M→R (i · µ), depends on the incom-
ing message from the connected VND µiV→R = i ·µ and
can be obtained by solving (18).
In Fig. 8, we present the EbN0 -gap to the Shannon limit
of the joint repetition and LDPC code optimization for
various repetition factors dr and a few target sum-rates,
where the gap is calculated as
∆γ =
ζt
2Rsum − 1
where ζt denotes the decoding threshold (required SNR)
and Rsum denotes the achieved sum rate of all users.
As can be observed, there exists an optimum repetition
code rate 1dr for the outer LDPC code rate Rc which
maximizes the spectral efficiency. The optimum repeti-
tion factor dr is marked in Fig. 8. This also indicates
that repetition codes are efficient for interference can-
cellation, since it is well known that repetition codes
have no coding gain in the single user case. We note
that the SoIC-MUD based on GA is sub-optimal for
the finite modulation. The loss incurred by the sub-
optimality becomes significant when the SNR increases.
Thus, the EbN0 -gap is larger when the target sum-rate
increases.
We select the target sum rate of Rsum = 1 bpcu whose
GMAC capacity is achieved at EbN0 = γs,mu = 0 dB. In
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Fig. 8. Impact of the repetition code on the BP-threshold of the LDPC
code design and the (BP) gap-to-capacity ∆γ with N = 32 users.
this case, the MAI and the noise have approximately the
same power such that the interference cancellation and
error correction are of comparable importance. The INR
Table I
LDPC PARAMETERS
N = 32 and Rsum = N Rcdr = 1 bpcu
dr = 2 dr = 4
Rc = 0.0625 Rc = 0.125
Rtot = 0.03125 Rtot = 0.03125
dc = 3, ρ3 = 1 dc = 3, ρ3 = 1
λ2 = 0.5252 λ2 = 0.5231
λ3 = 0.2112 λ3 = 0.3187
λ9 = 0.1030 λ12 = 0.1582
λ10 = 0.0915
λ35 = 0.0587
λ36 = 0.0104
dr = 6 dr = 8
Rc = 0.1875 Rc = 0.25
Rtot = 0.03125 Rtot = 0.03125
dc = 4, ρ3 = 1 dc = 5, ρ3 = 1
λ2 = 0.3480 λ2 = 0.2610
λ3 = 0.3450 λ3 = 0.3505
λ15 = 0.1829 λ16 = 0.2526
λ16 = 0.0939 λ17 = 0.0361
λ49 = 0.0302 λ70 = 0.0778
λ71 = 0.0220
can be calculated to γ
INR
= −0.1379 dB with N = 32.
The optimized LDPC code parameters3 are given in Tab.
I.
3The parity check H-matrices used for the simulation in this paper
can be found in [52]
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Fig. 9. BER comparison for Rsum = 0.9375 bpcu with N =30 users
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rate is Rtot = Rcdr = 0.03125; the codes are optimized for N =32
users except for the single-user reference (“SU code”), denoted by the
green curve.
Fig. 9 shows the BER for different repetition factors
dr. The optimized code with dr = 4 achieves the BER
of 10−4 at the EbN0 of 1.18 dB, which is only 1.28 dB
away from the GMAC capacity (the corresponding EbN0
GMAC limit is −0.1 dB). The performance gain through
inclusion of a repetition code is obvious. Further increase
of the repetition factor does not offer significant gains
(not shown). Moreover, the Rayleigh fading channel is
considered for dr = 4. Only 0.2 dB loss is incurred
compared to the AWGN channel. This is due to the
multi-user diversity in the multi-access fading channels
[8] and the low-rate per user. To validate the matching
gain of the multi-user code design, i.e., the performance
gain of a dedicated LDPC code optimization for a multi-
user setup compared to an LDPC code optimized for a
single-user setup, we further simulate the performance
of a single-user code of rate Rc = 0.125 which is
optimized for the single-user (SU) AWGN channel. To
support N = 30 users in IDMA, the optimized SU code
is serially concatenated with the REP code (dr = 4),
yielding a matching gain of more than 3 dB.
D. Repetition as User-load Equalizer
The degree profile optimization and the finite-length
code construction of the LDPC code is computationally
quite expensive particularly if the repetition code is
serially concatenated and/or more sophisticated opti-
mizations are considered (e.g., “full” density evolution
and/or irregular CNs). When the number of users varies
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in a system, usually, the code would have to be re-
optimized to achieve closer to MAC capacity, or several
pre-optimized LDPC codes have to be stored for each
possible scenario (e.g., amount of users, transmit power
distribution, channel condition). This limits the flexibil-
ity and practical usability of multiple access schemes
that are based on variants of superposition coding, like
IDMA. In the following we show how this issue can be
mitigated, working close to capacity for any user load
using the same LDPC parity check matrix H by just
adapting the repetition code rate Rr = 1dr .
Considering the LDPC code (the same for all users),
we observe that the “channel observation” of the VN
is provided by the MUD+REP detector and its message
mean is given by µ
R→V . Allowing a sufficient number
of iterations between the repetition node and the MUD,
we obtain the “channel input” to the VN of the LDPC
code by combining (17) and (18) as
µ
R→V =
dr
N
4
σ2n +
(
1− 1N
)
φ ((dr − 1) µ¯M→R + µV→R)
.
This “channel input” to the LDPC decoder depends on
three system parameters, i.e., N , dr and σ2n. Note that
it also depends on the feedback information from the
channel decoder µ
V→R , however, we do not consider it
as system parameter. In other words, the “channel input”
is characterized by a three dimensional function, i.e.,
µ
R→V
(
N, dr, σ
2
n
)
. We prove that the dimensionality can
be further reduced to µ
R→V
(
dr
N , σ
2
n
)
. Thus, we introduce
a repetition to user load ratio (RUR) γRUR which is
defined by
γ
RUR
=
dr
N
.
According to the proof in Appendix B, we show that
lim
N→∞
dr
N
→γ
RUR
µ
R→V
(
N, dr, σ
2
n
)
= µ
R→V
(
γRUR , σ
2
n
)
. (22)
Empirically, the approximation of the “channel input” to
the LDPC decoder, expressed as
µ
R→V
(
N, dr, σ
2
n
) ≈ µ
R→V
(
γ
RUR
, σ2n
)
, (23)
is quite accurate also for small number of users through
the EXIT analysis using (18) (EXIT curves not shown
in the paper, however, BER simulation results are shown
in Fig. 11).
This feature is particularly important in terms of adap-
tiveness to the user load N . For instance, if the number
of active users decreases or increases, the LDPC decoder
“sees” a better or worse channel, respectively, which
drifts the system operating point away from capacity4 or
the system collapses5. If the approximation in (23) holds,
4When the channel becomes better, the code rate of the LDPC code
can be higher.
5The optimized LDPC code at certain SNR can not operate when
the real SNR becomes smaller.
we may only need to vary the dr accordingly to maintain
the constant RUR γRUR so that the “channel input” to
the LDPC decoder remains unchanged and subsequently
the coding part is decoupled from the multi-user front-
end via the repetition code component.
Fig. 10 shows the gap-to-GMAC capacity where the
LDPC code of rate Rc = 0.0975 (optimized for N = 32,
dr = 4 and γs,mu = 0 dB) is kept invariant. The
number of users N and the repetition factor dr are varied.
Density evolution based on GA is used to estimate the
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Fig. 10. GA-density evolution-based Eb
N0
-gap to GMAC capacity for
varying γRUR with the same LDPC code optimized for dr = 4, N =
32 users and γs,mu = 0 dB; the dashed line depicts the operation
points with adaptive repetition factor according to the user load by
fixing the RUR to a constant γRUR =
1
8
; pentagons denote actual
simulation results at the BER of 10−4; Note that the same H-matrix
is used for all simulations.
decoding threshold for each combination of dr and N .
Obviously, the spectral efficiency is quite invariant if the
RUR γRUR =
1
8 is kept constant. The BER simulation
results are also included as pentagons with corresponding
colors in Fig. 10, where the required SNR is obtained
at the BER of 10−4. We note that this adjustment of
the repetition code does not incur any significant loss of
spectral efficiency and can be easily reconfigured at the
transmitter and receiver due to its simple structure and
decoding procedure. Furthermore, the simulated BERs
at the multi user SNR γs,mu = 0 dB are shown in
Fig. 11 for 1 ≤ dr ≤ 8 and various N . The results
consolidate our analytical and empirical expression in
(22) and (23). It also suggest that the designed LDPC
code for specific parameters can be easily generalized
and reused in systems with arbitrarily varying user load
by simply adjusting the repetition factor.
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V. BEYOND EQUAL POWER AND RATE
Different users’ signals arrive at the base-station (BS)
with different power levels since the path loss between
the BS and individual users may be quite different. This
fact indicates that the user rate shall be adapted to its
power level. We assume that each user transmits at full
power for higher data rates and propose two approaches
in the following to allow for multi-rate transmission, yet
using the same channel code that is optimized for the
equal-power case.
1) Layer aggregation. The higher power users may
divide their signals into several data layers or “vir-
tual users”, each with a smaller power and thus,
the user with weakest power can only transmit one
data layer. This approach is straightforward, thus
not further discussed.
2) Repetition code adaptation (RCA). The serially
concatenated repetition code can be further applied
as a “power equalizer” in unequal receive (or
transmit) power cases, or, more precisely, as an
“energy equalizer”. Users with higher power can
reduce the repetition factor dr and users with lower
power shall increase the repetition factor. Let Pi
and dr,i denote the signal power and repetition
factor of the user i, we show that the “channel
input” to the ith LDPC decoder can be written as
µ
R→V =
4γ
RCA
σ2n + φ (κ (γRCA))
(24)
in the asymptotic case of Pi → 0 while Pi ·dr,i →
γ
RCA
= const., where κ (γ
RCA
) is a constant
depending on the feedback from the channel de-
coders and the value of γRCA . A detailed derivation
is given in Appendix C.
For simplicity of numerical simulation, we consider the
following unequal power IDMA system
y =
√
Pst
N/2∑
i=1
x˜i +
√
Pwk
N∑
j=N2 +1
x˜j + n
where half of the users N2 (without loss of generality, N
is assumed to be even) exhibit a higher power than the
other half number of users, i.e., Pst > Pwk. The total
power is normalized to one, that is,
Pst + Pwk =
2
N
and we define a new quantity of “power asymmetry” as
PA =
Pst
Pwk
. The repetition code adaptation rule is given
by
dr,wk
dr,st
= PA
1
dr,wk
+
1
dr,st
=
2
dr
where dr,wk and dr,st denote the new repetition factor
for the strong and weak users, respectively. Notice that if
dr,wk and dr,st are not integer-valued, irregular or quasi-
regular repetition codes with the corresponding average
repetition factors shall be applied.
In Fig. 12, we show the BER performance of an
unequal-power IDMA system with the power asymmetry
between strong users and weak users of PA = 3 dB.
The LDPC code remains unchanged (Rc = 0.125 and
dr = 4). As the LDPC code is optimized for the equal
power case, the average performance becomes worse
since the weak users require higher SNRs. If the RCA
is applied where the strong users employ a repetition
factor of dr,st = 3 and the weak users employ the new
repetition factor of dr,wk = 6 instead of dr = 4, then
a similar performance can be achieved compared to the
equal power case, as the adapted repetition rate acts as
a “power equalizer”. The extension to other cases of
asymmetric power distribution is straightforward.
VI. CONCLUSION
We have proposed a flexible and simple coding
scheme to achieve near-capacity performance in a dy-
namic multiple access channel (MAC) system with both
a varying number of users as well as varying transmit (or
receive) power levels. In particular, a joint optimization
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Fig. 12. BER comparison of unequal-power IDMA system with the
power asymmetry of PA = 3 dB; the LDPC code is optimized for the
equal-power case with dr = 4, N = 32.
of serially concatenated LDPC and repetition code is
considered in a low-complexity IDMA system. We show
that near-capacity performance can be maintained with
the same LDPC code regardless of the number of users
and signal power levels. This universality of the proposed
scheme is made possible by the repetition code acting as
both an interference equalizer as well as power equalizer,
which is of particularly practical interest. The same
LDPC parity check matrix allows to cover a remarkably
wide range of scenarios with respect to number of users
and transmit powers, making this highly flexible and
simple NOMA scheme an attractive candidate for future
wireless communication systems.
APPENDIX A
PROOF OF (21)
The stability condition requires that the message µ
approaches infinity as the number of iterations goes to
infinity. Assume that a very large µl is reached after a
finite number of iterations and let µ˜l denote
µ˜l = µl +
4
Nσ2n + (N − 1) · φ (2 · µl)
.
The left term of (21) is lower-bounded with Taylor-series
by
left term of (21) ≥ 1− λ2φ′ (µ˜l) ·∆µ
+
8λ2φ
′ (2µl)
(Nσ2n + (N − 1) · φ (2 · µl))2
∆µ
and when µl → ∞, we have µ˜l → µl + 4Nσ2n and the
left term can be written as
1− lim
µl→∞
λ2φ
′
µl + 4Nσ2n︸ ︷︷ ︸
µch
 ·∆µ.
Similarly, the right term of (21) is approximated by
1− 1
dc − 1 limµl→∞φ
′ (µl) ·∆µ.
Therefore, we obtain
λ2 ≤ 1
dc − 1 · limµl→∞
φ′ (µl)
φ′ (µl + µch)
=
e
µch
4
dc − 1
We note that φ (µ) ≈
√
pi
µe
−µ4 is a tight approximation
when µ is large.
APPENDIX B
PROOF OF (22)
It is sufficient to show that the extrinsic output of the
MUD+REP remains the same for an arbitrary a priori
information from the LDPC decoder, provided that the
RUR is constant, i.e., γRUR = const. Let I
A
R←D denote
the a priori information from the LDPC decoder to the
repetition decoder. The extrinsic message from repetition
code to the MUD can be written as
IER→M = J
(
(dr − 1) · J−1
(
IEMUD
)
+ J−1
(
IAR←D
))
where IEMUD denotes the extrinsic message from MUD
to REP, given in (19) with IAMUD = I
E
R→M . After suffi-
cient iterations between MUD and REP, the intersection
of EXIT functions of MUD and REP can be written as
J
(
J−1
(
IER→M
)− J−1 (IAR←D)
dr − 1
)
=
J
(
4
Nσ2n + (N − 1) · φ
(
J−1
(
IER→M
))) .
With some mathematical manipulation, we obtain
κσ2n +
(
1− 1
N
)
φ (κ) · (κ− νD) = νDσ2n + 4
dr − 1
N
(25)
where κ = J−1
(
IER→M
)
denotes the converged message
between MUD and REP for a given a priori information
from LDPC decoder νD = J−1
(
IAR←D
)
.
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Let
N →∞ while dr
N
→ γRUR= const. (26)
Thereby, (25) can be written as
κσ2n + φ (κ) · (κ− νD) = νDσ2n + 4γRUR .
Clearly, the solution of κ (γ
RUR
) to the above equation
merely depends on γ
RUR
, σ2n and νD. Therefore, the
message from REP to LDPC decoder for next iteration
is given by
µ
R→V =
4dr
Nσ2n + (N − 1) · φ (κ)
(26)
= γ
RUR
4
σ2n + φ (κ)
.
APPENDIX C
PROOF OF (24)
We first assume that the messages passed from REP
to MUD are of the same mean value among all users,
denoted by µ
R→M,i = J
−1 (IER→M) , ∀i. Following the
same approach in Appendix B, the intersection of EXIT
functions of MUD and REP for the ith user can be
written as
J
(
J−1
(
IER→M
)− J−1 (IAR←D)
dr,i − 1
)
=
J

4Pi
σ2n +
N∑
j=1,j 6=i
Pj · φ
(
J−1
(
IER→M
))
 .
With some mathematical manipulation and let the total
power be normalized to 1, i.e.,
N∑
i=1
Pi = 1, we obtain
κσ2n+(1− Pi)φ (κ) ·(κ− νD) = νDσ2n+4Pi (dr,i − 1)
(27)
where κ = J−1
(
IER→M
)
denotes the converged message
between MUD and REP for a given a priori information
from LDPC decoder νD = J−1
(
IAR←D
)
. Considering
the following asymptotic
Pi → 0, Pidr,i → γRCA= const.,∀i (28)
we can re-write (27) as
κσ2n + φ (κ) · (κ− νD) = νDσ2n + 4γRCA . (29)
Clearly, the solution of κ (γ
RCA
) to the above equation
merely depends on γ
RCA
. Therefore, the message from
REP to LDPC decoder for next iteration is given by
µ
R→V =
4Pidr,i
σ2n + (1− Pi) · φ (κ)
(28)
= γ
RCA
4
σ2n + φ (κ)
.
(30)
Next, we prove that the messages passed from REP to
MUD are of the same mean value among all users,
e.g., µ
R→M,i = J
−1 (IER→M) , ∀i. According to (16),
the message mean from REP to MUD of user i can be
written as
µ
R→M,i = (dr,i − 1)
4Pi
σ2n + (1− Pi) · φ (κ)
+ νD (31)
(28)
= µ
R→V + νD. (32)
Apparently, the message mean is the same for all users
as long as µ
R→V and νD remain unchanged. We have
proved that µ
R→V remains unchanged with the proposed
RCA and νD remains unchanged since we apply the
same LDPC code for all users.
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