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f(x) 関数 f(x)を最大化する xの値
arg min
x
f(x) 関数 f(x)を最小化する xの値
x^ xの推定値









Rij i行 j 列の実数値行列の集合
Z 整数の集合
AnB 集合 Aから集合 B を除いた集合（差集合）
E [x j A] 事象 Aのもとでの xの条件付き期待値
E [x] xの期待値
 パラメータ  の真値
p(A) 事象 Aの起きる確率
p(A j B) 事象 Bのもとで事象 Aの起きる条件付き確率
() ディラックのデルタ関数
FCC 電池の満充電容量 (Full charge capacity)
MIMO 多入力多出力 (Multi-Input Multi-Output)
OCV 電池の開回路電圧 (Open circuit voltage)
RMSE 平均二乗誤差　 (Root Mean Square Error)
SISO 1入力１出力 (Single-Input Single-Output)
SOC 電池の充電率 (State of charge)
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パラメータ  2 Rn によって特徴付けられた確率あるいは確率密度関数 p (Y j ) にした
がってデータ Y = fy1; : : : ;yNgが得られたとする*1．このとき，データ Y を用いてパラメー
タ  を推定することを考える．
パラメータ  のもとで観測データ Y が得られる確率 p(Y j )を  の関数とみなしたとき，
L() := p (Y j )
を尤度関数という．データ Y が与えられたとき，尤度関数 L() を最大化する
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を推定値とする方法を最尤推定法という．尤度関数 L() を最大化する  は尤度関数の対数
lnL()を最大化する  と等しいため，





注意 2.1 推定のルールを推定量 (estimator)，推定のルールに具体的な数値を代入したもの









と定義する．b(^;) = 0であるとき，推定値 ^ は不偏推定値あるいは不偏性をもつという．
不偏性は推定値がもつべき第一の性質であるといえる．
推定値が不偏推定値であるとき，推定値のばらつきを表す推定誤差共分散行列























T = T (Y)を与えたもとでの Y の条件付き確率分布がパラメータ  に依らないとき，統計量
T をパラメータ に対する十分統計量という．この直感的な理解は，十分統計量をデータの代
わりに用いても，パラメータ  の統計的推定に十分であるということである [30]．いいかえれ
ば，十分統計量がデータから得られる統計的推定に関する情報をすべて含んでいるといえる．
任意の不偏推定値に対して，十分統計量に基づく推定値でより分散の小さい不偏推定値が存
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在することが知られている [31]．そのため，推定値としては十分統計量の関数のみを考えれば
よい．
さらに，データ数 N ! 1の極限において推定値がもつべき性質を考える．推定値 ^ が真
値  に確率収束する，すなわち，任意の " > 0に対して j^   j  "となる確率が N !1



























Y を組み合わせて  を推定する方法がベイズ推定である．
事象 A，B に対して，




A p(A)p(B j A)
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が成り立つことが知られており，これをベイズの定理という．ただし，p(A j B)は事象 B の
もとでの事象 Aの条件付き確率である．データ Y とパラメータ  に対してベイズの定理を用
いると，
p( j Y) = p()p(Y j )
p(Y) (2.5)
となる．このとき，p()を事前分布，p( j Y)を事後分布という．また，p(Y j )は尤度関数
である．(2.5)式右辺の分母 p(Y)はパラメータ  に依存しないため， の推定を行う場合，
p( j Y) / p()p(Y j ) (2.6)
と書かれることもある．これらの式により，データ Y が得られたもとでのパラメータ の「確
率」が得られることになる．(2.6)式は事前分布を尤度によって修正している，すなわち，事
前情報を観測データによって修正していると解釈することができる．
注意 2.4 頻度主義の立場ではパラメータ  は決定している定数であるため， の値に関する
確率 p() を考えることはできないが，ベイズ統計では p() を考えることができる．このと
き，事前分布 p()はパラメータ  に関してユーザのもつ事前情報を反映して設定される．
ベイズの定理によって得られた事後分布から，1 つの推定値 ^ を決定することを考える














(   ^)>(   ^)p( j Y)d (2.8)
となる．このベイズリスクを最小化する推定値は最小分散推定値とよばれる．(2.8)式のベイ






(   ^)>p( j Y)d = 0 (2.9)












本論文では，1 入力 1 出力 (Single-Input Single-Output: SISO) の安定な連続時間線形時
不変システム
y(t) = G(p;)u(t) (2.11)
を同定対象とする．ただし，u() 2 R はシステムへの入力，y() 2 R は雑音がないときの
システムの出力である．ここで，入力 u(t) はユーザが設定する既知の信号であり，PE 性
（persistently exciting, 持続的励振）が十分に高いことを仮定する．また，G(p;)は  2 Rn
によってパラメトライズされた微分演算子 p = ddt の有理関数であり， の真値を  2 Rn
とする．
注意 2.5 本論文では，微分演算子とラプラス演算子をそれぞれ p，sとし，初期状態が 0で
あるシステム G(p)に入力 u(t)を印加したときの応答を




と表す．ただし，L 1 [G] は Gの逆ラプラス変換，f(t)  g(t)は f(t)と g(t)のたたみ込み積
分である．
時刻 tk; k 2 f0; : : : ; Ngにおける出力信号が
yk := y
(tk) + wk (2.13)
と取得されているとする．ここで，wk は平均値 0，分散 2 の正規性白色雑音であると仮定す
る．また，N はサンプリングされたデータ数である．このとき，tk は等間隔に限定しないこ
とに注意する．本論文で考えるシステム同定問題は，すべての時刻における u(t)とサンプリ
ングされた出力信号の集合 Y = fyk j k 2 f0; : : : ; Ngg を用いて  を推定することである．
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2.2.2 最尤推定に基づく連続時間システム同定法
最尤推定に基づいて  を推定することを考える．雑音 wk が正規性白色雑音であることか
ら，出力信号の集合 Y が得られる条件付き確率は







N  yk; y^k(); 2 (2.14)
となる．ただし， 変数 x 2 Rnx が平均値  2 Rnx，共分散行列  2 Rnxnx の正規分布に
従うときの確率密度関数を










(x  )> 1 (x  )

(2.15)
とした．特に，スカラ変数 xが平均値 ，分散 2 の正規分布に従うときには，












y^k() = y^(tk;) (2.17)
である．(2.14)式を用いて対数尤度関数を計算すると，















^ML = arg min

V () (2.20)




ある BFGS (Broyden{Fletcher{Goldfarb{Shanno)アルゴリズム [39] などを用いることも可
能である．
これらの最適化の際，(2.19)式の評価関数の に関する勾配を用いると効率よく最適化問題


































































ることに注意する．また，yk   y^k() = wk と，
E [wkwl] =
(
0 k 6= l
2 k = l
であることを用いた．
真のパラメータ  と入力信号 u(t)，雑音の分散 2 が既知のもとで (2.24) 式を用いると，









状態空間実現された多入力多出力 (Multi-Input Multi-Output: MIMO)離散時間線形シス
テム
xk+1 = Axk +Buuk +Bvvk (2.25)
yk = Cxk +wk (2.26)
を考える．ここで，xk 2 Rnx はシステムの状態，uk 2 Rnu は入力，yk 2 Rny は出力である．
また，システム雑音 vk 2 Rnv と観測雑音 wk 2 Rny は平均値 0，共分散行列がそれぞれ v
第 2章 数学的な基礎 13
と w の互いに独立な正規性白色雑音であるとする．さらに，A 2 Rnxnx，Bu 2 Rnxnu，
Bv 2 Rnxnv，C 2 Rnynx はそれぞれシステムのダイナミクスを表す行列である．このと
き，カルマンフィルタにおける状態推定問題はつぎのように与えられる．
カルマンフィルタリング問題












xkp(xk j Yk)dxk (2.28)
によって与えられる．これを用いてカルマンフィルタを導出する．
[1] 条件付き確率密度関数
ベイズの定理から，条件付き確率密度関数 p(xk j Yk)について，
p(xk j Yk) = p(xk j Yk 1;yk)
=
p(yk j xk;Yk 1)p(xk j Yk 1)
p(yk j Yk 1)
=
p(yk j xk)p(xk j Yk 1)
p(yk j Yk 1)
=
p(yk j xk)p(xk j Yk 1)R
Rnx p(yk j xk)p(xk j Yk 1)dxk
(2.29)
が成り立つ．ただし，xk が与えられたとき，yk は Yk 1 に依らず決定されることを用いた．
ここで，p(yk j xk)が尤度関数であることに注意する．また，
p(xk+1 j Yk) =
Z
Rnx
p(xk+1 j Yk;xk)p(xk j Yk)dxk (2.30)
が成り立つ．
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[2] 予測ステップ
p(xk j Yk) が平均値 x^k=k，共分散行列 Pk=k の正規分布で与えられているとすると，
(2.30)式は，
p(xk+1 j Yk) =
Z
Rnx
N  xk+1;Axk +Buuk;BvvB>v N  xk; x^k=k;Pk=k dxk (2.31)
となる．ここで，カルマンフィルタの導出に有用なつぎの恒等式 [20], [21] を導入する．
命題 1 恒等式
N (x;;P )N (y;Ax+ b;R) = N (x;;M)N (y;A+ b;V ) (2.32)
が成立する．ただし，
 = + PA>V  1 (y  A  b) (2.33)
V = APA> +R (2.34)
M = P   PA>V  1AP (2.35)
である． 2
(2.32)式の恒等式を用いると，(2.31)式は









x^k+1=k = Ax^k +Buuk
Pk+1=k = APk=kA
> +BvvB>v
k = x^k + Pk=kA
>P 1k+1=k (xk+1   (Ax^k +Buuk))
Vk = Pk=k   Pk=kA>P 1k+1=kAPk=k
である．(2.36)式の右辺の積分を実行することで，



































Pk=k = Pk=k 1  KkCPk=k 1
k = Cx^k=k 1

















N  xk; x^k;Pk=k dxk
= N (yk;k;Uk) (2.41)
である．この結果を用いて (2.38)式を計算すると，






以上より，事前分布 p(xk+1 j Yk) と事後分布 p(xk j Yk)の逐次的な計算が得られた．この




x^0= 1 = E[x0]; (2.43)
P0= 1 = E

(x0   E[x0])(x0   E[x0])>

(2.44)
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STEP 1　更新
x^k=k = x^k=k 1 +Kkek (2.45)






Pk=k = Pk=k 1  KkCPk=k 1 (2.48)
STEP 2　予測






音 wk が正規性白色雑音であることにより，事前分布 p(xk+1 j Yk) と事後分布 p(xk j Yk) が
正規分布となることを利用している．
システムが非線形である場合や，システム雑音 vk と観測雑音 wk が正規分布にしたがわな
いとき，事前分布 p(xk+1 j Yk) と事後分布 p(xk j Yk)が正規分布にならないため，カルマン
フィルタを適用することができない．そこで本項では，各種の分布に正規性を仮定しないフィ
ルタの 1つであるパーティクルフィルタ [20], [43]{[45] について述べる．
一般の離散時間システム
xk+1 = f(xk;uk;vk) (2.51)
yk = h(xk;xk) (2.52)
を考える．ここで，f(; ; )と h(; )はそれぞれシステムのダイナミクスを表す非線形関数で
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によって









と近似されているとする．ただし，()は x 6= 0に対して (x) = 0 を満たし，Z
Rnx
(x)dx = 1 (2.54)Z
Rnx
g(x)(x  a)dx = g(a) (2.55)
となるディラックのデルタ関数である．このとき，
p(xk+1 j Yk) =
Z
Rnx


















p(xk+1 j xk;vk)p(vk j xk)p(xk j Yk)dxkdvk (2.56)
が成り立つ．また，vk と Yk，vk と xk がそれぞれ独立なので，
p(vk j xk)p(xk j Yk) = p(vk)p(xk j Yk)





k j i 2 f1; : : : ; Lg
o
を用いて
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[2] 更新ステップ
(2.29)式に (2.59)式を代入すると，
p(xk j Yk) = p(yk j xk)p(xk j Yk 1)R































; i 2 f1; : : : ; Lg (2.62)




























 i 2 f1; : : : ; Lgo を生成する．具体的に





計 L 個の粒子を復元抽出すれば Xk=k を構成することができる．この操作をリサンプリング
という．すると，(2.61)式 は














































































k に従って Xk=k 1 から復元抽出することでパーティクル
x
(j)














































k を k + 1として，STEP 1にもどる．
注意 2.8 以上の導出からわかるように，パーティクルフィルタでは (2.52)式の観測方程式は
直接利用されず，尤度関数 p(yk j xk)のみが利用される．このことから，パーティクルフィル
タの適用の際には，観測方程式を尤度関数に書き換える必要がある．たとえば，wk が平均値
0，共分散行列 w の正規性白色雑音であり，
h(xk;wk) = g(xk) +wk (2.70)
と表されるならば，尤度関数は






















を最小化する制御入力 uk を求めよ．ただし，SN  0，Q  0，R > 0はユーザが与え
る重みである．
このような制御問題は，対象システムが線形であり，評価関数が二次形式であり，雑音がガウ
ス性の白色雑音であることから，線形二次ガウス型 (Linear Quadratic Gaussian: LQG) 制
御問題と呼ばれる [46]．この問題の解は，対 (A;Bu)が可制御であるとき，
uk =  Fkxk (2.73)
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である．
つぎに，すべての状態 xk が観測できず，(2.26) 式の出力信号のみが観測できている場合
を考える．対 (C;A) が可観測であるとき，(2.72) 式 の評価関数を最小化する入力信号は，
(2.73)式の xk を (2.45)式のカルマンフィルタによる推定値 x^k=k によって置き換えた
uk =  Fkx^k=k (2.80)
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4 Original signalSampled data
(a) Lebesgue sampling
















最小のサンプリング周期を T とする．このサンプリング周期 T を基本サンプリング周期と呼
ぶ．このとき，信号をサンプリングすることができる時刻は tk = kT; k 2 f0g [ N と表すこ















Fig. 2.2: Approximate Lebesgue sampling
とができる．これらの時刻における信号値を
yk = y(kT ) (2.81)
と書く．近似ルベーグサンプリングでは，この yk のみをサンプリングの対象とし，それぞれ
の k に対して yk をサンプリングするかどうか分類する．表記の簡単のため，添字 k に対応す
る時刻 tk のことを単に時刻 k とよぶ．
あらかじめ定められたM 点のサンプリングしきい値が m，m 2 f1; 2; : : : ;Mgであるとす
る．ただし，1 < 2 <    < M が満たされているとする．このとき，ある時刻 k における
出力 yk に対して
mk  yk < mk+1 (2.82)
を満たす mk 2 f0; : : : ;Mgを見つけることができる．ただし，0 =  1，M+1 = 1 とす
る．すると，近似ルベーグサンプリングを行うサンプラは k = 0，および
mk 1 6= mk (2.83)





yk; k 2 S
; k =2 S (2.84)
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と記述する．ただし，は信号がサンプリングされなかったということを表している．また，
S は信号がサンプリングされた時刻 k の集合であり，











注意 2.9 例 2.1ではサンプリングしきい値は等間隔に設定されるが，本論文ではサンプリン
グしきい値が等間隔であることを仮定しない．
注意 2.10 出力信号がサンプリングされなかったことを示す  を導入したことにより，ル
ベーグサンプリングされた出力 zk は時間的に等間隔である．このうち，出力信号がサンプリ












ング周期 T で信号を計測し，計測された yk を用いてサンプリングされるかどうかを判定する
ことである．この場合は，サンプリングされない時刻の yk はあらかじめ計測されているが，
保存や転送が行われないことを意味する．一方で，すべての時刻 k で yk を計測せず，信号値
と mk 1，mk 1+1 との比較の結果，サンプリングする必要があるときのみ yk を測定する，
という手順でも本節で述べたルベーグサンプリングを実装できる．信号値と決められた値の比
較は yk を計測するより低コストで実現できる場合が多い．
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注意 2.14 時間等間隔にサンプリングを行うリーマンサンプリングも，以上で述べたルベー




yk; k 2 Sr
; k =2 Sr
(2.87)
と記述する．ここで，Sr はサンプリングされる時刻 k の集合であり，



























る方法である [2], [4], [28]．従来のシステム同定法の多くは時間的に等間隔にデータをサンプリ
ングすることが仮定されている．一方，データはつねに等間隔にサンプリングされているとは
限らず，イベント駆動サンプリング [52] や self-triggeredサンプリング [7], [53] ，PWM (Pulse

































y(t) = G(p;)u(t) (3.1)
を同定対象とする．ただし，u(t) 2 Rはシステムへの入力，y(t) 2 Rは雑音がないときのシ
ステムの出力である．また，G(p;)は  2 Rn によってパラメトライズされた微分演算子 p
の有理関数であり，の真値を  2 Rn とする．そして，基本サンプリング周期 T ごとのシ
ステムの出力信号が
yk = y
(tk) + wk (3.2)
と記述されるとする．ただし，tk = kT; k 2 f0g [Nである．また，wk は平均値 0，分散 2




れた出力 Z = zkj k 2 f0; : : : ; Ng	を用いて  を推定することである．ただし，N 2 Rは
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システム同定実験の長さによって決まる量である．





ng 1 +   + bng















tk; k =2 S についても「出力信号がサンプリングしきい値に達することがなかった」という情
報を得ることができる．この情報を活用し，最尤推定に基づいたパラメータ推定法を考える．
まず，時刻 k 2 S においてサンプリングされた値がパラメータ  のもとで yk となる確率
は，確率密度関数












y^(t;) = G(p;)u(t) (3.6)
とし，
y^k() = y^(tk;) (3.7)
とおいた．
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つぎに，サンプリングが行われなかった時刻 k =2 S について考える．このとき，「信号がサ
ンプリングしきい値 に達することがなかった」という情報を得ることができる．時刻 k =2 S
では zk = であり，信号値 yk は得られていないが，
mk 1  yk < mk 1+1 (3.8)
が満たされていることが保証される．この情報を本論文では「サンプル点間情報」とよぶ．パ
ラメータ  のもとで (3.8)式の事象が起きる確率は，




























観測雑音の白色性から，パラメータ  のもとで与えられたデータセット Z が観測される条
件付き確率は










pns( j k;mk 1;) (3.12)
に比例する．ただし，S = f1; : : : ; NgnS である．また，この評価に用いる y^k()は
y^(t;) = G(p;)u(t) (3.13)
を用いて
y^k() = y^(tk;) (3.14)
である．
最尤推定法による推定値は (3.12)式の p(Z j )を最大化することによって得ることができ
る．この負の対数を最小化することを考えると，以下のシステム同定問題を得る．
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ルベーグサンプリングのもとでのシステム同定問題
連続時間入力 u(t)とルベーグサンプリングされた出力 zk が与えられたもとで，
^ = arg min

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Algorithm 1 System identication algorithm under Lebesgue sampling
Require: 0 and H0
i 0









i  arg min

 
Vs(i + "i) + Vns(i + "i)

i+1  i + i"i






















































































































証明 ルベーグサンプリングによって，あるデータ Z が得られる確率は，
p(Z j ) = ps(y0 j 0;)
NY
k=1
p(zk j yk 1;) (3.27)
のように書き表すことができる．ただし，
p(zk j yk 1;) =
(
ps(yk j k;); zk = yk
pns( j k;mk 1;); zk = 
(3.28)
である．ここで，mk 1 は yk 1 に依存して決まることに注意する．これを  で微分すると，
@
@
ln p(zk j yk 1;) = qk(mk 1;)'k() (3.29)






; zk = yk
 gk(m;)
fk(m;)










ln ps(y0 j 0;) = q0()'0() (3.32)
とかける．このとき，
E [q0(
)qk(mk 1;)] = 0 (3.33)
が成り立つことと，k 6= lに対して
E [qk(mk 1;)ql(ml 1;)] = 0 (3.34)
が成り立つことを用いると，フィッシャー情報行列は









































)ps(yk j k;)dyk (3.37)
となる．最後に qk の場合分けに注意しながら yk に関して積分を行うと，Z 1
 1
q2k(m;



















ps(yk j k;)dyk (3.38)









定理 3.2 k = 0; : : : ; N においてルベーグサンプリングでデータを取得するとき，サンプリン
グされるデータ数の期待値は









証明 k 6= 1の時刻 tk について， yk 1 が与えられたもとで出力信号がサンプリングされな
い確率は，
p( j yk 1) = 1
2
fk(mk 1;) (3.40)
となる．このとき，yk 1 について積分消去すると，時刻 tk において出力信号がサンプリング
されない確率は，







N = 1 +
NX
k=1


















とし，平均値 0，分散 1の正規性白色雑音を 0.1秒ごとにサンプル，ホールドした Fig. 3.2の
入力を加えた．ただし，真のパラメータは a = 1，b = 1とした．このときの G(s)のボード
線図を Fig. 3.3に示す．また，観測雑音は平均値 0，分散 0:12 の入力信号と独立な正規性白色
雑音とした．このときの出力の一例を Fig. 3.4に示す．このとき，サンプリングのしきい値は
(2.86)式を用いて設定した．また，基本サンプリング周期 T = 0:1とし，100秒分のデータを
取得した．すなわち，すべてのデータを用いた場合のデータ数は N = 1000である．
(3.39) 式を評価したとき， N が約 500 となるように d = 0:23 と設定し，異なる観測雑音
を用いて 1000 回のパラメータ推定を行った．また，比較のためにサンプル点間情報を用い
ない出力誤差法を用いてパラメータ推定を行った．これは，サンプリングされたデータ点の
みを用いて (3.16) 式を最小化する方法である．このときのパラメータ推定値を Fig. 3.5 に
示す．Fig. 3.5(a) に示した出力誤差法のパラメータ推定値が真値から偏っているのに対し，
Fig. 3.5(b)に示した提案法のパラメータ推定値は真値の周りに偏りなく分布している．また，





注意 3.2 出力 yk がサンプリングされるかどうかは過去の入力と雑音 wk によって決定され
る．そのため，ルベーグサンプリングされたデータ点に含まれる wk; k 2 S と入力信号は相
関をもつ．このことから，ルベーグサンプリングされた点のみを用いたシステム同定法では推
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Fig. 3.3: Bode plot of the system to be identied














Fig. 3.4: Output signal sampled for d = 0:23
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(a) Output error method









Fig. 3.5: Parameters estimated in 1000 trials

























Models in 1000 trials
True system

























Models in 1000 trials
True system
(b) Proposed method
Fig. 3.6: Bode plot of the identied systems
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定値にバイアスが生じる．
つぎに，3.4節で導出したパラメータ推定値の漸近的性質の妥当性を確かめる．サンプリン
グしきい値同士の間隔 dを変化させながら (3.39)式のデータ数の期待値と (3.24)式のフィッ
シャー情報行列を評価した．そして，フィッシャー情報行列の逆行列 I 1() の (1; 1)要素
と (2; 2)要素によってパラメータ a，bの漸近的な分散を評価した．また，それぞれの dにつ
いて異なる観測雑音を用いた 1000回のパラメータ推定実験を行い，そのときのサンプリング
されたデータ数の平均値とパラメータ推定値の標本分散を評価した．これらの結果を Fig. 3.7









ラメータ推定実験を行った．リーマンサンプリングされた時刻 k 2 Sr について，(3.16)式と
同様の評価関数を最小化し，パラメータ推定値を得た．
サンプリング周期 kr を変化させてデータ数 imax とパラメータ推定値の分散の関係を調べ，
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Fig. 3.7: Relationship between the threshold interval d and the size of the data set




















Fig. 3.8: Relationship between the threshold interval d and the asymptotic variance of
estimates
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Fig. 3.9: Relationship between the size of data set and the asymptotic variance of estimate
a^
0 200 400 600 800 1000




Fig. 3.10: Relationship between the size of data set and the asymptotic variance of estimate
b^






を生成し，そのそれぞれに対して，しきい値の間隔と観測雑音の分散をそれぞれ d = 2y，















のとき，システムの未知パラメータを  = [a1 b0 b1]> とした場合のフィッシャー情報行列
を Fig. 3.2 の入力に対して評価した．そして，ルベーグサンプリングを用いた場合のフィッ
シャー情報行列を IL，リーマンサンプリングを用いた場合のフィッシャー情報行列を IR と
するときの一般化分散の比 det(I 1R )= det(I 1L ) を求めた．このとき，imax = N となるよう
に kr を決定することで，リーマンサンプリングされるデータ数がルベーグサンプリングと等
しくなるように設定した． det(I 1R )= det(I 1L ) に関するヒストグラムを Fig. 3.11 に示す．





2 + b1s+ b2
s2 + a1s+ a2
(3.45)
についても同様の数値実験と評価を行った． ただし，未知パラメータベクトルは  =
[a1 a2 b0 b1 b2]
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Fig. 3.11: Histogram of det(I 1R )= det(I 1L ) for 1st-order systems
1 3 5 7 9















Fig. 3.12: Histogram of det(I 1R )= det(I 1L ) for 2nd-order systems




本項の数値例では，同定対象を 3.5.1項と同様の (3.43)式とし，Fig. 3.2の入力を加えたと
きのフィッシャー情報行列の逆行列 I 1 () を最小化するサンプリングしきい値を求める．
このとき，フィッシャー情報行列の大きさの評価として det(I 1 ())を用いることにする．
すなわち，本項で扱う問題は，




^ = arg min

[  ln (det (I ()))] (3.47)
を解くことにする．ここで，簡単のために，不等間隔なしきい値は原点を中心に対象であると
き，すなわちM を偶数として，
M=2+1+i = M=2 i; i 2














ついて (3.47)式の問題を内点法 [58], [59] を用いて解いた．このとき得られたサンプリングしき
い値を Fig. 3.13に示す．図では，制約のサンプリングサンプリングしきい値の数M と，そ
のときの最適なサンプリングしきい値の位置の関係が示されている．たとえば，M = 2のと
きには，2 つのサンプリングしきい値の値が得られていることに注意する． Fig. 3.13 の (a)
と (b)を比較すると，サンプリングしきい値を等間隔にしたときと不等間隔にしたときで類似
した結果が得られた．つぎに，このサンプリングしきい値を用いたときにサンプリングされ
るデータ数の期待値 N と，(3.47)式の評価関数値をそれぞれ Fig. 3.14と Fig. 3.15に示す．
Fig. 3.14は，同じサンプリングしきい値の数のもとでは不等間隔である場合のほうが多くの
データをサンプリングできることを示している．一方で，Fig. 3.15の評価関数の意味では等
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Fig. 3.13: Optimized thresholds in various M
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Fig. 3.14: Relationship between M and the size of data set N






Fig. 3.15: Relationship between M and the value of the cost function (3.47)
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Fig. 3.16: Relationship between the size of data set N and the value of the cost function
(3.47)











Fig. 3.17: Optimized thresholds under the constraint of the size of the data set







Fig. 3.18: Relationship between N and the value of the cost function (3.47)







Fig. 3.19: Ellipse in which 99% estimates exist










つ信号をサンプリングすることを考える．d = 0:1とした (2.86)式の等間隔なサンプリングし
きい値を用いてルベーグサンプリングすると，Fig. 3.21となる．図では，サンプリングが頻
繁に行われるときと，あまり行われないときが交互に現れている．このとき，最後にサンプリ














時刻 kにおいて，出力 yk をサンプリングするかどうかを判定することを考える．時刻 k  1
までにサンプリングが行われた時刻の集合を Sk 1 とし，sk を時刻 k   1までに最後にサンプ
















とする．このとき，提案するサンプリング法では Fig. 3.23に示すように，k が
ysk     yk < ysk +  (3.50)




Sk 1; ysk     yk < ysk + 
Sk 1 [ fkg ; otherwise
(3.51)
となる．ただし，k = 1では出力信号は必ずサンプリングされるものとし，




yk; k 2 Sk
; k =2 Sk
(3.53)
と記述できる．



































Fig. 3.22: Elapsed time since the last sampling under the Lebesgue sampling











Fig. 3.23: Variable Lebesgue sampling for a time series
このサンプリング法を用いて Fig. 3.20 の出力信号をサンプリングすると，Fig. 3.24 とな
る．また，最後にサンプリングが行われてからの経過時間を Fig. 3.25に示す．このとき，サ
ンプリングのために設定する  は，サンプリングされるデータ数が Fig. 3.21とほぼ同数とな










ysk     yk < ysk + 
が保証される．パラメータ  のもとでこの不等式が満たされる確率は，




















































Fig. 3.25: Elapsed time since the last sampling under the variable Lebesgue sampling
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Network 
Estimator  System






















によって記述されるとする．ここで，xk 2 Rnx はシステムの状態であり，uk 2 Rnu は入力
である．また，vk 2 Rnv はシステム雑音であり，平均値 0，共分散行列 v の正規性白色雑
音とする．また，wk 2 Rは観測雑音であり，平均値 0，分散 2 の正規性白色雑音であるとす
る．A 2 Rnxnx，Bu 2 Rnxnu，Bv 2 Rnxnv，c 2 Rnx1 はそれぞれシステムのダイナ
ミクスを表す行列である．
Fig. 4.2に示すように，システムの出力 yk はルベーグサンプリングされ，zk が得られると
する．このとき，本論文で考える状態推定問題は，時刻 k までに得られた出力 Zk = fzi j i =
0; : : : ; kg を用いて xk を推定するフィルタを設計することである．
















Fig. 4.2: Objective system










まず，状態 xk が与えられたもとで，サンプリングが行われ，zk = yk となる確率は，












pns( j k;mk;xk) = 　
Z mk+1
mk




















































k = 1 とし，適当な事前分布 p(x0) を設定する．事前分布 p(x0) に従って x(i)1=0,


















 k;x(i)k=k 1 ; i 2 f1; : : : Lg (4.5)














k に従って Xk=k 1 から復元抽出することでパーティクル
x
(j)

























































k を k + 1として，STEP 1にもどる．
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if zk = yk then
for i 2 f1; : : : Lg do

(i)
k  ps(yk j k;x(i)k=k 1)
end for
else









for i 2 f1; : : : Lg do

























k  k + 1
end loop
提案法において，STEP 1と STEP 2が逐次的に実行される．また，時刻 k における推定
値は (4.7)式の x^k である．以上をまとめると，Algorithm 2となる．
注意 4.2 提案法との比較のため，サンプル点間情報を用いない状態推定法を考える．サンプ










によって計算する．提案法では，この方法に比べて STEP 1.1の (4.6)式でサンプル点間情報
を活用することにより，状態推定精度を向上できることが期待される．
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注意 4.4 本論文では (4.1), (4.2)式 の線形システムを対象としているが，提案する状態推定
法はパーティクルフィルタを用いているため，非線形システムにも適用可能である．非線形シ
ステムに適用する場合，より大きいパーティクル数 Lが必要になる [44], [64]．
































制御対象  は状態方程式 (4.1)，(4.2)式で記述される．このとき，本節で扱う制御問題は評










































































Fig. 4.5: The proposed control system under the Lebesgue sampling
4.5.1 1次系に対する状態推定
本項では，
xk+1 = axk + bvk; (4.14)







を状態空間実現し，離散化した a = 0:9048，b = 0:25，c = 0:3807を用いた．また，vk と wk
の分散はそれぞれ 2v = 1と 2 = 0:12 とした．さらに，サンプリングしきい値は (2.86)式と
し，d = 0:23とした．数値例で用いた出力信号の一例を Fig. 4.6に示す．図において，縦の
点線はサンプリングが行われた時刻を表している．異なる 1000通りの vk と wk の実現に対し
て状態推定実験を行った．それぞれの実験においては，提案法を (4.14)，(4.15)式に対して適
用した．このとき，パーティクル数は L = 200とした．また，注意 4.3の全サンプルカルマ
ンフィルタ，注意 4.2のサンプル点間情報を用いない状態推定法と提案法を比較した．全サン
プルカルマンフィルタ，サンプル点間情報を用いない状態推定法，提案法による状態推定結果
の一例をそれぞれ Fig. 4.7の (a)，(b)，(c) に示す．今後，図のキャプションになどにおいて
は，注意 4.2のサンプル点間情報を用いない状態推定法を Naive methodと表記する．
Fig. 4.7(b)と Fig. 4.7(a)を比較すると，サンプル点間情報を用いない状態推定法では全サ
ンプルカルマンフィルタに比べて推定精度が劣化している．特に，出力信号 yk が長くサンプリ
ングされない k 2 [6; 11]や k 2 [34; 44]において劣化が顕著に表れている．一方，Fig. 4.7(c)
の提案法では，このような期間に推定精度の劣化が抑えられている．
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Fig. 4.6: An example of the output of the 1st-order system
Table 4.1: The RMSE of the state estimations for the 1st-order system
Mean Standard deviation
Proposed method 0.2117 0.0251
Naive method 0.2444 0.0389
Kalman lter with full sampling 0.1990 0.0236
つぎに，1000回の試行における RMSEの平均値と標準偏差を評価した結果を Table 4.1に








xk+1 = Axk + bvvk (4.17)
yk = c
>xk + wk (4.18)
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(a) Kalman lter in the full sampling case










Fig. 4.7: The results of the state estimation for the 1st-order system
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とする．ただし，


















を用いた．ここで，T はサンプリング周期であり，T = 0:5とした．vk と wk の分散をそれぞ
れ 2v = 1と 2 = 0:022 とした．さらに，サンプリングしきい値は (2.86)式とし，d = 0:2と
した．このときの出力の一例を Fig. 4.8に示す．
パーティクル数を L = 500とし，1000通りの vk と wk について状態推定を行った．全サン
プルカルマンフィルタ，サンプル点間情報を用いない状態推定法，提案法による状態推定結果
の一例をそれぞれ Figs. 4.9{4.11 に示す．ここで，状態変数の第 2要素は観測されているが，















場合についても状態推定を行った．このとき，k =2 Sr の場合のサンプル点間情報は存在しな
いため，注意 4.2と同様のサンプル点間情報を用いない状態推定法を用いた．ルベーグサンプ
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Fig. 4.9: State estimation result for the 2nd-order system by Kalman lter in the full
sampling case




























Fig. 4.11: State estimation result for the 2nd-order system by the proposed method
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Table 4.2: The RMSE of the state estimations for the 2nd-order system
x1 x2
Mean Standard deviation Mean Standard deviation
Proposed method 0.2252 0.0248 0.0430 0.0050
Naive method 0.2845 0.0389 0.0748 0.0204
Kalman lter
with full sampling 0.1371 0.0203 0.0193 0.0020
リングと同様に，さまざまなサンプリング周期 kr に対して，サンプリングされるデータ数と
状態推定精度を評価した．ルベーグサンプリングとリーマンサンプリングのどちらについて
も，N = 104 とし，k 2 f1; : : : ; Ng において状態推定を行った．
ルベーグサンプリングとリーマンサンプリングを用いた場合について，データ数と RMSE












A = exp (A0T ) (4.19)
bu = bv =
Z T
0
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Lebesgue sampling (naive method)
Lebesgue sampling (proposed method)





















また，A0 の固有値が pKx=M であることから，このシステムは不安定であることに注意
する．(4.19){(4.23) 式において，T は基本サンプリング周期，Kx と Ki は平衡点によって
決まる電気的吸引力に関する定数である．本項の数値例では，それぞれの定数を T = 10 3，










Fig. 4.14: Time series of the states under the LQG control in the full sampling case
Kx = 177，Ki = 5:187，M = 0:358 とした．また，vk と wk は平均値 0，分散がそれぞれ
0:1と 10 6 の正規性白色雑音とした．サンプリングしきい値は (2.86)式によって定義される
とし，d = 10 2 とした．さらに，状態フィードバックゲインは，SN = I，Q = I，R = 0:1
としたときの (4.13)式とした．
状態推定器として全サンプルカルマンフィルタを用いた LQG制御，サンプル点間情報を用
いない状態推定法を用いた制御方法，提案法の制御結果をそれぞれ Figs. 4.14{4.16 に示す．
図の x1，x2 はそれぞれ状態 xk の第 1要素と第 2要素であり，鉄球の位置と速度に対応して












を評価した結果を Table 4.3 に示す．提案法による評価関数値がサンプル点間情報を用いな
い状態推定法を用いた場合に比べて小さくなっていることから，提案法の有用性が確かめら
れた．




















Fig. 4.16: Time series of the states under the proposed control method
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Table 4.3: The value of the cost functions in Eq. (4.24)
Proposed method 223.5
Naive method 962.4






時刻 k における状態の事後分布 p(xk j Zk)が平均値 xk=k，共分散行列 Pk=k の正規分布
p(xk j Zk) = N (xk;xk=k;Pk=k) (4.25)
であるとする．このとき，時刻 k + 1の状態の事前分布は，






x^k+1=k = Ax^k +Buuk
Pk+1=k = APk=kA
> +BvvB>v
である．また，時刻 k + 1における状態の事後分布は，
p(xk j Zk) = p(xk j Zk 1; zk)
=
p(zk j xk)p(xk j Zk 1)R
Rnx p(zk j xk)p(xk j Zk 1)dxk
となる．時刻 k において yk がサンプリングされたとき，
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である．また，時刻 k においてサンプリングが行われなかったとき，
p(zk j xk) =
Z mk+1
mk
N (yk; c>xk; 2)dyk
であることを用いると，
p(xk j Zk) =
R mk+1
mk
N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk














N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk





x^kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
= (I   kkc>)x^k=k 1 + kk
R mk+1
mk
ykN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
























(xk   xk)(xk   xk)>
R mk+1
mk
N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk










N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
dxk   xk x>k





k N (yk; y^k=k 1; Uk)dykR mk+1
mk
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Algorithm 3 State estimation algorithm under Lebesgue sampling using moment match-
ing
Require: x^1=0 and P1=0
k  1
loop









Pk=k  Pk=k 1   kkc>Pk=k 1
else
y^k=k 1  c>x^k=k 1
Uk  2 + c>Pk=k 1c











n0k  (mk+1  y^k=k 1)N (mk+1; y^k=k 1; Uk) (mk  y^k=k 1)N (mk ; y^k=k 1; Uk)
x^k  x^k=k 1 + Ukkk nkdk













x^k+1=k  Ax^k +Buuk
Pk+1=k  APk=kA> +BvvB>v
k  k + 1
end loop
となる．ここで，






















































電池残量を見積もるモデルを考える．充電率 SOCは電池残量（Remaining Capacity: RC）


























を用いて SOCを算出する方法である．ただし，時刻 tの SOCを xch(t)とした．また，電池
を流れる電流を u(t)とした．このとき，電池に流入する方向を正とした．t0 は推定を開始す
る時刻である．
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電池の SOCの推定方法として，開回路電圧（Open Circuit Voltage: OCV）法と呼ばれる
方法も存在する [66]．ここで，OCVは，電池が電気化学的平衡状態にあるときの端子電圧で
ある．SOCと OCVの間には一対一の対応関係があり，たとえば Fig. 5.1で表されるような
非線形関数 focv()を用いて，
OCV(t) = focv(xch(t)) (5.5)
と記述できる [74]{[76]．このとき，非線形関数 focv()を SOC-OCV特性とよぶ．SOC-OCV














Fig. 5.2: Equivalent circuit of a battery
5.2.4 モデルに基づいた充電率推定
前項で説明した開回路電圧法は SOCを推定するのに十分に長時間電池を放置する必要があ
る．二次電池の実使用中に SOC を推定するためには，OCV を推定することが必要である．
電池のモデルを用いて OCV推定を行う手法が考えられている．
OCVの推定のために用いられるモデルの多くは電池の端子電圧 y(t)を
y(t) = OCV(t) + (t) (5.6)
と記述する [79]．これを等価回路で表すと Fig. 5.2となる．ただし，(t)は電池の内部抵抗に
よる電圧降下であり，過電圧（Overpotential）と呼ばれる．過電圧 (t)のダイナミクスを記
述するモデルが得られているとき，たとえば，
OCV(t) = y(t)  (t) (5.7)
を計算することにより OCV を推定することができる．すると，SOC-OCV 特性の逆関数を

















(t) = G(p)u(t) (5.8)
と表す．ただし，過電圧部分のインピーダンスを









と表される [80]．ただし，Rd は直流電流に対する拡散抵抗である．また，d は拡散過程の時
定数を表す量であり， を拡散層の厚み，D を拡散定数とすると d = 2=D を満たす．
(5.10)式のインピーダンスには s 1=2 という非整数階積分が含まれていて扱いにくいが，分





























注意 5.1 Fig. 5.3 の等価回路は一般には抵抗とコンデンサの 2nw 個のパラメータで記述さ
れる．一方で，(5.11) 式のモデルは等価回路の抵抗やコンデンサが打ち切り次数 nw によら
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v1 : : : vnw
>
(5.22)
であり，vj(j = 1; 2; : : : ; nw)はそれぞれ Fig. 5.3 におけるコンデンサ Cj の両端電圧である．
また，












1 : : : 1
>
(5.25)




3 0       0






4nw   5       4nw   5 0




1 1 1    1
0 5 5    5
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が得られる．ただし，
Aw =
















24c>w o> o>o> c>w o>
o> o> c>w
35 (5.36)





















x(t) = Acx+ bcu(t) (5.38)
























h(x; u) = focv(c
>














(5.38)，(5.39)式 を離散化し，システム雑音 vk，観測雑音 wk を導入すると，離散時間状態
空間モデル
xk+1 = Axk + buk + vk (5.44)
yk = h(xk; uk) + wk (5.45)
が得られる．ただし，Aと bはAc と bc を適切に離散化して得られる行列である．たとえば
ゼロ次ホールドを用いて














数値実験では，R0 = 0:6 m
，Rd = 1 m
，d = 200 s，xch(t0) = 90 %，SOH = 95 %
と設定した計算機上のモデルを対象システムとする．このシステムに電気自動車の走行を模擬
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Fig. 5.4: Input current used for numerical experiments












Fig. 5.5: An example of the output voltage of the battery in numerical experiment
した Fig. 5.4 の入力を印加し，Fig. 5.5 の出力を得た．このとき，基本サンプリング周期は
0.1 秒とした．また，観測値には平均値 0，分散 10 4 の正規性白色雑音が加わるとした．こ
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Table 5.1: Estimated parameters of battery
True Riemann Lebesgue Variable Lebesgue
R0 [m
] 0.6 0:600 0:0063 0:600 0:0037 0:600 0:0034
Rd [m
] 1 1:00 0:0118 0:99 0:0069 1:00 0:0066
d [s] 200 200 7:92 199 4:8 200 4:4
xch(t0) [%] 90 90:0 0:0461 90:0 0:0538 90:0 0:0289






ンプリングでこの条件を満たすサンプリングしきい値を見つけると，それぞれ d = 84 mV,
 = 25 mVとなった．このとき，異なる雑音を用いた 1000組の入出力データに対して，シス











た．その結果を Figs. 5.6，5.7に示す．図において，縦軸は全データ N のうちサンプリング
されたデータ数の割合 jSj=N を表している．図は，どのパラメータに対しても，データ数の割
合を小さくしていったときの標準偏差の増加が最も小さいのは可変ルベーグサンプリングであ
ることを示している．たとえば Fig. 5.6(a)において，標準偏差を 0.005以下に抑えようとし
たとき，リーマンサンプリングを用いた場合には全サンプルの 50 %が必要なのに対し，可変















































Fig. 5.6: Relationship between the sampled ratio jSj=N and the standard deviations of
estimated Rd, d, and R0
















Fig. 5.7: Relationship between the sampled ratio jSj=N and the standard deviations of
estimated xch(t0) and SOH
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