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Abstract
Using the generating function method we obtain a multiplication theorem for the two-variables (one-parameter) gen-
eralized cylinder function Jn(x; y; ) and two multiplication theorems for the double-index Bessel function Jm;n(x).
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1. Introduction
Special functions, as a branch of mathematics, is of utmost importance to scientists and engi-
neers in many areas of applications. During the last decade a number of generalized forms of some
well-known special functions [7] have been developed [3,5,9]. The success of any generalized special
function depends on its usefulness in applications, and on the existence of eective numerical pro-
cedures for its computation. Among such generalizations are those concerning elliptic-type integrals
[1], rectangular source integrals [8], generalized Bessel functions, and Hermite polynomials [3,5].
In this respect, the generalized Bessel functions appear in the solution of problems in synchronous
light theory and in other applied problems [6].
The two-variables one-parameter generalized Bessel function Jn(x; y; ) can be introduced using
the generating function [2]
exp

x
2

t − 1
t

+
y
2

t 2− 1
t 2

=
+1X
n=−1
t nJn(x; y; ); (1)
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where x; y are real variables and t;  are non-zero complex parameters with jtj; jj<1. It is
immediately recognized that for y = 0, function (1) reduces to the well-known generating func-
tion of one-variable (cylinder) Bessel functions Jn(x), that is,
exp

x
2

t − 1
t

=
+1X
n=−1
t nJn(x): (2)
Furthermore, it is easily checked that Jn(x; y; ) can be expanded by means of the convergent
series [2]
Jn(x; y; ) =
+1X
h=−1
hJn−2h(x)Jh(y): (3)
On the other hand, double-index Bessel functions Jm;n(x) are usually introduced using the
identity [3]
exp

x
2

u− 1
u

+

v− 1
v

+

uv− 1
uv

=
+1X
n=−1
+1X
m=−1
umvnJm;n(x); (4)
where 0< juj 6= jvj<1. An alternative denition of the double-index Bessel functions is in terms
of a convergent series involving products of ordinary Bessel functions, namely
Jm;n(x) =
+1X
h=−1
Jm−h(x)Jn−h(x)Jh(x): (5)
Moreover, the double-index one-parameter Bessel function can be represented by means of the series
Jm;n(x; ) =
+1X
h=−1
hJm−h(x)Jn−h(x)Jh(x): (6)
Hermite polynomials are useful complements to the theory of generalized Bessel functions. There
is a class of many-variable generalized Hermite polynomials, denoted in the two-variable case by
Hn(x; y), whereby the polynomials are dened by means of the generating function [4]
exp(xt + yt 2) =
+1X
n=0
t n
n!
Hn(x; y); (7)
where [5]
Hn(x; y) = n!
[n=2]X
m=0
(−y)m(2x)n−2m
(n− 2m)!m! : (8)
There are also Hermite-type polynomials Hr;s(x) dened by the series [5]
Hr;s(x) =
min(r; s)X
q=0
q!

r
q

s
q

x
2
r+s−q
: (9)
Recently, Dattoli et al. [4] have investigated the theory of generalized Bessel functions and Hermite
polynomials. In this paper we use the generating function method to obtain a multiplication theorem
for the two-variable (one-parameter) generalized cylinder function Jn(x; y; ) in addition to two
multiplication theorems for the double-index Bessel function Jm;n(x).
L. Galue et al. / Journal of Computational and Applied Mathematics 118 (2000) 143{150 145
2. Multiplication theorem for Jn(x; y; )
In this section we establish the following multiplication theorem for the two-variables one-parameter
generalized Bessel function Jn(x; y; ):
Jn(x; y; ) = −n
+1X
m=0
1
m!
Jn−m
 
x; y;
2

!
Hm
 
x
2
(2 − 1); y
2
2
(2 − 1)
!
: (10)
Proof. We start with the identity
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
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2

t − 1
t

+
y
2

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− 1
t 2

=exp
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x
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
t

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t

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
y
2

t 2


− 
t 2

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"
x
2
(2 − 1) t

+
2y
2
(2 − 1)

t

2#
:
From denition (2), we obtain
exp

x
2

t

− 
t

=
+1X
h=−1

t

h
Jh(x); exp

y
2

t 2


− 
t 2

=
+1X
k=−1
t2k



k
Jk(y);
while (7) leads to
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2
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
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y
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
t

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=
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
t

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x
2
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y
2
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!
:
Hence,
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2

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t

+
y
2

t 2− 1
t 2

=
+1X
h; k=−1
1
h
Jh(x)



k
th+2kJk(y)
+1X
m=0

t

m 1
m!
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x
2
(2 − 1); y
2
2
(2 − 1)
!
=
+1X
s; k=−1

t

s 2

!k
Js−2k(x)Jk(y)
+1X
m=0

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
m 1
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x
2
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2
2
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!
;
after making the change of index h= s− 2k. Now, using result (3), we obtain
exp

x
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t − 1
t

+
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2

t 2− 1
t 2

=
+1X
s=−1
+1X
m=0
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;
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by another change of index, namely s= n− m. Then, we have
+1X
n=−1
t nJn(x; y; ) =
+1X
n=−1
t n−n
+1X
m=0
1
m!
Jn−m
 
x; y;
2

!
Hm
 
x
2
(2 − 1); y
2
2
(2 − 1)
!
and, consequently, the desired result (10) follows.
3. Multiplication theorems for Jm;n(x)
In this section we establish two multiplication theorems for the double-index Bessel functions.
Theorem 1.
Jm;n(x) = −m−n
+1X
r; s=0
r+s
r!s!
Hr;s
"
x
 
2 − 1

!#
Jm−r; n−s(x; ): (11)
Theorem 2.
Jp;q(x) =
"
x
2
 
2 − 1

!#p+q pX
m=−1
qX
n=−1

2
x(2 − 1)
m+n 1
 (p− m+ 1)
 1
 (q− n+ 1)Jm;n(x; 
3) 0F2
2
4−;p− m+ 1; q− n+ 1;x
2
3 1− 2

!335 : (12)
Proof of Theorem 1. We start with the identity,


u− 1
u

+

v− 1
v

+

uv− 1
uv

=

u

− 
u

+

v

− 
v

+

uv

− 
uv

+
 
2 − 1

!
(u+ v+ uv): (13)
Since,
exp
"
x
2
 
2 − 1

!
(u+ v+ uv)
#
=
+1X
h; j; k=0
"
x
2
 
2 − 1

!#h+k+j
uh+jvk+j
h!k!j!
=
+1X
r; s=0
min(r; s)X
j=0
"
x
2
 
2 − 1

!#r+s−j
ur vs
(r − j)!(s− j)!j! ;
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on making the change of indices r = h+ j, s= k + j, this result can be rewritten as
exp
"
x
2
 
2 − 1

!
(u+ v+ uv)
#
=
+1X
r; s=0
ur vs
r!s!
min(r; s)X
j=0
j!
"
x
2
 
2 − 1

!#r+s−j 
r
j
 
s
j

=
+1X
r; s=0
ur
r!
vs
s!
Hr;s
"
x
 
2 − 1

!#
; (14)
by virtue of result (9). On the other hand, from (2) we have
exp

x
2

u

− 
u

=
+1X
i=−1

u

i
Ji(x); (15)
exp

x
2

v

− 
v

=
+1X
j=−1

v

j
Jj(x); (16)
exp

x
2

uv

− 
uv

=
+1X
q=−1

uv

q
Jq(x) (17)
and these three equations yield:
exp

x
2

u

− 
u

exp

x
2

v

− 
v

exp

x
2

uv

− 
uv

=
+1X
i; j; q=−1
1
i+j+q
ui+qvj+qJi(x)Jj(x)Jq(x)
=
+1X
h; k; q=−1
1
h+k−q
uh vkJh−q(x)Jk−q(x)Jq(x) =
+1X
h; k=−1
uhvk
h+k
Jh; k(x; ); (18)
where new indices h= i+ q and k = j+ q have been introduced and result (6) was used in the last
equality. Then, substituting (14) and (18) into (13), we obtain
exp

x
2

u− 1
u

+

v− 1
v

+

uv− 1
uv

=
+1X
h; k=−1
uhvk
h+k
Jh; k(x; )
+1X
r; s=0
ur
r!
vs
s!
Hr;s
"
x
 
2 − 1

!#
=
+1X
m;n=−1
+1X
r; s=0
1
r!s!
Hr;s
"
x
 
2 − 1

!#
r+s
m+n
Jm−r; n−s(x; )umvn (19)
after taking h= m− r and k = n− s. This result together with (4) lead to (11).
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Proof of Theorem 2. The demonstration is based on the identity


u− 1
u

+

v− 1
v

+

uv− 1
uv

=

u

− 
u

+

v

− 
v

+

uv− 1
uv

+
 
2 − 1

!
u+
 
2 − 1

!
v+
 
1− 2

!
1
uv
:
(20)
In view of the result
exp
"
x
2
 
2 − 1

!
u
#
exp
"
x
2
 
2 − 1

!
v
#
exp
"
x
2
 
1− 2

!
1
uv
#
=
+1X
h; j; k=0
(−1)k
"
x
2
 
2 − 1

!#h+j+k
uh−kvj−k
h!j!k!
=
+1X
k=0
+1X
r; s=−1
(−1)k
"
x
2
 
2 − 1

!#r+s+3k
ur vs
k!r!s!(r + 1)k(s+ 1)k
=
+1X
r; s=−1
"
x
2
 
2 − 1

!#r+s
urvs
r!s! 0
F2
2
4−; r + 1; s+ 1;
"
x
2
 
1− 2

!#335 ; (21)
where r = h− k, s= j − k, in addition to the following relation:
exp

x
2

uv− 1
uv

=
+1X
l=−1
(uv)lJl(x) (22)
and, furthermore, applying (15), (16) and (22), we obtain
exp

x
2

u

− 
u

+

v

− 
v

+

uv− 1
uv

=
+1X
h; j; l=−1
l−h−juh+lvj+lJh(x)Jj(x)Jl(x)
=
+1X
r; s;l=−1
3l−r−survsJr−l(x)Js−l(x)Jl(x) =
+1X
r; s=−1

u

r  v

s
Jr; s(x; 3); (23)
which result from taking r = h + l and s = j + l, and using (6). Next, we apply results (4), (21)
and (23) to get
exp
"
x
2
"
u

− 
u

+

v

− 
v

+

uv− 1
uv

+
 
2 − 1

!
u
+
 
2 − 1

!
v+
 
1− 2

!
1
uv
##
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=
+1X
r; s=−1
"
x
2
 
2 − 1

!#r+s
ur
r!
vs
s! 0
F2
2
4−; r + 1; s+ 1;
"
x
2
 
1− 2

!#335

+1X
m;n=−1

u

m  v

n
Jm;n(x; 3):
Finally, results (20) and (4) lead to
+1X
p; q=−1
up vqJp;q(x) =
+1X
p; q=−1
upvq
+1X
m;n=−1
1
 (p− m+ 1) (q− n+ 1)

"
x
2
 
2 − 1

!#p+q−m−n
 0F2
2
4−;p− m+ 1; q− n+ 1;
"
x
2
 
1− 2

!#335 Jm;n(x; 3)
m+n
:
Hence,
Jp;q(x) =
"
x
2
 
2 − 1

!#p+q pX
m=−1
qX
n=−1

2
x(2 − 1)
m+n 1
 (p− m+ 1)
 1
 (q− n+ 1)Jm;n(x; 
3) 0F2
2
4−;p− m+ 1; q− n+ 1;
"
x
2
 
1− 2

!#335 :
4. Special cases
The general results established in the previous sections lead to a number of special cases for
selected values of the parameters. We mention here some cases following from result (10).
(i) For  = 1 we get
Jn(x; y; ) = −n
+1X
m=0
1
m!
Jn−m(x; y; 2)

Hm

x
2
2 − 1

; 0

which, on using (8), leads to
Jn(x; y; ) = −n
+1X
m=0
1
m!
[x (2 − 1)]m Jn−m(x; y; 2): (24)
(ii) Similarly, for y = 0 ; we have
Jn(x; 0; ) = −n
+1X
m=0
1
m!
Jn−m
 
x; 0;
2

!
Hm

x
2
(2 − 1); 0

;
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which reduces to
Jn(x) = −n
+1X
m=0
1
m!
[x (2 − 1)]m Jn−m(x) (25)
by virtue of (8) and the fact that Jn(x; 0; ) = Jn(x).
(iii) For = =2:
Jn

x; y;

2

= −n
+1X
m=0
1
m!
Jn−m(x; y; 1)Hm

x
2
(2 − 1); y
2
(2 − 1)

and since
Jn(x; y; 1) =
+1X
r=0
1
(n+ r)!r!
Hn+r

x
2
;
y
2

Hr

−x
2
;−y
2

;
we get
Jn

x; y;

2

=
1
n
+1X
m;r=0
1
m!(n+ r)!r!
Hn−m+r

x
2
;
y
2

Hr

−x
2
;−y
2

Hm

x
2
(2 − 1); y
2
(2 − 1)

: (26)
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