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Abstract
Assume that X is a left Banach module over a unital C∗-algebra A. It is shown that almost every n-sesquilinear-
quadratic mapping h : X × X × Xn → A is an n-sesquilinear-quadratic mapping when h(rx, y; z1, . . . , zn) =
h(x, ry; z1, . . . , zn) = h(x, y;√rz1, z2, . . . , zn) = · · · = h(x, y; z1, z2, . . . ,√rzn) = rh(x, y; z1, z2, . . . , zn)
(r > 0, r 	= 1) holds for all x, y, z1, . . . , zn ∈ X.
Moreover, we prove the generalized Hyers–Ulam–Rassias stability of an n-sesquilinear-quadratic mapping on a
left Banach module over a unital C∗-algebra.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Let X and Y be Banach spaces with norms ‖ · ‖ and ‖ · ‖, respectively. Consider f : X → Y to be a
mapping such that f (tx) is continuous in t ∈ R for each ﬁxed x ∈ X. Assume that there exist constants
0 and p ∈ [0, 1) such that
‖f (x + y)− f (x)− f (y)‖(‖x‖p + ‖y‖p)
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for all x, y ∈ X. Rassias [10] showed that there exists a unique R-linear mapping T : X → Y such that
‖f (x)− T (x)‖ 2
2− 2p ‖x‖
p
for all x ∈ X. Ga˘vruta [4] generalized the Rassias’ result: Let G be an abelian group and Y a Banach
space. Denote by  : G×G→ [0,∞) a function such that
˜(x, y) :=
∞∑
j=0
2−j(2j x, 2j y)<∞
for all x, y ∈ G. Suppose that f : G→ Y is a mapping satisfying
‖f (x + y)− f (x)− f (y)‖(x, y)
for all x, y ∈ G. Then there exists a unique additive mapping T : G→ Y such that
‖f (x)− T (x)‖ 12 ˜(x, x)
for all x ∈ G. C. Park [8] applied the Ga˘vruta’s result to linear functional equations in Banach modules
over a C∗-algebra.
A square norm on an inner product space satisﬁes the important parallelogram equality
‖x + y‖2 + ‖x − y‖2 = 2‖x‖2 + 2‖y‖2.
The functional equation
f (x + y)+ f (x − y)= 2f (x)+ 2f (y)
is called a quadratic functional equation. In particular, every solution of the quadratic functional equation
is said to be a quadratic function. A Hyers–Ulam stability problem for the quadratic functional equation
was proved by Skof [17] for mappings f : E1 → E2, where E1 is a normed space and E2 is a Banach
space. Cholewa [2] noticed that the theorem of Skof is still true if the relevant domain E1 is replaced by
an Abelian group. In [3], Czerwik proved the Hyers–Ulam–Rassias stability of the quadratic functional
equation. Several functional equations have been investigated in [9,11–16].
Throughout this paper, let A be a unital C∗-algebra with norm ‖ · ‖ and unitary group U(A), and X a
left Banach A-module with norm ‖ · ‖.
Deﬁnition 1.1. Amapping S : X×X×Xn → A is an n-sesquilinear-quadratic mapping if the mapping
S satisﬁes
S(ax1 + bx2, y; z1, . . . , zn)= aS(x1, y; z1, . . . , zn)+ bS(x2, y; z1, . . . , zn),
S(x, ay1 + by2; z1, . . . , zn)= S(x, y1; z1, . . . , zn)a∗ + S(x, y2; z1, . . . , zn)b∗,
S(x, x; z1, z2, . . . , zn)= S(z1, z1; x, z2, . . . , zn),
S(x, y; z1, . . . , zn)= S(x, y; zi1, . . . , zin)
for every even permutation (i1, . . . , in)of(1, . . . , n),
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S(x, y; z1, . . . , zn)= S(x, y; zi1, . . . , zin)∗
for every odd permutation (i1, . . . , in)of(1, . . . , n)
for all x, x1, x2, y, y1, y2, z1, . . . , zn ∈ X and all a, b ∈ A.
Misiak deﬁned n-inner product spaces and investigated the properties of the spaces (see [1,6,7]). The
concept of an n-inner product space is a generalization of the concepts of an inner product space (n= 0),
and of a 2-inner product space (n= 1). It is obvious that the n-inner product on a vector space V, deﬁned
by Misiak, is an n-sesquilinear-quadratic form. Thus, it is important to understand the properties of
n-sesquilinear-quadratic forms to investigate the properties of n-inner product spaces.
In this paper, we extend the concept of an n-sesquilinear-quadratic form on a vector space V to the
concept of an n-sesquilinear-quadratic mapping on a left Banach module over a unital C∗-algebra and
investigate n-sesquilinear-quadratic mappings on left Banach modules over unital C∗-algebras.
2. n-Sesquilinear-quadratic mappings on Banach modules over C∗-algebras
We are going to investigate n-sesquilinear-quadratic mappings on left Banach modules over unital
C∗-algebras.
Theorem 2.1. Let h : X × X × Xn → A be a mapping satisfying h(rx, y; z1, . . . , zn) = h(x, ry; z1,
. . . , zn) = h(x, y;√rz1, z2, . . . , zn) = · · · = h(x, y; z1, z2, . . . ,√rzn) = rh(x, y; z1, . . . , zn) for all
x, y, z1, . . . , zn ∈ X for which there exists a function  : X3 ×Xn → [0,∞) such that
∞∑
j=0
1
r(2+2n)j
(rj x1, r
j x2, r
j y, rj z1, . . . , r
j zn)<∞, (2.1)
‖h(ux1 + ux2, y; z1, . . . , zn)− uh(x1, y; z1, . . . , zn)− uh(x2, y; z1, . . . , zn)‖
(x1, x2, y, z1, . . . , zn), (2.2)
‖h(x, y; z1, . . . , zn)− h(y, x; z1, . . . , zn)∗‖(x, x, y, z1, . . . , zn), (2.3)
‖h(x, x; z1, z2, . . . , zn)− h(z1, z1; x, z2, . . . , zn)‖(x, x, x, z1, . . . , zn), (2.4)
‖h(x, y; z1, . . . , zn)− h(x, y; zi1, . . . , zin)‖(x, x, y, z1, . . . , zn)
for every even permutation (i1, . . . , in) of (1, . . . , n),
‖h(x, y; z1, . . . , zn)− h(x, y; zi1, . . . , zin)∗‖(x, x, y, z1, . . . , zn)
for every odd permutation (i1, . . . , in) of (1, . . . , n)
for all u ∈ U(A) and all x, y, x1, x2, z1, . . . , zn ∈ X. Then the mapping h : X × X × Xn → A is an
n-sesquilinear-quadratic mapping.
Proof. Since
h(rx, y; z1, . . . , zn)= h(x, ry; z1, . . . , zn)= h(x, y;
√
rz1, z2, . . . , zn)
= h(x, y; z1,
√
rz2, . . . , zn)= · · · = h(x, y; z1, z2, . . . ,
√
rzn)
= rh(x, y; z1, z2, . . . , zn)
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for all x, y, z1, . . . , zn ∈ X,
h(0, y; z1, . . . , zn)= h(x, 0; z1, . . . , zn)= h(x, y; 0, z2, . . . , zn)
= h(x, y; z1, 0, z3, . . . , zn)= · · · = h(x, y; z1, z2, . . . , zn−1, 0)
= 0
for all x, y, z1, . . . , zn ∈ X. Putting u= 1 in (2.2), we get
‖h(x1 + x2, y; z1, . . . , zn)− h(x1, y; z1, . . . , zn)− h(x2, y; z1, . . . , zn)‖
= 1
r(2+2n)j
‖h(rjx1 + rj x2, rj y; rj z1, . . . , rj zn)
− h(rjx1, rj y; rj z1, . . . , rj zn)− h(rjx2, rj y; rj z1, . . . , rj zn)‖

1
r(2+2n)j
(rj x1, r
j x2, r
j y, rj z1, . . . , r
j zn),
which tends to zero as j →∞ by (2.1). So
h(x1 + x2, y; z1, . . . , zn)= h(x1, y; z1, . . . , zn)+ h(x2, y; z1, . . . , zn) (2.5)
for all x1, x2, y, z1, . . . , zn ∈ X.
Putting x2 = 0 in (2.2), we get
‖h(ux1, y; z1, . . . , zn)− uh(x1, y; z1, . . . , zn)‖
= 1
r(2+2n)j
‖h(rjux1, rj y; rj z1, . . . , rj zn)− uh(rjx1, y; rj z1, . . . , rj zn)‖

1
r(2+2n)j
(rj x1, 0, rj y, rj z1, . . . , rj zn),
which tends to zero as j →∞ by (2.1). So
h(ux1, y; z1, . . . , zn)= uh(x1, y; z1, . . . , zn) (2.6)
for all u ∈ U(A) and x1, y, z1, . . . , zn ∈ X.
Now let a ∈ A (a 	= 0) andM an integer greater than 4|a|. Then |a/M|< 14 < 1− 23 = 13 . By Theorem
1 of [5], there exist three elements u1, u2, u3 ∈ U(A) such that 3a/M = u1 + u2 + u3. So by (2.5) and
(2.6)
h(ax, y; z1, . . . , zn)
= h
(
M
3
· 3 a
M
x, y; z1, . . . , zn
)
=M · h
(
1
3
· 3 a
M
x, y; z1, . . . , zn
)
= M
3
h
(
3
a
M
x, y; z1, . . . , zn
)
= M
3
h(u1x + u2x + u3x, y; z1, . . . , zn)
= M
3
(h(u1x, y; z1, . . . , zn)+ h(u2x, y; z1, . . . , zn)+ h(u3x, y; z1, . . . , zn))
= M
3
(u1 + u2 + u3)h(x, y; z1, . . . , zn)= M3 · 3
a
M
h(x, y; z1, . . . , zn)
= ah(x, y; z1, . . . , zn)
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for all x, y, z1, . . . , zn ∈ X. Hence
h(ax1 + bx2, y; z1, . . . , zn)= h(ax1, y; z1, . . . , zn)+ h(bx2, y; z1, . . . , zn)
= ah(x1, y; z1, . . . , zn)+ bh(x2, y; z1, . . . , zn)
for all a, b ∈ A and all x1, x2, y, z1, . . . , zn ∈ X. So the mapping h : X × X × Xn → A is A-linear in
the ﬁrst variable.
It follows from (2.3) that
‖h(x, y; z1, . . . , zn)− h(y, x; z1, . . . , zn)∗‖
= 1
r(2+2n)j
‖h(rjx, rj y; rj z1, . . . , rj zn)− h(rjy, rj x; rj z1, . . . , rj zn)∗‖

1
r(2+2n)j
(rj x, rj x, rj y, rj z1, . . . , r
j zn),
which tends to zero as j →∞ by (2.1). So
h(x, y; z1, . . . , zn)= h(y, x; z1, . . . , zn)∗
for all x, y, z1, . . . , zn ∈ X. Thus
h(x, ay1 + by2; z1, . . . , zn)= h(ay1 + by2, x; z1, . . . , zn)∗
= h(y1, x; z1, . . . , zn)∗a∗ + h(y2, x; z1, . . . , zn)∗b∗
= h(x, y1; z1, . . . , zn)a∗ + h(x, y2; z1, . . . , zn)b∗
for all a, b ∈ A and all x, y1, y2, z1, . . . , zn ∈ X. So the mapping h : X×X×Xn → A is A-conjugate-
linear in the second variable.
It follows from (2.4) that
‖h(x, x; z1, z2, . . . , zn)− h(z1, z1; x, z2, . . . , zn)‖
= 1
r(2+2n)j
‖h(rjx, rj x; rj z1, rj z2, . . . , rj zn)− h(rj z1, rj z1; rj x, rj z2, . . . , rj zn)‖

1
r(2+2n)j
(rj x, rj x, rj x, rj z1, r
j z2, . . . , r
j zn),
which tends to zero as j →∞ by (2.1). So
h(x, x; z1, z2, . . . , zn)= h(z1, z1; x, z2, . . . , zn)
for all x, z1, z2, . . . , zn ∈ X.
Similarly, one can show that the mapping h : X × X × Xn → A satisﬁes the other properties of
Deﬁnition 1.1.
Therefore, the mapping h : X×X×Xn → A is an n-sesquilinear-quadratic mapping, as desired. 
Corollary 2.2. Let p (p > 2 + 2n if 0<r < 1, p< 2 + 2n if r > 1) and  be positive real numbers.
Let h : X × X × Xn → A be a mapping satisfying h(rx, y; z1, . . . , zn) = h(x, ry; z1, . . . , zn) =
h(x, y;√rz1, z2, . . . , zn) = · · · = h(x, y; z1, z2, . . . ,√rzn) = rh(x, y; z1, . . . , zn) for all
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x, y, z1, . . . , zn ∈ X such that
‖h(ux1 + ux2, y; z1, . . . , zn)− uh(x1, y; z1, . . . , zn)− uh(x2, y; z1, . . . , zn)‖

(
‖x1‖p + ‖x2‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
,
‖h(x, y; z1, . . . , zn)− h(y, x; z1, . . . , zn)∗‖
(
2‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
,
‖h(x, x; z1, z2, . . . , zn)− h(z1, z1; x, z2, . . . , zn)‖3‖x‖p + 
n∑
i=1
‖zi‖p,
‖h(x, y; z1, . . . , zn)− h(x, y; zi1, . . . , zin)‖
(
2‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
for every even permutation (i1, . . . , in) of (1, . . . , n),
‖h(x, y; z1, . . . , zn)− h(x, y; zi1, . . . , zin)∗‖
(
2‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
for every odd permutation (i1, . . . , in) of (1, . . . , n)
for all u ∈ U(A) and all x, y, x1, x2, z1, . . . , zn ∈ X. Then the mapping h : X × X × Xn → A is an
n-sesquilinear-quadratic mapping.
Proof. Deﬁne (x1, x2, y, z1, . . . , zn) = (‖x1‖p + ‖x2‖p + ‖y‖p + ∑ni=1‖zi‖p), and apply
Theorem 2.1. 
Now we prove the Hyers–Ulam–Rassias stability of an n-sesquilinear-quadratic mapping on a left
Banach module over a unital C∗-algebra.
Theorem 2.3. Let f : X ×X ×Xn → A be a mapping satisfying
f (0, y; z1, . . . , zn)= f (x, 0; z1, . . . , zn)= f (x, y; 0, z2, . . . , zn)
= f (x, y; z1, 0, z3, . . . , zn)= · · · = f (x, y; z1, . . . , zn−1, 0)= 0
for all x, y, z1, . . . , zn ∈ X for which there exists a function  : X4 ×X2n → [0,∞) such that
˜(x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n) :=
∞∑
j=0
1
2(2n+2)j
(2j x1, 2j x2,
2j y1, 2j y2, 2j z1, . . . , 2j zn, 2j zn+1, . . . , 2j z2n)<∞, (2.7)
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∑
i1=±1,...,in=±1
f (ux1 + ux2, y1 + y2; z1 + i1zn+1, . . . , zn + inz2n)
−
2∑
j−1,j0=1
∑
jl=l,l+n
l=1,...,n
2nuf (xj−1, yj0; zj1, . . . , zjn)
∥∥∥∥∥∥∥
(x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n), (2.8)
‖f (x, y; z1, . . . , zn)− f (y, x; z1, . . . , zn)∗‖(x, 0, y, 0, z1, . . . , zn, z1, . . . , zn), (2.9)
‖f (x, x; z1, z2, . . . , zn)− f (z1, z1; x, z2, . . . , zn)‖(x, x, x, x, z1, . . . , zn, z1, . . . , zn), (2.10)
‖f (x, y; z1, . . . , zn)− f (x, y; zi1, . . . , zin)‖(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for every even permutation (i1, . . . , in) of (1, . . . , n), (2.11)
‖f (x, y; z1, . . . , zn)− f (x, y; zi1, . . . , zin)∗‖(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for every odd permutation (i1, . . . , in) of (1, . . . , n) (2.12)
for all u ∈ U(A) and all x, y, x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n ∈ X. Then there exists a unique
n-sesquilinear-quadratic mapping S : X ×X ×Xn → A such that
‖f (x, y; z1, . . . , zn)− S(x, y; z1, . . . , zn)‖ 122n+2 ˜(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X.
Proof. Put u= 1 ∈ U(A) and x1 = x2 = x, y1 = y2 = y, z1 = zn+1, . . . , zn = z2n in (2.8). Then
‖f (2x, 2y; 2z1, . . . , 2zn)− 22n+2f (x, y; z1, . . . , zn)‖
(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X. So∥∥∥∥f (x, y; z1, . . . , zn)− 122n+2f (2x, 2y; 2z1, . . . , 2zn)
∥∥∥∥

1
22n+2
(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X. Thus∥∥∥∥ 12(2n+2)j f (2j x, 2j y; 2j z1, . . . , 2j zn)− 12(2n+2)(j+1) f (2j+1x, 2j+1y; 2j+1z1, . . . , 2j+1zn)
∥∥∥∥

1
2(2n+2)(j+1)
(2j x, 2j x, 2j y, 2j y, 2j z1, . . . , 2j zn, 2j z1, . . . , 2j zn)
286 C.-G. Park / Journal of Computational and Applied Mathematics 180 (2005) 279–291
for all x, y, z1, . . . , zn ∈ X. So∥∥∥∥ 12(2n+2)l f (2lx, 2ly; 2lz1, . . . , 2lzn)− 12(2n+2)m f (2mx, 2my; 2mz1, . . . , 2mzn)
∥∥∥∥

m−1∑
j=l
1
2(2n+2)(j+1)
(2j x, 2j x, 2j y, 2j y, 2j z1, . . . , 2j zn, 2j z1, . . . , 2j zn) (2.13)
for all nonnegative integers l and m with m> l and all x, y, z1, . . . , zn ∈ X. It follows from (2.7)
and (2.13) that the sequence {1/(2(2n+2)d)f (2dx, 2dy; 2dz1, . . . , 2dzn)} is a Cauchy sequence for all
x, y, z1, . . . , zn ∈ X. Since A is complete, the sequence {(1/2(2n+2)d)f (2dx, 2dy; 2dz1, . . . , 2dzn)}
converges. Thus one can deﬁne the mapping S : X ×X ×Xn → A by
S(x, y; z1, . . . , zn) := lim
d→∞
1
2(2n+2)d
f (2dx, 2dy; 2dz1, . . . , 2dzn) (2.14)
for all x, y, z1, . . . , zn ∈ X.
Moreover, by letting l = 0 and passing the limit m→∞ in (2.13), one can obtain that
‖f (x, y; z1, . . . , zn)− S(x, y; z1, . . . , zn)‖ 122n+2 ˜(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X.
Put u= 1 ∈ U(A) and y2 = 0, zn+1 = · · · = z2n = 0 in (2.8). Then
‖2nf (x1 + x2, y1; z1, . . . , zn)− 2nf (x1, y1; z1, . . . , zn)− 2nf (x1, y1; z1, . . . , zn)‖
(x1, x2, y1, 0, z1, . . . , zn, 0, . . . , 0︸ ︷︷ ︸
n times
)
for all x1, x2, y1, z1, . . . , zn ∈ X. So
1
2(2n+2)j
‖f (2j x1 + 2j x2, 2j y1; 2j z1, . . . , 2j zn)
− f (2j x1, 2j y1; 2j z1, . . . , 2j zn)− f (2j x1, 2j y1; 2j z1, . . . , 2j zn)‖

1
2n · 2(2n+2)j (2
j x1, 2j x2, 2j y1, 0, 2j z1, . . . , 2j zn, 0, . . . , 0︸ ︷︷ ︸
n times
)

1
2(2n+2)j
(2j x1, 2j x2, 2j y1, 0, 2j z1, . . . , 2j zn, 0, . . . , 0︸ ︷︷ ︸
n times
),
which tends to zero as j →∞ by (2.7). By (2.14),
S(x1 + x2, y1; z1, . . . , zn)= S(x1, y1; z1, . . . , zn)+ S(x1, y1; z1, . . . , zn)
for all x1, x2, y1, z1, . . . , zn ∈ X.
Put x2 = y2 = zn+1 = · · · = z2n = 0 in (2.8). Then
‖2nf (ux1, y1; z1, . . . , zn)− 2nuf (x1, y1; z1, . . . , zn)‖
(x1, 0, y1, 0, z1, . . . , zn, 0, . . . , 0︸ ︷︷ ︸
n times
)
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for all u ∈ U(A) and all x1, y1, z1, . . . , zn ∈ X. So
1
2(2n+2)j
‖f (2jux1, 2j y1; 2j z1, . . . , 2j zn)− uf (2j x1, 2j y1; 2j z1, . . . , 2j zn)‖

1
2n · 2(2n+2)j (2
j x1, 0, 2j y1, 0, 2j z1, . . . , 2j zn, 0, . . . , 0︸ ︷︷ ︸
n times
)

1
2(2n+2)j
(2j x1, 0, 2j y1, 0, 2j z1, . . . , 2j zn, 0, . . . , 0︸ ︷︷ ︸
n times
),
which tends to zero as j →∞ by (2.7). By (2.14),
S(ux1, y1; z1, . . . , zn)= uS(x1, y1; z1, . . . , zn)
for all u ∈ U(A) and all x1, y1, z1, . . . , zn ∈ X. By a similar way to the proof of Theorem 2.1, one can
show that the mapping S : X ×X ×Xn → A is A-linear in the ﬁrst variable.
It follows from (2.9) that
1
2(2n+2)j
‖f (2j x, 2j y; 2j z1, . . . , 2j zn)− f (2j y, 2j x; 2j z1, . . . , 2j zn)∗‖

1
2(2n+2)j
(2j x, 0, 2j y, 0, 2j z1, . . . , 2j zn, 2j z1, . . . , 2j zn),
which tends to zero as j →∞ by (2.7). By (2.14),
S(x, y; z1, . . . , zn)= S(y, x; z1, . . . , zn)∗
for all x, y, z1, . . . , zn ∈ X. By a similar way to the proof of Theorem 2.1, one can show that the mapping
S : X ×X ×Xn → A is A-conjugate-linear in the second variable.
Similarly, one can show that the mapping S : X × X × Xn → A satisﬁes the other properties of
Deﬁnition 1.1. So the mapping S : X ×X ×Xn → A is an n-sesquilinear-quadratic mapping.
Now T : X ×X ×Xn → A is another n-sesquilinear-quadratic mapping satisfying
‖f (x, y; z1, . . . , zn)− T (x, y; z1, . . . , zn)‖ 122n+2 ˜(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X. Then we have
‖S(x, y; z1, . . . , zn)− T (x, y; z1, . . . , zn)‖
= 1
2(2n+2)d
‖S(2dx, 2dy; 2dz1, . . . , 2dzn)− T (2dx, 2dy; 2dz1, . . . , 2dzn)‖

1
2(2n+2)d
‖S(2dx, 2dy; 2dz1, . . . , 2dzn)− f (2dx, 2dy; 2dz1, . . . , 2dzn)‖
+ 1
2(2n+2)d
‖f (2dx, 2dy; 2dz1, . . . , 2dzn)− T (2dx, 2dy; 2dz1, . . . , 2dzn)‖

∞∑
j=d
2
2(2n+2)(j+1)
(2j x, 2j x, 2j y, 2j y, 2j z1, . . . , 2j zn, 2j z1, . . . , 2j zn),
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which tends to zero as d →∞ by (2.7). So
S(x, y; z1, . . . , zn)= T (x, y; z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X. This proves the uniqueness of S. 
Corollary 2.4. Let p (p < 2 + 2n) and  be positive real numbers. Let f : X × X × Xn → A be a
mapping satisfying
f (0, y; z1, . . . , zn)= f (x, 0; z1, . . . , zn)= f (x, y; 0, z2, . . . , zn)
= f (x, y; z1, 0, z3, . . . , zn)= · · · = f (x, y; z1, . . . , zn−1, 0)= 0
for all x, y, z1, . . . , zn ∈ X such that∥∥∥∥∥∥∥
∑
i1=±1,...,in=±1
f (ux1 + ux2, y1 + y2; z1 + i1zn+1, . . . , zn + inz2n)
−
2∑
j−1,j0=1
∑
jl=l,l+n
l=1,...,n
2nuf (xj−1, yj0; zj1, . . . , zjn)
∥∥∥∥∥∥∥

(
‖x1‖p + ‖x2‖p + ‖y1‖p + ‖y2‖p +
2n∑
i=1
‖zi‖p
)
,
‖f (x, y; z1, . . . , zn)− f (y, x; z1, . . . , zn)∗‖
(
‖x‖p + ‖y‖p + 2
n∑
i=1
‖zi‖p
)
,
‖f (x, x; z1, z2, . . . , zn)− f (z1, z1; x, z2, . . . , zn)‖4‖x‖p + 2
n∑
i=1
‖zi‖p,
‖f (x, y; z1, . . . , zn)− f (x, y; zi1, . . . , zin)‖2
(
‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
for every even permutation (i1, . . . , in) of (1, . . . , n),
‖f (x, y; z1, . . . , zn)− f (x, y; zi1, . . . , zin)∗‖2
(
‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
for every odd permutation (i1, . . . , in) of (1, . . . , n)
for all u ∈ U(A) and all x, y, x1, x2, z1, . . . , zn, zn+1, . . . , z2n ∈ X. Then there exists a unique n-
sesquilinear-quadratic mapping S : X ×X ×Xn → A such that
‖f (x, y; z1, . . . , zn)− S(x, y; z1, . . . , zn)‖ 222n+2 − 2p
(
‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
for all x, y, z1, . . . , zn ∈ X.
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Proof. Deﬁne
(x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n)
= 
(
‖x1‖p + ‖x2‖p + ‖y1‖p + ‖y2‖p +
2n∑
i=1
‖zi‖p
)
,
and apply Theorem 2.3. 
Theorem 2.5. Let f : X ×X ×Xn → A be a mapping satisfying
f (0, y; z1, . . . , zn)= f (x, 0; z1, . . . , zn)= f (x, y; 0, z2, . . . , zn)
= f (x, y; z1, 0, z3, . . . , zn)= · · · = f (x, y; z1, . . . , zn−1, 0)= 0
for all x, y, z1, . . . , zn ∈ X for which there exists a function  : X4 × X2n → [0,∞) satisfying
(2.8)–(2.12) such that
˜(x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n)
:=
∞∑
j=1
2(2n+2)j
(x1
2j
,
x2
2j
,
y1
2j
,
y2
2j
,
z1
2j
, . . . ,
zn
2j
,
zn+1
2j
, . . . ,
z2n
2j
)
<∞, (2.15)
for all x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n ∈ X. Then there exists a unique n-sesquilinear-quadratic
mapping S : X ×X ×Xn → A such that
‖f (x, y; z1, . . . , zn)− S(x, y; z1, . . . , zn)‖ 122n+2 ˜(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X.
Proof. Put u= 1 ∈ U(A) and x1 = x2 = x, y1 = y2 = y, z1 = zn+1, . . . , zn = z2n in (2.8). Then
‖f (2x, 2y; 2z1, . . . , 2zn)− 22n+2f (x, y; z1, . . . , zn)‖
(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X. So∥∥∥f (x, y; z1, . . . , zn)− 22n+2f (x2 , y2 ; z12 , . . . , zn2 )
∥∥∥

(x
2
,
x
2
,
y
2
,
y
2
,
z1
2
, . . . ,
zn
2
,
z1
2
, . . . ,
zn
2
)
for all x, y, z1, . . . , zn ∈ X. Thus∥∥∥2(2n+2)j f ( x2j , y2j ; z12j , . . . , zn2j )− 2(2n+2)(j+1)f ( x2j+1 , y2j+1 ; z12j+1 , . . . , zn2j+1)
∥∥∥
2(2n+2)j
( x
2j+1
,
x
2j+1
,
y
2j+1
,
y
2j+1
,
z1
2j+1
, . . . ,
zn
2j+1
,
z1
2j+1
, . . . ,
zn
2j+1
)
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for all x, y, z1, . . . , zn ∈ X. So∥∥∥2(2n+2)lf ( x2l , y2l ; z12l , . . . , zn2l )− 2(2n+2)mf ( x2m , y2m ; z12m , . . . , zn2m)
∥∥∥

m∑
j=l+1
2(2n+2)j
2(2n+2)

( x
2j
,
x
2j
,
y
2j
,
y
2j
,
z1
2j
, . . . ,
zn
2j
,
z1
2j
, . . . ,
zn
2j
)
(2.16)
for all nonnegative integers l and m with m> l and all x, y, z1, . . . , zn ∈ X. It follows from (2.15)
and (2.16) that the sequence {2(2n+2)df (x/2d, y/2d; z1/2d, . . . , zn/2d)} is a Cauchy sequence for all
x, y, z1, . . . , zn ∈ X. Since A is complete, {2(2n+2)df (x/2d, y/2d; z1/2d, . . . , zn/2d)} converges. Thus,
one can deﬁne the mapping S : X ×X ×Xn → A by
S(x, y; z1, . . . , zn) := lim
d→∞ 2
(2n+2)df
( x
2d
,
y
2d
; z1
2d
, . . . ,
zn
2d
)}
for all x, y, z1, . . . , zn ∈ X.
Moreover, by letting l = 0 and passing the limit m→∞ in (2.16), one can obtain that
‖f (x, y; z1, . . . , zn)− S(x, y; z1, . . . , zn)‖ 122n+2 ˜(x, x, y, y, z1, . . . , zn, z1, . . . , zn)
for all x, y, z1, . . . , zn ∈ X.
The rest of the proof is similar to the proofs of Theorems 2.1 and 2.3. 
Corollary 2.6. Let p (p > 2 + 2n) and  be positive real numbers. Let f : X × X × Xn → A be
a mapping satisfying the conditions given in Corollary 2.4. Then there exists a unique n-sesquilinear-
quadratic mapping S : X ×X ×Xn → A such that
‖f (x, y; z1, . . . , zn)− S(x, y; z1, . . . , zn)‖ 22p − 22n+2
(
‖x‖p + ‖y‖p +
n∑
i=1
‖zi‖p
)
for all x, y, z1, . . . , zn ∈ X.
Proof. Deﬁne
(x1, x2, y1, y2, z1, . . . , zn, zn+1, . . . , z2n)
= 
(
‖x1‖p + ‖x2‖p + ‖y1‖p + ‖y2‖p +
2n∑
i=1
‖zi‖p
)
,
and apply Theorem 2.5. 
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