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Abstract--Sequential two-sample tests when the sample size for one of the two populations is fixed is 
discussed. Two tests. one for comparing the means and the other for comparing variances of two normal 
distributions, are presented together with the test boundaries. The numerical approach of determining the 
risk probabilities by integrating the conditional error probabilities with respect to the distributions of 
estimators is employed. The proposed tests appear to yield an appreciable advantage over the usual fixed 
sample size test in terms of the average total number of observations. 
I. INTRODUCTION AND STATEMENT OF PROBLEM 
This paper is concerned with the sequential two-sample problem where the sample size of one 
of two populations is fixed. Applications of such a problem arise, for example, when the 
information from one of the populations is available. The method would also be useful when it 
is not practical or not desired to sample sequentially from one of the two populations due to 
economical or other reasons. For example, a sufficient size of sample from one population can 
be obtained immediately while the other can be sampled only sequentially. 
First, we shall consider the problem of comparing the means of two normal distributions. 
Let xl, x2,. . .,x, be the independent observations of fixed sample size M from a normal 
distribution IV&, a’), and yl, y2, . . ., be the sequential observations from the second population 
N(p,, a’). It is assumed that the variances are common but all parameters are unknown. The 
test presented in this paper is a sequential probability ratio test (SPRT) for the composite 
hypotheses: 
Ho:pg=~x,02>0 and H,: kILy = ox + do, u2 > 0, 
where d Z 0 is a specified constant. Switzer [101 considered a slightly different form of simple 
hypotheses; namely, Ho: py = px + d and HI: py = p, - d with c = 1.0 under the same circum- 
stances. If it is permissible to sample sequentially from both populations, the sequential r-test 
(see [8], for example) can be applied to test the hypothesis. 
The second test deals with the problem of comparing the variances of two distributions. 
Again, let xl, x2, . . ., x, be the observations of fixed sample size m from N(p,, o,*) and 
Yl, Yz, * . ., be the sequential observations from N(pY, u,‘). It is assumed that all parameters are 
unknown and that it may be such that pX f CL?. The composite hypotheses to be considered are: 
H 0: uy 2_ 2 - cx , -K/.L,<” and HI: u,’ = rux2, -cq.lcLy <a, 
where r is a specified positive constant such that r# 1. A sequential test for the variance ratio 
problem was also considered by Chand[3] using the invariance principle. However, the method 
of deriving the decision boundaries, which involves an integration process, was not dealt with. 
The tests, when both populations can be sampled sequentially, have been investigated by[4-91. 
The numerical approach of determining the risk probability from the conditional error 
probability is used in this paper. 
2. FORMULATION OF THE TESTS 
2.1 Two-sample tesr for means 
Consider the SPRT for testing the hypothesis Ho: p, = lx against HI: p\ = & + da, where it 
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is assumed that d > 0 without the loss of generality. If CL, and (T’ are known the SPRT would be 
based on the test boundaries 
npX + ndul2 + uB’ld < i yi < npX + ndul2 + aA’/d, (1) 
where 
A’ = log it1 -Phi, B’ = log [P/(1 -all, 
and the decision is made to accept Ho or H, according to whether 
right-hand inequality is the first violated. 
Let 
f = 2 xi/m, S’ = 2 (xi - f)‘/(m - l), 
and consider the SPRT given by (1) with pX and u replaced by i and s, 
consider the test which consists of sampling y when 
n.f + ndsi2 + sB/d < 2 yi < nf + n&/2 + sAld, 
,=I 
the left-hand or the 
respectively. That is, 
(2) 
where A and B are constants. 
The SPRT with the continuation region given by (2) is the test for the hypotheses H6: pv = ff 
and H;: p,. = i + ds for given f and s. Consider the decision rule in which we accept Hk, 
k = 0, 1, when we ‘accept’ HL. The error probabilities a(& s’) and /?(Z, s’) of the sequential test 
for H,J against HI can be obtained from [6, Ch. 31 or [II, Ch. 71 as 
1 - exp (hB) 
a(xYs*)=exp (hA)-exp (hB)’ 
(3) 
and 
exp [(h - 2s/u)A] - 1 
‘(” “) = exp [(h - 2s/u)A] - exp [(h - 2s/u)B] ’ 
where 
h = s’/u*+ 2s(f - px)/u’d. (4) 
From (3) and (4) the unconditional error probability LY of the decision rule, noting that f and s* 
are independent, is given by 
w m 
iI= II cr(i, s*) dF(f) dG(s*). 0 -_ 
Making the transformations t = s2/uz and z = (2 - P%)/u, we have 
m m 
CY=q If a(% S*) exp [- (mZZ +ft)/2]t”‘-’ dz dt, 0 -_ 
where a(& s*) is given by (3) and 
4= J( > 5 Cf/2)“W_f/2), 
with f = m - 1. Similarly, /3 is given by 
- - p=q If /3(-f, s*) exp [- (mz’+ft)/2]t”*~’ dz dt. 0 -= 
(6) 
(7) 
Two-sample sequential test of normal distributions 127 
Although a($ s’) and p(f. s’) involve the unknown parameters CL, and u’, (Y and /3 can be 
shown to be free of both parameters. Thus, (5) and (7) can be computed for given values of m, 
d, A and B. For applications, it would be more desirable to determine A and B that will yield 
the specified value of a. 
From the formulation of the hypotheses and the expression of (~(2, s’) and P(n, s*) it is clear 
that in general BZ -A even if Q = p. in contrast to[ IO] where B = -A when Q = p because of the 
symmetric form of the hypotheses. 
For Q = 0.05 and various combinations of m and d, the value of A with B = -A was 
determined iteratively using numerical integrations of (6). The result is presented in Table 1. 
When B = -A, values of /3 were computed to be between about 0.035 to 0.045 as indicated in 
the table. 
2.2 Two-sample test for variances 
For sequential observations yI, y2,. . ., consider the following transformations used also in 
[2,6,71: 
z,=(y,+y*+.. . + y, - iy,+,)/(i(i + l))“‘, i=1,2,.... 
Then, zI, z2,. . . is a sequence of independent observations, normally distributed with the mean 
zero and variance equal to a,.‘. Thus, the test of the composite hypotheses Ho: uYz = ux*, 
- xxpr < = and H,: uY2 = rux2, - m<pY <m can be reduced to simple hypotheses H,: uzz = ux2, 
+ _= 0 and H,: u? = ~a,‘, where p2 and uz2 are the mean and variance of 2. 
Let r > 1 without the loss of generality. For given s’, the estimate for u,’ consider a 
sequential test for the hypotheses HA: ur2 = s2 and HI: u,’ = rs’, given by the boundaries 
ks2(2B + n log r) < 2 ziz < ks*(2A + n log r), 
,=I 
(8) 
where k = r/(r - 1) and where A and B represent constants. The decision rule is to accept H, or 
H, depending on whether the left-hand or the right-hand inequality is the first violated. The 
error probability a(s2) of the decision rule conditional on s* can be obtained from [ 11, Ch. 81 as 
a(s2) = 
1 - exp (- 2tks’B) 
exp (- 2tks’A) - exp (- 2tks*B)’ 
where t and uX2 satisfy 
r 2fs2k - 2tux2 - 1 = 0. 
(9) 
(10) 
From (9) the unconditional error probability (Y is given by 
CX= I - a(s2) dG(s’). 0 
Making the transformation x = s~/o,~ on (9) and (lo), and then by letting g = tax*, we have from 
Table 1. Values of A(B = -A) for two-sample test of means when a = 0.05. Values of p given 
in parentheses 
m 
d 14 16 18 20 25 30 40 60 
1.0 II.50 7.59 6.02 5.36 4.51 4.11 3.72 3.41 
(0.041) (0.042) (0.042) (0.042) (0.042) (0.042) (0.043) 
4.59 
(0.044) 
I.5 4.24 4.01 3.82 3.59 3.43 3.26 3.12 
(0.035) CO.0361 (0.037) (0.039) (0.040) (0.041) (0.043) (0.045) 
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(10) 
x = R(g) = 1% (2g + 1) 
2kg logr . 
Denoting R(g) by R for simplicity, it follows that 
where 
and 
I 
m 
a=-q 
1 - exp (- 2gkRB) 
-o.5 exp (- 2gkRA) - exp (- 2gkRB) H(g) dg’ 
4 = W)“‘/rCf/2), 
H(g) = R “*-’ emfR” R’, 
where R’ = dR(g)/dg. A similar approach yields p as 
1 - exp (- 2gkRA) 
5 exp (- 2gkRB) - exp (- 2gkRA) H(g) dg, 
(11) 
(12) 
where H(g) is now given by 
H(g) = (rR)f’2-1 emfrR’*rR’. 
For various combinations\of M and r, an iterative scheme based on numerical integration of 
(11) was used to determine A and B = - A which give (Y = 0.05, and then the corresponding 
values of /? were calculated from (12). The values of j3 were between 0.001 to 0.023. In order to 
cover testing situations in which /3 need not be so small the computation was carried out by 
setting A and B = -0.7A which yield (Y = 0.05. The corresponding values of p were between 
0.016-0.082. The result of the computations i presented in Table 2. 
Table 2. Values of A(B = -0.7A) for two-sampie test of variances with a = 0.05. Values of p 
given in parentheses 
m 
r 22 24 26 28 30 35 40 50 
4.0 8.72 6.43 5.56 4.98 4.65 4.18 3.94 3.70 
(0.016) (0.022) (0.030) (0.039) (0.047) (0.061) (0.070) (0.080) 
6.25 (;:$, 4.35 4.18 4.06 3.97 3.82 3.72 3.61 
(O.OS5) (0.060) (0.064) (0.067) (0.073) (0.077) (0.082) 
3. MONTE CARLO STUDY 
The efficiency of the proposed tests relative to the fixed sample methods can be examined 
on the basis of the average sample number (ASN). For example, the ASN function for the 
second population for the test given by Section 2.1 can be obtained from 
m m 
E(n) = J-f 0 _m E(n: f, s2) dF(Z) dG(s2) 
where E(n: ,f, s’) is the conditional expected sample size for a given 1 and s’. 
Instead of the integration approach, a Monte Carlo experiment was performed with several 
values of m to estimate the ASN. The advantage of this experiment is that we can assess the 
error in the decision boundaries which is not only due to numerical integration but also due to 
the number of inherent approximations. A partial result of the study is presented in Table 3, 
where each entry is based on a sample size of 1000. The table also includes the standard 
deviation of the decisive sample number (DSN). 
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Table 3. Error probability. ASN and standard deviation of DSN for sequential 
observations based on Monte Carlo study 
Tests of means 
m=18 m =30 
True Error Error 
d state probability ASN SD probability ASN SD 
I ;I 
0.038 15.4 14.6 0.049 10.4 8.0 
0.040 14.9 13.0 0.023 10.3 9.2 
1.5 ;, 
0.03 1 4.9 3.4 0.020 4.5 3.1 
I 0.022 4.9 3.6 0.023 4.3 3.3 
Test of variances 
m = 26 m =35 
True Error Error 
r state probability ASN SD probability ASN SD 
4 ;I 
0.036 14.6 10.4 0.034 11.2 8.5 
0.028 9.8 9. I 0.053 7.9 6.8 
6.25 : 
0.024 7.1 4.1 0.018 6.4 3.5 
I 0.040 4.5 4.0 0.048 4.2 3.2 
Table 3 shows that the sampling values of (Y and p are, in general, considerably less than the 
nominal values. This phenomenon might be expected as in the case of the basic one-sample 
SPRT. See Baker[l], for example. The result of the Monte Carlo study summarized in Table 3 
suggests that, under Ho or HI and given m, the ASN is on the average about one-half of the 
sample size required by the fixed sample test to achieve about the same strength. As might be 
anticipated, the ASN and the variabce of the DSN each decreases as m increases. 
4. CONCLUDING REMARKS 
The characteristic of the two-sample sequential test considered in this paper is that only one 
population is allowed to be sampled sequentially while the other sample size is fixed. There are 
two main situations in which the proposed methods are useful in practice: (a) The sample from 
one population is available already. (b) It is not practical or not desired to sample sequentially 
from one of the populations due to economical or other reasons. 
Finally, we would like to mention some related problems which require research. (a) In the 
proposed tests, it is interesting to determine the optimal size of m that minimizes ASN + m for 
given test strength. (b) In the proposed test for the means, since the test assumes a common 
variance, o2 can be reestimated as the sequential sampling proceeds. It would obviously be 
much more difficult to derive such a test. (c) A useful method is the two-sample test in which 
both populations are sampled sequentially but one of them is truncated or censored. 
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