For argumentation mining, there are several sub-tasks such as argumentation component type classification, relation classification. Existing research tends to solve such sub-tasks separately, but ignore the close relation between them. In this paper, we present a joint framework incorporating logical relation between sub-tasks to improve the performance of argumentation structure generation. We design an objective function to combine the predictions from individual models for each sub-task and solve the problem with some constraints constructed from background knowledge. We evaluate our proposed model on two public corpora and the experiment results show that our model can outperform the baseline that uses a separate model significantly for each sub-task. Our model also shows advantages on component-related sub-tasks compared to a state-of-the-art joint model based on the evidence graph.
Introduction
Argumentation mining has attracted increasing attention from NLP research in recent years. It aims to automatically recognize the structure of argumentation in a text by identifying the type of argumentative discourse unit (ADU, e.g., claim, premises, etc.) and detecting relationships between each pair of such ADUs. A variety of applications can benefit from analyzing argumentative structure of text, including the retrieval of relevant court decisions from legal databases (Palau and Moens, 2009) , automatic document summarization systems, analysis of scientific papers, and essay scoring (Beigman et al., 2014; Persing and Ng, 2015) .
The full-fledged task of argumentation mining consists of several sub-tasks including segmentation, identification of ADUs, ADU type classification and relation identification (Peldszus and Stede, 2015b) . Stab and Gurevych (2014b) aimed to classify text segments into four classes, namely major claim, claim, premise and non-argumentative for persuasive essays. Based on the same corpus and setting, Nguyen et al. (2015) explored a semi-supervised method for segment type classification. Peldszus and Stede (2015b) worked on a microtext corpus and aimed to identify the attachment relation between ADUs. Most of the existing research for argumentation mining either focuses on a single task or tackles sub-tasks separately without considering the relation between them.
Based on the annotation schemes of the argumentative text and characteristics shown in a specific corpus, there can be strong relations between different argumentation sub-tasks. Take the corpus annotated by Peldszus and Stede (2015a) as an example (Figure 1 shows an example). There is only one central claim in each text unit and there is no attachment relation starting from the central claim. It is fair to assume that the result of central claim identification is bonded to that of relation identification. Stab and Gurevych (2014b) also showed that if perfect labels from ADU type classification can be added as extra features for relation classification, the performance can be improved significantly, and vice versa. Peldszus and Stede (2015b) thus proposed an evidence-graph based approach to jointly solve four argumentation mining sub-tasks. Experiments on a microtext corpus showed its effectiveness. However, their approach requires a tree argumentation structure as input thus is not applicable to many corpora. Especailly, the evaluation corpus is generated artificially, which benefits the joint-model in nature. An example text and its argumentation structure. Three ADU type labels (CC, RO, FU) and one relation label (arrow): CC stands for central claim; RO stands for role; FU stands for function; arrow stands for attachment relation.
In this paper, we also propose to use a joint framework inspired by Roth and Yih (Roth and tau Yih, 2004) to combine the predictions of argumentation mining sub-tasks from separate models for argumentation structure prediction. We treat the problem as an optimization problem. Based on different annotation schemes, we generate corpus-specific constraints and solve the problem using Integer Linear Programming (ILP). With the flexibility of designing corpus-specific objective functions and constraints, our joint model can be applied to all kinds of datasets. We evaluate our model on two public corpora: an artificial generated corpus (microtext) and a real environment corpus (student essays). The experiment results on both corpora show that our joint model improves the performance of separate models significantly. In particular for component-based tasks, our approach can outperform the state-of-the-art joint model based on evidence graph in a large margin.
Related Work
Previous research on argumentation mining focuses on several sub-tasks, including (1) splitting text into discourse units (DU) (Madnani et al., 2012; Du et al., 2014) , (2) identification of ADUs from non-argumentative ones (Moens et al., 2007; Florou et al., 2013) , (3) identification of ADU types (Biran and Rambow, 2011; Nguyen and Litman, 2015; Eckle-Kohler et al., 2015; Habernal and Gurevych, 2015) and (4) identification of relation between ADUs (Lawrence et al., 2014; Stab and Gurevych, 2014b; Peldszus and Stede, 2015b; Kirschner et al., 2015) . We will concentrate on the latter two sub-tasks in this part and introduce some existing joint models.
ADU type classification: Stab and Gurevych (2014b) aimed to classify text segments into four classes, namely major claim, claim, premise and non-argumentative for persuasive essays. Based on the same corpus and setting, Nguyen et al. (2015) explored a semi-supervised method for segment type classification. They proposed to divide words into argument words and topic words; and deploy a semi-supervised method to generate argument words based on 10 seeding words, and then used them as additional features for classification. Habernal and Gurevych (2015) also focused on developing semi-supervised features. They exploited clustering of unlabeled data from debate portals based on word embeddings. Some research focused on specific types of ADU identification given its context. Park and Cardie (2014) Relation identification: There is much less work for relation identification. Palau and Moens (2011) used a hand-written context-free grammar to predict argumentation trees on legal documents. Kirchner et al. (2015) presented an annotation study for fine-grained analysis of argumentation structures in scientific publications. For data-driven approaches, Lawrence et al. (2014) constructed tree structures on philosophical texts using unsupervised methods based on topical distance between segments. Stab and Gurevych (2014b) presented a supervised approach for student essays. Peldszus and Stede (2015b) aimed to identify the attachment relation between ADUs on a microtext corpus.
Joint model for argumentation mining: Although there are several approaches for different subtasks in argumentation mining, researchers rarely consider to solve sub-tasks in unified way. Stab and Gurevych (2014b) explored to directly use the prediction results of ADU type classification as features for the task of relation classification, however, without considering logical relation between these two tasks, the effect was marginal. Peldszus and Stede (2015b) tackled four argumentation mining tasks including three ADU type classification tasks and the task of relation identification. They proposed to combine the prediction results for these sub-tasks as the edge weights of an evidence graph. They then applied a standard max spanning tree (MST) decoding algorithm and showed its effectiveness on a microtext corpus.
In our research, we also explore to identify argumentation structure in unified way. We propose to use integer linear programming (ILP) to combine predictions from sub-tasks and generate results jointly with argumentation structure related constraints. Compared to the evidence-graph-based approach that requires the tree-structure of argumentation as input, our model is more flexible and can be easily applied to different corpora with various characteristics.
Framework of ILP-based Joint Model
The overall framework of our joint model for argumentation mining can be seen in Figure 2 . For an input argumentative text unit, we first employ several separate models to predict results for each subtask. Our joint model then takes the probability scores from each separate model as input to form the objective function. Besides, we define constraints based on the annotation scheme of the target corpus. We solve the objective function by ILP with these constraints. Our joint model finally generates updated predictions for all the sub-tasks simultaneously. In order to evaluate our proposed joint model, we use two public corpora, consisting of microtext (Peldszus and Stede, 2015a) and persuasive essays (Stab and Gurevych, 2014a) respectively. In the first corpus, all the texts are generated in a controlled environment for research purpose. It ensures the tree structure of argumentations in the input text unit. In the second corpus, all the documents are student essays collected from on online learning platform. It thus contains noise. With different annotation schemes, these two corpora have different sub-task settings. We will design objective functions and construct constraints for each corpus accordingly.
Joint Model for Microtext

Microtext Corpus
The corpus of "microtexts" is from Peldszus and Stede (2015a). The dataset contains 112 text units with 576 ADUs. 23 text units are written by the authors, while the rest are generated by instructed users in a controlled environment. The corpus is annotated according to a scheme representing segment-level argumentation structure (Freeman, 1991) Table 1 . There are 2,464 possible pairs of relations between ADUs, in which 464 are annotated as attachment. The corpus contains both German and English version. We only use the English version in our paper.
ILP-based Joint Model
There are four sub-tasks designed in this corpus based on its annotation scheme, including central claim identification (cc), role identification (ro), function classification (fu), and attachment relation classification (at). Our joint model takes the probability scores predicted by the individual classifiers for each sub-task as input and generates the final prediction jointly. In order to consider all the sub-tasks simultaneously, we aim to maximize the following objective function:
where the four different components correspond to four sub-tasks respectively: CC i stands for the probability of segment i being central claim; RO i stands for the probability of i having proponent role; SU P i , AT T i , and N ON E i denote the probability of the function type of i (support, attack and none); and AT ij is the probability of i attaching to j. a i , b i , c i , e i and g i are binary variables indicating if segment i is predicted as true for different sub-tasks. d ij is also a binary variable representing if segment i attaches j. w 1 , w 2 , w 3 and w 4 are introduced to balance the contributions of different sub-tasks.
Based on the task definition and annotation scheme, we have the following constraints. h) There can be no more than one relation between two segments. (Eq. 8).
i) If i attaches j and the function of i is support, then the role of i and j are the same. (Eq. 9). j) If i attaches j and the function of i is attack, then the role of i and j are opposite. (Eq. 10).
Results
We implemented the approach of (Peldszus and Stede, 2015b) for each sub-task 1 . For the sub-task cc, ro and at, we trained binary classifiers, while a three-way classifier was trained for fu. 10-fold crossvalidation is used. We report F-1 score for each sub-task and their macro-F1. We compared three approaches on this corpus.
-separate: the baseline approach from (Peldszus and Stede, 2015b) that we re-implemented.
-MST: we implemented the evidence-graph-based approach of (Peldszus and Stede, 2015b) . In this approach, a fully connected multigraph over all the segments is first generated. Then, the prediction probabilities from different sub-tasks are combined as edge weights. Finally, MST is used to decode the graph and generate a tree structure as argumentation structure. The prediction results for each sub-task are generated from the resulting tree based on some rules.
-ILP: this is our approach. Table 2 shows the results on the microtext corpus. MST and ILP use equal weighting 2 for sub-task combination.
Overall Experiment Results
1 We obtained similar performance for all the sub-tasks except function classification. 2 We also explored to tune the weighting for each sub-task based on the setting of 10-fold cross validation, however, the performance drops slightly for both joint approaches. The influence of different combination of weighting to the performance of each task will be given in next section. Both joint models (MST and ILP) can improve performance over separate baseline for all the subtasks (except MST on fu) and the improvements are significant 3 in terms of macro F1. This indicates that joint prediction of sub-tasks can improve the performance of each single task for argumentation mining.
Compared to MST, our approach ILP achieves equal or better results for all the sub-tasks. In particular, ILP-based approach performs similarly as MST-based model for structure-based tasks (cc 4 and at), but performs better for component-based tasks (ro and fu). For fu, ILP is significantly better than MST. For ro, ILP improve the performance significantly based on separate while the improvement obtained by MST is not significant. This is partly because we include the probability of function type none in the objective function, while the MST-based model could not encode this factor into the graph. Besides, we explicitly state that the number of opponent segments should be at least one, while the MST-based method is unable to set such a constraint. This shows that our ILP-based approach can better utilize joint information for argumentation mining than the MST-based method.
Discussion
In order to show the contribution of each sub-task to the predictions of the other sub-tasks, we simulate better individual classification results and study their impact. We utilize the strategy proposed in (Peldszus and Stede, 2015b) for this experiment. We artificially improved the classification result of one sub-task by overwriting a percentage of its predictions with ground truth. The overwritten samples are chosen randomly and the choosing process is on top of the original base classifier, regardless of whether the base classifier already chose the correct label. The simulation result can be seen in Figure 3 . The figure plots the F score on y-axis for all the sub-tasks when varying the improvement percentage on top of the base classifier for one task (x-axis). Each subfigure shows the simulation results when improving the corresponding task.
As we can see, function classification is improved when using better role classification due to the logical connection between them, whereas the other sub-tasks are unaffected. Similarly, the performance of role classification is affected by the artificial improvement of function as well. Since the task of central claim and function classification overlaps partially (segment with function none is central claim), their performance is bonded in this experiment. The performance of attachment classification is difficult to be affected by other sub-tasks, however, improving it results in improvement of other sub-tasks. This is because given a correct tree-structure, the result of other sub-tasks can be inferred to some extent.
We also evaluate the influence of different combination weights. We set a task as a target at a time, and use x for its weight and other three tasks as (1 − x) / 3. The higher x is, the more contribution the target task makes in the joint model. When x equals 0, the label for the target task is assigned randomly, restricted by the constraints only. When x equals 1, the labels for the other three tasks are assigned Figure. 4. In general the performance of the target task increases when its weight increases, although the improvement is not large. ro is the only task that is sensitive to different combinations of weight. When the target task is fu or at, the performance of ro drops along with its weight drops.
Joint Model for Student Essays
The corpus of microtext (Peldszus and Stede, 2015b) shows the effectiveness of the joint models for argumentation mining, including the evidence-graph-based method as well as our ILP-based approach. However, the corpus is generated for research purpose and follows some restricted rules (e.g., one central claim, one out-arrow for non-central claim, etc.), which might benefit the joint models. In order to show the flexibility of our ILP-based approach for argumentation mining, we applied our ILP-based model on another corpus (Stab and Gurevych, 2014a) consisting of student essays.
Student Essays Corpus
This corpus contains 90 persuasive essays in English. They were selected from the online learning platform essayforum 5 . It has segment-level annotations including ADU type annotations of major claim, claim and premises; relations of support and non-support between argumentative segments. The natural unit of this corpus is an entire student essay, however, there rarely exist cross-paragraph support relations. We thus treat each paragraph as a single unit following (Stab and Gurevych, 2014b) . The original corpus contains 416 paragraphs.
In the original setting of the corpus, there are two sub-tasks, namely, component classification and relation identification. The former one aims to label a target component as major claim, claim, premise or non-argumentative. For a given pair of argumentative components, relation identification aims to classify the relation as support or non-support. To make the two tasks consistent, we made some modifications on the original corpus. First, we ignored non-argumentative components in the component classification task because only relations between argumentative components were considered in relation identification. Second, we combined two categories major claim and claim, because these two roles are similar when using paragraphs as units, considering there is no claim to claim relation. Third, we filtered those paragraphs with less than one argumentative component because there is no relation identified in such paragraphs. After the pre-selection, we obtained a version of corpus mod-1, including 351 paragraphs (versus 416 in the original one). For this modified version of the corpus, the component classification task thus becomes binary classification of claim and premise.
In theory, a complete argument should include one claim and its supporting premises. But some essays in the corpus were not written properly. They include isolated claims or premises. To simulate the perfect situation, we further constructed two other versions of the corpus, named mod-2 and mod-3. In mod-2, a premise should have at least one out-going arrow to support other components. Furthermore, a claim should have at least one support premise in mod-3. The basic statistics of the corpora are shown in Table  3 . Based on the distribution of claim and premise, this corpus is different from the microtext one in that the number of central claims in each paragraph can be more than one and a premise can support more than one claim. Thus, the tree structure of argumentation is not always assured in this corpus.
ILP-based Joint Model
There are two sub-tasks designed in this corpus based on its annotation scheme, including component classification (comp) and relation classification (rel). Our ILP model takes the output of the separate models for the two sub-tasks as input and aims to generate results for both tasks in a mutual-reinforcement way. Suppose there are N argumentative components in a target paragraph. For each component i, we have a probability distribution for being claim and premise, noted as P i and C i . For each pair of such components, the probability for component i to support j is SU P ij . We aim to maximize the following objective function:
where a i and b i are two binary variables to denote if the target component is claim or premise, c ij is a binary variable to denote if the supporting relation between i and j exists or not. v 6 is introduced to balance the contributions of the two tasks.
The following constraints are used in this corpus (constraints f and g are only used in the dataset of mod-2 or mod-3). a) A component is either claim or premise. (Eq. 11) b) There is at most one relation between two segments. (Eq. 12) c) A relation only starts from a premise. (Eq. 13) d) There is at least one claim. (Eq. 14) e) To control the predicted number of support relations, we set the max number of relations in each paragraph as the number of components, comp num. (Eq. 15) f) A premise should support at least one claim. (Eq. 16, for mod-2 and mod-3) g) A claim should be supported by at least one premise. (Eq. 17, for mod-3)
i,j 
Results
We implemented the approach from (Stab and Gurevych, 2014b ) for each sub-task. For component classification, we used five categories of features including structural, lexical, syntactic, indicators and contextual. Instead of SVM, we employed MaxEntropy for classification because it shows better result in our implementation. For relation classification, we followed the original paper and employed MaxEntropy as well. 10-fold cross-validation is used. For both tasks, we trained binary classifiers. We take the probabilities predicted by the two classifiers as input to our ILP model. F-1 score is used as evaluation metric. We compared the following three approaches.
-separate: the baseline approach from (Stab and Gurevych, 2014b ) that we re-implemented.
-MST: we implemented the evidence-graph-based approach for this corpus. Since the relation should always start from a premise, we compute the edge score e ij from segment i to j as βP i +(1−β)SU P ij , where α is introduced to balance the contributions of two sub-tasks. -ILP: this is our approach.
The performance on the student essays can be seen in Table 4 . In all the three versions of datasets, both joint models can improve the performance significantly compared to the separate baseline based on macro F1 score. Our approach ILP achieves better macro F1 score than MST on all the three datasets and generates significantly better results for component classification in both datasets mod-1 and mod-2. This re-confirms that our ILP-based approach can better utilize joint information for argumentation mining compared to the MST-based methods for component-based task. The performance gain from the joint models over the separate baseline approach increases from dataset mod-1 to mod-3 when the argumentation structure is more strict. This is because the joint model can perform better when the structure information is more correct. The performance gain of our model over MST-based is larger in dataset mod-1 and mod-2 compared to mod-3. This shows the MST-based model is more sensitive to the quality of the argumentation structure. Our ILP model is more robust. 
Discussion
The result of the simulation experiment on this corpus can be seen in Figure 6 . As we can see, the performance of component classification is greatly improved by a better relation classification. However, the effect of better component classification on relation identification is small. This is because given the correct relation structure of a text, the role of each component can be identified easily. In contrast, even the component classification is perfect, the identification of relation between them is still hard. In addition, the low performance of the base relation identification sub-task also matters.
We also evaluate the effect of different combination of weights in the same way as we did for microtext corpus. The result shows that for larger α, the performance for component classification is higher in general; the impact of α on relation classification is smaller. This might be because the base performance for the relation classifier is low. Due to the length limit, we did not show figure here.
The result is shown in Figure 5 . The higher v is, the more contribution component classification makes in the joint model. In general, for larger v, the performance for component classification is higher. The impact of v on relation classification is smaller. This might be because the base performance for the relation classifier is low.
