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ABSTRACT 
 
 
Kapo, Katherine E. Ph.D. Environmental Sciences Ph.D. Program, Wright State University, 2009.    
Eco-epidemiological Analysis for Screening-Level Ecological Risk Assessment: A Geographic 
Information Systems Approach.  
 
 
 
     The identification and prioritization of multiple watershed stressors and the corresponding 
development of optimal management strategies remains a challenge in ecological risk assessment.  
Eco-epidemiological analysis of archival environmental spatial databases integrates available 
biological, physical and chemical information to generate hypotheses based on stressor-response 
data relationships.  A geographic information systems-based technique incorporating Bayesian 
weights-of-evidence analysis and weighted logistic regression (WOE/WLR) developed for and 
currently utilized in minerals exploration was extrapolated to the eco-epidemiological analysis of 
aquatic ecosystem data.  Case studies within state of Ohio (USA) and England and Wales were 
conducted to demonstrate a method proof-of-concept in the context of various concepts relevant 
ecological risk assessment such as biological endpoint selection, geographic scale, land use 
characterization, and temporal variability.  Analysis results were communicated as quantitative 
estimates of stressor influence and impairment probability maps with significant model fit to 
observed data.  Stressor identification, influence and estimated impairment probability varied 
across levels of biological organization, study area extent, land use intensity, and seasonal 
conditions.   WOE/WLR results yielded quantitative evidence for the importance of consideration 
of environmental complexity in ecological risk assessment, and were consistent with both 
biological plausibility and examples from the literature.  Validation of WOE/WLR stressor 
hypotheses was additionally evaluated by cross-comparison to an independent eco-
epidemiological database method and to various field-based assessments.  A methodological 
framework for the development and application of WOE/WLR for eco-epidemiological research 
is proposed to enhance screening-level (Tier 1) ecological risk assessment. 
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CHAPTER I.  INTRODUCTION: SCREENING-LEVEL 
DIAGNOSTIC ASSESSMENT USING SPATIAL DATABASE 
EVALUATIONS: ECO-EPIDEMIOLOGY IN  
ECOLOGICAL RISK ASSESSMENT 
 
Katherine E. Kapo and G.A. Burton, Jr. 
Department of Earth and Environmental Sciences, Wright State University, Dayton OH 
 
 
 
1.0 CHAPTER SUMMARY 
     This chapter presents a background and overview of eco-epidemiological analysis of 
environmental monitoring data using spatial database evaluations.  While the continued 
development of detailed field and lab-based experimental designs in specialized areas of 
ecological risk assessment research is important, the broad, interdisciplinary field of eco-
epidemiology also requires critical attention and further progress in the development of 
experimental designs for the integration and interpretation of biological, chemical, and physical 
patterns and processes. Current eco-epidemiological approaches previously applied to Ohio 
Environmental Protection Agency data are reviewed, and important issues in analysis design are 
discussed and incorporated in the development of a novel GIS-based approach for eco-
epidemiology using weights-of-evidence (WOE) analysis and weighted logistic regression 
(WLR). By quantitatively delineating stressor-response relationships and biological risk over the 
extent of a study area, the results of eco-epidemiological analyses can be interpreted and 
integrated within standard ecological risk assessment.  Eco-epidemiological analysis approaches 
such as the GIS WOE/WLR methodology presented in this dissertation provide a format for 
expert judgment, statistical strength, and the power of geographic information systems to be 
incorporated in ecological modeling and assessment.  Subsequent dissertation chapters are 
previewed, in which the WOE/WLR methodology is applied for addressing various ecological 
assessment scenarios and components as both methodological proof-of-concept development and 
to address current areas of interest and challenge in eco-epidemiological research.   
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1.1 INTRODUCTION 
     The stated goal of the United States Federal Water Pollution Control Act (Clean Water Act) is 
to “restore and maintain the chemical, physical and biological integrity of the Nation’s waters” 
(United States Congress 2002).  Watershed managers at the state level are required by this 
legislation to prioritize ecologically impaired waters and associated sources of stress in order to 
develop subsequent Total Maximum Daily Load (TMDL) calculations aimed at establishing the 
maximum pollutant concentrations at which receiving waters are able maintain their ecological 
integrity (United States Congress 2002).  In the development, evaluation, and implementation of 
these programs, watershed managers from the federal, regional, state, to local levels are faced 
with a daunting challenge of characterizing ecological stress in the complex, interdependent, and 
variable real-world concoction of biological, physical, and chemical processes and properties.  
Limited financial, personnel, and time resources must be optimized by obtaining an accurate 
assessment of dominant sources of stress and developing and implementing effective 
management strategies based on these assessments.  Watershed managers whose jurisdiction 
includes waterways exposed to multiple stressors of point source, non-point source, 
anthropogenic, and non-anthropogenic origins at varying spatial patterns and scales must find a 
way to prioritize and optimize their efforts. 
     In response to this challenge, the focus of programs developed in support of the Clean Water 
Act have transitioned over time from single-source contaminants to multi-stressor evaluations 
that seek to understand and characterize the cumulative impacts of ecological stress (U.S. EPA 
2008).  The primary objective of ecological risk assessment (ERA) studies in the context of 
aquatic environmental protection is to obtain and utilize information for the goal of attainment of 
good ecological status within lotic systems (Goethals et al. 2001). The U.S. EPA defines ERA as 
“a process that evaluates the likelihood that adverse ecological effects may occur (or are 
occurring) as a result of exposure to one or more stressors” (Leuven et al. 2002). Critical 
components of an ERA are the determination of adverse biological impacts and the identification 
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and determination of the relative contribution of the environmental stressors causing adverse 
impacts (Leuven and Poudevigne 2002, De Zwart et al. 2006).  The U.S. EPA Stressor 
Identification (SI) process provides a conceptual framework for environmental stressor 
identification within ERA (Figure 1.1, USEPA 2000).  The process begins with the determination 
of biological impairment, identification of candidate causes, analysis of evidence, and a thorough 
characterization of causes to provide evidence and guidance for management decisions.  The U.S. 
EPA recently enhanced its Stressor Identification framework from a practical watershed 
management perspective with the development of its “Causal Analysis/Diagnostic Decision 
Support System” (“CADDIS”, U.S. EPA 2007).  This application was designed to provide 
guidance and examples for various components of the Stressor Identification process in an 
accessible format targeted for watershed stakeholders from a range of backgrounds and objectives 
(U.S. EPA 2007).  CADDIS provides a framework in which various techniques, concepts, and  
 
                             
Figure 1.1: U.S. EPA Stressor Identification Guidance Document illustration of the Stressor 
Identification (SI) process (figure from USEPA 2000). 
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strategies for each phase of the Stressor Identification process can be developed, organized and 
utilized based on specific management goals and resources.   
     The determination of candidate causes, considered the “Tier 1” screening-level phase in 
stressor identification (Burton et al. 2001), involves the delineation of potential stressors based on 
quantitative and/or qualitative evidence derived from the study area of interest.  In site-specific 
assessment, this process is often left to expert opinion formed during site reconnaissance. ERA at 
larger spatial scales (watershed and higher), however, involves a number of ecosystem stressors, 
and determining and analyzing candidate causes of biological impairment becomes more complex 
and expert opinion more difficult.  Applying quantitative methods to determine candidate causes 
of biological stress from the wide array of environmental conditions present over a large study 
area is a compelling alternative or supplement to expert opinion.  A goal in screening-level ERA 
approaches is to find a balance between the sole reliance on expert judgment and the utilization of 
“black box” data analysis approaches that exclude expert judgment altogether.   
1.1.1 “Eco”-epidemiology 
     Laboratory toxicity testing in various single-chemical studies using a number of test species 
has created a useful collection of toxicity data available in the literature (ex. the U.S. EPA 
EcoTox database).  Dose-response data from single or multiple studies can be compiled to create 
species-sensitivity distributions, showing the relationship of multiple species attributes (survival, 
fecundity, etc.) in relation to a gradient of stressor concentration (Posthuma eds. 2002).  Species-
sensitivity distributions are commonly used to establish water quality criteria based on an 
acceptable level of exposure determined by a supervisory body.  A focus on laboratory-derived 
dose-response associations has dominated the field of ecotoxicology from its beginnings (Van 
Straalen 2003). It has become recognized over time, however, that while the laboratory approach 
to ecotoxicology provides important baseline information about the response of specific species 
to specific chemicals in controlled conditions, the real-world significance of laboratory results as 
stand-alone risk assessment tools may be minimal.  The complexity of real-world ecosystems, 
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with numerous physical, chemical, and biological variables interacting in space and time, makes 
necessary a more realistic representation of stressors and biological receptors in ecotoxicological 
research.  The field of ecotoxicology has been evolving from a heavy focus on single-chemical 
laboratory toxicity testing to recognizing the need for incorporation of “natural” stressors (i.e. 
habitat, etc.) and the concept of stressor mixtures into the study of stressor-response relationships 
(Leuven et al. 2002).  Field in situ studies and mesocosm studies are designed to attempt to bridge 
the gap in the extrapolation of stressor-response associations from laboratory to “real-world” 
conditions. Eco-epidemiological database analyses, which are based on observed and/or modeled 
field observations, constitute the complex real-world end of the spectrum. Increasingly popular, 
the term “eco-epidemiology,” as used throughout this dissertation, describes the field of research 
integrating classical ecology, biology, chemistry, geology and mathematics to examine and 
attempt to quantify complex relationships between environmental stressors and ecological 
condition.  The derivation of stressor-response relationships at this level via eco-epidemiological 
database analyses is important for establishing significant real-world relationships and trends, 
enabling comparisons to laboratory study findings and providing guidance and refinement for 
hypotheses in in situ and mesocosm studies in the later steps of an ERA.  
     Eco-epidemiological studies are a highly useful quantitative “Tier 1” component within the 
context of an ERA as they provide initial estimates of stressor-response associations and 
ecological risk that can be used for the identification and quantitative assessment of potential 
stressors within a study area.  As in the field of medical epidemiology, the goal of eco-
epidemiology is to determine linkages between observed conditions and one or more explanatory 
variables in order to formulate a diagnostic assessment.  In quantitative eco-epidemiology, 
biological condition in a study area is established through biomonitoring surveys and examined in 
relation to concentrations of multiple environmental variables with statistical database evaluations 
to produce supplementary information for management decisions.  Eco-epidemiological studies 
are retrospective, that is, they are based on existing sample data. However, the associations and 
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models developed through the statistical database evaluations may be used to understand and 
predict future ecological conditions resulting from remedial activities or alterations in 
anthropogenic impacts within the study area (Besten et al. 2003). An advantage of eco-
epidemiological approaches is the ability to take advantage of existing monitoring databases 
compiled by various organizations, allowing for variety in chronology, geographic location, and 
data types to be explored.   
     The application of geographic information systems (GIS) to eco-epidemiological research has 
become an integral part of the field, allowing environmental databases to be spatially organized, 
analyzed, and displayed (Leuven et al. 2002).  Many GIS-based ERA designs involve the 
overlaying of various environmental maps weighted either equally or based on subjective 
judgment to delineate areas of risk (CrEAM methodology, U.S. EPA Region V 2005; Kooistra 
2000). While these methods provide a spatial indication of risk based on user assumptions, they 
lack a definitive quantitative link between observed stressors and biological responses. 
Quantitative eco-epidemiological studies using spatial datasets reflect more accurate assessments 
of risk by examining associations between values of stressors and biological effects in space 
using various statistical techniques designed to provide hypotheses of causal relationships for a 
study area (Leuven et al. 2002).   
     Key components of an eco-epidemiological analysis of field data include quantitative 
determination and integration of various evidential data, and an understanding and incorporation 
of ecological interactions as well as stressor sources and fate.  Evidential data include available 
physical, chemical, biological, and toxicological information.  Biological condition, represented 
by measuring the attributes of one or more biological receptors in response to stressor conditions, 
is an essential line of evidence in determining the effects of stressor exposure within an 
ecosystem.  Biological receptors are organisms (individuals, populations, communities) that are 
exposed directly or indirectly to environmental stressors.  Like biological receptors themselves, 
the measurement endpoints of biological receptors can vary greatly depending upon the particular 
 6
stressors, interests and objectives of the study.  Biological measurement endpoints in the field 
may involve attributes of organisms surveyed at sites (e.g., abundance), or attributes of test 
organisms placed at sites during field in situ studies (e.g., survival).  The integration of various 
lines of evidence (often termed “weight-of-evidence” or “strength of evidence” approaches in the 
literature, Burton et al. 2002) can be based on subjective or quantitative measures of stressor 
influence.  A preference for quantitative approaches exists due to their lower reliance on 
subjective judgment and their benefit of computational power (Burton et al. 2002).  Laboratory 
analyses, such as single-chemical studies, controlled toxicity studies using field-collected media, 
and detection of biomarkers in field-collected organism tissue serve as additional evidence for 
stressor-response relationships delineated using eco-epidemiological field datasets.   
     An understanding of stressor sources, fate, and bioavailability as well as life history traits of 
organisms is critical to interpreting stressor-response relationships and delineating meaningful 
information (Dethloff et al. 2002, Di Toro et al. 2001).  Identification of general stressor sources, 
such as point and non-point source anthropogenic chemical contaminants, as well as “natural” 
stressors (physical habitat condition, sediment, and water chemistry factors) is important in 
determining what environmental parameters to measure or include in an eco-epidemiological 
analysis. In addition to identifying the general origins of stressors, recognition of the 
environmental route of exposure of various stressors is essential to defining exposure potential 
and biological plausibility. Stressor fate, determined by a number of site-specific physical, 
chemical, and biological parameters, results in the presence of contaminants in (or alterations of) 
various environmental media such as water, sediment, air, or organic matter.  The exposure media 
controls how and where potential stressor impacts occur within an ecosystem (e.g., water column 
or interstitial water exposure, sediment exposure, or food web exposure), and is essential for both 
data selection and interpretation in eco-epidemiological analysis (Tucker and Burton 1999).  
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1.2 OHIO CASE STUDIES IN ECO-EPIDEMIOLOGY 
     As eco-epidemiological research is a retrospective, data-limited area of study, much of the 
most comprehensive work in this field is a result of the establishment of adequate datasets.  The 
comprehensive periodic river and stream surveying performed by the Ohio Environmental 
Protection Agency (OEPA) over the past two decades has provided a strong database source and 
hence has become a premier dataset for studies with an eco-epidemiological focus.  This section 
provides a thorough (but by no means exhaustive) overview of a variety of applications of data 
analysis and geographic information systems to characterizing stressor-response relationships and 
ecological risk using case studies derived from OEPA data.  As will become apparent in the wide 
variety of approaches, there are numerous ways that eco-epidemiological relationships have been 
quantified, interpreted, and communicated.  The major aspects by which approaches differ, and 
by which strengths and areas of improvement can be delineated include the: 
 Nature of quantitative eco-epidemiological relationships 
 Expression of significance and uncertainty 
 Utilization of geographic information systems (GIS) 
 Consideration of geographic, temporal, and ecological complexity 
 Effectiveness of communication and relevance to watershed management 
     Studies by Dyer et al. (1998, 2000) initiated the development of future eco-epidemiological 
applications for the Ohio by integrating Ohio EPA biological and habitat quality data with water 
chemistry (U.S. EPA Storage and Retrieval Database, STORET) and cumulative wastewater 
effluent estimates (GIS ROUT, Dyer and Caprara 1997) into a single spatial database to delineate 
associations between environmental stressors and biological communities.  Forward stepwise 
regression was applied as the quantitative stressor-response technique in the Dyer et al. studies, 
where stressor parameters are added as explanatory variables to the model predicting biological 
condition until the optimal model is achieved based on explained variance.  Analyses were 
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performed for various metrics for fish and macroinvertebrate species for the Great and Little 
Miami River watershed (Dyer et al. 1998) and then for fish metrics at the sub-basin, basin, and 
state levels (Dyer et al. 2000).  The results provided a statistical indication of the relative 
importance of various environmental conditions in determining the raw variation in biological 
condition (in particular the importance of habitat variables), and the decrease in model 
explanatory power (explained variation) with the increase of study area scale.  The main 
limitations of this regression approach were its consideration of only linear stressor-response 
relationships, and a primary focus on attaining optimum model fit, which may not in some cases 
optimize biological relevance. Dyer et al. (2000) identified this limitation in an example of an 
instance where the wastewater effluent variable was statistically insignificant in the modeling due 
to limited variability, despite a visual inspection of the maps that clearly pointed to a probable 
association.  Therefore while this analysis provides an informative delineation of the potential 
importance of stressors based on raw variation in biological observations, it was emphasized that 
care should be taken in the interpretation of regression coefficients.   
     Norton et al. (2000) examined a sample database from the Eastern Cornbelt Plains region of 
Ohio using biological community data to predict dominant environmental stressors.  Factor 
analysis was used to reduce the total number of stressor variables (n =19) to a smaller number of 
stressor factors (n =6) based upon their correlation matrix (Norton et al. 2000).  Using the 
percentiles of the distribution for each factor derived, sites were then grouped into high, medium 
and low categories. Discriminant analysis was conducted using biological community data to 
discriminate between high, medium, and low-ranked sites along gradients of each of the stressor 
factors.  The analysis resulted in groups of biological community variables that best correlated to 
the discriminant function for each stressor factor, delineating how well biological community 
variables discriminated between low/medium/high values of the stressor factors (Norton et al. 
2000). An important outcome of this study was the quantitative evidence that different types of 
stress are correlated with different components of the biological community. Therefore, in the 
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context of an ecological assessment, the specific biological composition at a site may give insight 
into the stressors influencing a site.  While this information is highly useful on a per-stressor basis 
and on a site-specific basis, the analysis did not examine the combined effects of the various 
stressor factors on biological communities. In addition, the use of stressor “factors,” while a good 
method for reducing uncertainty due to correlations between stressor variables, results in the loss 
of information as far as the actual values of the stressors which are important in determining the 
observed biological effects. In some cases, the significant biological variables overlapped 
between stressor types, resulting in limited information about important stressors being gained 
through the analysis and no way to quantitatively link the biological effects at a site to the raw 
stressor values in a meaningful way.  
     Lipkovich et al. (2008) evaluated a subset of the Ohio dataset by integrating multivariate 
regression with a Bayesian clustering method for fish community condition (IBI) and four 
explanatory variables (pH, dissolved oxygen, zinc, and overall habitat score).  The objective of 
this study was to classify Ohio sites into a pre-determined number of cluster groups based upon 
stressor-response conditions (Lipkovich et al. 2008).  This approach provided an improved eco-
epidemiological perspective over more common cluster analysis approaches which partition 
biological samples into clusters based on stressor variable conditions alone, as clusters represent 
information based on the nature of stressor-response relationships (Lipkovich et al. 2008).  The 
end-product of this analysis was a longitudinal/latitudinal plot with sites symbolized by cluster 
membership based on which stressor-response regression model best describes the cluster (and 
hence hypotheses of which stressor variables are most influential at those sites).  The analysis 
also provided a strong measure of uncertainty for sites based upon their probability of 
membership within a cluster representing a particular stressor-response model.  While this 
method provides a promising data exploration approach for developing stressor-response 
hypotheses over large regions, there are some limitations with the current approach.  One issue is 
that the number of clusters (i.e. stressor-response model equations) must be pre-determined, 
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which may under or over-estimate the optimal representation of eco-epidemiological relationships 
in the study area.  Another potential limitation acknowledged by the authors is that development 
of the cluster analysis algorithm is complex and arduous (Lipkovich et al. 2008), which may 
indicate that the addition of numerous explanatory variables (this study utilized four) with this 
approach could pose practical and computational constraints.  The graphical representation of 
study results for this approach could also be greatly improved in the future by representing the 
data within a geographic information system, allowing for more robust symbolization, integration 
with other geographic features, and the ability to interact with data properties.   
     De Zwart et al. (2006) conducted a study with the Ohio dataset using a combination of 
probabilistic species occurrence and nonlinear regression modeling, as well as toxicity variable 
models. River Invertebrate Prediction and Classification System (RIVPACS) modeling was 
applied to expert-defined (OEPA) Ohio reference sites in order to estimate the expected fish 
species abundance as a function of background conditions (latitude/longitude, drainage area, and 
gradient; De Zwart et al. 2006). This resulting background model was used to determine the 
percent species missing at each non-reference site (based on the observed/expected ratio) to 
represent the magnitude of impact.  Abundance for each fish species was estimated using 
stepwise non-linear regression (Poisson) to express species abundance as a function of a 
combination of environmental variables, including water chemistry, habitat condition, and 
toxicity estimates for metals, ammonia, and wastewater effluent constituent mixtures.  For each 
fish species, relative stressor influence was determined by summing the coefficients of the 
stressors having negative influence on species abundance and determining the proportion each 
stressor contributed to the sum. On a per-site basis, the regression results for the species missing 
at each site were used to estimate the relative influence of stressors at each site.  Model 
uncertainty at each site was represented by the unexplained variance in species abundance over 
all missing species for the site. The resulting output is “Effects & Probable Cause” pie diagrams, 
showing the size (species missing based on RIVPACS, represented by pie size) and influence 
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(relative stressor contributions to decreased species abundance and model uncertainty, 
represented by pie slices) over the state of Ohio. The models explained a general range of 45-55% 
of the raw variability in species abundances. 
     A major asset of the De Zwart et al. study is the use of GIS to improve visual communication 
of estimated impact and stressor influence.  Additional strengths of the approach are the non-
linear modeling capability and the incorporation of bioavailability into the quantitative 
representation of toxicants (metals, ammonia, and effluent constituents). Toxicity was represented 
by the computation of representative mixture toxicity values based on the cumulative species 
impact from the bioavailable fractions of the toxicant mixtures, termed the “multi-substance 
potentially affected fraction” of species (“msPAF”, De Zwart et al. 2006).  The objective in this 
study was determining the relative influence of “types” of stressors (metals, habitat, etc.).  Using 
a mixture toxicity index provided an adequate measure of general metals toxicity although the 
assumption of additive effects, i.e. cumulative species response (different toxic modes of action) 
are not necessarily realistic, which is noted in the study.  The use of stepwise regression modeling 
may present a potential limitation in this study because the order in which variables are entered 
into the analysis may alter which variables are ultimately included in the model, to an extent 
making the choice of variables chosen by the model a computational artifact in some cases.  
While this study determined an effective way to graphically communicate its end results, in 
general the use of complicated regression models based on optimizing model fit to raw data can 
make direct interpretation of individual coefficients difficult. The consideration also exists that 
greater model complication may improve model fit but may not be fully representative of 
biological realities.   
     As scientific research is generally becoming more interdisciplinary in nature, approaches once 
primarily mainstream in the mathematical and computer science fields have been progressively 
moving into the realm of other disciplines such as ecology as potential tools for research 
objectives.  A combined neural network and canonical correspondence analysis (CCA) approach 
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(Manolakos et al. 2007) was applied to the Ohio database which yielded promising results for the 
development of this procedure as an eco-epidemiological tool.  In this approach, twelve 
individual metrics which composed the fish index of biotic integrity (IBI) were utilized as input 
vectors for each sampling site in an unsupervised clustering approach (neural network analysis) 
which reduced the biological data into groups (neurons) of sites with similar biological properties 
(Manolakos et al. 2007).  The mean value of 31 physical and chemical environmental variables, 
and mean abundance for 31 fish species for sites within each neuron was computed, and this data 
was used as input in a canonical correspondence analysis (CCA).  The resulting CCA ordination 
plot displayed neurons clustered by biological similarity in relation to their response to various 
environmental gradients, allowing for environmental variables of greatest influence to be 
hypothesized for each neuron (Manolakos et al. 2007).   As a means for dataset exploration and 
reduction, this approach presents a highly useful methodology, however as an eco-
epidemiological analysis it has its limitations.  One issue is that the ordination represents most 
habitat factors as only having a positive influence (i.e. they are associated with the best-quality 
sites), and therefore the influence of habitat stress versus pollutants is not directly expressed.  
Additionally, as noted earlier in the case of complex regression techniques, care must be taken in 
the set-up and interpretation of complex data fit exercises, as CCA has been shown to produce 
significant results even when applied to random (meaningless) variables (Caratti et al. 2007).   
     While each of these previous eco-epidemiological approaches yielded estimates of stressor 
influence, due to differences in their various assumptions, uncertainties, and specific requirements 
it is unlikely that one single technique can (or should) stand alone without adequate cross-
validation.  Cross-validation is most effective when it is done using alternative modeling 
approaches with different assumptions and designs, specifically methods which are not based on 
best model fit to raw data, but rather designed to characterize risk.  Eco-epidemiological analyses 
that optimally characterize ecological risk are designed to directly address the question: what is 
the strength of evidence for biological impact given environmental conditions at a site? 
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     Frequentist-based statistical approaches, such as most case-studies described, aim at providing 
the best fit to observed field data by minimizing the mean residual error (least squares estimation) 
or maximum likelihood estimation (Goodman 1999). P-values are used as a measure of 
significance, representing the number of instances the same result (within a confidence interval) 
would be obtained in an extrapolated number of trials (Goodman 1999).  Bayesian statistical 
approaches involve updating a priori knowledge (the prior odds of observing the data) with 
additional information from independent variables to calculate the posterior odds for observing 
the data. The measure of significance in Bayesian statistics is the Bayes Factor (commonly 
termed the “weight”), which is the ratio of the posterior odds for observing the data given the 
independent variable to the prior odds, i.e. null hypothesis (Goodman 1999). Quantitative 
Bayesian analysis, commonly termed “weights-of-evidence” (WOE) modeling was developed for 
and extensively applied in medical epidemiological research, for example in combining 
symptoms to support the diagnosis of a disease (Bonham Carter 1994).  The inclusion of prior 
model information, the direct interpretation of significance, and the inductive nature of the WOE 
approach suggests its potential strength in application to eco-epidemiological analysis.  
Additionally, the probabilistic basis of WOE is in terms directly relevant to risk assessment, 
quantifying the odds of exceeding a dependent variable threshold (observed biological effects 
threshold) based on values of explanatory variables (stressors).  An eco-epidemiological 
methodology incorporating WOE would provide strong screening-level diagnostic information 
for an ecological risk assessment which could be cross-validated with other statistical approaches.          
     This dissertation will present a GIS-based eco-epidemiological analysis approach for 
quantitative risk assessment that utilizes WOE in combination with logistic regression, providing 
an integration of Bayesian and frequentist statistical techniques with a heavy reliance on a GIS 
interface for analysis and communication.  The remainder of this chapter provides a theoretical 
introduction to the methodology and briefly outlines the proceeding dissertation chapters which 
apply the methodology to ecological data in various ways in order to both develop a strong proof-
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of-concept and simultaneously address concepts and challenges in eco-epidemiological research 
and ecological risk assessment that require recognition, refinement, and improved understanding. 
  
1.3 GIS-BASED WEIGHTS OF EVIDENCE AND WEIGHTED LOGISTIC REGRESSION 
     A GIS-based WOE approach developed and used for minerals exploration (Bonham-Carter 
1994, Agterberg 1990, Agterberg et al. 1993) provides a spatial analysis methodology based on 
quantitative WOE, which can be modified for application to eco-epidemiological data to 
determine significant stressor-response relationships based on discrete data patterns. Weights of 
evidence (WOE) analysis as a spatial analysis technique has been used in minerals exploration to 
delineate important spatial predictor variables and variable threshold values for predicting the 
occurrence of deposits within a landscape study area using a spatial training dataset of known 
deposit locations (Bonham Carter 1994).  To apply this technique for spatial eco-epidemiological 
analysis, the concept of deposit locations can be replaced by the sample locations of sites having a 
biological condition of interest. A limit for the biological endpoint of concern is chosen as a 
discrete spatial training dataset based on study objectives using distribution percentiles, 
comparisons to a reference condition, or other desired target criteria. For example, if the 
biological endpoint is fish species loss, the condition of interest chosen may be a 50% loss of 
species or greater, spatially represented by sample sites which meet this condition. In a GIS 
environment, the study area is represented by a raster composed of grid cells with defined 
dimensions which may be established based on the resolution of sampling, or other considerations 
(ex. Figure 1.2). Simple raster cell calculations within a GIS interface based on the total study 
area extent can be used to compute the prior odds of the occurrence of the biological endpoint 
condition (y) within a study area raster cell independent of the presence of environmental 
stressors (Figure 1.2-a). The posterior odds of the occurrence of y are also determined given a 
particular stressor condition, xi, within the study area (Figure 1.2-b). The log of the ratio of the 
prior and posterior odds of y is termed the positive weight (W+) for xi, representing the relative  
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a.)        b.)              c.) 
 
Figure 1.2:  Simple illustration of weights of evidence concept in a geographic information 
systems interface.  Each raster computation is performed for the shaded area of the map, 
representing a) the entire study area, b) study area where a particular stressor condition is 
present, and c) study area where a particular stressor condition is absent. Diagram and 
equations are based upon concepts presented by Agterberg (1990) and Bonham Carter (1994). 
 
increase or decrease from the prior odds of y given the presence of xi (Agterberg 1990).  This 
same ratio is also computed for the odds of the occurrence of y given the absence of the stressor 
condition, 
i
x , as a negative “weight” A calculation of a “contrast” statistic, the difference in the 
positive and negative weights, yields the overall strength of spatial association between xi and y 
(Bonham Carter 1994). The contrast value represents how strongly the spatial distribution of xi 
influences the spatial distribution of y within the study area, the magnitude from which can a 
measure of statistical confidence can be estimated (Robinson et al. 2004).   
   Examining these probabilistic trends over a gradient of individual stressor values (x1…i), 
represented by stressor raster surfaces, allows for spatial associations (both positive and negative) 
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to be delineated between biological measurement endpoints and stressor concentrations. The 
increase or decrease of the posterior odds compared to the prior odds over gradients of stressor 
values allows for trends in stressor-response to be delineated in terms of the biological condition 
of interest, and the stressor values where the posterior odds begin to significantly differ from the 
prior odds can be considered field-based stressor thresholds for the study area. Non-linearity in 
stressor-response data is accounted for because more than one stressor threshold can exist per 
stressor, for example in the case of dissolved oxygen where both low and high values (resulting 
from anoxia and eutrophication, respectively) may increase the odds of biological impairment.  In 
order to remove possible sampling bias from the analysis, WOE analysis using the compliment 
threshold of biological condition to the original (e.g., less than 50% species loss) should also be 
performed to ensure that the trends in stressor-response are not similar. A similar response would 
indicate a bias in sampling and not a real stressor-response relationship.  The WOE method can be 
used for determining which stressors show significant association with the biological condition of 
interest within a study area, and field-based stressor threshold values where the significant 
association begins, which can be compared to laboratory-derived stressor thresholds. As is 
common in the minerals exploration application of WOE, these thresholds may be used to reduce 
each stressor variable raster to binary maps based on positive (1) and negative (0) association with 
y in order to optimize the variable based on predictive performance (Bonham Carter 1994). While 
in some applications the spatial associations of the positive and negative binary values are then 
computed and additively integrated to predict the spatial distribution of y, the existence of 
conditional dependence between stressor variables makes another method of variable integration 
necessary.   
     The WOE method is a data exploration process that is user-interactive, meaning that it allows 
for the application of expert judgment (and biological plausibility) in the choice of significant 
stressor-response associations to include in the predictive model and the determination of the 
point to define the stressor thresholds based on the level of confidence desired. Automated “black 
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box” approaches to analyzing complex real-world data are non-transparent and limit flexibility in 
spite of varying study objectives; however, as in all applications of expert judgment it is 
necessary to detail and explain all processes used in the analysis so that the analysis is transparent. 
     A fundamental aspect of field-based eco-epidemiological analysis is that organisms are not 
exposed to individual stressors, but rather mixtures of physical, chemical, and biological stressors 
within an ecosystem.  The ability to estimate the relative influence of individual stressors on 
biological condition on both a study area and per site basis is an essential feature of eco-
epidemiological modeling both for diagnostic evidence and guidance for remediation (Leuven et 
al. 2002).  While WOE quantitatively analyzes stressor-response relationships in a probabilistic 
framework that is useful for determining important potential stressors and field-based stressor 
thresholds for a study area, this approach used alone can over-predict risk because it assumes 
strict additivity of explanatory variable effects (Agterberg 1993).  In reality, combined stressor 
effects may be additive, synergistic, or antagonistic due to interactions and multicollinearity of 
environmental stressor variables (Besten et al. 2003).  While multicollinearity is often considered 
a feature to be avoided, it should be recognized that this property is a fundamental characteristic 
of complex real-world ecosystems.  In spatial terms, multicollinearity can be expressed as 
conditional dependence, where values of two or more variables are distributed similarly across a 
study area due to similar properties and/or sources (Agterberg and Cheng 2002).  A variable 
combination method that does not assume variables are conditionally independent, such as 
logistic regression, can be used so response variable predictions are unaffected by conditional 
dependence of explanatory variables. Weighted logistic regression (WLR) is a GIS-based solution 
to representing the relationship of WOE-determined explanatory variable combinations to the 
biological response variable (Agterberg 1990, Raines and Mihalasky 2004). Parameter coefficient 
estimates calculated for each stressor represent the estimated relative influence of each stressor in 
determining a biological response. 
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     Weighted logistic regression (WLR) is a method used to statistically integrate numerous 
spatial patterns in a predictive model for a discrete condition (Agterberg 1992). Applying this 
spatial analysis method to ecological risk assessment enables the prediction of the quantitative 
probability (i.e., risk) for observing some biological criteria over the extent of study area based on 
the spatial distribution of various environmental stressors.  The logistic regression function is as 
follows:   
Eq. 1.1  p(y) = .......
......
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Estimated probabilities for y (the biological criteria of interest) are computed for each unique 
condition (combination of stressor variable values) over the study area. Logistic regression uses 
maximum likelihood estimation to find the values of the explanatory variable coefficients that 
make the observed data most likely based on computer iterations, and in weighted logistic 
regression the estimated probabilities for each unique condition are weighted by their area before 
final model convergence (Agterberg 1992). The use of WLR corrects for the amount of area that  
 
Binary stressor maps (WOE) 
High 
Low 
Impairment probability map for study area 
(Based on unique conditions) 
 
 
Figure 1.3:  General graphical representation of the concept of map integration by weighted  
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logistic regression (WLR).  Three binary stressor maps for a study area, categorized based on 
stressor association delineated in weights-of-evidence (WOE) analysis, are integrated in a WLR 
model to produce an overall stress (impairment) probability map for the study area.  This 
illustration was developed based upon concepts presented by Agterberg (1992) and Agterberg et 
al. (1993). 
 
each unique condition occupies in order to avoid bias due to area size. The execution of this 
method within a GIS interface results in a quantitative probability surface for y (Figure 1.3) over 
the spatial extent of the study area, i.e. a probability map, which delineates areas where the 
biological condition is most likely to be observed based on the stressor conditions present. The 
parameter coefficients can be used to compare the relative influence of each environmental 
stressor (increase or decrease) on the odds of the occurrence of y, allowing for a measure of the 
relative importance of each stressor condition based on its presence or absence over the extent of 
the study area. Probability calculations for each unique condition allow for the determination of 
the stressor mixtures that make y most likely.   
     As WLR does not assume conditional independence of explanatory data, the predicted 
probabilities for y are unaffected by spatially related variables, but may impact interpretation and 
significance of individual coefficients. In order to assess the model for effects of collinearity on 
parameter coefficients, a series of steps can be taken. Stressor variable values can be screened for 
problematic collinearity using pairwise correlation statistics on the raw dataset, and redundant 
variables may be selected for elimination (a common threshold is a Pearson correlation coefficient 
r, of >0.7 or >0.8, Wetherill 1986). To test for multi-collinearity not detectable in pair-wise 
correlations, the calculation of variance inflation factors (VIF) on the raw dataset allow the 
determination of artificial inflation in the standard errors of parameter coefficients (a common 
VIF threshold is >10, Wetherill 1986). The overall conditional dependence of the various 
integrated map layers may be also computed following the method of Agterberg and Cheng 
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(2002) to obtain a representation of the total spatial interrelation among the model variables in 
order to compare models.  
 
1.4 ECO-EPIDEMIOLOGICAL RESEARCH WITH GIS-BASED WOE/WLR 
     While the general importance, aspects, and examples of eco-epidemiological spatial data 
evaluations have been covered in this chapter, the remainder of this dissertation is devoted to the 
development, proof-of-concept, and application of the GIS-based WOE/WLR approach for eco-
epidemiological analysis (Figure 1.4).  The objective of this dissertation is to address a number of 
issues and challenges facing eco-epidemiological research utilizing the WOE/WLR approach in 
order to determine the usefulness of the approach, improve and develop the approach, and to 
contribute to the conceptual and practical knowledge-base for eco-epidemiology and associated 
ecological risk assessment.  Therefore a number of critical issues in eco-epidemiology and 
ecological risk assessment will be explored and discussed, and various technical considerations  
 
Chapter II 
Preliminary Watershed Case-study 
Chapter III 
Method Cross-validation
Chapter IV 
Biological Endpoints 
Chapter V 
Spatial Scale 
Chapter VI 
Land use 
Chapter VII 
Field Assessment Validation 
Chapter VIII 
Regional Extrapolation of Approach 
Proof of Concept 
Method Development 
Applications 
Chapter IX 
Critical review and Future Research 
Chapter X 
Conclusions 
Figure 1.4:  Work-flow of proceeding dissertation chapters and components. 
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and approaches for the methodology will be tested, improved, and critiqued throughout the body 
of work.  Chapter II is an initial pilot application of the methodology to a subset of the OEPA 
dataset (Great and Little Miami River) to initiate the development of the methodology as applied 
to eco-epidemiological data and evaluate the application success and potential usefulness in the 
context of stressor identification and ecological risk assessment.  Chapter III is a proof-of-concept 
based study cross-comparing Ohio results from the WOE/WLR approach to results from the EPC 
eco-epidemiological approach proposed by De Zwart et. al., and provides an example of a direct 
comparison between independent methodologies and the potential benefits of interpreting 
combined results.  Chapters IV-VI analyze the Ohio dataset to explore critical components 
associated with the design and interpretation of eco-epidemiological studies, such as biological 
assessment endpoint selection (Chapter IV), study area scale (Chapter V), and land use patterns 
and properties (Chapter VI).   
     Chapter VII provides another proof-of-concept based study comparing stressor hypotheses 
developed from WOE/WLR analysis to both retrospective and current field conditions to evaluate 
results validation and demonstrate the integration of eco-epidemiological analyses and field 
assessments in the context of an ecological risk assessment.  The WOE/WLR methodology is 
then applied to an environmental database from completely different geographic region (England 
and Wales, Chapter VIII), providing proof-of-concept of application to other data sources, and 
additionally an example of a temporal (seasonal) eco-epidemiological analysis based on separate 
models developed for spring and autumn sampling seasons.  Chapter IX discusses best practices, 
current limitations and needed improvements and research in the context of a technical overview 
of the methodology, including issues such as study area delineation, biological and stressor 
variable representation, and model uncertainty and validation.  Finally, Chapter X provides a brief 
synopsis of the major findings, interpretations, and future research needs resulting from the 
dissertation, both specifically for the WOE/WLR methodology and also on a larger scale for the 
general integration of eco-epidemiology in ecological risk assessment.   
CHAPTER II.  PILOT STUDY APPLICATION OF  
GIS WOE/WLR TO WATERSHED ASSESSMENT:  
GREAT AND LITTLE MIAMI RIVER WATERSHEDS, OHIO* 
 
Katherine E. Kapo and G.A. Burton, Jr. 
Dept. of Earth and Environmental Sciences, Wright State University, Dayton, Ohio 
 
* Reproduced/modified with permission from: Kapo, K.E. and G.A. Burton, Jr. 2006. A Geographic 
Information Systems-Based Weight of Evidence Approach for Diagnosing Aquatic Ecosystem Impairment. 
Environmental Toxicology and Chemistry 25: 2237-2249. Copyright 2006, Allen Press Publishing Services 
 
 
 
2.0 CHAPTER SUMMARY 
     This pilot study evaluated the potential for a geographic information systems (GIS) based 
watershed-level assessment using weights of evidence (WOE) and weighted logistic regression 
(WLR) approach as a method to determine and compare potential environmental stressors in lotic 
ecosystems and create predictive models of biological impairment across various spatial scales 
based on existing sample data.  The WOE/WLR technique presented in this study is a data-driven 
approach conceptualized in epidemiological research and developed for and currently used in 
minerals exploration.  Extrapolation of this methodology to a pilot study watershed assessment of 
the Great and Little Miami watersheds (OH, USA) using archival data yielded baseline results 
consistent with previous assessments.  The method additionally produces a quantitative 
determination of watershed stressor associations with biological impairment and a predicted 
relative probability (i.e. favorability) of biological impairment over the watershed study region.  
Habitat stressors showed the greatest spatial association with biological impairment in low-order 
streams (on average 56% of total spatial association), while water chemistry, in particular 
effluent, were most strongly associated with biological impairment in high-order reaches (on 
average 79% of total spatial association, 28% of which is attributed to effluent).  This WOE/WLR 
method provides a "Tier 1" watershed risk assessment product through the integration of various 
existing data sources and a clear visual communication of areas favorable for biological 
impairment and a quantitative ranking of candidate stressors and associated uncertainty.   
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2.1 INTRODUCTION 
 
     A major goal in biological assessments of aquatic systems is determining whether impairment 
exists, and if so, to determine the dominant stressors (U.S. EPA 2000).  Current diagnostic 
approaches are hindered by a number of issues, such as the level of effort required to combine and 
interpret multiple lines-of-evidence, the nonstandard, qualitative and subjective nature of the 
analyses, and unknown levels of confidence (i.e., certainty) in their accuracy (Burton et al. 2002).  
Assessments should determine or quantify a diagnosis in a way that can be easily communicated 
and applied by those in charge of ecosystem management.  In addition, it is of interest to take 
advantage of currently existing biological and chemical monitoring programs as watershed 
assessment data sources (Norton et al. 2000).  Previous research indicates the potential for the 
application of epidemiologically-based analyses in ecological assessment using large existing 
monitoring program databases (Norton et al. 2000, 2002, De Zwart et al. 2006, Dyer et al. 1998, 
2000, 2002). 
     The GIS-based weight-of-evidence (WOE) and weighted logistic regression (WLR) technique 
presented in this study is a multi-dimensional application of an epidemiologically-based 
approach, defining spatial relationships between measurement endpoints and multiple 
environmental stressors.  The quantitative WOE based on conditional probability was first 
conceptualized in the context of epidemiological research, and has been employed in biological 
assessment research using various design strategies (ex. Smith et al. 2002).  While the underlying 
statistical principles for quantitative WOE are consistent among study designs, they differ in the 
specific determination of prior probabilities, calculation method for weights, and variable 
combination methodology.  The GIS-based WOE/WLR method used in this study was developed 
for and is currently used in minerals exploration (Bonham-Carter 1994, Agterberg et al. 1990).  
This method combines quantitative WOE and area-weighted logistic regression to model the 
potential for a discrete condition based on spatial associations with multiple predictor variables.  
To date, the use of GIS-based WOE/WLR has extended to the fields of natural resources, 
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archaeology, land management, and terrestrial ecology.  There has been little, if any, research in 
the application of this particular technique as a tool for diagnostic biological assessment, 
especially in the context of aquatic ecosystems.  This study explores an application of the 
technique to a diagnostic biological assessment of the Great and Little Miami watersheds (OH, 
USA) using the general theory and software used in minerals exploration (ArcSDM, Sawatzky et 
al. 2004), and developing a methodology to account for the different data types and hypotheses 
that a biological assessment necessitates.   
     In this watershed assessment application, WOE/WLR analysis is performed to establish spatial 
associations between multiple predictor variables and discrete biological conditions (discussed in 
detail later).  It is important to note that the determination of a spatial association of a stressor 
parameter with a biological response does not directly imply causality, but instead may be 
considered an evidential relationship to be further explored and refined by a variety of procedures 
in the later steps of a biological assessment (Suter 1993, Burton 1999).  For example, within the 
development of a conceptual model for a watershed risk assessment (Suter 1996), the WOE/WLR 
analysis output may serve to reduce the pool of potential stressors to the most likely or important, 
and define the spatial and even temporal extent of the watershed assessment based on the 
available data.  The WOE/WLR technique for watershed assessment proposed in this study yields 
quantified spatial relationships between a biological condition and various stressors which may 
serve as supportive information to expert opinion in watershed assessments.  Previous 
assessments using the Ohio dataset used in this study have employed multiple regression analyses 
(De Zwart et al. 2006, Dyer et al. 1998, 2000).  Thorough discussions of the theory and 
application of the WOE/WLR techniques within the context of minerals exploration are provided 
in Bonham-Carter 1994, Agterberg et al. 1990, 1992, 1993, and Sawatzky et al. 2004. 
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2.2 METHODOLOGY 
2.2.1 Approach Overview 
     All GIS tasks were performed in ArcGIS v. 9 (Environmental Systems Research Institute, 
Redlands, CA).  The combined GIS-based WOE and WLR method proposed in this study uses a 
discrete biological condition, such as a particular value or range of values for biological condition 
to develop a probabilistic relationship with predictor variables.  The WOE method is a 
quantitative, probabilistic analysis, essentially assigning weights to predictor variable (ex. 
ecosystem stressor) values over a gradient of values, based on the occurrence of a discrete 
biological condition of interest (ex. impaired site) at each predictor variable value.  This 
calculation is data-driven by using area-weighted spatial associations of the available biological 
and water quality information within a given raster study area.  The WOE analysis determines 
potential stressors and delineates an optimal binary stressor variable based upon a threshold value 
above or below which there is a significant positive spatial association with biological 
impairment.  Binary variables were used for this preliminary analysis in order to keep the model 
as simple as possible, however more complex multiple class variables are possible in WOE/WLR 
analysis as well (Robinson et al. 2004).  The WOE analysis is used prior to WLR model creation 
in order to determine potential stressor variables and to optimize the predictive strength of these 
variables.  This process provides field-observed watershed-specific predictor variable threshold 
values which may aid in the determination of watershed-specific regulatory goals or standards.  
     The optimized predictor variables are used in the creation of a WLR model (Raines and 
Mihalasky 2002), which produces an estimated probability distribution for the biological 
condition of interest for the study area raster surface.  The resulting WLR posterior probabilities 
should not be directly interpreted as probability values, rather as relative "favorability" or 
"suitability" values used for comparison within the study area to delineate areas having the 
greatest likelihood of observing the biological condition of interest based on the predictor 
variables present (Robinson et al. 2004, Raines and Mihalasky 2002).  The advantage of using 
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WLR is that the method does not assume conditional independence of predictor variables, 
allowing predictor variables that are not necessarily independent of one another to be used in the 
model without significantly over-predicting probability results (Agterberg and Cheng 2002).  The 
use of WOE in combination with WLR allows for all available potential predictor variables with 
significant spatial association with the biological condition of interest to be determined and 
included.  This is an important factor when considering the role of stressor mixtures in the 
environment, as the unique conditions produced and used in WLR represent specific mixtures of 
stressors and may provide evidence of potential interactions.   
2.2.2 Model study area delineation  
     The Great and Little Miami watershed regions were used as a combined study area in order to 
attain a large local watershed region for this initial WOE/WLR analysis.  A study region database 
[5] consisting of archival (1990-1996) biology and habitat condition data (Ohio Environmental 
Protection Agency, OEPA), water chemistry data (U.S. Environmental Protection Agency 
Storage and Retrieval database, U.S. EPA STORET), and wastewater effluent and agricultural 
chemical model estimates (Procter and Gamble, Cincinnati, OH and Syngenta Crop Protection, 
Greensboro, NC) were used.  The various databases were spatially joined by an imputation 
exercise in a previous study (Dyer et al. 1998); however, co-location of data points is not a 
requirement for performing the WOE/WLR analysis.  In order to reduce extrapolation 
uncertainty, the study region was limited to subsidiary drainage areas containing at least one 
sample point (Figure 2.1).  Sub-catchments were created for the study region using the ArcHydro 
delineation method for ArcGIS (Maidment 2002). 
     This pilot study attempted to account for variability in stressors present and biological 
sensitivity attributed to stream order and land use characteristics, the study region was divided 
into six model study areas, each to be analyzed separately.  The study region was first divided 
into sub-catchments of high-order and low-order streams, based on the National Hydrological 
Dataset (NHD) "level" classification ("3"= high order, all others= low order).  This classification  
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Figure 2.1: Specified watershed study region for the Great and Little Miami River watersheds 
(OH), including sub-catchments containing sample data points. 
 
separated sub-catchments containing the Great and Little Miami rivers from those dominated by 
smaller reaches and headwater streams.  Land use spatial data from the 1992 National Land 
Cover Classification dataset (USGS/EROS Data Center) was applied to the study region.  
Dominant land use classifications were grouped into three general classifications and attributed to 
the study region: "forest" (all forest and undeveloped areas), "agriculture" (all crops and pasture 
land) and "urban" (all urban, residential, and industrial areas).  A raster cell resolution of 0.5 km2 
was utilized as the study area analysis unit in order to reduce the occurrence of more than one 
sample site within a grid cell while representing a general area estimate.  The resulting six model 
study areas represent forested, agricultural, and urban land use types for both high-order and low-
order sub-catchments.   
2.2.3 Biological response variables 
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     Four biological entities were examined in this pilot study; two community entities (fish and 
benthic macroinvertebrates), as well as darter species and mayfly taxa.  The WOE analysis, which 
measures the spatial association between values of predictor variables and a response variable of 
interest, requires a study area sample of discrete known spatial events of interest, defined as 
"training sites" (known deposit locations in minerals exploration, Bonham-Carter et al. 1994).  
Models created through this method are trained to predict the occurrence of training sites based 
on the spatial pattern of predictor variable values.  In this analysis, the training sites are sample 
locations where biological impairment occurs.  Biological impairment was defined in this study 
for four biological entities using biological condition parameters available in the OEPA database 
(Table 2.1).  Fish and invertebrate community models used biological indices (index of biotic 
integrity, "IBI", and invertebrate community index, "ICI", OEPA 1987, 1989 a-b), while species-
specific models used counts and population percentages of species to represent biological 
condition.  The definition of "impairment" is a user-defined parameter, which depends upon the 
study objectives.  To illustrate this flexibility, we used a "general" impairment classification for 
fish and invertebrate models, and a more "severe" impairment classification for the mayfly and 
darter models.  The 40th centiles of IBI and ICI scores were used as training ("impaired") sites 
(Table 2.1), which roughly approximated the range of severe (very poor condition) to very 
minimal impairment (fair condition) defined by OEPA for the region (OEPA 1987).  The 25th  
 
Table 2.1: Impairment thresholds for the biological entities used in the pilot study. 
 
 
Biological entity 
Response  
Parameter 
Impairment 
Threshold 
Value 
Non-
Impairment 
Threshold 
Value 
Fish 
Invertebrates 
Darter species 
Mayfly taxa 
IBI 
ICI 
# darters 
% mayflies 
40th centile 
40th centile 
25th centile 
25th centile 
IBI < 40 
ICI < 30 
</= 1  
0 % 
> 60th centile 
> 60th centile 
> 75th centile 
> 75th centile 
IBI > 45 
ICI > 40 
>/= 4  
>/= 22% 
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centiles of mayfly taxa and darter species abundance were chosen to generally represent 
"impaired" sites for darter and mayfly models, respectively, and thus these models predict for a 
higher severity of impairment compared to the community models. 
2.2.4 Potential stressor parameters 
     Thirty potential stressor parameter values for the time period of 1990-1995 were evaluated by 
WOE analysis to determine spatial associations with training (impaired) sites (Table 2.2).  The 
parameters included various habitat conditions (OEPA), median values of water chemistry 
parameters (U.S. EPA STORET), modeled effluent constituents (Dyer and Caprera 1997) and a 
proxy variable for general agricultural chemical concentrations using the Watershed Regressions 
for Pesticides (WARP) methodology (Larson and Gilliom 2001, model by Syngenta Crop 
Protection).  The stressor parameters chosen for this study represent an example of the variety of 
environmental data that can be utilized by this methodology.  The variables included in the 
analysis were determined by data availability.  Field monitoring (OEPA and U.S. EPA STORET) 
was conducted during daylight hours in the months of late May to early October (1990-1995).  
     Weights of evidence spatial associations are area-weighted based on the overall spatial 
distribution of stressor parameter values across the entire study region.  In order to achieve a 
representation of stressor parameter values across the watershed study region, the available 
sample data points were used to interpolate a continuous raster surface for each parameter.  
Nearest-neighbor interpolation (localized inverse distance weighing) was utilized, essentially 
assigning raster grid cells the sample point parameter value closest to them.  Physical habitat 
variables were more weakly predicted compared with water chemistry parameters due to a lower 
a more variable, “patchy” data distribution.  However, spatial interpolation provides a “best 
guess” of parameter values at unknown locations across the watershed study area.  The resulting 
interpolated surfaces were generally restricted within sub-catchments, with a raster cell resolution 
of 0.5 km2 consistent with the study area.  In order to determine spatial associations of training 
sites and potential stressor parameters from low to high values, the rasters were then reclassified  
 30
Table 2.2:   Thirty stressor parameters evaluated in this pilot study, categorized by general 
category: effluent, habitat, and water chemistry. Abbreviations used are also provided. 
 
Effluent (data origin: The Procter and Gamble Co.)     Units 
% Effluent (“%EFF”)     % (low flow) 
Alcohol ethoxylates (“AE”)     mg/L (mean flow) 
Alcohol ethoxylate sulfates (“AES”)     mg/L (mean flow) 
Boron     mg/L (mean flow) 
Linear alkylbenzenesulfonate (“LAS”)     mg/L (mean flow) 
Triclosan (TCS)     μg/L (mean flow) 
Multi-substance potentially affected fraction  
   (“msPAF”, De Zwart et al. 2006)  
    % species (mean flow) 
Habitat (data origin: Ohio EPA)    Score  
Channel    0-20 
Cover    0-10 
Cover type (“Covtype”)    0-10 
Riparian buffer    0-10 
Riffle    0-8 
Pool    0-12 
Substrate    0-20 
Gradient    ft. vertical drop/mi. 
Water chemistry (data origin U.S. EPA STORET)   Units 
Median Biological oxygen demand (BOD)   mg/L 
Median Dissolved oxygen (DO)   mg/L 
Median Hardness   mg/L as CaCO3 
Median pH   std. units 
Median Total suspended solids (TSS)   mg/L 
Median Total Al   μg/L 
Median Total Cd   μg/L 
Median Total Cu   μg/L 
Median Total Mn   μg/L 
Median Total NH3   mg/L 
Median Total Ni   μg/L 
Median Total phosphorous (“TP”)   mg/L 
Median Total Pb   μg/L 
Median Total Zn   μg/L 
Agricultural chemical proxy (“WARP”) 
    (data origin: Syngenta Crop Protection) 
 modeled comparative value 
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into five classes of the stressor values.  This number allowed for both a gradient of stressor values 
to be represented and adequate study area in each value class in order to more clearly delineate 
spatial trends.  The five value classes were defined by the Jenk's Natural Breaks data 
classification method (ArcGIS, Environmental Systems Research Institute, Redlands CA).  This 
classification method determined the optimal five breaks in the data by minimizing variation 
within the individual value classes in order to achieve a watershed-specific representation of 
stressor value variation over the study region.  
2.2.5 WOE analysis and WLR model creation 
     Minerals exploration studies in recent years have begun to use WOE and WLR together 
(Robinson et al. 2004, Raines and Mihalasky 2002) to explore spatial relationships in data (WOE) 
and create predictive models (WOE and WLR).  Categorical WOE analyses were conducted for 
each of the six model study areas, calculating the spatial association of impaired site occurrence 
over the gradient of five stressor value classes (low to high) for each stressor.  Spatial association 
is expressed by the calculation of a pair of weights for each stressor value class, a positive weight 
(W+) and negative (W-) weight (Bonham-Carter 1994).  A weight can be defined as the loge of 
the odds of impaired site occurrence given a particular condition.  The calculations use grid cell 
counts to determine the conditional probabilities of site occurrence and various stressor value 
classes over the model study area.  The W+ represents the increase in odds for the particular 
stressor value class of interest, and can be considered a measure of the positive spatial association 
of site occurrence at a particular stressor value class.  For example, a high positive value of W+ 
indicates that the occurrence of a site is highly likely in the stressor value class, while a negative 
value of W+ indicates that the stressor value class is unlikely to contain an impaired site.  The W- 
represents the odds of impaired site occurrence for all values outside the particular stressor value 
class, and can be considered a measure of the negative spatial association of site occurrence at the 
stressor value class.  The magnitude of difference between W+ and W- is a measure of the overall 
strength of spatial association, termed the contrast measure (Bonham-Carter 1994), indicating 
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how well the particular stressor class value predicts site occurrence.  The expected contrast value 
if there is no spatial association is zero (Agterberg 1990), which would indicate that the odds of 
site occurrence at a particular stressor value is no different than the odds of site occurrence 
independent of stressor patterns.  A large contrast indicates that at a particular stressor value 
class, site occurrence is either highly more likely or unlikely.  A corresponding studentized 
contrast value is also calculated in the analysis as a measure of statistical significance 
(confidence) of the contrast value, with a value of ~1.95 corresponding to 95% confidence 
(Robinson et al. 2004).  
     Significant spatial associations may be explained by a possible biological response to a 
stressor parameter, or by sampling bias for areas with particular stressor values.  To distinguish 
between these two possibilities, the same WOE analysis was also performed for all stressor 
parameters using user-defined "non-impaired" biological samples as training sites (Table 2.1) 
instead of impaired sites.  It is assumed that spatial associations due to a biological response will 
show inverse, or at the least, unrelated trends between impaired and non-impaired sites over the 
5-class stressor gradient.  In order to examine the trends in spatial associations, the spatial 
association values were plotted for impaired and non-impaired sites for each stressor parameter 
gradient.  Figure 2.2 shows an example of a categorical WOE output plot of impaired and non-
impaired IBI sample spatial association over a gradient of five channel habitat condition value 
classes for low-order agricultural reaches.  Impaired sites show a positive spatial association with 
low (poor) channel habitat values and a negative association with high (good) channel habitat 
values.  Non-impaired IBI samples show the opposite trend.  Stressor parameters with spatial 
associations showing a similar trend over low to high stressor value gradients for both impaired 
and non-impaired samples were discarded due to likely sampling bias and no evidence of 
biological response.  Stressor parameters which showed an inverse or highly unrelated trend 
between impaired and non-impaired sample occurrence (ex. Fig. 2.2) were selected as potential 
stressors for further analysis.   
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Figure 2.2: Example of plotted categorical weights-of-evidence calculations for fish biological 
response (observed sites with impaired index of biological integrity (IBI) scores vs. non-impaired 
IBI scores over a gradient of channel habitat score for low-order agricultural catchments. The 
dark line (Weight+) represents the positive spatial association of impaired or non-impaired sites 
along the channel score gradient, and the light line (stud Cnt) indicates the studentized contrast, 
or confidence of the overall strength of spatial correlation. The dotted vertical line shows the 
impairment threshold chosen for re-classification into a binary variable. 
 
     The WOE analysis was used to determine potential stressors and to create optimized binary 
variables for input into a WLR model by determining significant binary thresholds in the 5-class 
stressor gradients.  The goal was to maximize the difference in spatial association with 
impairment between the "low" and "high" binary stressor variable classification while also taking 
into account the trend of non-impaired sites.  Binary thresholds were delineated by determining 
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the point where the impaired site spatial association trend along the stressor gradient changes, 
closest to where the non-impaired trend changes in the opposite direction.  The dotted vertical 
line in Figure 2.2 delineates the binary threshold for the originally five-category channel variable, 
grouping the first three classifications together as a "low" channel value and the last two 
classifications together as a "high" channel value.  The 5-class variable rasters for all potential 
stressor parameters were reclassified into binary rasters according to this determination.  This 
process was performed for all potential stressor variables for each of the six model study areas, 
providing six groups of binary stressor rasters for use in six WLR models.   
     Weighted logistic regression (WLR) was used to mathematically combine the optimized 
binary variables determined by the WOE analysis to predict a posterior probability for 
impairment over the study area.  Weighted logistic regression was used in order to avoid the bias 
of conditional dependence of some stressor variables, as simply adding the weights resulting from 
the WOE analysis over the study area would over-inflate the predicted impairment probabilities 
(Agterberg 1992, Agterberg et al. 1993).  Weighted logistic regression considers unique 
combinations of all optimized binary variables to delineate posterior probabilities of the 
occurrence of an impaired site over the model study area.  Coefficients are assigned to the 
individual variables by means of maximum likelihood estimation to estimate the relative 
influence of each variable in determining the probability of impairment.  The method additionally 
weights each unique condition by total raster area before final model convergence (Agterberg 
1992) to adjust for differences in area.  The resulting posterior probabilities can be considered as 
relative "favorabilities" (Robinson et al. 2004, Raines and Mihalasky 2002), used comparatively 
within the study area to delineate areas with highest likelihood of impairment.  The spatial 
resolution of the model output raster is the same as the study area resolution (0.5 km2).  A new 
WOE analysis on the binary variables was run simultaneously during the WLR modeling process, 
providing useful supplemental information to the WLR model (detailed later).  The low-order 
forested reaches for macroinvertebrates, darters, and mayflies contained < 3 impaired sample data 
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points, which was too small a sample size for an analysis to be performed.  For these three 
biological entities, the prior probability (probability of an impaired site over the low-order forest 
area regardless of any stressor influence) was assigned to the entire low-order forested model 
study area. 
 
2.3 RESULTS AND DISCUSSION 
2.3.1 Impairment probability models 
     A variety of analysis output is available from the GIS WOE/WLR method, and the 
communication of the results depends on the particular goals of the watershed assessment.  A 
number of examples of analysis output and formatting are provided in this section.  The WLR 
impairment probability map for IBI is shown in Figure 2.3 (additional maps ICI, darters, mayflies 
are shown in Appendix A-1).  The probability maps for each biological entity are comprised of 
the six land use/stream order model study areas, and show the probability of biological 
impairment over the entire watershed study region.  The map legend for each watershed map is 
standardized to represent the impairment probabilities as standard deviation groupings for each 
model study area to enable direct comparison between the model study areas.  The standard 
deviation classification has been used in previous minerals potential studies (ex. Franca-Rocha et 
al. 2003).  Areas shown in gray coloring indicates low or mean probability values for the 
occurrence of an impaired site (similar to the prior probability discussed earlier).  Areas with 
probabilities higher than the mean are shown in the green to red color range, targeting areas of 
highest probability for the occurrence of an impaired site based on the stressor conditions present.   
2.3.2 Stressor influence 
     A WOE analysis was run on the binary variables for each model study area to provide 
additional information to the model results.  These WOE analysis results are shown for IBI in 
Table 2.3 (see Appendix A-2 for results for ICI, darter species, and mayfly species).  The 
impairment association value represents the optimized biological threshold delineated in the 
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Figure 2.3: Great and Little Miami River biological impairment probability map for the fish 
community index of biological integrity (IBI), with known “impaired” sites included on the map.  
 
Initial WOE analysis using the 5-class stressor variables, and may be considered a model study 
area-specific stressor response value.  Spatial association weights are listed for each binary class 
for each stressor parameter, given as "W1" for values below the threshold, and "W2" for values  
above the threshold.  In terms of the original explanation of weights, the W1 and W2 weights can 
be considered the positive weights (W+) for the “low” and “high” binary values, respectively,  
indicating the measure of positive spatial association of impaired sites with each of the values.  
As there are only two possibilities in a binary setting, the negative weight (W-) for the “low” 
binary value would therefore be the W+ of the “high” binary value, and vice versa.  The value of 
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Table 2.3:  WOE analysis results for fish (IBI) stressor parameters for each model study area, ranked by overall strength of spatial association 
with observed impaired sites. Weight (W1) is the positive spatial association for low values of the parameter, while weight (W2) is the positive 
spatial association for high values of the parameter. Impairment association values (IAV) represent the binary breakpoint where biological 
impairment becomes positively associated. Contrast (C) is the magnitude difference between W1 and W2. The studentized contrast (Std.C) is the 
confidence with which the contrast value is known. Parameters with confidence > 1.00 are reported. Conditional independence (CI) values are 
given for each model.  CI values < 1.00 indicate some conditional dependence of variables (Agterberg 2002). See Table 2.2 for variable 
abbreviation definitions. 
 
Parameter     W1     W2  IAV   C Std.
C 
Parameter   W1    W2     IAV    C Std.
C 
High-Order Forest  Model (CI = 0.87)   Low-Order Forest  Model (CI= 1.27) 
Hardness 
 
TP 
DO 
Boron 
Mn 
TSS 
LAS 
Covtype 
-0.10 
 
-0.10 
-0.82 
-0.63 
0.39 
-0.74 
-0.63 
0.70 
2.14 
 
2.06 
0.60 
0.57 
-0.71 
0.34 
0.44 
-0.32 
> 389 mg/L     
    CaCO3 
> 2.43 mg/L 
> 8.9 mg/L 
> 6*10-5 mg/L 
</= 29 μg/L 
> 32 mg/L 
> 0.004 mg/L 
</= 4.5 
2.24 
 
2.15 
1.41 
1.20 
1.10 
1.08 
1.06 
1.02
2.77 
 
2.68 
2.69 
2.56 
2.14 
1.91 
2.19 
2.29
  Substrate 
  Channel 
 
 1.49 
 1.37 
-0.33 
-0.32 
</= 12     
</= 5  
1.82 
1.68 
1.47 
1.36 
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High-Order Agriculture Model (CI = 0.53) 
 
Low-Order Agriculture Model (CI = 0.52) 
TSS 
DO 
Boron 
% EFF 
Covtype 
pH 
TP 
msPAF 
TCS 
Gradient 
Zn 
Riparian 
Cover  
 
-0.27 
-0.20 
-0.83 
-0.64 
0.25 
1.04 
-0.57 
-0.67 
-0.67 
0.25 
-0.24 
0.09   
0.30 
 
1.87 
1.31 
0.60 
0.55 
-0.90 
-0.02 
0.39 
0.26 
0.26 
-0.65 
0.56 
-0.61 
-0.22 
 
> 55.5 mg/L 
> 10.8 mg/L 
> 3*10-5 mg/L 
> 84% 
</= 7.5  
< 7.08  
> 0.24 mg/L 
> 0.0006  
> 0.006 μg/L 
</= 5.9 ft /mi 
> 20.6 μg/L 
</= 8  
</= 13  
 
2.14 
1.51 
1.43 
1.19 
1.15 
1.06 
0.96 
0.94 
0.94 
0.89 
0.79 
0.70  
0.52
5.09 
3.47 
3.48 
3.08 
2.14 
1.03 
2.40 
2.06 
2.06 
1.97 
2.15 
1.15   
1.45 
 
 Al 
 Substrate 
 Channel 
 Hardness 
 
 Boron 
 msPAF 
 Cover 
 Riparian 
 Pool 
Covtype 
 TP 
 WARP 
 TSS 
0.02 
0.24 
0.49 
-0.18 
 
-0.41 
-0.37 
0.52 
0.16 
0.39 
0.11 
0.16 
-0.32 
-0.06 
1.45 
-1.08 
-0.72 
0.65 
 
0.28 
0.29 
-0.13 
-0.43 
-0.18 
-0.37 
-0.29 
0.10 
0.34
> 180 μg/L 
</= 18  
</= 14.5  
> 389 mg/L 
 CaCO3 
> 1*10-5 mg/L 
> 0.0006  
</= 9.5  
</= 6.3  
</= 6  
</= 7.5  
> 0.24 mg/L 
> 2.82  
> 32 mg/L 
1.47 
1.32 
1.22 
0.83 
 
0.69 
0.67 
0.65 
0.59 
0.58 
0.48 
0.45 
0.42 
0.40 
2.02 
3.55 
4.87 
3.42 
 
2.94 
2.89 
2.55 
2.21 
2.30 
1.74 
1.86 
1.55 
1.44 
High-Order Urban  Model (CI = 0.91) 
 
Low-Order Urban  Model (CI = 1.39) 
DO 
Boron 
TSS 
TP 
TCS 
Zn 
Pool 
1.26 
-0.49 
-0.19 
-0.05 
-0.44 
-0.28 
0.36 
-0.18 
0.53 
0.79 
0.83 
0.32 
0.43 
-0.20 
</= 4.5 mg/L 
> 6*10-5 mg/L 
> 55.5 mg/L 
> 2.43 mg/L 
> 0.02 μg/L 
> 20.6 μg/L 
</= 8.5 score 
1.44 
1.02 
0.98 
0.89 
0.76 
0.71 
0.56
3.28 
2.82 
2.45 
1.44 
2.03 
2.03 
1.56
  pH 
 Gradient 
0.69 
0.51 
-0.92 
-0.24 
< 7.08 
</= 5.9 ft/mi 
1.61 
0.75 
3.09 
1.62 
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the weight indicates the nature of the spatial association.  For example, if "W1" is negative and 
“W2” is positive, the “high” binary value of a stressor parameter is positively correlated with 
biological impairment, meaning that areas with stressor parameter values above the binary 
threshold are more likely to contain an impaired site.  Conversely, if "W1" is positive and “W2” 
is negative, areas with values below the binary threshold (the “low” binary value) are more likely 
to contain an impaired site.  Stressors are shown ranked in the tables by the contrast value (the 
difference between W1 and W2), which indicates the stressor's overall individual strength of 
spatial association with biological impairment, along with studentized confidence values 
(Robinson et al. 2004).  For informational and interpretive purposes, conditional independence 
(CI) statistics detecting spatial correlation between stressor variables are also provided in Table 
2.3 and Appendix A-2.  Conditional independence values less than 1.00 indicate that two or more 
stressor variables have significant conditional dependence.   
     Stressor parameter associations with biological impairment, including the WOE threshold 
values and strength of spatial association, varied by land use and stream order, as well as across 
biological entity (Table 2.3 and Appendix A-2).  To examine the nature and influence of stressors 
across land use and stream order, stressors were classified into three broad groups of stressor 
types: habitat, effluent, and water chemistry (Table 2.2).  For each model study area, the contrast 
values for all potential stressors were summed to represent the total amount of spatial association 
with impairment.  The contrast values for potential stressors within each group of stressor type 
were summed and divided by the total spatial association to determine the proportion of total 
spatial association attributed to each stressor type.  This calculation was performed for each 
model study area for each of the biological entities.  Figure 2.4 shows the results of this 
calculation for fish (IBI) by stream order and land use (Appendix A-3 provides results for ICI, 
darter species, and mayfly taxa).  The graphs represent the total amount of spatial correlation for 
each stream order/land use study area and stressor category contributions to the total spatial 
association (summed contrast values).  In some cases graph magnitudes may be inflated simply 
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Figure 2.4: Comparison of fish community index of biological integrity (IBI) stressor spatial 
associations categorized by general stressor type (habitat, water chemistry, effluent) over a land 
use gradient for both high order and low-order sub-basins. Spatial associations are based on 
summed weights-of-evidence spatial contrast values.  
 
due to correlation of some variables, however because the same 30 predictor variables were used 
in every case, the overall trend is useful for observing dominant stressor types over a stream order 
and land use gradient.   
     Habitat stressor associations with biological impairment for all entities were greatest within 
sub-catchments of low-order reaches (average of 56% of the total spatial association), compared 
with high-order reaches (average of 21% of total spatial association).  High-order reaches had 
proportionally larger water chemistry and/or effluent associations with biological impairment 
(average of 79% of total spatial association) than low-order reaches (average of 44% of total 
spatial association).  Figure 2.4 illustrates the trend for fish (IBI) impairment, showing the 
averaged IBI proportions of total impairment spatial association for each stressor type between 
high and low-order sub-catchments across the land-use gradient.  In low-order reaches, fish 
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impairment spatial association with habitat decreased across the land use gradient from forest-
dominated to urban-dominated land use (from 100% – 29% of total spatial association, Figure 
2.4), while water chemistry showed the opposite trend.  This result indicates that for low-reaches 
in this watershed study region, habitat factors are most influential in determining the observed 
fish community (IBI) conditions in forest-dominated land use, while water chemistry factors 
become an increasingly important influence on IBI in agricultural and urban-dominated land uses.  
In high order reaches, the proportion of total spatial association with fish impairment explained 
by water chemistry and effluent parameters was greater than habitat in all land uses.  
     Potential stressor parameters that had significant WLR coefficients (for this pilot study, p<0.2) 
are reported for IBI in Table 2.4 (Appendix A-4 provides this information for ICI, darter species, 
and mayfly species).  These "dominant" stressor parameters individually influence the 
impairment probability model significantly, and the magnitudes of the regression coefficients 
represent the comparative increase or decrease in the odds for biological impairment going from 
the "low" binary stressor value to the "high" binary value.  Total suspended solids was a WLR 
dominant fish (IBI) stressor in high-order reaches in all land use types at values > 32 or > 55 
mg/L (Tables 2.3 and 2.4).  Total phosphorous was determined by WOE analysis to be a potential 
stressor for both fish and invertebrates in various stream-order and land use conditions, however 
it was only a WLR dominant stressor for invertebrates (both ICI and mayflies) in low-order 
agricultural reaches (Appendix A-4).  
     As conditional dependence between variables exists in many model study areas, the issue of 
multicollinearity in the corresponding WLR models must be addressed.  While multicollinearity 
does not affect the WLR predicted probabilities, it does affect the interpretation of the individual 
influence of highly correlated stressor variables.  The main effect of multicollinearity is the over-
inflation of the standard errors of one or more of the coefficients of highly correlated variables, 
which leads to an unstable coefficient with a high associated p-value.  Generally, pair-wise 
Pearson correlation (r) values of 0.8 or greater between variables indicate that the model  
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 Table 2.4: Dominant stressor associations for fish community index of biological integrity (IBI) 
impairment, with parameter regression coefficients (βx) with significance levels < 0.2 reported 
(based on the Wald chi-square distribution, df= 1) for all stream-order/land use models. 
Parameters are listed in order of coefficient magnitude. (*) indicates collinearity was detected in 
some variables in the model. 
 
Stream 
Order 
Land 
Use 
Parameter βx Std. error 
Wald chi2  
p-value 
Forest* Total suspended solids 
Cover type 
0.912 
-0.806
0.646 
0.527 
0.158 
0.126
Agri.* Boron 
pH 
Total suspended solids 
Cover type 
Gradient 
Zn 
1.649 
-1.579 
1.332 
-1.195 
-0.741 
0.714
0.871 
1.137 
0.748 
0.639 
0.486 
0.469 
0.058 
0.165 
0.075 
0.062 
0.127 
0.129
High 
Urban* Boron 
Dissolved oxygen 
Total suspended solids 
Pool 
Zn 
1.469 
-1.296 
0.795 
-0.657 
0.634
0.829 
0.521 
0.523 
0.379 
0.361 
0.077 
0.013 
0.128 
0.083 
0.079
Forest* (None)      ---     ---       --- 
Agri.* 
 
msPAF1 
Al 
Substrate 
Pool 
Channel 
1.795 
1.139 
-0.854 
-0.616 
-0.447
0.788 
0.826 
0.410 
0.317 
0.322 
0.023 
0.168 
0.037 
0.052 
0.166
Low 
Urban pH 
Gradient 
-1.866 
-1.120
0.552 
0.516 
0.0007 
0.029
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coefficient standard errors for those variables may be significantly distorted by multicollinearity 
(Berry and Feldman 1985).  Table 2.5 lists the strongly correlated IBI stressor parameters within 
each model study area using a more conservative threshold of Pearson correlation, R >/= 0.7 
coefficient standard errors for those variables may be significantly distorted by multicollinearity 
(Appendix A-5 lists this information for ICI, darters, and mayflies).  Variance inflation factors 
(VIF)1, which quantify the degree of standard error distortion for each parameter coefficient, 
were also calculated for variables in each model (SAS Version 9, SAS Institute, Cary, NC, USA) 
as a diagnostic for multicollinearity effects.  VIF values allow for the detection of 
multicollinearity that is not evident in the pair-wise correlations due to more than two variables 
being involved (Wetherill 1986).  A VIF value of 10 or greater is considered evidence of severe 
multicollinearity (Wetherill 1986); the model variables that violated this threshold are identified 
in Table 2.5 and Appendix A-5.  In all cases where severe multicollinearity effects (VIF>10)  
 
Table 2.5. Listing of variables within each fish index of biological integrity (IBI) impairment 
model study area that showed a strong pair-wise correlation (Pearson correlation >/= 0.70), 
and/or variance inflation factors (VIF) >10 (*). Variable abbreviations are given in Table 2.2. 
Stream Order  Forest Model Agriculture Model Urban Model 
Boron*-TCS* (0.90) High Order TSS-TP (0.93) 
TCS*-msPAF* (0.99) 
Boron*-TCS* 
(0.99) 
  
Boron*-msPAF* (0.90) 
Cover-Cover Type (0.85) 
  
Low Order Substrate-Channel (0.83) Cover-Cover Type (0.85) (None) 
  Channel-Substrate (0.70)   
  Channel-Cover(0.72)   
    
Channel-Pool (0.76) 
Cover-Pool (0.77) 
  
 
                                                          
1 In later chapters, VIF values were utilized prior to WOE analysis to reduce the number of variables. 
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were detected, the variables involved were effluent parameters. 
     The individual WLR model coefficients and significance values for strongly correlated 
variables should be regarded cautiously.  However, in most cases, the coefficients of collinear 
variables which are significant are likely reliable estimates (Wetherill 1986).  While the effects of 
multicollinearity limit the ability to separate the individual influences of highly correlated 
variables, both the coefficient estimates for variables not strongly correlated with others and the 
overall model predictions (impairment probabilities) remain robust.  In this first pilot study, the 
primary objective was to optimize model predictive performance (all possible information 
included), with the trade-off being the inability to separate the individual effects of some 
variables.   
     A weak positive association of agricultural chemical concentrations with both general fish 
(IBI) and invertebrate (ICI) impairment was found in the low-order agricultural reach model 
study area (Table 2.3 and Appendix A-2).  The breakdown of land use and stream order models 
allowed this particular relationship to be delineated.  When a WOE analysis was initially 
performed using the entire watershed study region as a model study area, the high frequency of 
impairment found in study areas with low agricultural chemical values (in particular high-order 
urban areas) resulted in an apparent negative association between agricultural chemical 
concentrations and impairment.  This finding illustrates the effects of study area selection on 
analysis results, as the association of land use specific stressors with a biological response may be 
“filtered out” at a larger scale which considers multiple land uses.   
2.3.3 Model accuracy and uncertainty 
     Model fit statistics were calculated in order to determine the degree of agreement between 
observed impaired sites and areas predicted to be impaired by the weighted logistic regression 
model.  Predicted impairment probabilities from the models were spatially joined to the full 
observed biological response dataset in order to perform the comparisons.  The biological 
response data was categorized into a binary ("non-impaired" and "impaired") variable based on 
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the defined biological impairment threshold (Table 2.1).  The predicted modeled impairment 
probability was also categorized into a binary variable of "non-impaired" (areas with predicted 
probabilities below or at mean value, shown in gray color in the model maps in Figure 2.3 and 
Appendix A-1) and "impaired" (areas with predicted probabilities above the mean, shown in 
green to red color range in the model maps).  These two new binary variables were cross-
tabulated in order to assess the degree of model fit.  Table 2.6 shows the agreement and 
disagreement percentages for the IBI, as well as the Cohen's kappa coefficient, which is a 
measure of agreement that accounts for agreement due to chance (Appendix A-6 shows results for 
other biological entities).  The Cohen's kappa statistic ranges from -1 (perfect disagreement) to 1 
(perfect agreement), with a null hypothesis of Cohen's kappa = 0 (no correlative relationship).  On 
average, the models provide a good fit - for example, the average IBI model agreement is 74%, 
with an average Cohen's kappa coefficient of 0.41 (p<0.05). 
     In order to examine the trend in the actual severity of the biological condition over the range 
of predicted probabilities for the discrete biological condition, impairment WLR posterior 
probability values for each land use/stream order model were spatially joined to the entire range 
 
Table 2.6. Model fit statistics for the fish community index of biological integrity (IBI) 
impairment models.   
 
Stream 
Order 
Land Use 
N 
sites 
% Agree % Disagree 
Cohen's 
Kappa 
p-value 
 
High 
 
Agri. 
Urban 
Forest 
100 
66 
47 
80% 
73% 
66% 
20% 
27% 
35% 
0.51 
0.45 
0.32 
< 0.0001 
0.0002 
0.0243 
Low 
 
Agri. 
Urban 
Forest 
193 
32 
14 
79% 
69% 
79% 
22% 
31% 
21% 
0.54 
0.35 
0.28 
< 0.0001 
0.043 
0.2875 
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of raw observed biological response data.  Raw biological condition values (ex. IBI, ICI, etc.) for 
all four biological entities analyzed show a generally decreasing trend with increasing modeled 
probability of impairment.  Figure 2.5 (a-f) shows biological response data (in this case IBI 
values) plotted against the spatially corresponding WLR posterior probability values for the six 
stream-order/land use models created for fish impairment.  Impairment probabilities are based 
upon the abundance of positively associated stressor values present as well as their relative 
influence.  For example, areas with the highest modeled probability of impairment have a unique 
condition (combination of stressor variables) that produces the maximum positive spatial 
association with biological impairment compared to all other areas between different model trials. 
2.3.5 Output interpretation 
     The output of WOE/WLR analysis produces a list of potential stressors with positive 
association to impairment and influence in the determination of impairment probability.  The 
WLR coefficients of significant “dominant” stressors (Table 2.4 and Appendix A-4) allows for a 
relative ranking of stressor parameters based on their importance in determining the probability of 
biological impairment, delineating the most influential stressor parameters within each model 
study area.  The other potential stressor parameters which showed spatial association with 
biological impairment in the WOE analysis but were not individually significant contributors to 
the WLR model should not be discounted as potential stressors (or surrogates for other stressors), 
but are less influential in the particular model.  This may be due in some cases to the effects of 
multicollinearity on the significance of the parameter estimates, however in other cases these 
stressor parameters may strongly depend on other site-specific conditions, making more 
“regional” stressor parameters dominant in the model.  Using the model fit statistical methods 
discussed in the previous section, it was determined that reduced WLR models using only the 
significant WLR stressor parameters yielded considerably poorer model fits to the observed data 
than WLR models using all stressor parameters spatially associated with biological impairment.   
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Figure 2.5 (a-f): Observed raw index of biological integrity for fish (IBI) score sample distribution 
by weighted logistic regression posterior probabilities of impairment (IBI < 40) for each land 
use/stream order model. 
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This result suggests that stressor parameters not individually significant in the WLR model still 
contribute to the impairment model and provide useful information.  
     The variability in biological response explained by the modeled WLR impairment probability 
(Figure 2.5) may be considered a response to cumulative stressor conditions, accounting for the 
additive effects of chemical and physical stressors.  The variance in raw biological response not 
explained by the modeled probability of impairment may be considered evidence of stressors not 
included in the study.  Stressor variables included in this study were limited by data availability, 
and the inclusion of additional variables (such as anion concentrations) to WLR models would 
likely improve the model fits.  While stressors not included in the study limit the ability to 
determine the “whole picture,” the analysis provides useful information about the spatial 
relationships between biological impairment and the stressors that are available.  Overall, the 
trend of decreasing biological condition with increasing modeled probability that is produced 
from this analysis is useful in delineating target areas both in relative favorability and likely 
intensity of biological impairment at the beginning of a watershed risk assessment.   
     The nature of the association of dissolved oxygen with biological impairment in the models 
was dependent upon the model study area and biological entity examined (Table 2.3 for IBI and 
Appendix A-2 for others).  High dissolved oxygen values (median daytime values) are positively 
associated with impairment for both fish and darters in high-order agricultural and forested land 
uses.  This may indicate the sensitivity of fish communities to diurnal oxygen fluctuations in 
these areas.  Dissolved oxygen is an example of a parameter that in some cases would be best 
represented by a multiple-class variable instead of binary, when values at both the extreme low 
and high ends are positively associated with impairment.  In these cases, when the 5-class 
dissolved oxygen variable was being reduced to a binary variable in the initial WOE analysis, the 
strong associations of high dissolved oxygen value classes outweighed a weak positive 
association with the lowest dissolved oxygen value class.  In this study, only binary variables 
were used in order to create the simplest model, which represented the strongest trend in the 
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association of impairment over the range of values of each stressor variable.  It is possible, 
however, to incorporate any number of multiple-class variables in the WOE/WLR analysis. 
2.3.6 Site-specific prediction 
     Study-area level stressor-response associations may be used to predict and rank candidate 
stressors at the site-specific level.  Once a WLR model has been created and an impairment 
probability raster generated, a ranking of candidate stressor parameters may be generated over the 
raster model study area.  The results of the WLR analysis allow the significant stressor variables 
in the logistic regression to be ranked by overall model influence, and remaining potential 
stressor variables may be ranked by the WOE contrast values.  Figure 2.6 shows the process steps 
for a raster location cell within the agricultural model study area reducing a group of 30 potential 
stressors to eight ranked potential stressors.  This information can provide a useful first 
assessment of likely site condition and candidate causes of biological impairment based on 
quantitative data relationships before any site fieldwork is performed.  Based on the objectives of  
 
 
Figure 2.6: Example of weights of evidence (WOE) and weighted logistic regression (WLR) 
process steps to produce a site-specific (agricultural land use model) ranking of dominant and 
other potential stressors from the original database of 30 stressor parameters. 
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the watershed assessment, site reconnaissance and on-site sampling may be conducted to further  
refine the potential stressor-response relationships and determine additional stressors not 
considered in the original modeling due to data availability.   
     An example of the WOE/WLR site-specific stressor prediction at a site already assessed is 
illustrated using the Middletown, Ohio wastewater treatment plant, which discharges into the 
Great Miami River.  Weighted logistic regression fish impairment probabilities in the study area  
grid cells immediately downstream of the plant are elevated in the orange "1-3 standard 
deviations above the mean" probability class (Figure 2.3).  The 1995 Ohio EPA site-specific 
assessment of the stream section downstream of the Middletown plant determined declining fish 
community performance below ecoregional expectations (OEPA 1995).  Using the results from 
WOE and WLR analysis, the significant WLR model stressors determined for the site were in 
order of influence: elevated boron, low dissolved oxygen, elevated total suspended solids, low 
pool habitat quality, and zinc (Table 2.4, high-order urban reaches).  Boron and total suspended  
solids are highly associated with wastewater treatment plant effluent (Dyer et al. 2000), and in 
fact several NPDES permit violations for total suspended solids levels occurred for the 
Middletown plant during the case study time period (OEPA 1995).  Zinc has also been shown to 
have a correlation with wastewater treatment plant flows, as well as an association with urban 
run-off (Ayers et al. 2000).  The poor pool habitat conditions associated with biological 
impairment may be the result of impoundment of reaches which is common along the lower 
mainstem of the Great Miami River (from Middletown to the Ohio River), altering natural stream 
flow condition and contributing to habitat stress (OEPA 1995).  Total phosphorous and triclosan 
were not significant WLR regressors, but the values of these stressors present show a positive 
spatial association with fish impairment in the WOE analysis, and thereby cannot be discounted 
as a potential stressors at the site as well (Table 2.3, high-order urban).  
2.3.7 Comparison to previous assessments 
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     Dyer et al. (1998, 2000) and Dyer and Wang (2002) performed stepwise multiple linear 
regression analyses on the same Ohio dataset using sample points within the Great and Little 
Miami River watersheds.  While this approach differed in study area boundaries and statistical 
methodology from the WOE/WLR method used in this case study, there were some consistent 
results between the two methods.  Both approaches enabled the examination of the effects of 
wastewater effluent on fish species comparatively among stream order and land use types.  
Dyer’s study found that large reaches, which tend to coincide with higher human population 
density, showed a greater response of fish to effluent toxicity than smaller, more rural reaches 
where effluent contributes more often to stream eutrophication rather than to direct toxicity (Dyer 
and Wang 2002).  This finding is consistent with the trends in fish impairment spatial association 
with effluent parameters found in this study between low and high-order sub-catchments (Figure 
2.4).    
     The WOE/WLR analysis results highlight taxa-specific variation in stressor-response 
associations which has been noted in previous studies in Ohio (Norton et al. 2002).  In our study 
results, general invertebrate communities (ICI) did not show a strong response to effluent 
parameters, with only one model study area (high-order forest) showing any impairment 
association with an effluent condition present within the model study area (>84% effluent).  
When only the mayfly species was considered, however, effluent parameters were positively 
associated with mayfly impairment in both high and low stream orders (Appendix A-2).  This 
result may indicate the sensitivity of Ephemeroptera taxa to the influx of effluent constituents 
into the water column through toxicity or eutrophication of the stream reach (Norton et al. 2002).  
The taxa-specific variation in stressor response illustrates the need for using multiple biological 
endpoints to achieve an accurate assessment of multiple potential ecosystem stressors (Dyer et. al. 
2000), dependant upon the specific goals and objectives of the study being conducted.    
     Significant regressor variables for invertebrate condition (ICI) in the Dyer et al. (1998) study 
on the Little Miami River watershed were determined to be: pool, riffle, % effluent, pH, and 
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drainage area.  All these variables (omitting drainage area) were determined to be dominant or 
other potential stressors with spatial association to impairment in the WOE analysis in one or 
more of the stream order/land use models (Appendix A-2).  The WOE/WLR method may also 
delineate potential stressor relationships not determined using the more traditional statistical 
methods.  For example, within the Mad River sub-basin (located in the northeastern section of the 
watershed study area) the stepwise multiple linear regression (Dyer et al. 2000) showed a positive 
relationship between zinc and IBI values, contrary to expectations.  In this WOE/WLR pilot 
study, by contrast, elevated zinc levels showed a positive association with IBI impairment in 
some portions of the Mad River (in particular the upper and lower sections) in both agricultural 
and urban land uses areas, indicating a negative relationship between zinc and IBI.  Zinc levels 
above the impairment association threshold for the model study areas (>21 μg/L, Table 3) were 
present in portions of the study area containing the Mad River.  The impairment association value 
for zinc is well below the freshwater criterion of chronic exposure for zinc of 120 μg/L (U.S. 
EPA 2002), indicating that zinc is likely a surrogate for other substances coinciding with it, such 
as other constituents of urban run-off (Ayers et al. 2000).   
     To more directly explore the differences between results from the multiple linear regression 
approach and the WOE/WLR method, a stepwise multiple linear regression was performed using 
data points within the low-order agriculture model study area for fish (IBI).  This model study 
area was chosen because it provided the largest amount of samples (n = 193) and no severe 
multicollinearity detected in the variables (VIF < 10).  The stepwise regression model predicted 
for raw IBI values, while the WOE/WLR method modeled the discrete “IBI < 40” condition.  The 
R2 value of the stepwise regression model was 0.71 (p<0.0001), while the agreement for the 
WOE/WLR model was 0.78 (Cohen's kappa = 0.537, p<0.0001).  The stepwise regression 
included seven potential stressors in the final model: channel habitat, boron, manganese, 
aluminum, toxicity at mean flow (household product “msPAF”, De Zwart et al. 2006), ammonia, 
and total suspended solids.  The WOE/WLR method produced 14 potential stressors via WOE, 
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and five dominant WLR stressors (Tables 2.3 and 2.4, low-order agriculture model).  Five model 
variables overlapped between the two methods: channel habitat, msPAF, aluminum, boron, and 
total suspended solids.  Three of these overlapping variables were dominant WLR stressors 
(channel, msPAF, and aluminum).  The stepwise regression model yielded one potential stressor 
not included in the WOE/WLR result, while the WOE/WLR analysis yielded nine variables not 
included in the stepwise regression model.  These results indicate that both methods provide 
useful information together, reinforcing the importance of variables that overlap between models 
and offering evidence of additional variable relationships.   
     This pilot study presented a preliminary exploration of the use of the GIS-based WOE/WLR 
technique in a watershed biological assessment of the Great and Little Miami River watersheds.  
The results of this exercise suggest that this method has potential as a tool to determine watershed 
and site-specific candidate stressors and probability of biological impairment in aquatic 
communities using currently existing monitoring projects and modeling programs.  The technique 
provides quantitative and visual output that would be useful in the initial "Tier 1" steps of a 
watershed risk assessment process to delineate areas favorable for impairment and to determine 
and relatively rank candidate stressors.  Inversely, the same process may be used in the 
determination of high-quality environmental conditions (vs stressors) and the delineation of 
potential reference areas within a watershed study region.  The WOE/WLR method does not 
explain the degree of variation in raw biological values, however it predicts for a discrete 
biological condition with a comparable success and confidence level (Table 2.6).  In addition, the 
use of area-weighted spatial relationships in this method allows for the determination of a larger 
amount of information about potential predictor variables, and avoids solely relying on 
interpretation of regression coefficients.  Mulicollinearity can affect the model interpretation of 
the individual influences of highly correlated variables, however all possible potential stressors 
are able to be delineated and considered.  Future applications should aim to reduce collinearity 
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prior to WOE analysis to improve interpretation, and refine variable inputs.  Field validation may 
also be used to assess WOE/WLR model accuracy in future applications of the approach.  
     The analyses calculations and delineated relative probability of a particular biological 
condition of interest can serve as a strong supplemental technique within the "Listing Candidate 
Causes" and "Analyzing the Evidence" sections of the EPA Stressor Identification (SI) process 
(U.S. EPA 2000).  The use of archival field data provides a more realistic representation of 
watershed-specific conditions, though the quality of field data is always a concern.  The use of 
median values, the generalization of individual values into classes, and the large-scale nature of 
this study minimizes the potential for field sampling error to distort the real trends in the spatial 
relationships.  The map output products delineating modeled probabilities of a user-defined 
biological condition allow watershed managers to focus further sampling efforts and site 
reconnaissance on specific target areas by providing an estimation of the spatial distribution and 
extent of a biological condition of interest.  The incorporation of study area in the calculations of 
weights and modeling process is both a strength and limitation of the method.  Large-scale 
watershed-level stressors are likely most accurately represented by the method in this case study, 
as the use of surface estimation using data interpolation increases prediction uncertainty at the 
site-specific level in areas where stressor values are unknown.  Study area scale and the 
abundance and distribution of available sample data influence the resolution of accuracy of the 
WOE/WLR method, and should be considered in the application of the technique based on 
specific assessment goals.  
     The GIS interface and ability of the user to define stressors of interest provides a framework 
for examining both spatial and temporal trends in ecosystem impairment across a number of 
possible spatial and time scales.  In this sense, this method can serve as an assessment tool for 
long-term protection and remediation efforts, as the analysis products allow watershed managers 
to visually examine and communicate ecosystem responses to stressor mixtures over space and 
time.  This initial study considers only stressor magnitude, but the analysis can be extended to 
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consider frequency and duration of stressor exposure with the application of time-series data, 
where time-specific models may be easily visually and quantitatively compared over the time 
span of the data.  The initial integration of the method as part of a hydrologic data model 
additionally provides a standardization method for the diverse array of water quality information 
available at the state and local level, providing a framework where a variety of water resource 
data sources can be integrated, such as model estimates, private sampling surveys, and periodic 
statewide and nationwide water quality surveys.   
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3.0 CHAPTER SUMMARY 
     Determination of local ecological impacts and stressor identification in aquatic ecosystems is 
increasingly needed and required for designing effective watershed management plans in various 
jurisdictions.  Spatial database evaluation methods applied to available environmental data 
resources can provide screening-level, geographically-based stressor identification hypotheses.  
Cross-comparison of the output of independent methods is a critical step to address common 
concerns with the interpretation of output, identify strengths and weaknesses, and reduce 
uncertainty.  Two current methods were compared in this study: 1) the “Effect and Probable 
Cause” (EPC) method and 2) a GIS “Weights-of-Evidence/Weighted Logistic Regression” 
(WOE/WLR) method. The methods were applied to the same Ohio (USA) spatial data resources 
to link impacts on local fish assemblages with various natural and anthropogenic stressors.  The 
methods generally yielded significantly similar results in the identification of stressors and their 
relative influence.  However, key differences were also observed between the methods which 
reflected the distinctive objectives and sensitivities of each.  The findings show that scientific 
interpretation of analysis output requires an understanding of method characteristics, and suggests 
the potential value of utilizing multiple methods as quantitative lines of evidence in screening-
level regional diagnostic assessment.   
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3.1 INTRODUCTION 
     Determination of local ecological impacts and stressor identification is necessary for effective 
watershed management.  Screening-level diagnostic assessments employing spatial database 
evaluation methods utilize existing environmental data resources to generate quantitative, 
geographically-based hypotheses of biological impact and stressor-identification.  Such efforts 
are increasingly in demand, as analysis results can provide guidance for targeted follow-on 
studies and prioritization of regional and local watershed management goals.  The use of 
geographic information systems (GIS) provides a means for organization and analysis of spatial 
data and allows results to be visually communicated to stakeholders.  Spatial database evaluations 
as part of screening-level diagnostic assessment aim at the establishment and scientific 
understanding of quantitative spatial associations between biological and environmental 
variables. Methods may vary from simple correlation analyses to complex multivariate techniques 
(Burton et al. 2001, Dyer et al. 1998 and 2000, Norton et al. 2002, De Zwart et al. 2006, Kapo et 
al. 2006).  While simplistic models may be too limited for describing complex environmental 
systems, there is a concern that more advanced modeling techniques may lack real-world 
ecological relationships.  Ecological relationships are defined in this study as stressor-response 
associations determined from database evaluations which serve as preliminary, screening-level 
quantitative lines of evidence for investigating causal relationships.  Particularly in the case of 
complex statistical methods, cross-comparison of independent methods is conceptually a valuable 
exercise, as it yields measures of agreement in generated output for consideration in the later 
stages of a diagnostic assessment. 
     In this study, two spatial database evaluation methods for screening-level diagnostic 
assessment were independently applied to a regional environmental database for Ohio (USA).  
The methods are the “Effect and Probable Cause” (EPC) method (De Zwart et al. 2006), and the 
GIS-based “Weights of Evidence/Weighted Logistic Regression” (WOE/WLR) method 
(Agterberg et al. 1993, Sawatzky et al. 2004) applied to watershed assessment in the previous 
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chapter (Chapter II).  Each method employs a unique approach to the same data resources, 
enabling an opportunity for cross-comparison of their independent predictions of local fish 
community impacts and associated stressor identification.  The specific objectives of this study 
were 1) to compare the method outputs to identify similarities and differences, as well as 
strengths and weaknesses and 2) to consider the practical use of both methods as combined 
quantitative lines of evidence in screening-level diagnostic assessment.   
 
3.2 METHODOLOGY 
3.2.1 Approach Overview and Data 
     The EPC and WOE/WLR methods were independently applied to a compilation of various 
spatial data resources related to Ohio rivers and streams sampled or estimated for the time period 
of 1990-1995 (May – October).  Biology sampling sites utilized in this study were part of the 
Ohio Environmental Protection Agency (OEPA) sampling program (OEPA 1987). Local fish 
community impact was represented by site species loss estimates derived from a regional 
reference model, described shortly.  Potential stressor variables from various sources (Table 3.1) 
included: habitat, water chemistry, estimated % effluent, toxicity of selected heavy metals, 
ammonia, and household product chemicals, and land use related run-off.  An imputation method 
was used to attribute the nearest potential stressor samples within the same river segment to 2087 
OEPA biological sites where feasible (Dyer et al. 1998, De Zwart et al. 2006).  Collinearity 
diagnostics were applied to the database (SAS Version 9.1, Appendix B-1). The database was 
independently analyzed according to the individual protocols, standards, and requirements of the 
EPC and WOE/WLR methods, resulting in some disparities in variable structure and selection, as 
well as their respective analysis techniques, as detailed in the following sections.   
3.2.2 Effect and Probable Cause Methodology  
     The objective of the EPC method is to provide site-specific estimates of the fish species loss, 
and to delineate potential sources of species loss using regional species abundance models as a  
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Table 3.1. Explanatory variables utilized in the Effect and Probable Cause (EPC) and Weights of 
Evidence/Weighted logistic regression (WOE/WLR) methods.   a GIS-ROUT effluent model (Dyer 
and Caprara 1997), b msPAF = multi-substance potentially affected fraction of species 
(Posthuma and De Zwart 2006), c Exposed beyond no observed effects concentration (NOEC),  
d Ohio EPA Qualitative Habitat Evaluation (QHEI) Index, e U.S. EPA Storage and Retrieval 
database, f Metals = cadmium, copper, nickel, lead, and zinc, g Modeled data, Syngenta Crop 
Protection. 
 
Effluenta Units 
     1. % Effluent %, mean flow 
     2. Toxicity of selected effluent chemicals (msPAFb) % species affectedc 
Physical habitatd Units 
     3. Channel  score out of 20 
     4. Cover score out of 20 
     5. Pool score out of 12 
     6. Riffle score out of 8 
     7. Riparian score out of 10 
     8. Substrate score out of 20 
     9. # modified warm water habitat attributes Count (range 0 – 9) 
Water chemistry e Units 
    10. Dissolved oxygen mg/L 
    11. Hardness mg/L as CaCO3 
    12. pH standard units 
    13. Total suspended solids mg/L 
Toxic substancese Units 
    14. Ammonia/metalsf toxicity (msPAF at 90th centile)  % species affectedc 
Run-offg Units 
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    15-16. Flow accumulation (urban/ row crop agriculture) comparative modeled value 
    17-18. % Run-off dilution (urban/row crop agriculture) % 
Background variables  Units 
    19-20. Latitude/longitude decimal degrees 
    21. Drainage area km2 
    22. Gradient (log) m/km 
    23-25. % upstream land use (forest, agriculture, urban)g % 
 
 
function of environmental variables [2, 5, 11].  Site species loss for 1552 sites with abundance 
data for 96 native fish species was estimated using a regional River Invertebrate Prediction and 
Classification System (RIVPACS) model (De Zwart et al. 2006). RIVPACS models using 96 
Ohio fish species were constructed based on 114 OEPA reference sites using four “background” 
variables (latitude, longitude, drainage area, and gradient), which explained an average of 51% of 
the variance in species richness.  The model was then applied to estimate expected species 
richness over the sites for species with a probability of capture ≥0.5.  By comparing expected (E) 
species richness with observed (O) species richness, the magnitude of site species loss was 
quantified as O/E.  Site species loss percentages were computed as % = 1- (O/E).   
     A subset of 695 sample sites was selected for the regional species abundance modeling which 
had co-located data for all 25 environmental variables, a requirement of the EPC method.  
Generalized linear models (“GLM25”) using Poisson regression (S-Plus 2000, MathSoft) were 
constructed for each of the 96 fish species using raw abundance data to describe the observed 
variance in ln(abundance) across all sites using a linear form for the four background variables, 
and using stepwise selection (p≤ 0.05) to add either linear or quadratic forms for the 21 potential 
stressor variables (Table 3.1): 
Eq. 3.1       ln(Ai) = ai…25 + bi…4(background) + c1,i…21(stressor) + c2,i…21 (stressor
2) 
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The resulting GLM25 models for species identified as missing at each site by RIVPACS were 
used to calculate stressor influence for each.  For each environmental variable with a negative 
regression coefficient (decreasing ln[abundance]), the products of the coefficients and the site-
specific environmental variable values were summed over all missing species at the site. The total 
product sum (all environmental variables with negative coefficients over all missing species at the 
site) was divided by the product sums for individual environmental products to calculate the % 
site stressor influence of each variable. Unexplained variance at each site was computed as the 
overall average departure from a linear association (1-R2) between observed and predicted 
ln(abundance) values for all species present at the site.  Communication of results from the EPC 
approach combines the site estimates for RIVPACS species loss %, associated GLM25 % stressor 
influence, and % unexplained variance in the form of geo-located pie charts in a GIS.  Pie size for 
a site represents the magnitude of impact (% species loss), one pie slice represents the % 
unexplained variance, and the remainder of the pie is divided up in proportion to the % stressor 
influence of the environmental variables.  To address multicollinearity, conservative thresholds 
for variance inflation factors (>2.5) were used as criteria for indistinguishable stressor influence 
of certain variables.  The land use variables violated these thresholds (Appendix B-1), and while 
they were individually included in the modeling to achieve optimal prediction, they were 
interpreted collectively due to the inability to separate their effects.  For example, the combined 
influence of all urban variables (land use and run-off) was interpreted as general “urban run-off”, 
and the same for general “agricultural run-off,” which additionally represented deforestation.   
3.2.3 GIS-Based Weights of Evidence/Weighted Logistic Regression  
     The objective of the GIS-based WOE/WLR method in this study was to predict the probability 
of observing species loss at a location given the spatial patterns of environmental variables.  The 
method is a spatial analysis technique developed for minerals exploration (Agterberg et al. 1992, 
1993) that uses relationships between a set of known training points and the map patterns of two 
or more variables to both predict the occurrence of undiscovered points of interest and determine 
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the relative influence of individual variables (Spatial Data Modeler for ArcGIS 9, Sawatzky et al. 
2004). As a screening-level diagnostic assessment tool (Chapter II), the method protocol consists 
of 1) study area and variable creation, 2) WOE to select and optimize stressor variable map 
patterns, and 3) WLR to integrate stressor variable map patterns to predict biological impact and 
determine stressor influence.   
     A training site point dataset representing a discrete user-defined biological condition is 
required for the WOE/WLR analysis.  The RIVPACS species loss percentages for 1552 sites 
computed as part of the EPC method were used to define an “impacted” training dataset of sites 
missing >50% of expected species (N = 422 sites).  The direct use of the RIVPACS values as the 
dependent variable enabled the four background variables (Table 3.1) to be incorporated in the 
WOE/WLR analysis.  Catchments were delineated within the state of Ohio (ArcHydro for 
ArcGIS, Maidement 2002), and a raster study area (0.5x 0.5 km) was created from catchments 
containing at least one sample point.  Land use data from the 1992 National Land Cover Dataset 
(“NLCD”, USGS/EROS Data Center) was used to separate the study area into three general land 
use classifications: forest/undeveloped, agriculture, and urban/developed. This incorporation of 
land use in the analysis structure of the WOE/WLR method replaced the three % land use 
explanatory variables (Table 3.1). Spatial distributions for each of the remaining 18 
environmental variables evaluated were estimated within study area catchments using nearest-
neighbor interpolation.  Each interpolated variable raster was reclassified into five value ranges 
using Jenk’s Natural Breaks algorithm (ArcGIS, Environmental Research Systems Institute, 
Redlands CA) to represent a general five-level gradient for each variable.  As the two variables 
for both urban and agricultural run-off variables (% accumulation and dilution) violated 
thresholds for collinearity, the strongest of each was determined using the WOE procedure, 
described next, to represent urban or agricultural run-off. 
     WOE analysis uses raster cell counts to compute the spatial association between impacted sites 
(species loss >50%) and stressor variable raster values (Bonham-Carter 1994). For each land use 
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study area, the odds of a raster cell containing an impacted site (>50% species loss) independent 
of any stressor pattern (“prior” odds) are computed. For each stressor variable raster, the odds of a 
cell containing an impacted site within or outside of each of the five value ranges (“posterior” 
odds) are computed.  The term “weight” (W) in WOE refers to the ratio between the prior odds 
and the posterior odds.  A pair of weights (W+, W-) is computed for each stressor raster value 
range, representing within (W+) or outside (W-) each value range.  The overall spatial association 
between a stressor raster value range and the impacted sites, termed the “contrast”, is computed 
as: W+- W- (Robinson et al. 2004).  A positive contrast value for a particular stressor raster value 
range indicates increased odds of observing an impacted site in the range, a negative contrast 
indicates decreased odds, and a value of zero is equivalent to the prior odds (for discussion of 
significance level see Robinson et al. 2004).  To correct for study area sampling bias, the same 
WOE analysis was then performed using the least impacted sites with < 25% species loss (N = 
417 sites).  The contrast values for the >50% and <25% species loss sites were plotted over the 
value gradient for each stressor raster to examine the trends.  Stressor variable rasters were 
selected for further evaluation if they showed a different trend between the impacted and least 
impacted sites. The selected stressor variable rasters were each simplified to binary rasters using 
the plotted trends as guidance by grouping value ranges together which were likely to contain an 
impacted site (binary = 1) or unlikely to contain a site (binary = 0). WOE analyses were 
performed on the new binary stressor variable rasters and only those with contrast values 
significant at p<0.05 were selected for input into the WLR model. 
     The WLR model estimates the probability of impacted site occurrence over the study area as a 
function of the unique combinations of binary stressor variable rasters over the study area using 
logistic regression (Agterberg et al. 1992).  The estimated probabilities for each unique 
combination are weighted by their area before final model convergence by maximum likelihood 
estimation to adjust for the different amounts of area occupied by each unique combination.  The 
WLR analysis results in a GIS map layer with grid cell values for probability of impacted site 
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occurrence over the study area and WLR model coefficients estimating stressor variable influence 
relative to one another.  WLR models were created for each of the three land use study areas, with 
the derived probability estimates based specifically on the particular land use study area. In order 
to directly compare probability estimates between the three land use models on the same map, the 
estimates were classified as standard deviation groupings. 
3.2.3 Cross-comparison of methodologies 
     Model fit for both methods was evaluated.  The average explained variance (R2) in species 
abundance was determined for the GLM25 models in the EPC protocol.  The successful prediction 
of > or </= 50% species loss by the WOE/WLR method (> or </= mean WLR probability) was 
determined over all sites using % agreement and Cohen’s Kappa statistic, which adjusts for 
chance agreement (SAS Version 9).  Direct method output comparisons were based on a subset of 
177 biological sample sites in the EPC subset of 695 sites which were missing >50% species and 
thus were also directly modeled in the WOE/WLR analysis.  The predictions for the 177 sites 
based on the environmental variables evaluated by both methods (Table 3.1) were directly 
compared.  A site stressor was identified for the WOE/WLR method as an environmental variable 
value at a site within the range associated with > 50% species loss as determined by WOE (binary 
raster value = 1). To enable a direct comparison, a site stressor for the EPC method was identified 
as an environmental variable at a site that contributed at least 1% of the site stress influence.  1) 
The mean number of identified stressors per site was computed for both method outputs.  2) The 
general agreement in site stressor identification between the methods was determined overall and 
by stressor type, and adjusted for agreement due to chance using Cohen’s Kappa.  3) The 
frequency of variables as the highest ranked site stressor was determined for each method to 
compare the most dominant stressors over all sites.  4) The relative local influence of identified 
stressor variables was also compared between the models.  Stressors identified at a site by both 
methods were attributed a rank based on the % stressor influence (EPC) or the magnitude of the 
WLR coefficient (WOE/WLR).  Correlations were computed between these rankings, overall and 
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by general stressor type (Table 3.1 groupings).  5) The raw values of stressor variables were 
examined at sites where one or both methods identified the variable as a stressor. 6) Finally, 
stressor identification from both methods were qualitatively compared with OEPA expert 
assessments [15] from the sampling time period for seven sites along the Hocking River 
(southeastern Ohio) with fish species loss >50%.   
 
3.3 RESULTS AND DISCUSSION 
    The map of EPC output (Fig. 3.1-a) provides a spatial representation of site species loss and 
associated stressor influence, displayed as individual site pie charts.  The GLM25 models 
explained an average of 64% (17.5% standard deviation) of the variation in the ln(abundance) 
over 96 species.  Unexplained variance is represented by the gray pie slices.  pH contributed the 
highest average % stressor influence over 695 input sites (Table 3.2).  The WOE/WLR map (Fig. 
3.1-b) is a combination of three land use model rasters.  The color gradient indicates the 
probability of >50% species missing at a location, shown as standard deviations.  Based on the 
WLR coefficients (Table 3.3), each raster cell is attributed a stressor ranking (map query example 
in Fig. 1-b).  The WOE/WLR models correctly predicted ~70% of all sites as > or </= 50% 
species loss (urban = 72% agree, Kappa = 0.41, p<0.0001; agriculture = 65% agree, Kappa = 
0.24, p<0.0001; forest: 70% agree, Kappa = 0.34, p<0.0001).  Most (65%) sites with false 
positive predictions had species loss values between 30-50%.  While the analysis predicts for a 
discrete criteria (>50% species loss), the raw RIVPACS species loss values were significantly 
positively correlated with impact probability for the 1552 input sites (Supporting Information 5), 
indicating that map color gradient represents both impact probability and general impact 
magnitude.   
3.3.1 Method Output Comparison 
     The following results are based on 177 sites with >50% species loss and the explanatory 
variables evaluated by both methods: 
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Figure 3.1. GIS mapping results for Ohio: (a) Pie and slice map from the Effect and Probable 
Cause (EPC) model. (b) Raster map from the GIS-based Weights of Evidence/Weighted Logistic 
Regression (WOE/WLR) model. A model query example of stressor influence is shown for a site 
on the Mahoning River on each model map. 
 
 1) Number of identified stressors:  On average per site, the EPC method identified 7 (+/- 3) 
stressors, while the WOE/WLR method identified 5.5 (+/- 2.5) stressors. 
 2) Stressor identification agreement:  Over all sites and variables, the methods agreed on the 
positive or negative identification of a given variable as a stressor 58% of the time (Kappa = 0.15,  
p<0.0001). Examining agreement by stressor type (Table 3.1), urban run-off had the highest 
agreement (87%, Kappa = 0.73, p<0.0001) and agricultural run-off the lowest.  
     3) Dominant stressors:  Urban run-off was the dominant stressor variable in the WOE/WLR  
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Table 3.2 Mean negative contribution (>1%) of stressor variables to the regional (ln)abundance 
of species missing at sites in the Effects and Probable Cause GLM25 models over all Ohio sites (N 
= 695).  
 
Explanatory variable Mean % 
contribution     
(over 695 sites) 
Standard Deviation 
pH 16.6% 15.7% 
Hardness 5.0% 6.6% 
Riparian habitat 4.1% 3.8% 
Cover habitat 3.8% 5.0% 
Channel habitat 3.7% 3.9% 
% Agriculture upstream 3.0% 4.7% 
% Forest upstream 2.7% 3.4% 
Pool habitat 2.2% 2.8% 
# Modified warm water habitat attributes 2.1% 2.6% 
% Urban run-off accumulation 1.9% 3.6% 
% Agricultural run-off dilution 1.8% 3.3% 
Total suspended solids 1.8% 5.5% 
% Urban run-off dilution 1.7% 2.7% 
Riffle habitat 1.5% 2.2% 
Dissolved oxygen 1.3% 2.0% 
% Effluent 1.2% 2.1% 
Toxic substances 1.1% 1.5% 
% Agricultural run-off accumulation 1.1% 1.7% 
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Table 3.3: Identified stressors based on the weights of evidence/weighted logistic regression for 
sites in forest, agricultural and urban land use (N = 446, 751 and 310, respectively). The WLR 
coefficient (βx) is the increase in the odds of the occurrence of a site missing with >50% species 
loss when the impairment association value threshold is crossed.  Results are given for variables 
significant at p ≤ 0.05 (Wald chi-square, df = 1). Appendix B-2 provides full WOE/WLR results. 
 
Land use Explanatory variable βx Impairment Association Value 
Forest Urban run-off 1.35 > 16 accumulation 
 Hardness 0.88 > 380 mg/L CaCO3 
 % Effluent 0.81 > 2% 
 Channel habitat 0.78 < 12 score out of 20 
 Total suspended solids 0.56 > 16 mg/L 
Agriculture Urban run-off 0.94 > 2 accumulation 
 Agricultural run-off  0.46 < 15% dilution 
 Cover habitat 0.46 < 10 score out of 20 
 Dissolved oxygen 0.40 < 5 mg/L and > 9 mg/L 
 Channel habitat 0.37 < 12 score out of 20 
 % Effluent 0.31 > 2% 
Urban Urban run-off 0.58 > 8 accumulation 
 Riparian habitat 0.45 < 6.5 score out of 10 
 Ammonia/metals toxicity 0.41 > 14% species affected 
 
 
method (ranked #1 for 60% of sites), while pH was identified as the dominant stressor by the EPC  
method (#1 for 76% of sites).  The full listing of dominant stressors (overall and by land use) is 
given in Supporting Information 6.  Hardness and urban run-off were identified as dominant  
stressors by both methods, while other stressors were identified as dominant by only one method 
such as pH (EPC) and % effluent (WOE/WLR).  Dominant stressors identified by the WOE/WLR 
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method varied by land use class from habitat to metals/ammonia toxicity, while the EPC method 
consistently identified pH and hardness, with the additional identification of agricultural run-off 
in sites within agricultural land use.   
     4) Local stressor influence:  Over the 177 sites, for events where a variable was identified as 
a stressor by both methods (N = 542), the Spearman rank correlation between the site-specific 
rankings of the stressors between the methods was R = 0.29 (p<0.0001, Table 3.4).  Correlations 
for rankings of habitat, water chemistry without pH, ammonia/metals toxicity, and agricultural 
run-off were significantly positive between the two methods (Table 3.4). 
 5) Stressor identification disagreement:  The instances of site stressors identified 1) only by  
 
Table 3.4: Comparison of stressor identification and ranking of variables between the EPC1 and 
WOE/WLR2 models (177 compared sites). “ID agreement” is the % matching positive or negative 
stressor identifications between the methods (Cohen’s Kappa adjusts for agreement due to 
chance).   “Rank agreement” is the correlation between site rankings of stressors identified by 
both methods. * indicates significance at p ≤ 0.05. 
 
Variable type 
 
ID  
Agreement % 
Cohen’s 
 Kappa 
Matching 
stressors 
N 
Rank 
Agreement 
(Spearman R) 
All  58% 0.15* 574 0.29* 
% Effluent 83% 0.49* 40 0.11 
Habitat  55% 0.1* 230 0.39* 
Water chemistry  52% 0.05 144 0.13 
Water chemistry –pH  55% 0.07 86 0.69* 
Metals/ammonia 66% 0.26* 28 0.39* 
Agricultural run-off 46% -0.06 46 0.51* 
Urban run-off 87% 0.73* 86 -0.14 
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Figure 3.2:  Stressor identification across 177 sites by the Effect and Probable Cause (EPC) 
method and/or the Weights of Evidence/Weighted Logistic Regression (WOE/WLR) method, 
categorized by general stressor type. See Table 3.1 for stressors grouped by type. 
 
 
one method and 2) by both methods are plotted by stressor type (Figure 3.2).  The EPC method 
identified more instances of water chemistry, habitat, and agricultural run-off stress compared 
with the WOE/WLR method, while the WOE/WLR method identified more instances of effluent 
and ammonia/metals stress.  Forty-seven percent of the instances of water chemistry stress 
exclusively identified by the EPC model were attributed to pH.  Disparities in sensitivity to 
stressors were determined by comparing raw stressor values exclusively identified by each 
method.  Raw site values of effluent and ammonia/metals stress identified only by the 
WOE/WLR method were relatively low (means of 7% effluent and 21% species affected, 
respectively).  Site values of habitat stress identified only by the EPC method were relatively high 
quality scores (mean of 72% of the possible score). 
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     6.) Comparison with expert assessment: stressor identifications were generally relevant to 
potential stress sources noted in the expert assessments, and supported previously discussed 
comparisons between the methods.  A discussion of specific results is given in Appendix B-3.   
     The EPC and WOE/WLR methods succeeded technically in transforming various 
environmental data resources for Ohio into a screening-level diagnostic assessment 
communicating impact, stressor identification, and stressor influence in a geographic mapping 
format.  The method outputs from this study provide novel information expanding upon earlier 
case studies which demonstrated the respective methods using fewer environmental variables (De 
Zwart et al. 2006), and different variable selection for a smaller region (Chapter II).  In the 
current study, a cross-comparison of the independent method outputs revealed a significant 
amount of agreement in stressor identification and influence between the methods for most 
stressor types.  The agreement in results is relevant to the potential use of the respective method 
outputs for watershed management, as they indicate that the EPC and WOE/WLR methods pass, 
to an extent, a “cross-validation” in detecting potential stressor-response relationships. 
     The differences in the technical and interpretive aspects of the methods must be taken into 
account for both their scientific and practical merits.  The EPC method addresses impact 
estimation and stressor identification in separate but associated steps using RIVPACS modeling 
to identify missing species at sites, and regional abundance modeling to identify stressors with 
decreasing effects on the abundance of those species.  Interpretation of the EPC method output 
assumes a linkage between discrete species loss and continuous raw species abundance. The 
WOE/WLR method depends on a user-defined discrete biological criteria as input (RIVPACS 
species loss >50%), and then directly models species loss using the environmental variables.  
EPC output is generated for the input sites (geographic point locations), while WOE/WLR output 
is generated for the study area extent (geographic areas), to which hydrologic features and site 
locations may be spatially joined.  
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     While the method outputs had a significant amount of agreement, the instances of 
disagreement between the methods are a product of the independent properties and resulting 
sensitivities of each.  Urban run-off was identified as the overall most influential stressor by the 
WOE/WLR method (Table 3.3), while pH was identified as the most influential stressor by the 
EPC method (Table 3.2).  The independent properties of the two methods account for this 
detection difference.  Urban run-off is the strongest predictor of the regional distribution of sites 
missing >50% of their expected fish species in the study area, determined by the discrete spatial 
prediction of the WOE/WLR method.  The continuous variation in regional ln(abundance) for 
species missing at sites is most strongly influenced by pH, determined by GLM25 modeling of the 
EPC method.  The stressors identified by the WOE/WLR method may be interpreted as site “risk 
factors” for cumulative species loss, while the stressors identified by the EPC method may be 
interpreted as significant deviations in environmental conditions from species-specific 
preferences.  In many cases, pH may be a proxy for a combination of other natural factors (soil 
type, etc.) not accounted for in this study that have a strong influence on regional species 
abundance and may have become altered at sites where the EPC method identified pH as a 
stressor.   
     Examination of other dominant (#1 ranked) regional stressors by land use demonstrates the 
identification of stressors by both methods is consistent with logical expert inference, despite 
differences in the stressors identified between the methods (Appendix B-3).  The EPC method 
identified agricultural run-off the dominant stressor in 3% of sites located in agricultural land use.  
The WOE/WLR method identified poor cover habitat and dissolved oxygen (both depletion and 
eutrophication) as the dominant stressor in 19% and 8% of the agricultural sites, respectively.  
The WOE/WLR method identified agricultural run-off as a stressor in 24% of the agricultural 
sites, but never as the dominant site stressor. In urban sites, the WOE/WLR model identified 
riparian degradation and metals/ammonia toxicity as the dominant stressor in 5% of the urban 
sites each. 
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     In some cases, each method identified site stressors that did not agree with the other method 
and also would not fit expert inference within the context of a diagnostic assessment.  As noted in 
the Results, at some sites the EPC method attributed stress influence to habitat variables which 
were of high-quality, while the WOE/WLR method attributed stress influence to relatively low 
values of % effluent and metals/ammonia toxicity.  In the EPC method, species-specific 
preferences are the basis to determine local stressor contributions, and the potential specialization 
of one or more species in moderate to even poor quality of a habitat attribute may lead to the 
identification of high habitat quality as a contributor to decreased abundance and thus, a stressor.  
In the WOE/WLR method, the unknown cumulative effects of other un-sampled variables co-
occurring with effluent and metals/ammonia toxicity may increase the influence of these 
variables, and/or the variables may be serving as proxies for distance from developed areas. 
These findings indicate the need for critical interpretation of method outputs for the practical 
purposes of site stressor identification, and suggest the potential strength of using multi-method 
approaches to reduce interpretation uncertainty. 
     To examine the potential for method output combination, a site along the Scioto River in 
central Ohio was selected at random and the output for the site from both methods was combined 
(Figure 3.3).  The site had an RIVPACS-estimated impact of 68% species loss, and was correctly 
identified as >50% species loss by the WOE/WLR method.  Site stressors identified by each 
method are relatively ranked as numeric proportions, based on the individual variable 
contribution divided by the sum of all site stressor contributions (using the % stressor 
contribution calculated for the EPC method and a comparable calculation using the WLR model 
coefficients for the WOE/WLR method).  Urban run-off, hardness, and channelization were 
identified by both methods, highlighting their importance as key site stressors, and their 
respective quantitative rankings from each method were summed to rank them overall (Figure 3).  
The stressors identified only by the EPC method (pH and riparian degradation) represent 
additional site conditions which negatively affect the regional abundance of species missing from  
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Figure 3.3: Site example for a site on the Scioto River (Ohio) illustrating combination of Weights 
of evidence/Weighted logistic regression (WOE/WLR) and Effect and Probable Cause (EPC) 
identification of stressors for the site. Stressor influence is given as the relative proportion of the 
total site influence (site % contributions [EPC] and WLR coefficients [WOE/WLR]). 
 
the site.  The stressors identified only by WOE/WLR (% effluent and suspended solids) may be 
considered additional site risk factors for species loss.  Integrated database evaluations such as 
this study serve as a practical approach for screening-level diagnostic assessment, yielding 
hypotheses to supplement expert assessment, guide further research and direct watershed 
management using existing data resources.  The use of independent method outputs as lines of 
evidence allows for identified site-specific stressors to be more effectively targeted.  Like all 
“weight-of-evidence” approaches, a method combination acknowledges implicitly that there may 
be no singular best method to analyze complex environmental data at the screening level, and 
provides an option to supplement expert assessment and to reduce uncertainty in the stressor 
identification process.  
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4.0 CHAPTER SUMMARY 
     Selection of biological measurement endpoints is critical to the determination of both 
ecological condition and influential stressors within a given study area in an eco-epidemiological 
database evaluation. Measurement endpoints should represent the condition of individual 
organisms, populations or communities exposed to environmental stressors either directly or 
indirectly.  In this study, WOE/WLR analyses were performed using several different biological 
measurement endpoints representing a range of biological organization, from organism 
abnormalities to community structure. The goal of the study was to demonstrate the sensitivity of 
the methodology to biological measurement endpoint selection. On average for fish, model fit to 
observed data improved from the community-level to the organism-level (average Cohen’s kappa 
values 0.33-0.39). The relative influence of metals and ammonia toxicity in urban areas was 
greater for invertebrate endpoints compared to fish endpoints (average 27% increase), and was 
greater for population-level endpoints compared to community-level endpoints (average 24% 
increase).  Increased impairment probability related to suspended solids and substrate quality was 
generally more strongly associated with fish abnormalities compared to fish population and 
community level endpoints, providing evidence of specific stress related to sediment 
contamination.  Conversely, riparian degradation, channelization and surface run-off were 
generally more strongly associated with fish population and community-level impairment.  
Comparison of stressor-response associations across a range of biological organization yields 
information about the ecological complexity of stressor effects, which can be integrated within a 
single framework to generate a more robust ecological assessment.  
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4.1 INTRODUCTION 
 
     In the identification of stressor-response relationships during the ecological risk assessment 
process, the selection of biological measurement endpoint(s) is an important research component.  
While some studies may be constrained by accessibility issues, financial resources, or standard 
protocol (such as specific organisms cultured in the laboratory for toxicity testing), the 
consideration of the various physiological characteristics and ecosystem compartments that 
influence the magnitude and duration of exposure to various stressors is essential to both 
delineating and interpreting stressor-response relationships.  Ecological systems are composed of 
multiple levels of biological organization, increasing in complexity from the sub-organism to the 
ecosystem level (Van Straalen, 2003).  Each hierarchical level is of importance in understanding 
the relationship of environmental stressors and ecosystem condition.  While standard toxicity 
exposure studies fall towards the individual organism end of the spectrum, eco-epidemiological 
database evaluations based on biomonitoring surveys may expand to larger-scale ecological 
relationships at the population and community levels of biological organization.  Population and 
community levels can be more easily extrapolated to the ecosystem level.  Biological 
measurement endpoint selection is critical in the delineation of evidence of effects of stressor 
exposures on biological condition. Data limitations make the establishment of a consistent 
standard for endpoint selection in large-scale ecological risk assessment difficult (Suter 1990). 
     Eco-epidemiological database evaluations using a single or very few species are limited in the 
ecosystem information collected, and studies attempting to represent every possible biological 
receptor are limited by the scope of available monitoring data. An informative approach to 
biological measurement endpoint selection in eco-epidemiological analysis of multiple stressors is 
the use of biological measurement endpoints representing multiple ecosystem components and 
scales (Figure 4.1).  Biological endpoint selection in this sense may be guided by representation 
of stressor-response relevant to modes of action and ecological relevance, spanning ideally from 
the sub-organism (biomarkers) to ecosystem (multi-community) level and representing a range of  
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Figure 4.1:  Framework for integration of stressor-response associations delineated from eco-
epidemiological analyses for utilization in risk characterization and management strategy. 
 
physiological and habitat components.  In reality, archival data evaluations are most often limited 
by data availability to the population and community range, and focus on only fish or 
invertebrates instead of primary producers which are an important source of contaminant 
exposure for higher trophic levels (Prusha and Clements, 2004).  Interpretive linkages and 
extrapolation between lower levels of biological organization may be determined through 
physiological characteristics and other related traits that determine exposure. At higher levels of 
biological organization, larger-scale ecosystem characteristics such as trophic interactions provide 
an interpretive context for ecological risk.   
     The use of a community-level biological measurement endpoint in examining stressor-
response associations allows for a general representation of ecosystem stability and quality. 
Niederlehner and Cairns (1994) found microbial community composition the most consistent and 
sensitive of endpoints tested in microcosm toxicity studies. Other measurement endpoints such as 
biomass and primary productivity had variable responses to stress levels. Community endpoints 
represent a conglomeration of populations with various habitat, feeding, and other life history 
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attributes for a particular ecosystem component (ex. fish). Community condition can be 
represented by an index value based on the abundance and diversity of various taxa (IBI and ICI, 
Ohio EPA 1989 a and b) or observed presence of cumulative species compared to a reference 
condition (RIVPACS model, De Zwart et al. 2006). While community-level endpoints reflect the 
general stability of ecosystem components, the high complexity of the community level of 
biological organization (multiple taxa, multiple functional groups) can make inferences about 
specific stressor-response associations difficult to clearly establish.  For example, two different 
sites with poor overall benthic macroinvertebrate community condition may be impaired as a 
result of different stressor impacts on different taxa.  The combination of community endpoints 
with more specific population and organism-level endpoints provides a more comprehensive 
approach to delineating the effects of various stressors.            
     Population endpoints are attributes of species (ex. abundance in this study) which are selected 
based on species-specific characteristics and sensitivities, the perceived importance of the species 
in the ecosystem and/or its contribution to human recreation.  Individual organism-level (and sub-
organism level) measurement endpoints represent responses of individual organisms to stress, 
such as developmental abnormalities and contaminant concentrations in tissue (Suter 1990).  In 
this study, site-level information on abnormalities observed for individual fish was utilized to 
represent an organism-level measurement endpoint.  While site-level representation is not an 
ideal individual-level measurement endpoint, for the purposes of this study it provided a general 
representation of a specific individual organism response. When data are available, the use of 
organism and population endpoints in addition to community endpoints allows for a wider span of 
biological organization to be included in an eco-epidemiological analysis.  As eco-
epidemiological studies consider multiple stressors, biological measurement endpoint selection 
becomes more complex, and multiple biological endpoint criteria become beneficial. Biological 
endpoints representing a range of levels of biological organization are interrelated but can differ 
in stressor sensitivity.  Consideration of the spatial and temporal properties of both the biological 
 80
receptors and environmental stressors examined is also important to ensure that the sensitivity of 
the ecosystem is adequately represented and interpreted in the assessment. This includes the 
consideration of habitat preferences, trophic dynamics, and other life history traits of potential 
biological receptors as they relate to stressor fate and exposure. The observed response to 
environmental stressors may also be highly variable based on what ecosystem compartment is 
examined (e.g., benthic invertebrates vs. fish), so analyzing multiple ecosystem components that 
determine the biological structure and function within an ecosystem as biological receptors gives 
further insight into ecosystem sensitivity and risk (Leuven et al. 2002). 
     In this study, GIS-based weights of evidence and weighted logistic regression (WOE/WLR, 
Sawatzky et al. 2004) was applied to a range of biological measurement endpoints for fish and 
invertebrates in Ohio watersheds to evaluate the influence and consequences of endpoint selection 
in delineating stressor-response relationships.  It is expected that stressor-response associations 
will vary between fish and invertebrates based on specific community and population-based 
characteristics, and that stressor-response associations will also vary between levels of biological 
organization, with a likely greatest difference between the organism and community level.  The 
potential value of multi-endpoint lines of evidence for results interpretation and increased 
certainty within the framework of an ecological risk assessment will also be demonstrated.   
 
4.2 METHODOLOGY 
 
4.2.1 Model Development for Multiple Biological Measurement Endpoints 
     Biological entities and associated measurement endpoints were selected to represent a range of 
community, population, and organism level ecosystem attributes based on available data.  The 
integrated 1990-95 time period Ohio dataset utilized in previous chapters served as the basis for 
the biological, physical, and chemical database in this study.  From the biological data provided 
in the database (Ohio EPA sampling), ten different biological measurement endpoints were 
selected to evaluate fish and macroinvertebrates, as well as multiple levels of biological 
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organization (Table 4.1).  General impairment and non-impairment thresholds were defined for 
each endpoint based on the distribution of data values, and from these threshold values training 
point datasets for each endpoint were created.  Model development procedures were generally 
consistent with those detailed in Chapter II.  Ohio catchment study area extent was defined via  
 
Table 4.1: Biological measurement endpoint criteria utilized for impaired and non-impaired 
training datasets used in the weights of evidence/weighted logistic regression analyses in this 
study.  Impaired and non-impaired values are the based on the 25th and 75th centiles of the data 
distribution of available biological sample data, used to define training datasets for preceding 
analysis. 
 
Biological scale Measurement Endpoint Units (Per site) Impaired  
Non-
impaired  
 Community Fish community quality IBI score ≤ 25 score > 45 score 
 Invertebrate community 
quality 
ICI score ≤ 26 score > 46 score 
Multi-
population 
RIVPACS fish  
species observed/expected 
(O/E, De Zwart et 
al.2006) 
% species loss  > 50%  < 25%  
Population Darter species abundance No. darters ≤ 0.5 > 1.6 
 Mayfly taxa abundance No. mayflies = 0 > 8 
Organism All fish abnormalities  % individuals with > 1.98 0 
 Fish deformities % individuals with > 0.22  0 
 Fish fin erosions % individuals with > 0.73 0 
 Fish lesions % individuals with > 0.40 0 
 Fish tumors % individuals with > 0 0 
 
 
delineation in ArcHydro (Maidement 2002), and delineated catchments with no sample data 
available for one or more measurement endpoints were eliminated from the study area.  Study 
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area was the separated by general dominant land use (urban, agriculture, and forest/undeveloped 
classifications using the National Land Cover Dataset 1992, U.S. Geological Survey), with a final 
study area raster resolution of 0.25 km2. The same land use model study areas were utilized in the 
development of each biological measurement endpoint model, allowing for direct raster cell 
comparisons to be conducted as detailed later in the study.   
     Eighteen physical and chemical potential stressors (Table 3.1, Chapter III, WOE/WLR 
variables) were evaluated in this study for each measurement endpoint.  Collinearity diagnostics 
were performed on the database, with results and subsequent protocol discussed previously in 
Chapter III.  Stressor variable values were interpolated across the study area using nearest 
neighbor raster cell assignment to produce eighteen variable rasters matching the extent of the 
study area.  Each variable raster was then reclassified into five general value classes using Jenk’s 
Natural Breaks algorithm in ArcGIS to provide a general low-high variable gradient.  For each 5-
class variable raster, a spatial analysis via weights-of-evidence computation was conducted using 
both the impaired and non-impaired training point datasets from each biological measurement 
endpoint to delineate potential stressor-response spatial associations.  The trends for each variable 
were plotted for each biological measurement endpoint (Figure 4.2), and potential stressors were 
identified by the observation of an inverse or unrelated trend between impaired and non-impaired 
training sites.  In an effort to optimize model prediction of impaired sites in this study, the non-
impaired training dataset was utilized solely to correct for potential sampling bias, and variables 
that were significantly associated with non-impaired sites but showed no significant association 
with impaired sites were not selected as potential stressor variables.  The selected potential 
stressor variable rasters were then re-classified into a binary raster based on the value threshold 
where spatial association with impaired sites became positive.   
     A WOE analysis was then conducted on the new binary variables to compute the significance 
 83
-6.00
-5.00
-4.00
-3.00
-2.00
-1.00
0.00
1.00
2.00
3.00
4.00
5.00
1 2 3 4 5
S
p
at
ia
l 
A
ss
oc
ia
ti
on
 
(S
td
. 
C
on
tr
as
t)
Impaired
Non-impaired
Substrate Habitat (1 = Poor quality, 5 = High quality 
 
Figure 4.2: Weights of Evidence analysis plot for darter species and substrate habitat for 
agricultural sites. The spatial association between darter species raining sites (impaired and 
non-impaired) and five substrate habitat variable classifications (poor to high quality) are shown 
with dotted line indicating the threshold at which the substrate variable is classified as a binary 
variable.  Significance of the binary substrate variable association with impaired sites was 
p<0.0001.   
 
of the spatial associations.  Any variables not significant at p<0.05 were re-evaluated to 
determine if classification could be adjusted (the threshold value raised or lowered) to achieve 
significance, and those remaining insignificant were eliminated as potential stressors.  Significant 
potential stressor binary rasters determined by WOE analysis were then entered as explanatory 
variables in a WLR analysis to estimate the locations of impaired sites throughout the model 
study area based on unique combinations of stressor variables.  Coefficients resulting from the 
WLR model were utilized to rank the relative influence of stressor variables.   
4.2.2 Measurement endpoint model comparisons  
 
    For the land use models produced for each biological endpoint, relative impairment probability 
estimates attributed to raster maps were spatially joined with raw biology sample values to 
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determine model fit success. Impairment probability above and below the mean modeled value 
was directly compared to observed biological values above and below the impairment threshold 
(Table 4.1) to assess the level of agreement. Results were adjusted for chance agreement utilizing 
Cohen’s Kappa statistic (SAS Statistical Package v. 9).  Model fit statistics were then compared 
between biological measurement endpoints.  Geographic comparisons between the Ohio 
impairment probability maps resulting from the WOE/WLR analyses were examined by 
difference map raster computations for six pairs of measurement endpoints.  The endpoint pairs 
compared were as follows: 1) IBI and ICI, 2) IBI and darter species, 3) ICI and mayfly taxa, 4) 
IBI and RIVPACS species loss, 5) RIVPACS species loss and fish abnormalities (DELTs), and 6) 
all fish abnormalities (DELTs) and fish tumors only.  The selection of these particular pairings 
aimed to target differences in physiology, species-specific feeding, habitat, and other life history 
characteristics, as well as type and severity of biological impact. For this approach, the 
impairment probability rasters for each measurement endpoint were reclassified into binary 
rasters based on impairment probability; 0 = below or equivalent to mean impairment probability, 
and 1 = above mean impairment probability (elevated).  For each pair of binary measurement 
endpoint rasters compared (for example, IBI and ICI), one map was subtracted from the other to 
yield a (-) difference map having attributes of matching (value of 0) and non-matching (value of -
1 or 1) raster cells.  Additionally, the binary measurement endpoint rasters were also added 
together to produce a second (+) difference map having attributes of matching non-impaired 
(value of 0), non-matching raster cells (value of 1), and matching impaired raster cells (value of 
2).  Both (-) and (+) difference maps were then symbolized to display four comparative attributes 
of interest between the two measurement endpoint impairment maps: 1) Study area where both 
measurement endpoints were predicted to be impaired, 2) Study area where both measurement 
endpoints were not predicted to be impaired, and 3-4) Study area where only one measurement 
endpoint of the two were predicted to be impaired (for example ICI impairment, but no IBI 
impairment).  The resulting difference maps provide visualization of how impairment prediction 
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compares geographically between two different measurement endpoints.  In addition to 
geographic comparison, another communication of the four comparative attributes resulting from 
the difference maps was provided by plotting the percentage of the total study area falling within 
each of the four categories by land use.  The resulting plots present a clear illustration of how 
endpoint impairment predictions compare both within and between land use models.     
     Stressor influence was first compared between biological measurement endpoints by general 
stressor type (Table 3.1, Chapter III, WOE/WLR variables).  For each biological measurement 
endpoint model, WLR coefficients were summed by general stressor type and plotted to provide a 
direct comparison of stressor influence between endpoints.  For example, the influence of habitat 
stress on fish communities in urban areas can be quantitatively compared with the influence of 
habitat stress on fish abnormalities in urban areas.  Comparisons by land use are possible via this 
representation as well.  Spatial associations between stressor variable values and measurement 
endpoint training datasets were also compared by plotting the spatial association trends across the 
5-class stressor variable gradients for multiple biological measurement endpoints on the same 
graph.  This comparison approach presents the ability to evaluate potential differences in stressor 
sensitivity between biological measurement endpoints.   
 
 
4.3 RESULTS AND DISCUSSION 
 
4.3.1 Model fit comparisons of biological measurement endpoints 
 
     Ohio impairment probability for fish and macroinvertebrate communities, darter species, 
mayfly taxa, and fish abnormalities are shown in Figure 4.3 (a-f) and Figure 4.4 (a-d), symbolized 
by standard deviation groupings.  Model fit varied amongst the biological measurement endpoints 
(Table 4.2). The weakest overall individual model fit (chance-adjusted) was the agricultural land 
use model for mayflies (60% overall agreement, Kappa 0.21, p<0.0001), and the strongest overall 
individual model fit occurred for the urban land use models for IBI (73%, Kappa 0.41, p<0.0001).           
     On average for fish, overall model fit (as adjusted Kappa value) increased as the level of  
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a.) Index of Biotic Integrity (IBI)       b. Invertebrate Community Index (ICI) 
 
c. Darter species abundance   d. Mayfly taxa abundance 
 
e.) RIVPACS species loss   f.) Fish abnormalities (DELTs) 
 
  
Below to Mean 1 – 3 Std. Dev. 
Impairment Probability   
> 3 Std. Dev. 0 – 1 Std. Dev.  
Figure 4.3 (a-f): Relative impairment probability based on various measurement endpoints. 
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a.) Deformities     b. Fin erosions 
  
 c.) Lesions     d. Tumors 
 
 Below to Mean 1 – 3 Std. Dev. 
Impairment Probability    
> 3 Std. Dev. 0 – 1 Std. Dev.  
Figure 4.4 (a-d): Relative impairment probability based on various fish abnormality endpoints. 
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Table 4.2: Model fit statistics for land use models of various biological measurement endpoints. 
Land Use Endpoint 
Overall 
Agreement 
Kappa p-value N False + False - 
Forest IBI 73% 0.3 <0.0001 844 22% 5%
 ICI 75% 0.32 <0.0001 420 13% 11%
 
Species 
loss 
72% 0.36 <0.0001 602 
17% 11%
 # Darters 74% 0.39 <0.0001 844 17% 9%
 # Mayflies 68% 0.26 <0.0001 565 16% 16%
 DELT 71% 0.37 <0.0001 844 22% 7%
 Deformities 70% 0.32 <0.0001 844 21% 9%
 Erosions 72% 0.4 <0.0001 844 21% 7%
 Lesions 65% 0.26 <0.0001 844 25% 9%
 Tumors n/a n/a n/a 844 n/a n/a 
Agriculture IBI 79% 0.26 <0.0001 912 16% 5%
 ICI 76% 0.26 <0.0001 519 10% 14%
 
Species 
loss 
75% 0.26 <0.0001 701 13% 12%
 # Darters 79% 0.27 <0.0001 912 11% 10%
 # Mayflies 60% 0.21 <0.0001 701 31% 9%
 DELT 80% 0.39 <0.0001 912 12% 7%
 Deformities 76% 0.3 <0.0001 912 15% 9%
 Erosions 79% 0.35 <0.0001 912 13% 8%
 Lesions 69% 0.25 <0.0001 912 24% 7%
 Tumors n/a n/a n/a 912 n/a n/a 
Urban IBI 73% 0.41 <0.0001 291 19% 8%
 ICI 70% 0.34 <0.0001 190 13% 17%
 
Species 
loss 
70% 0.39 <0.0001 224 20% 10%
 # Darters 71% 0.41 <0.0001 291 14% 15%
 # Mayflies 69% 0.32 <0.0001 253 19% 12%
 DELT 71% 0.4 <0.0001 291 17% 12%
 Deformities 69% 0.34 <0.0001 291 17% 14%
 Erosions 66% 0.3 <0.0001 291 22% 12%
 Lesions 67% 0.3 <0.0001 291 22% 11%
 Tumors 66% 0.22 <0.0001 291 27% 7%
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biological organization decreased from the community to the organism level (Figure 4.5). This 
implies that for fish measurement endpoints in this study, the more specific the biological 
measurement endpoint, the stronger the overall model fit to the data.  On average, a smaller 
number of stressor-response relationships were delineated for biological measurement endpoints 
representative of single-population to organism levels compared with multi-population and 
community endpoints.  The average number of model variables identified by WOE analysis (all 
land use models) for each fish measurement endpoint provides support for this. The IBI models 
had an average of 10 stressor variables, the RIVPACS and darter species models had an average 
of 9 stressor variables, and the DELT models had an average of 5 stressor variables.   
     Model fit does not necessarily continue to improve as biological organization becomes more 
specific as with the trend in Figure 4.5. Different challenges to model fit arise on both ends of the 
spectrum of biological organization.  As the level of biological organization increases in 
complexity from organisms to communities, an increased number and range of potential stressors 
become relevant. This may increase uncertainty and reduce model fit, such as in the 
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Figure 4.5: Average chance-adjusted model fit (Kappa values, all land use models) for various 
levels of biological organization for fish.   
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current fish example.  Uncertainty is characterized in this case as model fit attributes (agreement, 
false positives/negatives), and/or variable significance in WOE/WLR analysis.  Conversely, when 
examining more specific endpoints at decreasingly lower levels of biological organization, 
limitations in data availability and quality can affect the representation of stressors relevant to 
modes of action. This may increase uncertainty and reduce model fit as well.  When examining 
even more specific organism-level fish measurement endpoints such as deformities (discussed in 
detail later), the average model fit fell back to a value closer to the community level model fit 
(average Kappa of 0.33, p<0.0001). In these cases, it is likely that stressor representation in the 
analysis was too generalized to yield a model fit for more specific measurement endpoints 
comparable to those of more general (higher-level) biological measurement endpoints.     
     Most model fit error was due to false positives, where the model incorrectly predicted a site to 
be impaired based on stressor conditions at the location.  The average false positive rate for fish 
was highest at the community level (19%) and for fish abnormalities (21%), indicating that 
stressor-response relationships at the lowest and highest ends of biological organization may 
over-estimate the incidence of impairment.  However, the false negative rate was subsequently 
lowest at the community and organism abnormality level, which also indicates that the 
generalized stressor-response relationships represented by these levels are less likely to miss 
impaired sites.  The most important implication of this model fit finding is that there is not 
necessarily an “optimal” biological measurement endpoint to choose for eco-epidemiological 
modeling. The influence of biological scale on model fit should be factored into the interpretation 
of modeling results.  Stressor-response relationships and predictions based on endpoints from the 
highest and lowest ends of biological organization are more likely to be conservative, but also 
have the advantage of either being more easily extrapolated to overall ecosystem condition 
(community level), or to stressor mode of action (organism level).  The representation of a 
moderate range of biological organization such as single populations provides additional evidence 
to bridge the gap between the opposite ends.   
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     For invertebrates, the model fit for mayfly taxa (Kappa 0.26, p<0.0001) was weaker than the 
model fit for invertebrate communities (Kappa 0.31, p<0.0001).  It would be expected based on 
the relationship found for fish that model fit would be improved at the taxa level compared with 
the community level. The result found for invertebrates in this case is likely due to the specialized 
nature of the mayfly taxa sample data used for the analysis.  Invertebrate taxa count observations 
were recorded for 390 sites where the determination of a full community index was not possible 
due to intermittent summer flow conditions which interfered with sampling procedures (OEPA 
1989).  WOE/WLR analyses were conducted utilizing all available data observations for each 
measurement endpoint, so resulting stressor-response relationships for mayfly taxa included these 
samples.  Therefore stressor-response relationships delineated for mayfly taxa include these 
specialized circumstances which may potentially skew overall model results.  The inclusion of 
these particular samples likely accounts for the unexpected reduction in overall model fit for the 
mayfly model.  The mayfly model results are still potentially useful (though likely not optimal) as 
long as the specialized condition of the measurement endpoint is considered in the interpretation 
of results, particularly modeled stressor influence which will be discussed shortly. 
     When examining the prediction success rate for impaired sites only, the weakest model was 
the agricultural model for darter species (40% impaired sites predicted), and the strongest model 
was the forest model for fish fin erosions (77% impaired sites predicted).  The specific impaired 
site prediction success rate indicates the direct explanatory power of the stressor variables in 
identifying the presence of impaired condition, as opposed to the overall model fit which 
represents prediction success of both the presence and the absence of impaired condition.  
Therefore, observed impaired sites not predicted by the analysis (i.e., false negatives) indicate 
that the current stressor variables are insufficient for total prediction of impairment in the 
analysis.  One example which may limit the prediction success for impaired sites is the lack of 
more specified nutrient stress represented in the analysis other than by proxy in variables such as 
general run-off and effluent percentage. High nutrient concentrations have been associated with 
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an adverse response in mayfly taxa abundance in the Eastern Cornbelt Plains (Norton et al. 2000), 
but the spatial extent of nutrient data was not adequate for use in a state-level analysis.  Improved 
representation and modeling of non-point source nutrient enrichment from major sources such as 
private septic systems and combined animal feeding operations (CAFO’s) would likely yield 
additional useful information.  Other unaccounted for variables, such as un-sampled contaminants 
and other stressors whose influence was not captured spatially and/or temporally by the sampling 
or modeling procedures limit the ability to successfully predict all impaired sites.  Additionally, 
the generalization of the input stressor variables into binary variables, while beneficial for 
practical and interpretive considerations, may limit the explanatory power of the variables in 
some cases by lowering the impairment probability estimates.  All these factors should be 
considered in the interpretation and comparison of model results.   
4.3.2 Geographic comparisons of biological measurement endpoints 
     The geographic patterns of impairment differed to varying degrees between the compared 
measurement endpoints (Figure 4.6, a-f).  Upon visual examination of the patterns, the 
comparison of the invertebrate community and mayfly taxa models showed the greatest 
difference, with the geographic extent of mayfly impairment greatly exceeding that of 
invertebrate community impairment.  The wider geographic extent of predicted impairment can 
likely be attributed the potential skew towards small intermittent streams which resulted in a high 
degree of false positives.  Additionally, mayfly taxa are considered intolerant to environmental 
stress and are commonly utilized as an indicator species (Norton et al. 2001).  Comparison of 
tumors to all fish abnormalities (Figure 4.6-f) allows the visual delineation of areas with 
environmental conditions specific to tumor occurrence, found primarily in the urban areas of 
Cleveland, Columbus, and Cincinnati.  The spatial statistics generated from the difference map 
analysis (Figure 4.7, a-f) provide additional information.  Two percent more of the urban area in 
Ohio was predicted to have elevated impairment of darter species abundance compared with the 
index of biotic integrity (Figure 4.7-b), indicating the darter species endpoint is slightly more 
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a.) IBI and ICI         b.) IBI and Darter species 
              
c.) ICI and Mayfly taxa        d.) IBI and Species loss (RIVPACS) 
                
e.) Species loss (RIVPACS) and DELTs f.) DELTs and Tumors 
                  
Impairment Prediction:   Both Non-impaired Former only impaired 
 Both Impaired Latter only impaired 
 
Figure 4.6 (a-g): Difference maps comparing impairment predictions from Ohio WOE/WLR 
models for six different measurement endpoint pairings. 
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b.) IBI and Darter species 
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c.) ICI and Mayfly taxa 
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d.) IBI and Species loss (RIVPACS) 
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e.) Species loss (RIVPACS) and DELTs 
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Urban Agri. Forest
%
 S
tu
dy
 A
re
a
Both non-impaired
Both Impaired
Species Loss Only
DELT Only
 
 
f.) DELTs and Tumors 
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Urban Agri. Forest
%
 S
tu
dy
 A
re
a
Both non-impaired
Both Impaired
Other DELT Only
Tumors Only
 
 
Figure 4.7 (a-f): Differences in impairment prediction between Ohio WOE/WLR models for 
various biological measurement endpoints by land use type and % total study area.   
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sensitive to urban stress than the fish community endpoint.  This finding is consistent with the 
fact that darters are considered a sensitive species based on their feeding and habitat preferences 
(Page 1983). In agricultural and forested areas this trend was reversed, which may demonstrate 
both a strong preference of darter species for rural streams (where stream size also likely plays a 
role), and fewer impacts in non-urban areas in general.  Cumulative species loss (RIVPACS O/E) 
also had 8% more urban area predicted as impaired compared with the index of biotic integrity, 
indicating that the species loss endpoint is more sensitive to urban stressors than general 
community quality.  Fish tumors did not show significant stressor-response relationships in 
agricultural or forest land use. However, in urban land use the relative probability of the 
occurrence of tumors was elevated in 42% of the study area (Figure 4.7-f), which suggests that 
tumor development is highly associated with urban stress. 
4.3.3 Comparisons of stressor influence for organism to community measurement endpoints 
     Relative stressor influence (% relative influence based on WLR coefficients) varied by 
biological endpoint and dominant land use (Figure 4.8, a-c).  In urban land use (Figure 4.8-a), 
habitat stress contributed the largest relative influence for all community and population 
measurement endpoints (average of 41% total model influence). An exception was for mayfly 
abundance, for which the relative influence of metals/ammonia toxicity was 12% greater than for 
habitat.  Relative habitat influence was lowest for fish abnormalities compared with other 
measurement endpoints, as impairment for this endpoint was influenced most by water chemistry 
(suspended solids, pH, and dissolved oxygen) and % effluent. The observation of a relatively low 
influence of habitat variables on fish abnormalities compared to other fish endpoints was also 
found in a previous evaluation of OEPA data (Manalakos et al. 2007).  Upon a more detailed 
examination of habitat stress influence in urban land use (Figure 4.9), the increased relative 
probability of fish abnormalities due to habitat stress was completely dominated (100%) by 
substrate habitat quality.  Silt-dominated, embedded substrate in areas of low flow to which 
organic pollutants such as polycyclic aromatic hydrocarbons (PAHs) may adsorb is a potential  
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Figure 4.8 (a-c): Modeled stressor influence for biological measurement endpoints by land use  
type.  Stressor influence is presented as percentages based on summed WLR coefficients by 
general stressor type. 
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Table 4.3: Top three individual stressor variables for Ohio WLR models for a range of community to organism measurement endpoints, based on 
the individual weighted logistic regression coefficients (Bx). ** = significant at p<0.05, * = significant at p<0.10. See Appendix C-1 for full 
WOE/WLR results. 
 
 Urban   Agriculture  Forest   
Endpoint Rank Stressor Bx Rank Stressor Bx Rank Stressor Bx 
IBI 1 % Effluent 0.98** 1 pH 0.75** 1 Urban run-off 1.67**
 2 Channelization 0.90** 2 % Effluent 0.74** 2 Dissolved oxygen 1.03**
 3 Urban run-off 0.60* 3 Urban run-off 0.61** 3 Hardness 0.97**
ICI 1 Riffle habitat 1.82* 1 % Effluent 0.87* 1 % Effluent 1.89**
 2 pH 1.09** 2 Hardness 0.76** 2 Urban run-off 1.76**
 3 Channelization 0.77* 3 Dissolved oxygen 0.47** 3 Substrate 0.54**
Darter sp. 1 % Effluent 0.90** 1 % Effluent 1.18** 1 Urban run-off 1.47**
 2 Riparian habitat 0.69** 2 Urban run-off 1.07** 2 Dissolved oxygen 0.96**
 3 Substrate 0.50** 3 TSS 0.62** 3 % Effluent 0.92**
Mayfly taxa 1 Metals/Ammonia 0.77** 1 Hardness 0.54** 1 Urban run-off 1.86**
 2 Riffle habitat 0.61** 2 Agri. Run-off 0.53** 2 % Effluent 1.15**
 3 n/a  3 Dissolved oxygen 0.51** 3 pH 0.74
Species loss 1 Riparian habitat 0.79** 1 Urban run-off 0.60** 1 Urban run-off 1.46**
 2 Urban run-off 0.74** 2 % Effluent 0.56** 2 % Effluent 1.17**
 3 % Effluent 0.63* 3 Agri. Run-off 0.53** 3 Cover habitat 0.52**
DELT 1 % Effluent 0.87** 1 % Effluent 1.63** 1 % Effluent 1.46**
 2 Substrate 0.71** 2 Urban run-off 1.03** 2 Urban run-off 0.93**
 3 TSS 0.64** 3 TSS 0.64** 3 TSS 0.50**
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Figure 4.9:   Modeled habitat stressor influence for biological measurement endpoints in urban 
land use by specific habitat stressor.  Stressor influence is presented as percentages based on 
summed WLR coefficients for habitat stressor variables. 
 
explanation of the relationship between substrate quality and fish abnormalities (Tucker and 
Burton 1999, U.S. EPA 1994, Maccubbin and Ersing 1991).  Substrate quality also affects the 
ability of organisms burrow in order to avoid greater toxicity from PAH exposure resulting from 
increasing intensity of ultra-violet radiation (Hatch and Burton 1999 a and b).  Suspended solids 
individually increased the relative probability of the occurrence of fish abnormalities by an 
average of 19% over all land uses (Table 4.3). Suspended solids enter the water column from both 
surface run-off and resuspended sediment during storm events (Ireland et al. 1996).  Field in situ 
toxicity effects attributed to increased exposure to suspended sediment have been demonstrated at 
Wolf Creek (Dayton, Ohio), supporting the relationship between suspended solids and 
impairment (Burton et al. 2005). Metals/ammonia toxicity was a significant stressor for 
community and population endpoints in urban areas (Figure 4.8-a), and had a greater influence on 
invertebrate endpoints compared with fish endpoints at the same biological scale (total % 
metals/ammonia influence for ICI = 11%, IBI = 5%, darters = 9%, and mayflies = 56%).  Mayfly 
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taxa have been demonstrated in various studies in the literature to be more sensitive to metals 
when compared to the general benthic invertebrate community (Courtney and Clements 1998; 
Mebane 1999).  Additionally, intermittent flow conditions that characterize the mayfly taxa 
stressor-response relationships delineated in this study have been shown to increase the potential 
for metals-related stress due to synergistic effects of metals concentrations and higher ultraviolet 
radiation in shallow water areas (Clements et al. 2008).  The high influence of the 
metals/ammonia toxicity variable found for mayfly taxa in urban areas in this study may provide 
evidence of photo-induced toxicity.  It should be noted that the metals/ammonia toxicity variable 
used was based upon toxicity estimates for fish species, so the direct relationship of the variable 
to invertebrate impairment probability may be different.  It is also important to consider that the 
metals/ammonia toxicity variable is likely spatially related to a number of contaminants not 
included in this study due to lack of data availability. 
     Compared with urban land use, the relative influence of habitat in agriculture and forest land 
use was on average lower for most endpoints (agriculture 22% lower, forest 15% lower, Figure 
4.8 a-c).  The average relative influence of water chemistry in agricultural land use across all 
endpoints was 17% higher than in urban land use and 18% higher than in forest land use. The 
average relative influence of agricultural run-off in agricultural land use was 10%, which was 7% 
higher than urban and forest land uses (Figure 4.8 a-c). Urban run-off was consistently the top 
ranked individual stressor in forested land use for all endpoints with the exception of fish 
abnormalities, for which the top ranked stressor was mean % effluent (Table 4.3).  The strong 
influence of both the urban run-off (average influence of 29%) and mean effluent (average 
influence of 25%) in forest land use may primarily represent a proxy-level distance association 
between sample sites and neighboring urban areas.  Mean % effluent is spatially related to general 
urban development and disturbance, but within urban (high-population) areas adverse effects 
have been observed downstream of wastewater treatment plants (Dyer and Wang 2002).  
Estimated household product effluent toxicity (De Zwart et al. 2006, see Table 3.1 in Chapter III 
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for a further description) was evaluated in the current study as an individual variable, but did not 
show a significant stressor-response association with the biological measurement endpoints 
examined.  Biomarker measurement endpoints for endocrine-disrupting chemicals and other 
chemical stressors potentially associated with effluent may provide better effects representation to 
provide a clearer picture of effluent-associated effects, but such data are currently limited.   
     The sensitivity of measurement endpoints to various stressors, represented by the raw WLR 
coefficient value for direct comparison (Figures 4.10-4.12), provides another visualization of how 
stressor influence varies across biological scales.  For each land use model, stressors which most 
clearly demonstrated potential biological scale-dependent trends are shown.  These trends 
represent the stressor associations most predictive at different biological endpoints, and their 
integration may be useful in the interpretation of ecological risk (Figure 4.1).  The relative 
sensitivity of each endpoint to a selected range of stressor variables in urban land use (Figure 
4.10) shows a potential trend of increasing importance of suspended solids and substrate-related  
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Figure 4.10:  Influence of selected stressors on fish impairment across a range of levels of 
biological organization in urban land use.  Stressor influence is shown as the raw weighted 
logistic regression coefficients. 
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stress going from the community to the organism level.  This finding indicates that suspended 
solids and substrate quality best represent ecological stress related to the occurrence of organism 
abnormalities. Conversely, in urban areas the importance of riparian habitat and urban run-off 
generally decline from the community to the organism level (Figure 4-10).  The interpretation of 
this potential trend is that in urban areas, riparian habitat and urban run-off best represent 
ecological stress most likely to impact overall community composition.   Biological measurement 
endpoints representing lower levers of biological organization (organism and sub-organism) may 
identify stressors which are more relevant to modes of action dependent upon specific types of 
traits such as physiological characteristics (Figure 4.1).  Contaminant exposure through substrate 
and suspended sediment has been associated with immune system suppression in fish that 
provides the means for bacterial infection and subsequent abnormalities such as fin erosions 
(Reash and Berra 1989). Biological measurement endpoints representing higher levels of 
biological organization (multi-population and communities) may identify stressors which are 
more directly relevant to ecosystem stability and quality in relation to food web structure and 
productivity.  Larger-scale habitat degradation and run-off patterns and associated chronic stress 
deplete sensitive species and disrupt the natural trophic dynamics of the ecosystem, leading to 
further predator- prey losses and increasing the potential for tolerant and invasive species to 
restructure the ecosystem.  Biological measurement endpoints representing the single population 
level (mid-range of biological organization) may identify stressors associated with characteristics 
of both low and high levels (Figure 4.1), reflecting species-specific preferences and sensitivities.   
     In agricultural land use (Figure 4.11), population-based endpoints were the most sensitive 
biological measurement endpoints to agricultural run-off (darter species and cumulative species 
loss), which is likely due to the adverse response of specialized insectivores and specific  
intolerant species to increased agricultural intensity (Rashleigh 2004).  Mean % effluent had the 
strongest influence at the organism level in agricultural land use (Figure 4.12). Urban run-off had 
strongest influence at the community level in forest land use (Figure 4.12).  Suspended solids and  
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Figure 4.11:  Influence of selected stressors on fish impairment across a range of levels of 
biological organization in agricultural land use.  Stressor influence is shown as the raw weighted 
logistic regression coefficients. 
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Figure 4.12:  Influence of selected stressors on fish impairment across a range of levels of 
biological organization in forest land use.  Stressor sensitivity is shown as the raw weighted 
logistic regression coefficients. 
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channel habitat showed opposite trends in stressor influence across biological scales, as 
suspended solids as most influential for organism abnormalities, and channel habitat was most 
influential at the population and community level.  These measurement endpoint sensitivity 
trends, while not seamless, provide potentially useful information for endpoint selection in 
planning subsequent research such as field assessments and targeting optimal approaches for 
evaluating recovery and remediation success.   
 
4.3.4 Comparisons of stressor influence for fish abnormality endpoints 
     Relative stressor influence was compared between fish abnormalities to examine specific 
stressor-response associations (Figure 4.13 a-c and Table 4.4).  No significant stressor-response 
associations for tumors (above background incidence) were delineated by WOE/WLR analysis in 
agricultural or forest land use.  In urban land use, tumors showed the strongest association (46% 
relative influence) with mean % effluent.  Mean % effluent was the most influential stressor for 
all fish abnormalities with the exception of lesions in urban land use for which substrate was 
strongest predictor (53% relative influence), and lesions and deformities in agricultural land use 
for which urban run-off was strongest predictor (relative influence of 44% and 41%, 
respectively).  As estimated effluent toxicity (“msPAF” for household products, De Zwart et al. 
2006) did not show an association with fish abnormalities, the influence of mean % effluent may 
represent point-source related nutrient enrichment which has been related to fish abnormalities in 
Ohio (OEPA 1995, 2000), as well as general proximity to developed areas.  Metals/ammonia 
toxicity did not show an association with any fish abnormality measurement endpoint.  
Suspended solids was a dominant (top three) individual stressor variable for deformities, fin 
erosions, and lesions in all land uses, with the exception of forest land use where it was only a 
dominant stressor for lesions (Table 4.4).  This finding supports the influential role of suspended 
solids that has been observed for individual organism field in situ toxicity in Ohio (Burton et al. 
2005). An interesting general finding observed during WOE analysis in urban areas was the  
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b.) Agricultural land use 
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c.) Forest/Undeveloped land use 
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Figure 4.13 (a-c): Modeled stressor influence for fish abnormality measurement endpoints by  
land use type.  Stressor influence is presented as percentages based on summed WLR coefficients.  
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Table 4.4: Top three individual stressor variables for Ohio WLR models for four fish abnormality types, based on the individual weighted logistic 
regression coefficients (Bx). ** = significant at p<0.05, * = significant at p<0.10. 
 
 Urban   Agriculture  Forest   
Endpoint Rank Stressor Bx Rank Stressor Bx Rank Stressor Bx 
Deformities 1 % Effluent 0.77** 1 Urban run-off 1.23** 1 % Effluent 1.24**
 2 Urban run-off 0.45* 2 % Effluent 0.98** 2 Urban run-off 1.18**
 3 TSS 0.45** 3 TSS 0.47** 3 Agri. Run-off 0.60**
Fin erosions 1 % Effluent 0.80** 1 % Effluent 1.53** 1 % Effluent 1.57**
 2 Substrate 0.55** 2 Urban run-off 0.99** 2 Dissolved oxygen 1.06**
 3 TSS 0.45** 3 TSS 0.54** 3 Urban run-off 0.97**
Lesions 1 Substrate 0.81** 1 Urban run-off 0.98** 1 % Effluent 1.04**
 2 TSS 0.52** 2 % Effluent 0.65** 2 Urban run-off 0.82**
 3 Riparian 0.50* 3 TSS 0.58** 3 TSS 0.44**
Tumors 1 % Effluent 1.03** 1 n/a  1 n/a  
 2 Urban run-off 0.51 2 n/a  2 n/a  
 3 pH 0.34 3 n/a  3 n/a  
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increased presence of fish abnormalities in high-quality conditions of certain habitat parameters.  
For example, riffle habitat was positively associated with fish abnormality occurrence, while 
other biological measurement endpoints showed a negative association between impairment and 
riffle habitat (Figure 4.14).  This relationship demonstrates a preference for high quality habitat 
characteristics by fish that have been chronically impacted by other stressors.  It also suggests a 
potential trade-off between habitat quality and avoidance of chronic contaminant exposure, as 
habitat likely dominates the overall spatial patterns of fish.   However, this finding demonstrates 
the complexity and challenge of establishing and interpreting stressor-response relationships 
using monitoring data, as organisms are not continuously constrained to one geographic location 
and set of environmental conditions.  
     While data availability is a primary constraint to large-scale eco-epidemiological database 
evaluations, exploring patterns between available measurement endpoint and stressor exposure  
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Figure 4.14:  WOE spatial association of riffle habitat condition (five general class ranges from 
low to high) with fish abnormalities (> 75th centile training dataset).  Positive association 
indicates increased odds of stress, while negative association indicates decreased odds of stress.  
A spatial association value of 1.95 is approximately equivalent to 95% confidence (Robinson et 
al. 2004). 
108 
 109
data allows for both the generation of hypotheses and an evaluation of data gaps in the context of 
the hypotheses. This process can guide future research objectives.  Overall, application of the 
WOE/WLR method to various biological measurement endpoints delineated stressor-response 
associations that varied by endpoint.  Comparisons of model results based on different biological 
measurement endpoints generally supported expected differences in endpoint sensitivity based on 
previous relationships demonstrated in the literature, such as mayfly taxa sensitivity to metals 
toxicity and an association between fish abnormalities and sediment-associated contaminants. 
The comparisons also provided information relevant to the selection and integration of biological 
measurement endpoints within the context of ecological risk assessment. The study results 
provided evidence that while suspended solids and substrate quality are not strongly predictive 
variables for urban fish impairment at the community-level, they are significantly more predictive 
of fish abnormalities.  Stressor variables such as riparian habitat, channelization, and run-off 
patterns may demonstrate stronger spatial association to population and community-based 
measurement endpoints.  A multi-endpoint approach allows greater understanding at both the 
individual organism effects level (ex. evidence supporting stressor-response hypothesis for 
sediment-associated contaminants), and at the more complex community effects level (ex. 
evidence supporting stressor-response hypothesis for riparian degradation).  It also underscores 
that examining only one side of the spectrum of biological organization, or attempting to link a 
stressor most influential at one end of the spectrum to an endpoint at the opposite end can lead to 
a less comprehensive understanding of ecosystem condition and less robust results.   
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5.0 CHAPTER SUMMARY 
     Eco-epidemiological studies and subsequent risk assessments are both defined and limited by 
the spatial scale (geographic extent) of the study area of the assessment. Variation in stressor-
response relationships may be dependent upon study area scale. More localized characteristics 
may not be delineated when analyzing data on a large spatial scale, while large-scale patterns may 
not be delineated at a small scale.  In this study, the importance of geographic scale in the context 
of screening-level ecological risk assessment is evaluated both qualitatively and quantitatively. 
The sensitivity of WOE/WLR analysis to geographic scale was examined by comparing analyses 
for fish and invertebrate communities over a regional watershed (Great and Little Miami River) to 
a larger state (Ohio) scale.  Model fit was found to be negatively related to geographic scale, 
likely due to the increased generalization of multiple stressor-response relationships.  Within the 
watershed region, the watershed scale model attributed fish and invertebrate stress to a greater 
proportion of the study area (14% and 9% greater, respectively) compared with the state scale. 
For fish communities, the average relative influence of stress attributed to habitat degradation in 
urban and forested areas within the watershed region was 26% greater than at the state scale.  The 
average relative influence of agricultural run-off influence on fish community impairment in 
agricultural and forested areas within the watershed region was 9% greater than at the state scale. 
Variation in stressor influence between the watershed and state scales illustrate that optimal 
interpretation and management of ecological risk depends upon study area characteristics and 
data quality.  Higher uncertainty in invertebrate stressor-response relationships in agricultural 
land use illustrated current data limitations in the representation of agricultural stressors. 
 110
5.1 INTRODUCTION 
     Spatial scale pertains to the sample resolution or the geographic extent of a study or other 
general phenomenon (Johnson and Rodgers 2005).  This chapter focuses on geographic extent in 
examining the influence of spatial scale on the delineation of stressor-response relationships for 
Ohio.  Ecological processes operate at a wide array of geographic scales, from highly localized to 
regional and global (Thompson et al. 2001).  While many risk assessments focus on only one 
scale, this limits the information obtained about the various controlling mechanisms in an 
ecosystem (Leuven et al. 2002, Prusha and Clements 2004). The significance and influence of 
environmental stressors may vary based on the spatial scale of the study area, as stressors may act 
exclusively or differently upon different spatial scales.  For example, Parsons et al. (2004) 
reviewed a range of studies in the literature relating macroinvertebrate assemblages to different 
environmental factors and concluded that both local and large-scale influences were important 
and related hierarchically with one another.  The utilization and analysis of geospatial data as a 
means to evaluate the influence of spatial scale has been recommended for the advancement of 
ecological risk assessment (U.S. EPA Scientific Advisory Board 2007).   
     Processes acting at higher hierarchical scales (for example, geologic, geomorphologic, and 
climate scales) set the ecosystem limits for processes at lower scales (Leuven et al. 2002, 
Goethals et al. 2001). One example is the regional distribution of geologic soil parent material 
affecting the availability of metals in local surface waters. Calcium carbonate in soils acts as a 
buffer for acidic precipitation run-off, stabilizing the pH in receiving waters and limiting the 
bioavailability of metals. Examining stressors-response associations over a variety of scales may 
allow the delineation of scaling differences in stressor-response (Thompson et al. 2001).  
Attributes of biological response may differ depending upon the scale at which the stressor 
exposure is most influential.  This may be due to both unique conditions within a smaller study 
area compared to a larger area it lies within, as well as differences in the variation of both stressor 
and biological attributes at different scales which ultimately determine the significance of 
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stressor-response relationships.  Stressor variables representing large-scale variation, such as 
major changes in environmental conditions associated with land use gradients are more strongly 
related to large-scale spatial patterns of biological impairment.  At a smaller scale, these same 
explanatory variables lose predictive strength as important local variables become a dominant 
factor. Alternatively, the same variable may still be important and potentially even more 
predictive in its smaller-scale context.  Stressors delineated at a larger scale may therefore both be 
descriptive of trends dominating the large-scale study area, as well as proxy variables for 
conditions at the more local level (Parsons et al. 2004).   
     The use of geographic information systems (GIS) provides a useful means for conducting 
spatial database evaluations at differing spatial scales (Prusha and Clements 2004). Study area 
can be defined at different spatial scales in order to conduct and compare database evaluation 
results between scales. In a previous study by Dyer et al. (2000) with a related Ohio database, 
regression analyses were conducted for fish communities within the entire Great Miami River 
watershed as well as separate regression analyses for sub-basins within the watershed.  Stressor 
influence differed between the watershed model which was dominated by a habitat index variable 
and mean % effluent, and the sub-basin models which were dominated by individual habitat 
metrics and a variety of water chemistry variables (Dyer et al. 2000). Stressor-response 
relationships were also evaluated at the state scale. However the analysis approach at the state 
scale utilized clustering methods prior to regression analysis which grouped sites based on 
particular variables, and therefore the results were not as directly comparable to the watershed 
results.  Conducting a database evaluation at the state scale is particularly useful in the large 
amount of information generated from a single analysis.  However, comparing state-level results 
with spatially corresponding results from an evaluation conducted for a subset watershed region 
will provide an idea of how conservative or speculative analysis at the state-level may be.  
Additionally, state-scale stressor-response relationships provide information about large-scale 
trends, while regional-scale relationships provide information about processes acting upon 
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smaller scales and potentially unique to a specific region.   In this study, a GIS-based weights-of-
evidence/weighted logistic regression (WOE/WLR) methodology was applied to fish and 
invertebrate data for a regional watershed study area (Great and Little Miami River), as well as to 
a state-scale study area of Ohio watersheds.  The aim of this study is to evaluate the influence of 
spatial scale (geographic extent) on model results, including model fit, estimates of impairment, 
and stressor influence.  Examining trends between a watershed study area and a larger geographic 
region may illuminate differences in stressor dominance and influence that are useful in 
interpreting ecological relationships and potential risk.  
 
5.2 METHODOLOGY 
5.2.1 Model development 
     Models for Ohio developed in the previous chapter (Chapter IV) for fish community (IBI) and 
invertebrates (ICI) were utilized as the state-scale models in this study.  Models for fish and 
invertebrates were additionally developed at the regional watershed scale for the Great and Little 
Miami watershed area.  Model development procedures were identical to those detailed in 
Chapter IV, but were all initiated at the regional watershed scale. The watershed region spatial 
extent was defined via catchment delineation in ArcHydro (Maidement 2002) with a raster cell 
resolution of 0.25 km2, omitting catchments with no sample data available from the study area 
(Figure 5.1).  The respective 25th and 75th centiles for the index of biotic integrity for fish and 
invertebrate community index (IBI, ICI, OEPA 1995) were utilized to delineate impaired and 
non-impaired training point datasets. The distribution of biological condition scores in the Great 
and Little Miami watershed region was higher quality than Ohio as a whole (Figure 5.2), so 
biological impairment threshold scores for IBI and ICI were higher for the regional watershed 
compared with the state-level (a score of 34 versus 25 for IBI, and 35 versus 26 for ICI).  General 
land use classifications (urban, agriculture, and forest classifications using the National Land 
Cover Dataset 1992, U.S. Geological Survey) were applied to the study area to separate models 
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Figure 5.1:  Study areas for the state scale (blue) and the regional watershed scale (red) 
delineated for the WOE/WLR analyses.   
 
by dominant land use.   
     As with previous state-level models, eighteen physical and chemical potential stressors (Table 
3.1, Chapter III, WOE/WLR variables) were evaluated.  Collinearity diagnostics were performed 
on the database (results provided in Chapter III).  Stressor variable values were interpolated using 
nearest neighbor raster cell assignment to yield 18 variable rasters for each model study area.  
Jenk’s Natural Breaks algorithm in ArcGIS was used to reclassify each variable raster into 5 
value-range classes in order to provide a general variable gradient.  Weights-of-evidence (WOE) 
analysis (Sawatzky et al. 2004) was conducted for impaired and non-impaired training datasets 
with each reclassified raster to delineate potential stressor-response spatial associations.  Potential 
stressors were initially identified based on the presence of an inverse or unrelated trend between 
impaired and non-impaired training sites. Identified potential variable rasters were re-classified to 
binary rasters based on positive (1) and/or negative (0) spatial association with impaired sites.  
WOE analysis was conducted on the binary variables to compute the overall significance of  
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a. Invertebrate community (ICI) score distribution 
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Figure 5.2:  Sample distribution of a) fish community scores and b) invertebrate community 
scores for all Ohio samples, and samples within the Great and Little Miami River watershed 
region (GMLMR). 
 
the spatial associations, and variables significant at p<0.05 were entered as explanatory variables 
in a WLR analysis (Sawatzky et al. 2004).  One exception was the watershed-scale agricultural 
model for invertebrates, where no variable met this p<0.05 criteria in WOE analysis.  Instead of 
removing the model completely from the study, a model was developed from two variables which 
achieved p<0.20 for informational purposes. The weak significance level in this instance should 
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be considered when interpreting results.  For each land use and scale model, the locations of 
impaired sites throughout the study area were estimated using WLR analysis based on unique 
combinations of the binary stressor variables.  WLR model coefficients were used to rank the 
relative influence of stressor types by representing summed or individual coefficients as a 
proportion of the total sum.   
5.2.2 Geographic scale model comparisons 
     Model fit was determined for all land use and scale models by spatially joining all raw 
biological sample values with relative impairment probability estimates and computing rates of 
agreement.  Agreement was quantified by comparing biological sample values (0) above or (1) 
below the mean impairment threshold score for IBI or ICI, and model estimates (1) above or (0) 
below or equivalent to the mean impairment probability value, and was adjusted for chance 
agreement using Cohen’s Kappa statistic (SAS Statistical Package v. 9). The influence of 
geographic scale on model fit for fish and invertebrates was evaluated by plotting Kappa values 
along a geographic gradient of the land use models based on area (km2). 
     Geographic comparisons between the WLR impairment probability maps for the state scale 
and the watershed scale were evaluated by the creation of difference maps.  The geographic 
extent of the Great and Little Miami watershed region was first extracted from the state land use 
models to directly compare impairment predictions.  Impairment model rasters were reclassified 
into binary rasters based on impairment probability; 0 = below to mean impairment probability, 
and 1 = above mean impairment probability.  For both IBI and ICI, the watershed model raster 
was subtracted from the state-level model raster to yield a (-) difference map having attributes of 
matching (value of 0) and non-matching (value of -1 or 1) raster cells.  The model rasters were 
also added together to produce a second (+) difference map having attributes of matching non-
impaired (value of 0), non-matching raster cells (value of 1), and matching impaired raster cells 
(value of 2).  Both (-) and (+) difference maps were then symbolized to display four attributes of 
interest between the state scale and the watershed-scale models: 1) Study area where both scale 
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models predicted impairment, 2) Study area where both scale models predicted impairment, and 
3-4) Study area where one scale  model predicted impairment.  Land use-based plots showing the 
percentage of study area within these four categories provided another visualization of the data.           
     For each watershed and state-level land use model, WLR coefficients were summed by 
general stressor type (Table 3.1, Chapter III, WOE/WLR variables) to allow a direct comparison 
of relative stressor influence.  Watershed-specific stressor influence was also presented by 
plotting the magnitude increase in raw WLR coefficient values from the state-level to the 
watershed-level for individual stressor variables having stronger influence at the watershed scale, 
along with variables uniquely identified by the watershed scale.   
 
5.3 RESULTS AND DISCUSSION 
5.3.1 Spatial scale comparison of model fit and impairment prediction 
     Models delineating relative impairment probability for fish (Figure 5.3) and invertebrate 
(Figure 5.4) communities based on the regional watershed scale were compared with models 
developed using state-scale data.  The strongest model fit (as adjusted Kappa value) was the 
watershed-scale urban land use model for invertebrate communities (86% agreement, Kappa = 
0.53, p=0.0008), followed by the watershed-scale urban land use model for fish communities 
(76% agreement, Kappa = 0.52, p<0.0001).  Model fit generally improved from the state- level 
scale to the watershed scale (Table 5.1), a result consistent with the previous study by Dyer et al. 
(2000) on Ohio data which found that the explained variation in fish community integrity 
decreased as geographic scale (extent) increased.  Plotting the model fit (as chance-adjusted 
Kappa value) by total model study area (km2) for all models for both fish and invertebrates 
demonstrates that geographic scale is a strongly related to model fit according to a power law 
scaling relationship (Figure 5.5).  The anomaly to the trend was the watershed-scale agricultural 
model for invertebrate communities, which was the weakest model overall (Kappa = 0.12, p= 
0.06), but this is not surprising given that the model was technically insignificant as determined  
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          Below to Mean 1 – 3 Std. Dev. 
> 3 Std. Dev. 
Impairment Probability   
0 – 1 Std. Dev.  
Figure 5.3: Relative impairment probability maps for fish community condition (IBI) based on 
WOE/WLR analysis conducted at the scale of the Great and Little Miami watershed region (left), 
and the state of Ohio (right).   
         
 
Below to Mean 
Impairment Probability   
0 – 1 Std. Dev. 
1 – 3 Std. Dev. 
> 3 Std. Dev. 
Figure 5.4: Relative impairment probability maps for invertebrate community condition (ICI) 
based on WOE/WLR analysis conducted at the scale of the Great and Little Miami watershed  
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region (left), and the state of Ohio (right).   
 
Table 5.1:  Model fit statistics for the regional watershed and statewide (OH) scale WLR models 
for fish community (IBI) and invertebrate community (ICI). 
Land Use Endpoint 
Overall 
Agreement Kappa p-value N False + False - 
Forest IBI (GMLMR) 75% 0.42 <0.0001 157 18% 6% 
 IBI (OH) 73% 0.3 <0.0001 844 22% 5% 
 ICI (GMLMR) 79% 0.36 0.0006 82 10% 11% 
 ICI (OH) 75% 0.32 <0.0001 420 13% 11% 
Agriculture IBI (GMLMR) 74% 0.36 <0.0001 249 11% 15% 
 IBI (OH) 79% 0.26 <0.0001 912 16% 5% 
 ICI (GMLMR) 69% 0.12 0.06 159 9% 22% 
 ICI (OH) 76% 0.26 <0.0001 519 10% 14% 
Urban IBI (GMLMR) 76% 0.52 <0.0001 55 16% 7% 
 IBI (OH) 73% 0.41 <0.0001 291 19% 8% 
 ICI (GMLMR) 86% 0.53 0.0008 35 6% 8% 
 ICI (OH) 70% 0.34 <0.0001 190 13% 17% 
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Figure 5.5: Model fit (as chance-adjusted Kappa value) as a function of geographic scale (study 
area size) for all models evaluated in the study (land uses and spatial scales) for fish and 
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invertebrate communities. Optimal trend lines (based on R2) were fit to the plotted data. The 
watershed-scale agricultural land use model was not included in the invertebrate model trend 
line. 
 
by the WOE analysis.  The general scaling trend with (Figure 5.5) can likely be attributed to the 
increased variability in eco-regional characteristics (such as geology, associated geochemistry, 
topology, and vegetation) going from a smaller geographic scale to a larger scale, as well as the 
increase in potential anthropogenic stressor sources at a large geographic scale.   
     While geographic scale appears to be a strong predictor of model fit (Figure 5.5), it is likely a 
surrogate for ecological and anthropogenic variability as well as data quantity and quality.  
Stressor-response patterns, land use patterns used to structure the analysis, and data sample size 
are the direct determinants of model fit.  The relationship between model fit and geographic scale 
may therefore be useful in estimating the general effect of altering study area size on overall 
model fit, but model fit should not simply be considered an artifact of analysis scale.  A decrease 
in model fit with increasing geographic scale is intuitively expected as the representation of 
complex environmental conditions and relationships becomes more generalized and composited.  
However, limitations in data quantity and/or data quality in relation to the representation of 
important stressors for a specific region may cause deviation in this relationship. For example, the 
lack of significant stressor-response associations delineated for invertebrates in the watershed-
scale model for agricultural land use resulted in a poorer model fit than would be expected based 
on geographic scale (Figure 5.5).  In this case, more generalized representation of agricultural 
stressor-response relationships at the state scale provides better model fit (76% agreement, Kappa 
= 0.26, p<0.0001) compared with the watershed scale (69% agreement, Kappa = 0.12, p= 0.06).   
     Impairment prediction difference maps (Figure 5.6) and land use-based plots (Figures 5.7 and 
5.8) illustrate the general comparisons for impairment estimates for the watershed region based  
on the state scale model and the regional watershed scale model.  Differences in impairment 
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     a.) Fish community (IBI)           b.) Invertebrate community (ICI) 
       
 
 
     .) i  it  ( ) 
State only impaired 
Watershed only impaired 
Both Non-impaired Impairment Prediction:   
Both Impaired 
Figure 5.6: Difference maps for a) fish communities and b) invertebrate communities, displaying 
geographic patterns of agreement and disagreement in impairment prediction for the Great and 
Little Miami River watershed study area between the state scale model and the regional 
watershed scale model. 
 
probability reflect scale-dependent differences in stressor patterns and biological condition.      
Overall, an average of 75% of the Great and Little Miami watershed study area had consistent 
prediction of “impaired” or “non-impaired” fish community condition between the regional 
watershed and state model scales, and an average of 77% of the study area had consistent 
prediction of invertebrate community condition.  A large proportion of the agreement, particularly 
in agricultural land use, was due to “non-impaired” predictions (below or equivalent to the 
modeled mean impairment probability) consistent between the watershed and state scale models 
(Figures 5.7 and 5.8).  When only comparing the area delineated as impaired by one or both 
model scales, larger differences where present between them.  For fish communities, the  
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Figure 5.7: Fish community impairment prediction by land use area for the Great and  
Little Miami Watershed study area, as predicted by the regional watershed scale model  
and the state scale model. 
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Figure 5.8: Invertebrate community impairment prediction by land use area for the 
Great and Little Miami Watershed study area, as predicted by the regional watershed 
scale model and the state scale model. 
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watershed-scale model classified 14% more of the watershed study area as impaired compared 
with the state-scale model, with higher proportions of urban and agricultural study area 
designated as impaired (Figure 5.7).  The total proportion of the watershed area predicted as 
having impaired fish community condition (by one or both scale models) was equal (40%) for 
forest and urban land use (Figure 5.7). This is different from previous comparisons of forest and 
urban land use for the entire state (Figure 4.6, Chapter IV) where forest land use consistently had 
the lowest proportion of estimated impaired area compared with other land use types. This may 
be due to the fact that the Great and Little Miami River watershed region is characterized by more 
fragmented forest cover when compared with Ohio as a whole (USGS 2005) which may be more 
susceptible exposure to anthropogenic stress (examined further in Chapter VI). This higher 
proportion of impairment in forest land use in the watershed region was not observed for 
invertebrate communities (Figure 5.8).  However, the proportion of forest study area estimated as 
having impaired invertebrate community condition by only the watershed-scale model was twice 
as high as for the state-scale model (14% versus 7% Figure 5.8), which is additional evidence of 
greater effects within forest area of the watershed region compared with forest areas statewide.      
5.3.2 Spatial scale model comparisons of stressor influence 
     In urban land use, the relative influence of habitat on fish community condition (based on 
WLR model coefficients, Figure 5.9a) was 22% greater at the watershed scale model compared to 
the state scale model. Cumulative habitat stress had the highest relative influence on fish 
communities at both scales in urban land use compared to other stressor types.  Mean % effluent 
was the most influential individual urban land use variable for fish communities at both scales 
(Table 5.2), with 8% higher relative influence at the watershed scale compared to the state scale 
(Figure 5.9a).  Substrate and riffle habitat were identified as other top individual fish community 
stressor variables for urban land use area by the watershed model, while channelization and urban 
run-off were determined to be top fish community stressor variables at the state scale (Table 5.2).  
The variation in stressor influence between the state and watershed models may provide evidence  
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b.) Agricultural land use 
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c.) Forest land use 
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Figure 5.9 (a-c): WLR model influence (% total increase in impairment odds) by general  
stressor type for land use models for the statewide (OH) model and the regional  
watershed (Great and Little Miami River) model for fish and invertebrate communities. 
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Table 5.2:  Top three individual stressor variables for the regional watershed scale and state 
(Ohio) scale WLR models for fish (IBI) and invertebrate (ICI) communities based on individual 
WLR coefficients (βx). ** = p<0.05, * = p<0.10. Full WOE/WLR results in Appendix D-1.   
Land Use  Model Rank Individual Stressor βx 
Urban IBI (GLMR) 1 % Effluent 1.63**
  2 Substrate Habitat 1.38**
  3 Riffle habitat 0.92 
 IBI (OH) 1 % Effluent 0.98**
  2 Channelization 0.90**
  3 Urban Run-off 0.60* 
 ICI (GLMR) 1 Riffle habitat 1.85* 
  2 Suspended solids 1.47* 
  3 Hardness 1.25* 
 ICI (OH) 1 Riffle habitat 1.82* 
  2 pH 1.09**
  3 Channelization 0.77* 
Agriculture IBI (GLMR) 1 % Effluent 1.57**
  2 Riparian habitat 0.75**
  3 Agri. Run-off 0.61**
 IBI (OH) 1 pH 0.75**
  2 % Effluent 0.74**
  3 Urban Run-off 0.60**
 ICI (GLMR) 1 Agri. Run-off 0.92 
  2 Dissolved oxygen 0.66 
  3 n/a  
 ICI (OH) 1 % Effluent 0.87* 
  2 Hardness 0.76**
  3 Dissolved oxygen 0.47**
Forest IBI (GLMR) 1 % Effluent 1.50**
  2 Cover habitat 0.62 
  3 Agri. Run-off 0.61 
 IBI (OH) 1 Urban Run-off 1.67**
  2 Dissolved oxygen 1.03**
  3 Hardness 0.97**
 ICI (GLMR) 1 Suspended solids 3.17**
  2 Metals/Ammonia 1.46**
  3 n/a  
 ICI (OH) 1 % Effluent 1.89**
  2 Urban Run-off 1.76**
  3 Substrate habitat 0.54**
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of stressors operating (i.e. most influential) at different spatial scales (Figure 5.10 a-f).   Flow 
alterations as a result of channelization promote local habitat loss (OEPA 2005). While the 
associated response in fish communities in urban land use at the state scale may best spatially 
relate to variation in channel quality (which fluctuates on a broader spatial scale than many other 
habitat characteristics), at the smaller watershed scale more localized habitat variables, such as 
riffle habitat, become comparatively more influential.  Additionally, while the state scale model 
identified urban run-off as one of the top fish community stressors in urban areas (Table 5.2), the 
stronger influence of substrate quality identified by the watershed model may to some extent 
represent a more specific exposure pathway for contaminants contributed by urban run-off, as 
silt-dominated, embedded substrate can act as a sink for sediment contamination and associated 
toxicity (Tucker and Burton 1999).  The other individual stressor which increased in influence at 
the watershed scale was pH (Figure 5.10a), which may act as a proxy for the bioavailability of 
metals and other contaminants. 
     Riffle habitat was identified as the most influential individual stressor variable for invertebrate 
communities in urban land use at both the watershed scale and the state scale at similar 
coefficient magnitudes (βx = 1.85 watershed, βx = 1.82 state, Table 5.2), indicating that this 
habitat requirement has consistently high influence on the spatial pattern of invertebrate 
community stress at both geographic scales. The consistency of the influence of riffle habitat 
between scales may be in part due to the localized habitat range of invertebrate communities, and 
the local nature of the riffle habitat variable compared with other habitat factors.  Water chemistry 
had a 39% greater influence on invertebrate impairment at the watershed scale compared to the 
state scale model (Figure 5.9-b), with total suspended solids and hardness identified as top 
individual watershed-scale invertebrate community stressors along with riffle habitat (Table 5.2).  
The stressor influence of suspended solids for invertebrate communities in urban areas in the 
Great and Little Miami River watershed has been documented (Burton et al. 2005, USGS 2005, 
IEQ 2003), providing supporting evidence that this stressor is representative of ecological  
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Figure 5.10 (a-f): Individual stressors which increased in influence from the state to the 
watershed scale, shown as magnitude of increase in the raw WLR coefficient values. 
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quality issues more specific to the watershed region than compared to the state as a whole. 
     In agricultural land use, the influence of agricultural run-off on both fish and especially 
invertebrate communities was higher (8% fish, 58% invertebrates) in the watershed model 
compared to the state scale model (Figure 5.9-b, Figure 5.10, c-d), supporting previous 
assessments which have indicated that stress from agricultural land use is relatively greater in the 
Great and Little Miami watershed region compared with a number of other geographic regions 
(USGS 2005).  The insignificance of variables in the watershed agricultural model for 
invertebrates should be considered in model interpretation.  However, the 10% increase in the 
relative influence of agricultural run-off from the state to watershed level for fish communities in 
forest land use (Figure 5.9 b-c) in addition to the previously noted results for agricultural land use 
indicates that agricultural run-off is likely a source of watershed stress.  More specific exposure 
estimates of nutrient enrichment, bioavailability of agricultural chemicals and their associated 
degradation products, and potential effects of temporal variability (seasonal, storm-related, 
diurnal) and other factors may likely yield an improved agricultural model for invertebrates. 
However, data of this more specific nature are currently unavailable.  More specific examination 
of invertebrate community attributes such as % tolerant species and sensitive species may also 
provide more robust results at the watershed scale.  Additionally, the use of a Hester Dendy 
sampling technique for invertebrates (OEPA 1989b) may reduce the sensitivity of the analysis to 
habitat effects as artificial substrate normalizes local habitat condition to an extent.  This impacts 
invertebrate analysis sensitivity to habitat stress at both the state and watershed scales, but as the 
watershed scale model is more reflective of specificity of stressor-response relationships it would 
therefore be more impacted by this sampling issue than the state scale model.   Supporting this 
case is the finding that the relative % influence of habitat stress on invertebrate communities was 
greater for the state-scale model (mean 34%) compared to the watershed scale model (mean 14%) 
over all land use types (Figure 5.9 a-c).   
     Similar to the urban land area models, mean % effluent had a strong relative influence on the  
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spatial distribution of impaired fish community sites in agricultural and forest land use, with a 
20% mean increase in relative influence from the state to the watershed scale model (Figure 5.9 
b-c).  Also similar to the urban land area models, urban run-off was identified as a stressor in the 
state-scale fish community models in agricultural and forest land use, but not in the 
corresponding watershed models. The relative influence of riparian habitat delineated by the 
watershed model for fish communities in agricultural land use increased by 11% compared to the 
state model (Figure 5.10-c), and the relative influence of total suspended solids in the watershed 
models for fish communities also increased compared to the state model for agricultural (12% 
increase, Figure 5.10-c) and forest land use (11% increase, Figure 5.10-e).  Riparian habitat and 
suspended solids may represent run-off at a more local scale than the urban run-off variable, and 
therefore be more associated with fish response at the smaller scale of the watershed.  An 
observed increase in the influence of total suspended solids in forest land use from the state scale 
to the watershed scale was even greater for invertebrates (68% increase, Figure 5.10-f), and may 
be related to the susceptibility of fragmented forested areas in the watershed to effects from urban 
and agricultural development and associated run-off.  The only watershed-scale model that 
delineated metals/ammonia toxicity as a significant stressor was the watershed-scale forest land 
use model for invertebrates.  This result may represent both proximity to industrial point-sources 
(which is decreased by forest fragmentation) and localized historical contamination, and the 
metals/ammonia variable is likely spatially related other un-sampled contaminants as well.      
5.3.3 Integrated applications of geographic scale  
     While evaluating data at a smaller scale may provide more specified stress hypotheses in some 
cases, the obvious downside to a smaller-scale study is a smaller available sample size, and 
consequently the potential for less robust results in some cases. In this particular study sample 
size was not a limitation, as sample resolution (sample size/study area) actually increased from 
the state scale to the watershed scale.  If a stressor unique to a particular study area is not 
represented in the data source either at all, or by proxy is not represented at a resolution adequate 
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for delineating spatial association, then results at the smaller scale will be less robust and less 
useful.  When possible, conducting an analysis at multiple scales may provide a clearer 
representation of stress at the most local scale, as larger-scale stressor-response associations may 
provide site information that is lost at a smaller-scale, and smaller-scale associations can provide 
insight into specific stress sources unique to a smaller area or at a greater level of detail than 
possible in larger-scale assessments.   From a management perspective, the importance of 
assessment results on remediation or regulation strategies depends on the scale of management 
efforts.  For example, watershed managers responsible for a small watershed area or region may 
rely most heavily on smaller-scale assessment results, while others responsible for prioritizing 
management goals at the state level would pay most attention to state-level findings.  However, 
the ability for state-focused initiatives to be supplemented and refined by examining a smaller 
scales, and conversely the ability to better understand small-scale results in the greater context of 
larger geographic trends is likely a highly useful asset to management efforts.  The integration of 
database evaluations conducted at two or more geographic scales (Figure 5.11) is therefore a  
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Figure 5.11:  Schematic of the integration of various geographic scales in the context of the use 
and interpretation of geographic scale in the development of management objectives.   
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useful exercise when possible.  As geographic scale increases, information unique to the 
watershed or sub-watershed may be lost, while as geographic scale decreases, information 
relevant to the large-scale processes which determine local characteristics is reduced.  Examining 
stressor-response relationships in the context of multiple scales allows for this both complex and 
useful information to be organized and more clearly interpreted.  While hypothesizing larger-
scale effects based on local data relationships is certainly possible and is part of common practice, 
the ability to provide a complementary quantitative representation of large-scale effects is a 
powerful supplement to hypotheses based on expert judgment.   
     Another potential use for multi-scale studies is the potential extrapolation to temporal trends.  
Hierarchical spatial and temporal scales are often closely linked, as ecological patterns and 
processes over large spatial scales generally act on large temporal scales, and processes acting on 
small spatial scales act at small temporal scales (Leuven et al. 2002). The generally large spatial-
scale of eco-epidemiological studies allows for ecological patterns to be analyzed over a number 
of smaller spatial scales, and the link between space and time scales of ecological processes 
allows for some subjective extrapolation.  This is especially useful as temporal variability is often 
poorly represented by monitoring programs, and adequate time-series data for applied statistical 
analysis is generally rare.  In the context of the development of management objectives, 
determining the effectiveness of remediation programs may rely on delineating stressor-response 
relationships at the appropriate scale, as long-term patterns in recovery may be best delineated at 
large geographic scales, and short term recovery may be optimally detected at smaller scales.   
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6.0 CHAPTER SUMMARY 
     Land use is a highly influential determinant of the nature and severity of ecological 
impairment over a landscape. Large-scale diagnostic assessments incorporating dynamic spatial 
land use patterns and processes allow for the delineation of stressor-response associations 
dependent upon the nature and intensity of land use. This study quantitatively describes complex 
spatial land use properties of forests and urban areas of Ohio using various classification 
approaches, including size-frequency land use patterns.  GIS-based weights of evidence and 
weighted logistic regression (WOE/WLR) analysis was applied to classified land use study areas 
to compare the spatial association of fish community impairment to a range of physical and 
chemical stressors.  Differences in stressor influence were observed between land use 
classifications which could be related to differences in land use processes and pressures.  Natural 
landscape properties and geography dominated stressor-response relationships in large forests, 
with water chemistry factors such as dissolved oxygen, hardness, and pH accounting for a total of 
69% of the estimated stressor influence.  Impairment in smaller fragmented forests was most 
strongly associated with more anthropogenic stress such as habitat degradation and urban run-off 
(45% and 38% of stressor influence, respectively). The relative influence of habitat was greatest 
in small urban areas (40%), while the relative influence of % effluent and metals/ammonia 
toxicity was greatest in large urban areas (20% and 32%, respectively).  Riparian degradation was 
most influential in high-intensity and large urban areas.  This study demonstrates how land use 
classification may improve the interpretation, and management of ecological risk through the 
analysis and integration of complex spatial patterns of landscape and ecosystem properties. 
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6.1 INTRODUCTION 
     As landscape structure is increasingly altered by anthropogenic activity, the importance and 
influence of human land use has become a significant factor in determining the structure and 
condition of ecological communities.  Changes in land use can alter a number of environmental 
variables including water quality, temperature, sunlight, and sedimentation within affected 
watersheds (Archer and Malcom 2002).  As sediment transport accounts for the majority of water 
chemistry parameters such as phosphorous, manganese, lead, iron and aluminum in aquatic 
systems (Walling and Fang 2003), major shifts in rates of non-point source run-off to a receiving 
ecosystem due to increased anthropogenic activity can drastically alter water and sediment quality 
leading to changes in ecological structure and attributes.  Ongoing evolution and adaptations may 
influence differences in community sensitivity among established land use types based on the 
variance in environmental conditions between the land use types (Thompson et al. 2001). 
Additionally, some stressors may be exclusive to conditions in a particular land use type, and 
when stressor-response associations are analyzed over all land use types their isolated influence 
may fail to achieve statistical significance.     
     In the eco-epidemiological analyses in previous chapters applying GIS-based weights of 
evidence and weighted logistic regression (WOE/WLR) to environmental data in Ohio, it has 
been observed that general dominant land use (general classifications derived from the National 
Land Cover dataset, USGS/EROS Data Center) have an impact on the relative influence of 
different stressor types determined from modeling.  For example, fish community impairment 
across the state of Ohio was associated with elevated toxicity from metals and/or ammonia in 
study area dominated by urban land use, but this association was not found in rural study area 
dominated by forest or agricultural land use (Chapter IV).  Developing separate models for 
different land use types acknowledges that varying complex environmental conditions (physical, 
chemical, biological) associated with different land use pressures result in different dominant 
stressor-response relationships and associated spatial patterns of biological status for different 
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land use types.  While the merit of defining different standards of good or impaired biological 
condition based on land use is a topic for further debate and research,  the use of separate land use 
models using a consistent standard of biological condition allows for land-use specific stressor-
response relationships to be delineated.  This is especially useful when trying to use statistical 
relationships to determine potential stressors in rural areas, as biological impairment is often more 
strongly associated with urbanized areas. This association may reduce the ability to detect and 
characterize stressor-response associations outside the urban areas.  While general land use 
classifications (urban, agriculture, forest) have been informative in the analyses of previous 
chapters, in this study the use of more specific land use classifications are explored for the 
delineation of eco-epidemiological relationships by WOE/WLR analysis.  Specific land use 
classifications may be based upon spectral analysis of satellite imagery such as classifications 
defined by the National Land Cover dataset (NLCD, USGS/EROS Data Center) which represent 
dominant material composition of cover for a land area (such as vegetation types or impervious 
surfaces), or they may be based upon other properties of available land use data such as spatial 
patterns and characteristics.   
     Spatial patterns of land use are highly complex across a statewide landscape and are driven by 
the fragmentation (loss) and aggregation (growth) rates and patterns of different land use types as 
a result of numerous complex anthropogenic and natural activities acting upon the landscape.  
The degree of fragmentation of forest land area, represented as measures relating to reduced 
connectivity (and therefore size) of forest clusters, is a an important determinant of the exposure 
of aquatic communities within these forested areas to environmental stress, altering ecosystem 
inputs and potentially limiting ecological resilience (Thompson et al. 2001, Leuven et al. 2002, 
Kupfer 2005). Complex processes such as fragmentation and urban development over a landscape 
may be described quantitatively using the cumulative size-frequency distribution of land use area 
over the extent of a landscape (Hastings 1992, Sugihara and May 1990).  The cumulative size-
frequency distribution has been used to examine the properties of numerous types of data, such as 
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trees, earthquakes, oil fields, and cities (Newman 2005).  In the context of land use patterns, the 
cumulative size-frequency distribution describes the number of homogeneous land use clusters of 
size Ai or greater for each value of Ai.  
     When the cumulative size-frequency distribution follows a power law (Eq. 6.1), it is 
considered fractal (Barton and LaPointe, 1995) and is known as a Pareto distribution, with a 
Pareto exponent z (Newman 2005).   
Eq. 6.1   NA = A
-z   
Previous studies using the cumulative size-frequency distribution to examine land use patterns 
observed in the real world include the distribution of forest clusters (Hastings 1992), which found 
that the Pareto exponent (z) for forests ranged from 0.5 – 0.8 (the value of z is in this case was 
termed the “Korcak” forest patchiness exponent, indicating the degree of forest fragmentation). 
Previous examination of the Pareto distribution for sizes of a range of cities throughout the world 
yielded a z-value of ~1.85 (Sole and Goodwin 2000).  A power law distribution in a cumulative 
size-frequency distribution is evidence of self-similarity, where the distribution is the same at all 
scales (Sole and Goodwin 2000). The value of the power law exponent (Pareto exponent z) may 
be considered dependent on the nature of the process determining the distribution (Pascual et al. 
2002). In land use processes, the presence of a power law indicates scale-invariance in the data, 
and the value of z may provide an indication of the intensity of the process(es) acting upon the 
land use pattern (such as aggregation and fragmentation). When a cumulative size-frequency 
distribution plotted in log-log scale follows a power-law, it is considered fractal (Barton and 
LaPointe, 1995) with consistent properties over the range of spatial scales (area) over which the 
power law holds. Divergence of power laws (defined by a change in the slope, z) at a particular 
spatial scale indicates a change in the nature or intensity of the process shaping the data patterns 
(Pascual et al. 2002).   
     Separating cumulative size-frequency distributions for forest and urban land use areas across 
the state into separate size classes based upon a divergence of power law trends at a particular 
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size may allow the different properties and intensities of forest fragmentation and urban 
development and their associated effects on stressor-response relationships to be examined using 
eco-epidemiological analyses.  In this study, in addition to specific NLCD land use 
classifications, small and large-sized forest and urban areas were delineated based on diverging 
power law trends in their corresponding cumulative size-frequency distributions. Eco-
epidemiological models for fish community impairment based on environmental data were 
created for the small and large land use areas.  The “small” and “large” terminology could be 
substituted with “fragmented” and “unfragmented”; however since fragmentation is commonly a 
landscape term applied uniquely to forests (not urban areas) and a variety of other measures and 
concepts may be used to describe forest fragmentation, size-based descriptive terms are used for 
the land use classifications based on cumulative size-frequency distributions in this study.  It is 
expected that stressor-response associations and related stressor influence will differ between 
small and large forest areas, and between small and large urban areas.  These associations may 
provide insight into anthropogenic and natural processes acting upon the landscape that determine 
the properties of these land use patterns, which could improve understanding of eco-
epidemiological relationships and guide further research and management strategies. 
 
6.2 METHODOLOGY 
6.2.1 Model development and study area delineation  
     General methodology was similar to previous chapters, with additional protocol added for land 
use classification.  An Ohio environmental dataset from 1990-95 integrating Ohio EPA biological 
sample data with various environmental monitoring and modeled data (sources listed in Table 
3.1, Chapter III) was utilized as the basis for the delineation of spatial eco-epidemiological 
relationships in this study.  One exception was that % effluent at low flow (as opposed to mean 
flow) was examined in the forest study due to differences in method protocol at the time of the 
particular study.  Fish community condition represented by the index of biotic integrity (“IBI”, 
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OEPA 1995) was utilized as the biological assessment endpoint in this study.  General 
impairment and non-impairment training point datasets were created for IBI based on based on 
the 25th and 75th centiles of the distribution of IBI values across the state, respectively.  An overall 
study area extent for Ohio was defined by catchment delineation using ArcHydro (Maidement 
2004) consisting only of catchments containing Ohio EPA fish community sample data.  The 
delineated study area extent was utilized to extract land use-specific study areas with a resolution 
of 0.25 km2. Eco-epidemiological models were developed based on seven specific land use study 
area classifications, including 1) small forest areas, 2) large forest areas, 3) small urban areas, 4) 
large urban areas, 5) low-intensity urban development, and 6) high-intensity urban development, 
7) row-crop agriculture (evaluation of this land use was limited to a pesticide proxy variable).  
Land use classification procedures are detailed as follows.   
6.2.1.1 Specified land use classification by cumulative size-frequency distribution 
     Forest and urban land use classifications were selected and analyzed to produce forest and 
urban cumulative size-frequency distributions based on contiguous land use patterns.  Forest land 
use categories (41, 42, 43) and urban development land use categories (21, 22, 23) from the 1992 
National Land Cover dataset (NLCD, USGS/EROS Data Center) corresponding with the time 
frame of the environmental sample data for Ohio were sampled at a model study area resolution 
of 0.25 km2.  For each land use type, area calculations were generated for contiguous land use 
clusters (i.e. raster cells of the same land use type sharing a contiguous border). The frequency of 
land use clusters of each size (area) was calculated using Spatial Statistics and Analysis tool 
scripts (ArcGIS), rounded to the nearest integer when necessary, and this output was ranked from 
largest to smallest area to compute the cumulative frequency of each cluster size.  
     The cumulative size frequency was then plotted by area (km2) in log-log scale for both forest 
and urban land use, respectively.  The plots were observed for a potential power law trend, and 
for a potential divergence point in the trend to delineate small and large forest and urban land use 
cluster ranges.  While the theory of power law divergence based on dominant process changes at 
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one or more scales is widely accepted, there is no standard method for determining the point(s) of 
divergence, with different approaches utilized in the literature ranging from moving-window type 
approaches (Krummel et al. 1987, Bernston et al. 1997) to more complex model-fitting exercises 
(Ferrarini et al. 2003, Borroughs and Tebbens 2002).  In this study, a simple moving-window 
type approach based on model fit (expressed by R2) was employed to delineate small and large 
size categories for forest and urban land use.  Starting with the smallest area cluster sizes, the 
cumulative R-square value for a fitted power law trend line was computed and plotted over the 
entire range of values. The point at which the R-square started the steepest decline was chosen as 
the value separating small and large size categories.  It should be noted that the land use data is 
certainly more complex and could be broken into multiple size-based groups, however a general 
estimation of two size-based (small and large) groups was sufficient and practical for the 
purposes of this study.  Forest land use in Ohio separated into small and large cluster sizes at an 
area of approximately 40 km2 (Figure 6.1) which was used to delineate two forest model study 
areas (Figure 6.2).  Many of the large forest clusters delineated represented protected areas such 
as state parks in the eastern part of the state, which are also areas of higher topography.  Urban 
land use in Ohio divided into two size groups at a value of approximately 120 km2 (Figure 6.3), 
which separated smaller urban area clusters from large urban centers such as Cincinnati, 
Cleveland, and Columbus (Figure 6.4).  The land use rasters were then extracted by the delineated 
catchments containing environmental sample data to produce model study areas.   
6.2.1.2 Specified land use classification by National Land Cover Dataset categories 
 
     Urban land use was also represented as urban intensity using classifications provided by the 
National Land Cover dataset classification scheme (NLCD 1992, USGS/EROS Data Center).  
Low-intensity (category 21) and high-intensity (categories 22 and 23) classifications based on 
percentage of constructed material ground cover (impervious surface) (NLCD 1992, 
USGS/EROS Data Center) were utilized to produce low-intensity and high-intensity urban model 
study areas.  The NLCD category for row crop agriculture (category 82) was also utilized as a  
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Figure 6.1:  Cumulative size-frequency distribution for forest land use areas in Ohio, with small 
and large area scales shown with separate power law trends fitted to the data. 
 
                                               
 
Figure 6.2:  Spatial representation of small (red) and large (green) forest land areas in Ohio  
based on cumulative size-frequency distribution-based classifications shown in Figure 6.1.  These 
two classifications were used as separate model study areas for WOE/WLR analysis. 
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Figure 6.3:  Cumulative size-frequency distribution for urban land use areas in Ohio, with small 
and large area scales shown with separate power law trends fitted to the data. 
 
 
                             
 
 
Figure 6.4:  Spatial representation of small (light) and large (dark) urban land use areas in Ohio  
based on cumulative size-frequency distribution-based classifications of contiguous urban areas 
shown in Figure 6.3.  These two classifications were used as separate model study areas for 
WOE/WLR analysis. 
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Figure 6.5:  High-intensity and low-intensity urban land use areas in Ohio based on impervious 
surface classification from the National Land Cover Dataset (NLCD 1992, USGS/EROS Data 
Center). These two classifications were used as separate model study areas for WOE/WLR 
analysis. 
 
model study area following the same procedure for a limited more evaluation, described shortly.   
6.2.2 Model development 
     Consistent with previous Ohio models (Chapters III and IV), 18 physical and chemical 
potential stressor variables (Table 3.1, Chapter III) were evaluated for collinearity (results 
provided in Appendix B-1) and stressor variable values were interpolated using nearest neighbor 
raster cell assignment to create 18 corresponding stressor rasters for each model study area 
matching the model study area resolution of 0.25 km2.  Variable rasters were reclassified into 5 
value-range classes (low to high) using Jenk’s National Breaks algorithm (ArcGIS).  For each 
land use model study area, weights-of-evidence (WOE) analysis (Spatial Data Modeler for 
ArcGIS, Sawatzky et al. 2004) was conducted to delineate the spatial association between both 
the impaired and non-impaired fish community training site datasets with each reclassified 
 141
stressor raster.  A limited analysis was conducted for row crop agriculture land use area in which 
the pesticide exposure proxy variable (Table 3.1 Chapter III “WARP” estimate, Larson and 
Gilliom 2001) was evaluated to determine if the variable would achieve significance by focusing 
within this specific land use classification.  For all other specific land use areas in this study (six 
forest and urban classifications), all eighteen stressor variables were evaluated.  Potential 
stressors were selected from the WOE analysis results for further evaluation based on the 
presence of an inverse or unrelated trend between training site datasets, and were then re-
classified to binary rasters based on the value(s) positively (1) and/or negatively (0) associated 
with impaired sites (example shown in Figure 4.1, Chapter IV).  The significance of the binary 
rasters was determined by conducting an additional WOE analysis to directly compute the spatial 
association between the binary variables and impaired sites, and binary variables significant at 
p<0.05 were subsequently utilized as explanatory variables in a WLR analysis (ArcSDM for 
ArcGIS 9, Sawatzky et al. 2004).  Six land use WLR models (two forest and four urban land use 
classifications) were created.  The WLR models estimated the relative probability of the 
occurrence of impaired sites for raster cells within each land use study area based on unique 
combinations of the binary stressor variable rasters.  For each WLR model, coefficients were 
generated for each variable, which were utilized to rank the relative influence of stressor variables 
on the estimated spatial distribution of impaired sites.  As in previous chapters, model fit for each 
land use model was determined by spatially joining the full distribution of biological condition 
(IBI) values to the estimated impairment probability values and determining measures of 
agreement for observed IBI values above and below the impairment threshold and estimated 
modeled probability values above and below the mean probability value.  Agreement measures 
were also adjusted for chance agreement utilizing Cohen’s Kappa statistic (SAS Statistical 
Package v. 9).   
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6.3 RESULTS AND DISCUSSION 
6.3.1 Forest land use models 
     Mapped fish community impairment probability estimates for small and large forests showed 
the highest impairment probability located in small forests in close proximity to major urban 
areas of Ohio, as well as in a large forest-dominated area of southeastern Ohio where coal mining 
operations are located (Figure 6.6).  Model fit ranged from 72% agreement (Kappa 0.21, 
p<0.0001) for small-size forests, to a weak model agreement of 50% (Kappa value insignificant) 
fit for the model for large-size forests which predicted a high number of false positives (45% of 
observed biological values).  The average IBI score for the false positives was a score of 38, with 
78% of false positive IBI scores falling below 45. The weak model fit for large forest areas may 
be in part a result of a low sample size of impaired (IBI<25) sites in this large geographic area 
(n=30), as well as general deficiencies in the explanatory power of the available variables on 
biological quality in this study area. It is also important to note when interpreting the model fit 
statistics that they are a conservative test of model strength, as the full range of biological (IBI) 
values are utilized to test models derived from a smaller subset (25th and 75th training point 
datasets) of the data.  To illustrate this point, when computing the same model fit statistics for the  
large forest model using only the IBI values utilized as discrete training point datsets (≤ 25 and > 
45) as opposed to the full range of values, model fit greatly improves and is statistically 
significant (66% agreement, Kappa value = 0.33, p<0.01), and the false positive error rate is 
reduced by over half. This approach is likely a more accurate expression of technical model fit. 
However, since statistical significance of the spatial association of individual stressor variables 
with training sites is already established in WOE analysis, the quantification of how strongly the 
WLR model predicts impaired condition compared with other levels of biological quality is of 
practical use for characterizing and interpreting ecological risk.  Therefore, while the model for 
large forest areas is comparatively weaker to the model for small forest areas with a greater 
tendency to overestimate the occurrence of impairment, the impairment probability estimates and  
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Table 6.1:  Model fit statistics for all land use-specific WOE/WLR analyses.  CSF = Cumulative 
size-frequency distribution classification, NLCD = National Land Cover dataset classification. 
Land Use Model 
Overall 
Agreement Kappa p-value N False + False - 
Small Forest (CSF) 72% 0.21 <0.0001 483 23% 5% 
Large Forest (CSF) 50% 0.08 0.11 174 45% 5% 
Small Urban (CSF) 67% 0.26 0.0002 154 28% 5% 
Large Urban (CSF) 54% 0.07 0.49 92 23% 23% 
Low-intensity Urban (NLCD) 70% 0.32 0.001 94 22% 7% 
High-intensity Urban (NLCD) 71% 0.43 <0.0001 181 24% 5% 
 
 
 
                            Below to Mean 1 – 3 Std. Dev.  Impairment Probability   
> 3 Std. Dev. 0 – 1 Std. Dev.  
 Other land use 
 
Figure 6.6:  Fish community impairment probability map for forest land use in Ohio (small and 
large forest models displayed together normalized by standard deviations) delineated by 
WOE/WLR analysis.  Catchment boundaries defining the study area extent area are also shown. 
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Figure 6.7:  Comparison of stressor influence (by general stressor type) on the relative  
probability of fish community impairment delineated by WOE/WLR analysis for small and large 
forest land use areas classified based on the cumulative size-frequency distribution (CSF). 
 
 
particularly the stressor-response associations the model is based upon still provide useful 
information.   
     Examining relative stressor influence for each forest model by general stressor type (Figure 
6.7) and top individual stressors (Table 6.2) revealed that habitat degradation, followed by urban 
run-off constituted the greatest proportion of the estimated stressor influence small forest areas 
(44% and 38%, respectively), while water chemistry was the most influential type of stress 
associated with fish community impairment in large forest areas (69% relative influence).  This 
finding provides evidence that while habitat condition and preferences are strong general 
determinants of the spatial distribution and condition of biological communities overall, in large 
forested areas of Ohio fish community stress due to habitat degradation is likely a negligible 
factor in the occurrence of impaired sites.  Water chemistry (such as dissolved oxygen and 
hardness, Table 6.2) related to geochemistry, flow, as well as potential acidification from mine 
drainage dominate the spatial distribution of impaired sites in large forested areas of Ohio (Table  
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Table 6.2: Top three individual stressor variables for land use specific WLR models for fish 
community impairments, based on the individual weighted logistic regression coefficients (βx). ** 
= p<0.05, * = p<0.10. CSF = Cumulative size-frequency distribution classification, NLCD = 
National Land Cover dataset classification. Full WOE/WLR results in Appendix E-1. 
 
Land Use Model Rank Stressors βx 
Small Forest (CSF) 1 Urban run-off 2.10** 
 2 % Effluent (low flow) 1.03** 
 3 Riparian  0.69 
Large Forest (CSF) 1 Dissolved oxygen 1.59** 
 2 % Effluent (low flow) 1.53** 
 3 Hardness 1.28** 
Small Urban (CSF) 1 Channel habitat 1.6** 
 2 Urban run-off 0.93** 
 3 % Effluent (mean flow) 0.87 
Large Urban (CSF) 1 % Effluent (mean flow) 1.47** 
 2 Riparian  1.12** 
 3 Metals/ammonia 0.92** 
Low-intensity Urban (NLCD) 1 Pool habitat 1.52** 
 2 Channel habitat 1.04* 
 3 Urban Run-off 0.68 
High-intensity Urban (NLCD) 1 % Effluent (mean flow) 1.12** 
 2 Channel habitat 1.01** 
 3 Riparian  0.90** 
 
 
6.2). Mean % effluent (low flow) was identified as a potential stressor in both forest models, and 
had a 12% greater relative influential in the large forest model (Figure 6.7).  This result may 
indicate that the effluent variable at least in this case may be serving as a proxy for distance to 
neighboring residential and industrial areas.  Smaller forest areas by comparison are embedded 
within neighboring developed land use, so proxy distance is therefore a slightly weaker predictor 
than the magnitude of physical and contaminant pressures from the surrounding land use.   
     The differences delineated by WOE/WLR analysis between small and large forested areas 
reveal evidence supporting the general hypothesis that different land use processes and pressures 
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may be dominating stressor-response relationships within the forest areas.  Topographic 
characteristics limiting urban development, soil characteristics influencing vegetation and 
agricultural potential, political and cultural boundaries including state parks protecting certain 
forest land areas, as well as urban development patterns resulting in increased rates of 
fragmentation and development of forest areas, are examples of different processes and pressures 
that likely drive the different characteristics of large and small forest areas.  Stressor-response 
associations in large forest areas were most influenced by water chemistry factors related to 
natural landscape characteristics of geology (characteristics such as hardness), topography (flow-
related variables such as dissolved oxygen), as well as geographic proximity to developed areas 
(effluent as a proxy) that may also represent the location within a large forest area (edge or 
internal).  The exponent for the fitted power law trend line for large forest areas was 0.72, which 
was within the 0.5-0.8 range identified for forests identified by Hastings (1992), which suggests 
that these large forest areas are generally representative of natural forest patterns.  Stressor-
response associations in small forest areas were dominated by physical and chemical stress more 
strongly related to direct effects from anthropogenic activity such as habitat degradation and 
urban run-off.  The exponent of the fitted power law trend for small forest areas was significantly 
higher at a value of 1.26 which is evidence of anthropogenic factors influencing the spatial 
characteristics of this land use.  These relationships are most certainly generalized, both in the 
original grouping of forests into only two size classes, and the characterization of forestation 
patterns on a statewide level versus a catchment level which may more accurately delineate the 
effects of landscape patterns on aquatic ecosystems.  However, despite the simplistic scope, the 
results provide evidence of scale (size) dependent properties of forest landscapes determined by 
land use classification and the WOE/WLR methodology.   
6.3.2 Urban land use models 
     Fish community impairment models for urban areas based on size determined by the statewide 
cumulative size-frequency distribution and urban intensity based on National Land Cover Dataset 
 147
 148
(USGS/EROS Data Center) classification showed the highest impairment probability 
concentrated in the major urban centers of Cleveland and Cincinnati (Figure 6.8, a-b).  Model fit 
was strongest for the intensity-based urban models, particularly high urban intensity (71% 
agreement, Kappa = 0.43, p<0.0001), was slightly lower for small urban areas, and weak for the 
large urban area model (54% agreement, Kappa insignificant).  Unlike the large forest area model 
which also weakly fit the full array of biological data due to overestimation, the large urban area 
model had a comparatively high false negative rate (failure to predict observed impaired sites).  
This indicates that stressor sources not adequately represented by the available data likely play a 
significant role in large urban areas.  It also may be due to the fact that the majority of fish 
communities in large urban areas are impaired (using this study’s standard) and as a result the 
estimated mean impairment probability value in these areas should actually be considered 
impaired as well, as it is essentially the background biological condition. In fact, 57% percent of 
observed fish community scores were impaired in large urban areas.  The distribution of IBI 
scores in large urban areas compared to other urban and forest land use areas modeled in this 
study demonstrates that this land use area is significantly more impaired (Figure 6.9).  This 
finding may provide a rationale for the potential normalization of impairment levels relative to 
land use type and associated background biological quality.  However, a more protective 
approach based on this finding would be to develop models based upon a target biological goal 
(good condition) instead of a user-defined impairment criterion in the case of study areas with 
severely depleted biological quality.  This alternate approach may not address the potential causes 
of impairment as directly, but may be more beneficial from a management perspective in highly 
impaired areas.  Additionally, while impairment may be underestimated by the large urban area 
model in this study, the information and estimates resulting from the model are still useful in 
ranking and interpreting the geographic distribution of impairment in these areas. 
     Large urban areas defined by the cumulative size-frequency distribution had a lower power 
law exponent (1.2) than the exponent of 1.85 delineated for major cities throughout the world by 
                                a.) CSF Urban Size Classification     b.) NLCD Urban Intensity Classification 
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Figure 6.8 (a-b):  Fish community impairment probability map for urban land use in Ohio based on WLR models for a) small and large urban 
area models classified using the cumulative size-frequency distribution (CSF)  and b) low and high-intensity urban areas based on the National 
Land Cover dataset impervious surface classification. White map regions represent unsampled catchments.   
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Figure 6.9:  Fish community (IBI) score distribution for forest and urban land use classifications 
evaluated in this study for Ohio (Ohio EPA data, 1990-95).  CSF = Cumulative size-frequency  
distribution classification, NLCD = National Land Cover dataset impervious surface 
classification.  
 
Sole and Goodwin (2000).  The low exponent may be due to the fact that Ohio urban areas are 
comparatively smaller and more interrelated than the cities examined by Sole and Goodwin.  For 
example, when fitting a trend to only the three largest urban centers in Ohio (Cleveland, 
Cincinnati, and Columbus) the exponent increased to a more comparable value of 1.6.  Small 
urban areas had a low exponent of 1.08, representing a large organization of small more 
interrelated urban areas which to some degree may provide a quantitative representation of 
suburban sprawl across the state.   
     Relative stressor influence for urban areas based on both size and intensity classifications 
showed varying patterns (Figure 6.10, Table 6.2).  The relative influence of metals/ammonia 
toxicity and mean % effluent on the relative probability of impaired site occurrence was highest 
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in large urban areas (20% and 32% respectively, Figure 6.10).  Low-intensity and high-intensity 
urban areas (based on NLCD classification considering impervious surface cover) both had 
similar relative influence of metals/ammonia toxicity (13% and 11%, respectively), and the 
toxicity variable had the lowest influence in small urban areas (4% relative influence, Figure 
6.10).  The influence of urban run-off was highest in low intensity urban areas (17%) followed by 
small urban areas (13%).  While it is expected that highly-impervious areas would be more 
strongly influenced by urban run-off than other land use areas, the high influence of riparian 
degradation in high-intensity urban areas (Table 6.2, third-ranked individual stressor) likely also 
represents non-point source contributions (both urban and other).  The relative influence of 
riparian degradation on fish impairment was almost two times higher for high-intensity urban  
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Figure 6.10:  Comparison of relative stressor influence (by general stressor type) on the 
probability of fish community (IBI) impairment in small and large urban areas (based on 
cumulative size-frequency distribution, CSF), and low and high-intensity urban areas (based on 
National Land Cover Dataset impervious surface classification, NLCD) delineated by WOE/WLR 
analysis.   
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areas compared with low intensity areas, and over two times higher for large urban areas 
compared with small urban areas (Figure 6.11).  Comparing the combined relative individual 
influence of both urban run-off and riparian habitat (Figure 6.11), influence in high-intensity 
urban areas was 35% greater than in low-intensity urban areas, 33% greater in small urban areas, 
but 14% lower than in large urban areas in which riparian degradation had a very strong 
influence.  Agricultural run-off influence was only delineated in small urban areas (7% influence, 
Figure 6.10), which makes intuitive sense as these areas are commonly surrounded by agricultural 
land.  Relative habitat influence was greatest for low-intensity and small urban areas (Figure 
6.10), indicating that improvements to habitat in these areas may restore biological quality of fish 
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Figure 6.11:  Stressor influence (as raw WLR coefficients) of riparian degradation and urban 
run-off accumulation on the relative probability of fish community impairment in different urban 
land use areas.  CSF = Cumulative size-frequency distribution classification, NLCD = National 
Land Cover dataset classification based on impervious surface. 
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communities more effectively than in high-intensity and large urban areas in which other sources 
of stress dominate.   
     The examination of eco-epidemiological relationships using different urban land use  
classifications yielded information useful in the characterization and interpretation of ecological 
risk and associated management objectives that would not have been delineated without this land 
use specific approach.  For example, when examining all Ohio urban land use together (such as 
previously in Chapter V, “IBI OH” Figure 5.9-a), stressor-response associations resemble those 
of small urban areas (Figure 6.10) which are the most frequently observed type of urban feature 
in Ohio. Differences in both stressor influence and biological quality itself (Figure 6.9) delineated 
by evaluating different classifications of land use may affect the optimal design and success of 
management activities.  This study did not set out to determine a “best” urban classification 
approach for modeling ecological risk, as the best approach is dependent upon specific research 
and practical management objectives.  Designing a custom ecological restoration strategy for 
metropolitan areas may benefit from utilizing size-based classification of urban areas, while 
modeling physical and contaminant stress from non-point source run-off may be best 
characterized from an urban intensity (impervious surface) classification approach.   Model fit 
and predictive strength may be the driving factor in classification and model selection as well.  
The purpose of this study was to demonstrate differences in analysis results due to classification 
approaches, assess their scientific plausibility, and point to the potential usefulness of various 
classification schemes for improving the characterization and interpretation of ecological risk 
using screening-level spatial data analysis.   
6.3.3 Agricultural land use evaluation 
     While this study focused on a detailed evaluation of forest and urban land use patterns and 
their associated ecological effects, it did not examine agricultural land use at the same level of 
detail due to limitations in data and study scope.  A WOE analysis for fish community samples in 
row crop agriculture (NLCD category 82) by WOE analysis was performed in this study using a 
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pesticide proxy variable to determine if using this more specific agricultural land use 
classification would yield a significant relationship with the variable, but results were 
insignificant.  Future detailed analysis of agricultural land use patterns and properties would be of 
interest for developing models specific to specific agricultural land use types and intensity and 
their associated eco-epidemiological relationships (Walling and Fang 2003).  Data limitations on 
nutrient inputs and pesticide concentrations, as well as the classification of different agricultural 
practices (crop categories, etc.) should first be addressed and improved in order to achieve a more 
optimal evaluation of specific agricultural land use properties. Therefore a detailed agricultural 
analysis was beyond the scope of this study, though the findings for forest and urban land use do 
provide a rationale for pursuing this direction in the future.   
6.3.4 Land use classification in eco-epidemiological analyses 
     While developing understanding of landscape processes and ecological processes individually 
is useful, the ability to link them together allows for a better level of understanding of each (Li 
and Wu 2003). There are both strengths and limitations to the approach of removing land use as 
an explanatory variable by utilizing it as a model study area.  Land use as an explanatory variable 
itself may not be as useful for attaining understanding of specific stress exposure and effects and 
developing associated remediation objectives.  For example, it is likely far more practical to start 
with a remediation objective of improving specific habitat attributes (such as riparian buffer 
quality) associated with impairment in highly impervious areas, as opposed to starting with a 
remediation objective of eliminating impervious surface itself.  In short, land use does not need to 
be converted back to its original condition to improve biological quality, but there are certain 
characteristics delineated by eco-epidemiological analysis that may be improved and altered 
within a land use to yield a significant increase in biological quality.  An additional strength of 
land use classification is the ability to detect land use-dependent data relationships that are diluted 
when looking at data from all land use types.  However, if data within a particular land use is 
lacking, either in data availability or in a skewed distribution such as in the large urban area 
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model in this study, the utilization of specific land use classifications may result in weaker data 
relationships.  Data quantity and quality, including spatial resolution of land use data and sample 
data, and associated assumptions and generalizations in various components of preparation, 
analysis, and interpretation are the greatest limitations on studies utilizing geographic information 
(Kupfer 2005), including this current study.  However, as long as limitations are acknowledged 
and potential areas of improvement are identified, studies that attempt to integrate the disciplines 
of landscape dynamics and ecological interactions using available data resources lay the 
necessary groundwork for future research. 
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7.0 CHAPTER SUMMARY 
     In ecological risk assessment, eco-epidemiological analysis of archival monitoring data can be 
useful in developing hypotheses to guide or better interpret subsequent research activities.  In this 
chapter, stressor hypotheses generated using the WOE/WLR method based on archival 
monitoring data were compared to results from three field assessments 1) a qualitative habitat 
evaluation over a section of the Mad River, Ohio 2) a stormwater toxicity survey of sites along 
the Great Miami River in Dayton, Ohio and 3) expert assessment for sites along the Hocking 
River, Ohio.  Field observations of habitat impact and WOE/WLR model estimates of habitat 
stress along the Mad River followed similar trends over the longitudinal river gradient. 
Stormwater survey conclusions from in situ toxicity, water chemistry, and benthic surveys for the 
Great Miami River were also consistent with model predictions, but highlighted the data 
limitations of eco-epidemiological analyses to delineate stressors with flow-dependent and short-
term exposure patterns. Model predictions were relevant to expert assessment conclusions along 
the Hocking River in most cases. As found in this study, screening-level hypotheses generated by 
eco-epidemiological analysis can provide useful information for both the design and 
interpretation of field assessment efforts, and vice versa.  Both eco-epidemiological analyses and 
field-based assessments add unique elements to an ecological risk assessment, and use of both in 
combination can strengthen the interpretation and subsequent management of ecological risk.  
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7.1 INTRODUCTION 
     Field-based assessments, commonly considered a “Tier II” component for evaluating exposure 
and/or effects within an ecological risk assessment framework (U.S. EPA 2000), aim to provide 
evidence of stressor-response relationships based on observed field conditions.  In many cases 
these exercises provide a means to bridge the gap between initial stress hypotheses and real-world 
relationships.  Field assessments may be planned, conducted, and based upon a number of 
strategies and levels of effort, from more general field reconnaissance activities to carefully 
structured, multi-level experiments.  Generally, the more specifically-targeted field assessments 
are by design, the more certainty is achieved in the resulting stressor-response relationships 
(Burton 1999).  The design and approach to field assessment can be constrained by available 
resources, but they also may be limited in useful prior information that could influence and 
improve efforts.  The availability of initial stressor-response hypotheses for a location based on 
quantitative data relationships may provide a means to improve the design or interpretation of a 
field assessment.  Quantitative evidence from Tier 1 eco-epidemiological approaches can provide 
guidance for field assessment design, strengthen the interpretation of field assessment results, and 
optimize resources by utilizing existing monitoring data to prioritize field efforts.   
     The execution of various validation procedures, including the review of literature, cross-
validation of statistical methodologies, and field validation exercises, provides a robust 
framework for determining the strength of evidence of associations delineated in eco-
epidemiological analysis.  The accuracy and eco-relevance of the GIS WOE/WLR method based 
on long term, large-scale predictions from monitoring data should be “ground-truthed” by 
examining conditions at the site-specific level. This exercise serves as both a validation procedure 
for the eco-epidemiological methodology, as well as a progressive “next step” in the ecological 
risk assessment process. In the WOE/WLR method, an original list of environmental variables 
(such as chemical, physical, and land-use related variables) is reduced by the analysis to a smaller 
list of identified and ranked potential stressors for the model study area.  These modeled stressor 
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predictions may then be extrapolated to a site-specific level based on the stressor concentrations 
present at a local site (Figure 7.1).  As a “Tier-I” screening-level approach, this methodology 
provides hypotheses at the site-specific level based on existing monitoring data resources that can 
be subsequently utilized to focus field research activities.  The method provides watershed 
managers with hypotheses of the relative degree of impact at a site, as well as predictions of the 
most influential stressors at the site.  Comparing field observations conditions to model 
predictions using archival monitoring data inputs allows for a verification of model results and 
indicates the potential of the methodology as a Tier 1 risk assessment tool.   
 
POTENTIAL STRESSORS  
(STUDY AREA) 
IDENTIFIED BY MODEL 
SITE-SPECIFIC (LOCAL) 
IDENTIFIED STRESSORS 
 
ENVIRONMENTAL 
STRESSOR VARIABLES 
(INPUT TO MODEL) 
 
 
Figure 7.1 Illustration of site-specific stressor hypotheses generated during WOE/WLR analysis. 
 
    In this study, field observations and results generated by three different types of field-based 
assessments of various Ohio rivers were compared with modeled stressor hypotheses resulting 
from WOE/WLR analysis of archival data. First, a qualitative habitat evaluation was conducted 
on a portion of the Mad River to compare modeled habitat stress patterns predicted by the 
WOE/WLR method with current habitat conditions in the field. Second, field data based on a 
flow-based stormwater toxicity assessment for four sites on the Great Miami River was evaluated 
and compared to modeled predictions for the same locations.  Finally, sources of biological stress 
identified by expert judgment based on site reconnaissance and history for seven sites along the 
Hocking River were compared to those identified by WOE/WLR modeling.  The first objective of 
this study was to determine how well the Tier 1 eco-epidemiological hypotheses using the 
WOE/WLR method are supported by qualitative and quantitative field observations of various 
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types.   After comparing field results to model results for validation purposes, the integration of 
screening-level model hypotheses within a risk assessment framework as initial evidence in the 
preceding as well as general field-based assessments and subsequent management scenarios will 
be discussed. 
 
7.2 METHODOLOGY 
     All WOE/WLR analyses and resulting stressor hypotheses were performed utilizing an Ohio 
database of biological, chemical, and physical habitat sample data from the time period of 1990-
1995 (see Table 3.1, Chapter III for more detail).  Field assessments for which results were 
compared to analysis results varied in temporal correspondence to the analysis data.  The expert 
assessment (Hocking River, OEPA 1996) was temporally consistent with the sample data utilized 
in the WOE/WLR analyses, and was the original source of the sample data in many cases.  The 
stormwater assessment (Great Miami River, IEQ 2005) and the qualitative field habitat 
assessment (Mad River, current study August 2008) were conducted a decade later than the time 
period represented by the corresponding analyses.  This issue should be considered during the 
subsequent discussion of comparison approaches and outcomes, as temporal inconsistency of 
compared results introduces additional uncertainty into study results and conclusions.  This 
challenge is often unavoidable in retrospective studies dependent upon archival data, however 
referencing relevant site literature may improve the ability to discern and address the degree of 
uncertainty due to temporal inconsistency.   Ohio EPA studies were utilized towards this end for 
the Mad River and Great Miami River assessments, as described in the proceeding discussion. 
7.2.1 Field Habitat Assessment, Mad River 
     The Mad River was selected for a field habitat assessment for both its practical accessibility 
and because invertebrate community condition has stayed relatively stable between the 1994 
OEPA sampling survey and the most recent replicate survey in 2003 (OEPA 2005), allowing for a 
more relevant validation exercise between the archival monitoring data and current field data 
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compared to other candidate rivers having greater variation in condition over time.  GIS-based 
WOE/WLR (Sawatzky et al. 2004) was applied to Ohio watersheds in which invertebrate 
populations were sampled by the Ohio EPA for a database of biological, chemical, and physical 
habitat data from 1990-95 (1994 Mad River biological sampling). The application of the 
methodology to watershed data in this study followed the exact method procedure detailed in 
Chapter II, including Ohio study area extent, eighteen physical, chemical and run-off variables 
evaluated (Table 3.1, Chapter III), and WOE/WLR analysis steps.  The invertebrate community 
data (invertebrate community index, “ICI” OEPA 1989b) was utilized as the biological endpoint 
in this study to develop training datasets for modeling invertebrate impairment over the state.  
Models for agriculture, forest, and urban-dominated land use (classified by the 1992 National 
Land Cover Dataset, U.S. Geological Survey) were created utilizing the 25th centile of ICI values 
as designated “impaired” condition. The 75th centile of ICI values was utilized as a non-impaired 
training dataset to correct for potential sampling bias. WOE analysis of individual environmental 
variables was utilized to identify potential stressors and optimize the variables into binary maps 
based on an impairment threshold value above or below which the odds observing an impaired 
site significantly increased (p<0.05 for impaired or non-impaired ICI training sites such as in 
Chapter III). WLR impairment probability predictions were computed based on unique 
combinations of stressor values across the land use study areas. The modeling output yielded both 
relative impairment probability predictions over the state (Figure 7.2, left side), as well as 
identified stressors ranked by model coefficients based on the contribution of stressor variables to 
increased likelihood of impaired condition (Figure 7.2, right side). The information resulting from 
the modeling process provided stressor hypotheses across the study area that may be used to 
focus targeted field activities by examining the data at the site-specific level. 
     Data from the National Hydrography Dataset (USGS) for the Mad River was intersected with 
the modeled impairment probability raster data so that the entire vector for the Mad River was  
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Figure 7.2:  Left: Invertebrate community impairment probability map (relative probability of 
ICI site value in the 25th centile) for Ohio watersheds resulting from the WOE/WLR analysis, with 
the Mad River highlighted in blue.  Right: Stressor variable influence by land use model (stressor 
contributions given as percent total possible increase in impairment odds). 
 
attributed with identifier values associated with unique WLR impairment probability raster 
values.  Variation in WLR model predictions across the longitudinal river gradient can be 
considered a result of the variation in local data (stressor concentrations, land use, and biological 
conditions) manipulated and calculated in the WOE/WLR process.  Approximately 52 river  
segments were generated based on the intersection procedure from the headwaters to the 
confluence of the Mad River with the Great Miami River attributed with impairment model 
identifier value.  The identifier value was used to join the river segment data with the detailed 
WLR model information, including relative impairment probability and identified stressor 
variables, ranked by the magnitude of their WLR model coefficients.  
     An approximately 10-mile stretch of the Mad River was selected (segments 13-27, Figure 7.3)  
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Figure 7.3:  Field-assessed (QHEI) section of Mad River with modeled impairment probability 
and corresponding detailed river segment maps with select photos. Moderate impairment 
probability is defined as > mean – 3 standard deviations (green and orange colors on Figure 7.2 
Ohio map). 
 
for a qualitative habitat evaluation by boat.  The segment was chosen based on boating access and 
conditions as well as proximity to other research locations. WOE/WLR model information 
generated for the assessed river segments is given Appendix F (1-2).  The geographic locations 
each river segment’s beginning and end for the 10-mile stretch were recorded, and GPS readings 
as well as other landmarks such as bridge intersections were used to locate the segments in the 
field.  A qualitative habitat evaluation was conducted for each of the fifteen river segments (one 
per segment) by boat on the 10-mile stretch in early August, 2008 (low flow conditions) 
following the Ohio EPA methodology (OEPA 2006). The habitat assessment data in this report 
was collected by a single recorder.  Quantitative scoring and qualitative observations were 
compiled for the fifteen segments for six different general habitat metrics: substrate quality, 
instream cover, channel, riparian buffer, pool, and riffle habitat. Scoring and observations were 
recorded starting at the beginning of each segment (determined by GPS location) and continued 
until the necessary information had been compiled, so the assessment is best representative of the 
upstream portions of each segment.  Individual quantitative data observations were not scored 
(summed) for each individual habitat metric until after the assessment, to limit any potential 
scoring bias from segment to segment.   
7.2.2 Stormwater Field Assessment, Great Miami River 
     Modeled predictions for invertebrate impairment (1990-95 Ohio database) were compared 
with assessment data from a 2005 stormwater survey of the Great Miami River for the City of 
Dayton near downtown Dayton, Ohio (Burton et al. 2005).  In the 2005 survey, water chemistry 
measurements, in situ toxicity 48-hour exposures for Daphnia magma and Hyalella azteca (water 
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column and against-sediment), and indigenous benthic biological samples were collected at four 
sites during June through September during two low-flow condition periods and two high-flow 
events (including an extreme high-flow resulting from Hurricane Katrina) to delineate stressor-
response associations related to flow (IEQ 2005).  Detailed site descriptions, sampling and in situ 
exposure procedures used in the stormwater survey are discussed in IEQ (2005). Modeled 
invertebrate community impairment model results (impairment probability and relative stressor 
influence) from the Ohio WOE/WLR model was attributed to the four stormwater assessment site 
locations. Stormwater assessment conclusions were compared with invertebrate community 
stressor hypotheses identified by WOE/WLR modeling.  Results from OEPA’s intensive 
biological, chemical, and physical survey of the Great Miami River (corresponding OEPA river 
miles 82-80.7, OEPA 1996) were also examined to evaluate temporal consistency in 
environmental conditions between the analysis and stormwater assessment time periods.   
7.2.3 Ohio EPA expert assessment, Hocking River  
     Stressor hypotheses for fish species loss resulting from application of the WOE/WLR method 
to the Ohio 1990-95 dataset (Chapter III) were compared with site assessments based on expert 
judgement (OEPA) for a longitudinal set of seven highly-impacted (fish species loss >50%) sites 
along the Hocking River in southeastern Ohio.  Expert assessment was based upon an intensive 
survey of the Hocking River (OEPA 1991) from which the 1990-95 biological, habitat, and some 
water chemistry sample data utilized for WOE/WLR analysis originated.  Stressors were grouped 
by general type (ex. water chemistry, habitat, effluent, etc.) as detailed in Table 3.1 (Chapter III).  
Site stressor hypotheses determined by OEPA expert assessment were identified and compared 
with stressor hypotheses determined by the WOE/WLR for the seven Hocking River sites.  
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7.3 RESULTS AND DISCUSSION 
7.3.1 Comparison results for field habitat assessment, Mad River  
     Scores for each of the six habitat metrics across the longitudinal gradient of the assessed 
section of the Mad River are plotted in Figure 7.4. Appendix F-3 provides the detailed field notes 
and site photos.  The predominant land use within the study area is agriculture, and the main stem 
of the Mad River has been highly channelized over multiple decades from agricultural practices 
(OEPA 2005) and is currently used by several canoe liveries. Based on field observations, 
forested areas towards the beginning and the end of the 10-mile stretch created an increased 
riparian zone. The maturity and relative size of the riparian buffer varied across the river gradient, 
with the most severe riparian buffer loss noted in association with major highway bridge 
intersections, residential construction and powerline infrastructure.  Channel development varied 
from heterogeneous pool/riffle patterns and abundant in-stream cover to highly homogeneous, 
channelized areas of shallow depth.  Brown algae was observed on the cobble substrate along the 
main stem, most particularly in the shallow homogenous sections lacking overhanging vegetation.  
Observed siltation and substrate embeddedness generally increased downstream, and riffle habitat 
showed a general declining trend downstream as well.     
     The scores for the six habitat metrics were summed and divided by the total possible score, 
and the inverse of this value was plotted to show estimated habitat impact across the 10-mile river  
gradient (Figure 7.5).  Overall habitat impact generally increased downstream, with the greatest 
habitat impacts observed in agriculture-dominated areas in the downstream section of the 
assessed stretch.  Channel habitat, in-stream cover, and riparian buffer quality were particularly 
lower in this section resulting in the higher habitat impact scores. Habitat “impact” in this case 
refers to qualitative habitat evaluation scores, not stressor-response relationships. However, 
examining this same plot and examining “top” modeled stressors and relative WLR impairment 
probability (Figure 7.6), this same downstream segment also had areas of elevated impairment 
probability (further discussion on comparisons between field-observed and modeled results will  
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Figure 7.4: Qualitative habitat evaluation scores (shown as % of total possible habitat metric 
score) over the longitudinal Mad River 10-mile stretch for assessed segments 13-27. 
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Figure 7.5: Habitat impact (represented as 1 -  summed metric scores/total possible score)  for 
each of the fifteen Mad River segments assessed, based on the qualitative habitat field evaluation. 
Local land use for each segment is based on the National Land Cover Dataset (USGS). 
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Figure 7.6: Habitat impact (represented as 1 -  summed metric scores/total possible score)  for 
each of the Mad River segments assessed, along with the dominant site stressor type (% WLR 
contribution)  identified by the WOE/WLR analysis. Sites with elevated probability of impairment 
(above mean value) are also highlighted with a circle. 
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be provided shortly).  The highest quality habitat was found in the forest-dominated segments in 
the upstream section of the assessed river stretch, with segment 15 attaining the highest overall 
habitat quality for every habitat metric.  This segment was characterized by a densely forested 
and meandering channel, with high-quality pool and riffle habitat and heterogeneous substrate of 
cobbles and boulders. Organic matter input to the stream channel from overhanging tree canopy 
was most prominently observed in this segment, and instream cover was predominantly 
characterized by large debris from felled mature trees.  This segment was assigned no stressors by 
the WOE/WLR model, supporting the high-quality habitat conditions observed in the field 
assessment.      
     The trend of declining habitat condition from upstream to downstream is supported by an Ohio 
EPA field assessment of the Mad River in 2003 (OEPA 2005) evaluating the Mad River/Nettle  
Creek Watershed Assessment Unit, which generally spatially corresponds to the assessed river 
stretch in this study. In the OEPA assessment, invertebrate communities (ICI) and habitat 
condition (QHEI), as well as fish communities (IBI) generally declined from upstream to 
downstream on the Mad River in this stretch (OEPA 2005).  All areas assessed by OEPA along 
the main-stem stretch attained aquatic life use attainment status, while some tributaries, such as  
Nettle Creek and Chapman Creek only achieved partial attainment, likely due to their increased 
exposure to point and non-point source contributions from urban areas such as the City of Urbana 
(OEPA 2005). The identification of urban run-off and agricultural run-off as stressors suggests 
the influence of tributaries on the ecological quality of proximal downstream river segments.  
     Modeled habitat stress from the WOE/WLR analysis on archival data can be compared to the 
habitat impact results of the field qualitative habitat evaluation (Figure 7.7).  Of the six habitat 
metrics, the percentage of metrics identified by the WOE/WLR model as a stressor for a segment 
was used as a relative measure of modeled habitat stress. For example, three habitat metrics were 
identified as stressors for segment 16, so 3 out of 6 total metrics = 50%.  Plotting this trend along 
with the field-based habitat impact, also represented as a percentage (as explained in Figure 7.5)  
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Figure 7.7: Comparison of habitat quality field observations and model predictions for each of 
the fifteen Mad River segments assessed Habitat impact determined by field evaluation (summed 
metric scores shown as % of total possible score as in Figure 7.5) and % habitat stress variables 
identified for the site by the WOE/WLR model (out of six possible metrics). 
 
shows an overall similar pattern (Figure 7.7).  These visual results suggest that the geographic 
pattern of habitat impact predicted by the WOE/WLR model was relatively consistent with the 
geographic trend of habitat impacts observed in the field.  The two habitat impact measures were 
also significantly correlated across the 15 sites (Pearson correlation R = 0.53, p<0.04). The 
measure of habitat impact determined by field assessment represents the severity of habitat 
degradation based on qualitative scoring, while measure of habitat impact determined by 
WOE/WLR represents the importance of habitat stress in relation to other site conditions based 
on model coefficients.  The two measures therefore represent different but related habitat stress 
attributes, which explains why they follow similar but not identical trends.    
     Observed habitat quality varied by predominant land use. Based on the qualitative habitat 
evaluation results, on average habitat metric quality declined from forest, to agriculture, to urban  
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Figure 7.8: Mean habitat score (as % of total possible score) for the six habitat metrics by land 
use type. (For each metric: Forest N = 60, Agriculture N = 150, Urban N = 15). 
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Figure 7.9: Bank stability and riparian buffer width (scoring out of total possible based on the 
QHEI sheet) by local dominant land use. 
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land use (Figure 7.8).  One exception was pool habitat, which had a high score in urban land use 
compared to the other land use types; however, only one assessed river segment occurred in urban 
land use so the representation of this land use type is limited. Riparian buffer width and bank 
stability (based on qualitative habitat assessment scoring) showed a declining mean trend from 
forested land use to the other land use types (Figure 7.9), however, examining the scoring it is 
apparent that the Mad River segments assessed in this study have generally good riparian 
condition, and this factor is supported by the fact that riparian habitat loss in itself was not 
identified by the WOE/WLR model as an invertebrate community stressor. 
     The field assessment observations and modeled impairment predictions were directly 
compared for each habitat metric over the longitudinal river gradient to determine the extent to 
which field observations represented model conditions.  Figure 7.10 shows the field-observed 
qualitative habitat scores for each habitat metric over the river stretch, color coded by modeled 
impairment predictions. If the habitat metric was identified by the model as a stressor (below the 
impairment association threshold determined by WOE), the bar on the chart was given a red 
color, and if the metric was not identified by the model as a stressor, the bar was given a blue 
color.  For each habitat metric, field observation values consistent with the model were given a 
solid color, and field observation values differing from the model were given a dashed pattern.  
Red dashed patterns indicate that habitat conditions in the field were of higher quality than 
modeled conditions, and blue dashed patterns indicate that habitat conditions in the field were of 
lower quality than model conditions.  Overall, 87% of the comparisons between field and model 
habitat conditions were consistent, indicating that field habitat conditions were representative of  
model habitat conditions.  In 10% of the comparisons, field-observed habitat conditions exceeded 
those of the model, and in 3% of the comparisons, field-observed conditions were worse than 
those of the model.  These differences in the model and the field assessment may represent  
temporal changes in habitat condition (improvement or degradation) or subjective differences 
between qualitative assessments by different field observers.   
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Figure 7.10: Field habitat scores for each of the six habitat metric (a-f), with comparison to 
WOE/WLR model impairment threshold values indicated by color and pattern.   
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     The instances where field-observations were better may indicate improvement and restoration 
of habitat quality in the time span between the 1994 monitoring data and the current field study.  
This is supported by watershed management practices and restoration activities related to Clean 
Water Act grants ongoing since 1993 period devoted to improving ecological quality in the Upper 
Mad River Watershed, particularly in-stream habitat enhancement (OEPA 2005). The restoration 
focus on placement of habitat structures may explain the comparatively higher number of 
instances in which observed in-stream cover habitat condition was better than the modeled 
estimate.  However, because overall ecological quality in the river stretch is generally high and  
cover habitat was a relatively weak model variable (compared with other habitat variables, see 
Figure 7.2), improvement in cover habitat would likely not have significantly affected impairment 
predictions beyond its absence as a stressor.   
7.3.2 Comparison results for stormwater field assessment, Great Miami River 
     The water chemistry, in situ toxicity survival for D. magna and H. azteca, and indigenous 
benthic sampling results conducted over an increasingly urban gradient of four sites in the Great 
Miami River near downtown Dayton indicated likely impacts of stormwater run-off on receiving 
biological communities (IEQ 2005).  High-flow events resulted in significantly lowered survival 
rates for both water column and against-sediment in situ exposures compared with low-flow 
conditions at Sites 1, 2, and 4.  Increased levels of total suspended solids and fecal bacterial 
contamination (E. coli) were detected during the high-flow periods, particularly during rainfall 
associated with Hurricane Katrina, indicating that non-point source run-off was a likely source of 
stress (IEQ 2003, 2005).  Qualitative habitat evaluation scores for all sites were similar and all 
scores were low, ranging from a score of 31 (Site 2) to 37 (Site 4), with high substrate 
embededdness noted at all sites (IEQ 2005).  Indigenous benthic community composition was 
found to be of relatively highest quality at Site 3, and lowest quality at Sites 1, which was 
dominated by the tolerant Chironomidae Family (IEQ 2005).   
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     The stressors identified for each Great Miami River site by the Ohio invertebrate WOE/WLR 
model were related to habitat degradation and non-point source exposure (Table 7.2). The 
identification of riparian buffer degradation as a stressor by the analysis at all sites provides 
evidence of potential influence of non-point source contaminants and associated stress on 
invertebrate communities. Significant in situ toxicity in both the water column and against 
sediment during high-flow events observed in the stormwater assessment indicate both influx and 
resuspension of contaminants related to non-point source run-off and sedimentation (Tucker and 
Burton 1999). Suspended solids was not identified as a stressor at the sites by the WOE/WLR 
model. This indicates that WOE/WLR modeling of archival data does not directly delineate stress 
associated with storm-related fluctuation of parameters such as suspended solids and temporally 
corresponding biological condition. The stormwater assessment was specifically designed to 
capture this fluctuation with chemistry and toxicity samples collected for low and high flow 
conditions (Figure 7.11). However, physical habitat characteristics that may be indicative of 
susceptibility to or long-term effects of high-flow disturbances, such as riparian habitat, 
channelization (indicative of increased erosion), and loss of riffle and substrate habitat quality due 
 
Table 7.2: Stressors identified for the four Great Miami River sites by WOE/WLR analysis.  
Great 
Miami 
Study Site 
Impairment 
Probability 
(Relative) 
Ranked stressors  
Site 1 
Upstream of 
Mad R. 
Low to Mean Poor riffle habitat, Channelization, Riparian degradation 
Site 2 
Main St. 
Bridge 
Elevated (> Mean) 
Urban run-off accumulation, Riparian degradation, Poor 
cover habitat  
Site 3 
Below dam 
Low to Mean Channelization, Riparian degradation 
Site 4 
Downstream 
Wolf Crk. 
Elevated (> Mean) 
Poor riffle habitat, Channelization, Riparian degradation, 
Poor substrate  quality 
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Figure 7.11: Flow variability of mean suspended solids and toxicity (D. magna mean survival, 
against-sediment in situ deployments) across sites examined in the stormwater assessment.  
Figure was created using data from IEQ (2005). 
 
to embeddedness may provide a more detectable indicator of stormwater-related stress at the 
temporal and spatial scale of the WOE/WLR model input and results. Both the model and the 
stormwater survey results suggest the importance of non-point disturbances on water quality and 
habitat in the biological status of the receiving waters for the Great Miami sites evaluated.     
     Qualitative habitat surveys conducted for each stormwater assessment site yielded low scores 
(31-37 QHEI score range, IEQ 2005), which was consistent with the predominant identification 
of habitat-related stressors by the WOE/WLR analysis but significantly lower to OEPA habitat 
survey results for 1995 for the corresponding area (River Miles 82 and 80.7, QHEI scores of 66 
and 74, respectively, OEPA 1996a).  This result indicates sensitivity of qualitative habitat 
assessment results to different researchers, and local variability of habitat characteristics.  OEPA 
habitat characterization for River Mile 80.7 (closest to stormwater assessment Site 4) from 1995 
indicated that the substrate consisted of >90% silt (OEPA 1996a), which is consistent with both 
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the stormwater assessment observations of substrate embededdness (IEQ 2005), and stress 
attributed to the degradation of substrate and riffle habitat in the WOE/WLR model (Table 7.2).   
     The stormwater assessment biosurvey results hypothesized Site 1 to be impaired based on 
biosurvey results (IEQ 2005), which was inconsistent with both the WOE/WLR analysis results 
which did not predict invertebrate community impairment at Site 1, and the 1995 OEPA 
assessment which designated invertebrate community condition close to the site as “good” quality 
(River Mile 82, OEPA 1996a). This difference may be attributed to temporal change from 1995 
to 2005 and/or differences in sample procedures.  For example, OEPA benthic sampling was 
performed using Hester Dendy sampling (OEPA 1996b) while benthic sampling in the 
stormwater survey were conducted using Surber sampling methods (IEQ 2005).  The higher-
quality benthic community determined at Site 3 in the stormwater survey was consistent with the 
below-mean impairment probability prediction by the WOE/WLR analysis.   
7.3.3 Comparison Results for Expert Field Assessment, Hocking River 
     Results from eco-epidemiological modeling can provide quantitative supplemental 
information for sources of stress identified by expert judgment in the field.  Figure 7.11(a) shows 
the longitudinal profile of Hocking River sites with overall habitat quality and identified potential 
sources of site stress observed and noted in the Ohio EPA expert field assessment (OEPA 1991).  
The longitudinal trend of habitat impact based on a qualitative habitat evaluation conducted by 
OEPA (OPEA 1991), and based on WOE/WLR habitat stressor influence showed a highly similar 
pattern across the most downstream Hocking sites (Figure 7.12), and a less consistent pattern in 
the upstream sites.  As with the Mad River assessment, these field-based and modeled habitat 
impact measures represent different but related attributes and thus are not expected to perfectly 
match in magnitude. In the upstream sites, fluctuations in qualitative habitat score did not appear 
to have an effect on modeled habitat influence, which is likely due to variation in influence of 
individual habitat components on biological impact which are not represented in the qualitative 
habitat score.  For example, if riffle habitat was not found to be a significant model variable, the  
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Figure 7.12: Comparison of habitat impact based on qualitative habitat evaluations (QHEI, 
OEPA 1991) and WOE/WLR analysis predictions for seven sites on the Hocking River.  Habitat 
impact determined by QHEI evaluation is represented as 1 - total possible score, while habitat 
impact determined by WOE/WLR analysis is the relative site influence (%) of habitat variables 
based on WLR model coefficients.  
  
qualitative habitat score would increase if riffle conditions improved from one site to another but 
the modeled influence of habitat stress may not be impacted. Total site habitat influence 
delineated by WOE/WLR analysis consistently composed 29-36% of total site stressor influence 
across all sites with the exception of River Mile 20, where no habitat stressor influence was 
delineated (Figure 7.12).  The qualitative habitat score recorded for River Mile 20 was highest 
with a value of 75 (OEPA 1991), which supports the WOE/WLR hypothesis for this site that 
habitat stress is likely not a significant factor.  
     Modeled predictions of stressor influence by general stressor type were also compared with 
expert stressor hypotheses for corresponding Hocking sites (Figure 7.13). As with the previous 
example for modeled habitat impact (Figure 7.12) Stressor influence in the WOE/WLR method is  
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Figure 7.13: Comparison of expert stress hypotheses (OEPA 1991) and WOE/WLR stressor 
hypotheses (relative influence of stressor type based on WLR models) across Hocking River sites. 
 
the relative contribution (%) of stressor variables to the probability of site impact (species loss 
>50%) based on WLR coefficients. The stressors identified by WOE/WLR analysis may be 
plausibly related to expert stressor hypotheses based on field reconnaissance. The most upstream 
site at river mile 90.8 was determined in the expert report to be influenced by combined sewer 
overflows and general urban stress including channelization.  The WOE/WLR method attributed 
most stress to urban run-off and habitat degradation, and specifically identified channelization as 
a site habitat stressor.  River Mile 55.7 was hypothesized in the expert field assessment to be 
potentially impacted by an upstream landfill tributary. WOE/WLR analysis attributed a 
proportion of 39% of predicted site stressor influence to water chemistry (hardness, suspended 
solids, dissolved oxygen, and pH) which may be indicative of contributions and bioavailability of 
contaminants associated with the landfill.   
     Hocking River mile 42.2 was hypothesized by expert assessment to be influenced by acid  
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mine drainage from upstream Sunday Creek and the site is also located downstream from a 
wastewater treatment facility.  WOE/WLR analysis attributed most site stress to % effluent, and 
additionally identified pH and dissolved oxygen levels as site stressors.  At River Mile 32.6, the 
expert assessment identified channelization and urbanization as potential stress factors, and 
WOE/WLR analysis also identified channelization as the dominant site stressor, as well as urban 
run-off. Channelization was also hypothesized by expert assessment as an important site stressor 
at River Mile 32.5 within the City of Athens wastewater treatment plant mixing zone, and 
WOE/WLR analysis identified channelization as the most important site habitat stressor.  The 
model additionally identified % effluent and urban run-off as important site stressors. River mile 
20 was described in the expert assessment as having ambient conditions with no distinctive 
stressor identified. The WOE/WLR analysis identified urban run-off and effluent as dominant site 
stressors, along with agricultural run-off. Finally, the lower section of the Hocking River 
including the site at River Mile 9.8 was noted in the expert assessment to be influenced by mixing 
with the larger Ohio River downstream, and habitat effects due to channelization and riparian 
vegetation loss.  Channelization and riparian habitat were identified by WOE/WLR analysis as 
significant stressors at this site, as well as water chemistry and urban run-off.   
7.3.4 Risk Assessment Integration: A Retrospective Analysis 
     In this evaluation, results from a field habitat assessment, a stormwater field assessment, and 
stressor hypotheses based on expert judgment were compared with eco-epidemiological spatial 
database evaluation (WOE/WLR method) results based on archival data.  While the objective of 
evaluating the field assessments conducted or selected in this study was primarily for method 
validation purposes, the exercise provides examples of how screening-level eco-epidemiological 
modeling may be utilized to inform “Tier II” field assessments both in retrospect and in current 
practice (Figure 7.12).  In the stormwater survey for the Great Miami River, the identification of 
habitat and non-point source run-off as invertebrate community stressors at the four sites via 
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WOE/WLR analysis based on independent archival monitoring data provided results potentially 
useful to the field assessment both prior to its undertaking (in retrospect) or as supplemental  
 
 
Figure 7.12: General schematic of integration of Tier I eco-epidemiological analysis with Tier II 
field assessment of exposure/effects within the context of an ecological risk assessment, leading to 
Tier III Risk Characterization. 
 
information after the assessment.  While criteria for sites evaluated in the stormwater study were 
based on accessibility and proximity to specific features such as outfalls, the WOE/WLR analysis 
also provided site attributes useful to the selection of sampling locations prior to a field 
assessment.  This screening-level modeling approach both identifies and limits site locations to 
those where particular stressors of interest are not only likely to occur, but also are likely to be 
impacting the status of biological communities.  For a study like the stormwater field assessment 
where the major research objective is to determine the effects of urban stormwaters on biological 
communities, WOE/WLR analysis of existing archival data could be highly useful to first identify 
potential river and stream study locations where variables associated with stormwater exposure 
such as run-off accumulation, poor quality riparian habitat, and/or embedded substrate habitat are 
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evidenced to be potential stressors.  This step would make site hypotheses prior to the field 
assessment more robust, whereas otherwise site selection and sampling protocols would be 
primarily based on expert judgment and accessibility issues.  Utilization of this approach would 
also provide greater certainty for avoiding sites dominated by sources of stress outside the target 
scope of the field assessment, such as point-source contaminants or other water chemistry 
attributes that may make stressor-response relationships of interest more difficult to delineate.  
     The ability to rank stressors in addition to stressor identification via eco-epidemiological 
modeling of archival data provides a means to identify and prioritize future restoration needs to 
deliver the greatest likely benefit. In the Mad River field assessment for example, while poor 
channel habitat quality was observed across a majority of the evaluated river segments (Figure 
7.10), the relative influence of this variable on invertebrate community status in comparison to 
other habitat degradation also observed remains unknown based on the field assessment alone. 
However, when combined with the modeled identification of channelization as a highly ranked 
stressor in the WOE/WLR analysis across a majority of the evaluated river stretch, the field 
observations of channelization underscore the likely importance of this variable. The findings 
suggest that when considering habitat restoration approaches for this particular stretch of the Mad 
River, attention to channel habitat quality may yield the greatest improvement in invertebrate 
community condition. The WOE/WLR model results also provide other potential stressors for 
consideration which may have greater influence than habitat attributes. Additionally, the estimate 
of relative impairment probability provided by the model analysis may be a useful characteristic 
for prioritizing subsequent field assessments focused on specific impaired locations. 
     While expert field assessment is a vital component of site evaluation and ecological risk 
assessment, the ability to utilize existing resources and monitoring programs to target and 
prioritize stressors and locations of interest prior to conducting a field assessment (or as a 
quantitative supplement to field assessment conclusions) provides a practical option for 
watershed managers to optimize efforts.  Limitations of the relevance of utilizing archival data 
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include temporal change, both in long-term and in short-term fluctuations of river characteristics, 
but careful attention to site history and existing literature, as well as the potential for including 
additional variables that may capture temporal variability as a proxy for fluctuating contaminants 
(discussed in Chapter IX) may alleviate some uncertainty regarding comparability and 
interpretation.  Alternatively if data availability allows, models may be created to represent 
specific time periods to capture temporal fluctuations in stressor-response relationships such as 
seasonal variability (examined in the proceeding chapter for another geographic region).  Data 
availability for particular stressors of interest is a primary limitation for eco-epidemiological 
modeling of archival data relevant to guidance of subsequent field studies, indicating the 
importance for the use and exploration of appropriate proxy variables when appropriate 
(discussed further in Chapter IX).  While it may be the case that the use of eco-epidemiological 
analysis may not capture the full picture at the local level and therefore creates a level of “bias” 
that may leave out important stressors, interpretation of field assessment results alone may fail to 
adequately delineate important stress relationships that are detected within the context of larger-
scale data relationships and therefore can be biased and limited as well.  Like field assessments 
themselves, there are many improvements, refinements, and study-specific modifications that can 
be incorporated in an eco-epidemiological spatial data analysis, but both provide useful 
information towards delineating and interpreting ecological risk. 
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8.0 CHAPTER SUMMARY 
     A quantitative ecological risk assessment pilot study was conducted for macrofauna in surface 
waters of England and Wales using a GIS-based weights-of-evidence (WOE) and weighted 
logistic regression (WLR) application for watershed assessment.  Water chemistry, nutrients, and 
toxicity (metals and pesticides) variables were analyzed for their spatial association with 
macrofauna impairment for the spring and the autumn seasons.  On average, WOE/WLR 
modelling successfully predicted 85% of the impaired sites based on the spatial distribution of 
various stressors.  The spring model for the overall study area was most influenced by chloride, 
which may serve as a proxy for surface run-off.  Biological oxygen demand was the most 
influential variable in the autumn season for the overall study area, likely a result of the seasonal 
influx of organic matter (leaf fall) and existing anthropogenic sources of eutrophication.  
Ammonia was the most influential variable in the agricultural land use models for both seasons.  
A poor performance of the pesticide toxicity variable may indicate the need for further refinement 
of the variable.  Metals toxicity was most significant in urban land use.  Results from the 
WOE/WLR method were cross-compared with results from the Effects and Probable Cause 
method (“EPC”, De Zwart et al. 2006).  The methods strongly agreed (75-80%) in site stressor 
identifications, however the agreement for site stressor influence was much lower, though still 
significant.  Results from this study yielded information potentially useful to watershed managers, 
and suggest the potential for the WOE/WLR method in future risk assessment applications. 
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8.1  INTRODUCTION 
     It remains challenging for watershed managers to effectively prioritize stressors and develop 
targeted management strategies over large geographic areas.  The use of existing monitoring 
programs and their data in the development of future watershed management plans is beneficial 
from a cost, time, and effort standpoint.  The term “eco-epidemiology” in the context of this study 
refers to the analysis of biological and chemical data in order to identify relationships between 
biological condition and environmental variables and possible or likely causes of stress to the 
ecosystem and quantify the effects.  Eco-epidemiological approaches range from simplistic to 
highly complex data analyses, and statistical analysis and modelling can range from a having a 
high degree to almost no input or oversight by the researcher performing the computations.  A 
goal in these studies is to find a compromise between employing statistical approaches that can 
handle complex ecological relationships, while also allowing for some degree of “expert 
judgement” in the process to ensure that data relationships are biologically plausible, and not 
simply data-crunching exercises.   
    A geographic information system (GIS) based statistical method combining the techniques of 
weights-of-evidence (WOE) and weighted logistic regression (WLR) was introduced as an eco-
epidemiological tool in a large scale watershed risk assessment case study in the United States 
(Kapo and Burton 2006, Kapo et al. 2008).  The GIS-based WOE/WLR method is a spatial 
analysis technique that involves combining map patterns of different variables to predict the map 
pattern of an event of interest (Agterberg 1993).  The method was developed as a mineral 
exploration model in which various regional geologic map patterns were combined to predict 
undiscovered gold deposits using known regional gold deposit locations as a training dataset 
(Agterberg et al. 1994).  In the eco-epidemiological application of the method, spatial patterns of 
environmental variables are combined to predict the spatial patterns of biologically impaired 
sites.   
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     In this pilot study, a GIS WOE/WLR analysis was applied to monitoring and spatial data to 
develop quantitative risk assessment models for macrofauna in catchments of England and Wales.  
The goal of the study was to test the applicability of the method to the available data, to map the 
probability of macroinvertebrate impairment across the study area, to generate hypotheses of 
stressor influence across the study region, and to examine the influence of broad classes of land 
use on risk assessment hypotheses. Additionally, the results of the analyses were compared with 
results from an alternate eco-epidemiological technique (Effects and Probable Cause method, 
Environment Agency, 2008) using the same data sources.  As this project was a pilot study, the 
scope and content of the work in this study was limited by both practical time constraints and data 
availability.   
8.2 METHODOLOGY 
8.2.1 Data sources 
Data sources used in this study included:  
 Water chemistry data (hardness, chloride, total suspended solids, pH, biological oxygen 
demand (BOD), phosphate, ammonia and nitrate).. 
 Biological sample data (aquatic macroinvertaberate taxon composition and abundance 
data recorded at Biological Monitoring Working Party (BMWP) level for over 5000 sites.  
The data were collected according to highly standardized protocols over the time period 
1993 - 2004. Sampling locations were sampled every three years in spring and autumn a 
part of the Environment Agency’s General Quality Assessment (GQA) protocol. 
 Surface water concentrations of a number of toxicants (metals and pesticides).  Metals 
included cadmium, chromium, copper, nickel, zinc, lead. Measured total concentrations 
were converted to bioavailable fractions and the bioavailable fractions were used to 
calculate local toxic pressures per compound (Potentially Affected Fractions, PAF) and 
subsequently multi-substance PAF values at each sampling site.  Expressing toxicity as a  
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potentially affected fraction (PAF) is a useful way of generating summary statistics for 
toxic loadings.  The Potential Affected Fraction is defined as the fraction of species that 
can occur locally that is probably affected at a level higher than the 50 % effect level. 
These values were provided by De Zwart (RIVM). Use of a single, multi-substance PAF 
value per group of compounds minimizes the number of predictors in the assessment and 
so increases statistical power.  For a full discussion on the derivation and use of PAF and 
multi substance-PAF values, please see De Zwart et al. (2008). 
 Predicted surface water concentrations for pesticides derived using the Environment 
Agency’s Prediction of Pesticide In the Environment (POPPIE) tool.  POPPIE is a GIS 
based catchment scale pesticide model.  Predicted annual average concentrations for were 
readily available for the individual pesticides in the UK and were supplied by the 
Environment Agency to de Zwart (RIVM).  A multi-substance-PAF was calculated for 
pesticides (see de Zwart et al, 2008 for full details)   
 Delineated catchment data (UK Centre for Ecology and Hydrology, CEH 50 km data); 
and  
 Generalized land cover data from the Land Cover Map 2000 dataset (CEH).   
All GIS tasks were performed in ArcGIS version 9, with WOE/WLR analysis performed with 
Spatial Data Modeler version 3.1.81 (Sawatzky et al. 2004). Additional statistical analyses were 
performed in SAS Statistical Package version 9.0.   
8.2.2 GIS-based Weights-of-Evidence and Weighted Logistic Regression  
     The GIS-based WOE/WLR method for eco-epidemiology involves three major components: 
1) study area and variable definition, 2) WOE analysis, and 3) WLR modelling.  The WOE 
analysis identifies potential stressors by examining the strength of spatial association between 
individual variables and biologically impaired sites, including the variable concentrations at 
which the association becomes significant.  The information from WOE is used to select and 
optimize stressor variables to be included in the WLR model. The WLR model combines 
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significant variables to predict the probability of site impairment across the study area.  The 
components of the WOE/WLR method are discussed in detail in the following sections. 
8.2.2.1. Data preparation 
     The study area extent included catchments in England and Wales containing biological and 
water chemistry sample data (Figure 8.1). The most general catchment classification identifier 
was used in order to best represent the largest study area scale while omitting major drainage 
areas lacking sample data.  For a number of areas, no data was available (shown as unshaded in 
Figure 8.1).  Ten water chemistry parameters were examined in this study as potential stressor 
variables (Table 8.1).  Sample data from the time period 1995-2004 was divided into spring 
(sampling season 1: March-May) and autumn  (sampling season 3: September-November) groups 
for all water chemistry variables with the exception of metals toxicity and pesticide toxicity, 
which were derived from an external source (De Zwart et al. 2008) based on annually grouped 
data.  The mean value for each variable for each site was computed for all ten water chemistry 
variables. The result was a 10 year averaged spring and autumn season dataset for each variable, 
¯
0 10050 km
 
Figure 8.1: England and Wales study area extent; catchments containing sample data.  
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with the exception of metals and pesticide toxicity which had an annual averaged dataset each.  A 
discussion of data variability is provided later in the discussion.  GIS raster maps for the study 
area were created for each variable by interpolating sample point concentrations.  The raster maps 
were created using localized interpolation, where grid cells are assigned the variable value of the 
nearest sample point at a grid cell resolution of 0.25 km2.  Interpolated estimates for each variable 
were made only for study area catchments containing sample data. Any study area catchments 
lacking data for a particular variable had a “null” value in the variable raster map. To reduce 
noise in the data and prepare the maps for WOE analysis, the raw values of each variable raster 
map were ranked into five general classes (value ranges) from low to high using Jenk’s Natural 
Breaks classification algorithm in ArcGIS.  Jenk’s Natural Breaks was chosen because it 
produces a gradient of value classes having minimal variability within each individual class.           
Biological sample data was used to develop biological training point datasets for the WOE/WLR 
analysis.  The Environment Agency used RPBATCH III+:RIVPACS (River Invertebrate 
Prediction and Classification System) Release 3.3 to produce the probability of capture (Pc) of 
each BMWP family and the expected abundance for each family at each site.  The Pc values are 
summarized over species per site by calculating the observed-expected ratio (O/Esite).  A high O/E 
indicates a favorable site.  RIVPACS O/E values for years within the study time range (1995-
2004) were separated into spring and autumn season groups (spring N sites = 889, autumn N sites 
= 881), and the mean O/E value per site was determined for each season (average of 2 samples 
per site per season). A training dataset definition for impaired biological sites was created by 
selecting the 25th centile of all RIVPACS O/E values, which corresponded to a value of O/E ≤ 
0.66. A training dataset definition for high-quality biological sites, also required for the 
WOE/WLR analysis, was created using the highest 25% O/E values, a threshold value of O/E > 
1.00. The end result was an impaired and high-quality training dataset for both spring (impaired N 
sites = 216, high-quality N sites = 195) and autumn (impaired N sites = 210, high-quality N sites 
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Table 8.1: Water chemistry variables utilized in the study. “msPAF” = multi-substance 
potentially affected fraction of species (Posthuma et al. 2006), data provided by De Zwart et al. 
(2008).  This variable represents the % macrofauna species exposed to their EC50 for one or more 
metals and pesticide concentrations at a site.   
Parameter  Abbreviation (Units) N sites  
(Spring, Autumn) 
Ammonia  NH4
+ (mg/L, ionized as N) 901, 901 
Biological Oxygen Demand  
Chloride  
BOD (mg/L, ATU as O2) 
Cl- (mg/L, chloride ion) 
901, 901 
880, 897 
Hardness 
Nitrate 
Orthophosphate 
pH  
Suspended solids 
Toxicity, metals 
Toxicity, pesticides 
CaCO3 (mg/L, total CaCO3) 
NO3
- (mg/L as N) 
PO4
- (mg/L as P) 
pH (standard units) 
TSS (mg/L at ˚C) 
Metals (% species affected, msPAF) 
Pest (% species affected, msPAF) 
901, 901 
900, 901 
901, 901 
901, 901 
898, 829 
294 (annual value) 
350 (annual value) 
 
 
= 211), respectively.    Sites with O/E> 0.66 but <1.00 were excluded from use as training sites in 
this study, but were used to evaluate model fit, as described later in the Results section.     
8.2.2.2 Spatial Analysis 
     The water chemistry variable raster maps and the impaired and high-quality site training point 
datasets were used in WOE analyses. The WOE analysis is a data exploration exercise to 
delineate which variables, and which variable values, significantly increase the odds of the 
occurrence of a training site (Robinson et al. 2004). The analysis takes into account the prior odds 
(chance observation) of a training site given the extent of the study area.  Both impaired (O/E < 
 189
0.66) and high-quality (O/E > 1.00) sites were independently used as training site datasets in 
separate WOE analyses, to adjust for sampling bias and detect biologically relevant trends.  
Figure 8.2 shows a plot of the computed studentized contrast values for the raster map for BOD 
(spring season), showing the odds of impaired and high-quality site occurrence over the 5-class 
concentration gradient of the variable.  A similar plot is produced for each variable.  In the 
example for BOD (spring season) in Figure 8.2, impaired sites are much more likely to occur 
above a value range of (2.98-4.09 mg/L), while high-quality sites are generally more likely to 
occur below this value range.  The plotted WOE trends are used in an expert judgment process to 
evaluate whether a water chemistry variable was a potential stressor based on evidence of a 
positive association with impaired sites combined with an inverse or unrelated trend for high-
quality sites.  Variables that did not show any response over the gradient, or whose response was 
similar between impaired and high-quality sites, were dropped from further evaluation. The 
threshold value range, shown as a dotted line in Figure 8.2, is the point at which association with 
impairment became positive for the variable. In the BOD example presented in Figure 8.2 this 
 
Figure 8.2:  Example Weights-of-Evidence analysis plot for BOD (spring).  
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range is 2.98-4.09 mg/L).  This was used to simplify the raster maps for each identified potential 
stressor into a binary map, with a value of “1” attributed to stressor values having increased odds 
of impairment, i.e  for the BOD example, >2.98 mg/L, and a value of “0” given to values having 
decreased odds of impairment (BOD ≤ 2.98).  The rationale for this step is to improve the 
proceeding weighted logistic regression model by optimizing the individual input variables for 
maximum predictive strength (Robinson et al. 2004). Relationships need not be linear- non-linear 
relationships, for example stress associations at low and high values of a stressor, can be 
addressed by grouping all values associated with stress together (binary =1), or creating separate 
variables to represent the different types of response.  In this study, however, no stressor variables 
examined had a strong enough trend of this type to be delineated at the large scale of the study 
area and general biological endpoint evaluated.          
     A new set of WOE analyses were run for the binary stressor variables, yielding a single 
contrast value for each variable.  Stressor variables having a contrast value with p< 0.10 
confidence were selected for input into the weighted logistic regression (WLR) model. WLR was 
used to integrate the new binary raster maps delineated in the WOE analysis for each potential 
stressor to predict the locations of impaired sites over the entire study area extent.  WLR models 
the probability of impairment as a function of the unique combinations of stressor variables 
(Agterberg 1993).  Before final model convergence by maximum likelihood estimation, the 
unique combinations are weighted by the amount of area. Further information on WLR can be 
found in Agterberg (1993). WLR does not assume variables are independent, allowing for 
collinearity among variables without impacting model predictions (Robinson et al. 2004). 
However, due to the effects of multicollinearity on confidence of interpretation of the parameter 
coefficients, collinearity diagnostics were performed using SAS Statistical Package.  Variance 
inflation factors (VIF) were computed on both the raw and binary values of the stressor variables 
input into the WLR models to determine the amount of error associated with the parameter 
coefficient due to collinearity.  The most conservative VIF threshold of >2.5 was selected as a 
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value of potential concern.  If a stressor variable had a VIF value of >2,5 but had a significant 
WLR coefficient (p<0.5), the interpretation of the coefficient was sound, but if the WLR 
coefficient was not significant, the stressor variable was removed from the WLR model.  This 
process ensured that the magnitude of the WLR coefficients (i.e., stressor influence) could be 
compared between stressor variables with confidence.    
     The results from a WLR model include 1) an impairment probability map for the study area, 
and 2) a ranking of the relative influence of the individual variables (WLR coefficients).  The 
WLR coefficient indicates the increase in odds of impairment when moving from a binary value 
of 0 to 1.  Separate WLR models were created for spring and autumn seasons for the study area 
extent.  Model fit for WLR was determined by overlaying all UK RIVPACS sample points for a 
season over the impairment probability model map and computing the % of sample values 
correctly predicted by the model, as well as false positives and false negatives.  A correct 
prediction would be a RIVPACS O/E value ≤ 0.66 in WLR map areas with elevated impairment 
probability (above the mean WLR model value), or a O/E value > 0.66 in WLR map areas with 
low impairment probability (mean WLR model value or below).   
8.2.3 Cross-Comparison with Effects and Probable Cause Methodology 
     Stressor identification and prediction of the most influential stressors for the study area from 
the WOE/WLR method were compared with results from an alternate eco-epidemiological 
method, the Effects and Probable Cause (EPC) approach (De Zwart et al. 2006) performed for the 
same study area and variable types (De Zwart et al.  2008). The EPC approach uses Poisson 
regression to model species abundance as a function of the continuous (raw) distributions water 
chemistry variables and natural factors. Species missing from sites are determined using 
RIVPACS.  The species abundance Poisson models for all species missing from a particular site 
are used to estimate the contribution of each stressor variable to decreased species abundance at a 
site.  This is computed by summing the negative variable coefficients for each model, dividing 
the individual coefficients by the sum to attain the individual % stressor variable influence, and 
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then averaging the % influence for each stressor over all models for missing species at a site.  The 
results are visually displayed as pie charts on a map, with pie size related to 1 minus the 
RIVPACS value (larger size = more impacted), and the pie slices proportional to the site stressor 
influence.  For more information about the EPC model, see De Zwart et al. (2006, 2008).   
     The site predictions as stressor percentage contributions from the EPC model were computed 
by year, yielding multiple results for each site. In order to directly cross-compare with the 
WOE/WLR method which grouped years together, the mean % stressor contribution of each 
variable was computed for each site over all years (1995-2004), and these results were compared 
with WOE/WLR results for spring and autumn season, respectively.  Another difference between 
the methods is the requirement of the EPC method to have co-located data for all variables (each 
site must have a sample value for all variables, N = 307 sites), while the WOE/WLR method 
handles data gaps for one or more variables using interpolation or null values, allowing for more 
sample sites to be included.  We were therefore able to include more sites from England and 
Wales in this study than could be included in the EPC approach. 
     A subset of WOE/WLR impaired sites that were also sites used in the EPC model, were used 
to cross-compare stressor identification and influence results (N sites spring = 62, N sites autumn 
= 57).  Three major cross-comparison exercises were conducted between the methods: 1) a 
comparison of site stressor identification per site, 2) a comparison of dominant (most influential) 
stressors, and 3) a comparison of the relative influence (ranking) of identified stressors.  A 
stressor was identified by the WOE/WLR method at a site if the stressor had binary value of 1.  
While the EPC method did not have a clear threshold for site stressor identification, for the 
purpose of this study a stressor identified at a site by the EPC method had an average contribution 
of at least 1% to the abundance models for missing species at the site.  This value was chosen 
because a discrete threshold needed to be set in order to compare between the WOE/WLR and 
EPC methods, and the EPC method attributed small amounts <1% of stress contribution to every 
stressor variable as an artifact of its averaging scheme.  A selected threshold of ≥1% stress 
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contribution as an EPC stress identification resulted in a similar number of identified stressors per 
site between the WOE/WLR and EPC methods (~ 3-4 per site).  If a variable at a site met both 
these criteria (WOE/WLR binary = 1, EPC contribution ≥ 1%), the methods had a “match” in 
stressor identification.  Similarly, if a variable at a site did not meet both these criteria 
(WOE/WLR binary = 0, EPC contribution < 1%), the methods also had a “match” (the stressor 
was not identified by either method).  The overall “% matching” was computed for both the 
WOE/WLR spring and autumn season cross-comparisons with the EPC method, and the 
significance of this value was determined using Cohen’s Kappa statistic to adjust for agreement 
due to chance.   
     A cross-comparison of dominant stressors identified by the methods was conducted by 
computing the frequency of the highest-ranked site stressor variables, over all sites.  In the 
WOE/WLR method, stressor rankings at a site were determined by the magnitude of the WLR 
coefficient for identified stressor variables, while in the EPC method variable rankings were 
determined by the average percentage contribution of identified stressor variables to the species 
abundance models for the site.  To further compare stressor influence between the methods, 
stressor variables identified by both methods at a site were attributed a rank (1, 2, 3…) based on 
the ranking criteria just discussed, and a correlation analysis was performed between the rank 
values over all sites.  This comparison provided information about how similarly the methods 
ranked stressor variables in importance.   
8.2.4 Land Use Specific Analyses 
     Additional WOE/WLR analyses were conducted for spring and autumn season data 
considering two specific land use types.  For the land use specific analyses biological and water 
chemistry variables were adjusted to include only those occurring within dominant land cover 
classifications of agricultural and urban land use (Figure 8.3).  Classified data from the Land 
Cover Map 2000 (LCM2000, CEH) was generalized into an urban category (LCM2000 classes  
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Figure 8.3: General land cover classifications for the WOE/WLR study area (yellow = 
agriculture, red = urban, green = other) based on LMC2000 data (CEH) 
 
“171” and “172”) and an agricultural category (LCM2000 classes “41”, “42”, and “43”).  
Impairment probability maps and stressor rankings were created and model fit evaluations were 
performed for urban and agricultural land use model for each season. 
8.2.5 Evaluation of Sample variability 
     An issue of potential concern in this study was the grouping of ten years of data (1995-2004) 
into representative seasonal mean values for the various variables.  A limitation of the 
WOE/WLR method is that because geographic maps are used for the statistical analyses, there 
cannot be more than one representative value per location for a particular model. If various years 
were to be explored separately, it would require a separate WOE/WLR model for each year, a 
feasible task but beyond the practical scope of this case study.  The use of seasonal groupings 
sought to reduce variability in the grouped data, as well as allow study of seasonal relationships.  
To address how much increased variability the use of ten-year seasonal groupings introduced 
compared to the alternative use of means computed for a group of few years, including looking at 
one year, a brief examination of sample variability was conducted by comparing the site standard 
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deviations for the 10-year seasonal groupings with data grouped for only three years and only one 
year.   
 
8.3 RESULTS AND DISCUSSION 
8.3.1 England and Wales WOE/WLR Analysis (overall study area) 
     WOE/WLR analyses for spring and autumn seasons were successfully conducted for the study 
area.  The stressor values above or below which biological impairment was more likely to be 
observed (binary map value = 1, determined by WOE analysis) are given in Table 8.2 for the 
stressor variables included in the WLR model.  These threshold values are given as ranges based 
on the original Natural Breaks classification of the variables in the WOE analysis. The WLR 
impairment probability model map (Figure 8.4), which statistically combined the binary stressor 
maps, delineates areas with the highest probability of impairment. The probability values should 
be interpreted as relative probabilities (i.e. favorability) for the study area, not as literal 
probability values (Robinson and Kapo, 2004).  The map color gradient from grey to red indicates 
increasing probability categorized by standard deviations, allowing for direct comparisons 
between model maps (spring season versus autumn season, etc.).  Green to red map areas 
delineate regions of the study area where sites with impaired macrofauna are most likely to occur. 
Grey color indicates either no data, below average, or average impairment probability (similar to 
random chance).  Red color indicates the highest probability for the occurrence of impaired sites.   
     The WLR coefficients for each variable (Table 8.3) are used to rank the influence of each 
stressor in the overall study area model, and at the site-specific level based on the stressor values 
present at the site.  Each unique combination of stressor variables in the raster map has been 
assigned a WLR impairment probability and an associated ranking of stressors.  Each grid cell of 
the raster map belongs to one of the unique combinations, allowing for the query of relative  
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Table 8.2:  England and Wales study area impairment association thresholds for stressors. The 
impairment association threshold is the value range determined in WOE analysis above or below 
which the odds of site impairment increase (classified as a binary map value = 1 for the WLR 
model). Stressors are shown ranked by influence for each land use/season model. 
Model  Stressor Impairment Association Threshold Range  
Spring 
 
 
 
 
 
Autumn 
 Chloride 
Ammonia 
pH 
Suspended solids 
BOD 
Metals  
BOD 
Ammonia 
pH 
Metals 
Chloride 
Nitrate 
> (33.2 - 68.6) mg/L 
> (0.15 - 0.55) mg/L 
< (7.6 - 7.9) 
> (9.3 - 19) mg/L 
> (2.98 - 4.1) mg/L 
> (1.8 - 3.9) % species affected 
> (2.07 - 2.81) mg/L 
> (0.097 - 0.5) mg/L 
< (7.39 - 7.73) mg/L 
> (1.8 - 3.9) % species toxicity 
> (36.3 - 88.06) mg/L 
> (5.88 - 8.63) mg/L 
 
 
Below to mean 
0 – 1 std.dev. 
1 – 3 std.dev. 
Impairment 
Probability 
Spring Season Autumn Season
 > 3 std.dev. 
No data  
in catchment 
Figure 8.4: WLR impairment probability map for macrofauna (extracted by river network). 
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impairment probability and stressor influence.  Chloride and ammonia were the most influential 
variables in the spring model, while BOD and ammonia were most influential in the autumn 
model (Figure 8.5).  Suspended solids (TSS) were only significant in the spring model, while 
nitrate was only significant in the autumn model.  The influence of ammonia was consistent 
between the two seasonal models.  Model fit evaluations were performed for the spring and 
autumn models.  When overlaying all biological sample values (all values of O/E) on the 
impairment probability map, the overall % prediction accuracy (impaired or not impaired) of the 
models was 75% for spring and 76% for autumn, respectively.  When evaluating the success of 
prediction for impaired sites only (O/E ≤ 0.66), the models successfully predicted 81% and 85% 
of the impaired sites for spring and autumn, respectively.  Most of the error associated with the 
models was due to false positives (the model predicting a site to have O/E ≤ 0.66 when in reality 
it was higher). Most (56%) of those false positive site predictions for the two models had O/E  
 
Table 8.3: Ranked stressor variables for the study area (* = Variable had variance inflation 
factor >2.5< 10 and a significant WLR coefficient, p<0.05) 
Season Rank Stressor WLR Coefficient  
(p<0.05 unless noted otherwise) 
Spring 
 
 
 
 
 
Autumn 
1 
2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
Chloride 
Ammonia* 
pH 
Suspended solids 
BOD  
Metals 
BOD 
Ammonia* 
pH 
Metals 
Chloride 
Nitrate 
1.41  
1.35  
0.85  
0.40  
0.34  
0.26 (p = 0.09)  
1.47  
1.37  
0.64  
0.56  
0.39  
0.26 (p = 0.11) 
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Figure 8.5:  Stressor influence (WLR coefficients) for seasonal models  
 
values of 0.85 or lower.  Pearson correlation analyses performed between the site O/E values and 
the associated predicted impairment probabilities yielded significantly negative relationships for 
both the spring (R = -0.59, p<0.0001) and autumn (R = -0.57, p<0.0001) models.  This result 
indicates that as the probability of impairment increases, the magnitude of impairment (species 
loss) increases as well (orange and red map areas in Figure 8.4 generally have the worst 
conditions).   
8.3.2 Sample variability evaluation 
     The sample variability associated with grouping 10 years of seasonal data compared with an 
alternative of grouping fewer years of annual data was conducted. The frequency distribution of 
standard deviations associated with the mean site values for each environmental variable were 
compared between 10-year seasonally grouped data, 3-year annually grouped data, and 1-year 
annually grouped data. The variance associated with mean values for 10-year seasonal data did 
not show a major difference with annually grouped data for 3-year or 1-year groupings The 
evaluation of sample variability for ammonia is given in Figure 8.6, suggesting that; (i) grouping 
by season allowed a reduction in variability in the 10-year data comparable to that of grouping of  
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Ammonia: Histogram of Site Variation
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Figure 8.6:  Sample variability for ammonia; comparison of year groupings. 
 
fewer years, and/or (ii) the variability in sample measurements at a site is acting on a smaller 
temporal scale than a year.    
8.3.3 Cross-comparison results 
     The WOE/WLR model outputs were compared with outputs from the De Zwart et al. (2008) 
application of the EPC method to the same data set to see whether the ranked lists of potential 
stressors identified by each model were comparable. The spring WOE/WLR model and EPC 
model had a good agreement rate of 80% (Cohen’s Kappa = 0.39, p<0.0001).  On average, the 
spring WOE/WLR model predicted 70% of the stressors per site predicted by the EPC model, 
while the EPC model predicted 54% of the stressors per site predicted by the WOE/WLR method.  
The autumn WOE/WLR model and EPC model had an agreement rate of 75% (Cohen’s Kappa = 
0.49, p<0.0001).  On average, the autumn WOE/WLR model predicted 69% of the stressors per 
site predicted by the EPC model, while the EPC model predicted 72% of the stressors per site 
predicted by WOE/WLR.  An examination of the dominant stressors, i.e. those most frequently 
ranked the highest at a site, indicated that the dominant stressor in the EPC model was pH, in the 
spring WOE/WLR model chloride, and in the autumn WOE/WLR model BOD (Figure 8.7).  
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The methodologies demonstrated a weak similarity in the way that they ranked stressor variables 
at a site, despite showing strong similarity in identifying stressors at a site.  A Spearman 
correlation analysis was performed on the site-specific rankings (#1, 2, 3…) of stressor variables 
predicted by both the WOE/WLR model and the EPC model (this exercise was performed twice 
using the spring, and then the autumn WOE/WLR models). As discussed in the Methods section, 
the WLR coefficient magnitude, and the % stress contribution were the criteria used to rank site 
stressors by the WOE/WLR and EPC methods, respectively. The correlation between the site-
specific stressor rankings of the spring WOE/WLR model and the EPC model was 0.17 (p<0.06). 
The correlation between the site-specific stressor rankings for the autumn WOE/WLR model and 
the EPC model was higher and significant at 0.29 (p = 0.0002), but still a relatively low value.  
The degree of agreement in identification of various stressors between the spring WOE/WLR 
model and the EPC model, and between the autumn WOE/WLR model and the EPC model, is  
shown in Figures 8.8 and 8.9, respectively.  The most frequent site stressor identification overlap 
 
 
 
Figure 8.7:  Dominant site stressors: frequency of variable as highest ranked (#1) site stressor 
for EPC and seasonal WOE/WLR models over all sites. 
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Figure 8.8:  Comparison of stressor identification agreement (by stressor) between the spring 
WOE/WLR model and the EPC model. 
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Figure 8.9: Comparison of stressor identification agreement (by stressor) between the autumn 
WOE/WLR model and the EPC model. 
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between the spring model and the EPC model included ammonia, BOD, chloride, and pH. 
8.3.4 Land use specific WOE/WLR 
     Impairment probability maps based on land-use specific WLR models for spring and autumn 
are presented in Figures 8.10 and 8.11, respectively. Visually comparing the models between 
spring and autumn reveals increased impairment probability (and hence likely severity) in 
agricultural areas in the northeast of the country, during the spring season.  It is surprising that 
some of the most intensive arable areas in Anglian region have not been highlighted by this 
method, but this may be because of missing input data in this area and possibly the nature of the 
modeled pesticide input data used (see below).  In the autumn season, impairment probability is 
increased in the drainage areas around London, in the NW of England and some locations in 
central England.                
     The relative stressor influence of various water chemistry variables in the land use specific 
models for both seasons (Figure 8.12) indicates ammonia is significant in agricultural areas in 
both spring and autumn.  Suspended solids and hardness were exclusively significant stressor 
variables in the agricultural areas, while pH, phosphate, and metals were more significant in 
urban areas than agricultural land use.  The pesticide toxicity variable was only found to be a 
significant predictor of impairment in urban land use in the spring season. However, the modeled 
pesticide data used was unlikely to reflect the peak pesticide concentrations most likely to cause 
biological effects. Pesticides exposure is peaky and transient in nature, only occurring in certain 
months of the year for some compounds.  Annual average modeled pesticide concentrations were 
used and this will effectively have removed the peak concentrations most likely to cause 
ecotoxicological effects.  For the purposes of this scoping study, the annual average modeled data 
used was the only data available at a national scale within the timescales of the project.  Further 
work is required to generate more realistic surface water pesticide concentrations nationally that 
better represents the typical concentrations that macroinvertebrates are exposed to. 
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Figure 8.10:  Land use specific macrofauna impairment models: Spring season.  
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Figure 8.11:  Land use specific macrofauna impairment models:  Autumn season. 
 
 
 204
0%
10%
20%
30%
40%
50%
60%
70%
Am
mo
nia
Ch
lor
ide
Ha
rd
ne
ss pH TS
S
 N
itra
te
BO
D
Me
ta
ls
Ph
os
ph
at
Figure 8.12:  Stressor influence (WLR coefficients) for land use specific models.   * = WLR 
coefficient significant at p<0.05. 
 
The impairment association threshold value ranges, determined by WOE analysis, for all 
variables in the WLR model are provided in Table 8.4.  These value ranges delineate the variable 
values above or below which the odds of site impairment increases. Model fit analyses for the 
land use WOE/WLR models found an overall accuracy (comparing predicted biological 
impairment to actual impairment at all sites) of 85% for the agricultural spring model and 74% 
for the  autumn season model. The overall accuracy for spring and autumn urban land use models 
was 74% and 72%. When looking at just impaired sites, success rate for prediction of impaired 
sites (O/E ≤ 0.66) for the agricultural models was 77% for spring and 93% for autumn and for the 
urban models (71% for spring and 100% for autumn).  As with the overall study area models, 
observed impairment severity increased as impairment probability increased. Significant Pearson 
correlations were found between the raw site O/E values and the predicted impairment 
probability, for both the agricultural models (spring R = 0.56, p<0.0001; Autumn R = 0.5, 
p<0.0001), and the urban models (spring R = 0.56, p<0.0001; Autumn R = 0.24, p = 0.05).   
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Table 8.4:  Land use specific impairment association thresholds for stressors. The impairment 
association threshold is the value range determined in WOE analysis above or below which the 
odds of site impairment increase (classified as a binary map value = 1 for the WLR model). 
Stressors are shown ranked by influence for each land use/season model. 
Model  Stressor Impairment Association Threshold Range   
Spring, 
Urban 
 
 
 
 
Autumn, 
Urban 
 
 
 
Spring, 
Agriculture 
 
 
 
 
Autumn, 
Agriculture 
 pH 
Pesticide toxicity 
BOD 
Chloride 
Phosphate 
Metals toxicity 
BOD 
pH 
Chloride 
Phosphate 
Metals toxicity 
Ammonia 
Chloride 
Hardness 
pH 
TSS 
Nitrate 
Ammonia 
TSS 
BOD 
Hardness 
Nitrate 
 
< (7.6 – 7.9)  
> (1 – 1.2) % species affected 
> (3.1 – 4.5) mg/L 
> (43 - 86) mg/L 
> (4.6 – 7.5) mg/L 
> (1.1 – 2.5) % species affected 
> (2.02 – 2.75) mg/L 
< (7.7 - 7.8) mg/L 
> (40 – 79) mg/L 
> (2.8 - 7.9) mg/L 
> (1.1 – 2.5) % species affected 
> (0.15 – 0.55) mg/L 
> (43 – 83) mg/L 
> (420 – 500) mg/L  
< (7.7 – 8) 
> (11.2 – 20.8) mg/L 
> (8.3 – 11.3) mg/L 
> (0.09 – 0.21) mg/L 
> (20.2 – 41.5) mg/L 
> (2.5 – 3.8) mg/L 
> (295.5 – 419.7) mg/L 
> (9.6 – 13.4) mg/L 
 
 
 
This study has evaluated the applicability of the GIS-based WOE/WLR methodology to the 
readily available data on surface waters and invertebrate macrofauna for England and Wales, held 
by the Environment Agency.  Although a limited data set has been used, the study, which should 
be considered as a scoping study, has yielded   significant results and map products that may be 
of use to River Basin managers for the purposes of the Water Framework Directive.  The model 
fit evaluations for both the full study area as well as the land use specific WOE/WLR models 
showed strong explanatory power, consistent with, and in many cases stronger than, previous 
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analyses in other geographic regions (previous chapters evaluating Ohio).  The seasonal models 
for the study area provide geographic predictions of biological impairment based on spatial 
patterns of stressor variables which allow for more targeted studies.  The impairment maps, while 
informative as a static map, are also GIS raster datasets with stressor rankings associated with 
each study area grid cell.  The result is the ability to perform a targeted assessment with 
information on location and a list of stressors of concern, based on available data from an 
established monitoring program.   This could is potentially useful not only for river basin 
characterization work under the Water Framework Directive, but also in developing appropriately 
targeted Programmes of Measures.   
     The most influential variable in the spring season WOE/WLR model for the study area was 
chloride, which may serve as a proxy variable for surface run-off from spring rain events.  Run-
off magnitude, particularly urban run-off, has been found to be a highly predictive factor 
determining biological impairment in previous WOE/WLR analyses on a geographic region of 
the United States (Chapter III).  The chloride variable in the full study area model may serve as a 
useful proxy for urban run-off.  The examination by specific land use type removes some of the 
influence of the chloride variable which suggests a possible use as a land use proxy itself in the 
full study area model.  For example, when examining the data by land use (Figure 8.13), other 
stressor variables become stronger predictors of impairment than the chloride variable.  While the 
full study area model provides useful information about impairment location and stressor source, 
this information is even more refined by further evaluating the data by specific land use.  This 
finding highlights the benefit of taking a land-use specific approach to eco-epidemiological 
modeling.  
     Another interesting result when comparing the results in stressor influence between the full 
study area WOE/WLR seasonal models and the land use specific WOE/WLR models is the 
influence of metals toxicity.  The influence of metals toxicity was higher in urban land use 
compared with agricultural land use, and higher in the autumn season compared with the spring 
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season.  An increased influence of metals in urban areas would be expected because of the higher 
number of potential sources of metals (industrial, vehicular, etc.) in urban land use.  There are 
two possible explanations for the seasonal difference in metals toxicity influence, which both may 
be correct to some extent.  One is a potentially higher overall bioavailability of metals in the 
autumn season due to seasonal fluctuations in water chemistry (Antunes, et al. 2007).  The metals 
toxicity variable used in this study considers only hardness-adjusted bioavailable amounts 
(Posthuma and De Zwart 2006).  Another potential explanation is the increased importance of 
other factors in the spring season which outweigh the predictive power of metals stress for 
macrofauna impairment.  This is supported by the relatively higher influence of the pesticide 
toxicity variable in the urban model for spring, which may simply serve as a proxy for stressors 
associated with agricultural run-off.  This would indicate that in the spring season in urban areas a 
significant proportion of macrofauna stress may be a result of a combination of urban and 
agricultural-based stressors.  The pesticide toxicity variable was not significant in the agricultural 
models,. However, given the shortcomings of the modeled pesticide data used, ass discussed in 
Section 3, this is unsurprising...  Improving pesticide toxicity estimates, and run-off constituents 
in general, would be of potentially great benefit to future work.  Nitrate was found to be a more 
influential factor in the autumn agricultural land use model compared with the spring model.  
Nitrate is commonly released to surface waters through crop harvest practices in the autumn 
season (Vos and Van der Putten 2004).  
     Cross-comparison of the WOE/WLR method with the De Zwart et al. EPC method (2008) 
showed a strong agreement in stressor identification between the methods, but less agreement in 
the relative influence of stressor variables.  While both methods may have identified a particular 
variable as a site stressor, in many cases they disagree on the relative significance of a stressor 
compared with others present.  An obvious factor potentially complicating interpretation and 
contributing to the differences in results is the seasonal split of the data in the WOE/WLR 
method, and the averaging of EPC site results over all sample years in structuring the comparison. 
 208
In addition, the inconsistency in stressor influence between the methods is not highly surprising 
given the different statistical methodologies used.  In particular, while the EPC approach visually 
displays biological impairment based on species loss estimates from RIVPACS, the actual 
statistical relationships between stressor variables and biological condition are based on species 
abundance.  The WOE/WLR method, in contrast, statistically models the relationship between 
stressor variables and RIVPACS derived O/E values.  It is possible therefore that the differences 
in predicted stressor influence between the methods may in fact reflect that the EPC method gives 
more weight to stressors with the greatest effect on raw species abundance, and the WOE/WLR 
method gives more weight to stressors whose presence most increases the probability of obtaining 
a RIVPACS value below a certain threshold.  The general type of stressor (water chemistry, 
habitat alteration, etc.) may affect how the statistical differences between the methods impact the 
strength of agreement of the results.  For example, the weak correlation between stressor rankings 
of the methods for the water chemistry variables in this study was similarly found for water 
chemistry variables in a previous cross-comparison study for fish communities in the state of 
Ohio, USA (Chapter III). However, in the Ohio study, the site-specific rankings of habitat 
stressors (which were not evaluated in this current study) showed a strong positive correlation 
between the methods.  A potential explanation requiring further study is that RIVPACS-based 
O/E and raw species abundance values respond more similarly to habitat alteration than to water 
chemistry variability. 
     The disparity between the outputs from these methods causes an obvious problem for 
interpretation and use of the information by river basin managers.  Further more work to compare 
the two approaches more directly is recommended.  Careful thought should also be given how the 
outputs from these methods should be used and interpreted.  It is envisaged that the most 
appropriate application of these methods may be within an evidence based framework for 
decision making, alongside other lines of evidence for likely cause of observed biological impact. 
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It should also be borne in mind that the limited nature of the data used thus far has limited the 
outputs.  Any future work should look to improve the accuracy of some of the existing stressor 
variables, such as pesticide surface water concentrations.  In addition, data on other potentially 
significant stressor variables such as hydrological modification should be included.  Inclusion of 
other biological information such as diatom and fish data would be a valuable addition, since 
macroinvertebrates will not be the most sensitive endpoint for all stressors. 
In summary, the following conclusions can be drawn from this pilot application study: 
 The GIS-based WOE/WLR method was successfully applied in the context of a scoping 
study, to the available biological, chemical, and land use data for England and Wales.   
 Outputs from the method included GIS based maps predicting the location of macro- 
faunal impairment together with a ranked list of probable stressors.  Visual outputs such 
as these can be effective communication tools 
  Cross-comparison of the WOE/WLR method with another eco-epidemiological method, 
the Effect and Probable Cause (EPC) method (De Zwart et al. 2008) found that both 
methods generally agreed on identification of significant stressors at a site, but there were 
differences between the stressor influence (relative rank order at a site) between the 
methods. 
 Differences between the outputs are likely to be because of the different statistical 
methodologies used.  Further work to understand the reasons for the differences is 
required before outputs can usefully be used in a river basin management context. 
 The inclusion of more data on additional stressor variables such as hydromorphological 
data would increase the usefulness of the method and its outputs and is strongly 
recommended.  Collation of national datasets of sufficient quality and extent for these 
methods is not a trivial task and the time and effort required should not be 
underestimated. 
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 To be of real long-term value, future monitoring programmes should be targeted to 
ensure that the data collected can be used in eco-epidemiological methods such as those 
described here and in De Zwart et al. (2008). 
 Eco-epidemiological approaches such as the WOE/WLR and EPC methods are 
potentially very useful tools for river basin managers under the Water Framework 
Directive, especially as part of an evidence based framework for decision making.  
Further work should be targeted at developing such a framework. 
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9.0 CHAPTER SUMMARY 
     A critical overview is provided for technical and conceptual components of the GIS-based 
weights-of-evidence and weighted logistic regression (WOE/WLR) methodology as applied to 
eco-epidemiological analysis in the preceding chapters.  Components of the methodological 
framework including ecosystem response, study area delineation, ecosystem stressors, spatial 
analysis, and interpretation and utilization of analysis output are discussed and suggestions for 
improvement and future research directions are provided.  The characterization of ecosystem 
response using population and community metrics could be improved in future applications with 
a better representation of natural variability and protective standards for biological condition 
using eco-regional attributes and a direct incorporation of reference condition.  The potential use 
of trait-based biological criteria in future applications is also a promising future research 
direction.  Study area delineation may be enhanced in a number of alternate ways to take 
advantage of more robust catchment delineation approaches and land cover representation.  
Similarly, representation of ecosystem stressors may be improved by enhancing catchment 
delineation and predictive modeling that increases accuracy of estimated stressor exposure.  
Improved incorporation of stress related to nutrient enrichment and flow variability is necessary 
for future methodological applications for Ohio.  The creation of multi-class stressor variables 
resulting from WOE analysis as inputs to subsequent regression modeling may yield stronger 
model fits.  Advancements in WLR model interpretation and visual communication based more 
directly on user preferences may also enhance the potential uses of the methodology in the future.   
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9.1 INTRODUCTION 
     The previous chapters presented numerous case studies and examples of the application of a 
GIS-based weights-of-evidence and weighted logistic regression (WOE/WLR) approach to eco-
epidemiological analysis of environmental data.  The aim of the previous body of work was to 
initiate and test the development and application of the methodology in numerous research 
scenarios which examined and explored concepts and challenges relevant to ecological risk 
assessment.  Due to practical limitations on the scope of work, a trade-off existed between a focus 
on method development and the ability to evaluate and compare numerous applications of the 
methodology for both proof-of-concept and to increase knowledge through interpretation of 
results.  Therefore, as is commonly the case with novel research designs and applications, there 
are many enhancements, adjustments, and future research activities beyond the scope of this 
dissertation that would improve and expand upon the current foundation of work. Discussion in 
this chapter is devoted to a descriptive and critical overview of the methodology as applied in 
previous studies, including suggested future improvements and research related to 
methodological development.  Chapter X will focus on current and future research applications in 
the larger context of ecological risk assessment.  
     The general framework for the WOE/WLR methodology as applied to eco-epidemiology and 
environmental risk assessment (Figure 9.1) is based upon components of data preparation 
(ecosystem response, study area, and ecosystem stressors), spatial analysis (WOE analysis and 
WLR model development), and interpretation and integration within the context of an ecological 
risk assessment (development and validation of stressor hypotheses).  This chapter provides a 
critical overview of how eco-epidemiological concepts and objectives may be extrapolated to the 
methodology.  For each element of the methodological framework, the objective of this chapter is 
to 1) discuss the current practices for each element based on previous chapters using an approach 
geared towards potential users, and 2) provide a critical assessment of strengths and limitations of 
current research protocols and suggest potential future  
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Figure 9.1:  General framework for application of GIS-based WOE/WLR approach for eco-
epidemiological analysis and ecological risk assessment integration.   
 
 
improvements to address these limitations.  The program documentation for Spatial Data Modeler 
(ArcSDM, Sawatzky et al. 2004) provides a technical resource for the navigation of specific tool 
components for the execution of weights-of-evidence and weighted logistic regression analysis 
within the ArcGIS interface.  This present chapter provides an overview of the concepts and 
current strategies for extrapolating the analysis to eco-epidemiological research using 
terminology consistent with terms presented in the program documentation.  This overview 
approach allows the discussion to serve as supplemental information for potential users while 
avoiding duplication of information and efforts.  A concept-focused approach is also important as 
it is designed to transcend previous and future modifications in technology (specifically changes 
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in programming language, toolbar design, etc.) that may result in variability in procedural details 
between different program versions and associated documentation.  In all aspects of the 
preparation, analysis, and application of the methodology, both the availability and quality 
(resolution, detail, accuracy) of spatial data resources is the major limitation to successful 
technical and conceptual performance.  One desired outcome of this dissertation is to encourage 
the continued development and enhancement of large-scale environmental data collection 
programs and associated spatial data resources by demonstrating the potential benefits of 
applying spatial database analyses to eco-epidemiological research. 
 
9.2 DATA PREPARATION 
 
9.2.1 Ecosystem response: training dataset development  
 
     Two training point datasets are required in the eco-epidemiological application of GIS-based 
WOE/WLR analysis, one representing an impaired biological condition, and one representing a 
high-quality (or non-impaired) biological condition using user-defined criteria.  The utilization of 
two training datasets allows for potential sampling bias to be identified (discussed in further detail 
in Section 9.4).  Training datasets must simply be represented as spatially-referenced points 
whose attributes are consistent with user-defined biological criteria.  Sample-size needs for 
training datasets depend upon the study area extent, the particular spatial patterns and number of 
individual potential stressor variables, and the spatial distribution of the training points 
themselves. Data quantity requirements for significant associations are best determined by 
attempting the analysis with the maximum amount of data points available and evaluating 
significance.  The user-defined nature of training datasets is a strength of the methodology in that 
it allows for flexibility in study objectives in targeting the magnitude and nature of biological 
condition.  User-defined biological criteria in previous studies were defined primarily based upon 
the distribution of sample values (25th, 75th centile) of biological metrics, species-specific 
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abundance, or percentage of expected species occurrence (RIVPACS-type models, ex. De Zwart 
et al. 2006).   
     While flexibility in defining ecosystem response is a practical research advantage, the 
biological criteria definitions utilized in many of the previous studies could be improved and 
made more robust in future research applications.  The percentile-based approach to defining 
biological criteria in some of the previous studies achieved the objective of representing and 
comparing “lowest” and “highest” biological condition in a given database.  However, the 
utilization of data distribution-based criteria is not likely the optimal means for characterizing 
biological condition in a manner relevant to protecting ecosystem integrity.  Future applications 
evaluating biological metrics such as IBI would benefit from a better incorporation of reference 
condition designed to measure and protect biological integrity.  Quantitative deviation from 
reference condition may be established by historical data (pre-disturbance), comparison to 
comparable regional reference sites (RIVPACS-type models such as De Zwart et al. 2006), 
utilization of approaches that compare reference and test site community structure in ordination 
space such as the Benthic Assessment of Sediment (“BEAST”, Reynoldson and Day 1998), 
and/or expert judgment (Leuven et al. 2002, Ohio EPA 1989).   Future research using percentile-
based classification of population and community metrics could be improved upon by the 
separate consideration of data distributions by eco-regional classification and other attributes such 
as stream size (Ohio EPA 1989a-b, Usseglio-polatera and Beisel 2002).  Application of an eco-
regional approach to defining biological criteria would not only adjust subsequent eco-
epidemiological analyses for large-scale geographic differences in biological condition, but 
would also structure the analyses in a manner better focused on the delineation of anthropogenic 
stressors.   
    In addition to obtaining more accurate and protective measures of biological condition and 
better controlling for natural variability, other approaches for representing available biological 
data beyond those explored in previous studies should be examined in future research as well.  A 
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promising research direction for eco-epidemiological applications is a stronger focus on trait-
based characteristics as biological measurement endpoints (Baird and Van den Brink 2007).  This 
approach may produce more robust stressor-response associations and reduce uncertainty by 
targeting specific stressor exposure characteristics and associated biological effects.  
Physiological sensitivities to certain contaminants may be specific to or more intensive in certain 
species, such as increased sensitivity of mayfly taxa to eutrophication from high nutrient 
concentrations (Norton et al. 2000) or a number of macroinvertebrate taxa to organic toxicants 
(Liess and Von Der Ohe 2005).  In addition to physiological traits, temporal properties related to 
life history traits significant to stressor exposure may be used.  The “Species At Risk” 
methodology (SPEAR, Liess and Von Der Ohe 2005) combines physiological sensitivity to 
organic toxicants, emergence time (month of emergence in comparison to pesticide application), 
and generation time to develop a classification of macroinvertebrate species by potential 
susceptibility to agricultural pesticides.  Separation by functional trophic groupings has been 
recommended in the creation of species sensitivity distributions to delineate clearer stressor-
response relationships (Posthuma eds. 2002). Representation of various trophic groups allows for 
various food web exposures of contaminants to be considered for ecosystem components. Habitat 
preferences are another means to represent stressor exposure routes (Norton et al. 2000).  For 
example, species that exclusively inhabit the sediment layer are more susceptible to contaminants 
that adsorb to particulate matter deposited on the streambed, while species predominately 
inhabiting the water column are more susceptible to dissolved contaminant exposures.  Defining 
and evaluating biological endpoints based upon criteria directly relevant to exposure and effects 
would likely strengthen both quantitative significance and clarity of interpretation of eco-
epidemiological analysis results.   
9.2.2 Study area delineation: study area mask 
     The raster study area for WOE/WLR analysis refers to the geographic extent over which the 
computations are conducted, commonly referred to as a “mask” layer in spatial analysis.  The 
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study area reflects the geographic extent of the sampling program, and serves as the basis from 
which prior odds of training site occurrence is determined (Chapter I).  Ecosystem classification 
based on characterizing the spatial structure of various environmental factors over a landscape 
has been theorized to be most effectively represented by unit of area as opposed to coordinate 
points (Bailey 1996).  Resolution of the raster mask (raster cell size) is generally determined by 
the resolution of the available sample data, and can also be influenced by computational power 
and study objectives.  Eco-epidemiological analyses for Ohio using WOE/WLR in the previous 
chapters primarily two combined approaches as a simple delineation of the study area extent; 1) 
catchment delineation in ArcHydro for ArcGIS (Maidement 2002) to reduce the study area to 
catchments containing sample data, and 2) separation of study area by dominant land use type.  
The resulting study area mask using this approach consists of generalized land use areas within 
sampled catchments, and serves as the geographic extent for each analysis.  ArcHydro catchment 
delineation in the Ohio studies utilized default definition parameters in order to take advantage of 
a simple automated approach that could be easily extrapolated to various scales and geographic 
regions as needed.  This particular approach was not intended to be definitive by any means, as 
study area may be represented in a variety of ways based upon research objectives and desired 
level of detail, effort, and hydrologic model.  One potential future improvement to this approach 
is the delineation of catchments in direct relation to monitoring site locations, as opposed to a 
default hydrologic delineation scale.  This alternative approach would create unique catchment 
definitions for each monitoring site, which would improve the spatial characterization of 
ecosystem stressors, discussed in the next section.  Predefined catchment units such as those used 
in the England and Wales study (Chapter VIII) or hydrologic units (U.S. Geological Survey 
“HUCs”) may also be useful features from which to delineate the study area from a management 
perspective. 
     The overall objective of defining a study area is to provide a geographic baseline from which 
to quantitatively measure spatial trends in ecosystem response and stress. Therefore, the precise 
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means of study area delineation is most dependent upon the specific objectives of a study relating 
to 1) the feasibility of developing sound hypotheses, and 2) the practical usefulness of analysis 
output based on the study area delineation approach.  Catchment-based study area delineation 
aims to incorporate geographic extent and associated sampling probability into analysis 
computations and results. Further separation of study area by dominant land use (the approach 
used in previous studies) provides analysis results specifically linked to spatial patterns and 
characteristics of land use.  Land use in previous studies was represented by National Land Cover 
Dataset classifications (EROS Data Center, U.S. Geological Survey) from a corresponding time 
period to the monitoring data.   More current and detailed land cover data sources may be used in 
future applications of the methodology to fit relevant sampling time frames and study objectives.  
Additionally, while relationships between land use study area and training dataset occurrence are 
based strictly upon immediate adjacent land use, land use classification with a stronger focus on 
cumulative upstream land use may provide a more realistic representation.  The comparative 
influence of immediate versus cumulative upstream land use on receiving waters (and the 
question of which definition best describes a site) is not always clear, and may be a function of 
spatial data resolution and also stream size (Buck et al. 2004).   
9.2.3 Ecosystem stressors: evidential layers 
 
     Ecosystem stressors provide the evidential (explanatory) data for the analysis with which 
spatial associations to training data are derived to inform subsequent models.  Environmental 
sample data utilized in analyses should be subjected to collinearity diagnostics prior to further 
evaluation, described in detail in Chapters II and III.  The required spatial data for this element is 
one or more raster datasets representing qualitative or quantitative values of environmental 
variables.  The spatial extent of each raster, i.e. “evidential layer”, is dependent upon the spatial 
extent of the variable sampled, and may be equivalent, lesser, or greater to the study area 
(Sawatzky et al. 2004).  In the previous studies applying the methodology environmental data, a 
simple approach using nearest-neighbor spatial interpolation was utilized to assign raster cells 
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within delineated sampled catchments with stressor variable values based on observed 
environmental sample data.  Similarly to the study area delineation approach, this basic approach 
was adequate for the objectives and scope of the previous case studies, but it should be 
considered an initial stepping stone from which to improve and enhance future applications of the 
methodology.  Interpolation converts point-based information to a continuous raster surface and 
provides a means to estimate stressor conditions to address databases with inconsistently matched 
biological and environmental data (i.e. “non-square” datasets).  Various methods of spatial 
interpolation exist, from inverse distance weighting (IDW), which attributes values to raster grid 
cells based on one or more nearest sample(s), to more complex techniques such as kriging 
interpolation which incorporates modeled spatial autocorrelation to the assignment of data values 
at unknown locations (Schabenboerger eds.). Cross-validation of observed and predicted values 
resulting from interpolation may be used to compare different interpolation strategies (ArcGIS 
Geostatistical Analyst, Environmental Research Systems Institute, Redlands CA).  Due to 
practical considerations and an initial evaluation which determined that simple nearest-neighbor 
interpolation provided a stronger fit to observed data compared with multiple-neighbor and 
kriging approaches, the simple model was chosen.  However, a more extensive evaluation and 
comparison of various interpolation approaches, including specific assumptions, predictive 
strength, and incorporation of other factors such as land use characteristics (Yuan 2004) would be 
beneficial to enhance future applications of the methodology.  A catchment delineation approach 
that identifies unique catchment features based on sample point locations as suggested in the 
previous section could provide an alternative to interpolation, as environmental stressor values 
could simply be attributed on a unique catchment basis.  This approach may provide a promising 
future research strategy for stressor representation in future studies.   
     The application of various point and non-point source models can provide estimates for the 
spatial distribution of stressors not directly sampled or poorly sampled in standard monitoring 
studies. Previous studies took advantage of estimations generated by the GIS-ROUT model (Dyer 
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and Caprara, 1997), which uses information from individual wastewater treatment plants and the 
degradation rates of individual effluent constituents to estimate the concentrations of effluent 
constituents over a study area. Additionally, previous studies evaluated pesticide concentration 
magnitude estimated generated by the Watershed Regressions for Pesticides (WARP) model 
(Larson and Gilliom 2001, data provided by Syngenta Crop Protection) uses various rainfall, soil 
characteristics, and land use information to derive estimates of agricultural run-off into 
waterways.  Estimates for run-off originating from urban and agricultural land use areas also 
provide proxy estimates of ecosystem stressors (data provided by Syngenta Crop Protection).  
Future applications of the methodology could benefit from the evaluation and incorporation of 
available point and non-point source models to improve and expand upon existing ecosystem 
stressors represented in previous analyses.  The Spatially-referenced Regressions on Watershed 
attributes (SPARROW) modeling approach relates sampled values of stressors to watershed 
characteristics (represented by available spatial data for rainfall, soils, topography, vegetation, 
etc.) in order to estimate pollutant transport over each watershed (Smith et al. 1997).  The U.S. 
EPA Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) model is 
another available water quality modeling approach that can integrate geospatial databases 
(rainfall, temperature, etc.) to create hydrologic models and estimate the concentrations of various 
pollutants (US EPA 2001). An additional pesticide spatial exposure model is the combined use of 
the Pesticide Root Zone Model (PRZM) and the Exposure Analysis Modeling System (EXAMS), 
which uses pesticide fate modeling, watershed characteristics, and land use information (Travis 
and Hendley 2001). A limitation of any modeling approach is the availability and resolution of 
spatial data for necessary model inputs (such as meteorological data), software requirements, and 
the practical scope of the study.  In considering the incorporation of various modeling 
approaches, beginning with those which provide general “proxy” estimates of stressor sources is 
likely the most effective and practical strategy before moving on to highly specialized 
approaches.   
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     Once ecosystem stressors are represented as raster surface, the evidential layers are each re-
classified to represent a more general value distribution over the study area. This is performed to 
reduce noise and sample error in the data which can reduce significance of subsequent analyses 
(Goethals et al. 2001). Application of Jenk’s Natural Breaks algorithm (ArcGIS; Environmental 
Systems Research Institute, Redlands, CA) to stressor variables reduces the continuous 
distribution of a variable to a user-defined number of classes by clustering data values in groups 
that optimally minimize the intra-group variance. Subsequent raster re-classification may easily 
be performed using Spatial Analyst (ArcGIS).  A classification number of five (classes) was 
found in initial evaluations to both provide a general representation of stressor variable values 
while also incorporating a range of values.  Future research specifically devoted to comparison of 
classification approaches may improve the methodology on a case-dependent or comprehensive 
level.  The re-classification of evidential layers prior to spatial analysis should also be kept in 
mind when considering the evaluation of more complex interpolation and other predictive 
approaches to stressor estimation (discussed previously) as the classification procedure dilutes the 
level of detail of modeling results to a significant degree.  The use of re-classification is therefore 
a trade-off, the extent to which depends on the nature, quality, and quantity of stressor variables 
evaluated, as classification may delineate more significant spatial relationships but it may also 
over-simplify stressor-response relationships. 
     A final consideration about the representation and inclusion of ecosystem stressors within the 
methodological framework is that the previous studies were lacking in two critical areas 1) 
estimation of nutrients, and 2) incorporation of flow-related stress.  Ohio analyses (ex. Chapter 
IV) point towards the importance of mean effluent and urban and agricultural run-off as 
predictors of biological impairment, which contribute nutrient loads to receiving waters.  
Improved representation of nutrient inputs from both point and particularly non-point sources 
would improve understanding of the comparative influence stress related to elevated nutrient 
levels.  Future research with the Ohio dataset in would greatly benefit from the addition of 
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nutrient input estimates due to the predominance of agricultural land use and associated elevated 
nutrient concentrations found in previous studies (USGS 2005).  Flow rate is also a critical 
important factor to consider both as a stressor itself and its effect on biological exposure to other 
stressors (Archer and Malcom, 2002). Flow rate may be represented raw or statistical values 
based upon on-site flow measurements or extrapolation of stream gage and rainfall data.  
Ecosystems exposed to highly variable flow conditions, particularly those related to stormwater 
run-off events increased by surrounding impervious land cover, are susceptible to both physical 
and contaminant stress (Burton and Pitt 2002). As was observed in the stormwater field 
assessment in Chapter IV, a general urban run-off variable may somewhat capture cumulative 
ecosystem effects of flow-related events, but it is extremely broad and lacks the ability to directly 
identify stress from stormwater constituents with high temporal variability.  The ability to better 
quantify site flow variability as a stressor variable would likely improve explanatory power and 
interpretive strength in future Ohio research.  Flow variability may be quantified by statistical 
metrics such as a ratio between mean and maximum flow over a time period, or other approaches 
such as spectral analysis when a large range of high resolution flow data are available (Kirchner 
et al. 2000).  Other future research applications of the methodology with a temporal focus are 
discussed in the final chapter.   
 
9.3 SPATIAL ANALYSIS AND MODEL INTERPRETATION 
 
9.3.1 WOE analysis: calculate theme weights 
 
     Once training data, study area mask, and evidential layers are defined (“Preprocessing”, 
Sawatzky et al. 2004), weights of evidence (WOE) analysis is performed utilizing the categorical 
calculate theme weights option within the ArcSDM interface. WOE analysis computes spatial 
associations of training sites with each class category or each evidential theme (“Calculate theme 
weights”, Sawatzky et al. 2004).  The analysis is performed for each training dataset with each 
evidential theme (total WOE analyses performed = n ecosystem response training datasets * n 
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ecosystem stressors * n land use or other study area parameters).  Input for WOE analysis 
consists of a training point dataset, a study area mask, and a raster evidential theme (Sawatzky et 
al. 2004).  Output from the analysis consists of a database with weights and contrast values 
representing the computed spatial associations between the input training dataset and each raster 
class.  Studentized contrast values represent the confidence value associated with each result 
(Robinson et al. 2004).  These values may be plotted for both training datasets across the 5-class 
stressor gradient (ex. see Figure 2.2, Chapter II).  The aim of the analysis to utilize these trends to 
optimize the variable based on its spatial association with training points (Raines et al. 2004).  
The selection of one or more thresholds, and the criteria by which thresholds are defined, are 
highly dependent upon expert judgment, study objectives, and data relationships.  It is better 
therefore to view WOE analysis not as a definitive technique, but as a study-dependent data 
exploration exercise. In applications of WOE in the previous eco-epidemiological studies, the use 
of two training datasets (impaired and non-impaired) was employed to account for spatial 
associations simply attributed to potential sampling bias.  For example, if a monitoring program 
sampled more densely at sites with a specific environmental condition which had no biological 
effect, both training datasets (impaired and non-impaired) would show a positive spatial 
association with the environmental condition.  However, if spatial association is only determined 
for one training dataset, it is more likely that the association is not due to sampling bias, 
particularly if the other training dataset shows an inverse association with the environmental 
condition.  This requirement, along with biological plausibility of the spatial trend, are the first 
criteria of variable optimization using WOE.   
     Additionally, the number of desired thresholds and the significance of the spatial association 
must be taken into consideration when defining a trend.  Previous eco-epidemiological 
applications of the methodology have utilized WOE to create binary stressor variables based upon 
linear or non-linear trends (after passing the test for sampling bias and biological plausibility).  
This approach is a trade-off between possibly over-simplifying stressor influence (and reducing 
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explanatory model strength) and increasing model complexity to the point that may interfere with 
computational power and interpretive ease.  It is entirely possible, however, to create multi-class 
variables based on WOE analysis results to utilize in the subsequent WLR modeling, and future 
research should explore this area.  The other factor for consideration in variable optimization is 
the significance of the new binary or multi-class variable once determined.  The original plotted 
trends give an initial view of the significance of spatial associations (a studentized contrast values 
of ~1.95 is equivalent to 95% confidence, Robinson et al. 2004).  However, it is a second 
execution of WOE analysis on newly optimized variables that provides a measure of significance 
of input data for the WLR model. This step provides an initial measure of predictive variable 
strength on an individual basis, and those which do not meet a specific criteria for significance 
(p<0.1, p<0.05, etc.) may be re-evaluated or eliminated from the analysis.  It must be determined 
whether variables which are only significant in predicting non-impaired sites are to be included as 
input for a WLR model quantitatively aimed at predicting impaired sites.  While the inclusion of 
these variables is biologically relevant, statistically these variables will likely not improve the 
final WLR impairment model.   This underscores the flexibility and user-dependency of data 
exploration by WOE analysis, and therefore the most critical consideration for a study is that the 
process is consistent from variable to variable, and from model to model when any direct 
comparisons are to be made.   
9.3.2 WLR: calculate response theme, and model interpretation and communication 
     Newly optimized binary (or multi-class) ecosystem stressor rasters delineated in WOE are 
utilized as input explanatory variables within a logistic regression analysis.  While execution of 
WLR analysis is straightforward (“Calculate response theme”, Sawatzky et al. 2004), it is the 
interpretation and communication of output that is of greatest significance and challenge.  Output 
resulting from WLR analysis includes estimated parameter regression coefficients for each input 
variable, and a raster dataset attributed with estimated impairment probabilities for each unique 
environmental condition (variable combination).  Estimated probabilities should be interpreted as 
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relative measures between unique study area conditions (Robinson et al. 2004), and may be 
symbolized in visual map format in a variety of manners dependent upon user objectives.  In the 
previous studies, impairment probabilities for each model study area were symbolically 
represented as standard deviations in order to normalize and directly compare model results.  
Simply comparing raw values between models does not consider the differences in geographic 
study area that are incorporated in model results.  Probability rasters resulting from various 
models may be utilized to visually communicate areas of elevated probability of a biological 
condition.  The impairment map as a static feature does not currently visually communicate 
stressor hypotheses (such as the pie diagrams in the EPC methodology, De Zwart et al. 2006), and 
future efforts could evaluate strategies to achieve this. While representation of results across 
catchments provides a general communication of method predictions, strategies such as extracting 
model results by hydrologic network features (ex. Figure 8.4, Chapter VIII) may be found to be 
more desirable. This may especially increase the accuracy of communicated results if the 
hydrologic features are limited to those sampled in monitoring activities, however an aim and 
benefit of large-scale screening-level studies is to use delineated geographic trends to extrapolate 
relationships to un-sampled locations.   
     Parameter coefficients resulting from WLR analysis represent the relative increase in odds of a 
biological condition given the presence of the stressor, and may be utilized to rank the general 
influence of ecosystem stressors.  Relative influence may be represented and compared as the raw 
coefficient value (ex. Figure 8.5, Chapter VIII), or as a proportion of total increased odds for the 
model or a site (ex. Figure 4.7 (a-c), Chapter IV).  Significance of individual coefficients may be 
determined utilizing the Wald Chi-square distribution (see Chapter II), which provides a one 
quantitative measure of significance and uncertainty.  Quantification of model fit is another 
measure of model significance. In previous studies this measure was accomplished by 1) 
executing a spatial join between all biological sample sites and the impairment probability raster 
so attribute model results to each site, 2) for each site, creation of binary attributes for above (0) 
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or below (1) impairment value for observed biological condition and above (1) or below (0) mean 
impairment probability based on model results, and finally, 3) computation of agreement statistics 
(“PROC FREQ” kappa test, SAS Statistical Package version 9) using the binary attributes.  This 
process results in measures of agreement and more conservative chance-adjusted agreement, as 
well as false positive and false negative rates for each model.   Model fit thus may be directly 
compared between WOE/WLR models in addition to stressor influence.  Difference map 
computations, detailed in Chapters IV and V, are an additional approach for comparison of 
models for various study objectives that utilized WLR model output.  Conditional dependence 
statistics (Agterberg et al. 2002) may also be computed directly in ArcSDM as measures of 
cumulative spatial correlation explanatory variables (Sawatzky et al. 2004).  Some conditional 
dependence is likely often present in the case of environmental data sampled at similar locations.  
The delineation of collinearity diagnostics during data preparation is the strongest approach for 
limiting the influence of collinear variables on model results (coefficient interpretation), and 
conditional dependence measures may therefore be more useful on the latter end of an analysis in 
comparing between models. 
     In addition to determining model fit characteristics, the execution of various validation 
procedures provides the progressive step towards integration within the context of ecological risk 
assessment. Quantitative cross-validation can be used to compare the results of WOE/WLR 
analysis output with alternative spatial database evaluation methods (ex. Chapter III) to assess the 
strength of evidence provided by eco-epidemiological data analysis. Comparison of analysis 
results to literature relating to previous field assessments within the study area, and also more 
direct field validation provide useful validation strategies. However, temporal relevance presents 
a significant interpretive challenge (ex. Chapter VII). In the context of an ecological risk 
assessment, the application of advanced-tier approaches such as laboratory, mesocosm, and field 
in situ assessments (Burton et al. 2001) can be used to test stressor hypotheses generated by eco-
epidemiological analysis.  This linkage provides a natural progression between phases of an 
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ecological risk assessment, with each phase providing a feedback loop relevant to the other 
(Figure 7.12, Chapter VII).   
 
9.4 FINAL REMARKS ON METHOD DEVELOPMENT AND STATUS 
     As stated at the onset of this chapter, the approaches discussed here are current strategies 
based upon research and development in the preceding studies, and should not be considered 
comprehensive or definitive at the conclusion of this dissertation.  Future research may provide 
enhanced methods of enhancing and communicating various components of the methodological 
framework (Figure 9.1).  The goal of this dissertation concerning method development was to test 
the applicability of the methodology for eco-epidemiological research by developing an initial 
framework and approach using case-studies representative of various themes relevant to 
ecological risk assessment.  The outcome of the preceding research (in addition to knowledge 
gained) are opportunities for further refinement and enhancement of methodological elements and 
the identification of challenges and issues in eco-epidemiological research that should be 
explored in future research (detailed in the final chapter).   In addition to potential improvements 
noted in this chapter, two general advancements should be applied in future developmental 
applications of the methodology.  One is the incorporation of the most recent data resources 
available, as the utilization of newer data would be more relevant from the stakeholder 
perspective (i.e. management user-base), and would also reduce uncertainty associated with field 
assessment-based validation activities.  Additionally, more direct participation and involvement 
of a user-base in the determination of the optimal means for the format and communication of 
methodological output and processes should be considered based on retrospective evaluation of 
the previous studies. 
     Despite the potential weaknesses and associated uncertainties in the current methodological 
framework resulting from this dissertation, a key factor to consider is that the large-scale nature 
of eco-epidemiological analyses makes these approaches best-suited to answer more general 
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research questions.  Therefore while modeling can be improved by incorporating additional detail 
and improving accuracy, for the practical purposes of “Tier 1” spatial database evaluations in 
ecological risk assessment there is likely a point of diminishing returns on improvement gained 
by input effort.  It is also important to recognize that the extensive interdisciplinary nature and 
complexity of elements involved in the methodological framework (both technical and 
conceptual) may result in unequal attention or detail given to certain components.  
Interdisciplinary collaboration on a range of components is therefore an essential aspect of 
previous and future research and development of the methodology, as discussed further in the 
next and final chapter.  
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10.0 CONCLUDING REMARKS 
     The aim of this dissertation was to address watershed management needs and challenges 
through the development and application of a novel eco-epidemiological database evaluation 
approach for screening-level (Tier-1) ecological risk assessment.  Successful demonstration of 
method proof-of-concept, environmental research value, interdisciplinary strength, and relevance 
to management objectives are keys to the future advancement and integration of eco-
epidemiological research in ecological risk assessment. This chapter provides a brief summary of 
the overall conclusions and highlights of the dissertation in this context.      
 
 A GIS-based weights-of-evidence and weighted logistic regression approach applied  
        to the eco-epidemiological analysis of environmental data was demonstrated to  
        successfully develop and communicate hypotheses relevant to Tier-1 ecological risk              
        assessment. 
      
     In this dissertation, the GIS-based weights-of-evidence/weighted logistic regression 
(WOE/WLR) technique developed for minerals exploration (Agterberg et al. 1993) was 
successfully extrapolated to the eco-epidemiological analysis of environmental data for aquatic 
ecosystems.  The methodological framework (Figure 9.1, Chapter IX) integrated existing 
biological, physical, and chemical environmental data in a comprehensive approach in the context 
of the development of stressor hypotheses for stressor identification in Tier-1 ecological risk 
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assessment (Burton et al. 2001).  Case studies performed in the preceding chapters, from the 
original pilot study for the Great and Little Miami River watershed region in Ohio to the large-
scale regional study for England and Wales yielded significant stressor hypotheses that were 
biologically plausible and supported in the literature.  Stressor hypotheses based on WOE/WLR 
analysis were able to be clearly communicated as relative stressor influence at the study area or 
site-specific scale, allowing for comparison between general categories of stress as well as 
individual stressor variables (ex. Figure 4.7 a-c and Figure 4.8, Chapter IV).  Impairment 
probability (estimated over the model study areas based on WLR model results) was 
communicated as impairment probability maps targeting the study area regions of highest relative 
probability (and general magnitude) of stress (ex. Figure 2.3, Chapter II), and could be directly 
compared between independent models using difference map computations (ex. Figure 6.10, 
Chapter VI).  Model fit of impairment probability models was significant for most models, and 
was influenced by data quantity and quality, particularly in stressor representation.  While various 
adjustments and enhancements are possible in the preparation, analysis and communication 
elements of the methodological framework on a study-specific basis (Chapter IX), the 
experimental studies provided in this dissertation serve as preliminary evidence of the benefits 
and potential of this approach for future eco-epidemiological research.   
     Cross-validation of WOE/WLR analysis results with results from an independent eco-
epidemiological approach (Effects and Probable Cause “EPC” methodology, De Zwart et al. 
2006) determined that methods generally agreed in site stressor identification (average agreement 
of 58% in Ohio, Chapter III and 78% in England and Wales, Chapter VIII).  The strength of 
method agreement was dependent upon general stressor type, with differences in the conceptual 
approaches of the methods likely accounting for the variation in characterization of stressor 
influence for specific variables such as pH.  Potential combination of method outputs as 
quantitative lines of evidence is a promising research direction to take advantage of different 
attributes, strengths, and weaknesses of independent methodologies and to reduce uncertainty in 
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the stressor identification process by increasing the importance of stressors identified by multiple 
methods.  Validation of WOE/WLR analysis results by comparison of methodological output 
with observations from various types of field-based assessments indicated that stressor 
hypotheses derived by WOE/WLR analysis were relevant to field observations.  The use of 
WOE/WLR analysis results in combination with field assessments provides a practical link 
between Tier 1 and Tier 2 ecological risk assessment and enhances certainty in the 
characterization and interpretation of ecological risk (Burton et al. 2001).     
 
 Recognition and incorporation of ecological, spatial, and temporal complexity has a  
 significant impact on analysis results, interpretation, and associated management  
 strategies.   
 
     The various case studies in this dissertation provide a collection of novel results in support of a 
comprehensive evaluation of the effects of ecological, spatial, and temporal complexity on the 
derivation and interpretation of stressor hypotheses utilizing eco-epidemiological spatial database 
evaluations.  Consideration of this complexity is in fact, the essence of eco-epidemiology (March 
and Susser 2006).  While the influence of environmental complexity on analysis results is 
intuitive in theory, it is important to test and understand this influence in practical and 
quantitative terms in the context of ecological risk assessment. The systematic evaluation of 
various elements of environmental complexity through the manipulation of research design using 
a generally consistent analysis approach is therefore a strong asset of this dissertation.  On a 
broad level, the outcome of the body of work is evidence for both caution and opportunity in 
recognizing the influence of environmental complexity in database evaluations, and ecological 
risk assessment in general.  Specifically, case study results provided useful information for both 
demonstrating method proof-of-concept in generating stressor hypotheses in various research 
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designs, and for characterizing the effects of research design and environmental complexity on 
ecological risk assessment.   
     Selection of biological measurement endpoints was not only evidenced to be a critical factor in 
the delineation of stressor-response relationships (Chapter IV), but the examination of influence 
of various stressors (such as suspended solids and riparian habitat) from low to high levels of 
biological organization indicated that some stressor-response relationships may be optimal at 
specific ranges of biological scale.  Results of this study may assist in explaining differences in 
assessment results conducting with biological endpoints of varying scale, as well as provide 
guidance for selecting the optimal characterization of stressor exposure in relation to the scale of 
the biological endpoint examined.   
     Spatial scale (Chapter V) and land use characterization (Chapters II-VIII and in detail in 
Chapter VI) were also evidenced to influence stressor hypotheses developed using spatial 
database evaluation via WOE/WLR analysis.  Spatial scale (extent) determines the distribution 
and nature of ecological conditions targeted by an analysis, thereby providing study area-specific 
information that may not be delineated at a larger or smaller scale (such as differences in the 
degree of habitat alteration and associated stress in a region compared to the state).  Model fit was 
inversely related to spatial extent, but this relationship was dependent upon data quantity and 
quality.  The spatial scale evaluation demonstrated the importance of conceptually framing an 
ecological risk assessment in relation to study area scale (Figure 5.11, Chapter V). This includes 
the recognition that large-scale studies may not detect particular stressor-response associations 
specific to a subset region of the study area, while smaller-scale studies may not detect the broad-
scale trends in stressor-response which may operate at the larger landscape level.   
     The influence of landscape-level processes and associated patterns on stressor-response 
associations was further examined in Chapter VI.  Utilization of the cumulative size frequency 
distribution was found to be a potentially beneficial method to characterize deforestation and 
urbanization intensity, and these characterizations were found to significantly influence 
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corresponding stressor-response associations.  In the context of an ecological risk assessment, 
these findings highlight the importance of considering land use (type and intensity) on stressor 
hypotheses when developing an assessment relative to a desired objective.  For example, the most 
influential predictors of biological stress identified in smaller urban areas differed from those in 
larger urban areas (Figure 6.10, Chapter VI).  This information may provide greater depth to an 
ecological risk assessment and can influence and optimize subsequent research and management 
objectives geared towards urban areas.  Further examination of land-use specific stressor-
response properties, particularly for agricultural intensity and related sources of stress, would be 
of great significance to the development of optimal research designs targeting stressors and 
landscape properties of interest.   
     Temporal influence was observed in a seasonal WOE/WLR analysis of England and Wales 
(Chapter VIII), where seasonal characterization of data resulted in the delineation of stressors 
such as surface run-off associated with spring precipitation, and increased biological oxygen 
demand associated with autumn influx of organic matter.  As noted in previous chapters, temporal 
resolution and consistency of available stressor-response data is a current limitation with many 
monitoring data resources, but future research devoted to the attainment of adequate temporal-
based data resources for eco-epidemiological analysis would be highly beneficial.  As an initial 
step, an improved characterization of flow variability in the future could provide a potential 
surrogate for physical and chemical stress associated with flow events (discussed in Chapter IX).   
It is important to note that for many evaluations of environmental complexity, a trade-off exists 
between representation of various environmental conditions (land use, spatial and temporal scale) 
and data sample size.  Therefore the representation of environmental complexity is dependent 
upon data availability both in quantity and available attributes.   A further understanding of the 
relationship between temporal, spatial (geography and landscape), and biological scales is 
important for the optimal interpretation of eco-epidemiological analyses at the comprehensive 
ecosystem level.   
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 Interdisciplinary collaboration within an integrated, flexible framework is critical to  
 optimizing eco-epidemiological research.   
 
     In a “big-picture,” interdisciplinary subject matter such as eco-epidemiology, it is an 
extremely challenging prospect to attain a sustained command of the wide range of research 
advancements, best practices, technology, and other progress that can greatly enrich research 
content.  The development of a conceptual and practical framework (such as the framework 
developed for WOE/WLR analysis, Figure 9.1 Chapter IX) into which various disciplines may be 
integrated is necessary to optimize previous research, provide information to enhance and guide 
future work, and anticipate and easily incorporate future advancements.  As incremental gains in 
information and data resources are attained, it should be assimilated into the larger eco-
epidemiological framework.  While more singular-focus fields offer a depth of expertise relevant 
to specific research topics, they can be limited in their extrapolation of knowledge and tools to or 
from other disciplines.  Conversely, interdisciplinary fields such as eco-epidemiology are 
designed to facilitate, explore, and utilize concepts and tools across disciplines based on a 
universal relevance to the research objective (ecological risk assessment).  However, without the 
direct and indirect collaboration of experts from various fields in the collection, preparation, 
analysis, interpretation and use of eco-epidemiological research, the effort is less than optimal.  
Eco-epidemiology is categorically a product of interdisciplinary research, as characterizing and 
understanding environmental processes and components, technical and statistical applications and 
resources, and stakeholder objectives are all critical, interrelated elements of the subject matter.  
Both the collaboration of individual subject experts, as well as the ability to integrate and 
extrapolate research and resources across multiple disciplines, are essential to the future 
advancement of eco-epidemiology as a standard component of ecological risk assessment.  
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 Eco-epidemiological analyses must aim to be both comprehensive in scientific depth  
and scope, while also accessible and practical in the communication and use of the  
results. 
 
     Finally, the most important practical aspect of the future of eco-epidemiological research in 
the context of ecological risk assessment is its ability to balance comprehensive scientific analysis 
with management objectives and practices.  Research designs for database evaluations are 
optimally structured when they are directly linked to management decision-support (U.S. EPA 
Scientific Advisory Board 2007).  The ability and means to communicate the rationale, 
components, and significance of the approach relative to an overall management objective is 
critical to the future adoption and significance of eco-epidemiological research and applications.  
As mentioned in Chapter IX, input and participation of the potential management user-base in the 
future development and application of the WOE/WLR methodology would pursue a research 
design optimized for its target audience.  This interaction (as is the case with other subject 
experts) often leads to new and unexpected research directions and opportunities, such as the 
development of WOE/WLR high-quality biological condition probability models to meet the 
challenge of identifying geographic patterns and attributes of high-quality ecosystems  (Ohio 
EPA informal input).  Additionally, further focus on the management framework in which to 
organize, utilize, and integrate one or more eco-epidemiological methodologies with standard 
ecological risk assessment practices is of equivalent or potentially greater importance than the 
focus on specific methodological output (Environment Agency input, Chapter VIII).  These 
advancements are made possible by the initial examination, development and demonstration of 
method potential, as well as the recognition of advantages and uncertainties of eco-
epidemiological research in general.  This dissertation provided an example of these efforts by 
developing a foundation for future progress through conceptually-designed case studies.  
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APPENDIX A: CHAPTER II SUPPLEMENTAL INFORMATION 
 
 
Appendix A-11: Great and Little Miami River biological impairment probability map for a.) macroinvertebrates, b.) darter species, and c.) mayfly 
species, with known “impaired” sites included on the maps to show model fit. Weighted logistic regression (WLR) probability values for the 
occurrence of an impaired site based on stressor parameters are displayed as standard deviations in order to compare models. The definition for 
impairment for each biological entity is given in Table 2.1 (Chapter II). 
 
 
                                                          
1 Reproduced with permission from Supplemental Appendix B of Kapo and Burton (2006). 
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Appendix A-22:  Potential stressor parameters for a.) macroinvertebrates (ICI), b.) darter species, and c.) mayfly taxa, ranked by overall strength of 
spatial association (contrast) with observed impaired sites. CI = Conditional independence value.  Weight (W1) is the spatial association for low 
values of the parameter, while weight (W2) is the spatial association for high values of the parameter (based on a weights-of-evidence optimized 
low/high binary parameter classification). Impairment association values represent the binary breakpoint where biological impairment becomes 
positively associated. Contrast is the magnitude difference between W1 and W2. A confidence value of 1.95 corresponds to 95% confidence. Not 
enough data was available for a low-order forest model for these biological entities. See Table 2.2 (Chapter II) for stressor abbreviations and units. 
 
a.) Invertebrate community (ICI) 
 
High-Order Forest  Model (CI = 1.51)  
Parameter     W1     W2  IAV   C Std.C       
Gradient 
% Effluent 
DO 
pH 
-0.45 
-0.93 
0.79 
0.63 
0.83 
0.19 
-0.31 
-0.18 
> 6.4 ft/mi 
> 84% 
< 6.95 
< 7.85 
1.28 
1.11 
1.10 
0.81 
2.00 
1.05 
1.69 
1.16 
      
High-Order Agriculture Model (CI = 0.96)  Low-Order Agriculture Model (CI = 0.76) 
Parameter     W1     W2  IAV   C Std.C Parameter     W1     W2  IAV   C Std.C 
Al 
pH 
-0.07 
1.82 
3.69 
-0.06 
> 377 
< 7.1 
3.77 
1.88 
4.62 
2.51 
TP 
Cover type 
-0.08 
0.19 
1.51 
-0.82 
> 2.43 
< 7.5 
1.58 
1.01 
3.65 
2.68 
                                                          
2 Reproduced with permission from Supplemental Appendix C of Kapo and Burton (2006). 
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NH3 
Pool 
DO 
Cover type 
Gradient 
 
 
-0.09 
0.31 
0.66 
0.35 
-0.16 
 
 
1.64 
-0.68 
-0.27 
-0.37 
0.23 
 
 
> 0.16 
< 10.5 
< 6.95 
< 7.5 
> 5.9 ft/mi 
 
 
1.73 
0.98 
0.93 
0.73 
0.39 
2.79 
2.14 
2.38 
1.87 
1.03 
 
 
Substrate 
Riffle 
Channel 
Zn 
Riparian 
WARP 
Gradient 
0.17 
0.35 
0.26 
-0.11 
0.10 
-0.19 
-0.19 
-0.61 
-0.31 
-0.27 
0.37 
-0.24 
0.13 
0.11 
< 17 
< 5 
< 14.5 
> 20.6 
< 6.3 
> 3.7 
> 5.9 ft/mi 
0.78 
0.65 
0.52 
0.48 
0.33 
0.32 
0.31 
2.27 
2.62 
2.07 
1.72 
1.19 
1.22 
1.15 
 
High-Order Urban  Model (CI = 1.00) 
 
Low-Order Urban  Model (CI = 1.66) 
Parameter     W1     W2  IAV   C Std.C Parameter  W1     W2  IAV   C Std.C 
Cover type 
 
 
0.49 
 
 
-0.29 
 
 
< 4.5 
 
 
0.78 
 
1.60 
 
pH 
Gradient 
Pool 
2.17 
-0.67 
0.82 
-0.43 
1.46 
-0.75 
< 7.1 
> 25 ft/mi 
< 6 
2.59 
2.13 
1.57 
3.45 
3.14 
2.20 
 
 
b.) Darters 
 
High-Order Forest  Model (CI = 0.52)  
Parameter     W1     W2  IAV   C Std.C       
DO 
Mn 
msPAF 
Triclosan 
-1.24 
0.55 
-0.91 
-0.91 
0.73 
-1.41 
0.63 
0.63 
> 8.9 
< 29 
> 0.002 
> 0.02 
1.96 
1.95 
1.54 
1.54 
3.54 
3.15 
3.26 
3.26 
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TSS 
Boron 
Hardness 
Pb 
 
-0.93 
-0.67 
-0.69 
-0.08 
0.39 
0.59 
0.33 
0.90 
> 32 
>1 * 10-5 
> 290 
> 2.3 
1.33 
1.30 
1.02 
0.98 
2.39 
2.92 
1.99 
1.54 
High-Order Agriculture Model (CI = 0.34)  Low-Order Agriculture Model (CI = 0.53) 
Parameter     W1     W2  IAV   C Std.C Parameter     W1     W2  IAV   C Std.C 
DO 
Boron 
msPAF 
Triclosan 
% Effluent 
TSS 
Mn 
Cover 
Cover type 
Hardness 
Zn 
Riparian  
0.43 
-0.81 
-0.78 
-0.78 
-1.03 
-0.75 
0.42 
0.60 
0.75 
0.82 
-0.18 
0.34 
1.83 
1.08 
0.98 
0.98 
0.69 
0.91 
-0.96 
-0.62 
-0.29 
-0.05 
0.45 
-0.12 
> 10.8 
> 6 * 10-5 
> 0.002 
> 0.02 
> 84% 
> 32 
< 29 
< 13 
< 4.5 
< 211 
> 20.6 
< 4.5 
2.27 
1.89 
1.76 
1.76 
1.72 
1.66 
1.39 
1.22 
1.04 
0.88 
0.62 
0.46 
5.26 
4.30 
3.99 
3.99 
3.41 
3.79 
2.52 
2.78 
2.43 
1.18 
1.42 
1.02 
Channel 
Hardness 
TP 
Riffle 
Substrate 
Cover 
Boron 
Triclosan 
Zn 
DO 
msPAF 
 
0.48 
-0.23 
-0.03 
0.57 
0.53 
0.42 
-0.17 
-0.26 
-0.11 
-0.17 
-0.23 
 
-0.68 
0.76 
0.79 
-0.21 
-0.13 
-0.09 
0.34 
0.24 
0.36 
0.27 
0.21 
 
< 14.5 
> 398 
> 2.43 
< 1 
< 12 
< 9.5 
> 4* 10-5  
> 0.006 
> 20.6 
> 8.9 
> 0.001 
 
1.16 
0.99 
0.82 
0.78 
0.67 
0.52 
0.51 
0.49 
0.47 
0.46 
0.44 
 
3.41 
3.02 
1.12 
2.43 
1.89 
1.43 
1.63 
1.59 
1.37 
1.47 
1.43 
 
 
High-Order Urban  Model (CI = 0.58) 
 
Low-Order Urban  Model (CI = 1.61) 
Parameter     W1     W2  IAV   C Std.C Parameter  W1     W2  IAV   C Std.C 
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Boron 
msPAF 
Triclosan 
DO 
Pb 
TSS 
Zn 
Mn 
-0.72 
-0.86 
-0.86 
1.13 
-0.18 
-0.15 
-0.19 
0.14 
0.66 
0.48 
0.48 
-0.15 
0.73 
0.69 
0.32 
-0.26 
> 1* 10-5 
> 0.002 
> 0.02 
< 4.5 
> 2.3 
> 55.5 
> 20.6 
< 29 
1.38 
1.34 
1.34 
1.27 
0.91 
0.85 
0.52 
0.40
3.58 
3.12 
3.12 
2.73 
2.27 
2.05 
1.44 
1.05
pH 
Cover type 
Riffle 
2.26 
0.53 
0.97 
-0.46 
-0.97 
-0.14 
< 7.1 
< 6 
< 1 
2.72 
1.50 
1.12 
4.07 
1.89 
1.39 
 
 
c.) Mayflies 
 
High-Order Forest  Model (CI = 1.70)  
Parameter     W1     W2  IAV   C Std.C       
Hardness 
TP 
LAS 
AES 
Cover type 
pH 
-0.28 
-0.28 
-0.43 
-0.22 
0.36 
0.85 
3.02 
2.93 
2.30 
1.40 
-1.13 
-0.29 
> 389 
> 2.43 
> 0.01 
> 0.0001 
< 6 
< 7.9 
3.29 
3.21 
2.74 
1.63 
1.49 
1.15 
3.78 
3.70 
3.65 
1.97 
1.40 
1.56 
      
High-Order Agriculture Model (CI = 0.42)  Low-Order Agriculture Model (CI = 0.75) 
Parameter     W1     W2  IAV   C Std.C Parameter     W1     W2  IAV   C Std.C 
DO 1.32 -0.12 < 4.5 1.43 2,28 TP -0.06 1.28 > 2.43   
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Cover type 
Boron 
Zn 
% Effluent 
Cover 
msPAF 
Triclosan 
Riparian 
0.44 
-0.31 
-0.31 
-0.46 
0.47 
-0.28 
-0.28 
0.57 
-0.54 
0.66 
0.66 
0.46 
-0.41 
0.56 
0.56 
-0.24 
< 6 
> 10 * 10-5 
> 20.6 
> 84% 
< 13 
> 0.002 
> 0.02 
< 4.5 
0.99 
0.97 
0.97 
0.93 
0.88 
0.83 
0.83 
0.81 
2.13 
2.19 
2.19 
2.06 
1.98 
1.88 
1.88 
1.79 
Boron 
Cover type 
Substrate 
Gradient 
Cover 
Riffle 
Riparian 
Channel 
-0.04 
0.21 
0.13 
-0.16 
0.22 
0.24 
0.10 
0.16 
1.11 
-0.91 
-0.42 
0.30 
-0.23 
-0.19 
-0.24 
-0.16 
> 1 * 10-4  
< 7.5 
< 18 
> 13 ft/mi 
< 13 
< 3 
< 6 
< 14.5 
 
High-Order Urban  Model (CI = 0.81) 
 
Low-Order Urban  Model (CI = 1.60) 
Parameter     W1     W2  IAV   C Std.C Parameter  W1     W2  IAV   C Std.C 
TP 
TSS 
LAS 
 
 
 
-0.22 
-0.35 
-0.39 
 
 
 
1.78 
1.13 
0.82 
 
 
 
> 2.43 
> 55.5 
> 0.01 
 
 
 
2.00 
1.47 
1.21 
 
 
2.98 
2.57 
2.16 
 
 
Gradient 
pH 
WARP 
Pool 
BOD 
Cover type 
-1.91 
2.05 
-0.28 
0.71 
0.62 
-0.23 
1.02 
-0.36 
1.37 
-0.57 
-0.38 
0.49 
 13 ft/mi. 
< 7.1 
> 4.4  
< 6 
< 0.77 
< 7.5 
2.93 
2.41 
1.65 
1.28 
1.00 
0.71 
2.77 
3.30 
2.34 
1.96 
1.57 
1.09 
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Appendix A-33:  Comparison of a.) invertebrate community index (ICI), b.) darter species, and c.) 
mayfly taxa impairment stressor spatial associations categorized by general stressor types 
(habitat, water chemistry, effluent) over a land use gradient for both high order and low-order 
sub-basins. Spatial associations are based on summed weights-of-evidence spatial contrast values. 
Not enough data was available for low-forest results for these three biological entities. 
a.) ICI                  
  
 
b.) Darter species 
 
 
                                                          
3 Reproduced with permission from Supplemental Appendix D, Kapo and Burton (2006). 
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c.) Mayfly taxa 
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Appendix A-44:  Weighted logistic regression “dominant” stressor associations for a.) 
macroinvertebrates , b.) darter species, and c.) mayfly species impairment, with parameter 
regression coefficients with significance levels p< 0.2 reported (based on the Wald chisquare 
distribution, df= 1) for all stream-order/land use models. Parameters are listed in order of 
coefficient magnitude. Not enough data was available for a low-order forest model. (*) indicates 
the model is significantly affected by collinearity of variables (see Appendix A-5).  
 
a.) Invertebrate communities 
Stream 
Order 
Land 
Use 
Parameter βx Std. error 
Wald chi2  
p-value 
Forest Gradient 
pH 
DO 
1.31 
-1.06 
-0.99 
0.69 
0.77 
0.69 
0.06 
0.17 
0.16 
Agri.* Al 
NH3 
Cover type 
Pool 
2.68 
1.22 
-0.73 
-0.67 
1.08 
0.69 
0.41 
0.49 
0.01 
0.07 
0.07 
0.16 
High 
Urban Cover type -0.73 0.50 0.15 
Agri.* 
 
Cover type 
Total phosphorous 
Substrate 
Gradient 
Zn 
Riffle 
-1.01 
1.00 
-0.68 
0.63 
0.46 
-0.45 
0.41 
0.55 
0.40 
0.30 
0.30 
0.32 
0.01 
0.07 
0.09 
0.04 
0.13 
0.16 
Low 
Urban pH 
Pool 
-1.94 
-1.55 
1.23 
0.98 
0.12 
0.11 
 
 
 
                                                          
4 Reproduced with permission from Supplemental Appendix E of Kapo and Burton (2006). 
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b.) Darter species 
Stream 
Order 
Land 
Use 
Parameter βx Std. error 
Wald chi2  
p-value 
Forest* msPAF 
Pb 
Dissolved oxygen 
Hardness 
1.49 
1.13 
0.86 
0.83 
0.92 
0.68 
0.64 
0.53 
0.11 
0.09 
0.18 
0.12 
Agri.* Hardness 
Dissolved oxygen 
Mn 
% Effluent 
Total suspended solids 
Cover type 
-1.78 
1.26 
-1.20 
1.07 
0.98 
-0.74 
0.84 
0.53 
0.65 
0.53 
0.50 
0.55 
0.03 
0.02 
0.07 
0.05 
0.05 
0.17 
High 
Urban* Dissolved oxygen 
Pb 
Total suspended solids 
-1.44 
1.37 
0.89 
0.58 
0.56 
0.52 
0.01 
0.01 
0.09 
Agri.* 
 
Riffle 
Channel 
Hardness 
Dissolved oxygen 
-0.86 
-0.85 
0.64 
0.52 
0.46 
0.42 
0.41 
0.34 
0.06 
0.04 
0.12 
0.13 
Low 
Urban pH 
% Effluent 
Cover type 
-3.90 
1.69 
-1.48 
1.22 
1.18 
0.92 
0.00 
0.15 
0.11 
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c.) Mayfly taxa 
Stream 
Order 
Land 
Use 
Parameter βx Std. error 
Wald chi2  
p-value 
Forest LAS 
Cover type 
1.79 
-1.72 
1.21 
1.14 
0.14 
0.13 
Agri.* Zn 
Riparian 
% Effluent 
0.84 
-0.73 
0.72 
0.48 
0.47 
0.51 
0.08 
0.12 
0.16 
High 
Urban LAS 
Total suspended solids 
2.53 
2.49 
1.35 
1.17 
0.06 
0.03 
Agri.* 
 
Cover type 
Total phosphorous 
Gradient 
-1.09 
1.06 
0.43 
0.49 
0.66 
0.32 
0.03 
0.11 
0.18 
Low 
Urban Gradient 
Agricultural chem.. 
2.56 
1.70 
1.13 
1.18 
0.02 
0.15 
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Appendix A-55: Listing of variables within each model study area that show a strong pair-wise 
correlation (Pearson correlation >/= 0.70), and/or variance inflation factors (VIF) > 10 (*). These 
variables may introduce problems associated with multicollinearity to the resulting weighted 
logistic regression (WLR) model coefficients. The individual influences of highly correlated 
variables in the models should be interpreted particularly cautiously. 
 
Entity Stream 
Order 
Forest Agriculture Urban 
 
ICI 
 
High Order 
 
Low Order 
 
 
(None) 
 
--- 
 
DO-pH  
   (0.71)  
 
Channel-Substrate  
   (0.70) 
 
(None) 
 
(None) 
Darters High Order 
 
 
 
 
 
 
Low Order 
msPAF*-Boron 
   (0.85)  
TCS*-Boron 
   (0.85)  
TCS*-msPAF*  
   (0.99) 
 
---  
msPAF*-TCS*  
   (0.94) 
Cover-Cover Type 
   (0.85) 
Boron* 
 
 
msPAF*-TCS* 
   (0.94)  
Channel-Substrate 
   (0.70) 
Channel-Cover  
   (0.76) 
Boron 
 
msPAF*-TCS*      
   (0.99) 
 
 
 
 
 
(None) 
Mayflies High Order 
 
 
 
 
 
Low Order 
(None) 
 
 
 
 
 
--- 
msPAF*-TCS* 
   (0.94) 
Cover-Cover Type  
   (0.85) 
Boron* 
 
Channel-Substrate 
  (0.70) 
Channel-Cover  
   (0.76) 
Cover-Cover Type  
   (0.85) 
 
(None) 
 
 
 
 
 
(None) 
 
                                                          
5 Reproduced with permission from Supplemental Appendix F of Kapo and Burton (2006). 
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Appendix A-66:  Model fit statistics, comparing the occurrence of observed biological samples with 
model study region logistic regression probability values. Biological samples are grouped into "impaired" 
and "non-impaired" classifications, and compared with "higher than mean" (green to red map regions in 
Appendix A-1) and "below to mean" (gray map regions in Appendix A-1) weighted logistic regression 
probability values. 
 
a.) Invertebrate community (ICI) 
 
Stream 
Order 
Land Use 
N 
sites 
% Agree % Disagree 
Cohen's 
Kappa 
p-value 
 
High 
 
Agri. 
Urban 
Forest 
88 
54 
41 
72% 
65% 
71% 
28% 
35% 
29% 
0.31 
0.31 
0.38 
0.003 
0.01 
0.008 
Low 
 
Agri. 
Urban 
Forest 
149 
23 
--- 
72%  
87% 
--- 
28% 
13% 
--- 
0.44 
0.72 
--- 
<0.0001 
0.0005 
--- 
 
b.) Darter species 
 
Stream 
Order 
Land Use 
N 
sites 
% Agree % Disagree 
Cohen's 
Kappa 
p-value 
 
High 
 
Agri. 
Urban 
Forest 
100 
66 
47 
85% 
73% 
81% 
15% 
27% 
19% 
0.54 
0.45 
0.61 
<0.0001 
0.0002 
<0.0001 
Low 
 
Agri. 
Urban 
Forest 
193 
32 
--- 
78%  
91% 
--- 
22% 
9% 
--- 
0.39 
0.78 
--- 
<0.0001 
<0.0001 
--- 
 
                                                          
6 Reproduced with permission from Supplemental Appendix G of Kapo and Burton (2006). 
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c.) Mayfly taxa 
 
Stream 
Order 
Land Use 
N 
sites 
% Agree % Disagree 
Cohen's 
Kappa 
p-value 
 
High 
 
Agri. 
Urban 
Forest 
88 
54 
41 
68% 
54% 
76% 
31% 
46% 
24% 
0.17 
0.09 
0.28 
0.09 
0.42 
0.24 
Low 
 
Agri. 
Urban 
Forest 
149 
23 
--- 
62%  
70% 
--- 
38% 
30% 
--- 
0.15 
0.32 
--- 
0.06 
0.03 
--- 
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APPENDIX B: CHAPTER III SUPPLEMENTAL INFORMATION 
 
Appendix B-17: a.) Variance inflation factors (VIF) for the 25 environmental variables (N total database= 
2087), providing estimates of the effects of multicollinearity on artificially inflating the standard errors of 
individual parameter coefficients, making them less likely to be significant (SAS Statistical Package v.9).  
The Effects and Probable Cause (EPC) method used stepwise selection to select variables with coefficients 
significant at p<0.05, and the stressor influence of variables with VIF >2.5 (*) as shown below were 
interpreted in combination (the respective effects of urban and agricultural/forest variable groups were not 
separated).  The WOE/WLR method chose the strongest representative between urban and agricultural 
variables with a VIF > 2.5 below.  b.) Potential stressor variables with pair-wise correlation coefficients 
>0.7. 
 
a.) Variance inflation factors 
 
Potential stressor variable VIF 
% Urban run-off dilution 15.0* 
% Agricultural run-off dilution 12.9* 
% Row crop upstream 12.2* 
% Urban upstream 8.4* 
% Urban run-off accumulation 6.7* 
% Forest upstream 5.2* 
% Agricultural run-off accumulation 4.5* 
Longitude 3.9* 
Channel 2.5 
# Modified warm water habitat attributes 2.5 
Latitude 2.4 
Cover 1.8 
Substrate 1.8 
% Effluent 1.8 
Pool 1.7 
pH 1.7 
Riffle 1.5 
Drainage area 1.4 
Riparian 1.4 
                                                          
7 Reproduced with permission from Supplemental Information 1 (a-b) of Kapo et al. (2008). 
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Hardness 1.3 
Dissolved oxygen 1.3 
Metals/ammonia toxicity 1.3 
Gradient 1.2 
Household product toxicity 1.1 
Total suspended solids 1.1 
 
 
b.) Pairwise correlations 
Potential stressor pair-wise groupings Spearman Correlation  
% Urban run-off accumulation, % urban run-off dilution 0.91 
% Row crop upstream, % agriculture run-off dilution 0.9 
% Urban upstream, % urban run-off dilution 0.85 
% Agriculture run-off accumulation, % agriculture run-off dilution 0.84 
% Urban upstream, % urban run-off accumulation 0.81 
% Row crop upstream, % agriculture run-off accumulation 0.77 
% Row crop upstream, % forest upstream -0.71 
% Agricultural run-off dilution, % forest upstream -0.7 
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Appendix B-2: Weights of evidence (WOE) and weighted logistic regression (WLR) results for Chapter III Ohio cross-comparison model 
variables (based on RIVPACS species loss, De Zwart et al. 2006).  W- = negative weight (spatial association at binary value 0), W+ = positive 
weight (spatial association at binary value 1), Contrast = difference between weights, Std. contrast = estimated confidence (1.95 ~ 95% 
confidence, Robinson et al. 2004), WLR βx = weighted logistic regression (WLR) coefficient, SE = WLR standard error, and IAV = impairment 
association value for stressor variable (above or below which binary value = 1).  CI = conditional independence value for model.  See Table 3.1 
(Chapter III) for variable descriptions. 
 
Urban (CI = 0.721) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.55 0.36 0.92 4.49 0.58 0.22 > 8 
Riparian -0.30 0.36 0.66 3.53 0.44 0.20 < 6.5 
Metals/ammonia toxicity -0.32 0.32 0.64 3.42 0.41 0.20 > 0.14 
Hardness -0.38 0.20 0.57 2.78 0.40 0.22 < 263 
% Effluent (Mean flow) -0.18 0.48 0.66 3.39 0.36 0.22 > 1% 
Dissolved oxygen -0.16 0.32 0.48 2.52 0.34 0.21 < 6.7 
Channel -0.37 0.20 0.57 2.81 0.33 0.23 < 15 
Cover -0.37 0.17 0.54 2.58 0.32 0.23 < 13 
Agricultural run-off dilution -0.36 0.16 0.52 2.41 0.15 0.24 < 51% 
pH -0.23 0.19 0.42 2.22 0.10 0.22 < 8 
Riffle -0.02 0.06 0.08 0.38 -0.09 0.22 < 2.5 
Substrate -0.07 0.36 0.43 1.84 -0.13 0.26 < 6.5 
Forest (CI = 0.668) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.40 1.27 1.67 8.79 1.35 0.22 > 16 
Hardness -0.15 0.74 0.89 4.05 0.88 0.23 > 380 
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% Effluent (Mean flow) -0.47 0.58 1.05 5.56 0.81 0.21 > 1.5% 
Channel -0.37 0.74 1.11 5.90 0.78 0.22 < 12 
Total suspended solids -0.40 0.38 0.77 4.04 0.56 0.20 > 16 
Pool -0.53 0.14 0.67 2.63 0.40 0.28 < 10.5 
Agricultural run-off dilution -0.23 0.19 0.43 2.24 0.30 0.21 < 12% 
Dissolved oxygen -0.29 0.09 0.38 1.67 0.16 0.23 < 8.5, > 10.2 
Cover -0.39 0.20 0.59 2.82 0.15 0.23 < 13 
Metals/ammonia toxicity -0.10 0.04 0.14 0.65 -0.03 0.23 > 0.10 
pH -0.03 0.03 0.06 0.31 -0.09 0.20 < 7.9 
Substrate -0.09 0.53 0.62 2.62 -0.10 0.26 < 6.5 
Agriculture (CI = 0.837) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.36 0.63 1.00 6.49 0.94 0.16 > 2 
Agricultural run-off dilution -0.11 0.45 0.57 3.19 0.46 0.19 < 15% 
Cover -0.22 0.42 0.64 4.10 0.46 0.18 < 10 
Dissolved oxygen -0.19 0.22 0.41 2.67 0.40 0.16 < 5.2, > 8.5 
Channel -0.20 0.35 0.54 3.50 0.37 0.20 < 12 
Total suspended solids -0.06 0.45 0.51 2.35 0.31 0.23 > 55 
% Effluent (Mean flow) -0.22 0.26 0.48 3.10 0.31 0.16 > 1.4% 
Substrate -0.08 0.42 0.50 2.58 0.16 0.22 < 6 
Riparian -0.09 0.11 0.20 1.28 0.11 0.17 < 5 
Pool -0.07 0.04 0.11 0.69 -0.15 0.18 < 9 
Hardness -0.02 0.28 0.30 1.12 -0.30 0.29 > 430 
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Appendix B-38: Text and figure: Weights of evidence/weighted logistic regression (WOE/WLR) 
and Effects and Probable Cause (EPC) comparison to Ohio EPA expert assessment, Hocking 
River. 
 
     Stressor predictions from both methods were compared with expert site descriptions and 
assessments (OEPA 1991) from the database time period for a longitudinal set of seven highly-
impacted (fish species loss >50%) sites along the Hocking River (southeastern Ohio).  Appendix 
B-3 Figure 1(a) shows the longitudinal profile of sites with overall habitat quality and identified 
potential sources of site stress noted in the expert assessment.  Method predictions of stressor 
influence (given by general stressor type) are shown for the corresponding sites in Appendix B-3 
Figure 1 (b-g). Stressor influence in the EPC method is the mean relative contribution (%) of 
stressor variables to decreased abundance of locally impacted species, while in the WOE/WLR 
method it is the relative contribution (%) of stressor variables to the probability of site impact 
(species loss >50%) based on WLR coefficients.  The stressors identified by the methods were 
generally consistent with the potential stress sources noted in the expert assessments, and 
illustrated the previously discussed similarities and differences between the methods.  The most 
upstream site at river mile 90.8 was determined in the expert report to be influenced by combined 
sewer overflows and general urban stress including channelization (Ohio EPA 1991).  The EPC 
method attributed most site stress to water chemistry (pH and hardness) and habitat degradation, 
while the WOE/WLR method attributed most stress to urban run-off and habitat degradation.  
Both methods identified channelization as a site habitat stressor.  River mile 55.7 was noted to be 
exposed to an upstream landfill tributary (Ohio EPA 1991). Each method attributed a similar 
proportion of site stress to water chemistry (34% EPC, 39% WOE/WLR), and predicted the same 
ranking of hardness, suspended solids, dissolved oxygen, and pH as contributing water chemistry 
stressors.   
                                                          
8 Reproduced with permission from Supplemental Information 1 (a-b) of Kapo et al. (2008). 
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Both methods identified channelization as the dominant habitat stressor, although the EPC 
method attributed greater site influence to habitat stress (60%) compared with the WOE method 
(33%). 
     Hocking River mile 42.2 was noted to be influenced by acid mine drainage from upstream 
Sunday Creek and the site is also located downstream from a wastewater treatment facility (Ohio 
EPA 1991).  Both methods identified pH and dissolved oxygen levels as site stressors.  However, 
while the EPC method attributed most site stress to these water chemistry factors, the WOE 
method attributed most site stress to % effluent.  At river mile 32.6, the expert assessment 
identified channelization and urbanization as potential stress factors.  Both methods identified 
channelization as the dominant site stressor.  The EPC method attributed most other site stress to 
water chemistry (pH and hardness), while the WOE/WLR method attributed most other site stress 
to urban run-off.  The City of Athens wastewater treatment plant mixing zone, just downstream at 
river mile 32.5 was identified in the expert assessment as impacted by channelization (Ohio EPA 
1991), and both the EPC and WOE/WLR methods identified channelization as the most important 
site habitat stressor.  Both methods additionally identified pH and dissolved oxygen levels as site 
stressors, although the WOE/WLR method attributed greater influence to both urban run-off and 
% effluent.  River mile 20 was described in the expert assessment as having ambient conditions 
with no distinctive stressor identified (Ohio EPA 1991); the EPC method determined water 
chemistry and habitat factors to be dominant stressors, while the WOE/WLR method determined 
urban run-off and effluent as dominant stressors.  The site represents a case of possible over-
estimation of both habitat stress by the EPC method (the quality of all habitat attributes at the site 
were high, QHEI = 74.5), and effluent stress by the WOE/WLR method (only 2% effluent).  The 
WOE/WLR method did not identify habitat as a stressor at this site, while the influence of 
effluent predicted by the EPC method was almost < 1% contribution. Finally, the lower section of 
the Hocking River including the site at river mile 9.8 was noted in the assessment to be 
influenced by mixing with the larger Ohio River downstream, and habitat effects due to 
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channelization and riparian vegetation loss (Ohio EPA 1991).  Channelization and riparian habitat 
were identified by both methods as significant stressors as well as water chemistry and urban run-
off.  Ammonia/metals toxicity was identified as a stressor at various Hocking sites by both 
methods, but the predicted relative influence of the variable was generally low, ranging from 0-
6% (EPC) and 0-1% (WOE/WLR). 
 
Appendix B-3 Figure 1.  Comparison of expert assessment with method stressor identification for seven  
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impacted sites along the Hocking River. a.) Longitudinal site profile of habitat conditions (Qualitative  
Habitat Evaluation Index scores) and identified site stress sources from expert assessments (Ohio EPA 
1991).  b.-g.) longitudinal site profile of predicted stressor influence (% relative contribution to site impact) 
by the Effects and Probable Cause (EPC) and Weights of Evidence/Weighted Logistic Regression 
(WOE/WLR) methods for various stressor types. 
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APPENDIX C: CHAPTER IV SUPPLEMENTAL INFORMATION 
 
Appendix C-1: Weights of evidence (WOE) and weighted logistic regression (WLR) results for Chapter IV Ohio model variables for a) index of 
biotic integrity (IBI), b) invertebrate community index (ICI), c) Darter species, d) Mayfly taxa, e) Fish abnormalities (DELTs), f) species loss 
(RIVPACS), g) fish deformities, h) fish erosions, i) fish lesions, and j) fish tumors.  W- = negative weight (spatial association at binary value 0), 
W+ = positive weight (spatial association at binary value 1), Contrast = difference between weights, Std. contrast = estimated confidence (1.95 ~ 
95% confidence, Robinson et al. 2004), WLR βx = weighted logistic regression (WLR) coefficient, SE = WLR standard error, and IAV = 
impairment association value for stressor variable (above or below which binary value = 1).  CI = conditional independence value for model.  See 
Table 3.1 (Chapter III) for variable descriptions. 
 
a.) IBI 
Urban (CI = 0.341 ) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.23 2.02 2.25 8.74 0.98 0.35 > 30% 
Channel -0.71 0.44 1.15 4.65 0.90 0.28 < 14 
Urban run-off -0.41 1.30 1.72 7.85 0.60 0.33 > 39 
Riparian -0.28 1.05 1.33 5.85 0.59 0.27 < 3.5 
Dissolved oxygen -0.37 0.61 0.98 4.57 0.43 0.26 < 6.7 
Agricultural run-off dilution -0.55 0.40 0.95 4.11 0.29 0.29 < 17% 
Hardness -0.54 0.34 0.89 3.74 0.29 0.28 < 268 
Metals/ammonia toxicity -0.21 0.49 0.69 3.11 0.21 0.26 > 0.23 
Substrate -0.47 0.63 1.10 5.07 0.19 0.26 < 11.75 
pH -0.56 0.36 0.92 3.89 0.19 0.28 < 7.9 
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Riffle -0.11 0.39 0.50 2.06 0.19 0.29 < 2.29 
Cover -0.11 0.73 0.84 3.02 -0.36 0.34 < 6.5 
Forest (CI = 0.716 ) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.47 1.46 1.93 11.00 1.67 0.21 > 13 
Dissolved oxygen -0.12 0.73 0.85 3.90 1.03 0.22 < 5 
Hardness -0.23 0.93 1.16 6.13 0.97 0.21 > 372 
% Effluent (Mean flow) -0.30 1.18 1.48 8.09 0.85 0.23 > 5% 
Channel -0.43 0.34 0.76 4.22 0.43 0.21 < 14.5 
Substrate -0.19 0.30 0.49 2.81 0.31 0.19 < 11 
Agricultural run-off dilution -0.19 0.17 0.35 2.02 0.29 0.18 < 9% 
Cover -0.18 0.41 0.59 3.33 0.25 0.20 < 10 
Pool -0.46 0.12 0.58 2.49 0.14 0.25 < 10.75 
Agriculture (CI = 0.564 ) W- W+ Contrast Std. Contrast WLR βx SE IAV 
pH -0.54 0.38 0.92 4.26 0.75 0.23 < 7.9 
% Effluent (Mean flow) -0.12 0.75 0.87 3.50 0.74 0.27 > 5% 
Urban run-off -0.26 0.52 0.79 3.90 0.61 0.22 > 3  
Channel -0.39 0.54 0.93 4.65 0.57 0.25 < 12 
Hardness -0.11 0.86 0.97 3.65 0.48 0.29 > 420 
Substrate -0.37 0.50 0.87 4.38 0.43 0.23 < 11 
Pool -0.24 0.30 0.55 2.75 0.31 0.22 < 7 
Agricultural run-off dilution -0.14 0.50 0.64 2.86 0.24 0.25
< 
14.5% 
Cover -0.21 0.39 0.61 3.01 0.07 0.24 < 10 
Riparian -0.14 0.35 0.49 2.35 0.01 0.24 < 4 
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a.) ICI 
Urban (CI = 0.841 ) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Riffle -1.97 0.10 2.07 2.05 1.82 1.01 < 6.25 
pH -0.24 0.87 1.11 4.29 1.09 0.26 < 7.6 
Channel -0.93 0.16 1.08 2.54 0.77 0.45 < 16.7 
Metals/ammonia toxicity -0.18 0.45 0.63 2.52 0.63 0.26 > 0.23 
% Effluent (Mean flow) -0.10 0.72 0.83 2.59 0.63 0.34 > 15% 
Riparian -0.31 0.34 0.64 2.67 0.43 0.25 < 5.25 
Substrate -0.20 0.35 0.55 2.29 0.10 0.26 < 11.75 
Dissolved oxygen -0.15 0.33 0.48 1.93 0.06 0.27 < 6.7 
Forest (CI = 0.83 ) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.15 1.95 2.10 8.13 1.89 0.29 > 13% 
Urban run-off -0.14 2.04 2.18 8.04 1.76 0.31 > 35 
Substrate -0.18 0.78 0.97 4.52 0.54 0.25 < 6.5 
Pool -0.47 0.12 0.59 2.31 0.48 0.27 < 10.75 
pH -0.33 0.16 0.49 2.30 0.43 0.22 < 7.9 
Channel -0.18 0.51 0.70 3.45 0.31 0.24 < 12 
Riparian -0.16 0.21 0.37 1.94 0.21 0.20 < 5.6 
Cover -0.25 0.14 0.39 1.92 0.13 0.22 < 13 
Agriculture (CI = 0.96 ) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.03 0.88 0.91 1.98 0.87 0.46 > 13% 
Hardness -0.10 0.81 0.91 3.34 0.76 0.28 > 420 
Dissolved oxygen -0.13 0.59 0.72 3.07 0.47 0.25 < 5.3 
pH -0.11 0.38 0.50 2.20 0.42 0.23 < 7.6 
Channel -0.17 0.30 0.47 2.30 0.35 0.24 < 12 
Substrate -0.12 0.21 0.33 1.61 0.11 0.24 < 11.25 
 
 271
c.) Darter species 
Urban (CI = 0.478) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.17 1.80 1.97 8.41 0.90 0.40 > 31% 
Riparian -0.57 0.51 1.08 5.71 0.69 0.22 < 5.25 
Substrate -0.44 0.60 1.04 5.78 0.50 0.21 < 11.75 
Metals/ammonia toxicity -0.17 0.43 0.61 3.24 0.34 0.20 > 0.23 
Dissolved oxygen -0.26 0.49 0.75 4.17 0.31 0.20 < 6.7 
Hardness -0.33 0.24 0.57 3.05 0.30 0.21 < 268 
Cover -0.12 0.77 0.88 3.88 0.20 0.26 < 6.5 
pH -0.37 0.27 0.64 3.40 0.19 0.21 < 7.9 
Channel -0.25 0.43 0.68 3.78 0.14 0.21 < 11.5 
Total suspended solids -0.24 0.28 0.52 2.93 0.08 0.20 > 19 
Agricultural run-off 
dilution -0.17 0.54 0.71 3.63 0.02 0.28 < 6.5% 
Urban run-off -0.23 0.96 1.19 6.03 -0.07 0.31 > 39 
Forest (CI = 0.818) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.37 1.32 1.68 12.29 1.47 0.15 > 13 
Dissolved oxygen -0.11 0.70 0.81 4.80 0.96 0.17 < 5.07 
% Effluent (Mean flow) -0.59 0.63 1.21 8.82 0.92 0.15 > 1% 
Channel -0.43 0.34 0.76 5.51 0.49 0.16 < 14.5 
Hardness -0.11 0.58 0.69 4.25 0.48 0.17 > 373 
Cover -0.22 0.47 0.69 5.06 0.45 0.15 < 10 
Total suspended solids -0.09 0.61 0.70 3.93 0.41 0.18 > 43 
Substrate -0.10 0.53 0.64 3.92 0.22 0.17 < 6.5 
Agriculture (CI = 0.862) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.24 1.12 1.36 7.71 1.18 0.20 > 5% 
Urban run-off -0.24 1.21 1.45 8.09 1.07 0.21 > 10 
Total suspended solids -0.08 0.55 0.63 2.90 0.62 0.23 > 54 
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Substrate -0.27 0.40 0.67 4.20 0.56 0.19 < 11.25 
Dissolved oxygen -0.11 0.32 0.43 2.43 0.51 0.18 < 5.3, >10.5 
Agricultural run-off 
dilution -0.15 0.53 0.68 3.86 0.51 0.19 < 14.5% 
Hardness -0.05 0.48 0.53 2.09 0.27 0.26 > 420 
Channel -0.18 0.31 0.49 3.06 0.22 0.19 < 12 
 
 
d.) Mayfly taxa 
Urban (CI = 1.002) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Metals/ammonia toxicity -0.07 0.69 0.77 2.25 0.77 0.34 > 0.23 
Riffle -0.28 0.32 0.60 2.59 0.61 0.23 < 3.75 
Forest (CI = 0.887) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.10 1.80 1.91 8.00 1.86 0.26 > 35 
% Effluent (Mean flow) -0.07 1.30 1.37 5.05 1.15 0.29 > 13% 
pH -0.02 1.09 1.11 2.18 0.74 0.52 < 5.25 
Cover -0.27 0.55 0.82 5.35 0.68 0.18 < 10 
Dissolved oxygen -0.06 0.45 0.51 2.42 0.39 0.22 < 5.07 
Pool -0.18 0.36 0.54 3.48 0.29 0.17 < 7.3 
Channel -0.14 0.41 0.55 3.33 0.17 0.18 < 12 
Riffle -0.17 0.16 0.33 2.20 0.14 0.17 < 3.5 
Agriculture (CI = 0.997) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Hardness -0.06 0.58 0.65 3.07 0.54 0.21 > 420 
Agricultural chem (WARP) -0.06 0.48 0.54 2.63 0.53 0.20 > 4.38 
Dissolved oxygen -0.04 0.40 0.44 1.94 0.51 0.23 > 10.5 
Riffle -0.16 0.19 0.35 2.49 0.35 0.14 < 3 
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e.) Fish species loss (RIVPACS, De Zwart et al. 2006) 
Urban (CI = 0.542) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Riparian -0.57 0.50 1.07 4.68 0.79 0.25 < 5.25 
Urban run-off -0.67 0.37 1.04 4.15 0.74 0.27 > 10 
% Effluent (Mean flow) -0.16 1.75 1.92 6.67 0.63 0.36 > 31% 
Agricultural run-off dilution -0.46 0.36 0.81 3.54 0.36 0.26 < 16.8 % 
Substrate -0.35 0.52 0.87 3.99 0.34 0.26 < 11.75 
Dissolved oxygen -0.24 0.46 0.70 3.16 0.27 0.25 < 6.7 
pH -0.39 0.28 0.67 2.93 0.25 0.26 < 7.9 
Total suspended solids -0.23 0.27 0.50 2.29 0.16 0.23 > 19 
Metals/ammonia toxicity -0.14 0.37 0.51 2.19 0.11 0.25 > 0.23 
Channel -0.14 0.79 0.93 3.49 0.00 0.32 < 8 
Forest (CI = 0.762) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.43 1.41 1.84 11.90 1.46 0.16 > 13 
% Effluent (Mean flow) -0.78 0.72 1.50 9.09 1.17 0.18 > 1% 
Cover -0.57 0.27 0.83 4.66 0.52 0.19 < 13.3 
Channel -0.38 0.31 0.69 4.39 0.45 0.18 < 14.5 
Hardness -0.10 0.53 0.63 3.34 0.41 0.20 > 373 
Pool -0.41 0.11 0.52 2.60 0.26 0.22 < 10.75 
Substrate -0.07 0.40 0.47 2.40 0.09 0.21 < 6.5 
Agriculture (CI = 0.882) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.25 0.51 0.76 4.61 0.60 0.18 > 3 
% Effluent (Mean flow) -0.09 0.62 0.71 3.29 0.56 0.23 > 5% 
Agricultural run-off dilution -0.15 0.53 0.68 3.78 0.53 0.19 < 14.5% 
Total suspended solids -0.06 0.47 0.54 2.32 0.46 0.24 > 54 
Dissolved oxygen -0.13 0.30 0.43 2.48 0.45 0.17 > 8.7 
Channel -0.19 0.33 0.52 3.15 0.38 0.20 < 12 
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Hardness -0.06 0.58 0.64 2.60 0.29 0.26 > 420 
Substrate -0.09 0.42 0.51 2.56 0.27 0.23 < 6.3 
Cover -0.12 0.24 0.36 2.11 0.06 0.19 < 10 
 
 
f.) Fish abnormalities 
Urban (CI = 0.792) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.37 0.64 1.01 5.31 0.87 0.19 > 6% 
Substrate -0.41 0.58 0.99 5.20 0.71 0.20 < 11.75 
Total suspended solids -0.39 0.40 0.79 4.11 0.64 0.20 > 19 
pH -0.32 0.24 0.56 2.86 0.30 0.21 < 7.9 
Urban run-off -0.16 0.76 0.91 4.12 0.20 0.26 > 39 
Dissolved oxygen -0.17 0.36 0.53 2.73 0.11 0.21 < 6.7 
Forest (CI = 0.598) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -1.14 0.85 1.99 12.34 1.46 0.17 > 1% 
Urban run-off -0.72 0.82 1.54 11.16 0.93 0.14 > 4 
Total suspended solids -0.56 0.49 1.06 7.58 0.50 0.14 > 15 
Agricultural run-off accum. -0.63 0.41 1.04 7.07 0.45 0.15 > 9.5  
Substrate -0.05 0.29 0.34 1.91 0.44 0.18 < 6.5 
Agriculture (CI = 0.823) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.47 1.54 2.01 12.64 1.63 0.17 > 5% 
Urban run-off -0.59 0.84 1.42 8.91 1.03 0.18 > 3 
Total suspended solids -0.20 0.16 0.36 2.24 0.64 0.17 > 16 
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g.)  Fish deformities 
Urban (CI = 0.937) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.32 0.59 0.91 4.73 0.77 0.20 > 6% 
Urban run-off -0.13 0.67 0.79 3.42 0.45 0.26 > 39 
Total suspended solids -0.23 0.27 0.50 2.60 0.45 0.20 > 19 
Substrate -0.10 0.48 0.58 2.47 0.43 0.25 < 6.5 
Agricultural run-off dilution -0.30 0.14 0.44 2.03 0.18 0.23 < 16.8% 
Cover 0.17 -0.50 0.68 2.78 -0.76 0.25 < 10 
Forest (CI = 0.747) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.90 0.77 1.67 11.08 1.24 0.16 > 1% 
Urban run-off -0.32 1.23 1.54 10.94 1.18 0.15 > 13 
Agricultural run-off accum. -0.56 0.38 0.95 6.45 0.60 0.15 > 9.5 
Total suspended solids -0.39 0.39 0.78 5.70 0.33 0.14 > 15 
Agriculture (CI = 0.88) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.59 0.84 1.43 9.35 1.23 0.16 > 3 
% Effluent (Mean flow) -0.26 1.17 1.43 8.70 0.98 0.18 > 1% 
Total suspended solids -0.15 0.13 0.28 1.81 0.47 0.16 > 16 
Agricultural run-off accum. -0.10 0.25 0.36 2.21 0.29 0.16 > 49 
 
 
h.) Fish fin and gill erosions 
Urban (CI = 0.853) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
% Effluent (Mean flow) -0.33 0.61 0.94 4.75 0.80 0.20 > 6% 
Substrate -0.31 0.48 0.79 3.97 0.55 0.21 < 6.5 
Total suspended solids -0.26 0.30 0.56 2.85 0.45 0.20 > 19 
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Urban run-off -0.13 0.68 0.81 3.42 0.23 0.28 > 39 
Agriculturan run-off 
dilution -0.36 0.16 0.51 2.25 0.21 0.24
< 
16.8% 
pH -0.23 0.19 0.43 2.11 0.20 0.22 < 7.9 
Forest (CI = 0.599) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
% Effluent (Mean flow) -1.21 0.87 2.07 12.71 1.57 0.17 > 1% 
Dissolved oxygen -0.08 0.73 0.81 4.23 1.06 0.19 > 10.14 
Urban run-off -0.76 0.84 1.60 11.62 0.97 0.14 > 4 
Total suspended solids -0.56 0.49 1.04 7.62 0.58 0.14 > 15 
Agriculturan run-off 
accum. -0.54 0.37 0.91 6.44 0.24 0.15 > 9.5  
Channel -0.15 0.15 0.29 2.24 0.22 0.13  
Agriculture (CI = 0.832) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
% Effluent (Mean flow) -0.43 1.48 1.91 12.19 1.53 0.17 > 5% 
Urban run-off -0.56 0.82 1.37 8.81 0.99 0.17 > 3 
Total suspended solids -0.15 0.13 0.28 1.80 0.54 0.16 > 16 
 
 
i.) Fish lesions 
Urban (CI = 0.648) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
Substrate -0.50 0.65 1.15 5.45 0.81 0.24 < 11.75 
Total suspended solids -0.38 0.40 0.78 3.68 0.52 0.22 > 19 
Riparian -0.16 0.76 0.93 3.83 0.50 0.28 < 3.5 
% Effluent (Mean flow) -0.29 0.18 0.47 2.13 0.42 0.23 > 2% 
Channel -0.17 0.92 1.09 4.43 0.33 0.31 < 8 
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pH -0.31 0.24 0.55 2.53 0.27 0.24 < 7.9 
Dissolved oxygen -0.22 0.43 0.65 3.08 0.27 0.24 < 6.7 
Urban run-off -0.12 0.65 0.78 3.06 -0.06 0.30 > 39 
Forest (CI = 0.664) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
% Effluent (Mean flow) -0.79 0.73 1.52 10.74 1.04 0.15 > 1% 
Urban run-off -0.57 0.73 1.31 9.90 0.82 0.14 > 4 
Total suspended solids -0.47 0.44 0.90 6.74 0.44 0.14 > 15 
Agricultural run-off 
accum. -0.52 0.36 0.88 6.30 0.38 0.15 > 9.5% 
Substrate -0.10 0.18 0.29 2.15 0.15 0.14 < 11.3 
Agriculture (CI = 0.95) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
Urban run-off -0.39 0.67 1.06 7.09 0.98 0.16 > 3 
% Effluent (Mean flow) -0.46 0.48 0.94 6.10 0.65 0.16 > 1% 
Total suspended solids -0.32 0.23 0.56 3.56 0.58 0.16 > 16 
 
 
j.) Fish tumors 
Urban (CI = 0.905) W- W+ Contrast
Std. 
Contrast 
WLR 
βx SE IAV 
% Effluent (Mean 
flow) -0.42 0.69 1.11 4.12 1.03 0.27 > 6% 
Urban run-off -0.15 0.73 0.88 2.78 0.51 0.35 > 39 
pH -0.32 0.25 0.57 2.04 0.34 0.30 < 7.9 
Dissolved oxygen -0.20 0.40 0.60 2.17 0.33 0.30 < 6.7 
Forest (None)               
Agriculture (None)               
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APPENDIX D: CHAPTER V SUPPLEMENTAL INFORMATION 
 
Appendix D-1: Weights of evidence (WOE) and weighted logistic regression (WLR) results for Chapter V watershed scale model variables for a) 
index of biotic integrity (IBI) and b) invertebrate community index (ICI).  W- = negative weight (spatial association at binary value 0), W+ = 
positive weight (spatial association at binary value 1), Contrast = difference between weights, Std. contrast = estimated confidence (1.95 ~ 95% 
confidence, Robinson et al. 2004), WLR βx = weighted logistic regression (WLR) coefficient, SE = WLR standard error, and IAV = impairment 
association value for stressor variable (above or below which binary value = 1).  CI = conditional independence value for model.  See Table 3.1 
(Chapter III) for variable descriptions.  Appendix C (a-b) provides the state-scale model results. 
 
a.) IBI 
Urban (CI = 0.623) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent -0.16 1.73 1.89 2.94 1.63 0.79 > 16% 
Substrate -0.96 0.69 1.65 2.88 1.38 0.66 < 15.4 
Riffle -1.05 0.85 1.90 3.31 0.92 0.62 < 3.7 
pH -0.60 0.85 1.45 2.93 0.83 0.55 < 7.8 
Channel -0.98 0.44 1.42 2.22 0.66 0.66 < 14 
Forest (CI = 0.551) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent -0.63 1.24 1.86 4.97 1.50 0.41 > 6.6% 
Cover -0.41 0.78 1.19 3.20 0.62 0.43 < 11.5 
Agricultural run-off dilution -0.47 0.84 1.31 3.51 0.61 0.41 < 27% 
Pool -0.39 0.58 0.97 2.59 0.57 0.45 < 8.5 
Channel -0.65 0.52 1.17 2.91 0.44 0.48 < 15 
 279
Total suspended solids -0.54 0.58 1.12 2.93 0.44 0.43 > 26 
Agriculture (CI = 0.777) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent -0.17 1.17 1.34 4.43 1.57 0.36 > 6.6% 
Riparian -0.57 0.22 0.79 2.54 0.75 0.32 < 6 
Agricultural run-off accum. -0.25 0.25 0.50 2.00 0.61 0.29 > 38 
Total suspended solids -0.31 0.54 0.85 3.40 0.51 0.27 > 24 
Channel -0.44 0.40 0.84 3.26 0.41 0.30 > 14.5 
Dissolved oxygen -0.22 0.53 0.75 2.91 0.34 0.28 < 5.3, > 10.2 
Substrate -0.21 0.54 0.75 2.87 0.26 0.30 < 12 
 
b) ICI 
Urban (CI = 1.033) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Riffle -1.28 0.57 1.84 1.71 1.85 1.09 < 5 
Total suspended solids -0.36 0.85 1.21 1.58 1.47 0.78 > 50 
Hardness -0.52 0.71 1.23 1.60 1.25 0.78 < 282 
Forest (CI = 1.023) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Total suspended solids -0.06 2.74 2.80 2.67 3.17 1.07 > 98 
Metals/ammonia toxicity -0.37 1.00 1.37 2.77 1.46 0.51 > 0.27 
Agriculture (CI = 1.003) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Agricultural run-off accum. -0.07 0.54 0.61 1.48 0.92 0.60 > 104 
Dissolved oxygen -0.04 0.80 0.84 1.40 0.66 0.41 < 5.3 
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APPENDIX E: CHAPTER VI SUPPLEMENTAL INFORMATION 
 
Appendix E-1: Weights of evidence (WOE) and weighted logistic regression (WLR) results for Chapter VI model variables based on the index of 
biotic integrity (IBI) for a) small and large forest areas, b) small and large urban areas, and c) low and high intensity urban areas.  W- = negative 
weight (spatial association at binary value 0), W+ = positive weight (spatial association at binary value 1), Contrast = difference between weights, 
Std. contrast = estimated confidence (1.95 ~ 95% confidence, Robinson et al. 2004), WLR βx = weighted logistic regression (WLR) coefficient, 
SE = WLR standard error, and IAV = impairment association value for stressor variable (above or below which binary value = 1).  CI = 
conditional independence value for model.  See Table 3.1 (Chapter III) and Table 2.2 (Chapter II) for variable descriptions.   
 
a.) Small and large forest areas 
Small Forest (CI = 0.95) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.61 1.50 2.12 7.31 2.10 0.30 > 12 
% Effluent (Low flow) -0.33 0.56 0.90 3.10 1.03 0.29 > 80% 
Riparian -1.02 0.13 1.14 1.91 0.69 0.60 < 8 
Channel -0.31 0.64 0.95 3.27 0.66 0.31 < 12 
Pool -0.71 0.16 0.87 2.00 0.64 0.46 < 10.7 
Riffle -0.18 0.19 0.37 1.28 0.47 0.31 < 3.5 
Large Forest (CI = 0.985) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Dissolved oxygen -0.36 1.53 1.88 5.24 1.59 0.42 < 5.08 
% Effluent (Low flow) -0.36 0.97 1.34 3.83 1.53 0.36 > 80% 
Hardness -0.27 1.01 1.28 3.48 1.28 0.38 > 400 
pH -0.42 0.39 0.81 2.30 0.56 0.42 < 7.5 
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b.) Small and large urban areas 
Small Urban (CI = 0.623) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Channel -1.57 0.83 2.40 4.47 1.60 0.61 < 14 
Urban run-off -0.22 1.26 1.49 3.60 0.93 0.49 > 58 
% Effluent (Mean flow) -0.10 1.27 1.38 2.55 0.87 0.61 > 6% 
pH -0.33 0.96 1.29 3.48 0.70 0.41 < 7.7 
Hardness -0.25 0.72 0.97 2.58 0.68 0.47 < 191 
Riparian -0.20 1.05 1.26 3.05 0.52 0.46 < 3.5 
Pool -0.85 0.50 1.35 3.13 0.50 0.50 < 9 
Agricultural run-off accum. -0.53 0.33 0.86 2.17 0.46 0.44 > 13.5 
Total suspended solids -0.09 0.52 0.61 1.34 0.26 0.48 > 42 
Metals/ammonia toxicity -0.49 0.30 0.79 1.99 0.24 0.41 > 0.10 
Cover -0.51 0.46 0.98 2.60 0.16 0.45 < 13 
Substrate -0.41 0.65 1.06 2.94 -0.02 0.39 < 11 
Dissolved oxygen -0.30 0.66 0.96 2.62 -0.03 0.43 < 6.7 
Large Urban (CI = 0.758) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.37 1.64 2.01 6.86 1.47 0.46 > 31% 
Riparian -1.06 0.69 1.75 5.14 1.13 0.39 < 5.2 
Metals/ammonia toxicity -0.51 0.34 0.85 2.82 0.92 0.32 > 0.10 
Hardness -0.76 0.35 1.11 3.27 0.59 0.37 < 270 
Channel -0.58 0.41 0.99 3.28 0.43 0.33 < 14 
Dissolved oxygen -0.31 0.63 0.93 3.34 0.10 0.34 < 6.7 
Substrate -0.44 0.77 1.21 4.35 0.01 0.35 < 11 
pH -0.55 0.24 0.79 2.40 0.01 0.39 < 7.7 
Urban run-off -0.46 0.66 1.12 4.01 -0.07 0.41 > 58 
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c.) Low and high intensity urban areas 
Low-intensity Urban (CI = 0.719) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Pool -1.32 0.42 1.75 2.33 1.52 0.80 < 9 
Channel -0.32 1.39 1.70 3.40 1.04 0.60 < 8 
Urban run-off -0.24 0.76 1.00 1.99 0.68 0.54 > 58 
Metals/ammonia toxicity -0.24 0.42 0.66 1.39 0.53 0.49 > 0.2 
Riparian -0.22 1.02 1.24 2.35 0.46 0.58 < 5.2 
Cover -0.39 0.27 0.66 1.31 -0.20 0.57 < 13 
High-intensity Urban (CI = 0.736) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent -0.28 1.89 2.17 7.58 1.12 0.42 > 31% 
Channel -0.72 0.42 1.15 3.96 1.01 0.36 < 14 
Riparian -0.84 0.56 1.40 4.84 0.90 0.33 < 5.2 
pH -0.97 0.31 1.27 3.54 0.71 0.39 < 7.7 
Metals/ammonia toxicity -0.34 0.18 0.53 1.92 0.64 0.29 > 0.1 
Urban run-off -0.46 0.94 1.40 5.60 0.50 0.33 > 58 
Hardness -0.55 0.36 0.91 3.31 0.48 0.31 < 270 
Substrate -0.45 0.60 1.05 4.17 0.30 0.29 < 11 
Dissolved oxygen -0.31 0.55 0.86 3.42 0.10 0.30 < 6.7 
Cover -0.26 0.19 0.44 1.72 0.00 0.32 < 13 
Total suspended solids -0.14 0.18 0.32 1.29 -0.58 0.31 > 18 
Pool -0.02 0.02 0.04 0.15 -0.63 0.32 < 9 
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APPENDIX F: CHAPTER VII SUPPLEMENTAL INFORMATION 
 
Appendix F-1: Stressor identification based on weights of evidence/weighted logistic regression output for the Mad River stretch evaluated in the 
field study. (Low impairment probability = below to mean, moderate = mean to 3 std. dev.).  
 
River Segment 
Impairment 
Probability 
(Relative) Ranked stressors (left to right) 
13 Low Agricultural run-off, Channel, Pool, Cover  
14 Low Channel  
15 Low None 
16 Moderate Urban run-off 
17 Low Agricultural run-off 
18 Low Agricultural run-off, Channel, Pool, Cover  
19 Moderate Agricultural run-off, Channel, Riffle, Pool, Cover  
20 Low Channel habitat, Riffle, Pool, Cover  
21 Low Channel habitat, Pool, Cover  
22 Low Agricultural run-off, Channel, Pool, Cover  
23 Moderate Agricultural run-off, Channel, Riffle, Pool, Cover  
24 Moderate Agricultural run-off, Channel, Riffle, Pool  
25 Low Agricultural run-off, Channel, Pool 
26 Moderate Urban run-off, Channel  
27 Low Riffle habitat 
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Appendix F-2: Weights of evidence (WOE) and weighted logistic regression (WLR) results for Chapter VII Ohio model for invertebrate 
community index (ICI) utilized in preparation for the Mad River field habitat assessment.  W- = negative weight (spatial association at binary 
value 0), W+ = positive weight (spatial association at binary value 1), Contrast = difference between weights, Std. contrast = estimated confidence 
(1.95 ~ 95% confidence, Robinson et al. 2004), WLR βx = weighted logistic regression (WLR) coefficient, SE = WLR standard error, and IAV = 
impairment association value for stressor variable (above or below which binary value = 1).  CI = conditional independence value for model.  See 
Table 3.1 (Chapter III) and Table 2.2 (Chapter II) for variable descriptions.   
 
 
Urban (CI = 0.718) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.12 0.89 1.01 3.52 1.20 0.34 > 11% 
Riparian -0.19 0.92 1.11 4.45 0.89 0.29 < 3.5 
Hardness -0.19 0.62 0.81 3.46 0.88 0.27 < 200 
Channel -0.28 0.50 0.78 3.59 0.54 0.28 < 12 
Dissolved oxygen -0.24 0.42 0.66 3.05 0.46 0.23 < 7.1 
pH -0.15 0.67 0.83 3.33 0.42 0.28 < 7.7 
Substrate -0.25 0.41 0.67 3.08 0.15 0.25 < 11 
Pool -0.35 0.10 0.45 1.61 0.12 0.31 < 11 
Metals/ammonia toxicity -0.09 0.11 0.20 0.92 0.00 0.24 > 0.16 
Cover -0.12 0.23 0.36 1.61 -0.02 0.27 < 10 
Riffle -0.28 0.03 0.31 0.84 -0.18 0.39 < 6 
Urban run-off -0.05 0.39 0.44 1.46 -0.56 0.37 > 35 
Forest (CI = 0.766) W- W+ Contrast Std. Contrast WLR βx SE IAV 
Urban run-off -0.46 1.34 1.80 7.23 1.52 0.27 > 13 
Dissolved Oxygen -0.74 0.25 0.98 2.98 0.81 0.34 < 8.5 
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Gradient -0.17 1.02 1.19 4.06 0.80 0.33 < 0.47 
Substrate -0.20 0.88 1.08 3.91 0.74 0.33 < 6 
% Effluent (Mean flow) -0.07 1.18 1.25 2.91 0.50 0.45 > 11% 
Channel -0.11 0.32 0.43 1.60 -0.14 0.31 < 12 
Agriculture (CI= 0.782) W- W+ Contrast Std. Contrast WLR βx SE IAV 
% Effluent (Mean flow) -0.07 1.63 1.70 4.88 1.48 0.37 > 21% 
Gradient -0.11 0.96 1.08 4.06 0.97 0.28 < 0.47 
Total suspended solids -0.04 0.71 0.75 2.05 0.74 0.40 > 85 
pH -0.15 0.52 0.67 3.12 0.62 0.24 < 7.7 
Hardness -0.06 0.62 0.68 2.30 0.55 0.31 > 430 
Agricultral run-off accum. -0.25 0.30 0.54 2.78 0.48 0.21 > 36 
Channel -0.45 0.23 0.68 3.10 0.48 0.26 < 15 
Riffle -0.21 0.27 0.48 2.46 0.35 0.21 < 3 
Dissolved oxygen -0.08 0.45 0.53 2.07 0.13 0.27 < 5.2 
Pool -0.49 0.09 0.59 1.98 0.07 0.33 < 11 
Cover -0.08 0.19 0.28 1.34 -0.08 0.23 < 10 
Substrate -0.08 0.16 0.24 1.19 -0.25 0.22 < 11 
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Appendix F-3: Field habitat survey data and associated photos. 
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Segment 13 (Photo K.Kapo) 
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Segment 14 (Photo K.Kapo) 
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Segment 15 (Photo K.Kapo) 
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Segment 16 (Photo K.Kapo) 
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Segment 18 (Photo K.Kapo) 
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Segment 19 (Photo K.Kapo) 
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Segment 21 (Photo K.Kapo) 
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Segment 22 (Photo K.Kapo) 
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Segment 23 (Photo K.Kapo) 
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Segment 24 (Photo K.Kapo) 
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Segment 25 (Photo K.Kapo) 
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Segment 26 (Photo K.Kapo) 
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Segment 27 (Photo K.Kapo) 
 
 
 
 
 
 
