Introduction

23
Earth system models (ESMs) simulate weather as it responds to various forcings, includ-24 ing both natural (e.g., solar or volcanoes) and anthropogenic (e.g., greenhouse gasses), over 25 long periods of time, and it is from these long time series that various climate properties 26 can be inferred. These models are continually evolving and modern ESMs not only include 27 components for atmosphere and ocean but also the cryosphere or land surface. While ESMs 28 have become invaluable tools for studying the earth's changing climate (e.g., Stocker et al. Section 2) from one of the observational, driving reanalysis, or RCM data sources, where 128 Y (i, j) is the value in row i and column j. In Section 3a we review the discrete cosine 129 transformation, which we use to perform an orthogonal transformation on Y to obtain Z so 130 that we have data on a scale that is more tractable to work with. Using this transformed 131 data we formulate a Bayesian hierarchical model (Section 3b) for modeling the covariance 132 between each of our data sources at each resolution. We conclude by outlining the techniques 133 we use to summarize this covariance and assess added value in Section 3c. Rather than model the data sources directly, we transform Y to Z using the two-136 dimensional discrete cosine transformation (DCT, Ahmed et al. 1974 ). This transformation wavenumber in the longitudes. These correspond to periods 2N 1 /m in the latitudes and 2N 2 /n in the longitudes.
155
To illustrate how the transformation can allow us to examine data at different spatial 156 scales, we plot filtered observations, NCEP or CRCM output, and the filtered differences the correlation between the observations and the RCMs. Overall, the correlation for the 180 temperature data is higher at finer resolutions (smaller distances) when compared to the 181 precipitation data. By modeling the covariance, we will be able to quantify this decay in 182 correlation and make inference about the value added by RCMs.
183
To form our model we first define z to be the K-vector of DCT transformed data (Sec-184 tion 3a), with each element corresponding to the kth transformed data source having reso-185 lution (m, n) with corresponding wavenumber ω = (ω 1 , ω 2 ). We assume that the vector z 186 has a multivariate normal distribution with mean zero and covariance Σ 0 (δ) that captures 187 the strength of the relationships between the K sources at this spatial resolution, where the 188 magnitude of wavenumber δ is used to let the covariance vary across wavenumber. Because
189
the DCT results in an orthogonal transformation, we model each of the z's as independent.
190
That is, the only covariance we must model is the covariance between each of the elements 191 within z.
192
In our model we will let the covariance matrix Σ 0 (δ) = Σ(δ)/d(m, n) so that the covari- resolution is discarded in our analysis.
203
We propose a model for Σ(δ) that varies smoothly across wavenumber, because although 204 we are assuming observations are independent across wavenumber, we might expect that 205 the relationship between data sources (via the covariance) will be similar for vectors of 206 observations corresponding to similar wavenumbers. To do this, we use a mixture of L 207 covariance matrices Ω so that
209
That is, we assume we can choose weights w (δ) so that we can find associated covariance 210 matrices Ω that will allow our covariance Σ(δ) to vary smoothly over δ. We choose this In our model the covariance matrix Σ(δ) is how we explore and assess the value added by
215
RCM output. One way we explore value added is to create filtered data plots (Figures 2 and   216 3). We create these plots by selecting a range of wavenumbers to highlight spatial differences 217 between data sources. The wavenumber ranges can be chosen using information from Σ(δ)
218
to discard data outside of the range of interest. For example, we can use the marginal or 219 conditional correlation information (described below) to select these ranges. Once we have 220 the range we remove the associated Z's from (1) that do not fall within the specified range 221 and then transform back to the original Y scale before plotting. These help identify spatial 222 regions where value is added by RCM output.
223
We are also interested in exploring the spectra variability ( Figure 5 ). To do this we 224 graph the standard deviation, σ k (δ), to compare power spectra. Here σ k (δ) corresponds to 225 the square root of the k th diagonal element of Σ(δ). These values are interpreted so that if 226 a data source has a larger standard deviation at higher wavenumbers then the source is less 227 smooth than a source with a smaller standard deviation.
228
The value added by RCM output is evaluated using three different techniques. The first 
274
The estimated standard deviations for the data sources are shown in Figure 5 . These whereas the correlation goes to zero between 100 and 150km for most RCMs. Therefore, the
280
RCMs add value compared to NCEP at a scale of 115 to 550km.
281
In Figure 7 we plot the data filtered by the wavenumber at which the marginal correlation 282 between the data and the model is 0 (as depicted in Figure 6 ). This graph shows the filtered 283 reconstructions for summer temperature (a) and summer precipitation (b). We can see from 284 these graphs that the RCMs predict the data better in the west, where we observe sharper 285 changes in temperature at finer scales compared to the east.
286
We conclude with Figure 8 , where we plot the conditional correlation between the CRU 287 data source and the RCM output given the NCEP data. In Table 2 we present a summary 288 of these curves, total value added (Section 3c). These conditional correlations highlight how is positive, however, for 3 to 100 grid boxes per cycle (150 to 5000km), suggesting the RCMs 296 add value at these resolutions. As Table 2 shows, the HRM3 RCM consistently adds the 297 most value for each of the four response types we consider. 
Discussion
299
We have proposed a spectral method using the DCT to assess the value added by RCMs.
300
Our fully Bayesian approach jointly models all data sources, and it allows us to make formal 301 inference about the value added by these higher resolution models. all the way down to higher wavenumbers at 3 grid boxes per cycle (150km).
307
There are a few limitations of our approach that are areas for future research. One 308 limitation is that our approach assumes the covariance is isotropic. There may be differences 309 between north-south and east-west directions, and our model does not currently allow for 310 estimation or inference of those differences. Another limitation is that we assume stationarity.
311
Extending this approach to account for a nonstationary covariance would allow us to see if
312
RCMs add more value in some parts of the spatial domain compared to others.
313
We have applied our method to mean temperature and precipitation averaged over twenty 
where j ∼ i indicates that boxes j and i are adjacent, a i is the number of boxes adjacent 333 to box i, and τ 2 is a variance parameter. Combining these full conditionals, the joint 334 distribution of Y is multivariate normal with mean zero and precision (inverse covariance)
337
Q is singular because each row and column sums to zero.
338
Dutta and Mondal (2014) note that for a one-dimensional grid of n points with s i ∼ s j 339 if and only if |i − j| = 1, the precision matrix can be written
the n × n orthonormal matrix with elements
and D n is diagonal with i th diagonal element
344
In the two-dimensional case for data on the rectangular grid S, let the data
be ordered by column and row. Suppose the boxes have rook neighbors so that an inner box
346
(i, j) in the grid has neighbors (i, j − 1), (i, j + 1), (i − 1, j), and (i + 1, j). In this case,
347
Dutta and Mondal (2014) show that the CAR precision matrix can be written as
where I n is the n × n identity matrix and Q n 1 and Q n 2 are the matrices for row and column 350 neighbors, respectively. Then the precision can be written an n 1 × n 2 matrix, and
, when vectorized, is the vector Z above.
361
We have K data sources to model, and thus we extend these ideas to the multivariate case 
for all δ, we obtain the equivalent separable MCAR model form as
where
Computing details
369
The weights w (δ) are assumed to be known and constructed from the L basis functions 370 that correspond to the cubic B-spline basis having uniformly spaced internal knots (we can 371 identify the Ω 's in this model because the weights sum to one for all δ). This means
372
we must estimate the mixture covariance matrices Ω , and to do this within our Bayesian 373 model we place independent Inverse Wishart(ν = K +2, S −1 = I K ) priors on each Ω . In our 374 application we assume little is known about the distribution of each Ω and choose ν = K +2
375
and S the K × K identity matrix so that the prior mean of Ω is the identity matrix and the 376 prior variance is large. Using this model for the covariance permits a reparameterization so 377 that all full conditional distributions are conjugate, allowing for sampling from the posterior 378 distribution using a simple Gibbs sampling algorithm.
379
For the results that follow we expand on the notation used in Section 3b and let z i 380 correspond to the K-vector of data sources at resolution (m i , n i ) having wavenumber ω i 381 and corresponding magnitude δ i . We will also let the constants from (2) be defined so matrices from the likelihood. This allows us to obtain the equivalent model
390
where a i is chosen to be the index corresponding to the maximum of w (δ i ) over so that Gibbs sampling proceeds by specifying initial values for all model parameters (Ω , α i ),
397
and then cycling through the parameters and drawing each from its full conditional distribu-398 tion given all other parameters. We give the full conditional distribution for each parameter 399 below. The full conditional distribution for each Ω is
where ν z = # ({i : a i = }) is the number of observations having maximum weight at index ,
) is the number of observations that do not have a maximum
403
weight at index and also have a non-zero weight at at index . The full conditional scale 404 matrix is composed of the sum of the prior scale S,
408
Full conditional distributions for the α i 's are
If the weight w (δ i ) is zero, then the associated α i does not need to be sampled.
415
For each model fit we obtained 10, 000 samples from three independent chains. We were then discarded as burn-in, and the remaining 5, 000 × 3 = 15, 000 samples were used 419 for inference. Table 2 : The total value added (Section 3c) by each RCM for the four response types. The HRM3 performs the best in this metric in all cases, suggesting it adds the most value out of this collection of RCMs. 
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The y-axis is on the natural log scale, and the x-axis is the distance between 566 the number of 50km grid boxes per cycle that are associated with wavenumberFigure 2: Filtered data plots for summer temperature created by only keeping the (a) low wavenumber data (10 or more grid boxes apart) and (b) medium wavenumber data (3 to 10 grid boxes apart). We also plot the NCEP transformed data (Z) versus the CRU transformed data to illustrate the correlation between the data sources at this spatial scale.Figure 3: Filtered data plots for summer temperature created by only keeping the (a) low wavenumber data (10 or more grid boxes apart) and (b) medium wavenumber data (3 to 10 grid boxes apart). We also plot the CRCM transformed data (Z) versus the CRU transformed data to illustrate the correlation between the data sources at this spatial scale. Figure 8: Estimated conditional correlations (joint 95% credible intervals in gray) for CRU data given the NCEP and an RCM using the chosen model for each of the four response types. The x-axis is the distance between the number of 50km grid boxes per cycle that are associated with wavenumber δ, i.e., x = 50/δ. The x-axis was constructed to be linear in the δ, but is plotted (non-linearly) in x.
