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Abstract 
Idle listening is one of the most significant causes of energy consumption in wireless 
sensor networks (WSNs), and many protocols have been proposed based on duty 
cycling to reduce this cost. These protocols, either synchronous or asynchronous, are 
mainly optimized for light traffic loads. A WSN, however, could often experi-
ence bursty and high traffic loads, as may happen for example with broadcast or 
convergecast traffic. In this thesis, I design and evaluate a new synchronous proto-
col, DW-MAC (Demand Wakeup MAC), and a new asynchronous protocol, RI-MAC 
(Receiver Initiated MAC), that are both efficient under dynamic traffic loads, in-
cluding light or heavy loads. I also design and evaluate ADB (Asynchronous 
Duty-cycle Broadcasting), a new protocol for efficient multihop broadcasting in 
WSNs using asynchronous duty cycling. 
DW-MAC introduces a new low-overhead scheduling algorithm that allows 
nodes to wake up on demand during the Sleep period of an operational cycle 
and ensures that data transmissions do not collide at their intended receivers; 
this demand wakeup adaptively increases effective channel capacity as traffic load 
increases. RI-MAC, instead, uses receiver-initiated transmissions, in which each 
transmitter passively waits until its intended receiver wakes up and transmits 
a beacon frame; this technique minimizes the time a sender and its intended re-
ceiver occupy the wireless medium to find a rendezvous time for exchanging data. 
ADB is integrated with RI-MAC to exploit information only available at this layer; 
rather than treating the data transmission from a node to all of its neighbors as 
the basic unit of progress for the multihop broadcast. ADB dynamically optimizes 
the broadcast at the level of transmission to each individual neighbor of a node 
as the neighbors asynchronously wakeup, avoiding redundant transmissions and 
transmissions over poor links, and allowing a transmitter to go to sleep as early 
as possible. In detailed simulation of all three protocols using ns-2, they each sub-
stantially outperform earlier competing protocols in terms of reduced energy and 
latency and increased packet delivery ratio. I also implemented RI-MAC and ADB 
in a testbed of MICAz motes using TinyOS and further demonstrate the significant 
performance improvements made over prior protocols. 
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Chapter 1 
Introduction 
Wireless sensor networks (WSNs) have a significant potential in applications in-
teracting with the physical world, such as surveillance and environmental mon-
itoring. In many of these applications, the use of battery-powered sensor nodes 
greatly eases deployment of the network, but the limited capacity of the batteries 
substantially limits the network lifetime. Idle listening is one of the most significant 
sources of energy consumption in sensor nodes. In idle listening, a node waits 
with its radio turned on, listening for a possible packet to be received even when 
none has been sent. 
1.1 Duty Cycling 
Many solutions to the problem of idle listening have been proposed utilizing the 
technique of duty cycling [48,35]. In this technique, each sensor node turns its radio 
on only periodically, alternating between active and sleeping states. For example, 
with a 5% duty cycle, a node has its radio on only 5% of the time, resulting in 
substantial energy savings. When active, a node is able to transmit or receive data, 
whereas when sleeping, the node completely turns off its radio to save energy; 
duty cycles of 1-10% are typical in order to maximize energy savings. 
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Contention-based duty cycle MAC protocols in the literature can be roughly 
categorized into synchronous and asynchronous approaches, together with some hy-
brid approaches. Synchronous approaches [48, 8] synchronize neighboring nodes 
in order to align their active or sleeping periods. Neighbor nodes begin exchange 
of a packet only within the common active time, enabling a node to sleep for most 
of the time in an operational cycle without missing any incoming packet. This 
approach greatly reduces idle listening time, but the required synchronization in-
troduces extra overhead and complexity, and a node may need to wake up mul-
tiple times if its neighbors are on different schedules. Existing asynchronous ap-
proaches [11,35,3], on the other hand, allow nodes to operate independently, each 
on its own duty cycle schedule, by employing low power listening (LPL). In LPL, 
prior to data transmission, a sender transmits a preamble lasting at least as long 
as the sleep period of the receiver. When the receiver wakes up and detects the 
preamble, it stays awake to receive the data. 
1.2 The Need for Handling Dynamic Traffic Loads 
Existing duty cycle MAC protocols, including synchronous and asynchronous ones, 
are mainly optimized for light traffic loads. A WSN, however, could often experi-
ence bursty and high traffic loads. For example, either broadcast [33] or converge-
east [50] traffic could suddenly increase channel contention in a local neighbor-
hood. In WSNs, broadcast is widely used for various network wide queries and 
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updates [39], and convergecast is often observed when multiple sensors that have 
detected the same event send their reports to the sink node or to a node that does 
data aggregation [13]. 
As existing approaches are mainly optimized for light traffic loads, I found that 
they become less efficient in latency, power efficiency, and packet delivery ratio as 
traffic load increases. As traffic in a WSN can be quite dynamic, depending on the 
events being sensed and the sensing application and protocols being used, an ideal 
WSN MAC protocol should perform well under a wide range of traffic loads, including 
high loads and bursty traffic. 
Research on duty cycle MAC protocols has been active both in the synchronous 
approach and in the asynchronous one, as neither approach always outperforms 
the other. The target application and network configuration highly affect which 
approach is best to be used. For example, when most packets arrive at regular 
intervals and/or synchronization overhead is low (e.g., a GPS receiver is avail-
able), a synchronous duty cycle MAC is generally more energy efficient. On the 
other hand, if synchronization overhead is high, an asynchronous duty cycle MAC 
protocol might be best. Therefore, in this thesis, I present both a synchronous 
duty cycle MAC protocol, called DW-MAC (Demand Wakeup MAC), and an asyn-
chronous duty cycle MAC protocol, called RI-MAC (Receiver Initiated MAC), in 
order to meet various needs from applications. Furthermore, with asynchronous 
duty cycling, multihop broadcast becomes especially challenging as neighbors of 
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a node wake up at different times. The general assumption that one transmission 
can reach multiple nodes no longer holds, and thus broadcast protocols based on 
this assumption become less efficient. Therefore, I also present a protocol called 
ADB (Asynchronous Duty-Cycle Broadcasting) to explore opportunities for effi-
cient broadcast with asynchronous duty cycling. 
1.3 DW-MAC: A New Synchronous Duty Cycle MAC Protocol 
In order to transmit a packet from one node to another, the radios of both nodes 
must be on, motivating the use of synchronization between the operational cycles 
of different nodes. Examples of protocols using synchronized approaches include 
S-MAC [48, 47], T-MAC [8], and RMAC [9]. For example, in S-MAC [48] time 
at each sensor is divided into repeated operational cycles, each further divided 
into three periods: Sync, Data, and Sleep. Nodes in S-MAC wake up at the start 
of the Sync period to synchronize clocks with each other. During the Data pe-
riod, all nodes remain active. If a node has a packet to send to a neighbor node, 
they exchange Request-to-Send (RTS) and Clear-to-Send (CTS) frames during the 
Data period, followed by the transmission of the data packet and the return of an 
Acknowledgment (ACK) frame. Nodes not involved in communication initiated 
during the Data period return to the sleep state at the start of the Sleep period; 
other nodes return to the sleep state only after completion of the ACK frame. 
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Although such approaches save energy, they can add significant latency in 
packet delivery, since transmission of a packet from one node to a neighbor node 
must wait until the next time the nodes are active, if the nodes are currently sleep-
ing. Furthermore, forwarding a packet over multiple wireless hops, as is com-
mon in WSNs, often requires multiple operational cycles to complete. Several ap-
proaches have be proposed to mitigate the additional latency introduced by duty 
cycling [8,47,9], but they are mainly optimized for light traffic loads. 
In the first part of this thesis, I present a new MAC protocol, called Demand 
Wakeup MAC (DW-MAC), that introduces a new low-overhead scheduling algo-
rithm that allows nodes to wake up on demand during the Sleep period of an 
operational cycle in order to transmit or receive a packet. This demand wakeup 
adaptively increases effective channel capacity during an operational cycle as traf-
fic load increases, allowing DW-MAC to achieve low delivery latency under a wide 
range of traffic loads including both unicast and broadcast traffic. 
DW-MAC differs from prior work in reducing the additional latency intro-
duced by duty cycling. In DW-MAC, medium access control and scheduling are 
integrated, in that during a Data period of an operational cycle, the interval of time 
during which the transmission of an access control frame occupies the medium au-
tomatically reserves the proportional interval of time in the following Sleep period 
for transmitting and receiving a data packet. This integration minimizes schedul-
ing overhead and collisions. Further, by avoiding transmission of data packets in a 
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Data period, DW-MAC maximizes the number of access control frames that can be 
exchanged in a Data period, thus increasing the number of data packets that can 
be exchanged in a complete operational cycle. 
The contributions of this firt part of my thesis include the following: 
• DW-MAC introduces a new low overhead scheduling algorithm that ensures 
that data transmissions do not collide at their intended receivers. 
• I present the design of DW-MAC that wakes up nodes on demand in order 
to efficiently handle a wide range of traffic load including both unicast and 
broadcast traffic. 
• DW-MAC wakes up a node in a Sleep period only when the node needs to 
transmit or receive a packet, in order to minimize energy consumption. 
• DW-MAC achieves lower latency, higher power efficiency, and higher packet 
delivery ratio compared to existing schemes. 
1.4 RI-MAC: A New Asynchronous Duty Cycle MAC Protocol 
Asynchronous duty cycling MAC protocols, such as B-MAC [35], X-MAC [3], and 
WiseMAC [10], allow nodes to operate independently, with each node on its own 
duty cycle schedule. Asynchronous duty cycling protocols typically employ low 
power listening (LPL), in which, prior to data transmission, a sender transmits 
a preamble lasting at least as long as the sleep period of the receiver. When the re-
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ceiver wakes up and detects the preamble, it stays awake to receive the data. These 
protocols achieve high energy efficiency and remove the synchronization overhead 
required in synchronous duty cycle approaches. However, they are mainly opti-
mized for light traffic loads, and I found that they become less efficient in latency, 
power efficiency, and packet delivery ratio as traffic load increases, due to their 
long preamble transmissions. WiseMAC attempts to improve efficiency by reduc-
ing the duration of preamble transmission, but this improvement requires nodes 
to maintain a fixed wakeup schedule and depends on frequent, regular communi-
cation to the same neighbors. 
In asynchronous protocols, preamble transmission in LPL-based protocols may 
occupy the medium for much longer than actual data transmission. Such long 
preamble transmission from a sender could prevent all neighboring nodes with 
pending data from transmitting their data. As these nodes have to wait until the 
medium is not occupied, some of them could experience significant delay. This is 
often the case under bursty or high traffic load such as due to convergecast [50] 
and correlated-event workload traffic [17], where multiple sensors that have de-
tected the same event send their reports to the sink node or to a node that does 
data aggregation [13]. As traffic in a WSN can be quite dynamic, depending on 
the events being sensed and the sensing application and protocols being used, an 
ideal WSN MAC protocol should perform well under a wide range of traffic loads, 
including high loads and bursty traffic. 
8 
In the second part of this thesis, I present a new asynchronous duty cycle MAC 
protocol, called Receiver Initiated MAC (RI-MAC). RI-MAC attempts to minimize 
the time a sender and its intended receiver occupy the medium for them to find 
a rendezvous time for exchanging data, while still decoupling the sender and re-
ceiver's duty cycle schedules as B-MAC and X-MAC do. 
RI-MAC differs from prior work in asynchronous duty cycle MAC protocols 
in how the sender and receiver reach a rendezvous time. In RI-MAC, the sender 
remains active and waits silently until the receiver explicitly signifies when to start 
data transmission by sending a short beacon frame. As only beacon and data trans-
missions occupy the medium in RI-MAC, with no preamble transmissions as in 
LPL-based protocols, occupancy of the medium is significantly decreased, making 
room for other nodes to exchange data. 
I believe this is the first attempt to apply the idea of receiver-initiated trans-
mission to duty cycle MAC protocols for ad hoc wireless sensor networks. By 
coordinating neighboring nodes using beacons in RI-MAC, a receiver adaptively 
increases channel utilization as traffic load increases, allowing RI-MAC to achieve 
high throughput, packet delivery ratio, and power efficiency under a wide range 
of traffic loads. 
The contributions of this second part of my thesis include the following: 
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• I present a new asynchronous duty cycle MAC protocol, called RI-MAC, em-
ploying receiver-initiated transmissions, in order to efficiently and effectively 
operate over a wide range of traffic loads. 
• Due to the receiver-initiated design, RI-MAC not only substantially reduces 
overhearing, but also achieves lower collision probability and recovery cost 
than do B-MAC and X-MAC. 
• I have implemented RI-MAC in TinyOS and evaluate it in a small testbed 
network of sensor nodes. We also implemented RI-MAC in the ns-2 network 
simulator for evaluations in larger networks. 
• RI-MAC significantly improves throughput and packet delivery ratio, espe-
cially when there are contending flows such as bursty traffic or transmissions 
from hidden nodes. 
• Even under light traffic loads for which X-MAC is optimized, RI-MAC 
achieves the same high performance in terms of packet delivery ratio and 
latency while maintaining comparable power efficiency. 
1.5 ADB: An Efficient Multihop Broadcast Protocol over 
Asynchronous Duty Cycling 
Existing systems using asynchronous duty cycling do not efficiently support mul-
tihop broadcast-based communication. Multihop broadcast is an important net-
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work service in many sensor network applications and may be used, for example, 
in route discovery or in network-wide queries or information dissemination. Sup-
porting a single-hop broadcast transmission using asynchronous duty cycling is dif-
ficult, due to the independent wakeup times of each of the neighbor nodes of the 
node originating the broadcast, generally requiring multiple transmissions of the 
single packet from the originating node [20]. The cost of such redundant transmis-
sions is not well taken into account in existing broadcast protocols (e.g. [33,46,34]) 
designed for always-on networks such as ad hoc networks. With multihop broad-
cast, the problems of single-hop broadcast are amplified, as some neighbor nodes 
attempt to forward the broadcast while the original transmitting node still at-
tempts to transmit the packet to others of its neighbors, increasing contention for 
the wireless channel and the possibility of collisions. 
In the third part of this thesis, I present the design and evaluation of ADB (Asyn-
chronous Duty-cycle Broadcasting), a new protocol for efficient multihop broadcast 
in wireless sensor networks using asynchronous duty cycling. ADB takes advan-
tage of the fact that nodes wake up at different times to optimize the progress of 
a multihop broadcast at a finer granularity. Rather than treating the transmission 
from a node to all of its neighbors as a basic unit of progress for the broadcast, ADB 
optimizes at the level of transmission to each neighbor individually. As neighbors 
wake up at different times, a sender with ADB uses unicast to reach each neigh-
bor, so that the sender accurately learns which neighbors have been reached by the 
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broadcast; this use of unicast also results in an improvement in reliability through 
the use of ARQ as part of the unicast transmission. At the same time, the sender 
updates each receiver with up-to-date information on the progress of the broad-
cast, helping a node to avoid redundant transmissions and to allow delegating 
transmission for some neighbor to another neighbor with better link quality to it. 
These optimizations allow a node to sleep as early as possible and avoid transmis-
sions over poor links, leading to lower energy consumption and delivery latency. 
To achieve these goals, ADB is integrated with the MAC layer in order to exploit 
information only available at this layer. 
The contributions of this third part of my thesis include the following: 
• I present the first complete MAC protocol for efficient multihop broadcast in 
a wireless sensor network using asynchronous duty cycling, incorporating 
multihop broadcast transmission and MAC-layer details including collision 
avoidance and recovery and control of radio active state. 
• ADB efficiently collects and distributes information on broadcast progress, 
substantially reducing redundant transmissions, collisions, and energy con-
sumption, by allowing a node to transmit to only a subset of neighbors and 
to go to sleep as soon as possible. 
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• ADB substantially reduces delivery latency by avoiding collisions and trans-
missions over poor links. I prove that ADB achieves close-to-optimal deliv-
ery latency with error- and collision-free links. 
• I evaluate ADB both through ns-2 simulation and through implementation 
in a testbed of MICAz motes using TinyOS. This evaluation shows that ADB 
substantially outperform multihop broadcast based on X-MAC for power ef-
ficiency, packet delivery latency, and delivery ratio. 
1.6 Thesis Outline 
The rest of this thesis is organized as follows. Chapter 2 discusses related work on 
duty cycle MAC protocols. The next six chapters present the design and evalua-
tion of DW-MAC, RI-MAC, and ADB. In particular, first, Chapter 3 describes the 
detailed design of DW-MAC, and Chapter 4 presents a comparative evaluation of 
DW-MAC with representative synchronous duty cycle MAC protocols. Follow-
ing this, the detailed design of RI-MAC is presented in Chapter 5, and Chapter 6 
presents an evaluation of RI-MAC and compares its performance with represen-
tative asynchronous duty cycle MAC protocols. Chapter 7 then describes the de-
tailed design of ADB, and Chapter 8 presents the comparative evaluations of ADB 
with multihop broadcast with representative asynchronous duty cycle MAC pro-
tocols. Finally, Chapter 9 presents conclusions. 
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Chapter 2 
Related Work 
Many existing duty cycle MAC protocols are optimized for light traffic loads. This 
chapter discusses related work in the area of synchronous duty cycle protocols, 
compared with DW-MAC; in the area of asynchronous duty cycle protocols, com-
pared with RI-MAC; and in the area of multihop broadcast in a wireless sensor 
network using asynchronous duty cycling, compared with ADB. 
2.1 Synchronous Duty Cycle MAC Protocols 
A number of previous approaches to reduce latency in synchronous duty cycle 
MAC protocols for WSNs have been proposed, although none provides the gener-
ality or performance of DW-MAC. I discuss these previous approaches here. 
S-MAC [48] was one of the original synchronized duty cycle MAC protocols 
for WSNs. However, as noted in Section 1.3, this approach can add significant 
latency in packet delivery, since if the nodes are currently sleeping, transmission 
of a packet from one node to a neighbor node must wait until the next time the 
nodes are active. The developers of S-MAC later introduced a modification to 
S-MAC known as adaptive listening [47] to improve its end-to-end delivery latency 
over multiple hops. With adaptive listening, if a node overhears another node's 
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Figure 2.1. S-MAC with adaptive listening. Node C wakes up at the end of the 
transmission between node A and B based on the information in the overheard 
CTS, so that B can forward a packet to C immediately rather than waiting until the 
next operational cycle. 
communication (e.g., the RTS or CTS) during the Data period, it wakes up for a 
short time when the overheard communication finishes; if this node is the next-
hop node along a multihop path, its neighbor can forward the packet immediately 
to this node rather than waiting for the Data period in the next operational cycle 
to initiate the forwarding. Figure 2.1 shows an example of the operation of S-MAC 
with adaptive listening. Node A here sends a data packet to node B, with a next-
hop node of C. When node C overhears the CTS from B, it goes to sleep but wakes 
up again when the ACK from B should have been completed, based on the infor-
mation in the overheard CTS. Node B can immediately forward the data packet to 
C at this time. 
S-MAC with adaptive listening can deliver a packet up to 2 hops per opera-
tional cycle but generally cannot go beyond that within the cycle since the next 
hop after C (such as some node D) is unlikely to have been awake to overhear the 
communication from B to C; node C will transmit an RTS to D but will go back 
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to sleep itself when it fails to receive a CTS in reply from D. The use of adaptive 
listening can also cause a significant increase in energy consumption, since many 
neighboring nodes may overhear the RTS or CTS and wake up, whereas only one 
of them is the next-hop node. Moreover, since a node does not wake up until an 
overheard communication ends, this node then may not have complete knowl-
edge of the busy state of the wireless medium. For example, the node might have 
missed hearing an RTS or CTS of another data transmission in the neighborhood; if 
the node in this case starts transmitting any packet, the packet may cause collisions 
at other nodes. 
Similarly, T-MAC [8] can reduce latency by adaptively changing the ending 
time of a Data period. Although T-MAC is primarily designed to shorten the Data 
period when no traffic is around the node, so that nodes can preserve more energy, 
T-MAC can also extend the Data period to allow multihop forwarding during a 
single Data period. However, as with S-MAC with adaptive listening, T-MAC can 
generally deliver a packet over only at most 2 hops within an operational cycle, 
since nodes further downstream will be unlikely to overhear the upstream com-
munication 2-hops away and thus will not remain awake to receive a forwarded 
packet; T-MAC may also increase energy consumption, as many nodes other than 
an intended next-hop node will remain awake. 
Several other approaches to reducing latency have been proposed, that make 
specific assumptions on the communication pattern among nodes or on the other 
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protocols used in the WSN. For example, DMAC [28] reduces latency only for 
data gathering communication in which multiple nodes try to send data to a sink 
node through a unidirectional tree of paths. Likewise, the streamlined wakeup op-
timization proposed by Cao et al. [4] address only the case in which each sensor 
node sends data to a sink node (although there may be more than one sink node 
for the network). For a network of tree topology or ring topology, Lu et al. [29] 
discuss how to minimize end-to-end latency. The work of Keshavarzian et al. [19] 
analyzes latency for specific communication and wakeup patterns for communi-
cation with the sink node and proposed the multi-parent technique to improve 
performance under the assumption that nodes at higher levels in the communica-
tion tree have more than a single neighbor and thus can have more than a single 
parent. In contrast to each of these protocols, DW-MAC supports arbitrary com-
munication between any nodes, whether to a sink node or to the other peer nodes 
such as to facilitate in-network processing of sensor data. The fast path algorithm 
proposed by Li et al. [26] also supports arbitrary communication patterns but as-
sumes that such "fast paths" are long-lived and are set up through the routing 
protocol; DW-MAC makes no such assumptions and supports arbitrary communi-
cation between nodes at any time without relying on other protocols for assistance. 
RMAC [9] represents a different approach to reducing latency in multihop for-
warding; an example of the operation of RMAC is illustrated in Figure 2.2. In 
RMAC, a control frame, called a Pioneer frame (PION), is forwarded over mul-
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Figure 2.2. Multihop forwarding of a unicast packet in RMAC. P indicates a PION 
frame that is used for scheduling. 
tiple hops (e.g., A —• B —*• C) during a Data period in order to inform nodes B 
and C when to wake up during the Sleep period to receive or transmit the corre-
sponding data packet. The number of hops over which RMAC can forward a data 
packet during an operational cycle is limited by the duration of the Data period but 
may be set to any value depending on the parameters used. However, as a source 
node always starts transmitting a data packet at the beginning of a Sleep period 
(e.g., node A in Figure 2.2), two hidden sources that have succeeded in schedul-
ing through PIONs in a Data period always cause collisions at the beginning of 
the next Sleep period. In addition, a node waken up due to a previous PION will 
wake up unnecessarily if the expected data packet cannot arrive due to collisions 
at previous hops. 
The scheduling mechanism in DW-MAC ensures that data transmissions do 
not collide at their intended receivers, and many other techniques for collision-
free transmission in WSNs have been studied by others (e.g., [37, 22]). How-
ever, in contrast to these techniques, DW-MAC is a contention-based protocol 
that integrates medium access control and scheduling seamlessly. Furthermore, 
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DW-MAC supports not only unicast communication but also broadcast communi-
cation. Many other techniques for efficient broadcast communication in wireless 
sensor networks and in wireless ad hoc networks have been studied (e.g., [13,46, 
34, 36, 39, 34]). However, in contrast to these techniques, a node in DW-MAC 
wakes up on demand during a Sleep period; scheduling frames during the Data 
period explicitly coordinate nodes when to wake up during the Sleep period to 
transmit or receive a packet. 
2.2 Asynchronous Duty Cycle MAC Protocols 
In asynchronous duty cycle MAC protocols, some mechanism is needed in order 
for the sender and receiver to "rendezvous" in time, so that both are awake for 
the sender to transmit a packet and the receiver to receive it. B-MAC [35] and 
X-MAC [3] were among the first asynchronous duty cycle-based protocols and 
defined the basic structure of the mechanism for solving this problem commonly 
used in asynchronous duty cycle MAC protocols in sensor networks. In particular, 
in B-MAC, each node periodically wakes up to check if there is any activity cur-
rently on the wireless channel. If so, the node remains active to receive a possible 
incoming packet. Prior to DATA frame transmission, a sender transmits a long 
"wakeup signal," called a preamble, which lasts longer than the receiver's sleep 
interval. This policy ensures that the receiver will wake up at least once during 
the preamble, allowing each node to wake up or sleep based on its own schedule. 
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B-MAC is very energy efficient under light traffic because a node spends only a 
very short period of time in checking channel activity at each scheduled wakeup 
time. However, a node with B-MAC may wake up and remain awake due to chan-
nel activity, only to, in the end, receive one or more DATA frames actually destined 
for other nodes. 
X-MAC solves this overhearing problem in B-MAC by using a strobed preamble 
that consists of sequence of short preambles prior to DATA transmission, as illus-
trated in Figure 2.3. In this and similar figures in this thesis, the period of time 
during which a node is active is indicated by a solid gray background, frame re-
ception by a node is indicated by black text on the gray background, and frame 
transmission by a node is indicated by white text on a dark background. The tar-
get address is embedded in each short preamble, which not only helps irrelevant 
nodes to go to sleep immediately but also allows the intended receiver to send an 
early ACK to the sender so that the sender stops preamble transmission and starts 
transmitting the DATA frame immediately. In this way, X-MAC saves energy by 
avoiding overhearing while reducing latency almost by half on average. After re-
ceiving a DATA frame, a receiver in X-MAC stays awake for a duration equal to 
the maximum backoff window size to allow queued packets to be transmitted im-
mediately. I refer to this duration as the dwell time in the rest of this thesis. 
The UPMA (Unified Power Management Architecture for Wireless Sensor Net-
works) package [20] implemented a variation of X-MAC in TinyOS, in which the 
20 
s 
R 
..Short preambles 
i ftm 
Early ACK I 
Dwell time for queued packets 
Periodic CCA check 
IM 
Figure 2.3. Operation of X-MAC, including the strobed preamble and early acknowl-
edgment. During a scheduled wakeup time, a node does a CCA (clear channel 
assessment) check that is longer than the gap between two short preambles. 
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Figure 2.4. The variation of X-MAC implemented in the UPMA package in TinyOS. 
The strobed preamble is replaced by a chain of DATA frame transmissions. 
DATA frame itself is used as the short preamble, as illustrated in Figure 2.4. This 
strategy simplifies implementation and helps a sender to determine whether the 
DATA is successfully delivered from the ACK from the receiver. In the rest of this 
thesis, I refer to this variation of X-MAC as X-MAC-UPMA. 
B-MAC and X-MAC achieve high power efficiency under light traffic load, but 
their preamble transmissions occupies the wireless medium for a long time until 
DATA is delivered, making them less efficient in case of contending traffic flows. 
In contrast, a sender in RI-MAC does not occupy the medium until the intended 
receiver is ready for receiving, by using receiver-initiated transmission. This prop-
erty allows RI-MAC not only to achieve comparable performance to X-MAC un-
der light traffic load, but to handle a wide range of traffic loads more efficiently. 
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In addition, the receiver-initiated transmission makes RI-MAC more efficient in 
detecting collisions and recovering lost DATA frames. 
WiseMAC [10] is similar to B-MAC, but a sender in WiseMAC efficiently re-
duces the length of the wakeup preamble by exploiting the sampling of the sched-
ules of its direct neighbors. In effect, although individual nodes are not synchro-
nized in waking up at the same time as each other, a node does synchronize with 
its neighbors in learning the wakeup schedules of those neighbors to which it is 
sending data. To efficiently enable this learning, a node receiving a DATA frame 
includes in the following ACK frame the remaining time until its next sampling 
time. With this information, and taking possible clock drifts into account, the 
sender for its next DATA frame to this receiver estimates when the receiver will 
wake up next, and starts transmitting its preamble just before then. The resulting 
shortened preamble greatly helps to save energy and improve channel utilization. 
However, WiseMAC, as with B-MAC, suffers from the possibility of simultane-
ous transmissions from hidden nodes, due to the similar preamble sampling tech-
niques they use. In addition, each node with WiseMAC must maintain the same 
regular wakeup schedule over time, allowing problems such as starvation due to 
repeated collisions between competing nodes that wake up at the same time over 
and over again. 
The idea of receiver-initiated transmission in a MAC protocol is not new, but 
to the best of my knowledge, RI-MAC represents the first attempt to combine 
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this idea together with duty cycling in the context of MAC protocols for ad hoc 
wireless sensor networks, where power efficiency is a major concern. Garcia-Luna-
Aceves et al. proposed a receiver-initiated collision-avoidance scheme [16] for gen-
eral wireless networks, where collision is a major concern but power efficiency is 
of lesser importance. 
Receiver-initiation has previously been applied to sensor networks in the PTIP 
(Periodic Terminal Initiated Polling) mechanism [11], but only for infrastructure 
WSNs, where each sensor node is in range of an access point, and access points are 
assumed to be energy unconstrained. With PTIP, a sensor node periodically wakes 
up and sends a poll packet to an access point with which the node is associated. If 
the access point has buffered any packets when the node was sleeping, the access 
point starts sending those packets to the node upon receiving the poll. The type 
of WSN assumed for PTIP is very different from a typical ad hoc WSN, where 
multihop packet delivery can be common and most sensor nodes have limited 
battery capacity. In addition, the PTIP mechanism was designed only for packets 
being sent from an access point to a sensor node. 
Another receiver-initiated mechanism, known as Low Power Probing (LPP), 
was recently introduced in the Koala system [32]. Koala is designed for reliably 
downloading bulk data from all sensor nodes, for applications with no real-time 
requirements. All downloads in Koala are initiated by the gateway or gateways, 
allowing the nodes to sleep most of the time until the gateway's download initia-
23 
tion. With LPP, each node periodically broadcasts a short probe packet requesting 
an acknowledgment. If an acknowledgment is received, the node remains active 
and starts waking up other nodes by acknowledging their probes; otherwise the 
node goes back to sleep. The LPP mechanism in Koala differs from RI-MAC in 
both objective and design. In particular, LPP is used in Koala only for waking 
up all sensor nodes for a download and is not involved in the actual data trans-
fer during a download. As such, features of RI-MAC such as back-to-back data 
transmission and collision detection and recovery were not discussed in LPP. 
Synchronous duty cycle MAC protocols (e.g., [48, 8, 9]) and hybrid approaches 
(e.g., [49]) also achieve great energy efficiency in WSNs. The major difference be-
tween RI-MAC and these MAC protocols is that RI-MAC does not require any syn-
chronization, thus saving the overhead and complexity of clock synchronization. 
Even though no node occupies the medium for a long time in these synchronized 
duty cycle MAC protocols, it is still difficult for contending flows to finish their 
transmissions within a single cycle. Specifically, the time window during which 
transmission is allowed is usually very short in these protocols, as neighboring 
nodes' wakeup times are synchronized. Once one flow acquires the medium, other 
flows usually have to wait until next cycle, as their receivers might have gone to 
sleep when the medium becomes idle. Therefore, RI-MAC has the potential to 
handle contending flows, and thus bursty traffic, more efficiently and effectively. 
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2.3 Broadcast over Asynchronous Duty Cycling 
The goal in multihop broadcast is for each node in a network to receive a copy 
of some broadcast packet. Multihop broadcast has been well studied in the con-
text of mobile wireless ad hoc networks (e.g., [33, 46, 34]). For sensor networks, 
Trickle [25] and DIP [27] are two examples of efficient dissemination protocols that 
distribute program or data items to all nodes in a network based on gossiping; as 
long as the network is connected, these protocols achieve perfect reliability. Other 
protocols, such as RBP [40], target multihop broadcast for services such as routing 
and resource discovery, needing only propagation of small messages with high 
probability and low latency. RBP extends flooding-based approaches by allowing 
some nodes to adaptively rebroadcast a packet more than once based on the lo-
cal density of the network, thus greatly improving end-to-end reliability without 
significantly increasing overhead. 
ADB differs from these protocols in that it is optimized for use with asyn-
chronous duty cycling and is tightly integrated with the MAC protocol in order 
to exploit opportunities specific to asynchronous duty cycling. In the protocols 
above, the transmission of a broadcast from one node to all neighbors is treated as 
a single, basic unit of operation. Since the neighbors wake up at different times, 
this basic unit can extend over a long time. ADB, instead, optimizes the progress 
of the broadcast at the level of transmission from the node to each neighbor indi-
vidually. Optimization at such a finer granularity avoids redundant transmissions, 
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allows following hops to quickly begin forwarding a multihop broadcast, and en-
ables nodes to go to sleep again as soon as possible. In this way, ADB achieves 
near optimal latency, high energy efficiency, and high delivery radio, making ADB 
efficient in distributing small messages for services such as routing and resource 
discovery when asynchronous duty cycling is used. 
To my best knowledge, the only prior work that optimizes multihop broad-
cast over asynchronous duty-cycling in wireless sensor networks is that of Wang 
et al. [44,45]. They present a centralized algorithm, transforming the problem into 
a shortest-path problem in a time-coverage graph, and also present two similar 
distributed algorithms that do not require this centralized coordination. However, 
they treat the problem as a transmission scheduling problem, not as a MAC prob-
lem, and also assume that the future wakeup schedules of 2-hop neighbors can 
be known in advance. Their work thus simplifies many aspects necessary for a 
complete MAC protocol. For example, they divide time into fixed slots, assuming 
that the active and sleeping periods of all nodes are are integer multiples of these 
slots and that in each slot, an active node can either receive or forward one packet 
only. Their evaluations were based on simulations, but no information was given 
on details such as the mechanisms or overhead for learning the wakeup sched-
ules of 2-hop neighbors or on how the wireless channel was simulated, making 
their results difficult to interpret. Moreover, none of their algorithms have been 
implemented and evaluated on real hardware. 
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In contrast, ADB does not depend on learning the future wakeup schedules of 
2-hop neighbor nodes. ADB is also seamlessly integrated into a complete asyn-
chronous duty-cycle MAC protocol, allowing it to process both unicast and broad-
cast traffic efficiently in the same network. In this thesis, I also evaluate ADB 
through detailed simulations using ns-2 and through experiments in a real im-
plementation in a testbed of MICAz motes using TinyOS. 
Most work on asynchronous duty-cycling MAC protocols for sensor networks 
has focused on the unicast problem, and few of these protocols have clearly defined 
methods even for single-hop broadcast or studied broadcast performance. In single-
hop broadcast, a node delivers a broadcast packet to all of its direct neighbors, 
which is then often used as a building block for multihop broadcast when needed. 
B-MAC [35] can support single-hop broadcast in the same way as unicast, since 
the preamble transmission, extended over an entire sleep period, gives all of the 
transmitting node's neighbors a chance to detect the preamble and remain awake 
for the DATA packet. X-MAC [3] substantially improves B-MAC's performance 
for unicast, but broadcast support is not clearly discussed in that paper. This gap 
is filled by the X-MAC implementation in the UPMA package [20,43] of TinyOS, 
where a transmitter repeatedly transmits copies of a DATA packet over a duty 
cycle interval, as illustrated in Figure 2.5. In the rest of this thesis, I refer to this 
implementation of X-MAC as X-MAC-UPMA. 
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Figure 2.5. Broadcast support in X-MAC in the UPMA package of TinyOS. A 
transmitter S repeatedly transmits copies of a broadcast packet (DATA frame) over 
a duty cycle interval, during which each neighbor (node Rl and R2) wakes up at 
least once and thus has an opportunity to receive the packet. 
With X-MAC-UPMA, a transmitter must repeatedly transmit the packet over 
an entire duty cycle, even if all its neighbors have already received it. These re-
peated transmissions unnecessarily consume energy at the transmitter and delay 
forwarding from this node's neighbors for a multihop broadcast. In addition, the 
neighbors remain awake even after receiving the packet the first time, further wast-
ing energy; a possible improvement would be to let a neighbor go to sleep once 
a broadcast packet is received, but this would require careful consideration as to 
when to turn a node on again later for forwarding the broadcast. In addition, if two 
transmitters, hidden to each other, transmit at the same time, their transmissions 
will produce repeated collisions at other receivers over a long period of time; after 
waking up, if a node cannot receive a valid packet after a short timeout (100 ms is 
the default value in X-MAC-UPMA), it will go to sleep and thus never receive the 
broadcast packet. 
ADB avoids the problems faced by X-MAC-UPMA by efficiently distributing 
information on the progress of each broadcast, allowing a node to go to sleep im-
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mediately if no more neighbors need to be reached. ADB also uses this progress 
information to coordinate neighbors of a node in transmitting a packet to the node, 
so that collisions are significantly reduced. ADB is designed to be integrated with 
a unicast MAC that does not occupy the medium for a long time, in order to min-
imize delays before forwarding a broadcast. The effort in delivering a broadcast 
packet to a neighbor is adjusted based on link quality rather than the fixed number 
of transmissions in X-MAC-UPMA. 
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Chapter 3 
DW-MAC Design 
In this chapter, I present the design of DW-MAC, a synchronous duty cycle MAC 
protocol that efficiently handles a wide range of traffic load including both unicast 
and broadcast traffic. 
3.1 Overview 
DW-MAC is a synchronized duty cycle MAC protocol, in which each cycle is di-
vided into three periods: Sync, Data, and Sleep (Figure 3.1). I denote the dura-
tion of each period by TSync, TData, and TSieep, respectively. Similar to prior work, 
DW-MAC assumes that a separate protocol (e.g., [12,15]) is used to synchronize 
the clocks in sensor nodes with required precision. The basic concept of DW-MAC 
is to wake up nodes on demand during the Sleep period of a cycle in order to 
transmit or receive a packet. This demand wakeup adaptively increases effective 
channel capacity during a cycle as traffic load increases, allowing DW-MAC to 
achieve low delivery latency under a wide range of traffic loads including both 
unicast and broadcast traffic. 
DW-MAC is unique in the way it schedules nodes to wake up during the Sleep 
period of a cycle. In DW-MAC, medium access control and scheduling are fully 
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integrated. In a Data period, a node with pending data contends for channel ac-
cess using a CSMA/CA protocol as in IEEE 802.11. DW-MAC, however, replaces 
RTS/CTS with a special frame called a scheduling frame (SCH). The interval of 
time during which the transmission of a SCH occupies the wireless medium auto-
matically and uniquely reserves the proportional interval of time in the following 
Sleep period for transmitting and receiving the pending data packet. Essentially, 
DW-MAC sets up a one-to-one mapping between a Data period and the following 
Sleep period. An SCH carries no timing information, and the transmission of an 
SCH simply replaces that of RTS/CTS for medium access control. In this way, 
DW-MAC minimizes scheduling overhead. As in an RTS, an SCH contains the 
destination address so this SCH wakes up only the intended receiver, minimizes 
energy consumption due to unnecessary wake-ups. Furthermore, this integration 
ensures that data transmissions do not collide at their intended receivers as dis-
cussed below. 
Figure 3.1 shows an overview of scheduling in DW-MAC based on this one-
to-one mapping between a Data period and the following Sleep period. In this 
example, node A wants to transmit a data packet to node B. Node A first con-
tends for channel access and transmits an SCH during the Data period. Suppose 
transmission of the SCH starts 7\ time units after the beginning of the Data period. 
Based on 7\ and the duration of the SCH transmission, T3, both nodes A and B will 
schedule their wakeup time to T2 from the beginning of the following Sleep period, 
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Figure 3.1. Overview of scheduling in DW-MAC. 
and will agree on a maximum wakeup duration of T4, based on the ratio between 
TData and Tsieepr as shown in the figure. If the packet to be transmitted is a unicast 
packet, node B will return a confirmation SCH frame (not in the figure) SIFS delay 
after receiving the request SCH from A; if the packet is a broadcast packet, node B 
takes no further action. When nodes A and B both wake up at the agreed time, 
node A transmits the actual data packet, which can be either broadcast or unicast. 
In case of unicast packet, node B acknowledges the successful receipt of the packet 
with an ACK. Although I show the scheduling for only one pair of nodes in this ex-
ample, DW-MAC allows multiple contending nodes to exchange SCH frames with 
their intended receivers during a Data period, so that multiple data transmissions 
can happen in the following Sleep period. 
3.2 Mapping Function for Scheduling 
As previously explained, DW-MAC exploits a contention based Data period in 
order to schedule actual data transmissions during the subsequent Sleep period. 
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To avoid collisions during the Sleep period, a sender must coordinate with its 
intended receiver to find a period of time in the Sleep period during which the 
neighboring nodes of both are idle. The challenge in designing such a protocol is 
twofold: 
• minimize message exchanges between a sender, the intended receiver, and 
their respective neighbors for schedule negotiation; and 
• minimize the size of a scheduling frame, e.g., avoid carrying timing informa-
tion in a scheduling frame. 
DW-MAC meets these goals by employing a one-to-one proportional mapping 
function between time during a Data period and time during the subsequent Sleep 
period. With this mapping function, DW-MAC schedules data transmissions with-
out exchanging any timing information. Let Tf be the time difference between a 
specific time instance U in a Data period and the beginning of that Data period, and 
let Tf be the time difference between the start of the subsequent Sleep period and 
the corresponding mapped time instance during the Sleep period. Accordingly, 
DW-MAC defines the following mapping function: 
Ts = Tp. T^t (3.i) 
TData 
By mapping each time instant in a Data period into the subsequent Sleep pe-
riod, the mapping function scales the time based on the ratio between TSieep and 
TData> and hence a time interval of 7\ time units in the Data period will be mapped 
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into T\ • ?pm time units during the Sleep period. With this mapping function, 
a sender and its intended receiver(s) can uniquely determine the starting point 
for data packet transmission in a Sleep period from the starting time of the cor-
responding SCH transmission during the previous Data period, without includ-
ing even a single bit of timing information in the SCH. In addition, the differ-
ence between the mapped beginning and end of the SCH transmission determines 
the maximum data transmission time. Furthermore, this proportional mapping 
between the Data period and the Sleep period creates an important property of 
DW-MAC, defined by the following theorem: 
Theorem 1 Any receiver that wakes up in a Sleep period is never in range of two simul-
taneous data packet transmissions, i.e., data transmissions by nodes that wake up during 
the Sleep period do not collide at their intended receivers. 
Proof: By contradiction. Assume that two data transmissions could collide. 
In order for data transmissions to collide at a node, they must overlap with each 
other. Therefore, the respective SCHs should also overlap at that node during 
the previous Data period. In this case, that node could not have decoded any 
SCH and thus would not wake up during the Sleep period, which contradicts the 
assumption. • 
This theorem only relates to collisions between data packets. A collision be-
tween a data packet and an ACK is still possible. This collision could be eas-
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ily avoided by delaying the ACK to the mapped start time of the confirmation 
SCH sent from the node that transmits this ACK, but such data-ACK collision is a 
rare event that would require very specific topology and timing setup between the 
nodes involved in the collision. In my implementation, I require a receiver to im-
mediately acknowledge a data packet, so that both the sender and the receiver can 
go to sleep immediately and avoid wasting energy waiting for the delayed ACK. 
3.3 Scheduling Frame (SCH) 
Besides the standard fields included in an RTS/CTS, such as sender and receiver 
addresses, and duration of the transmission, an SCH also includes some cross-
layer information. For a broadcast packet, SCH includes the network layer address 
of its source and its sequence number. This information helps a node to decides 
whether the incoming broadcast packet has been received before or not, in order 
to avoid waking up to receive copies of the same packet multiple times. For a 
unicast packet, an SCH includes the network layer address of its final destination. 
This cross-layer information enables a node to set up a schedule to the next hop neighbor 
before receiving the actual data packet, as discussed in Section 3.5. 
An SCH serves either as a scheduling request or a scheduling confirmation. 
For a multihop forwarding, an intermediate node sends a single SCH serving both 
purposes: first, it confirms the received SCH from the upstream node, and second, 
it schedules the forwarding of the packet to the next downstream node. In order to 
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distinguish between the two uses of SCH, an SCH includes two bits in the header 
to indicate which role(s) it is playing. Since an access control frame in S-MAC is 10 
bytes [47] and the address of a node usually takes two bytes [24], I use 14 bytes as 
the size for an SCH to hold the additional cross-layer information in the DW-MAC 
simulations presented presented in Chapter 4. 
3.4 Broadcast and Unicast in DW-MAC 
DW-MAC supports two modes of operation: unicast traffic and broadcast traffic. 
An example of broadcasting of a data packet in DW-MAC is illustrated in Fig-
ure 3.2. After successfully transmitting an SCH, a sender (node A) starts broadcast-
ing the packet at the time calculated based on the mapping function (Equation 3.1), 
Tf in this example. Based on the source address and the sequence number of the 
packet which are included in the SCH, each receiver decides whether it has re-
ceived the packet before. In case the packet has already been received by this node, 
the SCH is ignored. Otherwise, the receiver registers a wakeup time for receiving 
the incoming packet. In this example, node B estimates Tf based on when the 
SCH is received and its transmission delay. Using the mapping function, node B 
sets up a timer to wake up at T-f after the beginning of the Sleep period. Note that 
node B can contend for another SCH transmission and schedule the rebroadcast of 
the incoming packet even though it does not yet have the packet. 
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Figure 3.2. Broadcast in DW-MAC. 
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Figure 3.3. Unicast in DW-MAC. 
For unicast traffic in DW-MAC, a sender still transmits an SCH prior to data 
transmission as it does for a broadcast packet. However, DW-MAC requires the 
intended receiver of the data packet to send back another SCH, SIFS after the re-
ceipt, to confirm the receipt of the first SCH. If the confirmation is received in time, 
the sender sets up a wakeup time for data transmission. Otherwise, the sender 
attempts to transmit another SCH later as the retransmission of an RTS. Figure 3.3 
illustrates how node A transmits a unicast packet to node B. 
3.5 Optimized Multihop Forwarding 
DW-MAC optimizes the timing of transmitting SCH frames in order to maximize 
the number of hops either a unicast or a broadcast packet can traverse in a cycle. 
Figure 3.4 illustrates the optimized multihop forwarding of a unicast packet. In 
this example, node A first sends an SCH to node B in order to set up a schedule for 
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Figure 3.4. Optimized multihop forwarding of a unicast packet. Node B sends an 
SCH to wake up node C at the time indicated by T| and confirms the SCH received 
from node A. 
a pending packet with final destination of node C. The SCH contains the network 
layer address of the final destination C. Upon receiving this SCH, node B calculates 
the wakeup time Tf and checks the network layer destination in the SCH. Based 
on information from the routing layer (e.g., as is done in RMAC), node B will find 
that C is the next hop for the incoming packet. In this case, node B sends another 
SCH, SIFS after receiving the SCH from A. This SCH not only confirms the SCH 
just received from A but also wakes up C at the time indicated by T^ (both bits in 
the header of the SCH are set, indicating that this SCH is serving both roles). In 
this way, a unicast packet can traverse x hops by only using x + 1 SCH frames in a 
cycle, and the gap between two consecutive SCHs is just SIFS, which suggests more 
SCH exchanges in a data period and more data transmissions in a cycle. Multihop 
forwarding in a similar manner is also supported by RMAC. However, DW-MAC 
dramatically reduce the collisions experienced by RMAC due to schedule conflicts, 
as DW-MAC ensures that two data frame transmissions will not collide with each 
other. 
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DW-MAC can also speed the propagation of a broadcast packet when some 
neighbor information is available. The main idea is to favor the rebroadcast of a 
broadcast packet along some path in order to shorten delays between rebroadcasts 
and to improve spatial reuse. In the SCH a node transmits, the node specifies an 
immediate forwarder that rebroadcasts the SCH SIFS after receiving the SCH. In the 
example illustrated in Figure 3.5, node A is specified as the immediate forwarder 
by node B. Any node other than the immediate forwarder (node C) backoffs be-
fore rebroadcasting the SCH. Node A and C will specify an immediate forwarder 
other than B in the SCH they rebroadcast respectively. This optimized forward-
ing makes it possible for an SCH and thus the corresponding data packet to reach 
further nodes in a single cycle than having all rebroadcasting nodes compete for 
the medium equally. Although this reduced randomness could increase collision 
probability, the improved spatial reuse usually offsets this increase or even lowers 
total collision probability as shown in the experiments in Section 4. Many criteria 
can be used for choosing an immediate forwarder, such as location, degree, or the 
number of children nodes of a neighbor. In DW-MAC implementation, this opti-
mized forwarding is used when a broadcast tree of a WSN is available and a node 
knows its children nodes' height (the number of edges on the longest downward 
path to a leaf). For an SCH to be rebroadcast, if the SCH is received from the parent 
node, a node chooses the child with greatest height as the immediate forwarder. If 
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Figure 3.5. Optimized multihop forwarding of a broadcast packet. Node B speci-
fies node A as the immediate forwarder, which rebroadcasts an SCH SIFS after re-
ceiving that SCH from A. Node C rebroadcasts the SCH when its backoff counter 
expires. 
this SCH is received from one child node, the parent node of the SCH receiver is 
chosen as the immediate forwarder. 
3.6 Implementation Issues 
I chose to put a packet size limit in my implementation of DW-MAC, although 
DW-MAC can support larger packet sizes either by increasing the size of SCH 
frames or by using variable SCH frame sizes for variable packet sizes. This design 
choice was based on the fact that popular sensor radios usually have a packet size 
limit. For example, CC1000 in Mica2 [24] and CC2420 in MicaZ [31] have a packet 
size limit of 256 and 128 bytes, respectively. With a low duty cycle configuration 
such as is common (and as I used in my simulations), a small SCH can be mapped 
to a period long enough for these packet limits. 
Wakeup times calculated at the sender and receiver(s) are not necessarily per-
fectly aligned due to propagation delay and processing time. However DW-MAC 
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does not require an accurate estimation of the start of a transmission. DW-MAC 
needs only to ensure that a receiver wakes up early enough during a Sleep period 
so that an incoming packet is not missed, which can be ensured by wakening a 
receiver e seconds before an estimated arrival time. 
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Chapter 4 
Evaluation of DW-MAC 
I evaluate DW-MAC using version 2.29 of the ns-2 simulator both under unicast 
and broadcast traffic. In the simulation configuration, each sensor node has a sin-
gle omni-directional antenna, using the standard ns-2 combined free space and 
two-ray ground reflection radio propagation model. Under unicast traffic, I com-
pare DW-MAC against S-MAC, S-MAC with adaptive listening, and RMAC. Un-
der broadcast traffic, because broadcast is not supported in S-MAC with adaptive 
listening or in RMAC, I compare DW-MAC only against S-MAC. 
Table 4.1 summarizes the key parameters used in my simulations. Except for 
the parameters on radio power consumption that are typical values for Mica2 ra-
dios (CC1000) [49], I use the default settings in the standard S-MAC simulation 
module distributed with the ns-2.29 package, also used for evaluations of S-MAC 
and RMAC in previous work [9]. The transition time of the CC1000 radio between 
sleep and active states is around 2.47 ms [6], but the state transition power is not 
available in the data sheet. Although the state transition power is normally much 
lower than Tx or Rx power, I set the state transition power to the same value as 
for Tx power in order not to favor DW-MAC, which requires more state transi-
tions than S-MAC in this aspect; I observed similar trends in the results even if 
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Table 4.1. Networking Parameters 
Bandwidth 
Tx Power 
Rx Power 
Idle Power 
Sleep Power 
SIFS 
DIFS 
Retry Limit 
20 Kbps 
31.2 mW 
22.2 mW 
22.2 mW 
3//W 
5 ms 
10 ms 
5 
Channel Encoding Ratio 
Tx Range 
Carrier Sensing Range 
Contention Window (CW) 
SizeofRTS/CTS/ACK 
SizeofPION/SCTL 
State Transition Power 
State Transition Time 
2 
250 m 
550 m 
64 ms 
10 B 
14 B 
31.2 mW 
2.47 ms 
the state transition power is 0. In evaluating power efficiency, I focus on energy 
consumed by radios but ignore energy consumed by other components such as 
CPU and memory [38]. The transmission range and the carrier sensing range are 
modeled after the 914MHz Lucent WaveLAN DSSS radio interface, which is not 
typical for a sensor node, but I use these parameters to make the results compara-
ble to those reported in previous work, and since measurements have shown that 
similar proportions of the carrier sensing range to the transmission range are also 
observed in some state-of-art sensor nodes [2]. 
In the simulations, the duty cycle is kept constant at 5% for S-MAC, RMAC, and 
DW-MAC. The durations for the Sync, Data, and Sleep periods are shown in Ta-
ble 4.2. For generating comparable results with the earlier evaluation of RMAC [9], 
I use the same duty cycle-related parameters for DW-MAC as were used in that 
evaluation. 
To simplify my evaluations, routing traffic is not included in the simulations; 
I assume that there is a routing protocol deployed to provide the shortest path 
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Table 4.2. Duty Cycle Configuration 
S-MAC 
RMAC 
DW-MAC 
TSync (ms) 
55.2 
55.2 
55.2 
TData (ms) 
104.0 
168.0 
168.0 
TSleep <ms) 
3025.8 
4241.8 
4241.8 
T
cycle <ms) 
3185.0 
4465.0 
4465.0 
between any two nodes. I also ensure that every network used in the simulations 
is a connected network. In addition, I do not include any synchronization traffic 
and assume all the nodes in the network have already been synchronized to use a 
single wake-up and sleep schedule. 
For simulations under unicast traffic, each run contains unicast packets toward 
a sink node that are triggered by a series of 500 events, and each average value is 
calculated from the results of 10 random runs. For simulations under broadcast 
traffic, each run contains 500 broadcast packets generated by a sink node, and each 
average value is calculated from the results of 30 random runs. Confidence inter-
vals of the average values are not shown because even 99% confidence intervals 
are so close to average values that they overlap with the data point markers. 
4.1 Evaluation under Unicast Traffic 
I compare DW-MAC with S-MAC, S-MAC with adaptive listening (shown as 
S-MAC-AL in all figures), and RMAC both in a 49-node (7 x 7) grid network and 
in random networks. 
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Table 4.3. Average number of packets generated for each event under different 
sensing ranges in the 49-node grid network 
Range(m) 
Packets 
100 
0.8 
150 
1.7 
200 
3.1 
250 
4.6 
300 
6.4 
350 
8.4 
400 
10.6 
450 
12.9 
500 
15.2 
In the grid network, each node is 200 meters from its neighbors, and the sink 
node is at the center. Based on a correlated-event workload [17], I introduce a Ran-
dom Correlated-Event (RCE) traffic model to simulate the impulse traffic triggered 
by spatially-correlated events commonly observed in detection and tracking ap-
plications. RCE picks a random (x, y) location for each event. If every node has a 
sensing range R, only nodes that are within the circle centered at (x, y) with radius 
R generate packets to report this event. By adjusting the sensing rage R, different 
degrees of workload in a network can be simulated. In the experiments, a new 
event is generated once every 200 seconds, and each node having sensed the event 
sends one packet to the sink node. The value R is varied from 100 meters to 500 
meters; the average number of packets generated per event is listed in Table 4.3. 
Note that an event triggers at most one packet when R is 100 meters. The lengths 
of paths traversed by these packets range from 1 to 6 hops, and the average is 
3.05. In this way, the simulations explore how efficiently S-MAC, S-MAC with 
adaptive listening, RMAC, and DW-MAC handle different degrees of traffic load. 
The performance of these protocols for unicast traffic in the 49-node grid network 
scenarios is shown in Figure 4.1. 
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Figure 4.1. Performance for unicast traffic in 49-node grid network scenarios. 
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Figure 4.1(a) shows the average and maximum end-to-end latency of packets 
in the RCE model as the sensing range (and thus traffic load) increases. DW-MAC 
has a much smaller rate of increase than do S-MAC and RMAC. When there are 
around 15 packets generated for each event with the 500-meter sensing range, DW-
MAC reduces average end-to-end delay by around 70% compared to S-MAC and 
RMAC. DW-MAC outperforms S-MAC because DW-MAC allows more transmis-
sions in a cycle by using the Sleep period for actual data transmissions. RMAC ex-
periences more delay than DW-MAC as workload increases, because of increased 
packet collisions caused by scheduling conflicts. It is the retransmission effort to 
recover these collided packets that results in larger end-to-end delay. When the 
sensing range is 500 meters, the maximum end-to-end delay with RMAC is 374.95 
seconds, which is off the top of the graph. This extreme delay occurs when a packet 
generated for one event failed to reach the sink before the next event happened. 
Under the light traffic with the 100-meter sensing range, DW-MAC shows slightly 
larger delay than RMAC, due to the time that a received data packet is forwarded 
to the next hop in multihop forwarding. In RMAC, a data packet is forwarded im-
mediately, whereas in DW-MAC, forwarding starts at a later time determined by 
the corresponding SCH frame. This extra delay experienced by DW-MAC, how-
ever, is less than the duration of a Sleep period. S-MAC with adaptive listening 
shows slightly larger delay compared to DW-MAC. This low delay achieved by 
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adaptive listening, however, comes at the cost of lower packet delivery ratio and 
increased energy consumption as shown next. 
The packet delivery ratios corresponding to Figure 4.1(a) are shown in Fig-
ure 4.1(b). DW-MAC maintains close to 100% packet delivery ratio and outper-
forms the other protocols across all sensing ranges. The delivery ratio with S-MAC 
with adaptive listening drops quickly, since with larger the sensing ranges, more 
collisions are caused by transmissions from hidden nodes, as discussed in Sec-
tion 2.1; in addition, a node may transmit a packet when its intended receiver is 
in sleep state, further decreasing packet delivery ratio. DW-MAC and RMAC out-
perform S-MAC mainly for two reasons. First, they only transmit short scheduling 
frames during a Data period, avoiding collisions between a control frame and a 
long data frame. Second, a node does more retransmission attempts for a data 
packet in DW-MAC and RMAC. Specifically, a scheduling frame sent by an inter-
mediate node in multihop forwarding serves both as RTS and as CTS; even if this 
frame fails to reach the next-hop neighbor, the intermediate node does not increase 
its retry count, as the node has not received the corresponding data packet yet, al-
though the node has attempted to reserve the medium to forward the incoming 
data packet once. Even with such extra retransmission attempts, the delivery ratio 
of RMAC drops more quickly than that of DW-MAC beyond a 400-meter sensing 
range, as retransmissions are not enough to recover the increased collisions due to 
RMAC's scheduling conflicts. 
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Figure 4.1(c) shows the average energy consumption of nodes versus sensing 
ranges in the 49-node grid network scenarios. Under light workload, when the 
sensing range is 100 meters, all four MAC protocols show almost the same power 
consumption, but when traffic load increases as the sensing range gets larger, av-
erage energy consumption in all protocols except DW-MAC increases quickly (en-
ergy consumption for DW-MAC does increase, but increases very slowly). When 
the sensing range is 500 meters, DW-MAC consumes less than 50% of the energy 
consumed by S-MAC with adaptive listening to achieve even lower packet deliv-
ery latency. 
In order to under how efficiently these protocols handle concurrent traffic, I use 
REC traffic model to generate 2 random events at a time in the grid network. As 
the two random events happen at the same time, it is likely that propagation of the 
packets triggered by them overlap in the network. 
Figure 4.2 compares end-to-end delays, delivery ratios and energy consump-
tion with S-MAC, S-MAC with adaptive listening, RMAC, and DW-MAC. In this 
set of simulation, I only vary the range of the REC traffic model from 100 to 300 me-
ters, as the maximum end-to-end delay of S-MAC with 300-meter range is already 
greater than 200 seconds, suggesting that packets for an event are still in propa-
gation when those for the events of next round are generated. Due to increased 
traffic loads, each protocol show increased end-to-end delays, delivery ratios and 
energy consumption compared with the results in Figure 4.1. The trends, however, 
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agree well with those in Figure 4.1: DW-MAC still outperforms the rest as traffic 
load increases. 
I also compare S-MAC, S-MAC with adaptive listening, RMAC, and DW-MAC 
in 100 random networks, each with 50 nodes randomly located in a 1000 m x 
1000 m area. For each network, one random node is chosen as the sink, and the 
RCE model with 250-meter sensing range is used to generate 500 events, once ev-
ery 200 seconds. One simulation run was conducted for each network, and 3845 
packets were generated in each run on average. The results are plotted in Fig-
ure 4.3. For the same reasons discusses above, DW-MAC outperforms the other 
three protocols in delivery latency, delivery ratio, and energy consumption. Fig-
ure 4.3(a) show the CDF of end-to-end latency for all packets in all 100 runs. Aver-
age end-to-end latency with S-MAC, S-MAC with adaptive listening, RMAC, and 
DW-MAC are 61.8%, 21.6%, 36.7%, and 15.7%, respectively. Although adaptive 
listening greatly reduces end-to-end latency for S-MAC, this gain is at the cost of 
lower delivery ratio and more energy consumption. Figure 4.3(b) shows the CDF 
of delivery ratios in these 100 runs. The average delivery ratios of S-MAC, S-MAC 
with adaptive listening, RMAC, and DW-MAC are 99.63%, 95.03%, 99.99%, and 
99.99%, respectively. The average energy consumptions of the sensors are plotted 
in Figure 4.3(c), where the average values with S-MAC, S-MAC with adaptive lis-
tening, RMAC, and DW-MAC are 1.386, 2.666,1.724, and 1.163 mW, respectively. 
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Figure 4.2. Performance for unicast traffic in 49-node grid network scenarios, with 
2 random events generated at a time. 
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The trends observed in these random networks are consistent with those observed 
in the 49-node grid network. 
4.2 Evaluation under Broadcast Traffic 
I compared DW-MAC with S-MAC, both in regular grid networks and in random 
networks, under broadcast traffic. For broadcast in S-MAC, a broadcast packet is 
transmitted during a Data period without using RTS/CTS [48]. 
In the grid network, the sink node is at the center, and each node is 200 me-
ters from its neighbors. The grid size is varied from 3 x 3 (9 nodes) to 11 x 11 
(121 nodes). The sink node generates a broadcast packet once every 100 seconds 
so that transmissions for one packet complete before the next packet is generated. 
I evaluate DW-MAC under two categories of broadcast protocols: simple flood-
ing (all nodes that have received a broadcast packet rebroadcast it exactly once, 
indicated by "ALL") and Connected Dominating Set (CDS) based flooding (only 
nodes in a CDS that have received a broadcast packet rebroadcast it exactly once, 
indicated by "CDS"). The CDS is formed by the algorithm by Gandhi et al. [14], 
with a slight modification to always include the sink node in the CDS; the re-
sults for the optimized multihop forwarding for broadcast traffic are indicated 
by "DW-MAC CDS-MH." Note that this CDS algorithm is designed to minimize 
broadcast latency, and the resulting CDS is not necessarily a minimum CDS. 
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Figure 4.3. Performance for random correlated-event traffic in 50-node networks 
with sensing range of 250 m. 
53 
The simulation results in grid networks are shown in Figure 4.4. Figure 4.4(a) 
shows end-to-end latency (the time it takes for the last node to receive a given 
broadcast packet) with S-MAC and DW-MAC. DW-MAC reduces the end-to-end 
latency by around 50% over those with S-MAC, as DW-MAC allows more con-
tending nodes to finish their transmissions in each cycle. When optimized mul-
tihop forwarding is enabled, DW-MAC further reduces end-to-end latency, as it 
increases spatial reuse and reduces delays before a rebroadcast. An interesting 
trend is that CDS-based flooding shows lower latencies than simple flooding with 
S-MAC but shows the reverse with DW-MAC. The reason lies in the combina-
tion of CDS formation, grid topologies, and duty cycle configuration in the sim-
ulation. First, a CDS formed is not necessarily an MCDS. Second, a CDS node 
may experience more latency before rebroadcasting a packet than does a non-
CDS node with DW-MAC, due to defers caused by undecodable frames. When 
a node fails to decode a received a packet, it defers for some time (such as EIFS in 
IEEE 802.11) to avoid interrupting ongoing transmission. Since this defer is much 
shorter than a Sleep period in the simulations, all neighboring nodes still com-
pete for the medium fairly at the beginning of the next cycle with S-MAC. With 
DW-MAC, however, it is possible that a node is ready to rebroadcast a packet be-^  
fore its defer timer expires, as multiple SCHs can be transmitted during a Data pe-
riod. A CDS node that defers could be slower in rebroadcasting a packet compared 
to a non-CDS node that does not defer, resulting in lower latency for DW-MAC All 
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than for DW-MAC CDS. However, DW-MAC still reduces end-to-end latency by 
around 40% for CDS-based flooding compared to those with S-MAC. 
Figure 4.4(b) shows the delivery ratios (the percent of broadcast packets that 
are successfully received by all nodes in a network) of flooding in the grid net-
works. Because of the increased redundancy in simple flooding, S-MAC and 
DW-MAC achieve higher delivery ratio than CDS-based flooding. In simple flood-
ing, DW-MAC outperforms S-MAC, since the use of (short) SCH frames instead of 
long data packets during contention helps to avoid collisions. However, when 
CDS-based flooding is used, DW-MAC sometimes shows lower delivery ratios 
than does S-MAC, mainly due to the special grid topology and selection of CDS as 
discussed before. Looking at the results in random networks (Figure 4.5(b)), on av-
erage, DW-MAC shows better delivery ratios than S-MAC when CDS-based flood-
ing is used. With improved spatial reuse when optimized multihop forwarding is 
used, DW-MAC achieves higher delivery ratios than does S-MAC in CDS-based 
flooding. 
Average energy consumption in the grid networks, calculated as I did in eval-
uations under unicast traffic, is shown in Figure 4.4(c). The interval between traf-
fic bursts is changed from 200 seconds to 100 seconds to show the differences 
among protocols more clearly. DW-MAC reduces average energy consumption 
over S-MAC by about 26% under simple flooding and by about 18% under CDS-
based flooding. DW-MAC achieves these savings by not overhearing data trans-
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Figure 4.4. Performance for broadcast traffic in grid networks. 
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Figure 4.5. Performance for broadcast traffic in 50-node networks. 
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missions. In DW-MAC, a node only attempts to receive an incoming packet after 
receiving an SCH that indicates the packet has not been received. Simple flood-
ing consumes more energy because of more rebroadcasts. Whether or not the op-
timized mulrihop forwarding is used, a flooding results in the same number of 
transmissions, so this optimization does not affect energy consumption much. 
Finally, I compare these broadcast protocols in 100 random networks, the same 
networks used for evaluations under unicast traffic. The sink in each network 
generates 500 broadcast packets in each run, one packet every 100 seconds. Fig-
ure 4.5(a) shows the CDF of end-to-end latency for all packets in the 100 runs. 
All DW-MAC based broadcast protocols show much smaller end-to-end latency 
than those based on S-MAC. The average end-to-end latency for S-MAC ALL, 
S-MAC CDS, DW-MAC ALL, DW-MAC CDS and DW-MAC CDS-MH are 49.1, 
34.8, 24.2, 20.8, and 16.0 seconds, respectively. On average, end-to-end latency 
is reduced by more than 50% both in simple flooding and in CDS-based flood-
ing. Unlike the results in grid networks, DW-MAC shows lower average end-
to-end latency in CDS-based flooding than those in simple flooding, because the 
speedup gained by fast propagation along CDS nodes is often greater than the 
slowdown caused by defers in these networks. For these 100 runs, the CDF of 
delivery ratios is shown in Figure 4.5(b), and the CDF of average energy con-
sumption is shown in Figure 4.5(c). S-MAC ALL, S-MAC CDS, DW-MAC ALL, 
DW-MAC CDS, and DW-MAC CDS-MH show the average delivery ratios of 
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98.6%, 92.1%, 99.0%, 95.0% and 96.4%, and average energy consumption of 1.785, 
1.355,1.288,1,185, and 1.183 mW, respectively. The difference in energy consump-
tion between DW-MAC CDS and DW-MAC CDS-MH is almost invisible because 
the optimized multihop forwarding does not affect the number of data transmis-
sions much. Overall, DW-MAC achieves lower end-to-end delays, higher delivery 
ratios, and more energy savings for broadcast traffic in these random networks. 
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Chapter 5 
RI-MAC Design 
In this chapter, I describe the design of the RI-MAC protocol. After an overview of 
the protocol, I discuss details of RI-MAC's design and conclude with a discussion 
of how I implemented RI-MAC in TinyOS. 
5.1 Overview 
In RI-MAC, a DATA frame transmission is always initiated by the intended re-
ceiver node of the DATA. Figure 5.1 gives an overview of the operation of RI-MAC. 
Each node periodically wakes up based on its own schedule to check if there are 
any incoming DATA frames intended for this node. After turning on its radio, a 
node immediately broadcasts a beacon if the medium is idle, announcing that it is 
awake and ready to receive a DATA frame. A node with pending DATA to send, 
node S in this figure, stays active silently while waiting for the beacon from the 
intended receiver R. Upon receiving the beacon from R, node 5 starts its DATA 
transmission immediately, which will be acknowledged by R with another bea-
con. Note that this ACK beacon's role is twofold: first, it acknowledges the correct 
receipt of the sent DATA frame, and second, it invites a new DATA frame trans-
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Figure 5.1. Overview of RI-MAC. Each node periodically wakes up and broadcasts 
a beacon. When node S wants to send a DATA frame to node R, it stays active 
silently and starts DATA transmission upon receiving a beacon from R. Node S 
later wakes up but goes to sleep after transmitting a beacon frame since there is no 
incoming DATA frame. 
mission to the same receiver. If there is no incoming DATA after broadcasting a 
beacon, the node goes to sleep, as S does later in the figure. 
RI-MAC significantly reduces the amount of time a pair of nodes occupy the 
medium before they reach a rendezvous time for data exchange, compared to 
the preamble transmission in B-MAC and X-MAC. This short occupation of the 
wireless medium enables more contending nodes to exchange DATA frames with 
their intended receivers, which helps to increases capacity of the network and thus 
potential throughput. More importantly, this increase is adaptive, by letting a bea-
con serve both as an acknowledgment to previously received DATA and as a re-
quest for the initiation of the next DATA transmission, as discussed in detail in 
Section 5.2. 
In RI-MAC, medium access control among senders that want to transmit DATA 
frames to the same receiver is mainly controlled by the receiver. This design choice 
makes RI-MAC more efficient in detecting collisions and recovering lost DATA 
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frames than B-MAC and X-MAC when the senders are hidden to each other, which 
can be common in ad hoc sensor networks. As discussed in Section 5.4, after trans-
mitting a beacon, a receiver detects collisions within the duration of the backoff 
window specified in the beacon, which is much shorter than the delay of a sleep 
interval needed in B-MAC and X-MAC. 
RI-MAC also reduces overhearing, as a receiver expects incoming data only 
within a small window after beacon transmission. Together with the lower cost for 
detecting collisions and recovering lost DATA frames, RI-MAC achieves higher 
power efficiency, especially when the network load increases. Even under light 
traffic load, which is the worst case for RI-MAC for power efficiency, RI-MAC 
still shows comparable performance to X-MAC in my simulation and experimental 
evaluation on MICAz motes. RI-MAC still decouples the sender's and receiver's 
duty cycle schedules as do B-MAC and X-MAC, which removes the overhead of 
synchronization compared to synchronous duty cycle MAC protocols. 
5.2 Beacon Frames 
A beacon frame in RI-MAC always contains a Src field, which is the address of the 
source transmitting node of the beacon. I call a beacon with only a Src field a base 
beacon. A beacon can also include two optional fields, depending on the roles the 
beacon serves: Dst, for destination address, and BW, for backoff window size. The 
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Figure 5.2. The format of an RI-MAC beacon frame for an IEEE 802.15.4 radio. 
Dashed rectangles indicate optional fields. The Frame Length, Frame Control Field 
(FCF), and Frame Check Sequence (FCS) are fields from IEEE 802.15.4 standard. 
RI-MAC beacon frame format for an IEEE 802.15.4 radio is illustrated in Figure 5.2 
as an example. 
A node that receives a beacon can determine which fields are present in the 
beacon by looking at the size of the beacon; with an IEEE 802.15.4 radio, size of 
a beacon is saved in the Frame Length field. A beacon in RI-MAC can play two 
simultaneous roles: as an acknowledgment to previously received DATA, and as a 
request for the initiation of the next DATA transmission, as illustrated in Figure 5.3. 
After node R wakes up and senses clear medium, R transmits a base beacon. If 
the medium is busy, R does a backoff and attempts to transmit the beacon later. 
After receipt of the first DATA frame from S in the figure, in the following beacon 
transmission by R, the Dst field is set to S to indicate that this beacon also serves as 
the acknowledgment for the DATA received from S. Similar to ACK transmission 
in IEEE 802.11, transmission of this acknowledgment beacon starts after SIFS delay, 
regardless of medium status. Nodes other than S ignore the Dst field in the beacon 
and treat it as a request for the initiation of a new data transmission. The use of the 
BW field in a beacon is discussed in detail in Section 5.4. 
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Figure 5.3. The dual roles of a beacon in RI-MAC. A beacon serves both as an 
acknowledgment to previously received DATA and as a request for the initiation 
of the next DATA transmission to this node. 
The duty cycle in RI-MAC is controlled by a parameter called the sleep interval, 
which determines how often a node wakes up and generates a beacon to poll for 
pending DATA frames. Suppose a sleep interval of L is used in some WSN. After 
a node generates a beacon, the interval before the next beacon generation is set to 
a random value between 0.5 x L and 1.5 x L. In this way, RI-MAC attempts to 
minimize the possibility that beacon transmissions from two nodes become coin-
cidentally synchronized. 
5.3 Dwell Time for Queued Packets 
After successfully receiving a DATA frame, a node remains active for some extra 
time in order to allow queued packets to be sent to it immediately, as shown in Fig-
ure 5.3.1 refer to this time as the dwell time. Unlike in X-MAC, where the dwell time 
is set to a fixed value of the maximum backoff window, the dwell time in RI-MAC 
adapts to the number of contending senders. The duration of the dwell time is 
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defined as the BW value from the last beacon plus SIFS and the maximum propa-
gation delay. Since the BW in a beacon is automatically adjusted based on channel 
collisions observed by a node as discussed in detail next, so is the dwell time. 
The fewer contending senders and thus the fewer collisions, the shorter the dwell 
time. This self-adaptation helps RI-MAC using the shortest waiting time possi-
ble under light channel contention while avoiding collisions under heavy channel 
contention. 
5.4 DATA Frame Transmissions from Contending Senders 
The challenges in handling transmissions from an unpredictable number of con-
tending senders are twofold: 
• minimize the active time of a receiver for power efficiency; and 
• minimize the cost for collision detection and recovery of lost data, whether 
or not senders are hidden to each other. 
To meet these goals in RI-MAC, a receiver employs beacon frames to coordinate 
DATA frame transmissions from contending senders, as shown in Figure 5.4. The 
BW field in a beacon specifies the backoff window size senders should use when 
they contend for the medium. If a received beacon does not contain a BW field (i.e., 
a base beacon), senders for this receiver should start transmitting DATA without 
backing off. If a beacon contains a BW field, each sender does a random backoff 
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Figure 5.4. DATA frame transmission from contending senders in RI-MAC. For 
the first beacon, the receiver R requests senders (here, Si and S2) to start trans-
mitting DATA immediately upon receiving the beacon. If a collision is detected, R 
sends another beacon with increased BW value to request that senders do a backoff 
before their next transmission attempt. 
using the BW as the backoff window size over which to choose the actual backoff. 
The receiver increases the value of the BW field upon detecting collisions. 
If a node cannot start data transmission as soon as it receives a beacon, prior 
to actual DATA transmission, a sender should make sure that the medium has 
been idle for at least Tp time using CCA (clear channel assessment) checks. The 
CCA checks prevent a sender from starting DATA transmission while the intended 
receiver is generating an acknowledgment beacon to a DATA frame just received 
from another sender. The time Tp here is set to SIFS plus the maximum propagation 
delay. If a node needs more time to generate and send an acknowledgment beacon, 
such as a software ACK used in TinyOS, Tp should be increased correspondingly, 
as described in Section 5.7. 
After waking up, a node always broadcasts a base beacon with no BW field. I 
made this design choice to optimize RI-MAC for the most common cases of a typi-
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cal WSN where there is light or no traffic most of the time. By enforcing all senders 
with pending DATA frames to transmit immediately, the design attempts to mini-
mize time for the node to determine whether or not there is incoming DATA. The 
shorter this duration, the less energy is used at each wakeup. In this way, I at-
tempt to minimize energy consumption if the network is idle most of the time. 
The duration can be very short, as it is the maximum round trip propagation delay 
plus radio switch delay (SIFS in IEEE 802.15.4). If the receiver detects no chan-
nel activity within this duration, the receiver goes to sleep immediately. Although 
a base beacon could lead to concurrent DATA transmissions to a same receiver, 
I found that they do not necessarily lead to collisions in the experimental imple-
mentation on MICAz motes [7], due to the presence of capture effect in the CC2420 
radio [5]. This feature makes it possible for one sender to successfully transmit 
a packet to the receiver even if the transmission overlaps with others, especially 
when senders have different distances to the receiver (and thus different received 
signal strengths) [21,23]. 
5.5 Collision Detection and Retransmissions 
By coordinating DATA frame transmissions at receivers, RI-MAC greatly reduces 
the cost for detecting collisions and recovering lost DATA frames compared to 
B-MAC and X-MAC. As a sender can transmit DATA frame only upon receiving a 
beacon, and since the backoff window size is explicitly controlled by the intended 
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receiver, the receiver knows the maximum delay before a DATA frame's arrival. 
This delay can be calculated from the BW value in the previous beacon. The re-
ceiver need only detect the Start of Frame Delimiter (SFD) to learn of an incoming 
frame. If no SFD is detected in time, while some channel activity is detected by 
the CCA (clear channel assessment) check, the receiver will decide that there was 
a collision and will generate another beacon with a larger BW value. In RI-MAC, 
this new beacon is transmitted after the longest possible DATA transmission has 
finished so that all senders' radios are already in receive mode. Prior to transmit-
ting the beacon, a node does a random backoff to avoid possible repeated collisions 
with beacons from another node. 
After detecting a collision, a receiver calculates the new BW value that will 
be used in the next beacon, by employing some backoff strategy such as binary 
exponential backoff (BEB) in IEEE 802.11 or Sift [42,18], depending on the density 
of a network. BEB is used in my implementation in TinyOS, as I found it adapts to 
networks of different densities and resolves collisions efficiently in RI-MAC in the 
evaluations. 
As RI-MAC initiates transmissions at the receiver, retransmission in RI-MAC is 
significantly different from that in sender-initiated approaches such as IEEE 802.11. 
In RI-MAC, a receiver plays the major role in retransmission control by managing 
the timing and number of beacon transmissions. If the BW value has reached the 
maximum backoff window size, or if the receiver keeps detecting collisions after a 
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number of consecutive beacon transmissions, the receive goes to sleep without fur-
ther attempts. The corresponding senders also become involved in retransmission 
control, because a sender could miss receiving a beacon either because of colli-
sions or poor channel conditions. Thus, a sender maintains a retry count for each 
DATA frame. If no beacon has been received from the intended receiver within 
a time span 3 times as long as the sleep interval, the sender increases the current 
retry count by 1. In addition, the sender increases this retry count if no acknowl-
edgment beacon is received within the maximum backoff window after the sender 
transmitted a DATA frame following receipt of a beacon. When the retry count 
reaches a pre-defined retry limit, the sender cancels the transmission of the DATA 
frame. 
5.6 Beacon-on-Request 
It is possible that the intended receiver node for some sender is already active 
when the sender wakes up to transmit a DATA frame to it. An optimization, called 
beacon-on-request, is for this sender, after waking up for DATA transmission, to 
broadcast a beacon following a CCA check, as illustrated in Figure 5.5. In this bea-
con, the sender S sets the Dst field to the receiver's address, R. If the receiver R 
happens to be active, it generates a beacon in response after some random delay 
longer than the BW announced in the received beacon from S. This beacon gen-
erated by the receiver on request of the sender allows the sender to transmit the 
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Figure 5.5. RI-MAC beacon-on-request. When node S wakes up for transmitting a 
pending DATA frame, it sends a beacon with the Dst field set to the destination 
of the pending DATA. If the destination node R is already active, R in response 
transmits a beacon to enable S to begin DATA transmission immediately. 
pending DATA frame immediately, rather than waiting until the next scheduled 
beacon transmission by R. 
5.7 RI-MAC Implementation in TinyOS 
I implemented RI-MAC under the UPMA framework [20] in TinyOS on a network 
of MICAz sensor motes. The composition of RI-MAC under the UPMA frame-
work in my implementation is shown in Figure 5.6. The implementation used the 
CC2420 radio, which is a packetizing radio used in popular MICAz and TelosB 
motes, although the code can be ported to motes with streaming radios such as the 
CC1000 [6] as well. 
The BeaconManager module in Figure 5.6 performs most of the functionality of 
RI-MAC, including beacon generation, radio power control, wakeup/sleep schedul-
ing, and retransmission control. 
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Figure 5.6. Composition of RI-MAC within the UPMA framework in TinyOS. 
I also added some code to the radio core module of TinyOS, indicated by 
RI-MAC Adaptation Code in the figure. This adaptation code is introduced mainly 
for two purposes. 
First, this adaptation code preloads a DATA frame into the CC2420 TX buffer. In 
this way, the DATA transmission can start immediately when a desired beacon ar-
rives. This preloading helps to reduce the time a receiver node needs for detecting 
if there is incoming DATA after a beacon transmission. In the implementation on 
MICAz motes, after a node sends a beacon, the node needs to wait only 3.75 ms, 
listening to the medium, in order to detect whether or not there is an incoming 
packet. A beacon in the implementation is processed entirely in software, as the 
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beacon frame is not supported directly by the CC2420 hardware. With hardware 
support, this waiting time of 3.75 ms could be further reduced. 
Second, the RI-MAC adaptation code starts contiguous CCA (clear channel as-
sessment) checks immediately after a beacon transmission and counts the number 
of consecutive CCA checks that show busy medium. Suppose that after trans-
mitting a beacon, a packet has not arrived within the expected arrival time that 
is proportional to the BW field in the beacon transmitted. The node will gener-
ate another beacon if the CCA checks indicate busy medium, or will go to sleep 
otherwise. In particular, on MICAz motes, if at least 20 consecutive CCA checks 
indicate busy medium during this time, the RI-MAC adaptation code notifies the 
BeaconManager of a collision; the BeaconManager then generates another beacon 
with a larger BW value, if necessary. 
As the beacon frame is not part of the IEEE 802.15.4 standard and thus is not 
directly supported by the CC2420 radio, the implementation turns off hardware 
address recognition in the CC2420 and use a reserved frame type for beacon frames. 
To minimize the footprint of the RI-MAC implementation in the existing TinyOS 
code, I use a frame with only the CC2420 header (cc2420_header_t in TinyOS) 
as a beacon. Thus, a beacon is 12 bytes without the preceding hardware preamble, 
although the size of a base beacon could be implemented to be only 6 bytes, as 
discussed in Section 5.2. 
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To account for software processing delays on the MICAz motes, I also ad-
justed some parameters of RI-MAC in the implementation. A mote may experience 
some delays before transmitting consecutive packets in the queue, such as post-
processing of a transmitted packet, moving a queued packet to the MAC layer, 
and loading the packet to the hardware buffer. Therefore, in the implementation, 
I added an extra 10 ms to the dwell time defined in RI-MAC to account for these 
delays. As an acknowledgment beacon is generated entirely by software in the 
implementation, Tp, defined in Section 5.4, is set to 2.5 ms, based on my measure-
ments. If a beacon were processed in hardware, this time could be much shorter. 
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Chapter 6 
Evaluation of RI-MAC 
In this chapter, I evaluated RI-MAC both in the ns-2 network simulator and in 
an implementation in TinyOS on MICAz motes. Simulations are used to explore 
RI-MAC's performance in a wide variety of networks, especially large network 
topologies which are hard to deploy and experiment with. As a protocol may 
not perform in the real world exactly as it does in simulation, for example due to 
the simplified physical layer models used in ns-2 [1], I also evaluated RI-MAC in 
a small testbed network of MICAz motes running TinyOS; my experimental re-
sults from this testbed match the results obtained in simulation and further verify 
RI-MAC's performance advantages over existing protocols. Since Klues et al. [20] 
have implemented X-MAC-UPMA on real motes and shown that X-MAC-UPMA 
outperforms B-MAC and SCP, in this thesis, I compared RI-MAC only against 
X-MAC and X-MAC-UPMA. 
6.1 Simulation Evaluation 
In the simulation evaluation of RI-MAC, I used version 2.29 of the ns-2 network 
simulator, using the standard combined free space and two-ray ground reflection 
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Table 6.1. Simulation Radio Parameters 
Bandwidth 
SIFS 
Slot time 
Tx Range 
250 Kbps 
192 /is 
320 /is 
250 m 
Size of Hardware Preamble 
Size of ACK 
CCA Check Delay 
Carrier Sensing Range 
6B 
5B 
128/xs 
550 m 
radio propagation model commonly used with ns-2. Each sensor node is simulated 
with a single omni-directional antenna. 
Table 6.1 summarizes the key parameters used to simulate the radio of each 
sensor node. Most of these parameters are from the data sheet of CC2420 radio [5], 
which is used in popular motes such as MICAz and TelosB. The RSSI sampling 
delay for CC2420 was reported by Ye et al. [49]; This delay is used as the time for a 
single CCA (clear channel assessment) check, i.e., the delay before actual transmis-
sion starts after a STXONCCA command is strobed [5]. The transmission range 
and carrier sensing range depend on many factors such as transmission power, 
antenna, and environment. In ns-2, the transmission range and the carrier sensing 
range are modeled after the 914MHz Lucent WaveLAN radio, which is not typical 
for a sensor node, but these ns-2 default parameters are used since measurements 
have shown that similar proportions of the carrier sensing range to the transmis-
sion range are also observed in some state-of-art sensor nodes [2]. 
Table 6.2 summarizes the MAC protocol parameters used in the simulations. 
Backoff strategy and retransmission have not been explicitly discussed in prior 
work [3,20], as X-MAC is optimized for light traffic load. 32 is used as the initial 
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Table 6.2. Simulation MAC Protocol Parameters 
Backoff Window 
Retry Limit 
Special Frame 
Special Frame Size 
Dwell Time 
X-MAC 
32 
0or5 
Short Preamble 
6B 
10.5 ms 
X-MAC-UPMA 
32 
0or5 
— 
— 
100 ms 
RI-MAC 
0-255 
5 
Beacon 
6-9B 
Variable 
backoff window and 8 as the congestion backoff window, which are the default 
values used in the UPMA package distributed with TinyOS [43]. In the RI-MAC 
implementation, a receiver adjusts the BW value in each beacon using a binary ex-
ponential backoff (BEB) that takes values of 0,31,63,127, and 255 in the evaluation. 
The backoff window size for beacon transmission is fixed at 32 slots in RI-MAC. 
Although retransmission was not included in X-MAC's original design (none 
was specified in X-MAC's published design [3, 20, 43]), for fair comparison 
with RI-MAC in which retransmission is included, I evaluated X-MAC and 
X-MAC-UPMA both with and without retransmission in the simulations. When 
retransmission was enabled, 5 is used as the retry limit. The way in which an un-
decodable signal that is higher than the CCA threshold should be handled was 
also not explicitly discussed for X-MAC [3], but this occurrence could be common 
in a large network. Therefore, in my simulated X-MAC, a node turns off its ra-
dio if the medium has been idle for a time that is longer than the gap between 
short preambles. This is achieved by starting a timer that does CCA checks every 
20 ms, and each CCA check lasts longer than the gap between short preambles. 
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The time 20 ms was used because that is the wake time used in X-MAC's evalu-
ation [3]. In X-MAC-UPMA, a node that has detected busy medium turns off its 
radio if no packet is received within 100 ms, according to the code in the UPMA 
distribution. In the simulated X-MAC-UPMA, similar to the original X-MAC de-
sign, only the first preamble in a sequence of short preambles is subject to backoff 
before transmission (i.e., when the RESEND_WITHOUT_CCA option is used in the 
UPMA package). 
In the simulations, a short preamble in X-MAC consists of a Frame Control 
Field (FCF), destination address, and Frame Check Sequence (FCS). Each of these 
fields is 2 bytes, resulting in a short preamble of 6 bytes plus the leading 6-byte 
hardware preamble. A base beacon has the same length and format, except that the 
address of the transmitting node is in the beacon instead of the destination address. 
If a beacon also serves as an acknowledgment, or if the BW field is included, a 
beacon can be 7, 8, or 9 bytes. Dwell time is defined as the maximum backoff 
window size in X-MAC; 10.5 ms, a slightly longer duration, is used to account 
for SIFS and propagation delays. The distributed UPMA code uses 100 ms as its 
default dwell time. Dwell time in RI-MAC is variable, as it is defined as the backoff 
window for senders (the BW field in a beacon) plus SIFS and propagation delays. 
To simplify the evaluation, routing traffic is not included in the simulations 
and assume that there is a routing protocol deployed to provide the shortest path 
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between any two nodes. I also ensure that no network used in the simulations is 
partitioned. 
As energy consumption of different radios varies significantly, even in the same 
radio state [49], effective duty cycle is reported in evaluating power efficiency, as 
done in prior work [3, 20]. The sleep interval for all three MAC protocols is 1 
second, and the initial wakeup time of each node was randomized in the evalu-
ation. Note that the sleep interval is an expected value in RI-MAC, as RI-MAC 
randomizes intervals of sleep time to avoid synchronized beacon transmissions 
from neighboring nodes. In the evaluation, data payload size was always 28 bytes, 
the default value in the UPMA package. 
I compared X-MAC, X-MAC-UPMA, and RI-MAC in three types of networks: 
clique networks, a 49-node (7 x 7) grid network, and random networks. Beacon-
on-request is not used in the clique networks, as no multihop communication takes 
place in these networks; in all other networks, beacon-on-request is used. 
6.1.1 Results in Clique Networks 
I discuss first the evaluation of X-MAC, X-MAC-UPMA, and RI-MAC in clique 
networks, such that all nodes in the network are within transmission range of 
each other. The traffic load is varied by varying the number of independent flows 
in the network, with no flow sharing source or destination node with any other 
flow. In each clique network, the total number of nodes in the network is twice 
the number of flows. For each flow, the source node starts to generate packets 
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10 seconds after the beginning of the simulation and generates new packets with 
an interval between two successive packet generations uniformly distributed be-
tween 0.5 and 1.5 seconds. At the beginning of the simulation, each node randomly 
chooses a time between 0 and 10 seconds as its next wakeup time. In this way, the 
wakeup/sleep schedule of each node is randomized. The recipient nodes count the 
number of packets received successfully over the course of 50 seconds. If a packet 
still resides in any queue or is still being transmitted at the end of the 50-second 
measurement, the packet is not counted as a delivered packet. 
The results for the clique network simulations are shown in Figure 6.1, where 
each average value is calculated from the results of 10 random runs. Error bars 
show the 95% confidence interval. In Figure 6.1, a value of 0 for number of flows 
indicates the case in which there is no traffic and just a single node in a network, 
and thus all energy consumption is due to periodic wakeups of this single node. 
Figure 6.1(a) shows the packet delivery ratios achieved by X-MAC, 
X-MAC-UPMA, and RI-MAC with increasing number of contending flows in the 
clique networks. Delivery ratios with RI-MAC are always close to 100%, indicating 
that total throughput achieved with RI-MAC increases linearly with the increasing 
traffic load. X-MAC and X-MAC-UPMA deliver most of the given load when there 
are no more than 2 flows, but their delivery ratios drop quickly beyond 2 flows. 
This sharp decline is not due to collisions, as all nodes can hear each other. Rather, 
it is because preamble transmissions in X-MAC and X-MAC-UPMA saturate the 
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Figure 6.1. Performance comparison in clique networks with contending flows in 
simulation. The total number of nodes is 1 for 0 flows, and is twice the number of 
flows otherwise. 
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network, resulting in a large number of queued packets. When there are 4 flows in 
a clique network, RI-MAC improves delivery ratio and thus throughput by about 
100% compared to X-MAC and X-MAC-UPMA. 
The average duty cycles of senders and receivers corresponding to Figure 6.1(a) 
are shown in Figure 6.1(b) and Figure 6.1(c), respectively. In addition to the im-
proved delivery ratios, RI-MAC saves more energy when there are multiple flows 
in a clique network, compared to X-MAC and X-MAC-UPMA. With 1 flow, senders 
(Figure 6.1(b)) show around 50% duty cycle with all protocols, as it takes a sender 
half a sleep interval to reach its intended receiver, on average. The duty cycles 
with RI-MAC remain at around 50% with increasing flows, but those with X-MAC 
and X-MAC-UPMA increase quickly to almost 100% when there are 4 flows. This 
increase in X-MAC and X-MAC-UPMA is because a sender with pending DATA 
must do congestion backoff when the medium is occupied by a preamble trans-
mission from another flow. If the corresponding receiver wakes up before the 
medium becomes idle, the sender must wait until the receiver's next wakeup. If 
the medium is sensed busy, the sender could go to sleep and to attempt transmis-
sion later, but in this approach, latency could be significantly increased without 
necessarily saving energy. 
X-MAC and X-MAC-UPMA each result in a much higher duty cycle than does 
RI-MAC when there is 1 flow, as shown in Figure 6.1(c). This higher duty cy-
cle is because of the longer dwell time used in X-MAC and X-MAC-UPMA, In 
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X-MAC, this dwell time is 10.5 ms, roughly a backoff windows of 32 slots, and in 
X-MAC-UPMA, this dwell time is 100 ms by default. The dwell time in RI-MAC 
is much smaller with 1 flow. As there is no collision and thus backoff window for 
senders is always 0, dwell time in RI-MAC is just SIFS plus propagation delay. The 
duty cycles of receiving nodes decrease with more contending flows in X-MAC 
and X-MAC-UPMA, as a receiver goes to sleep immediately after receiving pack-
ets from other flows. 
Despite the high duty cycle at sending nodes, X-MAC and X-MAC-UPMA ex-
perience longer latency than does RI-MAC, as shown in Figure 6.1(d). This latency 
is mainly because transmission of preambles saturates the medium when there are 
more than 2 flows. The queuing delay in X-MAC and X-MAC-UPMA results in 
an average latency that is more than 10 times longer than that with RI-MAC when 
there are 4 flows. 
When the number of flows is 0 in Figure 6.1, all three protocols show very sim-
ilar performance, although this is the worst case for RI-MAC compared to X-MAC 
and X-MAC-UPMA. In this case, a node with RI-MAC has to stay awake each 
time slightly longer than it does with X-MAC and X-MAC-UPMA. In X-MAC and 
X-MAC-UPMA, a node needs to listen to the medium for at least SIFS plus the de-
lay for ACK transmission at each wakeup. RI-MAC incurs some extra cost only for 
the CCA check before a beacon transmission and for detecting incoming signal af-
ter the beacon transmission. The difference caused by such extra cost, however, is 
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too small to show clearly in the figure, as all three protocols already show very low 
duty cycles under very light traffic. As RI-MAC substantially improves through-
put and energy efficiency and reduces latency under higher traffic loads, RI-MAC 
is suitable for a wide range of traffic loads. 
6.1.2 Results in a 49-Node Grid Network 
In the comparison of X-MAC, X-MAC-UPMA, and RI-MAC in a 49-node (7 x 7) 
grid network, each node is 200 meters from its neighbors, and the sink node is at 
the center. 
In the simulations, the RCE traffic model defined in Section 4 is used. RCE picks 
a random (x, y) location for each event. If every node has a sensing range R, only 
nodes that are within the circle centered at (x, y) with radius R generate packets 
to report this event. The sensing rage R is adjusted to simulate different degrees 
of workload in the network. A new event is generated once every 60 seconds, and 
each node having sensed the event sends one packet to the sink node. R is varied 
from 100 meters to 500 meters; Table 6.3 shows the average number of packets 
generated per event. Note that an event triggers at most one packet when R is 
100 meters. The lengths of paths traversed by these packets to the sink node range 
from 1 to 6 hops, with an average of 3.05 hops. In this way, the simulations explore 
how efficiently X-MAC, X-MAC-UPMA, and RI-MAC handle different degrees of 
traffic load. 
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Table 6.3. Average Number of Packets Generated for Each Event under 
Different Sensing Ranges in the 49-Node Grid Network 
Range(m) 
Packets 
100 
0.8 
200 
3.1 
300 
6.4 
400 
10.6 
500 
15.2 
Each simulation run contains unicast packets sent toward a sink node that are 
triggered by a series of 100 events, and each average value is calculated from the 
results of 30 random runs. Confidence intervals of the average values are not 
shown because even 99% confidence intervals are so close to average values that 
they overlap with the data point markers. The curves labeled X-MAC w/Retrans 
and X-MAC-UPMA w/Retrans show the results when the original X-MAC and 
X-MAC-UPMA protocols, respectively, are augmented with retransmission. 
The performance comparison in these grid network scenarios is shown in Fig-
ure 6.2. Figure 6.2(a) shows the average and maximum end-to-end latency of pack-
ets in the RCE model as the sensing range (and thus traffic load) increases. RI-MAC 
has a much smaller rate of increase than do X-MAC and X-MAC-UPMA, regard-
less of whether or not retransmission is used. When there are about 15 packets 
generated for each event (a 500-meter sensing range), RI-MAC reduces average 
end-to-end delay by 85% compared to X-MAC-UPMA with retransmission, and 
by around 50% compared to the other protocols. 
RI-MAC outperforms X-MAC and X-MAC-UPMA because it greatly increases 
idle medium time, allowing more competing flows to transmit in single a cycle. 
End-to-end latency increases when X-MAC and X-MAC-UPMA are augmented 
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Figure 6.2. Performance for unicast traffic in 49-node (7 x 7) grid network scenar-
ios in simulation. 
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with retransmission, due to the added effort to recover packets that would other-
wise be lost in collisions. Under the very light traffic load when sensing range is 
100 m, X-MAC shows lower latency due to how it handles undecodable signals. 
For example, consider a chain consisting of nodes A, B and C, where node A can 
reach B, and B can reach C. Nodes A and C cannot reach each other but can sense 
each other's transmission. When A sends short preambles followed by a DATA 
frame to B, node C will remain active after sensing the medium busy, even though 
no incoming packet can be decoded. If C still has its radio on when B immediately 
starts forwarding the just-received packet to C, the forwarding will experience less 
delay. Because C turns off its radio if no packet is successfully received for 100ms 
in X-MAC-UPMA, even though the medium is still busy, node C can be either ac-
tive or sleep when B starts forwarding, depending on when C starts the 100 ms 
timer. This is why X-MAC-UPMA shows lower latency than does RI-MAC but 
higher latency than X-MAC under very light traffic load. However, as traffic load 
increases when sensing range is greater than 100 m, RI-MAC achieves the lowest 
latency on average due to increased idle medium time. 
The packet delivery ratios corresponding to Figure 6.2(a) are shown in Fig-
ure 6.2(b). RI-MAC maintains 100% packet delivery ratio and outperforms X-MAC 
and X-MAC-UPMA across all sensing ranges. RI-MAC achieves these high deliv-
ery ratios mainly by efficient collision detection and retransmission control. The 
delivery ratios with X-MAC and X-MAC-UPMA drop quickly, since the larger the 
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sensing range, the more collisions caused by transmissions from hidden nodes. 
When X-MAC and X-MAC-UPMA are augmented with retransmission, packet de-
livery ratio increases. X-MAC with retransmission shows lower delivery ratios 
than does X-MAC-UPMA due to the lack of an ACK after DATA transmission. If a 
DATA frame is lost due to collision at a receiver, the corresponding sender has no 
way to detect the collision and thus the DATA will not be retransmitted. 
RI-MAC, in addition to achieving 100% packet delivery ratios, at the same time 
achieves lower duty cycles. The improved packet delivery ratios by retransmission 
in X-MAC and X-MAC-UPMA, however, come at the cost of higher energy con-
sumption, as shown in Figure 6.2(c). All protocols show larger duty cycles as sens-
ing range, and thus traffic load, increases. However, RI-MAC has a much smaller 
rate of increase than do the other protocols. For example, when sensing range 
is 500 m, RI-MAC's duty cycle is only 15% that of X-MAC-UPMA with retrans-
mission and 27% that of X-MAC with retransmission. At the same time, RI-MAC 
achieves much lower latency and higher packet delivery ratio, as discussed above. 
With retransmission, X-MAC shows lower duty cycle than does X-MAC-UPMA, 
mainly due to less retransmission effort because of undetectable DATA collisions. 
6.1.3 Results in Random Networks 
This set of simulations compares RI-MAC, X-MAC, and X-MAC-UPMA in 100 ran-
dom networks, each with 50 nodes randomly located in a 1000 mxlOOO m area. For 
each network, one of these nodes is randomly selected as the sink, and the RCE 
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model with 250-meter sensing range is used to generate 100 events, one every 60 
seconds, one simulation run is conducted for each of these 100 networks, with 763 
packets on average generated in each run. 
The results for these simulations are shown in Figure 6.3. Figure 6.3(a) shows 
the CDF of end-to-end latency for all packets in all 100 runs, Figure 6.3(b) shows 
the CDF of packet delivery ratios in these 100 runs, and Figure 6.3(c) shows the 
average duty cycles of the sensors. To improve clarity in these graphs, the pro-
tocols are listed in each graph's legend, from top to bottom, in the same order as 
the curves appear in the graph, from left to right. The X-MAC and X-MAC-UPMA 
curves in Figure 6.3(a) are almost indistinguishable from each other in the graph, 
and the curves for these two protocols with retransmissions are likewise almost 
indistinguishable from each other in this same graph. 
For the same reasons as discusses above, RI-MAC outperforms the other pro-
tocols in each of these metrics. For end-to-end latency (Figure 6.3(a)), the aver-
age values for RI-MAC, X-MAC, X-MAC-UPMA, X-MAC with retransmission, 
and X-MAC-UPMA with retransmission, are 2.21, 2.88, 3.02, 4.19, and 4.40 sec-
onds, respectively. Although the addition of retransmissions in X-MAC and 
X-MAC-UPMA improves packet delivery ratios by helping to recover packets that 
would otherwise be lost due to collisions (Figure 6.3(b)), these retransmitted pack-
ets have higher delivery latency than other packets, producing higher average 
end-to-end latency for these protocol versions. The average packet delivery ratios 
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for X-MAC, X-MAC-UPMA, X-MAC with retransmission, X-MAC-UPMA with re-
transmission, and RI-MAC are 70.5%, 72.6%, 97.7%, 99.4%, and 100%, respectively. 
The addition of retransmissions in X-MAC and X-MAC-UPMA also come at the 
cost of increased energy consumption (Figure 6.3(c)). The average values for the 
duty cycles of all sensors for RI-MAC, X-MAC-UPMA, X-MAC, X-MAC-UPMA 
with retransmission, and X-MAC with retransmission are 0.37%, 0.89%, 0.95%, 
1.21%, and 1.23%, respectively. The trends observed in these random networks 
for each of these three metrics are consistent with those observed in the 49-node 
(7 x 7) grid network, discussed above in Section 6.1.2. 
6.2 Experimental TinyOS Evaluation 
To validate the simulation-based evaluation reported above, and to explore hard-
ware platform-dependent trends and problems, I also compared RI-MAC with 
X-MAC and X-MAC-UPMA in an implementation in TinyOS on MICAz motes. 
RI-MAC is implemented under the UPMA framework in TinyOS as described in 
Section 5.7. 
Although both X-MAC and X-MAC-UPMA use short preambles to achieve 
LPL, I also implemented X-MAC under the UPMA framework, as X-MAC-UPMA 
differs from the original X-MAC design in several aspects, as discussed in Sec-
tions 2.2 and 6.1. The configuration of X-MAC is the same as that used in the sim-
ulations, except for the continuous CCA check interval, the duration to wait for an 
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contending flows in TinyOS implementation. 
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ACK after each short preamble transmission, and the dwell time. As the duration 
of the continuous CCA check interval prior to preamble transmission should be 
longer than the gap between adjacent short preamble transmissions, the interval 
is set to the sum of the ACK transmission time, SIFS, and maximum propagation 
delay in the simulation. As discussed by Klues et al. [2G], however, a longer inter-
val is used in the TinyOS implementation in order to account for processing delays 
and to minimize false negatives. Therefore, the default value of 5.25 ms is used 
in the X-MAC-UPMA code for X-MAC. For the same reason, the duration to wait 
for an ACK after each short preamble transmission is set to 4 ms, which is also the 
default value in the X-MAC-UPMA code. Lastly, the dwell time should also be 
longer than the backoff window size in X-MAC, in order to account for possible 
processing delays such as post-processing of a just-transmitted packet, moving a 
queued packet to the MAC layer, and loading the packet to the hardware buffer. 
Therefore, the dwell time defined in X-MAC needs to be extended to account for 
these delays. For fair comparison, the extra dwell time for X-MAC is also 10 ms, 
the same with that in my implementation of RI-MAC. In order to minimize change 
to underlying radio core of TinyOS, a packet that contains only the CC2420 header 
is used as a short preamble. Both a short preamble of X-MAC and a beacon of 
RI-MAC are 12 bytes, although their minimum sizes could be 6 bytes, as discussed 
in Section 6.1. The default configuration of X-MAC-UPMA is used in the exper-
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iments. Beacon-on-request is not included in the RI-MAC implementation, since 
nodes do not use multihop communication in these experiments. 
6.2.1 Results in Clique Networks 
In order to verify my simulation models, I present first experiments on MICAz 
motes in clique networks; these TinyOS experiments are intended to replicate the 
simulation experiments performed for clique networks, discussed in Section 6.1.1. 
The network configurations and traffic model are the same as those used in sim-
ulations. The results are shown in Figure 6.4 and match closely the trends and 
results shown earlier in Figure 6.1 for the clique network simulations. 
The duty cycles at sending nodes and at receiving nodes (Figures 6.4(b) and 6.4(c), 
respectively) are slightly higher than those in the simulations (Figure 6.1(b) and 
Figure 6.1(c)). This increase is mainly because the MICAz-specific processing de-
lays in software are not simulated. For example, in my TinyOS implementation of 
RI-MAC, it takes around 3.75 ms for a DATA frame to arrive after a beacon trans-
mission, mainly due to the processing delay of the beacon at a sender in software 
before it starts transmitting the DATA. In simulation, however, the beacon is as-
sumed to be handled in hardware, so a DATA frame arrives just SIFS plus some 
propagation delay after the beacon transmission. In addition, in the TinyOS imple-
mentation of X-MAC and RI-MAC, I also add 10 ms to the dwell time from their 
original design to account for processing delays to handle the transmitted packet 
and to start transmitting new packets as discussed above. Although the simulation 
93 
model does not account for these platform-specific delays, the simulation results 
still agree well with these TinyOS experimental results. 
6.2.2 Results in a Network with Hidden Nodes 
I evaluate here RI-MAC, X-MAC, and X-MAC-UPMA on networks of MICAz 
motes to determine how efficiently each of them detects collisions and performs 
retransmission to recover packets lost due to collisions; I chose to evaluate this on 
the TinyOS implementation rather than in simulation due to the simplified radio 
model used by ns-2. 
In this set of experiments, each average value is calculated from the results of 
10 experimental runs, in the same way as that for clique networks. Error bars show 
the 95% confidence intervals. 
In this evaluation, I experimented with two separate network topologies: one 
in which hidden nodes were present, and one with no hidden nodes. Specifically, 
for each topology, I set up a network of 3 motes in which two senders transmit 
packets to a single receiver node. The distance from each sender to the receiver is 
the same and is within the transmission range of each sender. In the case with no 
hidden nodes, the two senders are also within range of each other, whereas in the 
case in which hidden nodes were present, the two senders are hidden to each other 
(i.e., the CCA check at each sender almost always indicates a clear channel, even 
while the other sender is transmitting packets). The two network topologies were 
otherwise identical. The same traffic model is used as that for clique networks in 
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Section 6.2.1. To also evaluate how efficiently RI-MAC detects collisions, a varia-
tion of RI-MAC, in which a sender does no retransmissions or retries as defined in 
Section 5.5, is included in these experiments. This variation of RI-MAC is referred 
to as RI-MAC w/o Retrans. 
Results for this set of experiments on MICAz motes are shown in Figure 6.5. I 
compare the ratio of undelivered packets for X-MAC, X-MAC-UPMA, and RI-MAC 
in Figure 6.5(a). A packet may be undelivered because of collisions; it is also pos-
sible that the packet is still in the transmission queue or is being transmitted at 
the end of experimental measurement period. Therefore, the ratio of undelivered 
packets for each protocol that are still in the queue (including those being transmit-
ted) is indicated separately in Figure 6.5(a). In this way, it possible to evaluate sep-
arately how many packets are not delivered due to collisions. The labeling along 
the x-axis in Figure 6.5(a) indicates whether or not the two senders are hidden to 
each other. 
In both network topologies (with hidden nodes present and without), all pro-
tocols had a small fraction of undelivered packets still in the queue or still in 
transmission at the end of the experimental measurement period (Figure 6.5(a)). 
With hidden nodes present, X-MAC and X-MAC-UPMA both experienced a much 
larger number of additional undelivered packets due to other causes, though: about 
20% of the generated packets are lost with X-MAC and 15% with X-MAC-UPMA. 
RI-MAC, on the other hand, experienced almost no such losses with hidden nodes. 
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In order to confirm that these losses with X-MAC and X-MAC-UPMA are likely-
due to the collisions caused by the hidden node senders, these results are com-
pared to those for the topology with no hidden nodes. In this case, almost all of 
these additional losses with X-MAC and X-MAC-UPMA were eliminated. With 
RI-MAC, however, with hidden nodes and without, no packets were lost other 
than those still in queue, indicating that no packets are lost due to collisions with 
RI-MAC. 
In addition to a much higher packet delivery ratio, RI-MAC achieves lower 
duty cycles both at the receiver and at the senders. The shorter dwell time in 
RI-MAC is the major reason for the lower duty cycles at the receiver with RI-MAC, 
as discussed above. Fast collision detection and retransmission with RI-MAC also 
helps to achieve lower duty cycles at the senders. With X-MAC, if short preambles 
from the two senders repeatedly collide with each other, each sender can do noth-
ing but retransmit its short preamble. In RI-MAC, the receiver detects the collision 
quickly and uses a larger sender backoff window to avoid further collisions. 
6.2.3 Extra Ending Beacons for MICAz 
In Figure 6.5, the results for RI-MAC w/o Retrans are close to those for RI-MAC, 
except that around 2% of the packets are lost due to collisions. After extensive 
experimentation, this packet loss is discovered to be caused by a combination of 
the capture effect and the processing delays on the MICAz motes. 
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For example, suppose two sender nodes, A and B, each have 2 packets in their 
queue to send to receiver C before they receive the first beacon without backoff 
window from C. Then A and B each start transmitting their DATA frames at the 
same time. Assume C receives the DATA from A but loses the DATA from B due 
to the capture effect in C's radio. As C believes that no collision occurred since it 
received a DATA frame following its beacon, it sends an acknowledgment beacon 
without backoff window to A. Now A and B both are allowed to transmit DATA 
immediately. B has a DATA frame already loaded in its hardware buffer that is 
waiting for an acknowledgment beacon, but A has to get a DATA from its upper 
layer protocol or application and load it to its hardware buffer. Thus, B starts 
transmission immediately, but A can only start after this processing delay. If the 
later DATA transmission from A happens to overlap with the acknowledgment 
beacon transmission from C to B, C will not know that there is a sender with 
pending DATA for it and thus will not generate another beacon. As a result, A 
discards the DATA due to timeout. 
This problem occurs on the MICAz motes because the CC2420 hardware trans-
mission buffer can hold only one DATA frame. Thus, there is some delay before 
the queued DATA can be transmitted. If a radio could hold multiple queued pack-
ets in its hardware buffer and thus supported back-to-back DATA transmission, 
this problem would be much less likely to occur. 
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Although even on the MICAz hardware, this problem occurs only infrequently, 
to better handle this case, I experimented with adding an extra ending beacon to the 
original RI-MAC design. Suppose a node detects no incoming packet or collisions 
after the previous beacon transmission. In my original RI-MAC design, this node 
goes to sleep immediately. With this modification, instead, I let the node send an-
other beacon without backoff window if the node has received at least one DATA 
frame after waking up in the current cycle. The node treats the beacon in the same 
way as the first beacon after waking up. 
I compared this solution with the original RI-MAC design and show the re-
sults in Figure 6.6. RI-MAC with the extra ending beacon modification is referred to 
as RI-MAC+, and the modified RI-MAC without retransmissions is referred to as 
RI-MAC+ w/o Retrans. Figure 6.6(a) shows the average ratio of undelivered pack-
ets, Figure 6.6(b) shows the average duty cycle of the receiver, and Figure 6.6(c) 
shows the average duty cycle of senders. RI-MAC with this modification now 
does not lose any packets due to collisions, even with retransmission at the senders 
disabled (RI-MAC+ w/o Retrans). RI-MAC is thus very effective in detecting and 
recovering from collisions, even with the limitations of the real hardware in the 
MICAz motes. 
The receiver with RI-MAC+ or RI-MAC+ w/o Retrans consumes more energy, as 
shown in Figure 6.6(b), due to the extra ending beacons, but these beacons help 
to reduce energy consumption at the senders, as shown in Figure 6.6(c), as some 
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DATA frames are delivered immediately following the ending beacons rather than 
waiting until the next cycle. 
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Chapter 7 
ADB Design 
This chapter presents the design of ADB. In addition to providing multihop broad-
cast support, ADB optionally maintains neighbor lists and estimates link quality 
in a power-efficient manner; these additional services may be used when they are 
not provided by other components in the system. 
7.1 Design Motivation 
Multihop broadcast over asynchronous duty cycling is challenging for many rea-
sons. For example, the neighbors of a transmitter wake up asynchronously, requir-
ing the transmitter to stay active long enough so that each neighbor has chance 
to receive the broadcast packet, resulting in increased energy consumption. In 
addition, transmission attempts over poor quality links can significantly decrease 
delivery ratio and increases delivery latency and energy consumption. When a 
transmission fails and the intended receiver goes to sleep, if the transmitter is to 
retransmit, it must wait until the receiver wakes up in next cycle. A transmit-
ter may also substantially delay forwarding by other neighbors, if the transmitter 
occupies the medium while waiting to reach all of its neighbors. Finally, informa-
tion about the progress a broadcast is often crucial for a node to avoid redundant 
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transmissions, but a node that has just waken up has no up-to-date progress in-
formation. A node cannot simply use overhearing to learn the information, as the 
progress may change when the node has its radio off. 
To address these challenges, I made a number of basic decisions in designing 
ADB. First, since with asynchronous duty cycling, the neighbors of a node wake 
up at different times, I chose to use unicast transmission of the DATA packet to 
each neighbor node as it wakes up. The acknowledgment in a unicast transmission 
also helps a transmitter to accurately learn whether a neighbor has been reached 
by the broadcast, and allows the transmitter to use retransmissions to increase the 
reliability of the broadcast to wireless transmission errors and collisions. Second, 
in order to avoid the transmitter occupying the wireless medium while waiting for 
each neighbor to wake up, I chose to integrate ADB with RI-MAC, in which each 
receiver announces its wakeup with a beacon packet, as described in Chapter 5. A 
transmitter starts DATA transmission upon receiving a beacon from its intended 
receiver, and then waits for an acknowledgment beacon (ACK) from the receiver. 
While waiting for the beacon before the DATA, the wireless channel is available 
for use by other nodes, such as neighbor nodes that have already received the 
DATA rebroadcasting it to their neighbors, helping to reduce delivery latency. By 
integrating with RI-MAC's unicast support, ADB can efficiently support multihop 
broadcast in the same system. Finally, I chose in ADB to passively measure link 
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quality based on the beacons, helping to avoid DATA transmission over a poor 
link when there is a better alternative. 
7.2 Overview of ADB Operation 
Figure 7.1 gives an overview of the operation of ADB. In this simple example, 
the network consists of three nodes, nodes S, Rl, and R2, all within transmission 
ranges of each other. Node S wants to broadcast a DATA packet to all nodes. 
When Rl wakes up, node S transmits the packet upon receiving Rl's beacon in 
the same way as for unicast in RI-MAC. However, ADB includes a new "footer" 
in DATA frames and acknowledgment beacons (ACKs), indicating the progress of 
the broadcast, including some transmissions that are about to happen. A receiv-
ing node uses this information to avoid unnecessary transmissions and to decide 
whether it should forward the packet to a neighbor that has not received it. In this 
example, the ADB footer in the DATA frame from S informs Rl that R2 has not 
been reached yet by the broadcast and that the quality of the link (S, JR2) is poor. 
Suppose the quality of link (R1,R2) is good (e.g., because of the short distance). 
Node Rl decides to delivery the packet to R2 and indicates the good quality of 
(Rl, R2) in the footer of the ACK to Rl. Upon receiving this ACK, S learns that it is 
better for Rl to transmit the packet to Rl, so S "delegates" handling of R2 to Rl. As 
S has no other neighbor to be reached, S then goes to sleep immediately. When R2 
wakes up, Rl unicasts the DATA frame to R2 in the same way, except that the ADB 
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Figure 7.1. Overview of ADB. Node S broadcasts a DATA frame to node Rl and 
R2 via unicast transmission. The footer in DATA and ACK beacons helps S and Rl 
to decide which node will deliver the DATA to R2 and helps R2 to learn that both 
S and Rl have received the DATA. 
footer in the DATA frame indicates that S has received the DATA frame, allowing 
R2 to sleep immediately because all neighbors of R2 have been reached. 
The above example shows the following features of ADB: 
• ADB allows a node to go to sleep once all its neighbors have been reached or 
have been delegated to other nodes; 
• ADB attempts to avoid transmissions over poor links; 
• ADB delivers a broadcast packet without occupying the medium while wait-
ing for each receiver to wake up, to allow a neighbor to start rebroadcasting 
the packet immediately; and 
• ADB informs a neighbor that has just waken up on the progress of a broad-
cast, to avoid unnecessary waiting and transmissions. 
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The coordination among direct neighbors is opportunistic, without relying on 
any network structure such as a tree or connected dominating set, allowing ADB 
to be efficient in handling broadcasts originated by any node in a network. 
7.3 ADB Algorithm Details 
ADB is composed of three basic procedures: (i) Neighbor Detection and Link Quality 
Estimation, which builds and distributes the neighbor list at each node and main-
tains the link quality to each neighbor on this list; (ii) Coherent Encoding of ADB Con-
trol Information, which helps to efficiently distribute information on the progress of 
a broadcast and information for delegation decisions; and (iii) Delegation Procedure, 
the basic procedure which runs whenever a broadcast packet or a beacon with an 
ADB footer is received or overheard; this procedure determines which nodes the 
packet should be forwarded to and which nodes should be delegated. Each proce-
dure is described in turn below. 
7.3.1 Neighbor Detection and Link Quality Estimation 
A node using ADB needs knowledge of its neighbors and the quality of the wireless 
link to each. Such information may be provided by existing mechanisms in the 
sensor node or by mechanisms provided by ADB. Packet delivery radio (PDR) is 
used to estimate link quality in this thesis, as PDR can be measured in an energy 
efficient way and provides enough information for ADB to avoid poor links. 
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When a node v begins execution, it stays awake continuously for a short period 
of time, during which it counts the base beacons received from other nodes; each 
node transmits base beacons according to its normal schedule during this time, 
as shown in Figure .7.1. Let T denote the nominal duty cycle interval. Suppose 
the period of time for which node v counts base beacons in this way is 10 cycles 
(10 x T), and let n denote the number of base beacons received from some node 
w during this time. If n > 2, node v appends w to its neighbor list, denoted as 
N(v). The estimated one-way link quality over link (w, v), denoted as q(w, v), is 
set to min(l, rc/10), as on average 10 beacons should be expected. Initially, node v 
assumes that q(v, w) = q(w, v); its value will be updated passively later based on 
ongoing traffic. Subsequently, v begins normal operation. It waits for a random 
number of cycles before sending its neighbor list to its direct neighbors. When a 
node u receives the neighbor list of node v, node u will send its own neighbor list 
to v if it has not done so. 
After the above initialization, ADB maintains the neighbor lists and updates 
link qualities passively. Whenever a node v is awake, it passively monitors the 
quality of the link between itself and each neighbor node w by counting (i) n, the 
number of base beacons received from w; (ii) Ae, the number of DATA packets 
it transmits to w and thus the number of ACKs expected from w, and (iii) Ar, the 
number of ACKs received from w. Each of these counts are reset each time v wakes 
up. When v later goes to sleep, define t as the time for which v had been awake. 
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If node v has been awake because it was transmitting a broadcast DATA packet 
to its neighbors, these neighbors will have all woken up and had an opportunity to 
receive the packet in less than 1.5 x T, since each neighbor wakes up and transmits 
a base beacon at randomized intervals varying between 0.5 x T and 1.5 x T. 
However, if due to transmission errors or collisions, node v is unable to deliver 
the DATA to one or more neighbors on the first attempt, node v may remain awake 
in order to complete deliver, thus remaining awake longer than 1.5 x T. 
When v goes to sleep, if t > 1.5 x T, then node v has had an opportunity to 
receive at least one base beacon from each of its neighbors w while being awake; in 
this case, node v has information it can use to update v's estimate of q(w, v) for each 
of its neighbors w. If node v has been awake for less time (t < 1.5 x T) but, for some 
particular neighbor w, Ae > 0, then v has transmitted at least one DATA packet to 
w while being awake, giving v an opportunity to receive the ACK following this 
DATA; in this case, node v has information it can use to update v's estimate of 
q(w, v) for this particular neighbor w. To update the one-way link quality estimate 
q(w, v) for some neighbor w, node v uses the weighted moving average function 
q(w, v) = a(t) x ((n + Ar)/(Ae + t/T)) + (1 - a(t)) x q(w, v) , (7.1) 
where a(t) — 1 — e~J°><T. 
In order to ensure that each node v updates its link quality estimates for all of 
its neighbors from time to time when there is ongoing broadcast traffic, if v has 
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not recently been active for any period of at least 1.5 x T, then the next time node 
v transmits (originates or forwards) a broadcast DATA packet, node v is forced to 
remain active for at least 1.5 x T (v may be awake most of this time, or longer, sim-
ply transmitting this broadcast). When node v subsequently goes to sleep, q(w, v) 
is updated using Equation 7.1 for all neighbors w. The period of time considered 
"recent" above may be adaptively selected based on the rate of recent changes 
observed in the link quality estimates or may be a fixed interval. In my current 
design, an interval of 15 minutes is used, in order to reduce energy consumption 
from these measurements while still tracking long-term changes in link qualities. 
The above procedure has measured the link quality estimate for the link (w, v) 
for each of v's neighbor nodes w. For the reverse link (v, w), ACK is used to piggy-
back the information needed. When node w sends an ACK beacon for a broadcast 
DATA received from v, node w includes its local q(v, w) in the ACK. Node v then 
replaces its local q(v, w) with this new value. 
With the estimated one-way link quality for both directions over a link between 
v and w, the total link quality estimate for a DATA frame transmission over this 
link, denoted as Q(v, w), is defined as 
Q(v, w) = q(w, v) x q(v, w) x q(w, v) , (7.2) 
since a successful DATA transmission from v to w requires a 3-way handshake 
between these nodes: w first sends a wake-up beacon which is received by v; v 
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then sends the DATA which is received by w; and finally, w sends the ACK beacon 
which is received by v. 
When node v broadcasts a DATA, it defines a deadline time for its delivery 
effort. If v fails to reach one of its neighbor, say w, by this deadline, v reduces 
q(v, w) as described in the following section. The deadline time is calculated using 
the equation 
T x l . 5 x 3 x — l— — . (7.3) 
(mmweAr(,,)(Q(t;,w))) 
The value l/(min„,Gjv(u)(<3(^,w))) is the expected number of duty cycles to success-
fully deliver a DATA over the poorest link. The maximum interval between two 
consecutive beacons is 1.5 x T, which are added to the equation to account for 
the worst case. The factor 3 is used to further increase reliability. Needed effort is 
estimated very conservatively in Equation 7.3. However, despite of the estimated 
long deadline time, a node rarely needs to wait this long, as it can go to sleep once 
all its neighbors are either reached or have been delegated to other nodes. 
7.3.2 Coherent Encoding of ADB Control Information 
When a node wakes up and receives a broadcast DATA packet, the node must 
decide whether or not to transmit it to each of its neighbors. To facilitate this deci-
sion, each node v includes the status of each of its neighbors in the footer of DATA 
and ACK frames, as illustrated in Figure 7.1. Node v assigns one of the following 
values as the status of each neighbor w: REACHED, if w has received the packet; 
110 
DELEGATED, if some other node is going to deliver the packet to w; or P(v, w), an 
integer representation of Q(v, w), otherwise. P(v, w) is referred to as the priority of 
this link. If node w's status is REACHED or DELEGATED, v does not attempt to 
transmit the packet to w. 
Otherwise, v attempts to transmit the packet to w, and the quality of link (v, w) 
is indicated by priority P(v, w). ADB includes the status of all direct neighbors in 
the footer of a frame to a node, rather than the status of a subset of neighbors that 
the receiver node might be interested in. This design choice is made for two prac-
tical reasons. First, in an environment with many packet losses due to link errors 
or collisions, overhearing any footer allows nodes to learn about the progress of 
the corresponding broadcast. Second, having the transmitter instead include only 
the status update that a receiver is interested in would add significant processing 
delays for the transmitter on sensor nodes with limited CPU resources. In partic-
ular, since a transmitter does not in general know which neighbor will wake up 
next, the transmitter could generate the appropriate footer only after receiving the 
beacon from a neighbor. In order to allow a node to go to sleep as soon as possible 
after transmitting a beacon (particularly in the common case in which no packet 
needs to be sent to this node after its beacon), we generate the footer in advance 
and include the same status update in the footer for any neighbor. 
It is often impractical to put the node ID and status of each neighbor in a frame 
due to the transmission overhead and the limited frame size. For example, with the 
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CC2420 radio that is widely used by popular sensor nodes, the maximum frame 
size is 128 bytes. 
To efficiently encode ADB footers, a node v lists the status of neighbors using a 
bitmap with segments of equal length, with each segment corresponds to a node 
in N(v), the set of neighbors of node v. In order to refer to a node by its position in 
N(v), N(v) is organized as an array. The segments are arranged in the same order 
as the corresponding node in N(v). In order for a recipient node to decode this 
bitmap, node v distributes the neighbor list to direct neighbors. Let Nw(v) denote 
w's local view of v's neighbor list. Due to packet losses caused by collisions or 
dynamics of wireless channels, Nw(v) could be stale and different from N(v). ADB 
ensures that Nw(v) is a prefix of N(v), denoted Nw(v) C N(v), by employing an 
incremental neighbor list. 
In ADB, once a node v detects a new neighbor, it appends the neighbor to the 
end of its neighbor list N(v). Since sensor nodes are stationary in most WSNs, N(v) 
will converge quickly. Even if a node w does not have the up-to-date copy of node 
v's neighbor list, w can still decode the beginning portion of a received bitmap 
without ambiguity. In a more dynamic network such as with mobility, we could 
assign a version number to each neighbor list and to avoid ambiguity, but I chose 
to use the incremental neighbor list to efficiently handle the common case. Also, 
a node v will not remove any existing neighbor, say w, from its neighbor list N(v) 
even if node w has moved away or has failed. Instead, a node v will use the value 
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zero for P(v, w) in its bitmap to tell its neighbors it does not currently have a valid 
link to the node w. 
In my implementation, each segment of a bitmap has 3 bits, which is able to 
represent node status value from 0 to 7. The value 7 is reserved for REACHED, 
the value 6 for DELEGATED, and the value 0 to indicate an unreachable neighbor. 
The priority of w at v, P(v, w), is thus in the range of 1 to 5. The total link quality 
estimate Q(v, w) is used to assign priority P(v, w) values using the equation 
{ 0 if Q(v, w) < 2% 
(7.4) 
min(5,l+lQ(v,w)x5\)) i£Q(v,w)>2% 
As a node updates some Q(v, w), it also updates P(v,w). Especially when a node 
fails to deliver a packet to a neighbor by the deadline calculated by Equation 7.3, 
q(v, w) is reduced so that the corresponding P(v, w) can be mapped to a lower 
priority, increasing the chance that the neighbor can be delegated to another node 
next time. In order to avoid using very poor links, when Q(v, w) is less than 2%, 
P(v,w) is also set to 0. Also, if v fails to deliver its neighbor list to w due to reasons 
such as asymmetric links, P(v, w) is set to 0 directly. When P(v, w) is 0, node w 
is added to set B(v) of "bad" neighbors. Node v still attempts to transmit to w 
but v will go to sleep if all neighbors whose priorities are greater than 0 have been 
reached or delegated, regardless of w's status. If a DATA and the corresponding 
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ACK have been successfully exchanged over link (v, w), Equation 7.4 will be used 
to calculate status of w, and w is removed from B(v). 
7.3.3 Delegation Procedure 
The goal of ADB is to minimize redundant transmissions and to allow a node to 
sleep as early as possible. ADB also attempts to avoid transmissions over poor 
links. 
ADB uses the following data structures to achieve these goals. For a broadcast 
packet i, node v maintains Rdl as the set of nodes whose status is REACHED, and 
Dll as the set of nodes whose current status is DELEGATED. Initially, both Rd? 
and Dl% are empty. A node updates these two sets when receiving or overhearing 
a frame with an ADB footer that contains information about the progress of the 
broadcast. If either set changes, ADB makes the following decisions: 
• If Rdl U Dll = N(v) — B(v), v can go to sleep immediately, as all neighbors 
are either REACHED or DELEGATED. 
• Otherwise, if w e N(v) — B{v) and w £ Rdl U DP, node v transmits the DATA 
to w on receiving a beacon from w. 
Figure 7.2 shows the way in which node v analyzes an ADB footer that contains 
information about the progress of packet i. This footer is received or overheard from 
w and contains an array Sw that lists the status of w's neighbors. The separate Sl 
local array at v lists the priority of each of v's neighbors with respect to packet i. 
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Each entry S^u) is initially set to P(v,u). The variable Nv(w) denotes the most 
recent neighbor list v has received from w. 
The procedure ANALYZE-FOOTER is composed of three parts. First (lines 1-
6), node v finds common neighbors with w that have been reached and adds each 
to Rdl. Second (lines 7-14), if v has not received any ADB footer regarding packet 
i, then lines 9-13 are executed. If some common neighbor u's status is equal to 
DELEGATED, some other node is about to transmit to u; in order to avoid colli-
sions, node v also sets u's status to DELEGATED by adding u to Dl\ Third (lines 
15-28), node v and w negotiate which node is transmitting to a node that is neither 
REACHED nor DELEGATED. Line 19 is executed when v does not have better 
link quality to a common neighbor u compared with w. Thus, v gives up trans-
mission to u and marks u as DELEGATED. Lines 21-25 are executed when v has 
better link quality to u compared with w. If this footer is from a DATA frame that 
is intended for v, node v removes u from Dll so that u's status is set to P(v, u) in 
future outgoing frames (e.g., the ACK to this DATA). Once node w receives the 
ACK, node w will find that v has a better link quality to u and thus give up its own 
transmission to u. When the footer is from an overheard frame, node v sets u's sta-
tus to DELEGATED. There are two reasons for this design choice. First, if v wants 
to transmit the packet i to u itself, v would have to send a separate frame to notify 
w that v is in a better position to transmit i to u. Second, even if v decides not to 
transmit the packet i to u, u may still delegate the transmission to some node that 
115 
procedure ANALYZE-FOOTER(w, Sw, i, v): 
11 find neighbors that are REACHED 
for each vertex u G Nv(w) n N(v) do 
if Sw[u] = REACHED then 
Rdi <- {u} U Rdl 
end if 
end for 
if v has never received any ADB footer regarding i before then 
/ / find neighbors that are DELEGATED 
for each vertex u £ N(v) n Nv(w) do 
if Sw[u] = DELEGATED then 
Dl* *- {u} U Dll 
end if 
end for 
end if 
/ / delegation negotiation with w on unreached neighbors 
for each vertex u e (N(v) - Rdl) D Nv(w) do 
if Sw[u] ^ DELEGATED then 
ifS*[u] <Sw[u] then 
DP <- {«} U Dl1 
else 
if Sw is from a DATA intended to v then 
DP <- DP - {«} 
else 
DP <- DI* U {«} 
end if 
end if 
end if 
end for 
Figure 7.2. Node t> analyzes an ADB footer that contains information about the 
progress of packet i. This footer is received or overheard from w, containing an array 
Sw that lists the status of w's neighbors. The separate Sl local array lists the status 
of v's neighbors with respect to packet i. 
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has a better link quality to u. In order to minimize message overhead, u's status is 
set to DELEGATED at v. 
Once a node starts forwarding of packet i, the node does not reflect any change 
of link status into local array S% until the node stops the forwarding, so that the 
node and its neighbors make consistent decisions on the delivery of packet i. An 
ACK beacon to a DATA might get lost due to collisions or link errors. To make ADB 
robust to such packet losses, a node continues to include in each beacon the source 
address and sequence number of the most recently received broadcast packet for 
some period of time. In my implementation, this duration is set to 3 duty cycles. 
7.4 Analysis of End-to-End Delivery Latency 
To gain insight into the latency of ADB, I considered a simplified model in which 
the actual transmission time of a broadcast packet is negligible (0 time), and in 
which no collisions or link errors occur; that is, if two nodes transmit to the same 
node at the same time, the receiver will receive both packets successfully. Further-
more, each node is assumed to randomly pick a wakeup time that is independent 
of other nodes' wakeup times and of the traffic load. As shown later in this section 
and in the simulation evaluation in Section 8, the results based on this simplified 
model give good insights and are close to my simulation results based on a realistic 
simulation model. 
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Figure 7.3. ADB achieves optimal latency under simplified assumptions. 
Theorem 2 Under the assumptions of 0 packet-transmission duration and error- and 
collision-free channels, each node receives, for the first time, each broadcast packet in mini-
mum possible time using ADB. 
Proof: By contradiction. Assume without loss of generality that a node 0 in 
a network G = (V,E) originates a broadcast packet in the network; call this node 
the source node. Also assume that there exists at least one node that receives its 
broadcast packet with ADB later than it would with some other protocol. We run 
an instance of both protocols, ADB and the other protocol, and compare the time 
at which each node receives the packet for the first time. 
Denote the times at which node j e V received the broadcast packet for the 
first time based on ADB and the other protocol by i, and t'jr respectively, as shown 
in Figure 7.3. As t0 is equal to t'0, the time the broadcast packet is originated by 
the source node 0 in both protocols, t'0 is replaced with t0 in the figure. Assume, 
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without loss of generality, that the first node that received the packet with the other 
algorithm before the time it would have received it with ADB, is node k, i.e., tk > t'k 
and U < tl {Vz|^  < t'k}. For example, in Figure 7.3(a), all nodes a, j3,7, S,..., i, j 
received the packet with ADB no later than the time they received the packet with 
the other protocol (ta < t'a, tp < t'p,... tj < t'j); node k is the first node that received 
the packet with the other protocol earlier than with ADB (tk > t'k). Although there 
might be multiple nodes that receive the packet with the other protocol earlier than 
with ADB (e.g., node £ in Figure 7.3(b)), we concentrate here on only the first of 
such node, that is k. 
Assume that with the other protocol, node k received the broadcast from node v 
(node v could potentially be node 0). Since node k received the packet from v, then 
t'v <t'k. Hence, based on our assumption that k was the first node that received the 
packet with the other protocol earlier than with ADB, node v received the packet 
with ADB not later than when v got the packet with the other protocol, i.e., tv < t'v. 
Furthermore, with ADB, a transmitter delegates a neighbor to some other node if 
and only if this other node wakes up and receives the broadcast packet prior to 
the wakeup time of the delegated neighbor as shown in Figure 7.2. This means 
that with ADB, from time tv < t'v until node k receives the packet, there is at all 
times at least one of k's neighbors that is awake waiting for k to wake up in order 
to deliver the packet (it can be either v itself or some other node that has already 
received the packet such as node j in Figure 7.3(a)). Since a node's wakeup time 
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is determined independently from broadcast protocols, and since there is at least 
one node waiting for k to wake up in order to deliver the packet, at time t'k when k 
is awake, it must either have already received the packet with ADB or it much be 
receiving the packet. Since there are no collisions, the packet will be delivered to 
node k successfully, which means that tk < t'k, contradicting the assumption that 
node k received the broadcast packet with the other protocol earlier than the node 
does with ADB. • 
Remarks: (i) The delivery times with to ADB as shown in the theorem are the 
optimal delivery times, as a node receives the packet as soon as it wakes up, and 
one of its neighbors has already received the broadcast packet, (ii) The assumption 
of zero packet transmission duration implies that nodes do not defer due to other 
transmissions; in a real system, the duration to transmit a packet is relatively small 
compared to a duty cycle interval, so the probability that two neighboring nodes 
wakes up within a packet transmission is low. It is true that the denser the net-
work, the more likely that nodes will have to defer due to other transmissions. In 
the worst case, a transmitter cannot start transmission even if the intended receiver 
wakes up, as the transmitter is deferring due to some other transmissions. In this 
case, the receiver goes back to sleep immediately, unaware of the waiting trans-
mitter, resulting in a penalty in latency of one duty cycle, (iii) ADB is not immune 
to collisions, but ADB can take advantage of the collision resolution mechanism of 
the underlying RI-MAC, resulting in small delivery latency. 
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Figure 7.4. Interaction between ADB, RI-MAC, and the UPMA framework in 
TinyOS. 
7.5 ADB Implementation in TinyOS 
I implemented ADB under the UPMA framework [20] of TinyOS, integrated with 
the RI-MAC implementation described in Section 5.7.1 tested this implementation 
on MICAz motes equipped with CC2420 radios [5]; these radios are also used in 
the popular TelosB motes. Figure 7.4 shows how the portions of the ADB imple-
mentation interact with RI-MAC and the UPMA framework. 
The ADBManagerC module in Figure 7.4 provides most of the functionality 
of ADB, maintaining the neighbor list and status, encoding and decoding ADB 
footers, checking whether neighbors have been reached or delegated, and decid-
ing whether to transmit to a neighbor that has just woken up. This module uses 
the AsyncSend and AsyncReceive interfaces to distribute and receive neighbor lists 
through RI-MAC. In order to minimize processing delays of ADB operations, I 
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added additional code to the radio core of TinyOS, indicated by ADB Adaptation 
Code in the figure. This adaptation code reports bitmaps in received frames to 
ADBManagerC directly and retrieves the most up-to-date bitmaps for packets to be 
transmitted. The adaptation code also notifies ADBManagerC of incoming beacons 
and ACKs for neighbor detection and link quality estimation. 
I use a reserved bit in the Frame Control Field (FCF) of an IEEE 802.15.4 frame 
to indicate whether an ADB footer is included in the frame. I also add one byte 
named bitmapslength to the MAC header of the frame. The bitmapslength field gives 
the number of bytes used by the ADB footer in the corresponding frame. The 
footer is placed after the original data payload of the frame and before the Frame 
Check Sequence (FCS) field. Therefore, the additional number of bytes introduced 
by ADB is (bitmapslength + 1) if a footer is included. For a beacon with an ADB 
footer, the network layer source address and sequence number must be included, 
in order to identify the corresponding broadcast packet. In my experiments, I use 
1 byte for the source address and 2 bytes for the sequence number. 
Since ADB operations are handled by software and since a node goes to sleep 
soon after its beacon transmission, one challenge I faced in this ADB implementa-
tion is limited time in updating destination address and footer of a pending DATA frame. 
In order to update the destination or footer of the pending frame that is already 
in the CC2420 radio's TX buffer, ADB has to discard the packet in the buffer and 
load an updated frame into the buffer. Before loading, ADB also needs to secure 
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the SPI bus. All these operations take time, and thus ADB may not be able to start 
transmission before the intended receiver has gone back to sleep. 
A slight increase in the waiting time after beacon transmission at each node 
does not completely solve this problem. This will make room for change the desti-
nation to the intended receiver, at the cost of more energy consumption at all nodes 
when there is not traffic. However, we may still not have enough time for footer 
update. As a node may update the footer of a pending frame upon receiving or 
overhearing frames. The footer may need multiple updates during a very short 
period of time in order to keep up-to-date information in the footer. If a beacon 
is received from an intended receiver but the updates haven't been finished, we 
either has to wait until the receiver wakes up next time at the cost of much larger 
energy consumption and delivery latency, or transmits a frame with stale informa-
tion in its footer. 
To optimize the implementation for most common cases, I always use broadcast 
address as destination in each DATA frame and do not delay DATA transmission 
due to pending updates. When a DATA frame is received, a node sends back 
an acknowledgement beacon only if the node has just transmitted a beacon and 
waiting for incoming packets. It is possible that two nodes send their beacons 
almost at the same time and both send acknowledgement beacons upon receiving 
a DATA frame. When these beacons collide at the transmitter of the DATA, the 
transmitter cannot learn the successfully delivery until it overhears transmissions 
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from those nodes. However, this is a rare event when a network operates with 
a low duty cycle configuration. If a frame with stale information in the footer is 
sent out, ADB could have more redundant messages or even unreached nodes. 
For example, node A transmits a DATA to node B and B has better link quality to 
their common neighbor C. In this case, node B will indicate the good link quality 
in the acknowledgement beacon to A. If A failed to receive this beacon due to 
link errors, both A and B will transmit to C, leading to collisions. Now suppose 
A has successfully received the beacon from B and decides not to transmit to C. 
However, before A finishes updating the footer of the DATA, a beacon from node D 
is received. If we let A start transmission immediately, with a stale footer indicating 
that A will transmit to C, node B will suppress its transmission to C to avoid 
collisions. As a result, neither A nor B will transmit to C any more. As such 
scenario was rarely observed in my experiments, and in order to avoid the large 
energy consumption and delivery latency at A when A waits for next beacon from 
D, I chose to allow DATA transmission with stale information in the footer. With 
future hardware support in efficiently updating destination and footers, all the 
above problem would avoided. 
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Chapter 8 
Evaluation of ADB 
In this chapter, I evaluate ADB both in detailed ns-2 simulations and in a testbed 
running TinyOS on MICAz motes. Simulation is used to evaluate networks that 
are hard to deploy and experiment with, and use the testbed in order to explore 
the details not completely captured by simulation. 
ADB is compared with X-MAC-UPMA rather than the original X-MAC, since 
the X-MAC paper did not explicitly explain how broadcast is supported and its 
code is not available in TinyOS. The RESEND_WITHOUT_CCA option in UPMA 
is used so that when a node repeatedly transmits a DATA frame to broadcast it 
in X-MAC-UPMA, only the first of the sequence uses backoff before transmission. 
Without this option used, each DATA transmission in the sequence is subject to 
backoff, as is the default in the TinyOS code. However, I found that the backoffs 
within the sequence could often lead to unreached nodes even in a simple chain 
topology, and I confirmed this problem with the author of the TinyOS code [30]. 
The problem occurs because the sequence from a transmitter could be interrupted 
by a neighbor's transmissions when the transmitter is doing backoff; if an intended 
receiver wakes up during the transmitter's backoff, the receiver cannot detect in-
coming packets and thus goes to sleep immediately. Since an improved TinyOS 
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code to solve this problem is under construction, RESEND_WITHOUT_CCA is 
used to get the best performance for X-MAC-UPMA. Two possible schemes to 
support broadcast with RI-MAC are also simulated. ADB specific features are not 
used in these schemes, so that we can tell how much the new features of ADB 
contribute to performance gains. Details of these two schemes are discussed in 
Section 8.1. 
As in prior work [3, 20], Effective duty cycle, the percentage of time a node has 
its radio on, is used in evaluating power efficiency. When a broadcast packet has 
reached all nodes in a network, End-to-end delay used to indicate the time between 
when the that packet was first generated and the time when the packet reaches the 
last node. If the packet fails to reach all nodes in a network, the end-to-end delay 
value is infinity and is not included in the following figures. In order to evaluate 
reliability, the percentage of nodes that have been reached by each broadcast packet 
is reported as delivery ratio. 
In both the simulation and testbed evaluations, 1 second is used as the duty 
cycle interval for all MAC protocols, and randomize the initial wakeup time of 
each node. Data payload size is always 28 bytes, the default value in the UPMA 
package. 
126 
8.1 Simulation Evaluation 
I use the ns-2 network simulator to evaluate ADB's performance in 100 random 
networks. As with the other simulation evaluations presented in this thesis, I used 
version 2.29 of the ns-2 network simulator, using the standard combined free space 
and two-ray ground reflection radio propagation model commonly used with ns-
2. Each sensor node is simulated with a single omni-directional antenna. In each 
simulated network, 50 nodes randomly deployed in a 1000 m x 1000 m area. Each 
of these networks is connected. In each network, a random node is chosen as sink, 
which initiates 100 broadcast packets during each run. The interval between two 
consecutive broadcast originations is 100 seconds so that all forwarding for one 
packet completes before the next packet is originated. The simulation uses the 
default ns-2 combined free space and two-ray ground reflection radio model and 
the same radio parameters used in RI-MAC's evaluation shown in Section 6, in 
order to simulation the CC2420 radio used in popular MICAz and TelosB motes. 
ADB is compared with X-MAC-UPMA in each random network in support-
ing the 100 network-wide broadcasts. With X-MAC-UPMA, Two versions of 
X-MAC-UPMA are considered. First, in the standard version of the protocol, 
which is referred to as X-MAC-UPMA-1 in the rest of this work, a transmitter of 
a broadcast packet transmits the packet repeatedly over the duration of one duty 
cycle. Second, as discussed in Section 2.3, X-MAC-UPMA could experience colli-
sions caused by transmissions from hidden nodes. In order to compensate for the 
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packet losses caused by these collisions, each node transmits the packet over two 
different duty cycles, indicated by X-MAC-UPMA-2: the first transmission cycle 
takes place in the same way as in X-MAC-UPMA-1, and the second takes place 
after a randomly chosen delay, up to 5 duty cycle intervals, following the first one. 
As ADB is integrated into RI-MAC, in order to show the advantage brought by 
ADB-specific features, such as delegation and the ability to adapt to link qualities, 
I simulated two schemes for broadcasting for RI-MAC, by varying the amount of 
effort each node spends in attempting to reach its neighbors. In the first scheme, 
when a node receives a new broadcast packet, the node stays awake for 1.5 x T 
(RI-MAC varies duty cycle interval between 0.5 x T and 1.5 x T), during which each 
neighbor generates at least one beacon. When a beacon is received from a neighbor, 
the node unicasts the packet to the neighbor and waits for an ACK corresponding 
to this packet. If an ACK is received, the node does not attempt to transmit the 
packet to the same neighbor again during this time. After staying awake for 1.5 x T, 
the node discards the packet and goes to sleep if the medium is idle. This scheme 
is referred to as RI-MAC-1.5. A duration of 1.5 duty cycles (1.5 x T) was chosen 
as that is the minimum duration the node has to stay awake in order to be able to 
receive a beacon from all neighbors. This duration may be too short for reliable 
packet deliveries in case some beacons or DATA frames are lost, so in the second 
scheme, this duration is increased to 4.5 x T; in the rest of this thesis, this scheme 
is referred to as RI-MAC-4.5. 
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With the default channel model of ns-2, if a receiver is within 250-meters of a 
sender, packets from the sender will be successfully received by the receiver unless 
there is a collision. Results in this channel model are shown in section 8.1.1. In a 
real network, in addition to collisions, errors caused by factors such as wireless 
fading and interference could also cause packet losses. In order to evaluate ADB's 
robustness and efficiency with such packet losses, in Section 8.1.2, the simulation 
uses a modified channel model in which additional packet losses are introduced. 
8.1.1 Results with Default Channel Model in ns-2 
Figure 8.1 shows our simulation results with the default channel model in ns-2. 
The results are shown as cumulative distribution functions calculated based on 
the results from the 100 random runs. 
Energy efficiency is shown in Figure 8.1(a) as average duty cycles. The 
average values with ADB, RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 and 
X-MAC-UPMA-2 are 0.46%, 1.62%, 4.61%, 9.08% and 21.30%, respectively. The en-
ergy consumption of ADB is only around 28% of that of RI-MAC-1.5,10% of that of 
RI-MAC-4.5,5% of that of X-MAC-UPMA-1, and 2% of that of X-MAC-UPMA-2. 
ADB achieves such substantial savings by putting a node to sleep immediately 
when all of its neighbors are reached or delegated. Such optimization is not possi-
ble with RI-MAC, as a transmitter only knows which neighbors have been reached; 
the transmitter does not know whether all neighbors have been reached due to 
the lack of a complete neighbor list. Moreover, the transmitter with RI-MAC at-
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tempts to send a broadcast packet to a neighbor, regardless whether the neigh-
bor has received the packet or will receive a copy from some other node. With 
X-MAC-UPMA, a transmitter must continue sending a DATA packet for a whole 
duty cycle interval, as feedback from neighbors is unavailable. Moreover, over-
hearing consumes significant energy. Suppose a node has finished broadcasting a 
DATA packet, and then one neighbor starts rebroadcasting this packet. It is likely 
that the rebroadcast is still ongoing when this node wakes up again for its next cy-
cle, and thus the node will receive duplicate copies of the DATA from the neighbor. 
This node could have used some bookkeeping to avoid receiving such duplicated 
broadcast packets and go to sleep immediately, but this would require careful con-
sideration as to when to turn the node on again later. If the transmitting neighbor 
has some queued packets to this node, they cannot get delivered until this node 
wakes up again. 
Figure 8.1(b) shows the packet delivery ratios achieved by these protocols. The 
average delivery ratios with ADB, RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 
and X-MAC-UPMA-2 are 100%, 99.64%, 100%, 96.55% and 99.78%, respectively. 
ADB always achieved 100% delivery ratios, as ADB footers provide information 
on the progress of a multihop broadcast, which reduces many redundant transmis-
sions that could cause collisions. These collisions are not avoided with RI-MAC. 
Sometimes collisions caused by transmissions from multiple neighbors to a node 
cannot be resolved in time and the node goes to sleep after that. When the node 
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wakes up again, all of its neighbors have finished their broadcasts and gone to 
sleep already. This is why RI-MAC-1.5 experienced some undelivered packets. 
With longer waiting time and thus more effort spent in delivering a broadcast 
packet, RI-MAC-4.5 allows a node to receive the broadcast packet when it wakes 
up again, which helped to improve the delivery ratio. However, this improve-
ment comes at the cost of much increased energy consumption, as shown in Fig-
ure 8.1(a). X-MAC-UPMA shows the worst delivery ratios, as a node may miss 
an incoming packet due to collisions caused by overlapping transmissions from 
hidden nodes, as discussed in Section 2.3. By rebroadcasting each newly received 
broadcast packet over two duty cycles with random backoffs, X-MAC-UPMA-2 
improves delivery ratios, but the improvement also comes at the cost of much 
more energy consumption. 
Figure 8.1(c) shows the CDF of end-to-end delays for all packets in the 100 runs. 
The average values with ADB, RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 and 
X-MAC-UPMA-2 are 3.08, 3.34, 3.39, 22.61 and 30.61 seconds, respectively. ADB 
shows an average end-to-end latency that is around 14% of that of X-MAC-UPMA-1, 
and 10% of that of X-MAC-UPMA-2. With ADB, because a transmitter occupies 
the wireless medium only for a small amount of time, neighbors of this trans-
mitter can start rebroadcasting the received packet immediately, whereas with 
X-MAC-UPMA, the neighbors have to wait until the end of the long transmitting 
sequence from the current transmitter. The long repeated transmission sequences 
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may even block transmission of nodes that are not direct neighbors of the current 
transmitter when they can sense the busy medium caused by the transmitting se-
quence. RI-MAC-1.5 and RI-MAC-4.5 show only slightly larger end-to-end delays 
than does ADB. The extra delays are mainly caused by collisions. As collisions can 
be quickly solved by RI-MAC, the extra delays are small. 
Figure 8.1(d) shows the number of DATA frames transmitted over the air 
with these protocols. Due to the wide range among the results, a log scale is 
used for the x-axis. The average numbers with ADB, RI-MAC-1.5, RI-MAC-4.5, 
X-MAC-UPMA-1 and X-MAC-UPMA-2 are 6.19e+3,3.48e+4,3.62e+4,2.61e+6 and 
4.79e+6, respectively. ADB shows the lightest network load in this set of experi-
ments. The number with ADB is only 18% of that with RI-MAC-1.5 and 17% of 
that with RI-MAC-4.5, for two reasons. First, delegation in ADB greatly helps in 
reducing redundant transmissions. Second, the reduced redundancy also helps 
to reduce collisions and thus the number of retransmissions. There are signif-
icantly more DATA frames transmitted over the air with X-MAC-UPMA-1 and 
X-MAC-UPMA-2, as copies of a broadcast packet must be repeatedly transmitted 
for 1 or 2 duty cycle intervals, respectively, from each node. 
Besides DATA frames, beacons are also transmitted over the air with ADB, 
RI-MAC-1.5, and RI-MAC-4.5. For a fair comparison, Figure 8.1(e) shows the 
total number of bytes transmitted by each protocol, which include all DATA 
and control frames. The average numbers with ADB, RI-MAC-1.5, RI-MAC-4.5, 
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X-MAC-UPMA-1 and X-MAC-UPMA-2 are 6.96e+6,8.18e+6,8.24e+6,1.07e+8 and 
2.31e+8 bytes. ADB still shows the lightest network load among these protocols. 
8.1.2 Results with Increased Packet Losses 
In a real wireless sensor network, a packet may be lost due to errors caused by 
factors such as wireless fading and interference. To evaluate the effect of such 
increased packet losses, a simple model is used to introduce random losses based 
on the distance between transmitter and receiver, as longer distances will generally 
result in lower received signal strength and thus increased probability of loss. In 
these simulations, a link with a span of 0 meters has 0% probability of additional 
packet loss, and a link with a span of 250 meters has 50% probability of additional 
loss; these probabilities refer to the random losses introduced by this modified 
channel model, beyond those caused by any collisions in the default ns-2 channel 
model, for each individual transmission (e.g., of a DATA frame or an ACK). Then 
linear interpolation is used to calculate the probability of loss based on a link's 
span. The maximum communication range possible is still 250 meters, the default 
value in ns-2. The results with this modified channel model are shown as CDFs in 
Figure 8.2. 
Figure 8.2(a) shows the average duty cycles. The average values with ADB, 
RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 and X-MAC-UPMA-2 are 1.22%, 
1.50%, 4.60%, 9.11% and 21.29%, respectively. Compared with the results using 
the default ns-2 channel model shown in Figure 8.1(a), all protocols except for 
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ADB show similar energy efficiency because each node stays awake for essentially 
a fixed amount of time regardless of channel condition. Some runs even show 
smaller energy consumption between RI-MAC-1.5 and RI-MAC-4.5, since signif-
icantly more packets fail to reach the whole network, as shown in Figure 8.2(b); 
thus, some nodes do not receive the packets and thus do not stay awake to rebroad-
cast them. As ADB adapts to link qualities, ADB attempts more retransmissions, 
as needed, in order to compensate for increased packet losses. ADB thus con-
sumes more energy with this channel model than it does with the default model 
as shown in Figure 8.1(a). Even though, ADB still shows the lowest average duty 
cycle among these protocols. 
With increased packet losses over the wireless channel, ADB still main-
tains 100% delivery ratios, as shown in Figure 8.2(b). Average delivery ratios 
achieved by the other protocols, RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 and 
X-MAC-UPMA-2 are 90.09%, 99.33%, 96.70% and 99.78%, respectively. Delivery 
ratios with RI-MAC-1.5 and RI-MAC-4.5 decrease as these protocols do not adapt 
to channel conditions. With more redundancy, RI-MAC-4.5 shows much higher 
delivery ratios than RI-MAC-1.5, with the trade-off that RI-MAC-4.5 consumes 
more energy. Both X-MAC-UPMA-1 and X-MAC-UPMA-2 show almost the same 
performance compared to the results in Figure 8.1(b), because of extraordinary re-
dundancy in their DATA transmissions. Even with increased packet losses, when 
a DATA is retransmitted repeatedly for a whole duty cycle in X-MAC-UPMA-1, 
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a receiver is very likely to get at least one copy of the DATA; X-MAC-UPMA-2 
increases that likelihood. Therefore, broadcast using X-MAC-UPMA is more ro-
bust to packet losses, but this redundancy still causes many collisions, resulting in 
lower delivery ratios than with ADB. 
Figure 8.2(c) shows the CDF of end-to-end delays for all packets in the 
100 runs. The average end-to-end delays with ADB, RI-MAC-1.5, RI-MAC-4.5, 
X-MAC-UPMA-1 and X-MAC-UPMA-2 are 8.89, 5.38, 5.99, 22.63 and 30.69 sec-
onds, respectively. ADB, RI-MAC-1.5 and RI-MAC-4.5 show much longer end-to-
end latency than they do with the default channel model in ns-2, since when a 
beacon from the intended receiver is lost, a transmitter has to wait until another 
beacon arrives in the next cycle. With extraordinary redundancy, X-MAC-UPMA-1 
and X-MAC-UPMA-2 show similar results to those in Figure 8.1(c), for the same 
reason I've discussed above. RI-MAC-1.5 and RI-MAC-4.5 show lower end-to-end 
latency than does ADB for this channel model since the latency is not included for 
any broadcast packets that have not reached all nodes; For those packets, which 
occur with RI-MAC but not with ADB, the end-to-end delay is infinity. 
Finally, Figure 8.2(d) shows the overhead in terms of number of DATA frames 
transmitted from all nodes, and Figure 8.2(e) shows the total number of bytes 
transmitted with each protocol. The average number of DATA transmissions 
with ADB, RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 and X-MAC-UPMA-2 are 
8.20e+3, 2.73e+4, 3.65e+4, 2.61e+6 and 4.79e+6, respectively. Compared with the 
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results in the default channel model, more DATA frames have been transmitted 
with ADB, RI-MAC-1.5 and RI-MAC-4.5 due to more retransmissions. In some 
random runs RI-MAC-1.5 shows a much smaller value than its average value, 
as many packets fail to reach all nodes in the network, and thus there are fewer 
rebroadcasts. The similar trend can be observed for the number of bytes trans-
mitted (Figure 8.2(e)). The average numbers of bytes transmitted with ADB, 
RI-MAC-1.5, RI-MAC-4.5, X-MAC-UPMA-1 and X-MAC-UPMA-2 are 7.12e+6, 
7.90e+6,8.38e+6,1.07e+8 and 2.31e+8, respectively. 
8.1.3 Comparison to Optimal Latency 
Figure 8.3 shows the difference between the delivery latency achieved by ADB and 
the optimal delivery latency to each node. The optimal delivery latencies are cal-
culated based on the topology of a network, wakeup schedules of each node, and 
origination time of each broadcast; transmission delay, link errors and collisions 
are ignored in calculating the optimal delivery latency. The latencies achieved by 
ADB used in this figure are those for the 100 broadcast packets originated dur-
ing one randomly selected run for each wireless channel model described above; 
the default ns-2 model (Section 8.1.1) and the model with increased packet losses 
(Section 8.1.2). 
With the default ns-2 channel model, the differences from optimal are essen-
tially 0 for more that 80% of the packet deliveries. For around 15% of the packet 
deliveries, the latencies with ADB are slightly larger due to the delays for ADB to 
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ADB. 
resolve collisions. For the remaining 5%, the differences increase almost uniformly 
between 0.5 and 1.5 seconds. These increases occur when a transmitter missed 
the opportunity to deliver a packet immediately when an intended receiver wakes 
up, either due to failure to receive the beacon from the receiver or due to busy 
medium around the transmitter which stops the transmitter from transmitting the 
packet in time. Once the transmitter is unable to deliver the packet while the re-
ceiver is still awake, the transmitter must wait until the receiver wakes up for the 
next cycle. The next wakeup time is a uniform distribution between 0.5 and 1.5 
seconds, which matches well with the distribution of the large differences at the 
top of the figure. When using the modified channel model with increased packet 
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losses, delivery latencies get larger due to the greater number of lost beacons and 
DATA frame transmissions. 
8.2 Experimental Evaluation on MICAz Motes 
In order to explore platform-dependent issues and details not completely captured 
in simulation, I implemented ADB in TinyOS and evaluated it on MICAz motes in 
a clique network and in a random network. As described in Section 7.5, this ADB 
implementation uses the UPMA framework [20,43] in TinyOS, integrated with the 
RI-MAC unicast module [41]. The configuration of payload size and duty cycle 
interval are the same as those in the simulations described in Section 8.1. 
In each experiment with the testbed, no DATA packets are generated for the 
first 2 minutes, during which time ADB collects and distributes information for 
the neighbor lists. Clock synchronization among nodes is also done during this 
time for later trace analysis; this clock synchronization is not used by the proto-
cols. As all the operations during the first 2 minutes happen only once during 
the lifetime of a network and are protocol dependent, count energy consumption 
and message overhead are not counted during this time. After this initialization, 
the sink node periodically originates a broadcast DATA packet, for a total of 75 
originated broadcast packets. 
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8.2.1 Results in a Clique Network 
I first present the experimental results for a clique network of 5 nodes, where all 
nodes are placed close to each other, one random node is chosen as sink, which 
originates a broadcast packet every 10 seconds. This interval is large enough to 
ensure that a new broadcast packet is originated only after all transmissions of the 
previous broadcast packet have finished. 
The measured performance for X-MAC-UPMA and ADB in this clique network 
is shown in Table 8.1. The average duty cycle with ADB is only 6.2% of that with 
X-MAC-UPMA, since a node with ADB goes to sleep immediately once all its 
neighbors are either reached or delegated for a given broadcast, but X-MAC-UPMA 
must repeatedly transmit the DATA over an entire duty cycle. Both ADB and 
X-MAC-UPMA achieve 100% delivery ratio, but ADB uses much less energy. The 
average delivery latencies with both X-MAC-UPMA and ADB are about half a 
duty cycle interval, as nodes wakes up asynchronously. ADB shows slightly larger 
latency, which is mainly due to the difference in generated random numbers that 
determine the wakeup schedules of each node. 
As a node with X-MAC-UPMA repeatedly transmits copies of a DATA packet 
for an entire duty cycle interval, many more frames are transmitted over the air 
compared with ADB. The number of bytes transmitted with ADB is only 2.3% 
of that with X-MAC-UPMA, substantially reducing channel contention and leav-
ing additional capacity for traffic from other nodes, if needed. There are 300 total 
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Table 8.1. Performance comparison in a 5-node TinyOS clique network 
Average duty cycle (%) 
Delivery ratio 
Average latency (s) 
Message overhead (bytes) 
DATAs transmitted 
ACK beacons transmitted 
Other beacons transmitted 
X-MAC-UPMA 
53.47 
100 
0.53 
2,875,125 
70,125 
-
-
ADB 
3.36 
100 
0.60 
65,586 
300 
302 
3,332 
DATA frame transmissions with ADB, translating to exactly 4 DATA frame trans-
missions (one to each non-sink node) per originated broadcast packet. This result 
shows that ADB efficiently avoids redundant transmissions. 
The total number of ACKs is 302 rather than 300 because, following 2 differ-
ent DATA transmissions, two nodes returned an ACK rather than just one node. 
As discussed in Section 7.5, The implementation uses a broadcast destination ad-
dress for all DATA transmissions. Infrequently, a node may mistakenly believe the 
DATA was intended for it and return an ACK in addition to the ACK from the 
intended receiver, causing a collision. Such a collision is not very harmful, as the 
receiver has received the DATA and the following beacon or a frame with an ADB 
footer from that receiver will notify the transmitter of this. 
8.2.2 Results in a Random Network 
Finally, I also evaluated ADB in a multihop random network deployed in an apart-
ment, as show in Figure 8.4. Each node is placed below a wall power outlet, 
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Figure 8.4. Topology of a 10-node random network deployed in an apartment. 
in order imitate (for example) a sensor network deployment for monitoring en-
ergy consumption of household appliances. Node 1 is the sink and generates one 
broadcast packet every 20 seconds. This interval is twice the interval used for the 
clique network above, as the number of nodes is doubled. In this way we ensure 
the transmissions for one broadcast packet have finished before another broadcast 
packet is originated. 
The performance of X-MAC-UPMA and ADB in this 10-node network is shown 
in Table 8.2. As it is difficult to sniff all packets in a multihop network, the message 
overhead is not compared here. The average duty cycle with ADB is about 10% of 
that with X-MAC-UPMA. Unlike the results in the clique network, ADB shows 
a smaller average delivery latency than with X-MAC-UPMA, as each node occu-
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Table 8.2. Performance comparison in the 10-node TinyOS network 
Average duty cycle (%) 
Delivery ratio 
Average latency (s) 
X-MAC-UPMA 
27.00 
99.47 
0.71 
ADB 
2.77 
99.47 
0.64 
pies the medium for a duty cycle interval with X-MAC-UPMA, which introduces 
longer delay before next node can begin forwarding the packet. 
Both X-MAC-UPMA and ADB achieved high packet delivery ratio of 99.47%. 
X-MAC-UPMA was able to maintain a high delivery ratio since in this network, it 
is unlikely to have transmissions from hidden nodes, avoiding the problems from 
collisions observed in the larger networks in the simulations. Unlike in the simu-
lations where ADB always achieved 100% delivery radio, a few packets failed to 
reach all nodes in the experiments. This is due to the design choice made in my 
TinyOS implementation that allows a footer with stale information to be transmit-
ted. This design choice is made to reduce delivery latency and energy consump-
tion as discussed in Section 7.5. In simulations, no delay is assumed in updating 
ADB footers; with hardware support for quickly updating destination and ADB 
footers, the above problems should be eliminated in the implementation. Even 
with platform-specific limitations, ADB still achieves the same delivery radio with 
X-MAC-UPMA with much less energy consumption. 
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Table 8.3. Average duty cycle % of each node in the 10-node TinyOS network 
Node ID 
X-MAC-UPMA 
ADB 
1 
22.8 
7.2 
2 
25.8 
4.8 
3 
25.5 
2.5 
4 
28.2 
1.9 
5 
24.9 
3.6 
6 
26.9 
1.5 
7 
28.2 
1.7 
8 
29.3 
1.1 
9 
29.6 
2.0 
10 
28.8 
1.4 
Table 8.3 shows average duty cycle at each node. With X-MAC-UPMA, the 
average duty cycles are all above 22%, mainly due to unnecessary overhearing. 
Nodes 1,2, and 3 show slightly lower energy consumption, as they are at one side 
of the network that has lower density, and thus they overhear fewer redundant 
transmissions. Nodes at the other side of the network (nodes 6, 7, 8, 9 and 10), 
however, show higher energy consumption due to increased overhearing. 
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Chapter 9 
Conclusions 
In this thesis, I have presented both a synchronous duty cycle MAC protocol, 
DW-MAC, and an asynchronous duty cycle MAC protocol, RI-MAC, which are 
designed to efficiently operate under a wide range of traffic loads. In addition, I 
have presented a multihop broadcast protocol, ADB, to efficiently distribute small 
messages in a wireless sensor network using asynchronous duty cycling. 
DW-MAC is an energy efficient protocol designed to reduce packet delivery 
latency for a wide range of traffic loads, including both unicast and broadcast traf-
fic. Compared to prior protocols, DW-MAC adaptively increases effective channel 
capacity during an operational cycle as traffic load increases, allowing DW-MAC 
to achieve low delivery latency under dynamic traffic loads. The scheduling al-
gorithm in DW-MAC integrates scheduling and access control to maintain a pro-
portional one-to-one mapping function between a Data period and the subsequent 
Sleep period, whichminimizes scheduling overhead while ensuring that data trans-
missions do not collide at their intended receivers. I compared DW-MAC with 
S-MAC (with and without adaptive listening) and with RMAC through extensive 
simulations. I found that DW-MAC outperforms these protocols, with lower la-
tency, higher power efficiency, and higher packet delivery ratios, and with increas-
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ing benefits as traffic load increases. For example, under high unicast traffic load, 
DW-MAC reduces delivery latency by 70% compared to S-MAC and RMAC, and 
uses only 50% of the energy consumed with S-MAC with adaptive listening. Un-
der broadcast traffic, DW-MAC reduces latency by more than 50% on average, 
always reducing energy consumption by more than 15%. In addition, DW-MAC 
improves packet delivery ratios under all scenarios in my simulations. 
RI-MAC uses receiver initiated data transmission in order to efficiently and 
effectively operates over a wide range of traffic loads. To achieve this, RI-MAC at-
tempts to minimize the time a sender and its intended receiver occupy the wireless 
medium to find a rendezvous time for exchanging data, while still decoupling 
the sender and receiver's duty cycle schedules. I evaluated RI-MAC through de-
tailed ns-2 simulation and through measurements of an implementation in TinyOS 
in a testbed of MICAz motes. Compared to X-MAC, RI-MAC achieves higher 
throughput, packet delivery ratio, and power efficiency under a wide range of 
traffic loads. Especially when there are contending flows, such as bursty traffic or 
transmissions from hidden nodes, RI-MAC significantly improves throughput and 
packet delivery ratio. In my experimental evaluation in my TinyOS testbed, when 
there are 4 contending flows in clique networks, RI-MAC improves throughput by 
100%, reduces delivery latency by 90%, and reduces duty cycle by 50% at sending 
nodes compared to X-MAC. In the 3-node network with hidden senders, RI-MAC 
achieves 0 packet loss compared to the more than 15% packet loss in X-MAC. Sim-
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ilar trends were also observed in my simulations for large networks. Even under 
light traffic load for which X-MAC is optimized, RI-MAC achieves the same high 
performance. 
Finally, ADB provides efficient multihop broadcast support, despite the chal-
lenges of broadcast over asynchronous duty cycling. ADB optimizes the progress 
of a broadcast at the level of transmission from a node to each of its neighbors indi-
vidually. Information about the progress is efficiently distributed, based on which 
ADB uses delegation to avoid redundant transmissions and transmissions over 
poor links. In my evaluation of ADB using ns-2 simulation in 100 random net-
works, compared to network-wide broadcast with X-MAC-UPMA and RI-MAC, 
ADB shows much higher energy efficiency, 100% delivery ratio, and lowest net-
work load. I also implemented ADB in TinyOS on a testbed of MICAz motes and 
evaluated it in a clique network and a multihop random network. Compared to an 
implementation of multihop broadcast X-MAC-UPMA, ADB shows much higher 
energy efficiency and significantly reduces network load, while maintaining low 
delivery latency and high packet delivery ratio. 
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