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Abstract
This dissertation engages with the improvement of user interfaces for manual
annotation tasks in a linguistic context. Eleven linguistic annotation tools are
evaluated in order to derive hints for good and bad designs in this specific
domain of application. The evaluation design is influenced by related work
from the field of human handwritten annotation theory and linguistic annota-
tion standards and practices. At the same time it builds upon established usabil-
ity engineering concepts and usability testing methods. The results of the an-
notation tool evaluation are documented as usability patterns. While the iden-
tification of patterns is generally considered a rather vague and unstructured
process, this dissertation presents a systematic approach for the integration of
qualitative results from a series of heuristic walkthroughs and a usability pat-
tern format. The twenty-six usability patterns identified in this work help tool
developers to prevent common mistakes and pitfalls in the design of annotation
tool interfaces. They also guide actual tool users to decide which tool to choose
with regard to usability requirements.

Zusammenfassung
Diese Dissertation beschäftigt sich mit der Verbesserung von Benutzeroberflä-
chen für manuelle Annotationsaufgaben in linguistischen Anwendungskontex-
ten. In einer Evaluationsstudie mit insgesamt elf linguistischen Annotations-
werkzeugen wurden wichtige Hinweise für gutes und schlechtes Interface-De-
sign in dieser spezifischen Anwendungsdomäne identifiziert. Das Evaluations-
design ist beeinflusst durch verwandte Arbeiten aus dem Feld der handschriftli-
chen Annotationstheorie (human handwritten annotation theory) sowie durch Stan-
dards und Praktiken der linguistischen Textannotation. Gleichzeitig baut die
Studie auf etablierten Konzepten und Methoden des Usability Engineering und
der Usability-Evaluation auf. Die Ergebnisse der Studie werden in Form von
Usability-Patterns dokumentiert. Um den häufig als vage und unstrukturiert
wahrgenommenen Prozess der Pattern-Identifikation besser nachvollziehbar zu
machen, präsentiert diese Dissertation einen systematischen Ansatz für die In-
tegration qualitativer Heuristic Walkthrough-Daten in ein bestehendes Usability-
Pattern-Format. Die so identifizierten 26 Usability-Patterns helfen Tool-Entwick-
lern dabei typische Fehler beim Design von Annotationstools zu vermeiden.
Gleichzeitig erlauben es die Patterns den Anwendern solcher Annotationstools
geeignete Werkzeuge in Hinblick auf Usability-Anforderungen für spezifische
Projekte auszuwählen.
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1. Introduction
1.1. Problem context
Since the advent of the home computer, desktop publishing and the Internet, in- Digital
annotationsformation is ubiquitously and abundantly available in digital form. Coping with
this flood of information can be very challenging, or as Shillingsburg (2006, p.
11) sums it up: "It is easy to get lost or discouraged in the field of electronic texts".
Digital annotations are an important means to make the daily flood of informa-
tion manageable, as they allow us to add "invisible intelligence" (Ruecker et al.,
2011, p. 27) to a resource (e.g. a text or an image), thus making implicit informa-
tion explicitly available in machine-readable form. This digitally annotated data
may then be accessed and processed by automatic information retrieval systems.
Although there are approaches for the automatic annotation of digital data, man- Manual
annotationual annotation is still a crucial task1, as humans are exceptionally good at iden-
tifying implicit information, using their previous knowledge to resolve complex
semantics. While rule-based and statistical approaches have had significant suc-
cess in some areas of text annotation, manual annotation and human judgment
are still indispensable when it comes to semantic and pragmatic ambiguities.
As manual annotation typically is a laborious task, computer-based annotation
tools need to provide an interface that makes the annotation process as conve-
nient and efficient as possible.
In this work, the problem context will be narrowed down to the special case Linguistic
annotationof linguistic annotation, which is a common task in corpus linguistics and other
disciplines that rely on the quantitative analysis of text. While trying to algorith-
mically implement knowledge about language, the usability of tools for manual
annotation is typically neglected by software developers in this field. As a re-
sult, we find a plethora of existing tools that aim to support and facilitate man-
ual annotation, but often struggle to do so, because of poor interface design and
an unawareness or disregard of basic usability principles. The design of user-
friendly linguistic annotation tools is even more challenging, as the user group
can be characterized by a low degree of computer literacy.
1 This assumption is backed up by recent crowdsourcing marketplaces, like e.g. Amazon me-
chanical turk (available at https://www.mturk.com), where numerous manual annotation
tasks are offered to human annotators. Note: All web pages referenced in this dissertation
were last accessed on June 06, 2014.
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1.2. Research agenda
The recurring theme of this dissertation is the improvement of user interfaces
for manual annotation tasks in a linguistic context. This goal will be achieved
by evaluating a number of available annotation tools, in order to derive hints for
good and bad designs in this specific domain of application. These hints will be
documented as usability patterns. Such patterns can help future tool developers
to prevent common mistakes and pitfalls in tool design. They also guide actual
tool users to decide which tool to choose with regard to usability requirements.
1.2.1. Objectives
To achieve this higher-level goal, a number of subordinate objectives will have to
be met. The following research objectives will be addressed in this dissertation:
• Annotation theory and linguistic annotation: Capture the state of the
art of annotation theory and derive implications for the design of user-
friendly, linguistic annotation tools (cf. chapter 2); describe typical stan-
dards and methods for linguistic annotation and further illustrate the mo-
tivation of the overall research goal of this work (cf. chapter 3).
• Evaluation design: Describe the domain of linguistic annotation in more
detail (typical users, requirements, tasks, tools) and find an appropriate
method for improving the user interface of annotation tools (cf. chapters 3
and 4); design and conduct an evaluation study that reveals positive and
negative aspects of annotation tool interfaces (cf. chapter 4).
• Pattern identification: Discuss the appropriateness of usability patterns
as a means for documenting design knowledge about annotation tool in-
terfaces; integrate the results obtained from the evaluation study with a
transparent pattern identification process (cf. chapter 5).
• Usability patterns: Create a collection of generic usability patterns for the
design of user-friendly, linguistic annotation tools (cf. chapter 6).
1.2.2. Scope and limitations
Although chapter 2 approaches annotation on a rather generic level, the focus
of this work is quite specific. Figure 1.1 shows the context, scope and limita-
tions of this dissertation: While it is possible to linguistically annotate images,
videos or audio files, this research focuses on the annotation of text documents.
Text documents and their annotation have a long history, and despite the rise of
new multimedia formats in the web context, we can also observe an increased
availability of text documents, as the web still is an interconnected hypertext at
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Figure 1.1.: Wider context, specific scope ("linguistic annotation of text documents") and basic
limitations (no image, video or audio annotation") of the dissertation.
its core. Social media services (e.g. Facebook and Twitter) in particular churn out
textual data in vast amounts, sometimes also referred to as big data.
Linguistic annotation is a typical task in the field of corpus linguistics, a branch
of linguistics that makes use of empirical data and quantitative methods. Cor-
pus linguistics in turn can be seen as a prime example of the digital humanities,
which is a rather broad term that describes the use of digital tools and resources
in the humanities (cf. Schreibman et al., 2004). The implications of this research
for other tools and applications from the field of digital humanities will be ad-
dressed in the outlook section at the end of this dissertation.
1.3. Related publications
The following articles relate to work described in this dissertation and have been
published in the course of the last years. It will be made clear throughout the
dissertation whenever contents from one of these articles are reproduced.
• Burghardt, M. (2012). Usability Recommendations for Annotation Tools.
In Proceedings of the ACL 2012, 6th Linguistic Annotation Workshop, LAW ’12
(pp. 104–112). Stroudsburg, PA, USA: Association for Computational Lin-
guistics.
• Burghardt, M. (2012). Annotationsergonomie: Design-Empfehlungen für
linguistische Annotationswerkzeuge. Information, Wissenschaft & Praxis,
63(5), 300–304.
Both these articles describe the design and results of a pilot study for the evalu-
ation of annotation tools. The pilot study is important preliminary work for the
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exhaustive series of heuristic walkthrough evaluations that is described in chapter
4.5.
• Burghardt, M., & Wolff, C. (2009). Werkzeuge zur Annotation diachroner
Korpora. In W. Höppner (Ed.), Proceedings of the GSCL-Symposium "Sprachtech-
nologie und eHumanities" (pp. 21–31). Duisburg: Abteilung für Informatik
und Angewandte Kognitionswissenschaft, Universität Duisburg-Essen.
The work described in this article provides a first systematic study of annotation
tool interfaces, indicating that most existing annotation tools are suffering from
severe usability problems. The contents of this work are referenced in chapter 4.4
(relevant aspects: tool requirements, annotation tasks, annotation tool classes).
1.4. Scholarly context
This dissertation is an interdisciplinary2 research project that solves a practi-
cal problem from the field of linguistics with tools and methods from the do-
main of usability engineering. Usability research is associated with many differ-
ent scholarly disciplines, most notably psychology (cognitive studies; human factors)
and computer science (human-computer interaction; interface design). By analyzing
digital annotation tools and practices, the dissertation also shows many charac-
teristics of the digital humanities field.
At its core, however, this work is a typical information science (IS) project, as IS
has many connecting factors to linguistics and digital humanities as well as to
usability evaluation and user interface design. A concise summary of the rela-
tionship between IS and linguistics is provided by Montgomery (1972, p. 195):
Information science is concerned with all aspects of the communication of infor-
mation, language is the primary medium for the communication of information,
and linguistics is the study of language as a system for communication informa-
tion.
While Engerer (2012) presents a comprehensive, historical overview of the rela-
tionship between IS and linguistics, there are also more recent examples of lin-
guistically motivated IS research, e.g. a study on the relation of interlingual as-
pects and the information quality of articles in Wikipedia (Hammwöhner, 2007).
IS’s interdisciplinary relationships are, however, not restricted to the field of lin-
guistics, but can rather be expanded to a wider range of humanities3, such as
literary studies (IS aspect: digital libraries), art history (IS aspect: image retrieval)
and musicology (IS aspect: music information retrieval). The connecting factors be-
tween IS and digital humanities are also reflected by recent activities in the com-
munity, such as the "5. Potsdamer I-Science-Tag" (organized by the the IS group
2 Also cf. the interdisciplinary perspective on annotation in chapter 2.2.
3 Also cf. Womser-Hacker (2010, p. 335), who notes that German IS has its roots in the human-
ities and social sciences as well as in mathematics and computer science.
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at the Fachhochschule Potsdam, in early 2014), which had the motto "Digital
Humanities meets Information Science"4. Finally, usability evaluations of infor-
mation systems can be seen as traditional IS research topics (cf. e.g. Ferreira &
Pithan, 2005).
This section has illustrated the wider scholarly context of this work as well as
the many connecting factors to the field of information science.
1.5. Outline of the dissertation
Figure 1.2 shows the overall structure of this dissertation and the main functions
of each chapter at a glance:
Figure 1.2.: Main function of the chapters in this dissertation at a glance. The size of the chap-
ters roughly indicates its extent (i.e. number of pages dedicated to the particular
chapters).
Ch. 1: Introduction The introductory chapter gives an overview of the context
of this work and also presents the research objectives of the dissertation.
Ch. 2: Annotation theory This chapter describes the state of the art of annotation
theory, including basic definitions and terminology as well as functions
and characteristics of annotations. The engagement with existing annota-
tion theory and the adaption to a linguistic context may be seen as impor-
4 Cf. DHd (Digital Humanities im deutschsprachigen Raum) blog, http://dhd-blog.org/?p=
3050
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tant preliminary work for the subsequent chapters. The chapter concludes
with a case study on linguistic annotation in a pen and paper context.
Ch. 3: Linguistic annotation The third chapter introduces common annotation
practices and standards from the area of linguistic annotation. These prac-
tices make clear that there is a necessity for manual annotation despite the
existence of automatic and semi-automatic annotation tools.
Ch. 4: Usability and the case for annotation tools This chapter starts with a de-
scription of the fundamentals of usability engineering, introducing basic
terminology and methods. It also characterizes the domain of linguistic
annotation tools in more detail by presenting user classes, tool require-
ments, typical tasks and a taxonomy of annotation tools. The main part
of this chapter is dedicated to the design of an evaluation study for the
identification of the strengths and weaknesses of the user interface of ex-
isting annotation tools. The quantitative results of this study are summed
up at the end of the chapter, whereas the qualitative results are discussed
in more detail in chapter 6.
Ch. 5: Patterns and pattern identification This chapter introduces patterns as a pos-
sible means to document the results from the usability evaluation study
that was conducted in the previous chapter. At the beginning of this chap-
ter, the general idea of the pattern concept is introduced, followed by a
more specific account of the characteristics of patterns in the context of us-
ability engineering and HCI. It becomes obvious that the identification of
patterns is a rather vague and unstructured process. This chapter presents
a systematic approach that integrates an expert-based usability inspection
method and the process of pattern identification. The approach is illus-
trated by the explanation of the generation of an exemplary pattern.
Ch. 6: Usability patterns for annotation tools This chapter describes the main re-
sults of this work: a collection of twenty-six usability patterns for linguis-
tic annotation tools, that are based on the results of a series of heuristic
walkthrough evaluations. The patterns are organized according to six cat-
egories (Installation, General UI, Primary data, Annotation scheme, Annotation
process, and Annotation visualization). Evaluation results that could not be
refined into a usability pattern are also discussed individually in this chap-
ter.
Ch. 7: Summary and outlook The last chapter concludes with a summary of the
main contributions of this work. Moreover, it presents a discussion of the
identified design patterns and critically reflects on the overall approach,
i.e. the integration of heuristic walkthrough and usability pattern struc-
ture. Finally, an outlook on future work beyond the scope of this disserta-
tion is presented.
2. Annotation theory
2.1. Introduction
This chapter gives an overview of the large body of annotation theory and re-
search, which is vital for understanding the domain of linguistic annotation and
its cognitive and functional implications for the human annotator. It will become
clear that annotation is a generic concept that reaches from semantically anno-
tated websites to handwritten comments in university course books. With the
rise of digital annotation and the steady transition of annotations from paper to
screen, numerous researchers have engaged with this topic (cf. Marshall, 1997,
1998; Schilit et al., 1998; Ovsiannikov et al., 1999; Bottoni et al., 2003; Fogli et al.,
2004; Agosti et al., 2005; Agosti & Ferro, 2007; Agosti, Bonfiglio-Dosio, & Ferro,
2007; Marshall, 2010, and many more).
In this chapter, the most prominent approaches to analyze and model annota- Research
questionstions are introduced. A review of relevant literature will help to answer the
following questions, as raised by Agosti, Bonfiglio-Dosio, & Ferro (2007, p. 1):
Q1 What is an annotation?
Q2 What are the features of annotations?
Q3 What are the ways of using annotations?
Although most of the theoretic work on annotations describes human handwritten
annotation (cf. Ovsiannikov et al., 1999), there are many connecting factors to lin-
guistic annotation, which is much more formalized. The implications of human
handwritten annotation theory for linguistic annotation tools will be pointed out
and discussed whenever appropriate. Understanding the theoretic background
of annotations in general is vital to be able to suggest solutions for the user-
friendly design of linguistic annotation tools. It is also helpful to have existing
terminology at hand when it comes to discussing specific characteristics of lin-
guistic annotation.
The chapter is structured as follows: Section 2.2 describes annotations from the Chapter
structureperspective of various scholarly disciplines; section 2.3 gives an overview of the
history and etymology of the term annotation and illustrates how annotation has
changed in the course of time. Section 2.4 provides a detailed description and
definition of annotation and related concepts. The basic constituents of an anno-
tation have been modeled by various researchers, with slightly different termi-
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nology and varying degrees of formalization; section 2.5 presents an overview
of these different annotation models. While section 2.6 describes the charac-
teristics of annotations, section 2.7 takes into account the different functions of
annotations. Section 2.8 provides the results of a an evaluation study on hand-
written annotations in a linguistic context; section 2.9 presents a brief summary
of the whole chapter and leads over to the next chapter that addresses "linguistic
annotation" in more detail.
2.2. An interdisciplinary perspective on annotation
Up to this point, annotation has been used as an umbrella term that needs to beAmbiguity
of the term further defined and disambiguated. The ambiguity of the term is also under-
lined by the final report on the "Summit on Digital Tools for the Humanities"
(Frischer et al., 2005, p. 7), where several "sub-components of annotation . . . as
an interpretation-building process" have been identified:
• Identify the environment (discipline, media)
• Encounter a resource (search, retrieval)
• Explore a resource
• Vary the scope / context of attention
• Tokenize, segment the resource (automatically or manually)
• and many more
Although annotations vary in form and function (cf. Agosti, Bonfiglio-Dosio, &
Ferro, 2007), there is one basic motivation behind any annotation task:
Basic motivation Annotations are always used to make some implicitly avail-
able information explicit, either for oneself, for other humans or for com-
puter programs.
From an information retrieval (IR) perspective, annotation is very similar to theInformation
retrieval process of document indexing. Such indices are used to create a meaningful
representation of a text which in turn can be accessed efficiently by a retrieval
algorithm. Accordingly, IR systems (e.g. a web search engine) can only be used
to search for specific document content if that content has a systematic address,
or as Gugerli (2009, p. 15) puts it: "That which is searched for has to be labeled
in order to be available and accessible" (translated from German). At the same
time, the labels have to be correct and meaningful, as "incorrect annotations in-
evitably lead to unsuccessful applications" (Wilcock, 2009, p. 1).
In the context of digital libraries (DL), annotations are understood to not onlyDigital
libraries make intrinsically hidden information explicit, but also to add new information
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to existing contents, thus enriching a given text with new thoughts and refer-
ences to other relevant texts (Agosti, Coppotelli, et al., 2007, p. 2). Along these
lines, Marshall (1998) conducted a study to analyze communicative aspects of
annotations, and to evaluate the added value of annotations in university text
books, which are passed from student to student via a store that is selling used
course books, describing the ecology of such annotated texts.
Scholars from the digital humanities have discovered the need for annotation Digital
humanitiesin the context of computer-supported work scenarios more than 30 years ago:
Stone (1982, p. 300) argues that although the computer does support schol-
arly work by means of large-scale data storage and manipulation, humanists
need to know about existing data and how it is represented and described, i.e.
scholars need to normalize and annotate their data before it can be processed
by computer tools. Schreibman et al. (2004) introduce the concept of digital re-
representation of physical artifacts, which describes the need for annotation very
well: While the mere representation of physical artifacts only creates a surrogate
(cf. Unsworth, 2004) that is trying to imitate the original artifact, it still is only an
attempt to preserve the original as a digital representation. In order to be able to
"reveal properties and traits not evident when the artifact was in its native form"
(Schreibman et al., 2004, p. xxiv), it has to be re-represented by means of adding
annotations.
In the same context Unsworth (2000) defines seven scholarly primitives, which
cover the basic activities and scholarly practices of humanists, including dis-
covering, annotating, comparing, referring, sampling, illustrating, and representing.
Other models that try to capture scholarly workflows include annotation as a
basic task, too (for an overview cf. Bélanger, 2010a). McLoughlin (2008) stresses
the importance of annotations beyond the scope of digital humanities, arguing
that it is indispensable for any researcher to explicitly encode those aspects of
data that will be investigated in more detail during the course of later research:
"Whatever aspects of the text are not encoded will not be available to the user"
(McLoughlin, 2008, p. 9). Of course this also holds true for researchers from ar-
eas who are not dealing with text, but who are annotating more complex objects
such as video files, images or even genomes.
This dissertation is focused on the linguistic annotation of text documents, which Corpus
linguisticscan be seen as a popular task in the field of corpus linguistics (for a more detailed
discussion of corpus linguistics as a discipline cf. chapter 3.2). Linguistic anno-
tation is concerned with the explicit labeling of implicit information about words
(e.g. parts of speech (POS)), sentences (e.g. syntactic information) and the doc-
ument as a whole (e.g. genre), in order to make it accessible for other readers
– especially for readers who might have difficulties in making up such implicit
information on their own, most notably computer programs (cf. chapter 3 for a
more detailed description of linguistic annotation).
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2.3. A short history of annotation
In order to shed some light on the rather generic concept of annotation, Agosti,Etymology
Bonfiglio-Dosio, & Ferro (2007, p. 2) investigated the word annotation and related
terms by looking at their historical usage. Etymologically speaking, the term
can be traced back to its Latin origin annotare, which means "to annotate" or "to
observe in writing" (Agosti, Bonfiglio-Dosio, & Ferro, 2007, p. 3). More precisely,
they describe that annotare comes from Latin ad + nota, where nota, means "to
note or to mark", and the intensifying suffix ad in compound words means "to
approach / tend /add", i.e. "ad + nota" can be translated as "add a note".
Apparently, the basic function of an annotation, which is to add some additional
information to an object like e.g. a text or an image, is expressed through the
very term annotation. Agosti, Bonfiglio-Dosio, & Ferro (2007, p. 4) also provideSynonyms
and related
terms
historical viewpoints on the concept of annotation by systematically looking up
synonyms and related terms in a dictionary of the English language. Among the
terms they identify are comment, elucidation, explanation, footnote, gloss, jotting,
note, postil, and many more. While each formulation is to be found in a specific
context, and each comprises some specific information about the actual annota-
tion, all of them share the basic function mentioned above: to add some kind of
additional information to an object.
Figure 2.1 illustrates that textual annotations have evolved, as has the mediumEvolution
of anno-
tation
for text. With the steady change from paper to screen, the functions of annota-
tions have changed, too. Picture (a) shows an annotated bible, with rich anno-
tations all around the original text (in larger print). Agosti, Bonfiglio-Dosio, &
Ferro (2007, p. 4) emphasize that the act of annotating entails an "autonomous in-
tellectual work". The value of historic annotations as some kind of self-contained
product of intellectual effort is also stressed by Wolfe & Neuwirth (2001, p. 333),
as they describe annotations as "central to knowledge sharing in medieval liter-
ary cultures", where annotations were used to discuss and communicate with
other annotators. As text reproduction in medieval times was accomplished
by laborious, manual copying and transcribing, oftentimes annotations were
copied along the way of transcription, thus becoming part of the primary text.
The communicative and cooperative functions of annotations will be examined
in more detail later on. It is, however, noteworthy that the main function of
annotations as a means of communication between different human readers of
a text has expanded to include computers in the communication as well, thus
demanding more formal and abstract forms of annotation which in turn are not
easy to understand by humans. It is due to this change of annotations that we
find a gap between human- and computer-readable annotations.
Wolfe & Neuwirth (2001, p. 333ff.) also note that in medieval times, i.e. before
the age of printed books, annotations were produced more collaboratively, as
many people had to share the same book (and the same annotations). As a result
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(a) Bible with commentary from the
Glossa Ordinaria (image source: Wolfe &
Neuwirth, 2001, p. 334).
(b) Annotated, modern book: Use of col-
ored felt-tips and highlighters.
(c) Annotated PDF. (d) XML markup & rendering.
Figure 2.1.: Examples for different kinds of annotation throughout history.
of the rise of the letterpress, people tend to have their private copy of a book, and
are therefore more inclined to make personal annotations (cf. Picture (b); also cf.
Marshall & Brush, 2004).
Digital books (cf. Picture (c)) technically provide both annotation scopes that
have been described so far: the annotator can keep his copy and his annotations
private, or he can share his annotations (read + write) with others5. Beyond
that, digital texts in the form of PDFs or some other e-book formats play an
important role in bridging the gap between human handwritten annotations and
more formalized, machine-readable annotations. A PDF for instance may be
annotated with some freehand content, i.e. it is very similar to handwritten
annotation on paper, but it cannot be interpreted by the computer. If a note is
applied to the PDF via keyboard, it is in a machine readable format but does not
feel quite as natural as freehand annotation6.
5 Many recent ebook readers, like for instance Amazon’s Kindle, offer to peek at the shared
annotations of other readers of the same digital book. The actual annotators are, however,
anonymous.
6 It must be noted that most freehand annotation modes do not feel too natural at all. Only few
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Picture (d) shows an example of digital annotation, which is highly formalized
by using XML markup. These annotations are optimized for machine process-
ing, but at the same time are not ideal for human processing. Scholars from the
humanities in particular have a hard time reading and writing XML and related
formats, as markup languages typically are not part of their genuine, domain-
specific skill set. Vanhoutte (2011, sec. 2.2, para. 3) mentioned the issue of "angle
brackets fear" in his keynote at the 2011 Annual Conference and Members’ Meeting
of the TEI Consortium , kicking off a lively debate (which was picked up several
times throughout the conference) between those who think it is just a natural
fear, as XML is none of a humanities scholar’s business, and those who think it
is just a psychological condition that can be easily overcome by any humanist
who is willing to learn formal markup languages.
Implications for linguistic annotation: The main challenge for linguistic anno-
tation tools is to bridge the gap between human handwritten annotations and
formalized, machine-readable markup. Flynn (2006, 2009) has noted the same
gap in the context of authoring tools for structured documents, e.g. for XML or
TeX editors.
2.4. Describing annotation and related concepts
Before trying to provide a working definition for the term annotation, a basicAnnotation:
activity vs.
result
distinction has to be made when talking of annotations: the first meaning of
annotation denotes an activity, i.e. "the act of annotating", the second meaning
denotes the result of such an activity, the actual annotation, i.e. "a note added as
an explanation" (Agosti, Bonfiglio-Dosio, & Ferro, 2007, p. 2). In the course of
this dissertation both meanings will be used frequently, as an enhanced usability
of annotation tools is concerned with both, the act of annotation, i.e. some kind
of user activity, as well as the actual result, the annotation itself. If the distinction
of process vs. result is not possible by mere context, annotation as an activity will
be paraphrased as annotation task, annotation process, etc.
The most common way to distinguish annotations is by their degree of formalityFormal vs.
informal
annotation
and structure (Marshall, 1998, p. 41). XML markup can be seen as a good exam-
ple for more formal annotations, whereas freehand scribbles and comments on
printed or electronic books are less structured and less formal. Traditionally, an-
notations have been informal, but with the rise of electronic texts and the main
recipient of annotations increasingly becoming machines rather than humans, a
more formal approach to annotation had to be established. Agosti et al. (2005, p.
4) illustrate the difference between formal and informal annotations in the con-
text of digital libraries (DLs): While the formal tagging of electronic documents
systems use pens and highly sensitive touch-screens to provide a nearly natural annotation
experience.
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is always based on some predefined annotation scheme, informal annotations
such as personal user comments, which are by nature less structured, are often
formulated ad hoc and are intended mainly for social navigation through the text.
As corpus linguistics has been so successful mostly due to the availability of TEI
large amounts of electronic data and machines to process that data, formal markup
languages are closely connected to state of the art linguistic annotation. While
the different existing standards and languages in this area will be addressed
in chapter 3.3, for now some basic terminology will be discussed as it is used
by the Text Encoding Initiative (TEI7), which is one of the most renowned XML
based markup languages8 for the academic annotation of text documents. The
basic purpose of the TEI is to provide a suitable way of representing the fea-
tures of textual resources in order to enable and facilitate their processing by
computer programs (TEI, 2014a, para. 2). More concretely, TEI suggests a set of Tags
textual markers, so called tags, which allow computers to distinguish between
structural/semantic markup and the original text. Tags function like machine-
readable labels that can be placed on a piece of text. Such labels have two main
functions: (1) To provide additional information about the labeled text, e.g. how
it should be presented, and (2) to indicate which span of text is labeled, i.e. where
one label stops and some other label or even entirely unlabeled pieces of text
start (cf. Figure 2.2).
Figure 2.2.: XML tags function as labels, adding information to a delimited piece of text.
A specific collection of tags is called a markup vocabulary, which is defined by Markup,
encoding,
tagging
a more generic markup language. According to the TEI guidelines, the process
of adding such tags to a textual resource is called markup, encoding or just tag-
ging. These terms can be seen as synonyms for annotation, where each of them
describes rather formal types of annotation. Bearing in mind that the term anno- Linguistic
annotationtation is ambiguous in describing informal as well as formal additions to a text,
it may at first seem strange to speak of linguistic annotation rather than linguistic
7 http://www.tei-c.org
8 XML can be used to define markup languages for specific purposes (e.g. XHTML for the
markup of websites) by defining the features and characteristics of a document type in a
Document Type Definition (DTD).
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markup or encoding. Nagao (2003, p. 61) observes a trend to use the term an-
notation in the area of language engineering and corpus linguistics9. A Google
lookup of the frequencies of phrases like linguistic annotation or linguistic markup
seems to confirm the predominance of annotation when combined with linguistic
(cf. Table 2.1).
Term Total hits Hits for phrase Percen-
on Google ("linguistic + term") tage
Annotation 51 200 000 47 900 0.094%
Encoding 113 000 000 20 000 0.018%
Markup / mark-up 45 650 000 4 060 0.009%
Tagging 66 300 000 4 060 0.006%
Labeling / labelling 75 100 000 2 715 0.004%
Table 2.1.: Frequencies for single terms and phrases ("linguistic" + term) as well as percentage of
phrases in relation to the total hits (source: Google lookup, August 29, 2012).
Bradley & Vetch (2007, p. 1) explain their understanding of annotation as some
kind of umbrella term, differentiating a "specialized meaning", such as e.g. lin-
guistic annotation, and a "more mundane" meaning of annotation, which is very
closely related to the area of unstructured, freehand annotations, for instance on
the margins of a book. In the course of this dissertation, the term annotation will
be used synonymously for markup, encoding or tagging10, and the term annota-
tion scheme for markup vocabulary. One of the most common ways to describe
such an annotation scheme is by creating a Document Type Definition (DTD). A
DTD not only contains all possible or allowed tags of an annotation scheme, but
also basic rules on how the different tags can be structured and combined. A
more sophisticated way to describe an annotation scheme would be by means
of XML Schema.
Annotations can be categorized as (1) structural annotations, which are neededBasic types
of anno-
tation
to describe the structure of a text, and (2) descriptive (or also: positional) anno-
tation, which describe the actual text in a semantic dimension (Paulsson & En-
gman, 2007, p. 2). The second type can have different levels of granularity, i.e.
a descriptive annotation can relate to one word, a sentence or the whole docu-
ment. When it comes to descriptive annotations, another term frequently occurs:Anno-
tation vs.
metadata
Metadata is defined and used very heterogeneously in respective literature. Some
authors define metadata as a subcategory of annotation (cf. Paulsson & Engman,
2007; NISO Press, 2004), and vice versa (cf. Agosti & Ferro, 2007). Popescu-Belis
(2010, p. 189) notes that depending on the respective field of study, some disci-
plines seem to be more fond of the term annotation (e.g. speech and language
9 For more examples of the use of annotation in a linguistic context cf. Leech (1997), Ide & Ro-
mary (2004), Wilcock (2009), and many others. The term is also used throughout international
standards like the Linguistic Annotation Framework (ISO 24612, 2012) .
10 The term tagging will be picked up as a specific form of linguistic annotation in chapter 3.6,
where tagging refers to the annotation of word classes (part of speech tagging).
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studies), while others prefer metadata (e.g. video and image processing). Ru-
vane (2007, p. 1), however, observes that similar to the use of markup and en-
coding for more formal types of annotation, there seems to be an inclination to
use the term metadata for formal markup of digital documents, and annotation
for more informal, unstructured notes or comments scribbled on paper. This in-
terpretation sounds plausible, as traditionally the term metadata has been used
in libraries, in order to describe books with the help of a set of formalized, pre-
defined metadata categories such as title, author, year, genre etc. With the rise Metadata
frame-
works
of digital resources, metadata plays an important role in the digital world and
especially in the semantic web, spawning many different standards and frame-
works like e.g. the Dublin Core Metadata Initiative (DCMI), the Resource Descrip-
tion Framework (RDF), and the Multimedia Content Description Interface (MPEG-7).
Figure 2.3 shows a typical example for the use of metadata in the context of web-
sites. HTML (Hypertext Markup Language) provides a set of meta-tags, including
e.g. a description of the website, keywords, which are very similar to the descrip-
tors used in libraries, and an author of the page content.
Figure 2.3.: HTML metadata for websites.
Popescu-Belis (2010) discusses the conceptual distinction between metadata and
annotation in the context of multimodal corpora, by introducing the dimension
of time as a parameter of differentiation. He defines "annotations as the time-
dependent information which is abstracted from input signals" and "metadata
as the static information about an entire unit of data capture (e.g. a session or
a meeting), which is not involved in a time dependent relation to its content"
(Popescu-Belis, 2010, p. 187-188). Although the dimension of time is of little
relevance for the annotation of static texts, the timeline is an important metaphor
in multimodal annotation of video and audio data, as it indicates the sequential
processing of a multimedia file. Time-dependency could be translated into the
field of static text annotation as the selection of single spans of text while time-
independent metadata applies to the whole document.
Agosti & Ferro (2007, p. 4ff.) identify two main views on annotation11 (also cf. Annotations:
metadata vs.
content
Agosti, Coppotelli, et al. (2007, p. 2) and Marshall (1998, p. 41)):
11 Agosti, Bonfiglio-Dosio, & Ferro (2007, p. 7-8) also suggest further viewpoints on anno-
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• Annotation as content (cf. Marshall’s concept of informal annotations)
• Annotation as metadata (cf. Marshall’s concept of formal annotations)
Annotation as content is to be understood as new, additional content that is
added to some previously existing content. It is less structured and formalized
and thus primarily intended for human recipients. Annotations as content can
be further differentiated as "annotation as content enrichment" and "annotation
as stand-alone document", which indicates that annotations can become actual
documents themselves (Agosti, Bonfiglio-Dosio, & Ferro, 2007, p. 7). However,
annotation as metadata is characterized by extending some existing content in
order to clarify its meaning. Typically this kind of annotation is more formal
and to some degree restricted and limited, as it has to adhere to a predefined
annotation scheme. At the same time, metadata annotations can be processed
more easily by computer programs. An overview of the differences between
annotation as content and annotation as metadata is given in Table 2.2.
Parameter Annotations as content Annotations as metadata
Description New content added to
existing content
Data added to existing con-
tent
Recipients Humans (make document
readable for humans)
Computers (make document
machine-readable)
Form Informal / implicit
annotation, not easily
processable by a machine
More formal / explicit anno-
tation, has to adhere to a pre-
defined scheme
Function Enhance existing content by
additional elucidations and
explanations
Clarify properties and se-
mantics of the annotated
content
Table 2.2.: Overview of annotations as content vs. annotations as metadata (cf. Agosti & Ferro,
2007; Agosti, Coppotelli, et al., 2007; Agosti, Bonfiglio-Dosio, & Ferro, 2007).
A typical example for metadata is the annotation of websites with metadata,
which is also called semantic annotation (cf. the respective metadata frame-
works mentioned above). Agosti & Ferro (2007, p. 5) describe another example,
which is vital for the view on annotations in this work:
Similar uses of annotations can be found in the natural language processing field;
for example, part of speech tagging consists of annotating each word in a sentence
with a tag that describes its appropriate part of speech so as to decide whether a
word is a noun, a verb, an adjective.
Implications for linguistic annotation: Although Agosti & Ferro (2007, p. 5)
categorize linguistic annotation as metadata, the predominant term for adding
tations, such as "annotations as hyperlinks", stressing the possibility to create relationships
between contents, "annotations as a kind of context", i.e. annotations introducing a new layer
of explanation of contents, and "annotations as dialog acts", describing the collaborative and
communicative nature of annotations.
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linguistic information to a text document is annotation (cf. the previous discus-
sion on the usage and interpretation of annotation in different disciplines). For
the rest of this dissertation, annotation will refer to adding linguistic information
to a text in the form of tags.
2.5. The elements of annotation
Until now, the concept of annotation has been discussed on a rather generic
level, assuming that an annotation is anything that is added to the original text.
It is, however, necessary to identify and describe the single constituents of an
annotation to be able to systematically improve the process of linguistic annota-
tion. These basic constituents have been discussed from many different perspec-
tives (Agosti et al., 2004; Agosti & Ferro, 2007; Bargeron et al., 2001; Bottoni et
al., 2003; Fogli et al., 2004; Marshall, 2010; Ovsiannikov et al., 1999), some more
formal than others (cf. Figure 2.4).
Figure 2.4.: The elements of annotation are defined and discussed with different degrees of for-
mality throughout literature (visualization as a continuum).
The goal of this section is to introduce some of the most prevalent definitions
for the elements of annotations and to discuss and adapt them for the context of
linguistic annotation.
2.5.1. Anatomy of an annotation
Catherine C. Marshall was one of the first to systematically describe the practices
of handwritten annotation. Her basic idea was to analyze students’ annotations
in printed university textbooks, to examine implications for digital material and
to derive clues on how to design annotation systems in the digital library con-
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text (cf. Marshall, 1997, 1998). Since Marshall’s studies toward a theory of anno-
tation, several other scholars have tried to identify and formalize the elements
of annotation (cf. Figure 2.4). In her most recent book Marshall (2010, p. 42)
stresses the need for consistent terminology for annotations in order to enable
interoperable annotation services. To this end, Marshall (2010, p. 42ff.) suggests
three basic elements, which constitute the basic anatomy of any annotation: body,
anchor and marker of an annotation (cf. Figure 2.5)12.
Figure 2.5.: Marshall’s anatomy of an annotation (image source: Bélanger, 2010b, p. 13).
The body of an annotation is the actual content that is added to a text. ThisBody
content may reach from cryptic signs, like an asterisk or a smilie (example for
rather implicit content), to elaborated comments (more explicit content)13. The
annotation body is connected to an anchor that denotes the scope of a portion of
text an annotation does relate to. Marshall (1998, p. 43ff.) suggests four scopesAnchor
of anchors:
Link to a collection e.g. "Chapter 7" (widest scope)
Node-to-annotation links are "annotations that don’t visibly refer to any particu-
lar document element, but are localized within a document page"
Standard hypertext associations "from an anchored portion of the text to a note
or commentary"
Word-to-word associations "particularly common in foreign language texts, in
which the student translates a word into his or her native language, usu-
ally writing between lines of text" (narrowest scope)
According to Marshall (1998, p. 43ff.), mechanisms to establish connections
(links) between an anchored portion of text and the actual annotation content
can be arrows, brackets, braces, some custom marks or just proximity. Like the
body of an annotation, an anchor may be explicit (e.g. an underlined portion
of text) or implicit (only spatial relation between anchor and body). Fogli et al.
12 Note: In an earlier study, Marshall & Brush (2004, p. 3) named the same three constituents
content (= body), anchor, and type (= marker).
13 The characteristics of annotations are described in more detail in chapter 2.6.
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(2004, p. 1) introduce the base of the annotation as another useful term that allows
us to differentiate between the actual annotation (= body) and the object that is
being annotated (= anchor). As there can be many different annotations, the base
of the annotation has to be marked with some kind of visual identifier that makes
clear where a base starts and where it ends, and a visual link that points to the
actual annotation (Fogli et al., 2004, p. 1). Marshall calls such visual identifiers Marker
markers: The marker is the actual visualization of the anchor and can be charac-
terized by its shape, its position, and its materialization (e.g. color). In a study on
handwritten annotation behavior, Marshall & Brush (2004, p. 3) analyzed more
than 1 500 annotations to identify underlines, highlights, circles and margin bars
as the most common types of markers. Furthermore, Marshall (1997, p. 134)
observed the following characteristics for the form a marker can take:
• In-text annotation vs. annotation on margins or on other blank spaces
• Telegraphic vs. explicit (meaning of) annotation
• Removable (post-its, dog-ears, bookmarks) vs. part of the text
Implications for linguistic annotation: Marshall’s simple model can be applied
to the area of linguistic annotation with a few limitations: Marshall does not
address the issue that the bodies of several annotations might be identical, or
in other words: one annotation content (e.g. the value "noun") can be related
to several anchors. It is also important to note that a computer only needs the
body of annotation and its anchor to interpret an annotated document. The vi-
sual marker is an appliance for human readers of the annotations. One com-
mon problem of linguistic annotation tools is that the XML-formalized anchors,
which are primarily intended for machines, are oftentimes also used as visual
markers for human readers. A user-friendly annotation tool should address the
issue of alternative, human-readable annotation markers. This becomes even
more challenging when we consider the different types of linguistic annotation
(cf. section 3.4.3) and the common practice to add multiple, parallel annotations
to one anchor (multi-level annotation).
2.5.2. A theory of human handwritten annotation
Only a few years after Marshall’s studies on the features and characteristics of HHA vs.
HEADannotations, Ilia A. Ovsiannikov (2002) finished her dissertation on "Annota-
tion Databases for Distributed Documents"14, introducing a human handwritten
annotation theory (HHAT) in order to provide a framework for all kinds of hu-
man handwritten annotations (HHA), which she sees as the basis for the design
of better electronic annotation systems, an area of research she refers to as hu-
man electronic annotation of documents (HEAD). In order to build a fundamental
14 Note: The dissertation covers many issues from the frequently cited article "Annotation Tech-
nology" (Ovsiannikov et al., 1999).
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HHAT, Ovsiannikov (2002, p. 6ff.) conducted an extensive case study, examin-
ing a large collection of manually annotated documents (HHA) from university
students and staff. Similar to Marshall, her basic hypothesis is that electronic
annotation can be enhanced and optimized by looking at the paper annotation
process:
A typical Tablet PC-based HEAD application will feature natural, paper-like an-
notation of electronic documents, provide advanced support for active reading,
collaboration, knowledge lifecycle and ensure tolerance to electronic document
changes. (Ovsiannikov, 2002, p. 4)
Similar to Marshall’s body-anchor-marker troika, Ovsiannikov et al. (1999, p.
340) present some basic elements concerning the structure and appearance of
an annotation, namely: atoms, clumps (a set of semantically related atoms) and
annotations, which are linked to atoms or clumps.
Figure 2.6.: Visualization of the basic concepts of Ovsiannikov’s human handwritten annotation
theory (HHA) (cf. Ovsiannikov et al., 1999; Ovsiannikov, 2002).
An atom (cf. Marshall’s anchor concept) is "the largest annotated indivisible unitAtoms and
clumps of data of some format" (Ovsiannikov et al., 1999, p. 340), e.g. a piece of text,
a sector of an image or a snippet of an audio file. The clump concept can be
used to group a "set of semantically related atoms" (Ovsiannikov et al., 1999, p.
340). While Marshall defines the presentation of the anchor as an element of its
own (the marker), Ovsiannikov et al. (1999) differentiate between the visualiza-
tion of atoms and the functions they have. In her case study Ovsiannikov (2002,Visualization
p. 11ff.) found that in HHA there are typical practices to visualize anchors (=
atoms), or in other words to make a selection of text which is about to be anno-
tated. Among the most common techniques are circles, enclosing text in boxes or
brackets, highlights as well as the use of underscores and sometimes even strikeouts.
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Another important characteristic of such visualization techniques for anchors is Functions
the scope, which can have different granularity, ranging from the selection of
single characters to the selection of multiple lines or even pages. It also seems
interesting that practices for selecting an atom are not merely a means to create
visual demarcations with a certain range, but also a means to emphasize certain
parts of a document by using color or thicker lines (Ovsiannikov, 2002, p. 15ff.).
Ovsiannikov (2002, p. 19) also observes that "atom markings" can be used as
action instructions, like e.g. the deletion of a passage of text by crossing it out.
Although emphasis is often used as a means to re-find important passages in
HHA, it has not been considered in linguistic annotation. However, there may
be some cases where emphasis can support linguistic annotation scenarios: (1)
Emphasis can help to solve complex annotation tasks, which include multiple
atoms that may be scattered over several pages. (2) The emphasis of interesting
linguistic phenomena could also be visualized later, when the annotated data is
queried and analyzed (e.g. optionally highlighted phrases in the KWIC-view of
a corpus tool).
An annotation (cf. Marshall’s body concept) is "a datum created and added by a Annotation
third party to the original document" (Ovsiannikov et al., 1999, p. 340), which
may be anything from written, interlinear notes to personal drawings or embed-
ded video-clips, placed on the margins of the document. Each atom is connected Linking
to one or more annotations. It is also possible to link the same annotation to a
clump. By treating links as a means to connect atoms and annotations Ovsian-
nikov (2002, p. 22ff.) suggests three main categories of links:
Proper links have some explicit, visual linking symbol that works good for short
distances (i.e. on the same page)
Links by reference are realized by means of a placeholder element that is refer-
encing the actual annotation
Implicit relations are realized by methods like aligned (same axis) and direct over-
lap (on top of the text) or adjacency.
Ovsiannikov (2002, p. 19ff.) also offers a basic classification for the forms a hand- Forms
written annotation can take, and where it is likely to be positioned. Among the
most common forms are symbolic, text and pictorial annotations, but also formu-
lary (mathematical) and tabular annotations. Possible locations for annotations Locations
are: on margins, in-line, in footer, in header and in blank space. If the atom has not
been marked explicitly, "the annotation is placed in such a way as to implicitly
select it" (Ovsiannikov, 2002, p. 20). Annotations may, however, differ with re- Semantic
claritygard to their semantic clarity (Ovsiannikov, 2002, p. 20-21): Conventional annota-
tions are rather explicit, and can be understood by readers other than the actual
annotator, as they make use of a commonly known vocabulary. Annotations
can also be idiomatic, i.e. they are not as explicit as conventional annotations, but
still understandable in the right context (e.g. an exclamation mark on the margin
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next to a text passage). Idiosyncratic annotations are very hard to understand by
readers other than the original annotator, as they use unconventional symbols.
A fourth dimension for the categorization of semantic clarity of annotations is
to be found with emphatic annotations, which are most commonly realized by
using exclamation marks or stars.
Implications for linguistic annotation: Ovsiannikov’s (2002) distinction between
human handwritten annotation (HHA) and human electronic annotation of doc-
uments (HEAD) is important for this dissertation. While the approach to use
insights from HHA for the enhancement of HEAD-tools seems plausible, both,
Marshall’s and Ovsiannikov’s research leave behind some open questions for
the case of linguistic annotation:
• What can be learned from HHA and HEAD for more formal annotation
tasks like for instance linguistic annotation, and how does linguistic anno-
tation relate to HHA and HEAD?
• Can annotation tools be improved by offering a special view that hides
formal XML markup and instead offers elements which are known from
HHA?
• Is it reasonable to offer two different views on linguistic markup, a formal
view that contains the actual XML annotations, and a personal view that
helps the annotator to read and understand the text he is about to anno-
tate?
Another interesting aspect is the notion of clumps, which imply that one anno-
tation may relate to a collection of atoms. As opposed to HHA, this seems to
be a likely scenario in linguistic annotation, where technically the same anno-
tation content can be related to several atoms. This issue is closely connected
to the types of annotations that occur in HHA/HEAD and in linguistic anno-
tation scenarios: Typically, HHA/HEAD scenarios use ad hoc annotations, i.e.
the annotators do not use static, predefined annotations schemes. It is, however,
possible that certain colors or symbols, like for instance an asterisk, may have a
predefined meaning for the annotator. In the case of linguistic annotation, pre-
defined annotation schemes are the norm. This is due to the need for formalized
annotations, which demand to define and encode the possible annotation values
in advance. The consecutive questions15 would be:
• What kinds of different tasks do we have in linguistic annotation (POS-
annotation vs. co-reference annotation)?
• Are there annotation tasks in HHA that are similar to linguistic annotation
tasks?
• Can certain linguistic annotation tasks be implemented in a way that feels
15 Some of these questions will be addressed in a case study on handwritten linguistic annota-
tion (cf. chapter 2.8).
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as natural and intuitive as it would in HHA (e.g. annotate POS like you
would use a highlighter, etc.)?
Along the same lines, Marshall (1997, p. 135) addresses the problem of cognitive
overhead, which is generated by using multiple annotation tools to accomplish
the realization of the actual annotation:
Using annotation tools (such as pens) demands a certain amount of attentional
resource. As Thorngate suggests, making choices expends attention. . . . Students
who use highlighters write fewer marginal notes than students who underline
passages with pens. . . . In one of the copies . . . the student used a color-coded
highlighting scheme that seems to have required a great deal of attention.
These observations illustrate that the need for easy-to-use and intuitive anno-
tation tools and the requirements to realize more complex annotations seem to
be conflicting. At the same time, linguistic annotation tools have to face the
challenge of annotating a huge number of different annotation values system-
atically, i.e. according to a predefined scheme (so the computer can understand
the annotations). Such multi-value annotation is cognitively very demanding, as
the annotator must switch the tool for every annotation category. The annotator
also needs to know the whole scheme in advance, i.e. he needs to know which
categories are existent for annotation.
2.5.3. A formal model for digital annotation
While Marshall and Ovsiannikov are ranged more at the informal end of the con-
tinuum described in Figure 2.4, Agosti & Ferro (2007) can be seen as a prominent
example for the more formal extreme. In their formal model on digital annotations, Digital
objectsAgosti & Ferro (2007) build on existing concepts such as digital objects, which
were first introduced by Bottoni et al. (2003)16. Accordingly, a digital object o is
defined as a tuple of attribute-value pairs. The type name of a digital object indi-
cates that it belongs to a certain category, e.g. a text file or an annotation. The
attribute-value pairs describe the digital object and may include items like e.g.
author, title or creationDate.
o = typeName((attr1; val1), (attr2; val2), ...(attrn; valn))
Bottoni et al. (2003, p. 2) suggest two attributes as mandatory for any digital Mandatory
attributesobject: a unique identifier and some actual content. With digital annotations be-
ing one possible type category of digital objects, two additional attributes are
suggested as mandatory: a location, describing "a reference to the annotated por-
tion(s) of the object(s)", and a placeHolder for the "rendering of indications of the
16 Bottoni et al. (2003) may be seen as founders of an Italian school of formal annotation theory,
as their original idea of a digital object has been adopted by a number of fellow countrymen
(Agosti et al., 2004; Fogli et al., 2004; Agosti & Ferro, 2007).
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presence of annotations" (Bottoni et al., 2003, p. 3). These two attributes cor-
respond to Marshall’s anchor (= location) and marker (= placeHolder). Further
attributes of digital annotations are its role (e.g. explanation or emphasis) and its
accessibility to other users.
While Marshall’s body-marker-anchor formula is easy to understand, it does not
cover all annotation scenarios satisfactorily, as it is focused on handwritten an-
notations that support the human reading process. Although (much like Mar-
shall) primarily interested in the use of annotation in the context of digital li-
braries, Agosti et al. (2004) argue for a more generic definition of the elements
and contextual variables of annotations that could be applied to any scenario
involving some form of digital annotation. Building on the aforementioned con-
cept of digital objects, Agosti et al. (2004, p. 250) offer a comprehensive model
of annotations (cf. Figure 2.7) in the form of an entity-relationship model (cf. Chen,
1976), extending the basic constituents of Marshall and Ovsiannikov by adding
further entities to describe the concept of (digital) annotation extensively.
Figure 2.7.: Entity-relationship model of digital annotation (image source: Agosti et al., 2004, p.
250).
Modelling annotations: Most notably, Agosti et al. (2004, p. 249ff.) suggest
to model annotations by differentiating its actual content, the meaning, and its
materialization, the sign of the annotation. This idea is very closely related to
Saussure’s semiotic concept of signifier, the materialization of an object (e.g. as a
word or an image), and signified, the mental representation of that object. A sign
expresses an annotation and has a meaning which can recursively contain other
meanings. The differentiation between meaning and sign seems plausible, con-
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sidering more implicit forms of annotations, e.g. an asterisk or an exclamation
mark, which can have quite different meanings for different readers. Meanings
can be broad or narrow: more complex, broader meanings are simply expressed
as a semantic hierarchy, i.e. a meaning can contain several other meanings. The
semantics of an annotation are closely connected to its function, which can reach
from cooperation and revision to personal comprehension and interpretation
(Agosti & Ferro, 2007, p. 35). The semantic categories of annotations will be
discussed in more detail in chapter 2.7. The sign entity can be described by a
sign type entity. Signs describe the shape of an annotation and can be seen as its
actual materialization. Agosti & Ferro (2007, p. 33) identify the following ba-
sic sign types for annotations which can be combined to more complex signs of
annotations (compound signs):
Textual sign: semantics of the annotations are expressed by a piece of text
Graphic sign: graphic mark
Video sign: video fragment
Auditive sign: audio fragment
To address the cooperative aspects of annotations, Agosti et al. (2004) suggest
a user entity that can own an annotation. It is vital to know the actual author
of an annotation in order to discuss specific characteristics of an annotation as
described by Marshall (1998) (cf. chapter 2.6). A few years later, Agosti & Ferro
(2007, p. 21ff.) also suggest other roles that are involved in cooperative anno-
tation scenarios: Besides the author of an annotation there can also be single
users and groups of users for which issues concerning authentication, authoriza-
tion and permission can be defined. According to Agosti & Ferro (2007, p. 23), Permission
an annotation can have the following access permissions: it is denied, i.e. no ac-
cess whatsoever is allowed, it has read only access, or it has access for read and
write operations. The scope of access may reach from private (can be accessed Scope
only by its own author) to shared (can be accessed only by a designated set of
groups of users) or even to public (can be accessed by all users) (Marshall, 1998;
Agosti & Ferro, 2007).
Connecting annotations to information resources: According to Bottoni et al.
(2003, p. 2), a digital object is a generic concept that captures all kinds of source
files, e.g. a piece of text or an image, but also secondary data like digital an-
notations. This is the formal cornerstone for a recursive annotation mechanism
that can be utilized to annotate annotations, which in turn are digital objects.
Annotations and annotated documents, which are both classified as digital ob-
jects, can, however, be distinguished by their temporal relationship, i.e. before
an annotation can be created, the existence of an object that will be the target of
the annotation is implied, or in other words: you cannot annotate in the void,
because an annotation always relates to some primary data. Once an annotation
is successfully created, it may become a target for other annotations. Agosti et
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al. (2004) introduce the DOHandle entity, which stands for a generic digital ob-
ject that can be referenced and identified via a handle. Examples for existing
mechanisms to realize such handles are the Uniform Resource Identifier (URIs),
Digital Object Identifier (DOIs), OpenURL, Persistent URL (PURL), etc. (Agosti &
Ferro, 2007, p. 20). The DOHandle is useful to express the circumstance that not
only a piece of text can be annotated, but an existing annotation might be anno-
tated as a digital object that can be referenced by its handle, as well. Handles
basically serve as a linking mechanism to connect annotations and annotation
targets (Agosti & Ferro, 2007, p. 24ff.) in one of the following two ways:
Annotate links describe intra-digital object relationships, i.e. they link within
the same document
Relate-to links describe inter-digital object relationships, i.e. they link to another
document
Eventually, Agosti & Ferro (2007, p. 26-31) introduce the stream concept to de-
scribe and represent the actual content of a digital object as an "ordered sequence
of symbols", and segments (Agosti & Ferro, 2007, p. 31-33) as a mechanism for se-
lecting specific parts of such a stream of symbols (e.g. single words of an HTML
document).
Implications for linguistic annotation: Agosti et al. provide by far the most
comprehensive view on the elements and determining factors of digital anno-
tations. While some of the basic concepts they describe are also covered by
Marshall’s and Ovsiannikov’s more informal models, a number of new ideas
is introduced, which can be applied to the domain of linguistic annotation. The
notion of recursive annotations (annotation of annotations) can be easily trans-
ferred to linguistic multi-level annotation. The sign type concept can be used to
cover the issue of annotation markers with different scopes in a systematic and
consistent manner (e.g. sign type = word, phrase, etc.). While the previous mod-
els did not explicitly address the issue of cooperative aspects, they are considered
by Agosti et al. The notion of users and user groups, access permissions and access
scopes (private/shared/public) will be relevant for the collection of requirements
for linguistic annotation tools (cf. chapter 4.4.2)
Summary of the different models: Up to now, several approaches to describe
the basic constituents of an annotation have been discussed – some more formal
and more extensive than others. Figure 2.8 sums up the most important ele-
ments of each theory and relates them to each other. It shows that an annotation
consists of the actual content (and its visualization) and an anchor (and its visu-
alization) that selects what is to be annotated. Both elements are connected by
some kind of link, to make clear which annotation belongs to which anchor. In
a nutshell, the existing theories can be simplified to the following formula: Each
annotation is linked to a target object.
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Figure 2.8.: Overview of elements of annotation throughout literature.
2.6. Characterizing annotations
As a result of her studies on the annotation behavior of university students in
textbooks, Marshall (1998) identified altogether seven annotation characteristics
that can be used to categorize most annotation contents17. Although Marshall
describes exemplary values for each of the seven dimensions of annotation, each
dimension is intended as a continuum (cf. Table 2.3).
Implications for linguistic annotation: The following list is an attempt to char-
acterize linguistic annotation according to Marshall’s seven dimensions:
Formality Linguistic annotation is clearly at the more formal end of the contin-
uum, as it is mainly intended for machine processing and thus needs a
high degree of structuring and standardization.
Intelligibility This dimension is closely related to the degree of formality. The
highly formalized linguistic annotations must nonetheless be discussed
ambivalently, as they are without any doubt highly legible for machines,
but rather cryptic for human readers, especially to readers who are not
familiar with the notation and syntax of XML-based markup languages.
Function Typically, the function of linguistic annotation is writing, i.e. adding
new information to a text that explains some linguistic aspect in detail. It
seems promising to add a second layer of annotation which is intended
for annotation as reading, aiding the human annotators to comprehend and
structure the primary text, which could lead to better, more correct anno-
tations.
17 Several consecutive studies (Ruvane, 2006, 2007; Rowe, 2011) have shown that Marshall’s
framework can be used successfully to characterize annotations.
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Dimension Description of possible values
(1) Formality Formal: Structured, standardized metadata; intended to ensure inter-
operability
Informal: Less structured notes; intended for personal use
(2) Intelligibility Explicit: High legibility; could be read and understood by others than
the annotator
Tacit: Low legibility, more cryptic, incomplete notes, which have
meaning for the annotator alone
(3) Function Annotation as writing: Wordy, lengthy explanations; participatory as-
pect of text
Annotation as reading: Main goal is structuring and organizing content
(4) Focus Hyperextensive / Extensive: References and links to other texts (hyper-
text features)
Intensive: Occupation with a single text, no external references etc.
(5) Value Permanent: Annotation has value beyond its first creation and use
Transient: Annotation has limited value and usefulness
(6) Intent /
Audience
Published: More authorial annotations, intended for public
Private: More personal annotations, not intended for other readers
(7) Scope Global / Institutional / Workgroup / Personal: Scope of the users/readers
of the annotations
Table 2.3.: Marshall’s seven dimensions of annotation. The column with possible values for each
dimension is based on a description by Bélanger (2010b, p. 21).
Focus The focus of most cases of linguistic annotation can be described as in-
tensive, i.e. they are concerned with only one primary text. Intertextual
annotations, e.g. anaphors scattered across multiple texts, are nonetheless
imaginable.
Value The value of linguistic annotation is an important dimension: As corpus
creation is a very laborious and time-consuming task, annotated corpora
should be designed with regard to re-usability.
Intent The intent for most linguistic annotations is to be published as an acces-
sible corpus, i.e. the annotations are intended for a wider public. It might,
however, be helpful for the annotators to have a private layer for personal
notes and comments.
Scope Most linguistic annotations are applied in a greater project context, thus
having an innately wider, global scope.
While Marshall’s dimensions can be used to describe the most important charac-
teristics of linguistic annotations, we still have to address the different functions
an annotation can have. The next section reviews appropriate literature to iden-
tify basic functions of an annotation.
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2.7. Functions of annotations
The main function of annotations has been introduced at the beginning of this
chapter: annotations are added to a piece of text to make intrinsic, hidden in-
formation explicitly available. This section shows that there are many different
ramifications when it comes to describing the exact function and aim of an anno-
tation. It also presents an overview18 of some of the most influential definitions
on the functions of annotations that can be found throughout literature.
Ovsiannikov et al. (1999, p. 336) conducted a survey to investigate the main ap- Ovsiannikov
et al. (1999)plications and uses of annotations. The results of their study suggest four main
functions of an annotation: People annotate to (1) remember the contents of a text
for future use, and to facilitate the "recollection of the main ideas" at a later point
in time. Annotations are also used to (2) think, i.e. the annotator writes down
personal associations, reflections and thoughts on the subject. Another function
identified by Ovsiannikov et al. (1999, p. 336) is to (3) clarify the contents of a
text, which means to "rephrase", "reshape" and eventually "personify" compli-
cated issues so that they match the mental maps and metaphors that are already
existing in the reader’s head. The last function describes a collaborative aspect
of annotation. (4) Sharing annotations is a means to communicate with other
annotators, and also occurs frequently in collaborative editing and reviewing
processes. The last function clearly differs from the other three, as it is not a
personal annotation practice19.
Marshall (1997, p. 135ff.) identifies some finer-grained functions of annotations: Marshall
(1997)Annotations can be used as (1) procedural signals:, i.e. annotations are utilized
to prepare the text for re-reading and future processing, e.g. by crossing out ir-
relevant sections. Annotations are also used as (2) placemarks and memory aids,
which means annotations mark parts that need to be accessed at a later point in
time. Some annotations function as (3) in situ locations for problem-working, where
the annotator adds ideas or notes that help to serve a certain problem with the
text. Oftentimes annotations are used as a (4) record of interpretative activity. Ac-
cording to Marshall, such annotations include the interpretation of unfamiliar
language as well as the interpretation of a complex document structure, or the
interpretations of the actual content of a text document. Another function of
annotations is to create a (5) visible trace of the reader’s attention, which helps to
document the reading process as well as to make a text more accessible for fu-
ture use. Finally, annotations may serve as (6) incidental reflections of the material
circumstances, including some thematically unrelated doodles, or maybe a tele-
phone number that, in absence of some other piece of paper, was hastily jotted
down on the margins of the text.
18 This section builds upon an overview provided by Bélanger (2010b, p. 22ff.).
19 Marshall & Brush (2004) report on the differences between personal (cf. Functions 1-3) and
public (cf. Function 4) annotation behavior in more detail.
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Wolfe & Neuwirth (2001, p. 336ff.) discuss the "future of annotation" in the con-Wolfe &
Neuwirth
(2001)
text of emerging digital technologies. The authors identify four main functions
of annotations: Annotations are actively generated and used to (1) facilitate read-
ing and later writing tasks (personal context). At the same time they can be used
passively by reading annotations of previous annotators20 (public context), or
as Wolfe & Neuwirth put it, by (2) eavesdropping on the insights of other readers.
Another function from the public context is to (3) provide feedback to writers or
promote communication with collaborators. Finally, annotations have the function
to (4) call attention to topics and important passages.
Agosti & Ferro (2007, p. 35) mention the following categories, to classify theAgosti &
Ferro (2007) different types of meaning an annotation can take, which strongly resemble the
functions that have been introduced so far: Annotations as a means for (1) com-
prehension and study of a text, annotation as a means for (2) interpretation and
elucidation, i.e. annotate to make a text more comprehensible, and annotation in
a function to support (3) cooperation and revision.
After this short review of appropriate literature it becomes obvious that many
of the formulations from different authors are quite similar. Table 2.4 shows
an attempt to unify different functional descriptions of annotations into more
generic categories. Besides the incidental and oftentimes unintentional, off-topic
annotations in the form of doodles or unrelated scribbles, there are five basic
functions of handwritten annotations that can be observed in traditional pen
and paper scenarios as well as in a digital context (e.g. annotation on a tablet
computer).
Implications for linguistic annotation: If we want to discuss the above func-Active
reading tions in the context of linguistic annotation, we have to keep in mind that these
functions were primarily defined for a context of active reading (Schilit et al.,
1998, p. 249). An active reader critically reflects on the text while he is pro-
cessing it and is prone to take notes and add annotations. Ovsiannikov (2002, p.
27) stresses the "intimate and inseparable" relation between annotations and the
reading process, which is a point worth to consider in the context of linguistic
annotation: It can be argued that the reading process of texts that are annotated
with linguistic information is fundamentally different from the active reading
scenarios described above. Linguistic annotators are more interested in single
words or phrases rather than in the content of the document as a whole. As
a consequence they typically scan the text for a word or groups of words they
want to annotate rather than reading the whole text to understand its contents.
This assumption is backed up by Tomanek et al. (2010), who measured the error
rate as well as the time to annotate named entities (NE) with tags like "person" or
"location". The study showed that contextual information beyond the sentence
scope did not influence the annotation speed and the number of annotation er-
rors significantly. Additional eye-tracking data in the same study indicates that
20 Cf. Marshall’s idea of "an ecology of annotation" (Marshall, 1998).
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Category of
function
Ovsiannikov et
al. (1999)
Marshall (1997) Wolfe &
Neuwirth
(2001)
Agosti & Ferro
(2007)
Comprehension Think In situ way of
working
problems
– Comprehension
and study
Interpretation
and reflection
Clarify Record of
interpretative
activity
– Interpretation
and elucidation
Memory aid Remember Placemarking
and memory
aids
Facilitate
reading and
later writing
tasks; call
attention to
topics and
important
passages
–
Restructuring
and customi-
zation for
facilitated
reading
– Procedural
signals (for
future
processing);
visible trace of
reader’s
attention
Facilitate
reading and
later writing
tasks; call
attention to
topics and
important
passages
–
Communication
and collaboration
Share – Eavesdrop on
the insights of
others; provide
feedback and
promote
communication
Cooperation
and revision
Incidental
annotation
– Incidental
annotations and
doodles
– –
Table 2.4.: Overview of the different functions of an annotation.
annotators mainly look at the phrase that needs to be annotated, indicating that
they do not need much contextual information to achieve their annotation tasks.
Another difference between paper annotation and linguistic annotation is the Scope
scope (private vs. public) of the annotation. Linguistic annotators do not pri-
marily annotate for themselves, but rather for other readers. These "readers" are
mainly computer programs (that are used to analyze the annotated language
data), implying a higher degree of formality, which, compared to handwritten
paper annotations, might feel less natural and intuitive for the annotators.
Although the reading behavior in a linguistic context may be different from ac- Compre-
hensiontive reading processes during the actual annotation process (scan rather than
read), it is vital for the annotator to read the text before the linguistic annota-
tions are applied. While contextual information may be less relevant for trivial
annotation tasks such as POS or NE annotation, more complex tasks, e.g. the
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annotation of co-reference, calls for a more intense studying of the whole text.
Therefore, it might be helpful to provide a layer of personal, less formalized an-
notations for the human annotator, which can be displayed optionally during
the annotation process. Such a personal layer could realize all functions identi-
fied for handwritten annotation.
Interpretation could be the most important function of linguistic annotation,Interpre-
tation,
reflection
as it is all about making implicit linguistic phenomena explicitly available and
machine-processable. The interpretation, however, has to be formulated in a
much more formalized way than it would occur in handwritten contexts. The
challenge for linguistic annotation tools is to visualize the formalized interpreta-
tive annotations in a user-friendly, human-readable format. This becomes even
more challenging when we consider that linguistic annotation is much more
abundant than handwritten annotation. If, for instance, we annotate the POS
of a text, we will have an annotation for every single word, not to mention the
possibility to annotate a digital text on several, parallel levels. Here the afore-
mentioned gap becomes obvious again: humans like to annotate in an HHA
fashion and have difficulties annotating and reading formalized XML markup,
while computers struggle to read HHA and need standardized / conventional-
ized annotations to perform analyses of the data.
Memory aids in linguistic annotation could be realized on a personal annotationMemory
aid layer, to facilitate complex annotation tasks that are carried out through a longer
period of time. It might also be helpful to have personal memory aid annotations
available when analyzing the data at a later point in time. It is likely that while
annotating the data, interesting research questions will emerge.
This function could be very helpful for linguistic annotation tools. While the toolRestruc-
turing can keep the original version of the text in some kind of internal representation,
it would be possible to restructure the document for the human annotator, e.g.
by splitting a longer text into smaller units of text.
Collaborative linguistic annotation is an important issue, as most annotationCollabo-
ration tasks are very complex, and are thus carried out by several annotators. The
biggest challenges here are quality assurance and consistency of annotation.
Linguistic annotation tools should provide features that support asynchronous
communication in the form of notes and comments as well as a basic version
control mechanism. Ideally, the tool provides quick and easy access to the anno-
tation scheme and the gold standard that was defined for the annotation project
for all annotators who work on that project.
As incidental annotations are more of a side-effect than a function of an actualIncidental
annotations annotation task, they will not be considered as an explicit function for linguistic
annotation tools. It is, however, possible that human annotators will use certain
functions of a linguistic annotation tool to create incidental annotations that are
similar to those known from paper annotations.
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2.8. Case study: Handwritten linguistic annotation
So far, this chapter has shown several attempts to translate concepts and be-
haviors from the area of human handwritten annotation to applications in the dig-
ital annotation realm, which may be subsumed as human electronic annotation
(cf. Ovsiannikov, 2002). However, the preceding section has illustrated that lin-
guistic annotation functions in rather unique ways as compared to active read-
ing annotation contexts. At the same time, many human annotators struggle
to annotate linguistic features on the code level (cf. Flynn, 2006, 2009), as the
formalized XML markup is primarily intended to be read and understood by
machines. Attempts to provide annotation tools that abstract or even hide the
technical complexity of formal markup languages are often characterized by in-
sufficient usability of the interfaces (cf. Burghardt, 2012). The latter point will be
addressed by getting insights for enhanced linguistic annotation interfaces from
human handwritten annotation behaviors. While related work by Ovsiannikov
(2002) and Marshall (1997) describes annotation studies in an active reading con-
text, only few findings can be transferred to the area of linguistic annotation.
Keeping in mind that human handwritten annotation still is the most natural
and intuitive way of annotating text, I designed a study that observes annota-
tion behaviors for linguistic tasks in a pen and paper scenario. The rest of this
section describes the design of the study21 as well as the main findings, which
will also be discussed to derive implications for the design of linguistic annota-
tion tools.
2.8.1. Research questions
The case study is motivated by the following overall research question: How do
humans annotate linguistic phenomena in a pen and paper context, and what
can be learned for the design of digital, linguistic annotation tools? This generic
research question will be addressed by answering the following, more concrete
questions with the study:
Q1 How are different linguistic annotation tasks (with regard to the anchor
scope) realized by means of form and color?
Q2 How do users annotate relations for different anchors beyond the sentence
level (e.g. for co-reference annotation tasks)?
Q3 How do users put parallel annotations (i.e. multiple annotations that belong
to one anchor) into practice?
21 The study was designed and conducted as part of a seminar on "Digital Humanities" in the
winter semester 2012/2013 at the University of Regensburg. Saskia Gerstmeier and Isabella
Hastreiter, both students in the information science master’s program, were involved in the
initial study design and carried out most of the user testing and data analysis. For this reason,
I will describe the design of the study from a we perspective.
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2.8.2. Study description
A total of fifteen participants (seven male, eight female) was recruited for theTest partici-
pants study of handwritten annotation behavior in a linguistic context. All partici-
pants were Bachelor, Master or PhD students at the University of Regensburg,
with a background in humanities. The average age was twenty-four years, with
a range of seven years.
Besides such demographic data we collected information about previous knowl-Previous
knowledge edge with linguistic annotation and digital tools, but also personal behavior and
practices for annotation in general. Thirteen participants reported that basic lin-
guistics were part of their studies a the university. The participants of the study
were also asked about their digital annotation behavior: Five participants read
and annotate text digitally, i.e. in PDF format. Only one participant has experi-
ence with linguistic annotation tools.
As all participants were German native speakers, we chose a column from SilkeSelection of
texts Burmester, who writes for the German news site Spiegel-Online.de22. The text
was chosen because it uses simple language (reduced distraction), but at the
same time describes a rather unusual topic (increased interest/attention). The
text is 505 words long and printed with double line spacing on two DIN A4
pages, to provide enough space for annotations. The whole text was printed in
the same font-family and font-size, no segments (e.g. the headline) were visually
emphasized.
We designed a total of six different annotation tasks on the basis of an anchorTask design
scope taxonomy as suggested by Burnage & Dunlop (1992, p. 152). The au-
thors describe a classification of different markup in the British National Corpus
(BNC) which uses the scope of the anchors as basic categories (also cf. chap-
ter 3.4.3): character scope, word scope, phrase scope, sentence scope, structural
scope (paragraphs etc.) and text scope (e.g. bibliographic information)23. Tasks
1-5 were designed to elicit annotation behavior for these different scopes:
Task 1 Structural level: Mark all paragraphs in the text.
Task 2 Character level: Mark all umlaute (ä, ö, ü) in the first paragraph.
Task 3 Word level: Mark all nouns in the first two paragraphs.
Task 4 Phrase level: Mark all noun phrases on the first page.
Task 5 Sentence level: Mark all relative clauses on the first page.
Task 6 was designed to analyze annotation behaviors beyond the sentence level,
by means of relations between two or more anchors.
22 Title of the article: "Schnauzbart hilft gegen Männerkrebs", November 4, 2012,
available at http://www.spiegel.de/kultur/gesellschaft/silke-burmester
-ueber-den-prostatakrebs-aktionsmonat-movember-a-865037.html
23 Metadata that describes the text as a whole will be treated as a special type of linguistic
annotation. For this reason it was not included as a task in this study (cf. section 2.4).
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Task 6 Mark the relations between personal pronouns and the nouns they are
related to / they stand for.
The study was carried out over a period of two weeks. At the beginning, the Test setting
participants were asked to fill in a short questionnaire that shed light on demo-
graphic aspects, previous knowledge in the area of linguistic annotation, and
general behaviors with regard to digital reading and annotation. The partici-
pants were able to choose from a wide variety of pens in various colors. They
also had access to other tools, such as a ruler or a rubber.
Each test was conducted by a moderator and an observer. The moderator basi- Moderator
cally guided the participants through the test by reading out the six tasks one
after the other, and also provided examples and short explanations for the more
challenging tasks (Tasks 4-6). She also stressed that we were not interested in
the linguistic knowledge of the test persons, but rather in their annotation be-
haviors. Any questions or uncertainties related to the tasks were answered by
the moderator. In order to motivate the tasks, the participants were told to an-
notate the texts in such a way that they would be able to answer basic questions
about the text in a few weeks24.
The observer remained in the background and collected notes about the test pro- Observer
cess, especially about peculiar annotation behaviors. The test participants were
asked to think aloud and comment on their behaviors before the test. Addition-
ally, the annotation behaviors were recorded by means of a small camera (cf.
Figure 2.9). At the end of the study, the observer used her notes to ask some
final questions about the respective annotation behaviors of the participants.
Figure 2.9.: Photograph of a pretest session, showing the test setting that was used throughout
the actual evaluation.
24 Exemplary question for Task 3: "How many nouns appear in the first two paragraphs?"
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In the following sections, the main findings will be structured in a way to answer
the previously formulated research questions (Q1-Q3). The implications for the
design of digital annotation tools will be subsumed at the end of each section.
2.8.3. Findings on annotation forms and color usage
As Tasks 1-5 each addressed different anchor scopes, we expected to observe the
use of different annotation types. Most of the identified types are very similar
to those described by Marshall (1997, Table 2, p. 135). Depending on whether
the scope of the anchor was wider or narrower, the annotations were placed
within the text (or in few cases between the lines) or on the left margins. Table
2.5 shows the frequencies of the different annotation types for each of the five
different anchor scopes.
Annotation type Character
scope
Word
scope
Phrase
scope
Clause
scope
Paragraph
scope
Total
Circle 5 13 5 3 – 26
Underline 2 11 6 5 – 24
Highlight 7 2 3 2 – 14
Margin marker (start marker) – – – – 6 6
Pair of brackets (within text) – – 2 3 – 5
Vertical span (on margin) – – – – 5 5
Box – 2 2 – – 4
Label – – 2 2 – 4
Inline marker (end marker) – – – – 4 4
Little arrow (above character) 1 – – – – 1
Total 15 28 20 15 15 93
Table 2.5.: Annotation types categorized by anchor scopes.
Only the presence or absence of a specific marker (binary choice) were counted,
not the actual number of single usage of a marker. Such counts would have been
problematic due to the fact that the task success was quite different between the
participants, which may be explained by different levels of pre-existing linguis-
tic knowledge as well as the degree of motivation. As we told every participant
right from the start of the evaluation that we were not primarily interested in
how good or thorough they would achieve the annotation tasks, but rather in
their annotation behavior, some were more ambitious in finding all annotation
targets in the text than others. Accordingly, Table 2.5 usually shows a total of
fifteen annotation types for each scope, one type for each participant. This is not
the case for the word and phrase scope, as Task 6 (co-reference annotation) re-
quired annotations on the word and phrase level, too. Some participants re-used
their previous annotations to achieve Task 6, others made new annotations on
the same anchor (parallel annotations).
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All but one participant used highlights (7), circles (5) and underlines (2) as mark- Scopes
ers to annotate single characters. One participant used little arrows to point
at the respective characters. For the annotation of single words, many partici-
pants used circles (13) and underlines (11) as well as boxes (2) and highlights (2).
Phrase annotation, i.e. the annotation of groups of words, is carried out rather
heterogeneously. Again, we find underlines (6), circles (5), highlights (3) and
boxes (2), but also the use of pairs of brackets (2), which mark the beginning and
the end of the phrase anchor. Two participants used concrete labels (e.g. "NP"
for noun phrase, or just "N") in combination with a scope marker (e.g. a brace or
a circle; the scope marker was not counted, only the label). The annotations for
the clause level reveal a similar mix of annotation types: underlines (5), circles
(3), pairs of brackets (3), highlights (2), and again two cases of explicit labeling.
Interestingly, two participants did not mark the whole clause, but only the first
word of the relative clause, to indicate where it begins. The paragraph scope
annotations stand out from the rest of the annotations. Participants used anno-
tation styles that were not used for the other tasks. Also, the left margins of the
page were used very often to place the annotations. Among the most common
annotations are margin markers (6) that indicate the beginning of a new para-
graph. These markers are used very heterogeneously, for instance a rotated "T"
or "L" letter, or a simple dash. Some participants also used markers inside the
text (4), placing them at the end of a paragraph. One of them even used a com-
bination of start and end markers. The last category of paragraph annotation
styles can be best described as vertical span markers (5) which are placed verti-
cally on the left margin and allow to embrace multiple lines of text by means of
a large bracket or just a line. Two participants added running numbers to their
vertical brackets.
The participants were able to choose different colors from a huge palette of avail- Color use
able colors. The basic choice of color was a black pen or a grey pencil (used by
ten participants). Only one participant worked without any colors, but rather
used his black pen for all annotation tasks. Color use varied from 1 to 7 different
colors, with an average of about five different colors per annotator (cf. Table 2.6).
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
6 6 5 4 6 5 7 5 1 5 6 4 6 5 6
Table 2.6.: Overview of the use of different colors by the fifteen participants (P1–P15).
Circles (26), underlines (24) and highlights (14) seem to be the most used annota- Synopsis
tion types for linguistic annotation with anchor scopes that range from a single
character to a whole sentence. In this regard our case study on "human hand-
written annotation in a linguistic task context" is in accordance with the find-
ings of Marshall & Brush (2004), who conducted a study with eleven graduate
students to analyze the relationship between personal and public annotations.
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They found that for a total of 1 535 single annotations, 54.9% are underlines,
16.3% are highlights and 9.1% are circles. Color is used as an obvious means to
indicate different annotations. However, colors are not used ubiquitously (the
average participant used five different colors), but rather in combination with
different annotation styles. Another key finding is that annotation styles for an-
chor scopes beyond single sentences are used very heterogeneously and look
quite different from the other annotation styles. Very often, they are placed on
the left margin of the page. Apart from the annotation type labels, all other anno-
tations were anchor only annotations, i.e. anchor marker and annotation content
are the same (Marshall & Brush, 2004, p. 351). Obviously, in handwritten an-
notation contexts it is commonplace to use preferably anchor only annotations
for means of efficiency and annotation speed. Marshall & Brush (2004, p. 353)
report a frequency of 82.2% anchor only annotations in their study. In this as-
pect, typical handwritten annotations are clearly different from linguistic anno-
tation tasks, which can quickly become very complex and are hardly understood
without explicitly documenting the annotation content. In this study, only two
participants added a legend on the top margin of the first page that described
the meaning of different colors. The label annotations stand out, as they are the
only compound annotation types in this study that consist of an anchor and an
some kind of annotation content. We will see that annotation types look quite
different for task 6 (co-reference annotation).
Implications for linguistic annotation:
• Most annotations in the case study were carried out as anchor-only anno-
tations (prevailing forms: circles, underlines and highlights). While the
visualization of annotations by means of their anchor in the primary data
seems legitimate for a digital annotation tool, it is mandatory to also pro-
vide explicit annotation content that is stored in the annotation file. It also
seems unrealistic that a human annotator will be able to differentiate mul-
tiple annotations only by means of different anchor visualizations, as a
linguistic annotation project typically comprises a great number of differ-
ent annotation values, which are applied to large primary data documents.
Therefore, a linguistic annotation tool will have to provide a mechanism
that allows the user to (optionally) display the explicit content of an anno-
tation.
• Apart from the case of multi-line annotations for paragraphs, there seem
to be no preferences for using specific anchor forms for different scopes
(e.g. single letters vs. phrase). However, a slight tendency toward using
forms that do not cram the primary data (e.g. mark the beginning and the
end of an annotation or utilize margin space) could be observed for larger
anchor scopes. Accordingly, annotation tools should support showing and
hiding different types of annotation interactively, i.e. the user can choose
which annotations to display, and which to hide.
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• Color seems to be an essential means to realize different annotation val-
ues. Although the participants had access to more than twenty different
colors, they used only five colors on average. This implies that elaborate
color schemes may be hard to differentiate, which means that annotation
tools should not rely on color only to unambiguously distinguish different
annotation values in the interface.
2.8.4. Findings on the creation of relations
Up to now, we have seen how the participants of the study annotated single an-
chors of varying scopes. Task 6 was designed to elicit annotations that reach be-
yond the sentence level, as they relate different anchors from different sentences
(and even pages) to each other. The participants annotated anaphoric relations
between noun phrases and personal pronouns. An anaphor is a coreference re-
lation between two or more constituents, usually between a noun phrase and
a personal pronoun. The first constituent (cf. example: ante_1 and ante_2) is
called the antecedent, the successive constituents (cf. example: ref_1 and ref_2)
refer to the antecedent backward, thus creating an anaphoric relation between
the constituents.
Example: [Mr. Smith]ante_1 bought [himself ]ref_1 [a fancy new hat]ante_2. [He]ref_1
was really looking forward to wearing [it]ref_2 at the big party on Saturday.
In order to annotate an anaphoric relation between two or more constituents, the
anchors of antecedents and pronouns had to be annotated first. Eleven partici-
pants drew circles, two drew a box and one underlined the pronoun. One partic-
ipant did not annotate the pronoun anchors at all, but rather indicated their role
by placing them at one end of a relation arrow. If the anchor of an antecedent
had been annotated before (for another task), the existing anchors were used by
seven participants. Five participants underlined the anchor, three drew a circle,
two drew a box and one annotator drew a little cloud around the antecedent.
Two participants did not explicitly annotate the antecedents, but indicated its
role by means of relation arrows25.
The main challenge for this task clearly is to establish a relation between the Establishing
relationsanaphoric constituents (cf. Figure 2.10). All but one participant used unidirec-
tional arrows (9) or just lines (5) to establish such connections. The direction of
the arrows was mostly pointing toward the antecedent (one participant chose
the opposite direction). The lines and arrows either reached directly from the
pronouns to the antecedent, thus creating a tree-like structure (a), or they were
connected in some sort of chain, were only the first pronoun pointed to the an-
tecedent, and the other pointed to the preceding pronoun (b). Two annotators
25 Note: Some participants used more than one style for annotating the antecedent anchor.
Therefore the number of all different annotation styles (20) here is bigger than the number of
different participants (15).
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also made use of short arrows26, i.e. the arrows did not reach from pronoun to
antecedent, but rather were used as deictic devices that indicate the direction
and position of the antecedent (c). One participant made no explicit relation, but
rather relied on a unique color and form scheme to indicate relations between
antecedent and pronouns27.
Ten participants chose to draw their arrows and lines directly through the textPosition of
relations (a), while two tried to interrupt the lines so they would not obscure the text (d).
One participant even tried to draw the lines around the text using the margins
of the page (e), but realized after two arrows that this was not easily achieved,
especially when the constituents are not close to a margin. The participant then
switched to a mode where he labeled the pronouns with "PP". Two other partic-
ipants made use of an indexing system (f)28, mainly to establish a relation from
constituents on the second page to the antecedent on the first page.
Another big challenge for the annotators was to indicate that a relation existsRelations
across two
pages
between constituents that are located on different pages. Seven participants did
not annotate any second page relations at all (partial task fail), three annotators
used arrows that pointed from the constituents to the left outer margin together
with short comments like "see other page". Two participants drew short, unla-
beled arrows that pointed to the top or toward the left margin, to indicate that
the antecedent was on the other page. Two participants used indices (asterisk
and running numbers from 1-3) to indicate the relation to a constituent that is
located on another page. One participant duplicated the antecedent by writing
it on the second page, and used it as if it was on the same page. A final note onColor use
color use: All fifteen participants consistently used one color for the annotation
of relations, including the actual relation as well as the antecedent and pronoun
anchors.
Implications for linguistic annotation:
• In a digital annotation scenario, it is vital to explicitly mark the anchors
that are part of the relation annotation in order to be able to create a rep-
resentation in the digital annotation format. The case study shows that
annotating the anchors of a relational annotation is already performed by
many of the participants, i.e. it seems to be a natural annotation behavior
that will not generate much overhead when required in a digital annota-
tion tool.
• Most relational annotations were realized by means of arrows or connect-
ing lines between the participating anchors. Digital annotation tools should
26 One annotator exclusively used short arrows, the other annotator used a combination of short
and long arrows.
27 This participant only encoded one anaphoric relation. If he had annotated more, his approach
obviously would not have worked.
28 One participant used (together with arrows on the first page) running numbers from 1-3 for
each anaphor, the other used asterisks on the second page instead of arrows.
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(a) Tree relation. (b) Chain relation. (c) Deictic relation.
(d) Relation "behind" text. (e) Margin relation. (f) Indices relation.
Figure 2.10.: Examples for different kinds of relations.
try to implement a similar mechanism, i.e. allow the user to create relations
by means of drag-and-drop (most similar behavior to real world relational
drawing) and visualize relations by means of lines or arrows (cf. Figure
2.10, variants "a", "b", "d" and "e").
2.8.5. Findings on the creation of parallel annotation
One characteristic of linguistic annotation is the large number of parallel an-
notations, a phenomenon that typically occurs less frequently in active reading
annotation contexts. Parallel annotation means that the same anchor (or parts
of it) are annotated with different annotation contents. The same word might
for instance be annotated on the word, phrase and sentence level, which makes
for a total of three parallel annotations. In our test setting parallel annotations
included double and triple annotations of one anchor. Most parallel annotations
(14) were implemented by using a combination of different forms and colors (c).
Six participants used the same form (underline , circle or highlight) in differ-
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ent colors (a). Only one participant, who throughout the whole test only used
a black pen, implemented parallel annotation by mere variation of forms (b)29.
Eight participants used only one of the three described ways ("b" or "c") to create
a parallel annotation, the other seven varied between "a" and "c".
The key finding here is that parallel annotations are obviously best visualized bySynopsis
a combination of form and color. As the participants did not know how many
or exactly which tasks they would have to perform during the test they could
not make up a strategy for parallel annotations in the first place. That is why all
parallel annotations were created on the fly, and build on previous annotations.
It must also be noted that paragraph annotations were not counted as parallel
annotation here, because they are positioned mostly on the left margin or im-
plemented with stand-alone start or end markers. Notably, the two participants,
who annotated the clauses in the same fashion (i.e. with start and end markers)
had more space for other parallel annotations on subordinated anchors within
the clause scope.
(a) Different colors, same form.
(b) Same color,
different forms.
(c) Combination of different
forms and colors.
Figure 2.11.: Examples for different kinds of parallel annotations.
Implications for linguistic annotation:
• In the case study, parallel annotations are realized by means of different
forms and colors, with color being the predominant means for distinguish-
ing different, parallel annotations. Accordingly, digital annotation tools
should distinguish parallel annotations primarily by means of color, but
may also combine different forms for an enhanced distinction.
• The study showed that in many cases parallel annotation looked crammed,
as different colors and forms were combined. The advantage of digital
tools is that specific annotations can be shown or hidden, to avoid crammed,
parallel visualizations. Such a show/hide function should be implemented
for any annotation tool.
29 It must be noted that this participant was very poorly motivated, and was overall not very
successful in achieving the tasks. Hence he only drew very few parallel annotations.
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2.9. Summary
This chapter has introduced existing models and theoretic approaches to the task
of annotation. It has shown that most of the related work is dedicated to human
handwritten annotations, both in digital and analog usage contexts. Although
linguistic annotation is far more structured and formalized than handwritten
annotation, there are many aspects that can be transferred to the domain of lin-
guistic annotation. Various implications that can be derived from the existing
handwritten annotation models have been discussed throughout this chapter
whenever appropriate. These implications help to get a broad understanding
of the basic elements, characteristics and functions of annotations. This domain
knowledge will be useful for the assessment of typical tasks and requirements
for annotation tools as well as for the identification and documentation of us-
ability strengths and weaknesses (cf. chapter 4). Finally, it provides basic termi-
nology and task models for the discussion of the created patterns (cf. chapter 5).
The next chapter presents a detailed account of linguistic annotation, which is a
recurring task in the domain of corpus linguistics.

3. Linguistic annotation
3.1. Introduction
While the previous chapter has introduced theoretical and formal aspects of an-
notations, this chapter deals with the practical application of annotation in the
context of corpus linguistics. An introduction of the characteristics and most
important features of linguistic annotation is essential to be able to evaluate and
improve the usability of annotation tool interfaces.
The chapter is structured as follows: Section 3.2 provides an overview of corpus Chapter
structurelinguistics as an empirical method and also gives a quick summary of the most
important milestones in the history of corpus linguistics. In section 3.3, the tech-
nical foundations and standards for linguistic annotations are presented; section
3.4 gives a more detailed account of linguistic annotation, by defining and dis-
cussing its basic properties. Section 3.5 describes the larger context in which lin-
guistic annotations typically occur and provides a typical workflow model for
the creation and usage of linguistic corpora. Section 3.6 presents an overview
of different forms of annotations (manual vs. automatic annotation) and under-
lines the main theme of this work, which is to provide user-friendly interfaces
for manual annotation tasks. Finally, a brief summary of the whole chapter is
presented in section 3.7, leading over to the next chapter on usability and linguis-
tic annotation tools.
3.2. Corpus linguistics as an empirical method
Corpus linguists study language by collecting and observing evidence of actual
language use (McEnery & Wilson, 1996, p. 1). This collection of evidence is Language
corporacalled a corpus, which may consist of a multitude of different texts. Yet, there
are some fundamental differences in how a corpus is used as compared to a
single text (Tognini-Bonelli, 2001, p. 3): A text may be seen as a specific in-
stance of language (cf. Saussure’s concept of parole), while a corpus stands for a
self-contained language system (cf. Saussure’s concept of langue) that contains
instances of language, i.e. texts or fragments of texts. If we take a corpus as a
self-contained system of language, there are certain points that need to be con-
sidered when building it (Tognini-Bonelli, 2001, p. 54):
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• Authenticity of the texts
• Representativeness of language
• Sampling criteria for the selection of texts
McEnery & Wilson (1996, p. 24) sum up the basic characteristics of a corpus,
including its limitations, with the following words:
A corpus in modern linguistics, in contrast to being simply any body of text, might
more accurately be described as a finite-sized body of machine-readable text, sam-
pled in order to be maximally representative of the language variety under con-
sideration. However, the reader should be aware of the possibilities for deviation
in certain instances from this ’prototypical’ definition.
In the philosophical debate between empiricists and rationalists, corpus linguis-Empiricism
vs. ratio-
nalism
tics takes on the role of an empirical method, which is opposed to theoretical
linguists. McEnery & Wilson (1996, p. 5) describe the fundamental divide be-
tween theoretical linguistics (rationalists) and corpus linguistics (empiricists) as
related to the "basic decision of whether to rely on naturally occurring observa-
tions or to rely on artificially induced observations". Another distinction has to
be made between corpus-based and corpus-driven linguistics (cf. Tognini-Bonelli,
2001): Corpus-based studies use corpora to explore, validate and refine pre-
existing theories (corpus linguistics as a method), whereas corpus-driven studies
use corpus data to generate new theories about language (corpus linguistics as
a branch of linguistics, also cf. McEnery & Wilson, 1996, 5-6).
Although there has been a lively debate between corpus linguists and theoretical
linguists30, with some arguments against corpus linguistic approaches (e.g. in-
finiteness of language, language competence vs. performance, etc.) being fairly
reasonable, the method has gained a significant boost from the advent of high-
capacity computers and the availability of large amounts of machine-readable
texts. The improved efficiency of computer-driven corpus linguistics can be bestDigital
corpus
linguistics
illustrated by comparing a corpus from the late 19th century and a state of the art
corpus created from digitized material: In 1891, the German stenographer and
linguist Friedrich Wilhelm Kaeding started to create a corpus to get insights on
the frequencies of phonemes, syllables and words in order to improve the exist-
ing stenographic system. It took him several years (1891-1897) and the joint ef-
forts of hundreds of voluntary assistants31 to create a corpus of approximately 11
million words and 20 million syllables (Kaeding, 1898). Almost a century later,
in 1991, the British National Corpus (BNC) was gathered in a collaboration of pub-
lishers, universities and the British Library. Within four years a project team had
created a 100-million-word corpus, which is freely available on the Internet32.
Roberto Busa (2004, p. xvi ff.), one of the pioneers in the field of computer-based
30 For an extensive review of the debate known as the "Linguistics Wars" cf. Harris (1993).
31 Kaeding (1898, p. 22 ff.) describes the corpus creation as a process with altogether twelve
stages, where the first stage alone required 665 assistants.
32 http://www.natcorp.ox.ac.uk/
3.3. Standards of linguistic annotation 47
text analysis, subsumes the development of computer technology and storage
media as technological miniaturization33. The 19th century example of Friedrich
Wilhelm Kaeding not only shows that corpus creation without computers and
digitized material is a laborious task, but also that a mere collection of words
and their frequencies does not allow for deeper insights into human language,
but only for a quantitative analysis. Nevertheless, corpora can be used to an-
swer qualitative linguistic questions, too. The crucial requirement for corpora to Linguistic
annotationbe used in such a way, however, is the availability of linguistic annotation, or as
Geoffrey Leech puts it:
To extract information from a corpus, we often have to begin by building informa-
tion in – that is, by adding annotations (Leech, 1997, p. 4-5).
3.3. Standards of linguistic annotation
In order to improve the interface of linguistic annotation tools it is essential to
have a basic understanding of the technical foundations of linguistic annota-
tions. This section provides an overview of the evolution of markup languages
and related techniques, but also describes more specific standards for the area of
linguistic annotation.
3.3.1. The evolution of markup languages
In 1967, William Tunnicliffe first proposed the idea of generic coding, which means Generic
codingto separate a document’s form from its content. A few years later, the book de-
signer Stanley Rice introduced the idea of editorial structure tags to implement
Tunnicliffe’s concept of generic coding that would later be adopted in SGML and
XML. By annotating documents in a generic way, a text’s logical and structural
features are described rather than its visual appearance for a specific scenario.
The actual appearance of the text is handled by a styling language (e.g. Cascad-
ing Style Sheets (CSS)) that can refer to the logically and structurally annotated
text elements. In 1969 Charles Goldfarb, Edward Mosher and Raymond Lo- GML
rie designed the first markup language that incorporated the concept of generic
coding: the General Markup Language (GML). The following years are character-
ized by an endeavor to further enhance the GML and to formulate a generic
markup language in a standardized way. The final result was released by the
International Organization of Standardization (ISO) in 1986: the Standard General-
ized Markup Language (SMGL ISO 8879). The more recent history of markup SGML
languages began in 1989, when Tim Berners-Lee introduced the World Wide Web
(WWW) as one of the most successful Internet applications of all times. In the
33 Busa himself experienced the impact of technological miniaturization while building his infa-
mous Index Thomisticus for 30 years, starting in 1946 (cf. Busa, 1980).
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same year, Berners-Lee also decided to create an SGML-based markup language
to describe the structure and content of web documents. This language was
named Hypertext Markup Language (HTML).34HTML
At this point, it becomes necessary to explain the concept of markup languages
in more detail: In actual fact, SGML is a meta markup language that provides
concepts and formalisms to define concrete markup languages like the HTML
by means of a Document Type Definition (DTD). A DTD can be seen as an abstractDTD
data model that may be compared to the relational model in the world of database
design (Mehler & Lobin, 2004, p. 3). A DTD may contain information about the
structure and content of an actual document of the defined document type. The
HTML-DTD35 for instance describes the document type webpage by defining the
basic elements (and attributes) of which a webpage may consist (HTML tag set)
as well as rules on the usage of the these tags. A concrete instance (e.g. an
actual HTML-webpage) of such a generic document type may then be validated
against the specified DTD, to automatically check if any elements were used
in the document that have not been defined in the DTD before. At the same
time, there are some general rules for any markup language that need not be
specified explicitly in a DTD, but which are known as rules of wellformedness. A
wellformed document for instance has exactly one root element, and makes sure
that elements are nested properly within the document.
The Extensible Markup Language (XML) was introduced in 1997, to overcomeXML
some of the problems of SGML that were caused by the language’s complex-
ity, and in turn prevented SGML from being used outside of universities and
big companies. XML is a subset of the SGML that was radically cut down
and only contains the most important markup concepts. Like SGML, XML is
a meta markup language that can be used for the definition of concrete markup
languages by using data models such as the DTD, or the more sophisticated
XML Schema. Similar to DTDs, XML Schema can be used to define document
types, but was designed to overcome some shortcomings of the DTD concept:
DTDs are defined in a proprietary notation, whereas XML Schemas are defined
in XML. XML Schema also provides more data types and more flexibility for
defining a document’s structure (cf. Lobin, 2004, p. 28). There are many ex-
amples for XML based markup languages, for instance for the document types
website (XHTML), spoken dialogue (VoiceXML) or 2D vector graphic (SVG). Many
of the linguistic annotation standards are also defined by means of XML-DTDs
or XML Schemas.
34 For an extensive review of the history of markup languages cf. Mintert (1998). The markup
synopsis in this work is also based on information from Mintert (1998).
35 Cf. the Strict DTD for HTML 4.01, available at http://www.w3.org/TR/html401/sgml/
dtd.html
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3.3.2. Toward a science of annotation
Nancy Ide (2007) introduced the idea of a science of annotation, which focuses on
technologies for the linguistic annotation of corpora, especially on the interop-
erability of annotations, emphasizing the importance of norms and standards in
this field:
A "science" of annotation has now evolved that reflects the collective experience
within the community. This new science includes the study and development
of precise criteria for corpus design, appropriate statistics for measuring inter-
annotator agreement and confidence, and means to define a set of annotation cat-
egories that reflect an underlying linguistic theory. It is also concerned with the
design of an architecture for annotated resources that supports interoperability,
and its implementation in systems and frameworks that support the creation and
exploration of annotations. (Ide, 2007, para. 5)
The TEI is one of the most prominent examples for standardized tag sets that TEI
can be used for the encoding of texts in a humanities context (TEI, n.d., para.
1). The first versions of the TEI tag sets had been formulated with SGML, the
latest version TEI p5 was created using XML. TEI p5 comes with a collection
of different tag sets that can be used for all kinds of literary and linguistic text
annotation. It also provides guidelines and documentation for the proper ap-
plication and combination of the respective tag sets. Among these tag sets are
generic sets, like for instance the TEI Header, which can be used for any kind of
text, and more specific tag sets for special requirements, such as Verse, Perfor-
mance Texts, Transcription of Speech, etc. (TEI, 2014b). Of particular interest for the
case of linguistic annotation are the tag sets Language Corpora and Simple Analytic
Mechanisms.
The Corpus Encoding Standard (CES)36, which is part of the Expert Advisory Group CES
on Language Engineering Standards (EAGLES)37 (Ide, 1998, p. 2), is another im-
portant standard for corpus linguistics. CES is an adaption and extension of the
TEI scheme with the goal to support standardized and reusable encoding of lan-
guage corpora. More specifically "the CES limits the TEI scheme [which is quite
bulky] to include only the sub-set of the TEI tag set relevant for corpus-based
work" (Ide, 1998, p. 2). Similar to the TEI, the CES was first developed as an
SGML application, and is now based on XML, which is why the more recent
CES version is called XCES38. According to Ide, the CES applies to corpora that
are defined as collections of linguistic data. These collections consist of primary
data and the actual linguistic annotation. CES provides elements for encoding
different regions within the primary data, ranging from document-wide markup to
gross structural markup such as the annotation of chapters and paragraphs, and
markup for sub-paragraph structures, including the annotation of sentences, quota-
36 http://www.cs.vassar.edu/CES/CES1.html
37 http://www.ilc.cnr.it/EAGLES96/home.html
38 http://www.xces.org
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tions, and words. CES also covers linguistic annotation such as morphosyntactic
tagging (Ide, 1998, p. 4).
Building on the "big ideas" which have been introduced by de facto standards likeLAF
the TEI or the CES, Ide (2007, p. 2ff.) notes a second generation of more bind-
ing annotation standards, which are defined by the International Organization for
Standardization (ISO). With six different working groups, the ISO technical com-
mittee on Language Resource Management (ISO TC37 SC4)39 is an important organ
that is dedicated to various aspects of the standardization of language resources
(cf. Table 3.1):
Subcommittee /
Working Group
Title
TC 37/SC 4/WG 1 Basic descriptors and mechanisms for
language resources
TC 37/SC 4/WG 2 Semantic annotation
TC 37/SC 4/WG 3 Multilingual information
TC 37/SC 4/WG 4 Lexical resources
TC 37/SC 4/WG 5 Workflow of language resource man-
agement
TC 37/SC 4/WG 6 Linguistic annotation
Table 3.1.: Working groups of the ISO TC37 SC4 technical committee according to ISO TC 37/SC
4 (2001).
Among the published standards so far are frameworks on morphosyntactic an-
notation (MAF), syntactic annotation (SynAF), semantic annotation (SemAF), and
many more. At the core of the TC37 SC4 work, however, is the linguistic annota-
tion framework (LAF):
LAF is intended to provide a standardized means to represent linguistic data and
its annotations that is defined broadly enough to accommodate all types of lin-
guistic annotations, and at the same time provide means to represent precise and
potentially complex linguistic information. (Ide & Romary, 2004, p. 1)
This goal is achieved by means of a single high-level data model40 and an XML
serialization of that model, which serves as a pivot format that can be used
to map annotations in different representation formats onto one another (ISO
24612, 2012, p. v-1). The model was designed on the basis of different annota-
tion schemes of all types and provenance. It tries to alleviate the exchange and
reuse of annotated resources across different platforms and formats, and it pro-
motes the interoperability of such resources (Ide & Romary, 2004, p. 4). The LAF
pivot format is realized by the XML-based graph annotation format (GrAF), which
represents the referential structure of the annotations by means of node and edge
39 http://www.iso.org/iso/home/standards_development/list_of_iso
_technical_committees/iso_technical_committee.htm?commid=48104
40 For a more detailed account on the model and its architecture cf. Ide et al. (2003) and Ide &
Romary (2004).
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elements (Ide & Suderman, 2007, p. 3). A demonstration of the flexibility and
applicability of GrAF can be found in Ide & Suderman (2009), where the authors
successfully transform the proprietary annotation formats of two different anno-
tation environments (GATE41 and UIMA42) into the GrAF representation, thus
enabling the exchange of annotations between both tools.
3.4. A detailed account of linguistic annotation
The implications of general annotation theory for the specific case of linguistic
annotation have been discussed in the preceding chapter. This section provides
a definition of linguistic annotation as well as an overview of the basic forms
and characteristics of linguistic annotation. This overview will help to design
user-friendly annotation tools by considering specific task contexts for linguistic
annotation (e.g. POS annotation vs. syntactic annotation).
3.4.1. Defining linguistic annotation and related terms
Linguistic annotation shows all the characteristics that apply to annotations in
general, i.e. it is some additional information added to a piece of text43 with
the purpose of making some implicit phenomena of the text explicitly available
for automatic analysis. Leech (1997, p. 2) defines linguistic annotation44 as "the
practice of adding interpretative, linguistic information to an electronic corpus
of spoken and/or written language data". Besides this rather informal defini- LAF termi-
nologytion, there is a more elaborate definition of linguistic annotation and some re-
lated key terms in the LAF. The terms and definitions used in the ISO standard
resemble the basic elements of annotations that have been identified in the pre-
vious chapter. For means of standardization and consistency, some appropriate
terms and definitions from the LAF will be used throughout this dissertation (cf.
Table 3.2)45.
41 General Architecture for Text Engineering, available at https://gate.ac.uk/
42 Unstructured Information Management Architecture, available at http://uima.apache
.org/
43 This work focuses on the annotation of textual material – there are, however, other types of
media that can be annotated linguistically, too (cf. section 3.4.2).
44 In actual fact, Leech (1997, p. 2) is using the term corpus annotation – although it is possi-
ble to linguistically annotate single texts, the usual case is the annotation of text corpora.
Therefore it seems legitimate to use the terms linguistic annotation and corpus annotation
synonymously.
45 Note: The LAF also defines the terms graph, node, vertex and edge, which refer to the technical
realization of the pivot format by means of the GrAF (cf. section 3.3.2).
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Term Definition Notes
Primary data Electronic
representation of
language data
Typically, primary data objects are ad-
dressed by “locations” in an electronic
file, for example, the span of charac-
ters comprising a sentence or word,
or a point at which a given tempo-
ral event begins or ends (as in speech
annotation). More complex data ob-
jects may consist of a list or set of con-
tiguous or non-contiguous locations in
primary data.
Annotate Process of adding
linguistic information
to primary data
–
Annotation Linguistic information
added to primary data,
independent of its
representation
–
Representation Format in which the
annotation is rendered,
independent of its
content
–
Segmentation
annotation
Annotation that delimits
linguistic elements that
appear in the primary
data
These elements include (1) continuous
segments (appearing contiguously in
the primary data), (2) super- and sub-
segments, where groups of segments
will comprise the parts of a larger
segment (e.g. contiguous word seg-
ment typically comprise a sentence
segment), (3) discontinuous segments
(linking continuous segments), and (4)
landmarks (e.g. timestamp) that note
a point in the primary data. In current
practice, segmental information may
or may not appear in the document
containing the primary data itself.
Linguistic
annotation
Annotation that
provides linguistic
information about the
segments in the primary
data
The identification of a segment as a
word, sentence, noun phrase, etc. also
constitutes linguistic annotation. In
current practice, when it is possible
to do so, segmentation and identifi-
cation of the linguistic role or prop-
erties of that segment are often com-
bined (e.g. syntactic bracketing, or de-
limiting each word in the document
with an XML element that identifies
the segment as a word or sentence).
Table continues on next page.
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Term Definition Notes
Stand-off
annotation
Annotation layered over
primary data and
serialized in a
document separate
from that containing
the primary data
Stand-off annotations refer to specific
locations in the primary data, by ad-
dressing character offsets, elements,
etc. to which the annotation applies.
Multiple stand-off annotation docu-
ments for a given type of annotation
can refer to the same primary docu-
ment (e.g. two different part of speech
annotations for a given text).
Annotation
document
XML document
containing annotations
–
Anchor Fixed, immutable
position in the primary
data being annotated
The medium determines how an an-
chor is described. For example, text
anchors may be character offsets, au-
dio anchors may be time offsets, video
anchors may be time offsets or frame
indices, image anchors may be coordi-
nates.
Region Area in the primary data
defined by a
non-empty, ordered list
of anchors
–
Original
artefact
Artefact or annotation
from which the primary
data is derived
–
Table 3.2.: Terms, definitions and notes in the context of linguistic annotations as described in
ISO 24612 (2012, p. 1-2).
Primary data is derived from an original artefact and annotated by adding linguistic
information. Annotation comprises segmentation annotation, which delimits lin-
guistic elements as segments, and linguistic annotation, which adds the actual
linguistic information to the text. Segmentation annotation is realized by means
of anchors, which basically are an index of each character of the text, and regions
that are defined by using the anchor structure (start point anchor and end point
anchor for each region). Ideally, the annotation is separated from the primary
data as stand-off annotation, i.e. it is stored in a separate annotation document. The
format in which the annotation is stored is called its representation, which in most
cases will be an XML based markup language.
The term annotation scheme, which is not explicitly defined in the above ISO stan- Annotation
schemesdard, describes the set of items (tags) that can be used as valid annotations
during the annotation process. An annotation scheme may describe tags for
different levels of annotation, i.e. parallel annotations for some regions in the
primary data. The existence of multiple, parallel annotation levels for one text Stand-off
annotationdocument was one of the main reasons for the advance of stand-off annotation.
The concept of stand-off annotation (in contrast to so-called inline annotation)
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was first introduced by H. S. Thompson & McKelvie (1997), and has now be-
come a de facto standard for storing annotations in recent tools for linguistic
annotation. The basic idea of stand-off annotation is to use linking mechanisms
such as XLink (DeRose et al., 2001), XPath (Clark & DeRose, 1999) and XPointer
(DeRose et al., 2002) to establish semantic roles that are virtually added to the
primary data, while the actual annotations are stored in one or more separated
annotation documents (H. S. Thompson & McKelvie, 1997; Ide, 2000). Among
the main advantages of stand-off annotation formats are that read only primary
data can be annotated as well, and that the annotations may consist of multiple,
overlapping levels of annotations (H. S. Thompson & McKelvie, 1997; Burghardt
& Wolff, 2009a).
3.4.2. Different sources of primary data and annotation
modalities
Until now, linguistic annotation has been exclusively discussed with regard to
written language. Although the focus of this dissertation is on annotation tools
for written text, it must be noted that there are other, non-textual primary sources
that can be the target of linguistic annotation as well. These sources include me-
dia data, like for instance image, audio and video files, but also more complex
objects like web sites. One major requirement for multimodal annotation tools46
therefore is to provide a method for the transcription of non-textual data.
As the ultimate goal of any annotation is to make implicit information explicitlyTranscription
available for automatic processing and analysis, corresponding annotation for-
mats have to be represented in a machine-readable, textual format. This format
is commonly based on SGML or XML, which implies that the primary data is
also formalized as textual data in order to become the target of a linguistic anno-
tation. The process of formalizing primary data in such a way is typically known
as transcription. Transcription is a laborious, interpretative task, and oftentimes
a first level of annotation. If we imagine a sentence of spoken, maybe dialect
language, we have to decide how to write down the dialect vocabulary. We also
would have to decide if and how we want to transcribe prosodic features, such
as tone or pauses.
The different kinds of primary sources can be further distinguished by the modal-Modalities
ities they describe. Humans use different modalities to communicate with each
other. Most modalities can be categorized as speech, either spoken or written,
or body movements, which may include "gesture, gaze, facial expression, head
movement, bodily posture, and object manipulation" (Dybkjaer & Bernsen, 2002,
p. 1). If several modalities are combined (e.g. speech and facial expression) this
46 EXMARaLDA (http://www.exmaralda.org/) can be seen as a prominent example for
the transcription and annotation of spoken language, while ANVIL (http://www.anvil
-software.org/) is a widely used tool for the annotation of video files.
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is called multimodality (in contrast to unimodality). The Natural Interaction and
Multimodality (NIMM) working group, which is part of the International Stan-
dards Language for Language Engineering (ISLE) project, has contributed to the
area of multimodal annotation tools with extensive surveys on existing tools,
standards and user needs (Dybkjaer, Berman, Kipp, et al., 2001) as well as on the
requirements for a multimodal annotation tool (Dybkjaer, Berman, Bernsen, et
al., 2001).
Besides the modality of written text, every other modality requires transcription
in order to become the target of machine-readable, linguistic annotation. Be-
cause of the enormous heterogeneity of non-textual primary sources, and the
individual transcription and annotation problems, the focus of this dissertation
is on textual data.
3.4.3. A taxonomy of linguistic annotation
As a user-friendly annotation tool will have to support different types of anno-
tation, it is important to know about the basic forms of linguistic annotation and
their respective characteristics. A taxonomy of the most common linguistic an-
notation tasks will also be useful for the design of an adequate evaluation study
of existing tools (cf. chapter 4).
Burnage & Dunlop (1992, p. 152-153) provide a first taxonomy by systematizing Anchor
scope
taxonomy
linguistic annotations by the scope of their anchors, which can reach from single
character scopes (e.g. encoding of special characters as entities) to scopes that
contain the whole text (e.g. author information):
• character level
• word level
• phrase level
• sentence level
• structural level
• text level
While this taxonomy is easy to comprehend, it addresses different kinds of anno-
tation tasks on a rather generic level that nevertheless will have implications for
the interaction design of linguistic annotation tools: It makes a huge difference
if the user wants to select single characters, words or sentences as the regions
that will be annotated.
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Another way to describe linguistic annotations is by differentiating the levels ofLinguistic
level
taxonomy
linguistic information that are to be encoded. From this perspective, annotations
can basically be categorized according to the major fields of linguistic theory (cf.
Table 3.3, based on Leech (1997, p. 12)47):
Linguistic level Typical annotation task
(1) Orthography Proper encoding of the primary text with all the special
characters (Leech, 1997, p. 14) and setting of the anchors
to define basic regions (tokens, sentences) (Wilcock, 2009,
p. 19).
(2) Phonology,
phonetics
Segmental annotation of phonemes in transcribed speech
(Leech, 1993, p. 2), which typically occurs in multimodal
corpora.
(3) Prosody Annotation of features of spoken (yet transcribed) lan-
guage, for instance intonation, pauses, rhythm, etc.
(Leech, 1993, p. 2).
(4) Morphology
(grammatical
tagging)
Grammatical tagging is mostly concerned with part of
speech tagging. In terms of theoretical linguistics, this
would correspond to the level of morphology. Grammat-
ical tagging is oftentimes the basis for more complex an-
notations, for instance on the syntactic level.
(5) Syntax Marking and labeling of phrases and sentences; corpora
annotated in this manner are also called treebanks. Ac-
cording to Leech, there is a "tendency to move away from
the more detailed annotation schemes to more simplified
schemes. . . . [which is] known as skeleton parsing"
(Leech, 1993, p. 3).
(6) Semantics Semantic annotations that help to distinguish the lexico-
graphic senses of ambiguous words by using predefined
sense inventories as tag sets (semantic classification, sense res-
olution) (Palmer & Xue, 2010, p. 244-246); labeling of se-
mantic roles and relations (within one sentence) results
in so called proposition banks, the annotation of a corpus
with temporal information is called a TimeBank; Palmer &
Xue (2010, p. 246ff.) also mention opinion/sentiment tag-
ging as an example for semantic annotation: "Annotation
of opinions, evaluations, emotions, sentiments, and other
private states in text" (Palmer & Xue, 2010, p. 240-241).
(7) Discourse Any annotation that goes beyond the sentence bound-
ary may be labeled discourse annotation; typical example:
resolution of anaphoric relations (Leech, 1993, p. 4).
(8) Pragmatics,
stylistics
Annotation of pragmatic features such as speech acts or
stylistic features such as speech and thought presentation
(Leech, 1997, p. 90ff.).
Table 3.3.: Levels of linguistic annotation according to Leech (1997, p. 12) and typical annotation
tasks.
47 As Leech’s taxonomy is intrinsically motivated by the main branches of theoretical linguis-
tics, variations can be found throughout literature; cf. for instance the taxonomies of Wilcock
(2009, p. 19-20) and Palmer & Xue (2010).
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Wilcock (2009, p. 19-20), however, notes that "there is only an approximate cor-
respondence between the levels of the tasks performed in practical corpus an-
notation work and the levels of description in linguistic theory", i.e. not every
annotation task can be precisely assigned to one of the above linguistic levels.
This is best illustrated by so called lower level annotations like for instance to-
kenization or sentence boundary detection. These annotations may be part of the
orthographic level, but at the same time they are a necessary means to be able
to describe higher level annotations such as syntactic annotation. The same holds
true for POS annotation: the syntactic structure of a sentence cannot be anno-
tated without annotating the POS beforehand. Fortunately, most lower level
annotation tasks can be automatized to a large degree. Nevertheless, some lan-
guages remain, like e.g. Old or Middle German, where it is not possible to do
automatic POS tagging for reasons of very heterogeneous orthography (Pilz et
al., 2008, p. 66-67).
For the evaluation design of existing annotation tools, both, the anchor scope as
well as the linguistic level taxonomies described in this section will be considered.
I will design test tasks that cover different region scopes and the most frequent
linguistic annotation tasks (cf. chapter 4.5).
3.5. Linguistic annotation in the corpus creation and
usage workflow
Linguistic annotation is not an isolated activity, but rather one that is accom-
panied by other tasks that are necessary to create and use a corpus. Figure 3.1
shows the typical stages which are necessary during the creation and the actual
usage of a text corpus.
First, if the primary data is not in machine-readable format, it needs to be digi- Digiti-
zationtized. This can either mean the transcription of spoken texts into a digital rep-
resentation, or the transformation of the pages of a book to a digital, machine-
readable document. Much of the digitization of printed books can be autom-
atized by using advanced optical character recognition algorithms. Yet, in many
cases the digitized data is not ready to be used for annotation and querying.
In the second stage, the digitized primary data needs to be normalized: scanning- Normali-
zationerrors have to be corrected, and the encoding, which is important for special
characters (consider e.g. a set of runes for Old English texts), has to be set prop-
erly, preferably in Unicode48 format. After these preliminary steps, we have set
up a machine-readable, normalized corpus that is still lacking additional linguis-
tic information which is important for later analysis.
48 "Unicode provides a unique number for every character, no matter what the platform, no
matter what the program, no matter what the language." (Unicode Consortium, 2013, para.
3)
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Figure 3.1.: Typical stages during the creation and usage of a corpus.
Linguistic annotation, which includes the creation of a suitable annotation schemeAnnotation
(tag set), is probably the most laborious task. It can, however, be automatized to
a certain degree (cf. section 3.6), and also be facilitated by user-friendly annota-
tion tools. The actual annotation process and the interactions that are necessary
to create an annotation scheme and to annotate a document on multiple levels
of linguistic information are crucial for this dissertation. Therefore, a detailed
account of the annotation process will be given in the the next chapter.
Up to here, the described stages were mainly concerned with the creation ofQuery
building the corpus. Once the annotated corpus is available, it can be used to answer
linguistic questions. Exploring the corpus, however, is not a trivial task, as it
requires a mechanism to query the data that has been annotated in a way that
it delivers answers to previously formulated questions. It is important to note
that query building depends on the available annotations, i.e. during the anno-
tation process, the annotator has to keep in mind the questions he wants to ask
the corpus later on, and make sure that all the necessary information is explicitly
encoded. Soehn et al. (2008) provide a basic taxonomy for different types of cor-
pus query interfaces, including prominent examples such as COSMAS II49 and
TIGERSearch50. Query interfaces typically implement logical search operators as
well as regular expressions, which can be used to define patterns that match/select
specific text strings in the corpus. Although query interfaces are typically real-
ized as free text forms that act like a command shell, there have been attempts
to provide graphical user interfaces (GUIs) for the query building process. An
early attempt to realize such a GUI for queries can be seen in the Query by Ex-
ample (QBE) language for querying relational databases, as suggested by Zloof
49 Corpus Search, Management and Analysis System (COSMAS II), maintained by the Institut für
Deutsche Sprache (IDS) in Mannheim (cf. www.ids-mannheim.de/cosmas2/).
50 Tools for Linguistic Text Exploration (TIGERSearch), maintained by the Institut für Maschinelle
Sprachverarbeitung (IMS) in Stuttgart (cf. http://www.ims.uni-stuttgart.de/
forschung/ressourcen/werkzeuge/tigersearch.html).
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(1977). Soehn et al. (2008, p. 4-5) also report on a prototypical corpus interface
that is realized as a graphical tree fragment query editor. The interface allows the
user to submit complex queries via drag-and-drop of the query components into
the tree structure. COSMAS II is another example for a graphical user interface,
where query components can be visually arranged and combined in a nested
input field (cf. Figure 3.2).
Figure 3.2.: COSMAS II graphical query builder, taken from the COSMAS II tutorial by Bopp
(2010, p. 9).
The last stage in corpus creation and usage workflow comes right after a query Analyze
resultshas been submitted: the visualization and analysis of results. First suggested
by Luhn (1960), the Keyword in Context (KWIC) has quickly become the stan-
dard for displaying corpus results. The KWIC visualization lists all keywords
that match the corpus query as an alphabetical concordance list, but also pro-
vides the left and right neighbors (context) of the keyword. There are, how-
ever, alternative attempts to visualize corpus results, for instance the Word Tree
(Wattenberg & Viégas, 2008), which is a treelike, graphical variant of the tra-
ditional KWIC, or the Double Tree (Culy & Lyding, 2010), which provides left
and right contextual information of a keyword as two separate trees. Other
forms of visualization include the well-known word clouds (cf. e.g. Wordle.net),
which are used to indicate the frequency of certain words as compared to other
words in the same collection. While current text analysis tools such as Voyant
Tools51 still use word clouds as a means of data visualization, we can observe a
growing weariness of word clouds, as several studies have shown that they are
outperformed by other forms of visualization, such as one-dimensional lists52.
51 http://voyant-tools.org/
52 For an overview of related work on word cloud evaluations cf. Lohmann et al. (2009).
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Accordingly, Voyant also offers a multitude of other experimental visualization
techniques that can be subsumed as instances of rich-prospect browsing interfaces.
Rich-prospect browsers display every item (e.g. words or images) of a collection
on one overview screen, and allow the user to manipulate and explore any item
in more detail (Ruecker et al., 2011, p. 3). The basic idea of rich-prospect is to
provide "the user with a visual basis for understanding what is available in a
collection" (Ruecker et al., 2011, p. 4) – no matter how big this collection is.
Along with the analysis of data within the query interface, the final step in the
corpus workflow is to export the relevant results (Soehn et al., 2008, p. 2) in
a way they can be used for further studies or for publication (preferably in an
XML based format).
3.6. Automatic vs. manual annotation
McEnery & Hardie (2012, p. 30) identify three basic approaches for linguisticTaxonomy
annotation: automatic annotation, semi-automatic annotation (automatic anno-
tation with manual correction) and manual annotation. This basic taxonomy of
approaches to annotation is also backed up by a topic analysis of the proceed-
ings of the Linguistic Annotation Workshop (LAW). The LAW is held annually since
2007, and is part of the ACL Special Interest Group for Annotation (SIGANN53). I
tagged all articles from 2007 - 201154 by their title and abstract. 41 unique tags
(for instance manual annotation, automatic annotation, etc.) were used to describe
140 articles, which made for a total of 228 tags. Figure 3.3 shows the most fre-
quent topics from this study, including important topics like for instance corpus
annotation (40 articles), annotation schemes (24 articles), annotation practices (22 ar-
ticles), treebanks (21 articles), evaluations (16 articles) and annotation formats (12
articles). The frequencies for articles that deal with annotation tools (11 articles),
automatic annotation (11 articles), semi-automatic annotation (9 articles) and man-
ual annotation (6 articles) seem to emphasize McEnery’s categorization of ap-
proaches to annotation. Interestingly, automatic and semi-automatic annotation
appear more often than manual annotation, indicating that manual annotation
per se is very costly and laborious, but that automatic annotation is also com-
bined with manual approaches (semi-automatic annotation) in many cases.
The rest of this section discusses the chances and limitations of manual and auto-
matic annotation approaches, and argues for a combined, computer-aided man-
ual annotation process.
53 http://www.cs.vassar.edu/sigann/
54 The full proceedings are available at http://www.cs.vassar.edu/sigann/previous
_workshops.html.
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Figure 3.3.: Analysis of the most frequent topics of the LAW proceedings from 2007 – 2011.
3.6.1. Automatic annotation
Computers perform well in automatic annotation when the area of knowledge POS
taggingis self-contained and when the linguistic or semantic knowledge in question
can be translated into a lexicon or into algorithmic rules. Typically, automatic
annotation approaches are successful for POS annotation, i.e. the annotation
of word form and lemma information. Oftentimes POS annotation is synony-
mously called POS tagging, thus automatic annotation tools are often called tag-
gers. According to Meyer (2002, p. 88ff.) and Leech et al. (1994, 102ff.), there
are two main types of taggers55: rule-based taggers and probabilistic or stochastic
taggers.
Rule-based taggers basically look up the words they are going to annotate in Rule-based
taggersa lexicon, where one or more values (tags) are stored for each word (Meyer,
2002, p. 88). As many words are ambiguous by their mere orthographic form
(example: "ship" may be a noun as well as verb), contextual information has
to be considered by means of rules (also called templates). Some exemplary
templates from the renowned Brill Tagger illustrate the form and function of
such rules (Brill, 1992, p. 2)56:
Rule 1 If a word is tagged a and it is in context C, then change that tag to b, or
Rule 2 If a word is tagged a and it has lexical property P, then change that tag to
b, or
55 Merialdo (1994, p. 1) and Schmid (1994b, p. 1) describe the same two main types, but also
mention neural network-based approaches as a third category. This survey, however, focuses
on rule-based and probabilistic taggers, as most available taggers belong to one of those two
categories. For more information on taggers that rely on neural networks cf. Benello et al.
(1989), Nakamura & Shikano (1989), and Schmid (1994a).
56 Other rule-based taggers like e.g. TAGGIT, employ so called context-frame rules, which are
based on linguistic observation of language data to disambiguate a word by its context (Leech
et al., 1994, p. 103).
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Rule 3 If a word is tagged a and a word in region R has lexical property P, then
change that tag to b.
Most rule-based taggers have been superseded by probabilistic taggers, whichProbabilistic
taggers generally have substantially lower error rates (Brill, 1992, p. 1). The basic idea
of probabilistic taggers is to "assign tags based on the statistical likelihood that
a given tag will occur in a given context" (Meyer, 2002, p. 88). Probabilistic
taggers typically use Hidden Markov Models (HMM)57 (cf. Poritz, 1988) to capture
this contextual information (Brill, 1992, p. 1). As one word can have several tags,
the HMM calculates the probability of a sequence of words (context) rather than
tagging the words isolated from each other:
If we have a sequence of words, each with one or more potential tags, then we can
choose the most likely sequence of tags by calculating the probability of all possi-
ble sequences of tags, and then choosing the sequence with the highest probability.
(Leech et al., 1994, p. 103)
In contrast to rule-based approaches, probabilistic taggers need to be trained so
they can compare the sequences of untagged words to a tagged training corpus.
However, not all probabilistic taggers rely on HMMs. The TreeTagger by Schmid
(1994b) for instance makes use of binary decision trees that use (similar to the
rule-based taggers) a lexicon that contains the a priori tag probabilities. The
TreeTagger’s output, the original word, the POS as well as the lemma, are de-
picted in Figure 3.4. The TreeTagger can be seen as an example for a probabilistic
Figure 3.4.: Example output of the TreeTagger. Input text taken from the German Civil Law Code
(BGB – Bürgerliches Gesetzbuch).
Hybrid
taggers tagger that makes use of a typical rule-based feature, a lexicon. There seems to
be a trend toward hybrid taggers58, where the strategies described above are
combined:
Nearly all probabilistic taggers have sets of heuristic rules or guessers dealing
with unknown words, while some rule-based systems use a limited amount of
frequency information. (Garside & Smith, 1997, p. 106-107)
57 Cf. the Trigrams’n’Tags (TnT) tagger by T. Brants (2000b), which is a prominent example for a
probabilistic tagger that makes use of second order Markov models.
58 The Constituent Likelihood Automatic Word-tagging System (CLAWS) is an example for such a
hybrid grammatical tagger (Leech et al., 1994).
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While automatic POS taggers attain accuracy rates from 95-98% (Leech et al.,
1994, p. 103; Garside & Smith, 1997, p. 119), automatic tools that try to annotate
syntactic phenomena score much lower (Meyer, 2002, p. 91). The identification Parsing
of the constituents of a sentence and the annotation of their syntactic function
in the sentence is called parsing. Much like taggers, most parsers are either
rule-based or probabilistic, and rely on specific grammatical models which are
used as "parsing schemes" (Meyer, 2002, p. 91). Parsers typically also make
use of POS annotations, which are necessary to identify syntactic chunks and
their roles (cf. Figure 3.5 ). Syntactically parsed corpora are called treebanks;
Figure 3.5.: Example for combined POS tagging and syntactic chunking from the online demo
of the Stanford Parser (available at: http://nlp.stanford.edu:8080/parser/
index.jsp).
Treebanks
prominent examples for such treebanks include the German language TIGER
Treebank (S. Brants et al., 2002) and the English language PENN Treebank (Marcus
et al., 1993).
The discussion so far reveals that automatic annotation is limited to fields of
manageable degrees of complexity (hence it is also called shallow annotation),
including simple text processing tasks such as tokenization and sentence seg-
mentation, or simple tagging and parsing tasks such as POS tagging or syntactic
phrase detection/categorization (T. Brants & Plaehn, 2000, p. 1). At the same
time it becomes evident that more sophisticated types of annotation cannot be
automated, but rather have to be carried out by a human annotator (cf. T. Brants
& Plaehn, 2000; Dandapat et al., 2009).
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3.6.2. Manual annotation
While computers lack the ability to interpret contextual information in the cor-Man vs.
machine rect semantic and pragmatic way, they have strengths in combining and calcu-
lating explicitly available information, i.e. a computer can dig through a large
collection of documents and return only those that contain a specific syntac-
tic constellation within a certain genre of text. However, when it comes to a
deep interpretation of words, phrases and sentences by means of semantics and
pragmatics, human knowledge and intelligence are needed as input: Scattered
anaphora, misspelled words, witty puns and ambiguous meanings – humans are
able to activate their mental lexicon (cf. Aitchison, 1994) in the wink of an eye to
make sense of even the most obfuscated linguistic constructions, and to interpret
synonyms, super- and sub-categories, named entities, social roles, anaphora, etc.
Although many annotation tasks can be automated quite well, it is undisputed
that a certain degree of manual annotation is necessary in any case. McEnery
& Hardie (2012, p. 30) note that "it is not currently possible to reliably under-
take automated corpus annotation for all types of linguistic analysis", i.e. there
is always a need for manual annotation. As many automatic approaches require
correctly annotated training data59 in the first place, another case for human an-
notation is made:
It is tempting to assume that recent advances in semi-supervised and unsuper-
vised machine learning . . . may eventually obviate the need for linguistic annota-
tion, but this is not likely. Even unsupervised systems rely on manually annotated
data for evaluation purposes. (Palmer & Xue, 2010, p. 239)
Manually annotated corpora may not only serve as training data for machine
learning approaches, but also as gold standard that can be used as a benchmark
for testing the quality of automatic annotation tools (McEnery & Hardie, 2012, p.
31). A prominent example for a corpus with manual annotations is the Manually
Annotated Sub-Corpus (MASC, Ide et al., 2008; Ide & Fellbaum, 2010)60, which is
part of the American National Corpus61. MASC can be seen as "the first large-scale,
open, community-based effort" (Ide & Fellbaum, 2010, p. 2) to create a corpus
that is annotated for multiple linguistic phenomena.
At the same time it is important to note that there is no guarantee that manual
annotations are 100% correct (McEnery & Hardie, 2012, p. 31), especially if sev-
eral annotators are involved. While humans may have strengths in identifyingConsistency
complex linguistic phenomena a machine could not have known, they are more
prone to make easy mistakes over the course of time. Human annotators may
59 To reduce the effort for manually created training data, active learning has been adopted to the
area of corpus annotation (Ringger et al., 2007; Song & Yao, 2010). Active learning methods
typically formulate queries, to select only the most informative examples from the training
data (C. Thompson et al., 1999, p. 1). The human annotator plays the role of an oracle, only
annotating the examples that are requested by the machine (Settles, 2010, p. 3ff.).
60 http://www.anc.org/data/masc/
61 http://www.anc.org/
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oversee some linguistic phenomena or annotate them inconsistently. The aspect
of consistency of annotation becomes even more problematic when multiple an-
notators are involved in a corpus project: Inter-annotator consistency is concerned
with how different humans annotate a specific sentence, while intra-annotator
consistency describes if one annotator is consistent throughout the annotation
process (T. Brants, 2000a, p. 1).
Besides consistency issues, another drawback of manual annotation in contrast
to automatic approaches is its cost and effort (T. Brants et al., 1999; Ide et al.,
2008; Santos & Frankenberg-Garcia, 2007). With manual annotation being such
a laborious and time-consuming task, it is typically combined with automatic
approaches. Eryigit (2007, p. 117) distinguishes a manual from-scratch procedure
from manual controlling and correcting of automatic annotations. Marcus et al.
(1993, p. 318-320) describe an experiment where these two modes of annota-
tion are evaluated: Annotators did POS tagging for blank, unannotated text in
the first mode. In the second mode they verified and corrected automatically
generated output from a POS tagger (PARTS algorithm). The POS tagging from
scratch took twice as long, annotators disagreed twice as much, and it produced
50% more errors. This, at least for the area of POS tagging, clearly speaks for an
automatic approach with manual correction.
As was described earlier, many annotation tasks such as POS tagging or shallow
syntactic parsing can be automatized to a certain degree and may be efficiently
combined with a manual correction approach. Nevertheless, there are still areas
of more complex or highly specific linguistic annotation tasks, where manual
annotation will have to be applied from scratch (Castilho et al., 2007, p. 1). While
most corpus projects annotate texts on various, parallel levels, a combination of
manual and automatic annotation approaches may often be the case. Castilho
et al. (2007, p. 1) suggest a basic 4-step workflow for the integration of manual
from-scratch annotation with automatic annotations:
Step 1 Basic automatic analysis (tokenization, etc.)
Step 2 Select candidate units for further manual annotation by means of query
Step 3 Extract the selected candidates from different source documents and ag-
gregate them in a single document
Step 4 Merge manual annotation back to original corpus
Summing up the opportunities and limitations of automatic and manual anno-
tation, a linguistic annotation tool should provide the following main features:
• Support automatic annotation for simple tasks
• Provide a correction-mode for automatically generated annotations
• Provide a from-scratch manual annotation mode
• Allow the user to integrate automatic annotation with manual annotation
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One main challenge for the interface design will be the integration of different
annotation modi.
3.6.3. Toward user-friendly interfaces for manual annotation
By accepting that computers have their very own strengths as compared to hu-Man vs.
machine man annotators (and vice versa), a combined approach that integrates the best
of both worlds seems most promising. Computers should do the programmable
routine annotation work, while humans annotate the more complicated and
complex phenomena of language and its context. Computers should also cover
an adequate visual representation of data and provide efficient editing mech-
anisms (Dandapat et al., 2009, p. 1). This view enforces the tool character of
computer programs, with the main requirement not being artificial intelligence,
but a high level of usability. In fact, there seems to be a trend in the field of arti-
ficial intelligence which points toward an integrated approach of human intelli-
gence and computers as a supportive tool, accounting for the specific strengths
and weaknesses of both, man and machine. The web service Amazon mechanical
turk62 implements this idea in a crowdsourcing63 context, allowing for the use of
human intelligence in order to perform on-demand sub tasks (Lenk et al., 2009,
p. 26) which computers are not able to cope with. In many cases these human
intelligence tasks (HITs) are annotation tasks on the semantic level:
Example 1 Categorize the sentiment of a sentence
Example 2 Choose the best category for this product
In analogy to Wolfgang von Kempelen’s legendary automaton chess player (“TheArtificial
artificial
intelligence
Turk”), which actually was a hoax, concealing a human chess master inside a
seemingly chess-playing automaton, Amazon puts human intelligence inside
simple computer programs as a problem-solving component, thus creating arti-
ficial artificial intelligence (Pontin, 2007, para. 3). Mechanical turk illustrates the
idea of joint intelligence of humans and computers, where computers do the rou-
tine work and humans merely use the computer as a tool to perform different
kinds of annotation tasks.
Along these lines, linguistic annotation tools should try to make manual anno-Usability
matters tation as convenient and efficient as possible. This goal can only be achieved
by providing appropriate functionality as well as a high level of usability for
the annotation interfaces. Unfortunately, there seems to be a huge gap between
the desired usability of linguistic annotation tools and the degree of usability
most existing tools can offer: Throughout literature we find hints on the impor-
tance of easy-to-use, simple and intuitive interfaces (Dybkjaer, Berman, Bernsen,
62 https://www.mturk.com
63 The large-scale aggregation of information from crowds of people is often referred to as
crowdsourcing. In the cloud computing context, where Everything is a Service (Xaas), crowd-
sourcing is similar to the Humans as a Service (HuaaS) concept (cf. Lenk et al., 2009).
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et al., 2001; Dipper et al., 2004; Reidsma et al., 2004; Eryigit, 2007; Dandapat et
al., 2009; Palmer & Xue, 2010; Hinze et al., 2012), but evaluations (Burghardt &
Wolff, 2009b; Burghardt, 2012) of existing tools indicate that a decent degree of
usability is largely missing64. McEnery & Hardie (2012, p. 33) come to a similar
conclusion:
Corpus search tools have over the years developed to become very user-friendly.
By contrast, corpus annotation programs – while widely available – typically re-
quire so much advanced computer expertise to install and use that they are, effec-
tively, not accessible to most linguists.
The demand for usability of annotation tools is also strongly motivated by the Usability as
a cost savercost aspect of manual annotation. In her seminal article on "Functionality and
Usability", Goodwin (1987, p. 231) underlines the importance of usability with
regard to cost savings:
For computer systems used for large-scale transactions, seemingly small improve-
ments in usability can translate into large cost savings: Saving as little as 1 second
per transaction can mean a savings of thousands of dollars as well as significantly
improved productivity.
This statement can be easily transferred to the area of linguistic annotation,
where user-friendly interfaces can speed up the manual annotation process sig-
nificantly (Eryigit, 2007, p. 1). Dandapat et al. (2009, p. 1) note that the cost of an
annotation project can be measured by the number of man-hours and the level of
expertise that was required. They suggest several techniques that can boost the
benefit-cost ratio of annotation tasks: These include automatic approaches that
rely on supervised learning algorithms or an active learning procedure, crowd-
sourced annotation approaches, and "smartly designed user interfaces for aiding
the annotators" (Dandapat et al., 2009, p. 1).
Although this section has shown that automatic annotation is an important means Toward
ergonomic
annotation
tools
to automatize certain types of annotation tasks, it has also become evident that
manual annotation is still needed for other, more complex annotation tasks, or
that it is combined with automatic approaches, mainly to check and correct ma-
chine annotations. As the point for manual annotation has clearly been made,
this work will not try to enhance automatic annotation algorithms, but rather
aims to provide suggestions for the design of user-friendly annotation tools that,
along with existing automatic annotation functionality, support the manual an-
notation process of complex linguistic phenomena with an intuitive and user-
friendly interface.
64 Also cf. the tutorial on "Understanding and Improving Annotation Usability" in a biomedical
informatics context, which was presented by Harry Hochheiser at the iDash NLP Annotation
Workshop, September 29, 2012. A video recording of the tutorial is available at http://
www.youtube.com/watch?v=joYVHjB5tgs.
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3.7. Summary
As a quantitative branch of linguistics, corpus linguistics strongly benefits from
the availability of large amounts of machine-readable data that can be compiled
into language corpora. This chapter has shown that linguistic annotation – be-
sides other activities such as digitization, normalization, etc. – is an essential
task during the creation of these corpora. Accordingly, there is an abundance
of markup formats and standards for the field of linguistic annotation. This
chapter also has introduced different approaches to linguistic annotation: while
automatic annotation obviously is less laborious than manual annotation, it can-
not be applied to the full range of linguistic and language-specific problems.
At the same time, manual annotation is a cumbersome task, as the interfaces of
corresponding annotation tools in most cases suffer from severe usability prob-
lems that impede a smooth annotation experience. This leads to the conclusion
that it is important to improve the usability of linguistic annotation tools. The
next chapter illustrates how usability for annotation tools can be measured and
improved systematically, as it describes the basics of usability engineering, and
also presents an evaluation study for linguistic annotation tools.
4. Usability and the case for
annotation tools
4.1. Introduction
This chapter introduces the concept of usability, and also shows how it can be
defined, tested and engineered systematically. Moreover, typical users, require-
ments and tasks from the domain of linguistic annotation tools will be intro-
duced as the basis for a large-scale usability evaluation of linguistic annotation
tools. The details of the study design as well as the quantitative results are de-
scribed toward the end of this chapter.
The chapter is structured as follows: Section 4.2 introduces important concepts Chapter
structurefrom the field of usability engineering; section 4.3 gives an overview of different
usability evaluation methods. In section 4.4 the characteristics of the application
domain are presented from an HCI perspective. These characteristics include
different user groups for annotation tools, requirements for linguistic annota-
tion tools and typical micro-tasks that will occur during the annotation process.
Finally, this section provides a categorization scheme for linguistic annotation
tools and related tools and resources. Section 4.5 is dedicated to the usability
evaluation of existing annotation tools. First, the choice of evaluation method
is elucidated. Next, the chosen method is described in more detail. A previous
pilot study that has used the same method for a smaller set of annotation tools is
recapitulated. As part of the overall evaluation design, this section also clarifies
the generation of tasks as well as the selection of annotation tools as appropriate
test objects. Finally, the actual evaluation procedure is documented. In section
4.6, the quantitative results of the evaluation study are presented. At the same
time it is argued that usability patterns are an appropriate means to document
the qualitative results of the study. Section 4.7 presents a brief summary of the
whole chapter and leads over to the next chapter on usability patterns.
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4.2. Fundamentals of usability engineering
Whenever we have a feeling that a product is easy – and maybe even fun – to
use, this is due to its inherent usability65. It may, however, be hard to articu-
late the reasons why we have these positive feelings about a specific product,
as usability typically is a factor that is not clearly visible on the surface of the
product (Barnum, 2011, p. 1), but rather is the result of many smaller factors.
Accordingly, Nielsen (1993, p. 26) suggests that usability must not be treatedCompo-
nents of
usability
as an abstract, one-dimensional concept, but rather should be broken down into
multiple, more concrete components such as learnability, efficiency, memorability,
error rate and satisfaction. Each of these components can be tested and engineered
individually, which makes usability as a whole much more graspable. These
components are typically influenced by different aspects, such as human perfor-
mance, learning, cognition, and collaboration (Rosson & Carroll, 2002, p. 9).
A rather formal definition of usability is provided in the ISO 9241-11 (1999) stan-ISO 9241-11
dard66:
The extent to which a product can be used by specified users to achieve specified
goals with effectiveness, efficiency, and satisfaction in a specified context of use.
This definition includes three critical measures of usability (Barnum, 2011, p. 11)
– effectiveness, efficiency, and satisfaction – which are the subject of usability test-
ing. The multiple use of the word specified in this definition indicates that there
is no single, common formula for systems with good usability, but that usability
rather depends on the specific circumstances of a project. While these defini-Guidelines,
heuristics,
etc.
tions describe usability on a rather abstract level, it is also possible to describe
it on a more practical level, by giving concrete advice for the implementation
of user-friendly interfaces. Typical means to document such practical advice for
the realization of usability include guidelines, heuristics, rules, principles, recom-
mendations, best practices, etc.
While the basic idea of all those different definitions (on different levels of detail)Layered
model of
usability
is to make the concept of usability more comprehensible and more graspable, it
can be challenging to paint the big picture of usability and to relate the different
definitions to each other. Therefore, Van Welie et al. (1999) suggest a compre-
hensive usability framework that can be used to integrate different definitions
(with different levels of detail). Van Welie et al. (1999, p. 4-5) break down the-
oretical and practical concepts and definitions of usability and relate them to
each other in a layered model of usability (cf. Figure 4.1). On the highest, most
abstract level (no immediate practical applicability) are the ISO 9241-11 criteria
65 More recently, the term user experience (UX) has been established to express a more holistic
view of relevant usability factors, including aspects such as satisfaction, hedonic qualities and joy
of use (also cf. Hassenzahl et al., 2001); cf. Bevan (2009) for a comprehensive overview and a
discussion of similarities and differences between the concepts of usability and user experience.
66 As I do not have access to the original ISO standard in English language, I refer to the defini-
tion as provided by Barnum (2011, p. 11).
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Figure 4.1.: Layered model of usability (image source: Van Welie et al., 1999, p. 5, Figure 1).
for usability: effectiveness describes the accuracy and completeness of an achieved
goal), efficiency relates the expenditures to the level of effectiveness, and satisfac-
tion describes the comfort and acceptability of use (Bevan, 1999). On the next
level we find so called usage indicators that can actually be observed and tested
in practice. Table 4.1 shows that these usage indicators can also be found in
definitions by Nielsen (1993, p. 26) and Shneiderman & Plaisant (2009, p. 34).
Nielsen Shneiderman
Efficiency Speed of performance
Learnability Time to learn
Memorability Retention over time
Errors/Safety Rate of errors by users
Satisfaction Subjective satisfaction
Table 4.1.: Similar usage factors as described by Nielsen (1993, p. 26) and Shneiderman &
Plaisant (2009, p. 34); comparison adopted from Van Welie et al. (1999, p. 3).
On the lower level of the layered model are typical means of usability that are
often described in usability guidelines and heuristics. According to Van Welie,
these means are not goals in themselves, but rather affect the usability indicators
in a positive or negative way. Means need to be used with respect to the specified
user group, user goals and context of use (cf. the ISO definition). In order to
decide when to use which means, the designer can consult different domains of
knowledge, which form the lowest layer of the model.
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By breaking down the abstract concept of usability into more concrete compo-Usability
engineering nents and criteria it becomes possible to systematically design for usability, a pro-
cess that is referred to as usability engineering (cf. Nielsen, 1993). The basic idea
of a systematic usability engineering process is to embed it into the develop-
ment lifecycle of a product, and to consider usability as a crucial design factor
throughout the whole engineering process. The ISO standard on human-centered
design for software (ISO 9241-210, 2010) describes a cyclic usability engineering
approach that accompanies the whole design process (hence it is referred to as
human centered design). The ISO model consists of four elementary stages that
can be iterated whenever it becomes necessary during the design process: (1)
First of all, it is important to gather information about the intended context of
use, and to specify it as a basic input for the rest of the design process. (2) It
is also necessary to specify the requirements of the product that is about to be
developed. (3) Next comes the production of design solutions, which should
meet the previously defined requirements and also take into account the speci-
fied context of use. (4) The last stage in this human-centered development cycle
is the evaluation of the design solutions. If the requirements are met, the design
is finished – if not, the designers need to iterate the previous phases until they
are able to evaluate a design solution as successful.
4.3. Usability testing and evaluation methods
This section gives an overview of the wide spectrum of the available usabil-
ity testing methods. Such an overview is necessary to legitimate the choice of
method for the evaluation study described in section 4.5.1. The design and im-When to
test? plementation of a software system, or any other kind of product, typically is a
continuous process. The first question that needs to be answered when conduct-
ing a usability evaluation therefore is "When to test?". Accordingly, evaluations
can be distinguished by the moment of their application: Formative evaluation
methods are mostly used during the design process of a new system, whereas
summative methods are rather used to assess the quality of a finished product
(Rosson & Carroll, 2002, p. 228). The previous question is closely related to theWhy to
test? question about the "Goal of the evaluation?". Gediga et al. (2002, p. 3) identify
the following three types of goals:
1. Comparison: "Which one is better?" – Compare several systems from one
domain to find out which system is best / worst.
2. Summative judgement: "How good is it?" – Evaluate a finished system to
assess its overall quality.
3. Reveal problems: "Why is it bad?" – Evaluate one or more systems to
reveal weaknesses.
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According to Gediga et al. (2002, p. 3), the first two goals are usually achieved
during summative evaluations, while the third goal is more likely to be an in-
stance of formative evaluation, toward the end of the design process of a prod-
uct. There are several usability methods that can be used to achieve these goals. How to
test?Basically, they can be distinguished as being empirical or analytic methods67.
Rosson & Carroll (2002, p. 228-230) summarize the main characteristics of both
classes of methods as follows: Empirical methods typically investigate the us- Empirical
methodsability of a system by observing actual users and their characteristic behaviors
while using the system68. Empirical user testing may be more formal (e.g. con-
trolled experiment in a laboratory setting) or more informal (e.g. field studies),
but in the end the results always need to be interpreted by a usability expert,
which makes these methods generally more labor-intensive than most analytic
methods. Examples for this kind of methods are controlled experiments, think-
aloud experiments or field studies that collect feedback from the real-world usage
of a system (Rosson & Carroll, 2002, p. 230). Analytic methods on the other Analytic
methodshand are less laborious than empirical methods, as they do not rely on the test
results of actual users, but rather build on the analytic skills of one or more us-
ability experts who try to put themselves in the position of actual users. This
aspect is underlined by Nielsen (1994d, p. 413), who notes that it can be dif-
ficult or expensive to recruit real users in sufficient numbers. Besides formal
analytic methods such as model-based analyses69, which are using "established
theories in science and engineering to build a predictive model" (Rosson & Car-
roll, 2002, p. 235), there is also a number of more informal analytic methods.
Most of these methods belong to the class of so called inspection methods. Nielsen Inspection
methodssuggests inspection as a cost-efficient alternative70 to empirical methods. Usabil-
ity inspection methods generally rely on evaluators who analyze and judge a
user interface with regard to aspects of usability (Mack & Nielsen, 1994, p. 1).
As inspection methods are based on the judgment of usability and / or domain
specialists, they are sometimes also called expert-based methods. Nielsen (1994d)
provides an extensive overview of available inspection methods, among which
are the heuristic evaluation (Nielsen, 1994c; Nielsen & Molich, 1990), the cogni-
tive walkthrough (Lewis et al., 1990; Polson et al., 1992; Wharton et al., 1994), the
pluralistic walkthrough (Bias, 1991, 1994), and many more.
67 Nielsen (1994d, p. 413) identifies automatic evaluation as a category of its own. It is, how-
ever, not part of this overview, as it is not really a method, but rather a tool that allows the
evaluator to automatically check predefined interface specifications.
68 For the digital humanities context of this work, it is worth noting that user studies are partic-
ularly popular in the field of digital library development (cf. Dobreva et al., 2012).
69 One of the most prominent examples for this type of analytic methods is the GOMS (goals,
operators, methods, and selection rules) analysis (Card et al., 1983).
70 Jakob Nielsen also coined the terms Discount Usability and Guerrilla HCI (cf. Nielsen, 1994b),
which basically describe low-cost methods that can be used for usability evaluations. The
bottom line of this approach is that it is better to conduct usability tests at a small scale or
with only few resources than to do without any evaluation at all.
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4.4. Characteristics of the application domain
While chapter 2 has introduced general concepts from the area of annotation the-
ory, this section addresses the application domain of linguistic annotation tools
in more detail, by describing characteristics such as typical user groups and their
requirements as well as concrete tasks. As the field of existing annotation tools
is very heterogeneous, a classification of existing annotation tools and related
software is provided as well.
4.4.1. User groups for linguistic annotation tools
It is important to consider different groups of users when gathering the require-
ments for an annotation tool, as the requirements might differ with regard to
a user’s individual domain experience and technological knowledge (EAGLES
Evaluation Working Group, 1999, p. 25). Such different user groups of annota-Typical
annotation
tool users
tion tools have long been identified and described in respective literature: Car-
letta & Isard (1999, p. 13 ff.) introduce three different tool users: the coder71, the
coding consumer, and the coding developer. Dybkjaer, Berman, Bernsen, et al. (2001,
p. 3) identify three similar user groups in the context of multimodal annotation
tool users. The most recent adaption of these basic user groups is to be found in
Reidsma et al. (2005, p. 1), who suggest annotators, corpus consumers, and corpus
developers:
Annotators are users who are typically domain experts, i.e. trained linguists,
who are aware of linguistic theories and phenomena. They are, however,
not trained in programming and markup languages, which means they
need an easy-to-use tool to speed up their work. Related quotes:
Users who need a tool for their annotation task. They should not be bothered
about data representation, internal design, or API design. A tool should help
them work as quickly and efficiently as possible. (Reidsma et al., 2005, p. 1)
Typically, these users are experts in their area . . . and they regard the an-
notation tool simply as a vehicle for making their work more efficient and its
results more useful and more widely available (Dybkjaer, Berman, Bernsen,
et al., 2001, p. 3)
[These users] are typically the cheapest labour source available. They do not
wish to know anything about how the coding interface works or even how
different sets of tags relate to each other. Their needs are fairly simple: an in-
tuitive coding interface so that they can concentrate on the code distinctions,
documentation of how to use the interface . . . and the coding instructions
nearby. (Carletta & Isard, 1999, p. 13)
Corpus consumers are people who use the annotated corpus, hoping to dis-
cover new insights about language, to test hypotheses and to answer re-
71 Coding in this context does not mean programming computers, but rather is used as a syn-
onym for annotation.
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search questions. As they typically have to create the annotation scheme
in advance, they are not only domain experts, but also have the techni-
cal skills to implement an annotation scheme by means of SGML or XML.
They are double experts who understand the linguistic as well as the tech-
nical implications of a particular scheme design for annotation and later
querying of the data. Related quotes:
Users who want to use annotated data for all kinds of reasons. . . . They have
needs for querying and browsing annotated data. (Reidsma et al., 2005, p. 1)
User who have become so used to data coding formalisms, such as SGML
or XML, or who experience that existing editors are not good enough so that
they feel most comfortable if they can edit the coded data directly. (Dybkjaer,
Berman, Bernsen, et al., 2001, p. 3)
Whatever the reason for interest in the corpus, consumers are united in their
need to ask questions of the corpus, looking for places which match a specific
form, and to display the results. (Carletta & Isard, 1999, p. 14)
Corpus developers build on an existing scheme or corpus, and modify it to suit
their particular needs72. They have deep knowledge in the domain of lin-
guistics, but also have advanced skills in the technical area of markup and
programming languages. Related quotes:
Users responsible for corpus design and maintenance (e.g. design of new an-
notation schemas or altering existing ones, understanding of data represen-
tation supported by the tool and mapping of their data to existing structures.
(Reidsma et al., 2005, p. 1)
[These users wish] to design their own coding schemes, either to improve on
the reliability or suitability of an existing scheme or in order to test a particu-
lar research question. (Carletta & Isard, 1999, p. 15)
Previous studies by Burghardt & Wolff (2009b) have shown that the majority of
existing annotation tools are being developed for the "corpus developers", i.e.
users of tools are required to have linguistic domain knowledge as well as tech-
nical knowledge about markup languages. This work will focus on the needs of
users from the first group: plain "annotators", who are experts in their linguistic
domain, without deeper technical knowledge about markup and programming
languages.
In addition, a fourth group of users, who may be best described as traditional- Humanities
scholarsists73, is proposed in this dissertation. Traditionalists are similar to the first group
of plain annotators, who are first and foremost experts in their domain, and who
are willing to learn and use digital annotation tools as a means to achieve their
72 In earlier work, Reidsma et al. (2004) distinguish corpus developers from system developers.
This distinction does not seem relevant for the focus of this work, therefore the user groups
from their more recent work are adapted. Dybkjaer, Berman, Bernsen, et al. (2001, p. 3)
promote a similar view on the role of the developer.
73 Note: I have used a similar argumentation in an article on an interactive tool for the visual-
ization and analysis of Shakespeare plays in Wilhelm et al. (2013, p. 1-2)
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scholarly tasks. While the first user group may be characterized as digital hu-
manists, there remains the larger group of traditional humanists who may never
have used digital tools and resources in their scholarly practices because they do
not have the technical skills, or the tools do not provide a user-friendly interface
(also cf. the characterization of the typical linguist by McEnery & Hardie, 2012,
p. 33):
At present too many digital resources require users either to struggle with un-
friendly interfaces or to be technical experts even to begin to use them. (Warwick
et al., 2008, p. 16)
Although ideas such as "Distant Reading" (Moretti, 2007, 2013) and "Cultur-
omics" (Michel et al., 2011) are about to proclaim a new era of text analysis, many
traditional humanists still wince at digital methods. While Stone (1982, p. 300)
mentions the general belief that "it may be part of the humanistic tradition to be
anti-machine", it is also possible that the main reason for a rather reluctant use of
digital tools and resources is grounded in the technical hurdles and complicated
interfaces of existing systems. A similar view is held by Warwick (2012), who
notes that traditional humanists may well behave different in terms of scholarly
practices as compared to the sciences, but are not per se luddites:
Could it be that users did not adopt resources because they were not useful or did
not fit what they would like to do as scholars? Could there be other reasons to do
with design, content, presentation, or documentation? (Warwick, 2012, p. 2)
Another reason is described by Gibbs & Owens (2012, para. 8), who asked 213
historians how they used digital tools and resources for their scholarly practices,
and to which extent these tools met their requirements: The authors describe
a so called "expectation gap" (Gibbs & Owens, 2012, para. 19), which means
that "non-technical users either could not generally appreciate what several of
the more complex tools were designed to do, or were unable to recognize their
potential value" (Gibbs & Owens, 2012, para. 18). As a conclusion, Gibbs &
Owens (2012, para. 6-7) stress that digital humanities tools need to focus on
ease of use and transparency (i.e. it should be clear how the tool can support
the user) in order to attract more traditional humanities scholars to make use of
digital methods. The usability patterns suggested in this dissertation are meant
to help developers build annotation tools that are also attractive for this fourth
group of users:
Traditionalists are users who refrain from using existing digital tools because of
technical complexity and a misunderstanding of what such tools are capa-
ble of (Gibbs & Owens, 2012, para. 21). Interfaces for this user group do
not only need to abstract technical complexity, but also need to be largely
self-explanatory, transparent, intuitive and well documented. To captureHumanist-
computer
interaction
the special requirements of this user group, I propose the term humanist-
computer interaction. Related quotes:
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Most users, especially humanities academic users, do not want to have to be
trained to use digital resources, regarding it as a waste of time. (Warwick,
2012, p. 9)
For many potential users, existing software still seems very hard to learn.
(Unsworth, 2003, para. 8)
If users sense that something looks ’wrong’ – which may simply mean that
the interface looks unfamiliar, is difficult to use or lacks information about its
creation and provenance – users may regard it as untrustworthy, neglect it
and revert to more familiar resources, whether printed or digital. (Warwick,
2012, p. 14)
This section has introduced four basic groups of annotation tool users. Two
groups, the plain annotator and the traditionalist, will be in the center of the eval-
uation study described in section 4.5.
4.4.2. Requirements for linguistic annotation tools
Like for the definition of basic user groups, there are also many examples for
annotation tool requirements in the respective literature. One branch of pub- Multimodal
annotation
tools
lications is dedicated to requirements in the context of multimodal annotation:
Dybkjaer, Berman, Kipp, et al. (2001) review twelve tools for the transcription,
annotation, information extraction and analysis of natural and multimodal in-
teraction data, and extract a list of requirements that are intended to reflect the
general user needs for such tools (Dybkjaer, Berman, Bernsen, et al., 2001, p. 1-
2)74. Garg et al. (2004) describe a list of generic requirements for transcription
and annotation tools for multi-party, multi-modal dialogues. Dipper et al. (2004,
p. 2-3) present a list of requirements for annotation tools in the context of a
large-scale, multimodal project on linguistic information structuring.
Kaplan et al. (2011) describe their work as complimentary to the requirements Project
manage-
ment
formulated by Dipper et al. (2004). Although the context of their publication
is not multimodal, but rather focused on written texts, it presents an extension
of annotation tool requirements on the project management level by introducing
requirements such as user and role management, delegation of tasks, diffing, merging,
version control, etc.
Another branch of requirements is not directly focused on tools, but rather for- Linguistic
corporamulates requirements for the creation of linguistic corpora and annotations in
general: Ide & Brew (2000) discuss issues related to the ecology of corpora and
suggest some general requirements for reusable and extensible language data,
which also include tools. The authors argue for standardized, interoperable tool
frameworks that can be tailored to specific needs by means of a component sys-
tem rather than reinventing proprietary tool solutions over and over again (Ide
74 Both reports by Dybkjaer et al. were preliminary studies for the development of the MATE
workbench (cf. Isard et al., 2000), a multimodal annotation tool that is no longer available.
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& Brew, 2000, p. 3-4). Leech (1993, p. 1) defines linguistic annotation as "the
practice of adding interpretative . . . information to an existing corpus" and
hence suggests a set of maxims that are meant to support the distinction be-
tween representational (primary data) and interpretive (annotations) data. Some
of these maxims can also be interpreted as functional requirements for annota-
tion tools.
Table 4.2 gives an overview of altogether 50 requirements for annotation tools
that are described throughout respective literature (S1 = Leech (1993), S2 = Ide
& Brew (2000), S3 = Dybkjaer, Berman, Bernsen, et al. (2001), S4 = Garg et al.
(2004), S5 = Dipper et al. (2004), S6 = Kaplan et al. (2011)). As many require-
ments were described redundantly by the different authors75, a total number of
17 unique requirements could be extracted76. The requirements were also cate-Relevance
for user
groups
gorized according to their relevance for the previously defined four user groups
of annotation tools (cf. section 4.4.1): Traditionalists (T), annotators (A), corpus
consumers (CC), and corpus developers (CD).
Requirement User group Aspect S1 S2 S3 S4 S5 S6
Transparency and reusability of CD F 2 1 – – – –
annotation scheme
Tool portability A, CC, CD F – – – 1 – –
Modular architecture CD F – 1 2 – – –
Support of multi-modal data A, CC F – 1 1 1 – –
I/O flexibility CD F – 1 2 1 1 1
Robustness and stability A, CC F – – 1 – – –
Multi language support A, CC F – 1 – – – 1
Multiple levels of annotation A, CC F, U – 1 1 – 1 1
Integration of automatic A, CC F, U – – 1 – – 1
annotation tools
Visualization of primary data T, A F, U 1 – 1 – 1 –
Visualization of annotations T, A F, U – – 1 – – –
Flexibility of annotation scheme A, CC F, U – – 1 2 1 2
Annotator management A, CC, CD F, U 1 – – – – 2
Annotation management A, CC, CD F, U – 1 – 1 1 2
Marking of anchors T, A F, U – 1 – 1 1 –
Documentation T, A U – – – 1 – –
Easy-to-use interface T, A U – – 1 1 1 –
Table 4.2.: Requirements for annotation tools (based on a review of appropriate literature). The
usability requirements that are relevant for this work are rendered in italic type.
75 Sometimes requirements were even described redundantly by the same author. In these cases
the count in the table is "2".
76 This approach is very similar to previous work by Reidsma et al. (2004, 2005). I decided to
adapt and extend this existing work, because I wanted to add some more requirements from
different authors. Besides, I did not always agree with the wording or the overall interpreta-
tion of certain requirements. The credits for the initial idea to such a systematic approach for
the documentation of requirements for annotation tools must, however, be given to Reidsma
et al.
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While requirements are commonly defined to check a system’s overall quality or Functiona-
lity vs.
usability
acceptability (Nielsen, 1993, p. 25), it is important to distinguish different types
of requirements. The ISO/IEC 9126-1 standard on "Software engineering – Prod-
uct quality" defines a quality model that comprises of six different characteristics
which in turn can be broken down into further sub-characteristics. However, the
criteria that are used most often to categorize requirements and respective eval-
uation criteria are functionality and usability (cf. Dipper et al., 2004; Burghardt &
Wolff, 2009b)). According to Dipper et al. (2004, p. 3), functional requirements
describe the tool-task relation, i.e. how well a tool is suited for achieving typi-
cal tasks, whereas the usability category captures requirements that concern the
tool-user relation, which is also known as human-computer interaction. Nielsen
(1993, p. 24-25) suggests a similar model, splitting up the criterion of usefulness
into utility (functionality of a system) and usability (how well can the system’s
functionally be used). Accordingly, the requirements were categorized as de-
scribing an aspect of functionality (F) or of usability (U), or both.
Seven of the seventeen requirements have been categorized as being purely Functional
require-
ments
functional. These include transparency and reusability of annotation scheme, a re-
quirement that addresses the format of the annotation scheme, but has no direct
effect on the human-computer interaction with an annotation tool. The require-
ments tool portability and modular architecture are important for tool developers
(cf. the user group of corpus developers) and people who have to migrate an exist-
ing tool and / or annotation project to another platform. Again, there is no direct
connection to the usability on the interaction level. Support of multi-modal data is
a functional requirement that comes from the context of a multi-modal annota-
tion scenario and is not relevant for text annotation tools (specific scope of this
work). I/O flexibility, robustness and stability as well as multi language support de-
scribe functions of an annotation tool that should not be missing, but cannot be
improved on the HCI-level. These seven purely functional requirements will not
be considered when designing the tasks for the evaluation study on the usability
of annotation tools.
It also shows that only two of the requirements are pure usability requirements. Usability
and mixed
require-
ments
These are documentation, which is important for the learnability of a system, and
the general purpose requirement of an easy-to-use interface, which will be the
main subject of this work. Most of the requirements are functional to a certain
degree, but they also have the potential to be improved on the level of human-
computer interaction, which is directly related to usability. For this reason, eight
requirements have been categorized as mixed requirements (F, U). The require-
ments relevant for this work are either pure or mixed usability requirements
that address at least one of the two previously defined core user groups (annota-
tors and traditionalists). They give important hints for an evaluation design that
will reveal many interesting aspects about the usability of annotation tools. The
following passage describes ten relevant requirements in some more detail:
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R01 – Multiple levels of annotation Corpora are usually annotated on several lev-
els of linguistic information. Oftentimes, lower level annotations such as
POS are needed for the annotation of more complex, syntactic phenom-
ena. Annotation tools should allow the user to annotate on multiple, par-
allel levels of information. Technically, such multi-level annotations are
realized by means of stand-off annotation (cf. chapter 3.4.1).
R02 – Integration of automatic annotation tools The previous chapter has described
automatic and manual annotation approaches. Some aspects of language
are relatively easy to annotate and can thus be automated quite well. Other
tasks are more complex and require manual annotation. An annotation
tool should provide an interface that allows the user to integrate automatic
tools (cf. Castilho et al., 2007) such as POS taggers or lemmatizers, as well
as preprocessing tools such as tokenizers, sentence splitters, etc.
R03 – Visualization of primary data The primary data, i.e. the original text, should
be displayed correctly (with all special characters) in the annotation tool.
If the corpus consists of several documents, the annotation tool should al-
low the user to navigate between the single documents. The tool should
visualize the primary data in such a way that it can be annotated on dif-
ferent linguistic levels. It must, however, be clear where the original text
ends and where the annotation begins.
R04 – Visualization of annotations Much like the primary data, the annotations
need to be visualized in an appropriate way. This becomes more challeng-
ing with every additional annotation level. The tool should provide flexi-
ble annotations and allow the user to control which annotations are shown
at a given point in time, to reduce unnecessary interface complexity.
R05 – Flexibility of annotation scheme Ideally, an annotation scheme has been
tested successfully before it is used on an actual corpus project. In most
cases, there is no way of knowing if a scheme that was developed a priori
covers all phenomena that actually appear in the primary data. Therefore,
it is common to modify and extend the annotation scheme gradually dur-
ing the annotation process. An annotation tool should allow the user to
display and modify an annotation scheme inside the tool.
R06 – Annotator management Typically, larger corpus projects are annotated by
multiple persons. Therefore, an annotation tool should provide basic mech-
anisms to manage different user roles (e.g. annotators, administrators, etc.)
and to assign different annotation tasks to different persons, to avoid re-
dundant annotations and to document authorship information about the
annotations in the corpus (cf. Kaplan et al., 2011).
R07 – Annotation management The annotations themselves need to be managed,
too: During the course of an annotation project an annotation may be mod-
ified (correction, deletion) several times. For this reason it is important to
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provide a version control for the annotations and the corpus as a whole.
Annotators should also be able to comment on annotations, to mark lin-
guistic problems that need to be double-checked or that need to be ana-
lyzed at a later point in time. Finally, a tool should be able to check if
annotations are consistently used by different annotators (inter-annotator
agreement).
R08 – Marking of anchors One of the most important interaction77 steps during
the annotation process is the selection of anchors in the primary data. The
tool should provide an interface for an intuitive and effective selection of
different anchor scopes (cf. chapter 3.4.3). Particularly challenging is the
marking of anchors that are distributed among the primary data, possibly
even on different pages.
R09 – Documentation This requirement describes the availability of a user man-
ual and possibly active support for the tool in the form of a newsgroup
or a mailing list. Documentation is important for the learnability of an
annotation tool.
R10 – Easy-to-use interface The last requirement is described rather unspecific
in the reviewed literature and may be seen as a placeholder for all kinds of
different human-computer interaction aspects that are important during
the course of an annotation scenario. As this requirement is most impor-
tant for the focus of this work, more specific interaction elements that need
to be considered when designing a user-friendly annotation tool, will be
presented in the next section (cf. section 4.4.3).
This section has introduced some general requirements for annotation tools,
which have been extracted from relevant literature. Basically, requirements can
be categorized as being functional and / or being a usability requirement. It has
become obvious that usability is connected to many functional requirements and
that usability itself is often formulated as a rather generic requirement ("easy-to-
use interface"). The next section describes the typical process of linguistic anno-
tation with a digital tool and clarifies the concept of an annotation tool interface
and corresponding user interactions and tasks.
4.4.3. Typical micro-tasks during the annotation process
This section presents a basic annotation workflow78 and corresponding micro-
tasks. Higher level tasks such as "Annotate all noun phrases in a given docu-
77 Another important interaction aspect is the selection of an appropriate item from the anno-
tation scheme. Although it is not described as a requirement in respective literature, this
aspect will be taken into account when designing tasks for the intended evaluation of anno-
tation tools.
78 For a more comprehensive view on the whole annotation process – including corpus selection,
annotation scheme creation, annotation evaluation, etc. – cf. Palmer & Xue (2010, p. 258ff.).
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ment" typically can be subdivided into a number of smaller, recurring micro-
tasks such as "Import document", "Select anchor", "Apply annotation", etc. Typ-
ical micro-tasks for linguistic annotation tools have been identified in previous
evaluation studies (cf. Dipper et al., 2004; Burghardt & Wolff, 2009b; Burghardt,
2012). In the following, a basic interaction model that contains elementary tasks
that affect human-computer interactions during the annotation process79 is pre-
sented (cf. Figure 4.2).
Figure 4.2.: Interaction model with typical tasks during the annotation process.
After installing and setting up the tool and the working environment, whichClasses of
tasks may include the configuration of a local server and a database, there are two
main classes of user interactions with the annotation tool (Kaplan et al., 2010,
p. 512): The first class contains interactions necessary to configure the over-
all corpus and project settings, which include the creation of the actual corpus,
the preparation of the primary data, the definition of an annotation scheme as
well as the basic management of annotator roles and the assignment and man-
agement (versioning, diffing, etc.) of annotation tasks. Tasks from this class
recur with a lower frequency, and are typically available only for project admin-
istrators. The second class of tasks recurs with a much higher frequency, as it
describes typical interactions that occur during the annotation process. These
include viewing the primary data and the annotation scheme, the ad hoc modi-
fication of the annotation scheme, and most importantly, a mechanism to create
anchors with various scopes within the primary data and to assign values from
79 A predecessor of the annotation process and task model described in this chapter has also
been presented at the workshop "JMCE & RECON Workshop on Computer-Aided Methods
of Textual Analysis: How to Analyse Millions of Texts and Still Be Home for Tea? Innovations
in Textual Analysis in the Social Sciences." in Berlin, 2010 (no publication available).
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the annotation scheme to those anchors. Another important task is about being
able to display the appropriate amount of annotation data, which is particularly
challenging when many levels of annotation are involved80.
4.4.4. Categorizing linguistic annotation tools
As the landscape of annotation software is characterized by a vast number of Linguistic
tools and
resources
different tools and a high degree of heterogeneity, there have been several at-
tempts to gather existing linguistic annotation tools and to make them available
to others via overview pages on the Internet. Among the most extensive of such
tool overviews are the Bamboo DiRT wiki81, which provides a huge collection of
all kinds of tools that are relevant for the digital humanities (including a num-
ber of linguistic annotation tools) and the TAPOR portal82, which has gathered
numerous research tools for textual study.
Steven Bird and Mark Liberman created one of the first overview pages for the
creation and managing of linguistic annotations. The page was hosted on the
servers of the Linguistic Data Consortium (LDC)83, but is no longer online. The
most recent overview page for linguistic annotation tools is the Linguistic Anno-
tation Wiki (LAW)84 which is part of the German EXMARaLDA project. While
the existence of such overview pages is very helpful for identifying available
annotation tools that can be used as test objects in a systematic usability evalu-
ation, it is important to distinguish linguistic annotation tools from other tools
and resources that are typically involved in the creation and analysis of language
corpora. Each of the above overview pages mixes up tools and resources from
the following sub-categories:
Initiatives and organizations who create standards and resources; examples: EA-
GLES (Expert Advisory Group on Language Engineering Standards)85, ISLE
(International Standards for Language Engineering)86, ISO/TC37/SC4 (Ter-
minology and other language and content resources)87
80 The "export" of the annotated data in a reusable, standardized format, has not been included
in the typical annotation workflow, as it marks the transition to another stage in the corpus
creation process (cf. Figure 3.1 – "Typical stages during the creation of a corpus"). More-
over, many tools offer built-in analysis and query features that do not make export of data
necessary at all.
81 http://dirt.projectbamboo.org/
82 http://tapor.ca/
83 http://www.ldc.upenn.edu/
84 http://annotation.exmaralda.org/index.php/Linguistic_Annotation
85 Examples without an explicit URL have already been referenced in the previous chapters,
and are therefore not referenced again to avoid redundant information in this dissertation.
86 http://www.ilc.cnr.it/EAGLES96/isle/ISLE_Home_Page.htm
87 http://www.tc37sc4.org/
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Meta formats and standards for data exchange; examples: LAF (Linguistic An-
notation Framework)88, PAULA (Potsdam Exchange Format for Linguistic
Annotations)89
Annotation schemes and tag sets for the linguistic context; examples: TEI (Text
Encoding Initiative), XCES (Corpus Encoding Standard for XML), STTS
(Stuttgart-Tübingen Tagset)90
Annotated corpora, ready for querying; examples: BNC (British National Cor-
pus), DWDS (Digitales Wörterbuch der Deutschen Sprache)91
Tools for text analysis, typically for documents without annotation or encod-
ing; mostly statistical programs or concordancing programs; examples:
AntConc92, R Project93, Wordcruncher94, WordSeer95, WordSmith96, Voyant
Tools for corpus analysis, typically for collections of annotated documents; ex-
amples: ANNIS (ANNotation of Information Structure)97, CWB (Corpus
Workbench)98, eXist (Open Source Native XML Database)99
Tools for text manipulation and preprocessing such as filtering, sorting, substi-
tution, or normalization; examples: grep100, TAPoR (Text Analysis Portal
for Research)101
Tools for transcription and time-alignment of speech and video data; examples:
Praat102, TranscriberAG103
Tools for field linguists, typically for the creation of dictionaries while collecting
data from native speakers in the field; examples: Field Linguist’s Toolbox104,
FLEX (Fieldworks Language Explorer)105
88 http://www.iso.org/iso/home/store/catalogue_tc/catalogue_detail.htm
?csnumber=37326
89 http://www.sfb632.uni-potsdam.de/en/paula.html
90 http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/
GermanTagsets.html
91 http://www.dwds.de/
92 http://www.antlab.sci.waseda.ac.jp/software.html
93 http://www.r-project.org/; also cf. the practical introduction to "R for corpus linguis-
tics", by Gries (2009).
94 http://www.wordcruncher.com/
95 http://wordseer.berkeley.edu/
96 http://www.lexically.net/wordsmith/
97 http://www.sfb632.uni-potsdam.de/annis/
98 http://cwb.sourceforge.net/
99 http://exist-db.org/exist/apps/homepage/index.html
100 http://www.gnu.org/software/grep/
101 http://taporware.ualberta.ca/
102 http://www.fon.hum.uva.nl/praat/
103 http://transag.sourceforge.net/
104 http://www-01.sil.org/computing/toolbox/
105 http://fieldworks.sil.org/flex/
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Tools for web page annotation, typically in the context of semantic web annota-
tion; examples: AnnotateIt106, Domeo107, Pundit108
Tools for PDF annotation, typically for desktop computers and tablet PCs109; ex-
amples: Adobe Acrobat110, GoodReader111
Tools for qualitative data analysis typically allow the user to apply codes (=an-
notations) to qualitative data, and to analyze the data according to these
codes; examples: MAXQDA112, ATLAS.ti113
Virtual research environments are typically complex frameworks that support
collaboration between scholars. Together with other processing and anal-
ysis tools, annotation tools may be part of these infrastructures; examples:
eHumanities Desktop114, eSciDoc115, TextGrid116
Editing software for structured documents, typically XML or other markup edi-
tors117; examples: Altova118, Oxygen119, TEXnicCenter120, TexShop121
Tools for automatic annotation, mostly command line, but also as complex frame-
works/processing architectures; examples: CLAWS part-of-speech tagger
for English122, TreeTagger123, UIMA, WebLicht124
Tools for manual annotation, basically tools that allow the user to create an an-
notation scheme and to manually apply annotations. As the focus of this
work is on annotation tools from this class, Table 4.5 shows many exam-
ples for this type of tools.
106 http://annotateit.org/
107 http://swan.mindinformatics.org/index.html
108 http://www.thepund.it/
109 For a comprehensive overview of annotation tools for the iPad cf. Hastreiter et al. (2013, p.
5).
110 http://www.adobe.com/products/acrobat.html?promoid=JOLIR
111 http://www.goodreader.com/
112 http://www.maxqda.com/
113 http://www.atlasti.com/
114 http://www.hucompute.org/ressourcen/ehumanities-desktop
115 https://www.escidoc.org/
116 http://www.textgrid.de/
117 For related work on the usability of editing software for structured documents cf. Flynn
(2009).
118 http://www.altova.com/
119 http://www.oxygenxml.com/
120 http://www.texniccenter.org/
121 http://pages.uoregon.edu/koch/texshop/
122 http://ucrel.lancs.ac.uk/claws/
123 http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
124 http://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/
Main_Page
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As was described in chapter 3.6.3, only the last category of "Tools for manual
annotation" is relevant for this evaluation study. Tools from that category may
be further distinguished by three criteria125: Firstly, annotation tools may be dis-Modality of
annotation tinguished by the annotation modalities they support (tools that support multiple
modalities are called multi-modal tools, also cf. chapter 3.4.2). There is a large
number of tools that can be used to annotate dynamic data (e.g. audio or video
files). Such tools typically have a built-in transcription feature and provide a
mechanism to align the transcription along a virtual timeline. Examples for such
tools are Anvil, ELAN126, and EXMARaLDA. There are also several tools that are
specialized in the transcription and annotation of static images, such as DM127
or TILE128. Finally, a large number of tools is dedicated to the annotation of text
documents, which usually need no explicit transcription.
The second criterion to distinguish annotation tools is their type of software. Soft-Software
type ware types may reach from simple stand-alone programs to complex annotation
and text processing-frameworks, or more abstract programming toolkits and
APIs. While Kaplan et al. (2011, p. 99) distinguish web-based tools and desktop
applications, stressing the architecture of the tool, the focus of this work is on the
technical complexity and the immediate applicability of a tool (graphical user in-
terface vs. collection of abstract functions and programming routines). Two ex-
treme examples are the ready-to-use, web-based tool CATMA129, an application
that can be used immediately from within the web browser, and the Annotation
Graph Toolkit (AGTK)130, a formal framework for representing linguistic data as
graphs.
A third criterion is introduced by Kaplan et al. (2011, p. 99-100). Tools may beTask scope
classified by the scope of their applicability to different annotation scenarios:
• Project-specific tools: Very specialized for one specific project; oftentimes the
data format is not interoperable, but rather proprietary, and the annotation
scheme may be predefined, and unchangeable.
• Task-oriented tools: More generic, but still rather specific concerning a cer-
tain kind of task, e.g. the creation of an annotated treebank.
• Generalized, multi-purpose tools: Generic and "capable of adapting a variety
of tasks" (Kaplan et al., 2011, p. 100); typically the architecture of such tools
is flexible and allows the user to include plugins with different functional-
ity in a modular way.
125 The criteria "Modality of annotation" and "Software type" were identified in a previous study
that compared more than 50 annotation tools in the context of a diachronic annotation project
(cf. Burghardt & Wolff, 2009b).
126 http://tla.mpi.nl/tools/tla-tools/elan/
127 http://dm.drew.edu/dmproject/
128 http://mith.umd.edu/tile/blog/
129 http://www.catma.de/
130 http://agtk.sourceforge.net/
4.5. Evaluation design 87
4.5. Evaluation design
As there is already a large number of existing annotation tools (cf. section 4.5.5),
the goal of this dissertation is to provide generic solutions for the creation of
easy-to-use annotation tool interfaces, which can either be applied for the design
of new tools, or for the redesign of existing tools. These generic solutions will be
derived from a comparative analysis (cf. Nielsen, 1993, p. 78-79) of available an-
notation tools. The evaluation builds upon the user groups, requirements, tasks,
and annotation tool characteristics that have been presented in the previous sec-
tion. This section describes the key aspects of the evaluation design, such as the
choice and description of the testing method, the generation of test tasks, a re-
lated pilot study, the selection of appropriate test objects (i.e. annotation tools),
and the actual evaluation procedure.
4.5.1. Reflections on the choice of evaluation method
In Table 4.3, the most important decisions for the selection of an appropriate us-
ability evaluation method for linguistic annotation tools are summarized. These
decisions will be discussed in more detail in the following passages.
Characteristic Decision for the evaluation of linguis-
tic annotation tools
Type Formative
Goal Reveal problems
Approach Analytic approach (inspection method)
Method Heuristic walkthrough
Table 4.3.: Characteristics of the chosen evaluation method.
First, the type and goal of the evaluation will be explained in more detail: Al- Type and
goal of
evaluation
though the test objects of the evaluation are readily implemented annotation
tools, it is not a summative evaluation approach. Essentially, this approach puts
a number of finished tools back to the drawing board, to re-evaluate them with
regard to usability qualities. Therefore, it is a formative evaluation that uses ex-
isting products as high-level prototypes which can be analyzed with regard to
aspects of interaction design and usability issues:
Prototyping is an important part of the usability process, and existing, perhaps
competing, products are often the best prototypes we can get of our own prod-
uct (Byrne, 1989) . . . If several competing products are available for analysis,
one can furthermore perform a comparative analysis of their differing approaches
to the various user interface design issues for the kind of product being studied.
(Nielsen, 1993, p. 78-79)
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The goal of the evaluation is to reveal typical usability problems131 from the
application domain of linguistic annotation tools. These problems will be the
basis for the formulation of generic patterns for the design of user-friendly tool
interfaces.
Next, a basic decision of whether to test analytically or empirically has to beAnalytic vs.
empirical
approach
made: The question of how analytic methods are different to empirical methods
has been addressed in several studies. Karat (1994) provides a "Comparison of
user interface evaluation methods", where she reviews and summarizes a num-
ber of previous studies (Jeffries et al., 1991; Desurvire et al., 1991, 1992; Karat
et al., 1992) that compare empirical methods to analytic methods. The bottom-
line of this review is that in most cases empirical user testing is favored over
inspection methods, as it has some overall advantages, like for instance being
suited for a wider range of evaluation goals, being able to reveal more usability
problems, etc. (Karat, 1994, p. 221). One aspect that is particularly important
for the context of this dissertation, is how well an evaluation method supports
the generation of solutions for identified problems. According to Karat (1994,
p. 218-219), inspections methods in general do not facilitate the generation of
design solutions and recommendations in the same way empirical methods do.
This does, however, not mean that inspection methods are entirely inapt for the
generation of recommendations:
Typically, a usability inspection is aimed at finding usability problems in an exist-
ing user interface design, and then using these problems to make recommenda-
tions for fixing the problems and improving the usability of the design. (Mack &
Nielsen, 1994, p. 3)
Despite some general advantages of empirical methods over analytic methods,
an analytic approach was chosen for this evaluation study for several reasons:
First of all, it must be noted that although usability inspection has had its peakUp-to-
dateness in the early 1990s132, a recent review (Novick & Hollingsed, 2007) of reported
work on using inspection methods, such as heuristic evaluation, cognitive walk-
through, formal usability inspection or pluralistic usability walkthrough, has shown
that analytic methods are still being used on a regular basis:
Both empirical usability testing and usability inspection methods appear to be in
wide use, with developers choosing the most appropriate method for their pur-
poses and context. . . . With usability inspection methods solidly represented
in the methodological repertoires of usability professionals . . . research issues
are shifting from showing efficacy of the methods toward further adaption of the
methods as interaction media evolve. (Novick & Hollingsed, 2007, p. 5)
Extracting good and bad design practices from a number of existing annotationFeasibility
and cost 131 Gediga et al. (2002, p. 3-4) note that the goal to "reveal problems" is typically an instance of
formative evaluation.
132 According to Novick & Hollingsed (2007, p. 2), important milestones in the development
of analytic inspection methods were the ACM CHI’92 workshop on "Usability Inspection
Methods" (Mack & Nielsen, 1993), and a book with the same title, that was edited after the
workshop (Nielsen & Mack, 1994).
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tools by means of empirical user studies would be very laborious and costly, as
several participants, who are experts in the linguistic domain, would be needed
to conduct the respective evaluation. Having no access to such a pool of poten-
tial test participants clearly speaks against an empirical approach with multiple
tool users. Although the recommended use of inspection methods is typically Applicability
in the early phase of the development cycle (because of the relatively low cost
and ease of realization), Karat (1994, p. 217) notes that there is evidence in the
relevant literature, suggesting that inspection methods may also be well suited
"when deciding among competing design solutions", which clearly is the case
in this evaluation study. Analytic approaches typically recommend the use of Number of
evaluatorsmultiple evaluators; the study described in this work, however, only uses a sin-
gle evaluator: As this study aims at analyzing a number of different annota-
tion tools, a single evaluator is more likely to produce consistent results133. The
involvement of multiple evaluators (with different levels of expertise) is more
prone to produce rather heterogeneous results with regard to the form, descrip-
tion and severity of identified usability problems. Hertzum & Jacobsen (2003, p.
200-201) have described this issue as the evaluator effect:
Based on a review of 11 studies of CW [cognitive walkthrough], HE [heuristic evalu-
ation], and TA [thinking aloud], we have found that different evaluators evaluat-
ing the same system with one of these methods detect substantially different sets
of usability problems in the system. This evaluator effect persists across differ-
ences in system domain, system complexity, prototype fidelity, evaluator experi-
ence, problem severity, and with respect to detection of usability problems as well
as assessments of problem severity. In the reviewed studies, the average agree-
ment between any two evaluators ranged from 5% to 65%, and none of the UEMs
[usability evaluation methods] is consistently better than the others.
Results that are consistent in form and content are of particular importance for
this work, as they are better suited as input for the identification of generic us-
ability patterns for linguistic annotation tools134. While more evaluators obvi-
ously increase the number of usability problems, a comparative study carried
out by Sears (1997, p. 225) indicates that during a heuristic walkthrough, one
evaluator (as compared to the findings of five evaluators) finds approx. 70%
of the serious problems, 56% of the intermediate problems, and 35% of the mi-
nor problems (cf. Table 4.4). At the same time, Sears’ study indicates that one
evaluator is less likely to identify false positives, whereas more evaluators tend
to find more false positives. Considering that the goal of this evaluation is not
to identify as many problems as possible for one specific annotation tool, but
rather to identify the most common, recurring problems of a particular appli-
cation domain, Sear’s study supports the single evaluator approach. The lower
number of identified usability problems of a system as compared to empirical
133 It must be noted that the consistency of the results is achieved at the expense of objectivity.
This trade-off will be discussed in more detail in chapter 7.1.2.
134 For a detailed description of how to integrate an analytic inspection method with the pattern
writing process cf. chapter 5.6.
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Problem severity 1 Eval. 2 Eval. 3 Eval. 4 Eval. 5 Eval.
Serious 2.1 2.8 3.0 3.0 3.0
Intermediate 3.3 4.8 5.4 5.7 5.9
Minor 3.4 5.6 7.3 8.6 9.6
False positives 0.3 0.6 0.9 1.1 1.4
Table 4.4.: Number of problems identified on average by one to five heuristic walkthrough eval-
uators (adopted from Sears (1997, p. 225)).
methods does not affect the evaluation goals of this work too much, as the total
number of evaluated systems is likely to compensate an expectedly lower num-
ber of usability problems per tool. Furthermore, the evaluation of annotationDouble
expert tools is conducted by a double expert (Nielsen, 1992), i.e. an evaluator who is ex-
perienced in both, the domain of linguistic annotation and usability testing135.
Nielsen (1992) showed that in the case of heuristic evaluation a double expert is
likely to find more usability problems (60 %) than a regular usability expert (41
%) who is trained in the area of usability testing, but has no specific expertise in
the application domain. Unsurprisingly, so called novice evaluators, who have
no prior knowledge, neither in usability testing nor in the application domain,
found the lowest number of usability problems in Nielsen’s study (22 %).136
From the broad spectrum of available inspection methods, the heuristic walk-Choice of
method through method, as described by Sears (1997), was chosen. The method has
proven to be successful in other evaluation studies with similar objectives, one of
which was designed as a pretest for the very evaluation design described in this
section (cf. Burghardt, 2012; Burghardt et al., 2013). The heuristic walkthrough
method will be explained in more detail in the following section.
4.5.2. Description of evaluation method
As the heuristic walkthrough borrows concepts from existing inspection methods,
first of all, the key features of the heuristic evaluation, the cognitive walkthrough,
and the usability walkthrough are introduced.137
Heuristic evaluation – The heuristic evaluation is an unstructured inspection
method, where the evaluators do not need to perform an actual, predefined
135 I consider myself a double expert, as I hold a Magister degree in Information Science and
English Linguistics. I also have several years of teaching experience in University courses
that address topics like corpus linguistics and digital humanities. My usability expertise is
underlined by a number of publications that cover a broad range of usability-related topics
(especially usability evaluations).
136 According to Nielsen, these rates can be raised if the tests are conducted by groups of eval-
uators. Approx. 7-8 double experts or 15 regular usability experts are needed to identify all
potential usability problems of a system; larger groups of novice evaluators (around 15) are
likely to identify 75-80% of all usability problems (Nielsen, 1992, p. 377).
137 This description of relevant inspection methods is based on a less detailed text passage from
Burghardt (2012, p. 105-106).
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task, but are free to explore the system on their own (Nielsen, 1994c, p. 29).
Nielsen (1994c, p. 28-29), however, recommends to go through the interface at
least twice, first to get a general overview of the system, and a second time to
focus on specific interface elements, and judge them with regard to a list of pre-
defined usability principles, the heuristics. Heuristics are very similar to usabil-
ity guidelines, principles and rules, as they are trying to capture and promote
good design in a generic way (Johnson, 2010, p. xi). There are many examples
for such generic guidelines138 and oftentimes they seem to be overlapping or are
even redundant. Example:
• "Strive for consistency" (Shneiderman & Plaisant, 2009, p. 88)
• "Consistency and standards" (Nielsen, 1994c, p. 30)
This is largely because most of these guidelines and heuristics share a common
basis and origin, which is knowledge about human psychology, for instance per-
ception, reasoning, memory, etc. (Johnson, 2010, p. xiii). The following set of Heuristics
usability heuristics is among the most widely used heuristics139:
H1 Visibility of system status: The system should always keep users informed
about what is going on, through appropriate feedback within reasonable
time.
H2 Match between system and the real world: The system should speak the
users’ language, with words, phrases and concepts familiar to the user,
rather than system-oriented terms. Follow real-world conventions, mak-
ing information appear in a natural and logical order.
H3 User control and freedom: Users often choose system functions by mistake
and will need a clearly marked "emergency exit" to leave the unwanted
state without having to go through an extended dialogue. Support undo
and redo.
H4 Consistency and standards: Users should not have to wonder whether dif-
ferent words, situations, or actions mean the same thing. Follow platform
conventions.
H5 Error prevention: Even better than good error messages is a careful design
which prevents a problem from occurring in the first place. Either elim-
inate error-prone conditions or check for them and present users with a
confirmation option before they commit to the action.
H6 Recognition rather than recall: Minimize the user’s memory load by making
objects, actions, and options visible. The user should not have to remem-
ber information from one part of the dialogue to another. Instructions for
138 Cf. Johnson (2010, p. xi) for an overview of some of the most prominent guidelines and
heuristics in the field of HCI.
139 The detailed description of the heuristics is taken from Nielsen (1994c, p. 30, Table 2.2).
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use of the system should be visible or easily retrievable whenever appro-
priate.
H7 Flexibility and efficiency of use: Accelerators – unseen by the novice user –
may often speed up the interaction for the expert user such that the system
can cater to both inexperienced and experienced users. Allow users to
tailor frequent actions.
H8 Aesthetic and minimalist design: Dialogues should not contain information
which is irrelevant or rarely needed. Every extra unit of information in a
dialogue competes with the relevant units of information and diminishes
their relative visibility.
H9 Help users recognize, diagnose, and recover from errors: Error messages
should be expressed in plain language (no codes), precisely indicate the
problem, and constructively suggest a solution.
H10 Help and documentation: Even though it is better if the system can be used
without documentation, it may be necessary to provide help and docu-
mentation. Any such information should be easy to search, focused on the
user’s task, list concrete steps to be carried out, and not be too large.
A first version of the set was suggested by Molich & Nielsen (1990), who con-
ducted a survey with 77 participants who were asked to find as many usability
problems as possible in an existing human-computer interface. The identified
problems were classified according to a checklist of personal experience for good
dialog design. The resulting nine problem categories are mentioned as the first
set of heuristics for a heuristic evaluation (Nielsen & Molich, 1990). In his book
on usability engineering, Nielsen (1993) describes the nine heuristics in more
detail, and adds a tenth heuristic ("Help and documentation"). One year later,
Nielsen (1994a) revises the set of usability heuristics, after having conducted a
factor analysis of 249 usability problems140. The most recent version of Nielsen’s
usability heuristics can be found in Nielsen (1994c, p. 30) or as an online ver-
sion141.Heuristics not only facilitate the discovery of usability problems as theyCategorizing
problems sensitize the evaluator for problematic aspects of an interface design, but also al-
low the evaluator to categorize identified usability problems to larger thematic
areas, which in turn makes it easier to assess the overall usability of a system
and prioritize actions to solve these problems142.
Another means to prioritize usability problems and actions to respond to themSeverity
rating is by ranking the severity of each problem. According to Nielsen (1994c, p. 47),
140 Note: Although Nielsen (1994a) originally described a candidate set of nine revised heuris-
tics, "Help and documentation" was added as a tenth heuristic in later references to that
revised set of heuristics (cf. Nielsen, 1994c, p. 30).
141 http://www.nngroup.com/articles/ten-usability-heuristics
142 Example: 80% of all usability problems collected in an evaluation belong to the category
"Help and documentation". The implication clearly is that this aspect of the system should
be improved before other aspects.
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the severity of a problem should be assessed by considering the frequency of the
problem in the evaluated interface (common vs. rare), the overall impact of the
problem, and the persistence of the problem (one-time problem vs. persisting
problem). Nielsen (1994c, p. 49, Table 2.3) suggests a five-point scale for rating
usability problems discovered through heuristic evaluation:
0 "I don’t agree that this is a usability problem at all"
1 "Cosmetic problem only – need not be fixed unless extra time is available on
project"
2 "Minor usability problem – fixing this should be given low priority"
3 "Major usability problem – important to fix, so should be given high priority"
4 "Usability catastrophe – imperative to fix this before product can be released"
Although heuristic evaluation "does not provide a systematic way to generate
fixes to the usability problems" (Nielsen, 1994c, p. 31), Nielsen expects that it is
fairly easy to find solutions for usability problems, once they are identified and
categorized according to the different heuristics they violate.
Cognitive walkthrough – In contrast to the heuristic evaluation, the cognitive
walkthrough is a structured evaluation method that relies on the systematic ex-
ploration ("incremental approach to learning"; cf. Wharton et al., 1994, p. 105) of
a particular system design by an evaluator (typically a usability expert) who tries
to put himself in the position of an actual user. Basically, the approach is a review
process (Wharton et al., 1994, p. 106) where one or more aspects of a design are
evaluated with regard to its usability from the user perspective. Wharton et al. Control
questions(1994, p. 112) suggests four control questions the evaluator should keep asking
himself throughout the whole evaluation process:
Q1 "Will the users try to achieve the right effect?"
Q2 "Will the user notice that the correct action is available?"
Q3 "Will the user associate the correct action with the effect trying to be achieved?"
Q4 "If the correct action is performed, will the user see that progress is being
made toward solution of the task?"
These questions are meant to increase the level of empathy with real users and
also serve as basic usability guidelines for the assessment of the quality of a
particular design.
Before the cognitive walkthrough can be conducted, it is necessary to define Prelimi-
nariessome preliminary inputs for the evaluation (Wharton et al., 1994, p. 109ff.): First
of all, the intended target audience needs to be described, to give the evalua-
tor the necessary background information. Next, one or more typical tasks are
defined together with the correct sequence of actions that is needed to accom-
plish that task. Finally, the interface of the tested tool has to be defined in a
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comprehensible way. The cognitive walkthrough is a rather structured and task-
oriented method, where the evaluator tries to tell a convincing success or failure
story for each single action that is taken to accomplish the overall task (Whar-
ton et al., 1994, p. 114ff.). One of the limitations of the cognitive walkthrough
method is that it only evaluates one specific aspect of usability, which is ease of
learning (Wharton et al., 1994, p. 107).
Usability walkthrough – Usability walkthroughs143 are a technique that was
introduced by Karat et al. (1992). The method was developed as part of a com-
parative study of empirical testing and walkthrough methods, trying to increase
the usability problem identification of walkthrough methods (Karat et al., 1992,
p. 398-399). Similar to the heuristic evaluation, the evaluators use a list of 12
usability guidelines to identify existing usability problems (Karat et al., 1992, p.
399). A distinctive feature of the usability walkthrough, however, is the idea of
a two-pass process: In the first pass, evaluators can freely explore the interface on
their own, and in a second pass they are asked to inspect the interface again,
while being guided by a list of scenarios (Karat et al., 1992; Sears, 1997).
Sears (1997, p. 218-219) suggests the heuristic walkthrough as a method thatProblems of
existing
methods
combines the advantages of the inspection methods described above, and at the
same time eliminates some of their specific problems. One issue of heuristic eval-
uation is its lack of structure, as the only guidance comes from a list of generic,
unspecific heuristics which may be hard to apply for unexperienced evaluators
(Sears, 1997, p. 219). Sears also notes the following problems: Unexperienced
evaluators tend to focus on heuristics to rigidly and may only find problems that
(they think) match one of the heuristics. At the same time, not every aspect of the
interface that violates a heuristic is necessarily a usability problem, as it might
be the result of a trade-off that had to be made to prevent even more usability
problems. In general, heuristic evaluation evaluators are more prone to focus on
the heuristics than on the interface elements. The cognitive walkthrough on the
other hand runs the risk of being too structured, as it relies on a list of detailed
user tasks and a set of four control questions (Sears, 1997, p. 219). Thus, the cog-
nitive walkthrough is likely to discourage the discovery of usability problems
that are not directly related to one of the predefined tasks or to the set of general
questions (Sears, 1997, p. 219).
Heuristic walkthrough – The heuristic walkthrough borrows ideas from heuris-A hybrid
approach tic evaluation, cognitive walkthrough144 and usability walkthroughs (cf. Figure
4.3) to make up for the specific problems of each single method (Sears, 1997,
p. 219). Basically, the heuristic walkthrough is a two-pass (cf. usability walk-
143 As Sears (1997, p. 221) notes that "usability walkthroughs never have been formally defined",
the description of the method in this passage is rather brief.
144 The cognitive walkthrough has not only inspired the heuristic walkthrough method, but
rather has led to many other walkthrough variants. Mahatody et al. (2010) give an overview
of the evolution of the cognitive walkthrough, and identify altogether eleven variants of the
original cognitive walkthrough.
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Figure 4.3.: Genesis of the heuristic walkthrough method according to Sears (1997, p. 219-221).
through) inspection method that can be described as follows (Sears, 1997, p.
219-221): In the first pass, the task-oriented evaluation, the evaluator explores
the system by using a list of tasks that serves as a rough guide through the sys-
tem. During the task-solving, the evaluator always keeps four thought-focusing
questions145 in mind. In the second pass (free-form evaluation) the evaluator can
freely use and further explore the system. The evaluation of the system is based
on the knowledge that was gained during the first pass and is further guided by
any appropriate set of heuristics. Usability problems are documented (together
with their individual severity ranking) during both passes (Sears, 1997, p. 219-
220), i.e. whenever the evaluator happens to discover a problem he writes it
down.
4.5.3. Insights from a pilot study
A preliminary pilot study by Burghardt (2012) with three evaluators146 and three
annotation tools (GATE, MMAX2, UAM CorpusTool) confirmed that the heuristic
walkthrough method is an appropriate instrument for usability evaluations in
145 The questions suggested by Sears are very similar to the original questions as proposed by
Wharton et al. (1994, p. 112).
146 The evaluators that were involved in this pilot study are Isabella Hastreiter, Florian Meier,
and Manuel Burghardt.
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this domain of application. Figure 4.4 shows the basic evaluation approach and
the genesis of the results.
Figure 4.4.: Evaluation approach and genesis of results in the pilot study on the usability of
linguistic annotation tools.
The annotation tools in the pilot study were evaluated using Nielsen’s 10 us-Evaluation
approach
and results
ability heuristics. Three evaluators were able to identify a total of 143 usability
problems. After the elimination of duplicate problems, i.e. identical problems that
were identified by two or more evaluators, a total of 81 unique usability prob-
lems remained (Burghardt, 2012, p. 109-110). A bottom-up clustering approach
was used to derive higher level categories from the identified usability prob-
lems. It showed that 30 of the identified problems belong to the category of
general usability problems, which means that the problems are not directly related
to the domain of linguistic annotation tools but rather concern general aspects
such as user guidance, error messages, UI elements, etc. The remaining 51 usabil-
ity problems were classified as domain-specific problems that could be assigned to
five sub-categories (cf. Figure 4.4). As a result of this pilot study, the identified
problems and their implications for the design of annotation tool interfaces were
formulated as 28 design recommendations for usable annotation tools. The rec-
ommendations as well as the study design were presented at the 6th Linguistic
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Annotation Workshop (peer reviewed), which took place during the 50th Annual
Meeting of the Association for Computational Linguistics in 2012.
The evaluation study described in this chapter differs from the pilot study as Differences
there is only one evaluator rather than three. At the same time, the number of
annotation tools to be tested has been increased. The tasks have been revised to
be more detailed and more comprehensive for the application domain – that is
why the three tools that were already tested in the pilot study were tested again
in the main evaluation study. Another difference between the two studies is that
the main evaluation study does not only document usability problems, but also
tool-specific strengths with regard to interface and interaction design.
4.5.4. Generation of tasks
In order to help expose the evaluator to the most important parts of the system, Tasks
a list of tasks is needed for the first pass of the heuristic walkthrough. This
list should include the most frequent, most important tasks that real users will
try to achieve with the evaluated system (Sears, 1997, p. 220). According to
Sears, the evaluators should be able to choose from a list of predefined tasks.
The number of predefined tasks as well as the order in which they are achieved
can be determined by the respective evaluators (Sears, 1997, p. 220) – whenever
an evaluator has the impression that he has explored the most important parts
of the system, he can proceed to the second pass of the heuristic walkthrough,
the free-form evaluation, where usability problems are identified by using a set
of heuristics. Sears suggests to rank the tasks according to their priority (Sears,
1997, p. 220), to provide a basic decision guidance for the evaluators which tasks
to choose, in order to experience the important system features most efficiently.
For the intended heuristic walkthrough evaluation of annotation tools, some Modifica-
tionsminor modifications will be applied to the task-based evaluation pass. These
modifications are influenced by the following aspects: First, there are multiple
systems that need to be evaluated (comparative evaluation), and second, there is
only a single evaluator who also defines the tasks for the heuristic walkthrough.
Accordingly, a comprehensive set of tasks that can be applied to most of the test
objects is defined. The idea of a priority ranking of the tasks was abandoned,
as the evaluator is meant to achieve all of the tasks with every tool (if possible)
systematically anyway. Although this has been stated before it is worth to note
again that for a heuristic walkthrough it is not important to define a comprehen-
sive list of all possible tasks (which is hard when evaluating multiple systems),
but rather to define tasks that support a thorough system exploration. The eval-
uator may still explore aspects of the system that have not been covered by the
tasks in the second, free-form pass of the evaluation.
The creation of tasks for the evaluation study builds on the usability require- Task
creationments of annotation tools that have been described in section 4.4.2. All but two
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of the requirements are reflected in the evaluation tasks. Requirement "R02 –
Integration of automatic annotation tools" is not explicitly modeled as a task for
the heuristic walkthrough evaluation, as most of the tested tools support man-
ual annotation only. In the few cases where this feature was available in a tool,
the evaluator was aware of the requirement and explored the functionality in the
free-form evaluation part. Requirement "R09 – Documentation" was not mod-
eled as an explicit task, as scanning the manual or documentation before the
actual start of the evaluation as well as looking up specific problems or obscu-
rities during the evaluation process is part of the evaluation routine of a new
software system anyway (also cf. section 4.5.6 for more details on the evaluation
procedure).
The linguistic tasks are based on the taxonomies for anchor scopes and linguistic
levels described in chapter 3.4.3. They are also inspired by the typical micro-
tasks that have been identified for a generic annotation process (cf. section 4.4.3).
Figure 4.5 shows a list of all evaluation tasks and subtasks that will be used to
explore different linguistic annotation tools. Whenever possible, the table also
relates each task to a specific requirement, type of task, anchor scope and linguistic
level.
Task 1 is concerned with the installation and the setup of the tools. This prelim-
inary task is included as part of the usability evaluation, as it might be a
first technical hurdle for novice users.
Task 2 covers the aspect of importing primary data into the annotation tool, so
it can be annotated during the subsequent tasks. Related subtasks – which
may differ from tool to tool – may include the pre-processing of the data
(e.g. tokenization, sentence splitting, etc.), the creation of a new corpus
project, and the assignment of the current annotation tasks to a specific
annotator (basic corpus project management).
Task 3 asks to create an annotation scheme with altogether five different levels
of annotation. The levels were mainly adopted from the previously de-
scribed human handwritten annotation study (cf. chapter 2.8.2), as they
cover most of the anchor scopes147 and some exemplary linguistic levels,
such as morphology, syntax, semantics and discourse.
Task 4 is closely related to the previous task, as it makes the evaluator check if
the annotation scheme can be viewed and edited from within the annota-
tion tool.
Task 5 guides the evaluator to set into practice different linguistic annotation
sub-tasks by using tags from the previously defined annotation scheme.
The different annotation tasks ensure that tags from every annotation level
147 The anchor scope text level, which describes information about the text as a whole, is typically
realized as a metadata dialogue by most annotation tools, and therefore is not addressed by
the annotation scheme creation subtasks.
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Figure 4.5.: Tasks for the heuristic walkthrough evaluation of linguistic annotation tools.
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are used, and that some portions of the primary text are annotated on par-
allel levels. As the annotation tasks will typically recur with a high fre-
quency, it is important for the evaluator to examine the interface for creat-
ing and modifying anchors and for attaching annotations from the prede-
fined scheme to these anchors. Special attention needs to be paid on how
the creation of coreference annotations is realized.
Task 6 is meant to make the evaluator explore how multiple, parallel levels of
annotations are visualized in the primary data, and to check if it is possi-
ble to show and hide selected levels of annotation. The adequate visual-
ization of multiple, parallel annotations is supposedly one of the biggest
challenges an annotation tool has to meet.
During the task-based evaluation pass, first impressions and general observa-
tions, with regard to the respective tasks, will be documented as informal notes.
These notes will be refined into concrete usability problems and individual strengths
of a tool in the second pass, the free-form, heuristic evaluation.
4.5.5. Selection of test objects
The previous section has introduced three general criteria to categorize linguistic
annotation tools. These criteria were used to identify appropriate test objects
for the usability evaluation. As the focus of this work is on tools for manual
annotation of text documents, appropriateness in terms of these criteria can be
defined as follows:
Criterion 1: Modality of annotation Only annotation tools for textual data were
selected, i.e. tools for transcription or for audio, video or image annotation
were not considered as test objects.
Exemplary tools to be excluded from the evaluation: Anvil, ELAN, EX-
MARaLDA, Multitool148, Pacx149, Praat, Sign Stream150 The Observer XT151,
Transcriber AG152, WaveSurfer153, Xtrans154
Criterion 2: Software type Only ready-to-use tools with a graphical user inter-
face (GUI) were selected, no APIs or programming toolkits.
Exemplary tools to be excluded from the evaluation: AGTK, ATLAS (Archi-
148 http://www.ling.gu.se/projekt/tal/multitool/index.htm
149 http://pacx.sourceforge.net/
150 http://www.bu.edu/asllrp/SignStream/
151 http://www.noldus.com/human-behavior-research/products/the-observer
-xt
152 http://transag.sourceforge.net/
153 http://sourceforge.net/projects/wavesurfer/
154 https://www.ldc.upenn.edu/language-resources/tools/xtrans
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tecture and Tools for Linguistic Analysis Systems)155, NITE XML Toolkit156,
Snack Sound Toolkit157
Criterion 3: Task scope Only tools able to achieve Tasks 1-5 were selected. Task
6 (coreference annotation) was treated as an optional tasks.
Exemplary tools to be excluded from the evaluation: Annotate (syntac-
tic annotation only)158, RSTTool (rhetorical structure annotation only) 159,
Serengeti (semantic relations only)160, Synpathy (syntactic annotation only)161
After the application of these three criteria, a total of twenty-one tools was gath-
ered as potential test objects. While trying to download and set up these tools, it
became obvious that some additional selection criteria were needed:
Criterion 4: Availability A number of tools that is described in the literature or
on one of the overview websites on linguistic annotation tools were no
longer available162. This is an indicator for the short lifespan of an average
annotation tool that could be interpreted as an additional argument for a
lack of usability in many of the existing tools.
Examples for tools that are no longer available on the web include: Alembic
Workbench, Callisto, CLaRK, LDC ACE Annotation Toolkit, PALinkA
Criterion 5: Feasibility of installation / setup Some of the tools were quite cum-
bersome to install and set up. It was not possible to set up the follow-
ing tools on the test environment that was used during the evaluation:
Anafora163 AnChoraPipe164, Djangology Web Annotator165, Slate166
After applying the above selection criteria, a total of eleven tools remained as
test objects for the evaluation study. Although a thorough review of available
155 http://jatlas.sourceforge.net/
156 http://groups.inf.ed.ac.uk/nxt/index.shtml
157 http://www.speech.kth.se/snack/; Snack is a tool kit for the creation of audio appli-
cations (spectrum analysis, waveforms, etc.).
158 http://www.coli.uni-saarland.de/projects/sfb378/negra-corpus/
annotate.html
159 http://www.wagsoft.com/RSTTool/
160 http://coli.lili.uni-bielefeld.de/serengeti/
161 http://tla.mpi.nl/tools/tla-tools/older-tools/synpathy/synpathy
-description-download/
162 The evaluation was conducted from October 2, 2013 – December 9, 2013, i.e. the tools could
not be retrieved on the web during this period.
163 https://github.com/weitechen/anafora; Anafora is also available as a static,
not configurable web demo (cf. https://verbs.colorado.edu/anaforademo/
annotate/Demo/samplenotes/doc22/Medicine/). The web demo was excluded from
the evaluation study, as it was not able to achieve the predefined tasks (cf. criterium 2 – task
scope).
164 http://clic.ub.edu/mbertran/tbfeditor/; the tool was relatively easy to install. It
is, however, not clear how to set it up, in order to use it as an annotation tool. Unfortunately,
the manual is only available in Catalan language and therefore was not of much help.
165 http://djangology.sourceforge.net/
166 https://www.cl.cs.titech.ac.jp/slate/
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overview pages (DiRT wiki, TAPOR portal, Linguistic Annotation Wiki) and re-
spective literature in the field of linguistic annotation was conducted, the list of
annotation tools that meets the above criteria is not meant to be comprehensive,
but rather tries to provide a snapshot of available tools from October 2, 2013 –
December 9, 2013. Table 4.5 shows the eleven annotation tools (in the order of
evaluation) that were selected as test objects for the evaluation study. The table
contains the name of the tools, the download source, and the date of download
and evaluation.
Name Source Download Evaluation
Dexter http://www.dextercoder.org/ October
2, 2013
October
2, 2013
CATMA http://www.catma.de/ October
7, 2013
October
7, 2013
Glozz http://www.glozz.org/ October
8, 2013
October
10, 2013
UAM
Corpus Tool
http://www.wagsoft.com/
CorpusTool/index.html
October
11, 2013
October
11, 2013
Brat http://brat.nlplab.org/ October
15, 2013
October
15, 2013
MMAX2 http://
mmax2.sourceforge.net/
November
12, 2013
November
12, 2013;
November
17, 2013
WordFreak http://wordfreak.sourceforge
.net/index.html
November
22, 2013
November
22, 2013
Analec http://www.lattice.cnrs.fr/
Telecharger-Analec?lang=fr
November
24, 2013
November
24, 2013
WebAnno https://code.google.com/p/
webanno/
December
3, 2013
December
3, 2013
Knowtator http://knowtator.sourceforge
.net/docs.shtml
December
6, 2013
December
6, 2013;
December
8, 2013
GATE https://gate.ac.uk/ December
9, 2013
December
9, 2013
Table 4.5.: Tools that were selected as test objects for the usability evaluation. The order of the
tools also reflects the order of evaluation.
4.5.6. Evaluation procedure
The heuristic walkthrough evaluation of eleven linguistic annotation tools wasPrelimi-
naries conducted by one double expert evaluator, who is also the author of this work.
Except for Brat, all tools were tested on a PC with Windows 7 and the Java run-
time environment (Java 7). Brat was evaluated on a MacBook with OS X (Moun-
tain Lion), as it required a UNIX like environment in order to be set up properly.
The first pass of the heuristic walkthrough (task solving) was recorded with the
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free screen recording tool CamStudio167. The evaluation on the MacBook was
recorded with the default screen recording tool that is part of OS X. All eleven
tools were tested in randomized order between October 2, 2013 – December 9,
2013. In most cases, the whole evaluation was carried out on the same day.
In two cases, the tool was installed (Task 1) on one day, while Tasks 2-6 were
achieved a couple of days later (cf. Table 4.5).
The basic evaluation process for each tool can be described as follows (cf. ap- Evaluation
processpendix A for a detailed list of all steps): The first step is to obtain the actual
tool, which means to download the files to the test environment. Before starting
with the task-oriented evaluation pass, the tool manual, information on the tool
website, and existing publications are consulted, to get a rough overview of the
tool. Next, the first pass of the evaluation is conducted, which means to sub-
sequently achieve the six predefined tasks. Each task is recorded with a screen
recording software. In addition to the screen recording, screenshots of interest-
ing tool features are made. The basic steps that were necessary to achieve a task
are all written down, together with a short roundup of the respective tool (cf.
appendix C). Usability problems identified during the first pass of evaluation
are loosely written down with pen and paper. During the second pass, while the
tool is freely explored with Nielsen’s heuristics in mind, usability problems and
individual strengths are documented in a more systematic manner, by means of
a structured Excel spreadsheet.
As the previous pilot study has shown, there are two main classes of usability Scope of
usability
problems
problems: general usability problems and domain-specific problems. There is a
great number of guidelines (cf. Johnson, 2007) and patterns (cf. Tidwell, 2011)
that help the designer to avoid general problems, like for instance "use of color"
and "use of fonts", but also provide hints on how to design user-friendly UI el-
ements such as "menu structures", "buttons", etc. The focus of this evaluation
study is on usability problems that are characteristic for the domain of linguistic
annotation tools, i.e. general usability problems will not be documented. It is not
always easy to differentiate the two problem categories, as sometimes a general
problem gets mixed up with a domain-specific feature, for instance: bad color
scheme (general) for the visualization of multiple annotation items (domain-
specific). General problems that have no direct impact on domain-specific in-
terface characteristics will be neglected in this evaluation study.
Throughout the evaluation, Nielsen’s ten usability heuristics, Sears’ four thought- Test
materialsfocusing questions, and a basic description of the main user groups (annotators
and traditionalist, cf. subsection 4.4.1) of annotation tools were visible as large
printed posters. Also, a printed version of the evaluation tasks was available
during the tests.
As Sears (1997) does not give a detailed description on how to document us- Documen-
tation of
problems
ability problems during a heuristic walkthrough, the approach from heuristic
167 http://camstudio.org/
104 4. Usability and the case for annotation tools
evaluation will be adopted, which means to document each problem – together
with the violated heuristic(s) and the severity of the problem – with enough con-
textual information to be able to comprehend it in the future (cf. Sears, 1997, p.
217). When formulating the problems, the following best practices as described
by Dumas et al. (2004) will be adhered:
• Emphasize the positive
• Express your annoyance tactfully
• Avoid usability jargon
• Be as specific as you can
The identified usability problems are documented by means of an Excel spread-
sheet that contains metadata about the test object, such as tool name, source of
download, date of download and date of evaluation. Each usability problem is writ-
ten down with a unique ID, a short problem description that acts as the title of
the problem, and a more detailed problem description. The spreadsheet also docu-
ments which heuristics were violated while the problem occurred, and how the
severity of the problem was ranked (cf. section 4.5.2 for a detailed description
of the heuristics as well as the severity ranking metrics). Finally, the five sub-
categories for domain-specific usability problems that were identified during
the pilot study are used to classify and organize the problems that are revealed
during the heuristic walkthrough. The categories were rephrased to be more
comprehensive; furthermore, a sixth problem category "Installation", a task that
was not evaluated in the preceding pilot study, was added (cf. Table 4.6).
Pilot study Rephrased version
– Installation
Wording and metaphors General UI
Import / edit primary data Primary data
Import / create / edit annotation scheme Annotation scheme
Apply / edit / delete annotations Annotation process
Visualize annotation Annotation visualization
Table 4.6.: Original categories (pilot study) and rephrased versions used in the series of heuristic
walkthroughs.
As several competing tools are analyzed in the course of this heuristic walk-Documen-
tation of
strengths
through evaluation, it is very likely that the solution to usability problems iden-
tified for one tool is present in another tool. For this reason, not only usability
problems are documented, but also good designs and potential solutions for
previously identified problems. Such specific strengths of a tool are written
down with the same information as the usability problems (ID, title, descrip-
tion, etc.)168 in the "strengths" section of the spreadsheet. Like the problems,
168 Obviously, the severity criterion does not apply for a tool’s strengths, and is therefore not
4.5. Evaluation design 105
particular strengths of an annotation tool are organized according to the domain-
specific categories. This consistent categorization scheme will greatly facilitate
the posterior identification (cf. chapter 5.6.3 ) and organization of patterns (cf.
chapter 6.2 ) Figure 4.6 shows an excerpt of the spreadsheet to illustrate what
the documentation for usability problems and positive design solutions looks
like.
Figure 4.6.: Excerpt of the spreadsheet used for documenting usability-related observations dur-
ing the evaluation.
Toward the end of the evaluation, the number of usability problems / specific Final steps
strengths, the average severity of the identified problems, and the number of vi-
olated heuristics169 is counted. Finally, a feature matrix that captures basic char-
acteristics of a tool is filled in. All files and documents used and created during
the annotation (screen recordings, screenshots, installation files, test data, man-
documented in the spreadsheet.
169 For the specific strengths, the number of successfully applied heuristics was counted.
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ual, publications, spreadsheets) are archived. The next section summarizes the
quantitative results of the evaluation study and illustrates how the data can be
interpreted in a way to derive usability patterns for linguistic annotation tools.
4.6. Results of the heuristic walkthrough evaluation
This section provides a comparison of the evaluated tools according to some
basic characteristics that could be explored during the heuristic walkthroughs.
In addition, the evaluation results are discussed in a quantitative manner by
addressing aspects such as:
• Total number of usability problems / strengths
• Average severity of usability problems
• Number of usability problems / strengths per tool
• Number of usability problems / strengths per domain-specific category
• Number of total violations / successful applications for each of the usabil-
ity heuristics
4.6.1. Tool overview
At the end of each heuristic walkthrough, a feature matrix (cf. Figure 4.7) was
filled in to document some common characteristics of annotation tools170. TheArchitecture
matrix shows that most of the evaluated tools are available as desktop tools that
need to be installed and setup on a local system. There are, however, some
examples that are either readily available as a web service (cf. CATMA), or that
can be setup as a web service on a private server (cf. Brat and WebAnno).
The management of annotators (roles and rights management) is mostly avail-Annotator
manage-
ment
able for web service tools (cf. CATMA, etc.), as this type of architecture already
requires users to authenticate by means of a login. Although it is a desktop tool,
Glozz allows the user to register on the startup of the tool. WordFreak provides
a function to define annotators that may be included to or excluded from an
annotation project. Knowtator allows the user to define and manage annotators,
including a function to calculate inter annotator agreement. WebAnno provides the
most sophisticated functions to manage multiple annotators, as it allows the user
to monitor the progress of different annotators on different texts or to compare
annotations from different annotators in a special curation mode.
Coreference annotation is a specific kind of annotation task, as it requires to es-Coreference
tablish a connection between two or more anchors. While some tools do not
170 A detailed description of the tools with respect to the evaluation tasks can be found in ap-
pendix C.
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Figure 4.7.: Comparison of evaluated tools according to selected features.
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support this type of annotation at all (cf. CATMA, Dexter and UAM Corpus Tool),
other tools seem to focus on the annotation of coreference and other relational
annotations (cf. Brat, MMAX2 and WebAnno), as they provide advanced visual-
izations in the form of arcs and arrows inside the annotated primary data.
Many tools are not only annotation tools, but also allow the user to performText
analysis statistical analysis on the data inside the tool. Some tools even provide a so-
phisticated query mechanism (cf. e.g. MMAX2 and Knowtator) to analyze the
annotated data.
Another characteristic of annotation tools is the need for pre-processed data:Pre-pro-
cessing some tools cannot be used on plain text immediately, but rather require the
user to conduct basic preprocessing of the data inside the tool (cf. Dexter and
MMAX2).
Closely related is the characteristic of an integrated, automatic annotation fea-Automatic
annotation ture, to allow for a mixed manual-automatic approach. Only few tools provide
functions that enable the user to automate parts of the otherwise manual anno-
tation process (cf. Brat, GATE, Glozz, UAM Corpus Tool, WordFreak).
The creation of an annotation scheme is another feature that can be used to char-Annotation
scheme acterize annotation tools: While some tools provide a graphical user interface
to create and edit annotation schemes (cf. Analec, CATMA, Dexter, GATE, Glozz,
UAM Corpus Tool, WebAnno), most of the other tools require the user to create an
annotation scheme by means of XML markup.
In terms of the storage format for annotated data, stand-off XML seems to be theStand-off
annotation de facto standard that is adhered by most of the tools (also cf. Burghardt & Wolff,
2009a). Only WebAnno seems to store and exchange data in the structured JSON
format (attribute-value pairs) or respectively in a MySQL relational database.
Most tools are written in Java, which means that they can be installed and setupInstallation
very easily (Java Runtime Environment required) on a local system by just execut-
ing a JAR-file or a windows installer. Two tools are written in Python (cf. Brat
and UAM Corpus Tool), which is a common programming language in the field
of quantitative linguistics, as it provides many practical functions and program-
ming libraries that can be used for the manipulation and analysis of textual data.
In case of the web-based tools it is necessary to set up a local server (cf. Brat and
WebAnno). Both tools can, however, be downloaded as an all-in-one-version that
already includes a stand-alone server.
Many of the tools have been promoted in the corpus linguistics community byPublications
means of publications at conferences such as the Association for Computational
Linguistics (ACL) or the International Conference on Language Resources and Evalu-
ation (LREC).
The last feature addresses the wording of different tools for concepts such asWording
"annotation" and "annotation scheme". It shows that most tools actually use the
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term "annotation" to describe the act of adding linguistic information to primary
data. CATMA uses the terms "markup" and "tags", while UAM Corpus Tool and
Dexter use the terms "code" and "coding". MMAX2 uses the term "markable" for
an anchor in the primary data. In case of the "annotation scheme", there is an
even greater diversity of terms: "Annotation structure" (cf. Analec), "Annotation
types" (cf. Brat), "Tag set" (cf. CATMA, WebAnno), "Code types" (cf. Dexter),
"Annotation schema" (cf. GATE, Knowtator, UAM Corpus Tool, WordFreak), "An-
notation model" (cf. Glozz) and "Markable levels" (cf. MMAX2) are common
examples for different terms that describe the same concept.
4.6.2. Quantitative results: Usability problems
The quantitative results described in this subsection are mainly used to get hints
on larger problem areas and to facilitate the creation of generic design patterns.
As a result of the heuristic walkthrough evaluation of eleven linguistic anno- Usability
problem
count
tation tools, a total of 207 usability problems171 with an average severity of 2.7
could be identified (cf. Figure 4.8). At this stage of analysis, many of the iden-
Figure 4.8.: Usability problems per tool.
tified problems may be redundant, i.e. they may be observed for several tools.
The problems will be systematized to form clusters of unique problems in the
following chapter, where they are used as input for the formulation of usabil-
ity patterns for annotation tools. The average problem-per-tool count is slightly
below 19, where the fewest problems observed for a tool made up for a total of
171 Note that only domain-specific problems were documented.
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14 problems, and the most problems are 24. These numbers are, however, not
meant to deduce any kind of tool ranking, as the problems have different sever-
ity ratings. The heterogeneous problem counts for each tool along the timeline
of the evaluation, however, show that there is no specific tendency to identify
more or less problems during a series of heuristic walkthrough evaluations. The
results also indicate that none of the existing annotation tools that were evalu-
ated in this study does achieve a high level of usability with the current interface
design, but that all struggle from a number of more or less severe usability prob-
lems. This observation supports the approach to create generic usability patterns
for the design of user-friendly annotation tools.
As was described before, all identified usability problems were assigned to oneCategories
or more domain-specific categories during the evaluation process. Figure 4.9
gives an overview of the distribution of usability problems across the six cate-
gories.
Figure 4.9.: Usability problems per domain-specific category.
It shows that only few problems occurred during the setup and installation task.
This is not too surprising, as most of the tools are installed by means of executing
an existing JAR-file or an installer file. Also, the tools that caused the most seri-
ous issues during the installation were already sorted out as they could not be
installed at all (cf. Criterion 5: Feasibility of installation / setup; section 4.5.5). The
annotation process seems to be the most problematic area, which is also plausible,
as it includes the most potential human-computer interactions.
Finally, it is also possible to quantify the number of violated heuristics, to getViolated
heuristics a hint toward areas that generally tend to be more or less problematic in anno-
tation tool interfaces (cf. Figure 4.10). It is important to note that one usability
problem could violate several heuristics at the same time – therefore, a total
number of 408 violations172 of Nielsen’s usability heuristics could be observed.
The heuristics that were violated only in few cases are H9 ("Help users recog-
nize, diagnose and recover from errors") and H10 ("Help and documentation).
172 Note: The average usability problem violates approx. 2 heuristics.
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Figure 4.10.: Number of violated heuristics during the series of heuristic walkthroughs for
eleven annotation tools.
The most violated heuristic is H5 ("Error prevention"), which indicates that cur-
rent annotation tool interfaces are more prone to make users produce errors and
unintentional effects rather than preventing errors.
4.6.3. Quantitative results: Strengths
Similar to the usability problems, specific strengths of the different tools were
documented. A total of 84 strengths was identified and documented for the Strength
counteleven evaluated annotation tools (cf. Figure 4.11).
Figure 4.11.: Strengths per tool.
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The average number of strengths per tool is around 7.6, with the lowest strengths-
per-tool count being at 3, and the highest being at 16. Modern tools such as Brat,
WebAnno and Knowtator implement some promising ideas for an improved an-
notation tool interface. At the same time it is important to note that despite these
numerous strengths, the mentioned tools also suffer from a number of usability
problems, i.e. they implement many positive but also many negative interface
aspects.
Figure 4.12 shows the identified strengths distributed among the different domain-Categories
specific problem areas. It is important to note that at this point of the analysis it
is not possible to relate the strengths to concrete weaknesses, i.e. it may be pos-
sible that there are various strengths that can be used for one identified usability
problem. At the same time, it is possible that the strengths are not even concrete
answers to usability problems, but rather give hints on the general design of
annotation tool interfaces. A concrete relation between problems and strengths
will be established in the next chapter on the identification of usability patterns.
Figure 4.12.: Strengths per domain-specific category.
Heuristics may not only be used as an instrument to systematically reveal us-Successfully
applied
heuristics
ability problems, but can also be used as positive design guidelines. By look-
ing at heuristics from this perspective, it is possible to document the usability
heuristics that were successfully applied by a positive design solution. The re-
sults in Figure 4.13 indicate that many identified strengths seem to improve an
annotation tool by means of "Flexibility and efficiency of use". A more detailed
discussion of the strengths will follow in the next chapters.
4.6.4. From usability problems to usability patterns
The results described in the previous section comprise a collection of 207 us-Problems
and
solutions
ability problems and a smaller collection of 84 tool-specific interface strengths.
In order to provide hints for the design of user-friendly annotation tools, it is,
however, necessary to suggest solutions for the identified problems. According
to (Nielsen, 1994c, p. 31), "heuristic evaluation does not provide a systematic
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Figure 4.13.: Number of successfully applied heuristics during the series of heuristic walk-
throughs for eleven annotation tools.
way to generate fixes to the usability problems" – yet, he notes that the heuris-
tics used during a heuristic evaluation (or a heuristic walkthrough) do not only
help to identify problems, but can also be used as generic guidelines. If for in-
stance a problem is discovered that violates the heuristic "Visibility of system
status", the obvious solution is to implement appropriate feedback for the sys-
tem, to make its status transparent and visible for the user. Nielsen (1994c, p. 31)
also mentions that "many usability problems have fairly obvious fixes as soon
as they have been identified". In the case of this evaluation study, where a total
of eleven linguistic annotation tools was systematically analyzed with the same
evaluation approach, it may also be possible to use interface strengths of one
tool as a solution for the problem of another tool.
Once usability problems and solutions have been identified, it is necessary to Documen-
tationdocument the data in a way it can be shared with software developers. Typi-
cally, the results of a usability evaluation are shared as usability problem reports.
Jeffries (1994, p. 273-274), however, notes that problem reports oftentimes run
the risk of being misunderstood or not being taken seriously (false alarms) by the
developers. In order to find out how such misunderstandings come about, and
how they can be avoided, Jeffries (1994, p. 274ff.) analyzed a large collection
of usability problem reports that resulted from different evaluation techniques.
Jeffries (1994, p. 283) found that "problem reports can be decomposed into four
aspects: the problem, the justification for why the current situation is a usability
problem, the proposed solution, and the justification for why the proposed so-
lution is better". He concludes that misunderstandings are likely whenever one
or more of those aspects are neglected in the problem report.
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Considering the four aspects identified by Jeffries, usability patterns, as describedUsability
patterns by Van Welie (2001), are a promising format to document the results of the
heuristic walkthrough evaluation study on linguistic annotation tools: The struc-
ture of usability patterns not only integrates very well with the evaluation results
(cf. Figure 4.14), but also ensures that the problem and its context, potential
trade-offs as well as a rationale for the solution are documented in a consistent
and comprehensible form.
Figure 4.14.: Overview of the most important aspects of usability reports (Jeffries, 1994, p. 283)
and their connecting factors to the usability pattern format as suggested by Van
Welie (2001).
4.7. Summary
This chapter has introduced the basic components of usability testing and us-
ability engineering. The usability inspection method heuristic walkthrough was
chosen as an appropriate method for the evaluation of eleven annotation tools.
The results of this series of heuristic walkthroughs – 207 usability problems and
84 tool-specific strengths – were documented alongside with information about
the violated usability heuristics and the domain-specific category the data item
belongs to. This additional information was used for a first, quantitative inter-
pretation of the data. Beyond the scope of such a mere quantitative approach,
it has been proposed to document the content of the usability problems and
strengths in a format that enables annotation tool developers to quickly access
the relevant information.
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Related literature suggests that typical usability reports oftentimes lack rele-
vant, contextual information, making it hard to communicate the essential de-
sign knowledge that has been distilled from the usability evaluation to the target
audience, the developers. As a solution to this problem, usability patterns have
been suggested as a means to document design knowledge in a transparent and
comprehensible way. The idea of design patterns as a means to document us-
ability knowledge, the structure of usability patterns, and the process of identifying
patterns are described in more detail in the next chapter.

5. Patterns and pattern identification
5.1. Introduction
This chapter introduces patterns as a means to document and share design knowl-
edge. More specifically, the pattern format will be used to communicate the main
results of the previous evaluation of linguistic annotation tools. After a general
discussion of the process of identifying patterns, a systematic pattern identifi-
cation approach that integrates qualitative data from the heuristic walkthrough
study with an existing pattern structure will be presented.
The chapter is structured as follows: Section 5.2 introduces the original pat- Chapter
structuretern concept, as proposed by Christopher Alexander. As an addition, section
5.3 presents the related concept of antipatterns and illustrates why patterns were
chosen over antipatterns in this work. Section 5.4 gives an overview of how the
pattern concept has been adopted by the HCI community; section 5.5 presents
the basic constituents of a pattern as well as common formats that are used to
document patterns. Section 5.6 is dedicated to the issue of identifying patterns,
which oftentimes is a rather vague process. Therefore, a systematic approach for
the identification of usability patterns, which makes use of data from previous
usability evaluations, is presented. Section 5.7 illustrates this systematic pattern
identification process as it describes a step-by-step guide for the identification
of an exemplary usability pattern for annotation tools. Finally, section 5.8 sum-
marizes the whole chapter and leads to the next chapter, which describes the
main results of this dissertation: a collection of usability patterns for the domain
of linguistic annotation tools.
5.2. Christopher Alexander’s pattern concept
During the 1970s, the architect and mathematician Christopher Alexander pro-
posed the idea of design patterns for the construction of towns (Alexander et
al., 1977; Alexander, 1979). He observed that in architecture there seems to be a
timeless way of building, in which certain successful – yet rather implicit – design
solutions for towns appear over and over again.
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Alexander (1979, chap. 2) suggests to capture such implicit design knowledge,Quality
without a
name
which implements a certain quality without a name, in the form of what he calls
patterns:
Each pattern describes a problem which occurs over and over again in our envi-
ronment, and then describes the core of the solution to that problem, in such a way
that you can use this solution a million times over, without ever doing it the same
way twice. (Alexander et al., 1977, p. x)
A pattern is meant to capture the essentials of a problem by gathering "the in-Looking for
invariants variant property common to all places which succeed in solving the problem"
(Alexander et al., 1977, p. xiv). According to Alexander, patterns are thus a so-
lution to a recurring problem situation that is formulated in a rather generic and
abstract way, so that it can be applied to a wider range of actual scenarios:
Each solution is stated in such a way that it gives the essential field of relationships
needed to solve the problem, but in a very general and abstract way – so that you
can solve the problem for yourself, in your own way, by adapting it to your pref-
erences, and the local conditions at the place where you are making it. (Alexander
et al., 1977, p. xiii)
Alexander et al. (1977) present a comprehensive collection of 253 architecturalPattern
languages patterns that are interconnected with each other to form a network of patterns, a
so called pattern language. The authors also suggest different levels of abstraction
for patterns, which may nevertheless be connected to each other (Alexander et
al., 1977, p. xii). Although the idea of patterns has spread to many areas, and has
been applied to many domains, only few pattern collections are nearly as com-
prehensive as the Alexandrian pattern language. For this reason, patterns that
do only address a few aspects of an application domain, and "show almost no
relationships among each other and thus do not form a fully interconnected sys-
tem" (Kruschitz & Hitz, 2009, p. 203) are usually referred to as pattern catalogues
or pattern collections. Borchers subsumes Alexander’s premises on patterns and
pattern languages in the following definition:
Put simply, a design pattern is a structured textual and graphical description of a
proven solution to a recurring design problem. A pattern language is a hierarchy of
design patterns ordered by their scope. High-level patterns address large-scale de-
sign issues and reference lower-level patterns to describe their solution. (Borchers,
2001, p. 7)
Although the idea of "patterns as a proven [my emphasis] solution to a recurringPatterns as
proven
solutions?
problem" has become a widely accepted, short definition for software engineer-
ing and HCI design patterns, Alexander et al. (1977) did not actually use the
word "proven" in their elaboration on patterns (cf. Coplien, n.d.). While on the
one hand it is unclear how much actual "proof" is needed in order to make a
pattern, and how such proof is to be produced, this additional requirement also
seems to be (partly) conflicting with the three basic ways Alexander (1979, p.
258ff.) describes for the identification of patterns. These include the observation
of existing, positive examples, which may be interpreted as "proven" solutions,
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but also the deduction of solutions from negative examples, and even the gener-
ation of a pattern, merely on basis of an abstract argument that has no positive
or negative proof at all (also cf. section 5.6.1 for a more detailed description of
the different pattern identification approaches).
Even though the idea of proven solutions may be hard to implement, this dis- Patterns as
a useful
format
sertation, nevertheless, utilizes the pattern concept as it has been adapted by the
software engineering and HCI communities, i.e. patterns are primarily used as a
format to capture design knowledge. More concretely, in this work patterns will
be used as a means to document the results from a series of usability evaluations
on linguistic annotation tools, and to communicate these results in a structured
and comprehensive way to tool developers.
The focus on patterns as a useful format to document user interface design
knowledge also seems to be in line with Christopher Alexander’s personal as-
sessment of design patterns as used in the software engineering field. In a
keynote address at the ACM Conference on Object-Oriented Programs, Systems,
Languages and Applications (OOPSLA) in 1996, Alexander commented on the ap-
plication of his pattern concept in the domain of software engineering: Although
admitting to be not fully aware of all the relevant work that has been done in the
context of software engineering design patterns, Alexander (1996, section A –
Pattern theory) observes that patterns seem to be used primarily as an inspiring
format that supports the documentation and exchanging of fragmentary ideas
about programming.
5.3. Antipatterns
While the purpose of design patterns is to document successful solutions to a Documen-
tation of
bad
solutions
recurring problem, there is also the notion of antipatterns, which are meant to
create an awareness for bad solutions to a problem that a user might be inclined
to use. An antipattern superficially looks like a solution to a recurring problem,
but essentially it is not (Koenig, 1998, p. 387), or as Brown et al. (1998, p. 7) put
it:
An AntiPattern is a literary form that describes a commonly occurring solution
to a problem that generates decidedly negative consequences. The AntiPattern
may be the result of a manager or a developer not knowing any better, not hav-
ing sufficient knowledge or experience in solving a particular type of problem,
or having applied a perfectly good pattern in the wrong context. When properly
documented, an AntiPattern describes a general form, the primary causes which
led to the general form; symptoms describing how to recognize the general form;
the consequences of the general form; and a refactored solution describing how to
change the AntiPattern into a healthier situation.
In a way, patterns and antipatterns describe dos and don’ts during the design pro-
cess. An antipattern, however, should not only document generic bad solutions,
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the causes for it, and its consequences, but also a refactored solution (Brown et
al., 1998, p. 7). Antipatterns and the idea of refactoring (cf. Fowler, 1999) are typ-
ically used in the field of software engineering, but are currently also discussed
in the context of usability engineering (cf. Garrido et al., 2011).
In a case study on the effects of first exposure on patterns and antipatterns inPatterns vs.
antipat-
terns
the context of HCI, Van Biljon et al. (2004, p. 181) found that positive patterns
are better suited for knowledge transfer on the first encounter with a particular
design problem. It also showed that pattern novices run the risk of remembering
an antipattern (on first encounter with a design problem) as the actual solution
to a problem, and that it is hard to replace their mental model with the correct
pattern afterwards. While the authors make several suggestions on how to im-
prove antipatterns, they also stress that antipatterns should only be used if the
developers are already familiar with positive patterns in the domain of applica-
tion (Van Biljon et al., 2004, p. 184). On these grounds it seems reasonable to
use patterns rather than antipatterns in the context of this work, as there are no
existing design patterns in this area of application. Besides, it is unlikely that the
target audience will be familiar with the general concept of usability patterns,
which is a prerequisite to successfully apply antipatterns.
5.4. Characteristics of HCI patterns
Although Alexander introduced the idea of patterns in the context of urban ar-
chitecture, the approach was quickly adopted in other fields as well. Patterns
have been particularly popular in the field of software engineering, where they
have been used to capture best practices of software design. One of the most
influential pattern collections in this field is the "Gang of Four" book (Gamma et
al., 1995). Being a means to capture design knowledge, patterns also have foundPatterns as
knowledge
repositories
their way into the HCI community, as an addition to existing techniques such as
best practices, heuristics or guidelines173. Borchers (2001, p. 28) notes that patterns
for architectural design, as they were originally described by Alexander, can be
transformed to the area of interface design more naturally than to software engi-
neering. The capturing of design knowledge is crucial to document the lessons
learned from a project, which help to avoid repeating the same errors (Borchers,
2001, p. 5) and reinventing the wheel (i.e. successful solutions for a problem)
over and over again (Kruschitz & Hitz, 2009, p. 202).
Borchers (2001, p. 5) also observes that design guidelines are the most commonPatterns vs.
guidelines approach to document such design knowledge. He, however, notes that most
guidelines are either to concrete (e.g. Ben Shneiderman’s "8 Golden Rules of
173 As there is no common ground on the exact differentiation of methods to capture design
knowledge, in this dissertation guidelines are used as an umbrella term for related techniques
such as best practices, heuristics, golden rules, maxims, recommendations etc.
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Interface Design" or Jakob Nielsen’s "10 Usability Heuristics for User Interface
Design") or to specific (e.g. the "Macintosh Human Interface Guidelines"). Van
Welie et al. (2001, p. 2) summarize some of the downsides of guidelines as a
means for documenting design knowledge, which may be overcome by using
patterns instead174:
• Guidelines are often too simplistic or too abstract
• Guidelines can be difficult to select
• Guidelines can be difficult to interpret
• Guidelines can be conflicting
• Guidelines often have authority issues concerning their validity
Patterns, with their predefined internal structure that expresses "a relation be-
tween a certain context, a problem, and a solution" (Alexander, 1979, p. 247),
seem to be an appropriate instrument to make up for the downsides of design
guidelines175:
As an alternative to guidelines, we propose patterns as a solution to some of the
problems using guidelines. Patterns explicitly focus on context and tell the de-
signer when, how and why the solution can be applied. The solutions are concrete
so that they can be applied directly. Because of such a different focus, patterns can
potentially be more powerful than guidelines as tools for designers. (Van Welie,
2001, p. 93)
The benefits of patterns as a means to document design knowledge are also un- Benefits of
using
patterns
derlined by an online survey that was conducted by Kruschitz & Hitz (2010).
The motivation of the study was to empirically proof that HCI design patterns
are actually used in academic and industrial environments, and that they im-
prove the design process. It shows that approx. 60% of all survey participants
(n=286) report that they have used design patterns in their work (Kruschitz &
Hitz, 2010, p. 712). Approx. 71% of those who use patterns confirm that it does
improve the overall design process:
Patterns are improving the design process because patterns can be used as check-
lists, patterns are more contextualized than other reuse concepts (e.g. guidelines),
they help to avoid common pitfalls, and patterns help maintain consistency in
larger projects. Furthermore, patterns provide access to proven and well-documented
solutions and they are providing a better overall user experience. These statements
are a clear indicator that patterns bring more quality to UIs. (Kruschitz & Hitz,
2010, p. 713)
The idea of patterns as a means to document design knowledge from the domain Definition:
HCI design
pattern
of HCI and usability engineering goes back to the mid-1990s. An important mile-
stone in the evolution of HCI design patterns was a workshop named "Usability
174 Also cf. Pemberton (2000) for an overview of various tools and representations for the docu-
mentation of design knowledge and a discussion about the potential of design patterns.
175 For an extensive discussion on the differences between guidelines and patterns cf. Van Welie
(2001, p. 93).
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Pattern Language: creating a community", which was held as part of the INTER-
ACT conference in 1999176. The participants agreed upon the following goals for
HCI pattern languages:
The goals of an HCI Pattern Language are to share successful HCI design solutions
among HCI professionals, and to provide a common language for HCI design to
anyone involved in the design, development evaluation, and use of interactive
systems. (Borchers, 2001, p. 39)
At the same time, Van Welie (2001, p. 98) highlights that interaction patterns are
successful if they achieve a high level of usability on the interface level. Besides
these rather generic definitions of the goals HCI patterns are trying to achieve,
there is also a discussion about different flavors of patterns, and how they can
be distinguished. Bayle et al. (1998) note that there are at least two basic types ofDesign
patterns vs.
descriptive
patterns
patterns: (1) design patterns, which claim to present a proven solution to a recur-
ring problem, and (2) activity patterns, which just document existing interaction
behaviors. Although most HCI patterns are of the first type, there are some
examples for the application of activity HCI patterns: Martin et al. (2001) re-
port an approach, where the results from ethnographic studies have been trans-
formed into patterns of cooperative interaction, with the main goal being to bridge
a communicative gap between fieldworkers and designers. The authors found it
hard to apply the classical, problem-oriented design patterns to their domain of
knowledge, and rather chose to use descriptive patterns to document "recurrent
phenomena . . . without necessarily making judgements" about the success of
these activities (Martin et al., 2001, p. 47).
Another way to distinguish patterns is by their scope and their granularity (Alexan-Distin-
guishing
patterns by
scope
der et al., 1977, p. xii). Mahemoff & Johnston (1998) suggest four levels of ab-
straction to distinguish HCI patterns:
UI elements Example pattern: "Scrollbar" (context: user’s complete working area
cannot be displays at one time)
Tasks Example pattern: "Open Existing Document" (context: user needs to open
a document inside a software)
Entire systems Example pattern: "Document Manipulator" (context: user needs
to arrange a set of elements in a document)
Users Example pattern: "Intermediate User, Domain Expert" (context: a domain
expert who regularly uses a tool is likely to evolve from a novice user to
an intermediate user)
Borchers (2000, p. 9-10) picks up the idea of different levels of abstraction and
identifies large-scale patterns (complete task), small-scale patterns (style of certain
interactions) and low-level patterns (UI objects). By adding a functional dimension
(perception / interface output, manipulation / interface input, navigation) and a
176 www.it.bton.ac.uk/staff/rng/UPLworkshop99/
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physical dimension (spatial layout, sequence of discrete events, continuous time),
Borchers suggests a comprehensive taxonomy for HCI patterns.
As has been described in the previous chapter, usability is a complex concept Types of
usability
patterns
that can be broken down into several attributes, such as learnability and efficiency
(cf. Nielsen, 1993, p. 26). Correspondingly, Casaday (1997, p. 289-290) suggests
to differentiate usability patterns according to the number of different usability
attributes that can be observed in the pattern:
Simple patterns One usability attribute dominates; solutions are fairly easy.
Intrinsic patterns Multiple usability attributes are involved; solutions are more
difficult.
Circumstantial patterns Usability attributes cannot easily be achieved due to ex-
ternal factors.
Krischkowsky et al. (2013, p. 67) note that HCI patterns are known under a wide Wording:
usability
patterns
variety of names, such as interaction patterns, user interface patterns, usability pat-
terns, web design patterns, etc., but that they all share the common goal to "provide
solutions to commonly occurring usability problems in interaction and interface
design". Throughout this work, the term usability patterns (or simply patterns)
will be used to indicate a close relation to the identified usability problems. This
relation will also be made clear in the structure of the pattern, which is described
in more detail in the following section.
5.5. Structure of patterns
In order to describe and discuss the structure and composition of patterns, it is
helpful to go back to the Alexandrian antetype of a pattern: All of Alexander’s Alexandrian
formatarchitectural patterns follow a common, implicit structure, which is realized by
means of formatting and typography. Borchers (2001, p. 18ff.) identifies nine
basic characteristics of the patterns proposed by Christopher Alexander:
1. Name of the pattern should convey the idea of the pattern in a few words.
2. Ranking and validity of the pattern (scale: 0-2).
3. Picture as an example of its application, i.e. photographs of an actual realiza-
tion of the pattern.
4. Context in which it is used. Also relation to larger-scale patterns: How does
this pattern help to implement larger-scale patterns?
5. Short problem statement which summarizes the general situation and illus-
trates the existing problem or conflict.
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6. Detailed problem description with empirical background; description of "com-
peting forces" (e.g. build higher walls for more privacy vs. build lower or
no walls for a more public feeling) and discussion of existing solutions.
7. Central solution of the pattern describes a general solution to a problem at
hand. This solution is clear but also to some degree generic, so that it can
be applied in varying situations.
8. Diagram should illustrate the solution in a generic way.
9. References to other patterns (patterns are ultimately meant to form an inter-
connected pattern language).
When designing his own set of patterns for HCI, Borchers leaves out Item 4,HCI
pattern
structures
and subsumes Items 5 and 6. He also introduces a new item "Examples", which
shows real world solutions to the problem at hand, illustrating how the forces
are balanced (Borchers, 2001, p. 52-54). Despite the efforts to standardize the
structure of design patterns by means of an XML-based Pattern Language Markup
Language (PLML, cf. Fincher, 2004), there exists a plethora of different pattern
formats in the area of HCI, (cf. for instance Obrist et al., 2010; Tidwell, 2011; Van
Welie, 2001)177, whose least common denominator are the three basic parts as
described by Alexander:
Each pattern is a three-part rule, which expresses a relation between a certain con-
text, a problem, and a solution. As an element in the world, each pattern is a
relationship between a certain context, a certain system of forces which occur re-
peatedly in that context, and a certain spatial configuration which allows these
forces to resolve themselves. (Alexander, 1979, p. 247)
The structure for usability patterns proposed by Van Welie et al. (2001) is similarVan Welie
pattern
structure
to the Alexandrian format as described by Borchers (2001, p. 18ff.), but also
shows some modifications toward the documentation of specific usability-related
information (cf. Figure 5.1). It is important to note that the first version of the
usability pattern structure (Van Welie & Van der Veer, 2000; Van Welie et al.,
2001) was slightly modified in Version 2, Van Welie’s PhD thesis (Van Welie,
2001). While only the second version of the usability pattern structure will be
used in this dissertation, the first version is an important intermediate step in
the genesis of Van Welie‘s usability pattern format.
First of all, the usability pattern format abandons the idea of a generic validity
ranking for patterns, but rather introduces a more concrete section named usabil-
ity impact. According to Van Welie et al. (2001, p. 6), each usability pattern must
improve a concrete usage indicator such as learnability or memorability (also cf.
Van Welie’s layered model of usability in chapter 4.2), or it is not a usability pat-
tern. In addition, a section named usability principle documents the higher-level
ergonomic principle that is the basis of the pattern, while the section rationale is
177 For a short review of different pattern formats (not only for HCI) cf. Kruschitz & Hitz (2009,
p. 203-204).
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Figure 5.1.: Comparison of the Alexandrian pattern structure (cf. Borchers, 2001, p. 18ff.) and
usability pattern structures as proposed by Van Welie & Van der Veer (2000), Van
Welie et al. (2001) and Van Welie (2001)
meant to explain how the principle was used and why it leads to an improve-
ment of the usage indicators (Van Welie et al., 2001, p. 6). Alexander’s short
problem statement corresponds to the problem section, while detailed problem state-
ment corresponds to the forces section. The picture of the pattern in actual use
is part of the examples section proposed by Van Welie et al. (2001), whereas the
diagram may be part of the solution section. Van Welie et al. (2001) introduce a
new section named known uses, which describes further examples that imple-
ment the described pattern. In the second version, Van Welie (2001, p. 104-105)
suggests two more sections counterexamples and related pattern. While the latter
corresponds to Alexander’s references section, counterexamples is an optional sec-
tion that may describe systems that suffer from usability problems that could
have been avoided by using the described pattern. Another adjustment in the
second version of the usability pattern structure is the inclusion of the usability
impact into the rationale section.
For the context of this work, the pattern structure (Version 2) proposed by Van
Welie (2001, p. 102ff.) was chosen to capture usability knowledge for the design
of linguistic annotation tools. Van Welie’s pattern structure is well documented
and also integrates very well with the qualitative data gathered from the heuris-
tic walkthrough evaluation. The following list shows the complete template
with detailed descriptions for each section (cf. Van Welie, 2001, p. 102ff.).
Name A pattern should have a short, catchy name that either relates to the prob-
lem or the solution (Van Welie, 2001, p. 102).
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Problem This section describes a (typically task-related) user problem the pat-
tern is trying to solve, and the objectives it is trying to achieve (Van Welie,
2001, p. 102-103). In this work, wherever applicable, there will be a ref-
erence to concrete problems identified during the series of heuristic walk-
throughs.
Usability principle The solution described in usability patterns is usually based
on some existing, higher-level usability principle (Van Welie, 2001, p. 103).
As Van Welie notes that there is no complete list of all usability principles,
for this dissertation it was decided to use the principles described in the
heuristics by Nielsen (1994a), which integrate very well with the heuristic
walkthrough inspection method (cf. chapter 4.5.2).
Context Contextual information on when to use a certain pattern is one of the
big advantages over other forms of documenting design knowledge, such
as guidelines, which oftentimes assume that a design solution can be gen-
erally applied. This section describes the context as well as the conditions
under which the previously stated problem occurs, and helps to determine
when the pattern can be applied successfully (Van Welie, 2001, p. 103).
Forces Typically, a problem will be complex and intricate, i.e. in most cases
there is no silver bullet that solves a problem, but rather trade-offs have to
be made in order to find a solution. A good pattern should try to balance
existing forces and conflicts in an ideal way (Van Welie, 2001, p. 102-103).
Forces may be seen as an extension of the contextual information given in
the section before.
Solution Van Welie (2001, p. 103) suggests to summarize the solution in an in-
troductory sentence, and then describe in more detail how the problem
is solved by means of prose, and optionally diagrams and sketches. Van
Welie also underlines that the solution should be formulated in a rather
abstract, generic way, so it can be applied and implemented for various
different scenarios (that match the contextual conditions described in the
context section). The solution describes the visible structure as well as the
behavior of the pattern (Van Welie, 2001, p. 103).
Rationale The rationale makes clear why a pattern works by providing "a rea-
sonable argumentation for the specified impact on usability" (Van Welie,
2001, p. 104). This argumentation can be based on psychological, soci-
ological, ergonomic or organizational aspects. Van Welie also suggests to
describe the impact on the following aspects of usability: performance speed,
learnability, memorability, satisfaction, task completion and errors.
Example Concrete examples (typically a screenshot) help to understand the pat-
tern and underline that the solution has been proven to work in existing
applications (Van Welie, 2001, p. 104). In this work, examples of anno-
tation tools that successfully implement the described pattern will be de-
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scribed. If no examples are available in the evaluated tools, self-created
prototypes will be provided.
Counterexample This optional section gives examples of applications that do
not use the pattern, and underlines the case for using the pattern (Van
Welie, 2001, p. 104).
Known uses This section is a list of further examples of applications that imple-
ment the pattern, but not as detailed as in the example section (Van Welie,
2001, p. 104).
Related patterns In the last section of the pattern structure, other patterns that
address related problems may be referenced (Van Welie, 2001, p. 105).
Relations may either be identified inside the collection of annotation tool
patterns, or for existing, external HCI pattern collections.
5.6. Identifying patterns
The previous section has laid out in great detail how patterns are structured,
and how they can be used to document design knowledge. However, the issue
of how to actually identify patterns is rather delicate, and deserves a section of
its own.
5.6.1. Different approaches for the identification of patterns
Alexander (1979, p. 258ff.) describes three basic approaches for identifying pat-
terns that may be characterized as being more inductive or more deductive, or a
mix of both modes of reasoning (also cf. E-Teaching.org Redaktion, 2011).
Inductive pattern identification means to observe and analyze a set of positive Inductive
approachexamples (Alexander, 1979, p. 258), and to extract the invariant that solves a
particular problem of these concrete examples. The inductive approach, which
seems to be widespread in the field of software engineering, is also described by
DeLano (1998, p. 87), who notes that "patterns are present in the artifacts that
already exist". The process of extracting patterns from artifacts that implement
a proven solution (cf. Borchers, 2001, p. 7) to a problem is often called pattern
mining. DeLano (1998, p. 88) explains why the metaphor of mining is much
better suited than for instance pattern hunting (implies randomness) or pattern
harvesting (patterns cannot be planted systematically, and they are not just there
for the taking):
The mined elements need to be removed as gingerly as a fossil or artifact. The
elements must be further processed before it [sic!] become useful. After refinement
– cutting, polishing, smelting, molding – we are left with a useful product.
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DeLano (1998, p. 90ff.) describes three basic approaches for finding artifacts that
are suited for inductive pattern mining:
Individual contributions Pattern mining based on one’s own expertise / experi-
ence; method: creative process (DeLano, 1998, p. 90)
Second-hand contributions Pattern mining based on other experts knowledge;
method: interview (DeLano, 1998, p. 91)
Pattern mining workshops Pattern mining based on the knowledge of a group
of domain experts; method: focus group (DeLano, 1998, p. 93-94)
If there are no existing, positive examples, from which patterns can be extracted,Combined
approach Alexander (1979, p. 258-259) suggests a combined approach of induction and
deduction: First, a number of negative examples are observed and analyzed
(induction). Second, solutions are created based on the previously identified
problems (deduction). It, however, remains unclear how the solutions can be
created systematically, and how an actual pattern can be generated based on the
observation of negative examples.
As a third approach, Alexander (1979, p. 259) mentions a purely deductive pat-Deductive
approach tern identification process, which does not start from the concrete observation of
positive or negative examples, but rather builds on an abstract argument. By al-
lowing the identification of patterns through concrete observation only, Alexan-
der (1979, p. 259) notes that it would be "impossible to find patterns which do
not already exist in the world already . . . and would therefore imply a claustro-
phobic conservatism".
5.6.2. Practical problems of pattern identification
Despite the manifold approaches for discovering patterns, there remains a gap
between writing patterns, which is well described in literature (cf. for instance
Wellhausen & Fiesser, 2012), and missing information on how to systematically
identify them:
While considerable literature exists on documenting patterns of different types
little is said in the pattern community about the genesis of patterns. It is unclear
how patterns come into existence and how they should be generated. The core of
most descriptions is that a series of "pattern workshops" are held where patterns
are identified and expressed using some form of pattern language. (Martin et al.,
2001, p. 43)
Along the same lines Krischkowsky et al. (2013, p. 66) note that in the field ofUsability
pattern
engineering
HCI very little is known about a structured process for pattern creation, but that
pattern creation rather relies on the implicit knowledge of experienced design-
ers. This notion seems to be conflicting with the idea of pattern mining, which
implies a more or less structured mining process. It also stands in contrast to
the fundamental presupposition that usability is not a "quality without a name",
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but rather can be tested and engineered systematically by applying a wide set
of available methods (cf. chapter 4.3). On these grounds, Krischkowsky et al.
(2013, p. 68ff.) present a "step-by-step pattern generation guidance" for do-
main experts who have conducted some sort of empirical UX study, and who
typically have little or no experience in pattern writing. The five-step process is
mainly intended to introduce HCI experts to the concept of patterns and to make
them reflect on the key findings from their previous study by providing various
checklists. While the process is well structured and easy to follow, it remains
unclear what kind of key findings the authors have in mind, and how they can be
systematically transformed into a pattern.
5.6.3. Toward a systematic pattern identification process
In order to make the process of identifying and documenting usability patterns Systematic
pattern
identifica-
tion
more transparent and comprehensible, a systematic approach that combines the
heuristic walkthrough evaluation method with a usability pattern structure for
documenting the evaluation results is proposed. This approach solves some of
the problems and open questions that were introduced in the previous section,
as many components of the heuristic walkthrough method integrate very well
(cf. Figure 5.2) with the pattern structure as proposed by Van Welie (2001, p.
102ff.).
The domain-specific categories (cf. chapter 4.5) that were used to systematize Categories
the problems and strengths during the heuristic walkthrough can be used as
generic input for the context and forces sections, which both contain contextual
information on how and when the pattern can be applied.
Another key element of the heuristic walkthrough, the heuristics, also fit into the Heuristics
pattern structure very well: While heuristics on the one hand facilitate the sys-
tematic discovery of usability problems (cf. chapter 4.5.2), they can also be used
as positive usability principles that help to formulate a solution for the prob-
lem. For this reason, heuristics are used as an explicit reference in the usability
principle section, but also as implicit input in the solution section.
The usability problems that were identified during the series of heuristic walk- Usability
problemsthroughs (cf. chapter 4.6.2) are an essential input for several fields of the pattern:
First of all, a problem can be used to find an adequate name for a pattern, as the
name should always relate to the problem or the solution. Second, one or more
problems will be paraphrased in the problem section. Additionally, all associated
usability problems will be listed alphabetically at the end of the problem section,
to make the process more transparent. Third, usability problems can be used to
describe the context in which the patterns can be used. They also can serve as
input for the extended context section, the forces. As "many usability problems
have fairly obvious fixes as soon as they have been identified" (Nielsen, 1994c,
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Figure 5.2.: The matrix shows how some of the core elements of the heuristic walkthrough can
be integrated with the usability pattern structure.
p. 31), they may also be used as input for the formulation of an adequate so-
lution. Finally, usability problems can help to describe tools that qualify as a
counterexample for the respective pattern.
Similar to the usability problems, the identified tool strengths (cf. chapter 4.6.3)Tool
strengths can be used as input to formulate an adequate name for the pattern. Much like
the usability problems, specific strengths of a tool can help to elaborate the con-
text of application, which is documented in the context and forces sections. Obvi-
ously, strengths of a tool can be generalized in the solution section of a pattern. If
appropriate, they will also be documented in the example (screenshot and short
description) or known uses (mention of tool name) section.
The systematic identification of usability patterns for linguistic annotation toolsClustering
of prob-
lems and
strengths
starts by examining the results of the previously conducted series of heuristic
walkthroughs. As was described before (cf. chapter 4.3.7), the heuristic walk-
through method allows the evaluator to reveal usability problems as well as
particularly good solutions for certain problems. Conducting an evaluation of
eleven annotation tools, however, leads to a large number of identical or at least
thematically similar problems and strengths. The basic idea for the pattern iden-
tification process is to create clusters of similar problems that recur for different
annotation tools. If there are strengths that can be used to solve these very prob-
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lems, they are also included in the cluster. Such thematic clusters are then used
as input for the usability pattern structure described in Figure 5.2. In order to
facilitate the creation of clusters, all of the 207 usability problems as well as the
84 strengths were printed out as small cards. The front side of the card con-
tained the ID, name and description of the problem, the back side contained the
heuristics, the severity ranking and the task category (cf. Figure 5.4).
The clustering approach is similar to the qualitative method of content analysis Similarities
to content
analysis
(cf. Krippendorff, 2013), which is summarized by Elo & Kyngäs (2008, p. 108)
as follows: "Through content analysis, it is possible to distill words into fewer,
content-related categories". The technical process of analyzing and distilling
qualitative data is typically referred to as coding (Lazar et al., 2010, p. 289). Ac-
cording to Stemler (2001, para. 12ff.), categories may either be created in an ad
hoc fashion during the coding process (emergent coding), or be established before
the actual analysis (a priori coding). One big difference between the clustering
approach described in this work, and the content analysis described by Krip-
pendorff (2013) and others, is the number of coders. While content analysis typ-
ically involves multiple persons who code the data (reliability of different coders
as a quality criterion), the analysis of the results of a single-evaluator heuristic
walkthrough is performed by only one person, and thus is a rather subjective
approach, that nevertheless is trying to achieve similar goals as content analysis.
The actual clustering process was conducted in two phases: In the first phase, us- Clustering
phasesability problems and strengths were clustered according to the domain-specific
category they were tagged with during the heuristic walkthrough (a priory cod-
ing approach; cf. Figure 5.3). The same categories were also used to categorize
the patterns later on (cf. chapter 6). In the second phase, the cards were analyzed
Figure 5.3.: Photograph of the category cluster phase (cards are displayed from their back side).
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with regard to their content. Problems and strengths that describe a similar is-
sue (e.g. "visualization of parallel annotations") were grouped to form clusters of
their own (emergent coding approach). During this clustering phase, three basic
scenarios occurred:
1. Existence of problems and appropriate solutions – Ideally, a solution to a re-
curring problem can be identified in one of the test objects (inductive ap-
proach), which may then be used to relate both, the problem categories
and the good solutions in one common usability pattern.
2. Existence of solutions without concrete problems – Some patterns (P3.3, P3.6,
P5.1, P5.3, P5.5, P5.6, P5.9) were created merely on the basis of good so-
lutions, without explicitly documented usability problems (inductive ap-
proach). It was, however, easy to derive the problem situation that is im-
proved by those strengths retrospectively.
3. Existence of problems without concrete solution – In a number of cases, a group
of similar problems could be identified without having a concrete solution
in the heuristic walkthrough data. In these cases, new solutions were cre-
ated based on the usability problems and the heuristics that are violated
when the problem occurs (inductive-deductive approach).
It showed that not all of the identified problems and strengths qualify for the
derivation of a usability pattern. These cases are nonetheless documented and
discussed in chapter 6. The next section describes a step-by-step documentation
of the genesis of an exemplary pattern, illustrating how the results from the
heuristic walkthroughs are used to derive patterns, and which other input is
used to fill in the usability pattern structure described above.
5.7. A step-by-step guide for the creation of usability
patterns
This section describes the process of creating an exemplary pattern as a number
of sequential steps. Steps 1 and 2 describe the two phases of the clustering pro-
cess. Steps 3 to 13 explain how the heuristic walkthrough data can be used as
input for the usability pattern structure, and also show the respective section of
the exemplary pattern at the end of each step (set in smaller type). All patterns
described in chapter 6 were identified and documented according to this 13-step
approach. The rather static print view of the patterns in the next chapter was de-Annotation
usability
wiki
rived from a wiki178 that serves as the central repository for the documentation
178 The wiki is titled "Annotation Usability Wiki - Usability Patterns for Linguistic Annotation
Tools" (cf. http://www.annotation-usability.net) and was realized by using the
PmWiki (cf. http://www.pmwiki.org/) wiki software.
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and curation of the pattern collection. The main advantages of the wiki format
are summarized in the following list:
Distribution As the ultimate goal of this work is to share usability patterns with
the community of annotation tool designers, an online wiki seems to be
a legitimate way for disseminating the patterns beyond the scope of this
dissertation.
Interactivity The wiki can be used to link different patterns to each other in a
hypertext fashion, which greatly facilitates the navigation and practical
usage of the pattern collection. In addition, the wiki provides an easy way
to include HTML prototypes as interactive examples (cf. Step 10 in this
section) in the patterns.
Change log Changes made to a pattern are automatically stored in a "page his-
tory file". This is useful for keeping track of different versions and refine-
ments of a pattern, not only during the course of the initial pattern identi-
fication process, but also for a later point in time, when feedback from the
community might lead to further modifications of the patterns.
5.7.1. Clustering according to categories (Step 1)
All problems and strengths were clustered according to their domain-specific
category. This category was identified during the heuristic walkthrough, and is
documented on the back of the printed cards (cf. Figure 5.4).
Figure 5.4.: Example: Clusters of problems and strengths according to their category.
5.7.2. Clustering according to similar content (Step 2)
For this exemplary pattern, problems and strengths from the "Annotation scheme"
category were analyzed and clustered according to their description content. The
problems shown in Figure 5.5 are all concerned with the issue that the annota-
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tion scheme cannot be created inside the annotation tool, but rather has to be
created in an external code editor, by means of XML markup. At the same time,
there are several tools that implement an integrated annotation scheme editor.
These strengths are summarized in Figure 5.6 .
Figure 5.5.: Cluster of usability problems that describe a similar issue.
The cluster of problems and strengths that all address the issue of "annotation
scheme creation" is then used as input for the different sections of the pattern
structure.
5.7.3. Pattern name (Step 3)
In this case, the name of the pattern is closely related to the solution of the prob-
lem, which in short is to provide an integrated annotation scheme editor. Ac-
cordingly, the pattern is named as follows:
Name: P4.1 - Integrated annotation scheme editor
The pattern ID "P4.1" indicates that it is the first pattern in the fourth category
(Annotation scheme).
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Figure 5.6.: Cluster of strengths that describe a similar issue.
5.7.4. Problem description (Step 4)
The problem description paraphrases and summarizes the problems described
on each of the cards (cf. Figure 5.5 ). In addition, all related problems are listed
by means of their ID (alphabetic order). The respective problem description section
for pattern P4.1 looks like this:
Problem description: The creation of an annotation scheme that defines different
levels of annotation as well as concrete annotation items on each level is a crucial
task in any annotation project. Typically, annotation schemes are defined by means
of document grammars known from markup languages like XML or SGML. Users
without technical knowledge about markup languages will have difficulties in cre-
ating a scheme in XML syntax. At the same time, many tools require to define an
annotation scheme outside the annotation tool, which makes the task even more
challenging for markup novices.
Related problems: BRA10, GLO04, GLO05, MAX11, MAX12, UAM13, WOR05
5.7.5. Usability principle (Step 5)
As was described before, Nielsen’s heuristics cannot only be used to discover us-
ability problems, but also to derive fixes for identified problems. As the heuris-
tics were already used during the heuristic walkthrough, it suggests itself to use
the same set of heuristics to describe the usability principles the solution of the
pattern is based on. If the heuristics documented for the problems and strengths
of the respective cluster are very heterogeneous, only the most important, pre-
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dominant heuristics are mentioned in the pattern section. In this example, the
two predominant heuristics that are violated by the identified usability prob-
lems, and that in turn can be used to fix these problems, are "error prevention"
and "flexibility and efficiency of use": Markup novices, who have to create and
modify an annotation scheme in an external XML editor are likely to produce er-
rors during this process. At the same time, having to switch between the actual
annotation tool and an external editor slows down the user and thus reduces his
flexibility and efficiency.
Usability principle: Error prevention, flexibility and efficiency of use
5.7.6. Context (Step 6)
The context of a pattern describes in which scenarios and under which condi-
tions it can be used. While a basic, rather generic hint can be derived from
the category that is associated with the cluster (in this case Annotation scheme),
concrete usability problems as well as concrete strengths help to derive a more
specific context of use. The context for this example is to provide users who
are markup novices with an intuitive and efficient way to formulate annotation
schemes.
Context: This pattern can be used to facilitate the creation of annotation schemes
for users without technical knowledge about markup languages and document
grammars.
5.7.7. Forces (Step 7)
This section of the pattern structure can be seen as an extension of the previous
context section, as it describes some conflicting forces that may require trade-
offs when the pattern is applied. The sources of input are the same as in the
context section, but they are interpreted in a way that reveals potential conflicts
and helps to balance existing contradictions. In this example, the main conflict
is that on the technical side, annotation schemes are typically realized by means
of a markup language, which is the ideal instrument for this kind of task, as it
can be easily processed by machines. On the side of the user, who may not be
familiar with the concept of markup languages, this may be a rather irritating
and cumbersome way to create an annotation scheme.
Forces
• Annotation schemes are typically defined by means of document grammars
(DTDs or XMLSchemas).
• Annotation schemes are typically defined outside of the annotation tool, in
a text editor that facilitates the creation of document grammars.
• For editing existing schemes during the annotation process, it is impractical
to switch between the annotation tool and an external text editor.
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• It is vital to provide a synchronization mechanism that ensures that changes
made to the annotation scheme are updated and applied to the current, on-
going annotation process (cf. S-MAX04).
5.7.8. Solution (Step 8)
This is an integral part of the pattern, as it describes a solution to the previously
introduced problem. In this exemplary pattern it is possible to derive a solution
from many positive examples (strengths) of other annotation tools. Essentially,
the solution is to provide an integrated annotation scheme editor that allows
the user to create schemes without having to use XML or some other markup
syntax.
Solution: The tool integrates a scheme editor that allows the user to define and
edit annotation schemes inside the annotation tool. By providing a graphical user
interface for the scheme editor it is also possible to hide technical details of the stor-
age format from the user. Such an interface should utilize well-known metaphors
for the creation of hierarchical structures, such as file-trees (cf. S-ANA04) or or-
dered lists. It can also make use of established input elements, such as forms and
input fields (cf. S-WEB06). It must be made clear via the interface which annota-
tion items belong to which level of annotation, i.e. typically the annotation levels
are at the highest hierarchical level of the scheme, while concrete annotation items
can be subordinate to those different levels.
5.7.9. Rationale (Step 9)
The rationale section does not use input from the heuristic walkthrough data,
but rather relies on a set of usability aspects (also cf. Van Welie’s layered model
of usability in chapter 4.2) that help to explain why and how the pattern im-
proves the usability of an annotation tool. The five usability aspects that are used
in this pattern collection were introduced by Nielsen (1993, p. 26ff.): learnability,
efficiency, memorability, error rate, and satisfaction. In this example the suggested
solution improves the usability of an annotation tool as it helps to increase the
overall performance speed (efficiency), but also helps to quicker learn (learnabil-
ity) the tool and to avoid errors (error rate) when using it productively.
Rationale: As ad hoc modifications of the annotation scheme are part of the typi-
cal annotation process, an integrated editor for annotation schemes speeds up the
overall annotation process (efficiency of use). At the same time, the availability of
a GUI for the creation and modification of annotation schemes increases the learn-
ability of the annotation tool and decreases the number of potential errors that may
occur when novices are forced to translate linguistic annotation schemes into for-
mal markup languages.
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5.7.10. Examples and prototypes (Step 10)
In their meta-study on the usability of usability recommendations, Molich et al.
(2007, p. 178) come to the conclusion that it is most important to "do as you
preach" and to "show a good example by making your usability recommenda-
tions useful and usable". Accordingly, this section of the pattern contains screen-
shots that illustrate the solution as a concrete example in an existing tool. It is
important to note that these examples do not present the pattern’s solution in
an isolated way, but rather as part of the overall tool interface. Therefore, an
example that illustrates a good solution may, nevertheless, be accompanied by
usability problems that are related to other interface aspects.
The caption beneath the exemplary screenshot shows the name of the tool and
provides a brief description of the screenshot as well as an explicit reference
to the documented strength by means of its ID (e.g. S-ANA04). A number of
screenshots has already been taken during the heuristic walkthrough. It is also
possible to create specific screenshots during the process of pattern creation di-
rectly from the tools (all tools can still be accessed on the test system) or by using
the detailed video documentations of the previous heuristic walkthroughs. For
some patterns there may be several screenshots from different tools that illus-
trate slightly different implementations of the suggested solution. In some cases
patterns may also contain several partial solutions, which are then illustrated by
several examples as well.
In the few cases (cf. patterns P3.1 and P6.3) where there is no positive exam-
ple available in the tested tools, an interactive prototype that implements the
proposed solution and that may serve as an example will be provided. In hisPrototypes
as a means
of commu-
nication
practitioner’s guide to prototyping, Warfel (2009, p. 3) emphasizes the power of
prototypes to document and communicate design ideas: "If a picture is worth a
thousand words, then a prototype is worth 10.000". For this reason, interactive
prototypes are created as an addition to the static screenshot examples when-
ever it is technically feasible and whenever it brings additional benefit in under-
standing how the solution works. As the primary repository for the patterns is
an online wiki, the prototypes are realized by means of HTML and JavaScript
libraries (primarily jQuery / jQuery UI and in a few examples D3.js). Interactive
HTML prototypes are the most elaborate and most expressive type of prototypes
as compared to other types, such as paper prototypes, Powerpoint / Keynote, Visio,
Firework or Axure prototypes (Warfel, 2009, p. 148)179. Warfel (2009, p. 151-152)
describes HTML prototypes as the "Holy Grail" of prototyping due to a number
of strengths:
179 The comprehensive "Methods & Tools Comparison Matrix" is also available on-
line on the Rosenfeld Media Flickr account: https://www.flickr.com/photos/
rosenfeldmedia/4000307751/in/set-72157622384497663/
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• Platform independency / portability
• Free to use / lots of free frameworks
• Modularity / reusable code
• Unlimited potential
A complete list of all interactive prototypes can be found in appendix E. The Interactive
annotation
tool
prototypes
appendix also contains detailed information about the JavaScript libraries and
plugins that were used for the implementation of each prototype. For this ex-
ample pattern, a number of tools can be identified that implement the suggested
solution of an integrated, non-XML annotation scheme editor (cf. Figure 5.7)180.
As an addition, an interactive prototype for this pattern’s solution illustrates the
basic interaction steps of the pattern (cf. Figure 5.8).
Figure 5.7.: CATMA – Integrated annotation scheme editor (S-CAT03).
5.7.11. Optional counterexamples (Step 11)
The optional section counterexamples was left out in most patterns, as the infor-
mation is largely redundant with the alphabetic list of concrete usability prob-
lems that is provided in the problem description section: All tools that are doc-
180 For lack of space, only one of the five examples is described here. The complete collection
of examples can, however, be found in the description of pattern P4.1 – Integrated annotation
scheme editor.
140 5. Patterns and pattern identification
Figure 5.8.: Prototype P4.1 – The prototype allows the user to create and delete annotation items
on two different hierarchical levels.
umented with a usability problem for a specific pattern may as well serve as a
counterexample. There are, however, a few cases where the documentation of
counterexamples is reasonable. One of these cases is pattern P2.1 ("Easy instal-
lation and setup"): Three counterexamples were documented for this pattern,
which were not part of the full evaluation procedure due to installation and
setup problems.
5.7.12. Known uses (Step 12)
This section can be seen as an extension of the examples category, as it lists all
tools that implement the solution of the pattern, but have not been mentioned in
the examples section for means of reduced redundancy. In some case – though
not in this example pattern – the known uses section may also contain examples
for tools that have not been part of the heuristic walkthrough evaluation, but
that are known from previous studies or from hints in related literature.
Known uses:
GATE, Knowtator
5.7.13. Related patterns (Step 13)
One of the strengths of the pattern format is the possibility to relate different
patterns to each other, and thus create an interconnected repository for design
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knowledge. Relations may either point to a pattern from an external collection
of HCI patterns, or to other patterns in the same collection.
In the domain of HCI, there are numerous pattern collections181 that describe External
HCI
pattern
collections
good design on various levels of abstraction, e.g. concrete interaction elements,
general user behaviors, etc. As many of the patterns described in these collections
are either redundant, or have a strong focus on web-based interfaces (cf. e.g. Van
Duyne et al., 2006), the patterns presented in this dissertation only relate to two
other pattern collections that are quite popular throughout the HCI community:
The first collection is authored by Van Welie & Trætteberg (2000), who describe
20 "interaction patterns in user interfaces"182. The second collection was created
by Tidwell (2011), who describes 125 "patterns for effective interaction design".
Although most of these external patterns address rather generic usability issues
(navigation, information architecture, etc.), some of them can be related to the
domain-specific patterns for annotation tools (e.g. the "Wizard" or "Preview"
patterns).
According to Conte et al. (2002), pattern relations in general can be of the follow- Relation
typesing four types183: PA uses PB , PA refines PB , PA requires PB , PA is an alternative for
PB . All relations in the pattern collection will be created according to these basic
types. For the example pattern P4.1, the following relations to internal as well as
external patterns can be identified:
Related patterns
• Internal relations: This pattern uses P4.2
• External relations: This pattern uses the "Structured format" pattern (Tidwell
2011) and the "Input hints" pattern (Tidwell 2011)
5.8. Summary
This chapter has introduced patterns as a format for documenting design knowl-
edge in a transparent and comprehensible way. While the identification of us-
ability patterns is a rather vague process, it has been shown that the results of
heuristic walkthrough evaluation studies integrate very well with the pattern
format. The suggested pattern identification approach not only benefits from
the heuristic walkthrough results, but also helps to avoid some of the problems
181 On his website, Van Welie gives an overview of many other collections of HCI patterns (cf.
http://www.welie.com/index.php).
182 Van Welie also authors another popular collection of patterns that is available online at
http://www.welie.com/patterns/index.php. This pattern collection, however, was
not used in this work, as it focuses on web sites and web applications (navigation, site types,
etc.).
183 Van Welie & Van der Veer (2003, p. 2) also suggest three basic types of pattern relations
that are inspired by relations known from the domain of OOP: aggregation, specialization and
association. As the pattern collection described in this work does not contain any aggregation
relations, the typology of Conte et al. (2002) was chosen to be more appropriate.
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of traditional usability reports (cf. Jeffries, 1994). A detailed description of all
patterns that could be identified on basis of the heuristic walkthrough data will
be presented in the next chapter.
6. Usability patterns for annotation
tools
6.1. Introduction
This chapter presents a collection of twenty-six usability patterns for the domain
of linguistic annotation tools. The patterns were created according to the step-
by-step guide described in the previous chapter, and are based on the heuristic
walkthrough data that was presented in chapter 4. All data items that could not
be integrated into a pattern will be discussed independently as well.
The chapter is structured as follows: Section 6.2 describes the organization of Chapter
structurethe pattern collection and of the remaining evaluation results that could not be
integrated into a pattern. Sections 6.3 (General UI), 6.4 (Installation), 6.5 (Pri-
mary data), 6.6 (Annotation scheme), 6.7 (Annotation process), and 6.8 (Annotation
visualization) each describe specific patterns as well as remaining strengths and
problems for the previously identified categories. Section 6.9 summarizes the
whole chapter and leads over to the final chapter, which provides a summary
and discussion of the main contributions of this work as well as an outlook to
future work.
6.2. Preliminaries: Organization of the results
In order to facilitate the selection of applicable patterns for a specific design sce- Pattern or-
ganizationnario it is important to organize the patterns in a systematic and meaningful way
(Van Welie & Van der Veer, 2003, p. 1). While there are several examples for the
organization of HCI-patterns according to their level of detail (cf. Mahemoff &
Johnston, 1998; Van Welie & Van der Veer, 2003), many pattern collections are or-
ganized by function184 or problem similarity (Van Welie & Van der Veer, 2003, p. 6).
The patterns in this work are also organized according to their function, or more
specifically, according to the six domain-specific categories that were introduced
in chapter 4.5.3. The following sections describe characteristics and challenges
of these categories and relate to the identified patterns whenever appropriate.
184 One of the most prominent examples for a functional organization of patterns can be found
in the collection provided by Tidwell (2011).
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Overall, a total of twenty-six usability patterns for linguistic annotation tools
could be identified (cf. Table 6.1). These patterns are presented throughout the
rest of this chapter, but can also be accessed online, via the annotation usability
wiki185. In the following, patterns will be referenced by an abbreviated form
such as P3.2. This abbreviation indicates that the referenced pattern is the second
pattern from the third category (Annotation scheme).
Category Number of Abbreviation
patterns
General UI 1 P1.1
Installation 1 P2.1
Primary data 7 P3.1 – P3.7
Annotation scheme 4 P4.1 – P4.4
Annotation process 10 P5.1 – P5.10
Annotation visualization 3 P6.1 – P6.3
Table 6.1.: Overview of all patterns according to their domain-specific category.
Not all of the 207 usability problems and the 84 strengths identified during theRemaining
problems
and
strengths
heuristic walkthrough are suitable for the deduction of a pattern (cf. Figure
6.1)186. Many identified problems and strengths were too specific to be formu-
lated as a generic design pattern that can be applied to a recurring problem situ-
ation. Nonetheless, these remaining problems (count: 125) and strengths (count:
22) are documented as well. Any heuristic walkthrough data item that is not part
of a design pattern will be briefly discussed. For each category, the remaining
items are structured in the following way:
Remaining strengths Individual strengths that could be observed for specific
tools, which do not really solve serious usability problems, but which may
be considered as nice-to-have features that might be worth implementing
in a tool anyway. It is also possible to refine these strengths into patterns at
a later point in time, when they can be related to a concrete problem con-
text. Mostly, the remaining strengths are discussed as individual items.
There are, however, some examples for similar strengths that will be dis-
cussed as a cluster.
185 The patterns presented in this dissertation were exported from the HTML source of the wiki.
Despite the creation of a specific print stylesheet, the formatting and appearance is still not
optimal with regards to line breaks and text alignment. If possible, it is recommended to
view the patterns in the wiki: http://www.annotation-usability.net.
186 Note: P6.3 "Alternative visualizations of relational annotations" has not been incorporated
in this figure, as it is the only pattern that was identified exclusively by using input from
existing literature, i.e. no strengths or problems from the heuristic walkthrough evaluation
were used as input for this particular pattern.
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Figure 6.1.: Overview of all 207 problems (red circles) and 84 strengths (green circles), and their
suitability as input for a usability pattern (small circles). The items that could not be
used as input for a pattern are displayed in the large circle on the right side of the
image.
Remaining problem clusters Problems that can be generalized, and that there-
fore are relevant for the whole domain of linguistic annotation tools, but
which could not be resolved in a pattern. Typically, these problems are
discussed as clusters of similar problems.
Tool-specific problems Finally, there is a large number of usability problems that
cannot be generalized into a pattern, as they are rather tool-specific. Nev-
ertheless, it is important to document these problems, as they allow the
developers of a specific tool to work on individual improvements of their
tool. At the same time, future tool developers can scan though this list, to
get an overview of potential errors that can be made when designing an
interface for a linguistic annotation tool. This type of remaining problems
is discussed as tool-specific clusters (e.g. remaining problems for UAM
Corpus Tool).
In the following sections, the concrete usability problems and strengths will be
referenced by an abbreviated form consisting of a prefix that describes the anno-
tation tool and a running index. Table 6.2 gives an overview of the abbreviations.
A comprehensive list of all problems and strengths can be found in appendix D.
146 6. Usability patterns for annotation tools
Annotation Prefix Prefix
tool name for problem for strength
Aanalec ANA S-ANA
Brat BRA S-BRA
CATMA CAT S-CAT
Dexter DEX S-DEX
GATE GAT S-GAT
Glozz GLO S-GLO
MMAX-2 MAX S-MAX
Knowtator KNW S-KNW
UAM Corpus Tool UAM S-UAM
WebAnno WEB S-WEB
WordFreak WOR S-WOR
Table 6.2.: Overview of abbreviated forms that are used for referencing usability problems and
strengths.
The following two examples illustrate how the abbreviations come about:
Example A ANA02 refers to the second usability problem that has been docu-
mented for the annotation tool Analec.
Example B S-KNW05 refers to the fifth tool-specific strength that has been docu-
mented for the annotation tool Knowtator.
So far, the pattern collection has been organized according to different functionalRelations
between
patterns
categories. While these categories provide a more structured, hierarchical access
to the patterns, it is also possible to navigate through the collection by means of
the relations that are defined between different patterns. In the wiki, relations are
realized as hyperlinks, to create a pattern collection that can be experienced as an
interconnected hypertext. As was described in chapter 5.7.13, there may be rela-
tions between patterns inside the collection of annotation tool patterns, but also
to the external pattern collections of Van Welie & Trætteberg (2000) and Tidwell
(2011). Figure 6.2 shows the internal relations between the different patterns by
means of colored, unidirectional arrows. Each color represents a particular type
of relation187 (cf. the legend at the top of Figure 6.2).
As it would bloat the figure to view the exact relations between internal patterns
and patterns from the two external collections, relations are only displayed for
the whole external pattern collections (EPC1 and EPC2). A more detailed de-
scription of the relations to concrete, external patterns, will be given in the re-
spective patterns.
187 Note: The relation type "alternative" is not used in this pattern collection: If multiple, alter-
native solutions exist for the same problem, these solutions are summarized in one pattern.
There are also no alternative patterns in the external collections, as these patterns are too
generic to be used directly in the specific domain of linguistic annotation tools.
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Figure 6.2.: Relations between patterns.
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6.3. General UI
The heuristic walkthrough evaluation was intended to reveal usability problems
that are specific for the domain of annotation tools. For this reason, general us-
ability problems were largely excluded from the evaluation. There are, however,
some problems that influence the overall user experience with the tool, with no
explicit reference to any particular stage in the annotation workflow. These prob-
lems are collected in the category "General UI". It becomes obvious that many
identified problems are related to the issue of providing rather domain-specific
functions that are not known to the user from previous experience with other
tools (P1.1).
Most of the remaining problems could be subsumed to larger problem clusters
(e.g. "bad wording" or "redundant controls"). There are no generic solutions for
these issues that could be expressed in the form of a pattern specific to linguis-
tic annotation tools. These problems are nevertheless discussed in the following
paragraphs. Solutions for this class of general UI problems can be found in ex-
isting pattern collections by Tidwell (2011) and Van Welie & Trætteberg (2000).
The following selection of patterns from Tidwell (2011, chap. 1) seems to be par-
ticularly helpful to fix general UI problems for annotation tools, as the patterns
describe typical characteristics and behaviors of tool users:
Safe exploration "Let me explore without getting lost or getting into trouble."
Instant gratification "I want to accomplish something now, not later."
Satisficing "This is good enough. I don’t want to spend more time learning to
do it better."
Changes in midstream "I changed my mind about what I was doing."
Deferred choices "I don’t want to answer that now; just let me finish!"
Incremental construction "Let me change this. That doesn’t look right; let me
change it again. That’s better."
Habituation "That gesture works everywhere else; why doesn’t it work here,
too?"
Spatial memory "I swear that button was here a minute ago. Where did it go?"
Prospective memory "I’m putting this here to remind myself to deal with it later."
Streamlined repetition "I have to repeat this how many times?"
Keyboard only "Please don’t make me use the mouse."
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6.3.1. Usability patterns
Only one usability pattern could be identified for this category:
P1.1 Help for domain-specific functions
Overview of the usability problems and tool-specific strengths that were used as
input for the pattern:
Figure 6.3.: Usability problems and strengths used as input for patterns in category "General UI".
P1.1 - Help for domain-specific functions
Problem  description
Linguistic  annotation  tools  come  with  many  domain-­‐‑speciﬁc  functions  that  are  largely
unknown  to  novice  users.  The  tool  needs  to  provide  help  for  novice  users,  so  they  can
easily  understand  and  learn  these  functions.
Related  problems:  BRA04,  CAT01,  CAT06,  GLO01
Usability  principle
Error  prevention,  recognition  rather  than  recall
Context
This  paJern  can  be  used  to  provide  help  and  explanation  for  domain-­‐‑speciﬁc  functions
that  are  not  known  by  novice  users  and  that  are  not  understood  intuitively.  The
solutions  described  in  this  paJern  can  be  used  for  functions  with  diﬀerent  degrees  of
complexity.
Forces
While  annotation  tools  make  use  of  many  functions  that  are  already  known  from  other
types  of  software  (e.g.  import  document,  save  document,  etc.),  there  is  also  a  great  number
of  domain-­‐‑speciﬁc  functions  (e.g.  create  coreference  annotation)  that  is  not  known  to
novice  users.  Being  domain-­‐‑speciﬁc,  these  functions  cannot  build  on  conventions  and
previous  experience  with  other  tools.  It  may,  however,  be  necessary  to  use  domain-­‐‑
speciﬁc  wording  and  metaphors  to  describe  these  functions  in  the  interface,  although
they  are  hard  to  grasp  for  unexperienced  users.
Solution
This  paJern  describes  three  solutions  that  are  not  meant  to  be  mutually  exclusive.
Solution  A:  Provide  a  short  explanation  for  domain-­‐‑speciﬁc  functions  inside  the  tool.
This  can  be  realized  by  means  of  tooltips,  if  the  function  is  fairly  easy  to  explain.  In
case  the  explanation  of  a  function  is  more  complex,  a  short  introductory  dialog  opens
when  the  function  is  ﬁrst  started.  If  the  function  requires  multiple  substeps,  user
guidance  by  means  of  a  wizard  is  provided.
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Solution  B:  If  there  are  several  functions  that  build  on  each  other,  it  might  also  be
helpful  to  provide  a  quick  interactive  tutorial  once  the  tool  is  started  for  the  ﬁrst  time.
Solution  C:  If  a  function  requires  prerequisites  before  it  can  be  used,  providing  a
"ʺsandbox"ʺ  with  existing  examples  (that  meet  those  prerequisites)  is  a  good  way  to
convey  how  that  function  works,  and  what  can  be  achieved  with  it.
Rationale
Providing  help  for  rather  unintuitive,  domain-­‐‑speciﬁc  functions,  increases  the
learnability  of  the  tool.  This  is  particularly  important  for  novice  users,  who  may  also  be
lacking  knowledge  about  the  domain  of  linguistic  annotation  tools.
Example
Example  for  solution  A
Knowtator:  Complex  functions  are  explained  by  means  of  a  short  introductory  dialog  that  is  followed  up
by  a  wizard  (S-­‐‑KNW01).
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Example  for  solution  B
Brat:  The  most  important  functions  are  explained  when  the  tool  is  ﬁrst  used  (S-­‐‑BRA01).
Example  for  solution  C
Glozz:  A  sandbox  allows  the  user  to  explore  diﬀerent  functions  on  the  basis  of  existing  examples
(S-­‐‑GLO01).
Related  pa?erns
Internal  relations:  -­‐‑
External  relations:  This  paJern  uses  the  "ʺWizard"ʺ  paJern  (Van  Welie  &
TræJeberg  2000;  Tidwell  2011)
Retrieved  from  hJp://132.199.139.24/~bum05778/pmwiki-­‐‑paJerns
/pmwiki.php?n=PmWiki.HelpForDomain-­‐‑speciﬁcFunctions
Page  last  modiﬁed  on  September  15,  2014,  at  09:02  PM  EST
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6.3.2. List of remaining problem clusters
Cumbersome wording and metaphors The overall wording of functions and con-
trols of many linguistic annotation tools does not adhere to established
conventions, but rather uses technical or domain-specific terms that are
not easily understood by novice users (BRA05, GAT02, GAT03, UAM04). If
possible, conventionalized terminology and theory-neutral, easy-to-grasp
metaphors should be used (also cf. P1.1).
Unconventional user interface design Some tools do not adhere to basic design
conventions, such as layout of the interface (MAX02), or design of in-
teraction elements, such as buttons (UAM01). Unconventional interface
designs slow down the learnability and comprehensibility of an annota-
tion tool. A more specific example of an unconventional UI design can
be found with Brat and WebAnno: While typically, the main navigation,
which holds most of the important functions, is visible and easy to access
at all times, Brat does hide the navigation bar in the top of the screen by
default (BRA03). The navigation should rather be visible by default, with
an optional feature to hide it, in case it is not needed. In order to access
the main navigation in WebAnno (WEB03), the user has to switch from an
annotation screen to a screen that holds the main navigation items. While
switching screens by means of hyperlinks or Browser navigation controls
may be a common interaction behavior for web pages, it is not intuitive
and efficient for a web-based annotation tool. The main navigation should
rather be positioned as a horizontal menu structure on top of the screen.
Redundant controls Some annotation tools try to make up for cumbersome in-
terface design by providing certain functions and controls redundantly.
UAM Corpus Tool for instance provides multiple help buttons on different
positions of the interface, which are all visible at once (UAM02). This is
rather irritating for the user, as he cannot be sure if different help buttons
contain different help content. Another example for redundant functions
that are rather irritating than helping the user are to be found in WordFreak
(WOR02).
No explicit save action Brat and WebAnno are both realized as web-based tools
that are accessed via a web browser. As a result, there is no way to ex-
plicitly save any progress during the annotation process explicitly, each
action is rather stored automatically (WEB02, BRA02). While this seems
to be a useful feature at first glance, novice users may be irritated about
their progress being stored automatically, as there is no explicit feedback
from the system. The irritation gets even bigger when users switch or
reload a screen (cf. WEB03), as they may be afraid that their progress is
lost. In order to avoid these uncertainties, the tool should provide a man-
ual save button (while still saving progress in the background), or indicate
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the ongoing automatic saving by means of an unobtrusive message text or
animation at the bottom of the screen.
Insufficient documentation Due to a number of domain-specific functions, good
documentation is an important requirement for any annotation tool. While
some tools do not have a manual at all (ANA03), other tools provide only
insufficient documentation that does not cover all relevant issues (BRA08,
WOR01). Another related problem in this area are documentations and
help functions that make use of advanced terminology, i.e. for novice users
it is not possible to look up specific issues in the documentation, because
they are lacking the technical terms (UAM03).
6.3.3. List of tool-specific problems
Analec Some functions in Analec appear in the tool’s menu structure, but are
not actually available (ANA01): When the user clicks on such a func-
tion, a message appears, stating that this function is not implemented yet.
Another issue with Analec is, that it is only available in French language
(ANA02). There should be a possibility to adjust the language settings of
the tool to English.
Brat While tooltips are generally useful to provide a short explanation or hint
for an existing function, the user may be irritated if tooltips are used incon-
sistently, i.e. if they are not available for all functions (BRA06). Another
problem that is also related to the area of "user feedback / help" is present
in the error messages that appear on the bottom of the screen, but disap-
pear too quickly to be read carefully (BRA07). Seeing an error message,
but not being able to read its whole content, may leave the user in a state
of uncertainty. The little blue button that is labeled "i" does not convey the
function that it can be used to show those messages again (BRA07). Also,
the interaction behavior of "hovering" over this button-like element is ir-
ritating, as buttons are typically clicked to perform some specified action
(BRA07).
CATMA Although CATMA is a web-based tool, it is trying very hard to look
like a desktop application. The multiple-windows interface design (each
module opens in a new window) is the most obvious desktop metaphor.
However, this kind of interface does not feel natural for a web application,
as the user is still aware that he is using a web browser to display the an-
notation tool. This becomes particularly noticeable when the windows are
dragged or resized, as such an action can cause significant delays (CAT02).
Another minor bug is related to the double clicking behavior for docu-
ments and tag sets: while a double click is intended to open the items, it
does not work reliably (CAT05).
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On some occasions small, textual hints on how to proceed with the tool
appear in the bottom left corner. Although the idea of guiding the user
with short message texts is good, the position of the messages is not in the
focus of the user. Also, the messages disappear very fast, which makes it
hard to read the whole message (CAT03). Similar to the problem described
for Brat (BRA07), such messages tend to create insecurity on the user side
instead of guiding the user through the annotation process. Along the
same lines, CATMA provides a number of small icons that are labeled with
a question mark. These icons are very small and they are scattered among
the whole interface, which makes them hard to perceive. While they look
like small buttons, they cannot be clicked, but rather reveal generic hints
when the user hovers over them. Such hints should be more specific, and
they should be associated with a specific UI element, i.e. the hint should
explain the function of a specific UI element.
GATE The datastore metaphor and its purpose, which is to save a project in an
external datastore, is not intuitive (GAT01). Also, the process of creating a
datastore is unclear. The user typically would expect to be able to save the
current project via a "Save" option in the file menu.
Knowtator Whenever the user changes settings or properties of a current Know-
tator project, this is done via a dialog window. It is, however, not possi-
ble to explicitly apply the changes by means of a "confirm" button or the
like, but rather the settings are applied when the dialog window is closed
(KNW02). The window is closed by clicking on a red "x" icon, which is
positioned in the top left corner. The color and label of this button does
not convey the impression that the settings are saved; there should rather
be some sort of explicit feedback or confirmation mechanism, to avoid
uncertainties on the user side. As Knowtator is realized as a plugin for
the ontology modeling platform Protégé, it makes use of existing Protégé
concepts such as "classes" and "slots". It is likely that these concepts are
hard to grasp and hard to differentiate for the standard linguistic annota-
tor (KNW03).
Like many other tools, Knowtator allows the user to customize the font
size of the primary data (cf. P3.7). However, the font size changes are
applied globally to all menus and controls in the whole tool, which may
be irritating for the user (KNW04). Another issue is concerned with the
visibility of UI elements: The Protégé logo on the right covers some of the
controls when the main window is displayed in full screen mode (test set-
ting: 1280 × 1024 pixels); the arrow controls for navigating between an-
notations are hardly visible (KNW05). These arrow controls entail another
problem: In total, there are three different pairs of arrow controls, which
all look very similar, but in fact have quite different functions (KNW06).
The first is for switching between primary data documents, the second is
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for switching between visualization filters, and the third is for navigating
between annotations. The icons should be designed in a way the user can
differentiate their respective function more clearly.
MMAX2 MMAX2 is started as a Java program. After it is started, a console win-
dow opens that gives feedback about the actions executed in the GUI. This
window may not be closed; the only way to avoid it is to put it somewhere
in the background (MAX01). This can be very annoying and irritating for
the user.
WebAnno The "open documents" dialog in WebAnno can be resized by means
of rather small, red arrows. These arrows are hardly visible and do not
adhere to conventionalized interaction behaviors for resizing a window
(WEB05). This is an important issue, as resizing the window is mandatory
in order to solve the problem described in WEB09 (cf. chapter 6.5).
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6.4. Installation
An easy-to-install tool is vital, keeping in mind that the user group that was
identified for this evaluation scenario (cf. chapter 4.4.1) typically has no experi-
ence with command line tools, programming languages, client-server architec-
tures, database configuration, etc. While most of the tested tools were rather
easy to install and setup (P2.1), there remains a number of tools that were ex-
cluded from the evaluation because of the cumbersome setup process (cf. chap-
ter 4.5.5).
6.4.1. Usability patterns
Only one usability pattern could be identified for this category:
P2.1 Easy installation and setup
Overview of the usability problems and tool-specific strengths that were used as
input for the pattern:
Figure 6.4.: Usability problems and strengths used as input for patterns in category "Installa-
tion".
P2.1 - Easy installation and setup
Problem  description
The  installation  and  setup  of  some  annotation  tools  requires  advanced  technical  skills,
which  are  typically  not  available  for  linguistic  annotators  with  a  traditional  humanities
background.
Related  problems:  BRA01,  WEB01
Usability  principle
Error  prevention
Context
This  paDern  can  be  used  to  provide  an  easy-­‐‑to-­‐‑accomplish  installation  and  setup  of  an
annotationt  tool  that  does  not  require  advanced  technical  skills.
Forces
Some  annotation  tools  require  basic  technical  infrastructure  such  as  a  database,  a  web
server,  or  a  conﬁgured  version  of  a  programming  language  (e.g.  Python).  Although  the
use  of  an  annotation  tool  facilitates  the  work  of  linguists  in  the  long  term,  the  initial
setup  of  the  tool  is  oftentimes  hard  to  achieve  for  users  with  only  basic  technical  skills,
and  can  thus  be  seen  as  an  entry  obstacle  for  traditional  humanists.
Solution
This  paDern  describes  two  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  Provide  a  one-­‐‑click-­‐‑installer  solution  for  multiple  platforms  (Windows,
Linux,  Mac).  This  can  be  best  achieved  by  aggregating  the  necessary  program  ﬁles  into
a  platform-­‐‑independent  Java  Archive  (JAR),  as  Java  can  be  assumed  to  be  available  on
most  systems.  However,  make  sure  to  add  a  hint  in  the  readme  ﬁle  or  documentation
that  decribes  how  to  obtain  Java  from  the  web.  Alternatively,  batch  (*.bat)  or  executable
(*.exe)  ﬁles  can  be  used  to  realize  a  one-­‐‑click-­‐‑installation.  Avoid  databases  as  a  means
to  store  annotations,  as  they  are  diﬃcult  to  set  up  for  novice  users.  Rather  store
annotations  in  an  XML-­‐‑based  ﬁle  format.
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Solution  B:  Design  the  annotation  tool  as  a  web  service  that  can  be  used  by  multiple
clients.  Although  a  web-­‐‑based  approach  most  likely  requires  a  web  server  and  a
database,  the  user  does  not  have  to  worry  about  the  technical  infrastructure,  as  he  can
use  the  tool  as  a  service.
Rationale
By  providing  a  ready-­‐‑to-­‐‑use  /  one-­‐‑click-­‐‑installation  tool,  the  potential  of  errors  that
might  occur  during  the  installation  and  setup  process  is  reduced  signiﬁcantly.
Example
Examples  for  solution  A
WordFreak:  JAR  installer.
Glozz:  Batch  installer.
GATE:  Executable  installer.
Example  for  solution  B
CATMA:  Annotation  tool  as  a  web  service  (authentiﬁcation  required)  (S-­‐‑CAT01).
Counterexample
Anafora,  Djangology,  Slate  (these  tools  were  not  part  of  the  full  evaluation  procedure
due  to  installation  and  setup  problems)
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Known  uses
Solution  A:  Analec,  Dexter,  Knowtator,  MMAX2,  UAM  Corpus  Tool
Related  paCerns
Internal  relations:  -­‐‑
External  relations:  -­‐‑
Retrieved  from  hDp://132.199.139.24/~bum05778/pmwiki-­‐‑paDerns
/pmwiki.php?n=PmWiki.EasyInstallationAndSetup
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6.4.2. List of tool-specific problems
Knowtator Knowtator is not designed as a stand-alone tool, but rather as a plugin
for an existing framework, i.e. Protégé needs to be installed before Know-
tator can be set up. While the setup process of both, the framework and
the plugin, are documented very well, there is an issue with "activating"
Knowtator: Any plugin needs to be activated in the Protégé framework be-
fore it can be actually used. However, the Knowtator plugin cannot be ac-
tivated unless the user has created and saved a Protégé project in advance
(KNW01). This interaction behavior is counterintuitive, and may irritate
the user, as he does not know why the plugin cannot be activated.
6.5. Primary data
Before the annotation process starts, the primary data documents have to be
imported to the annotation tool. Typically, annotation tools require some kind
of pre-processing of that data, e.g. tokenization or sentence splitting. An an-
notation tool should guide novice users through the process of setting the pre-
processing parameters and also make clear how the settings affect the primary
data (P3.1). The primary data that is about to be annotated is usually spread
across multiple documents, which are composed as a corpus. The creation of a
corpus, as a larger meta-structure for single text documents, should be part of
the data import process (P3.2). At the same time, the user should be able to nav-
igate between specific primary data documents during the annotation process
(P3.3). Once the primary data has been imported to the tool, an annotation file
has to be created that allows the user to store any annotations that are applied to
the primary data (P3.4). As many tools use character positions to link externally
stored annotations (cf. the stand-off annotation approach as described in chap-
ter 3.4.1) to the primary data, editing the primary data during the annotation
process may have technical consequences for the storage of annotations (P3.5).
The two last aspects are concerned with the appearance of the primary data in
the annotation tool: During the annotation process, the textual primary data is
typically rather scanned than read sequentially from beginning to end. An an-
notation tool should present the primary data in a way that facilitates this type
of reading (P3.6). The annotator should also be able to tailor the display of the
primary data according to his personal reading preferences (P3.7).
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6.5.1. Usability patterns
Seven usability patterns were identified for this category:
P3.1 Guided pre-processing of primary data
P3.2 Separated import of documents and mapping to corpora
P3.3 Easy navigation between multiple primary data documents
P3.4 Automatic creation of annotation files
P3.5 Mode for editing primary data
P3.6 Support for reading primary data
P3.7 Tailored display of primary data
Overview of the usability problems and tool-specific strengths that were used as
input for the patterns:
Figure 6.5.: Usability problems and strengths used as input for patterns in category "Primary
data".
P3.1 - Guided pre-processing of primary data
Problem  description
The  user  wants  to  import  a  text  document  in  order  to  annotate  it,  but  the  tool  requires
to  pre-­‐‑process  the  data  ﬁrst.  Users  without  technical  knowledge  about  document
markup  may  not  know  all  available  pre-­‐‑processing  parameters,  and  how  they
inﬂuence  the  primary  data  and  the  later  annotation  process.
Related  problems:  DEX01,  DEX02,  DEX03,  CAT09,  GAT06,  MAX03,  MAX05,  MAX07
Usability  principle
Error  prevention,  recognition  rather  than  recall
Context
This  paQern  can  be  used  to  facilitate  the  pre-­‐‑processing  of  the  primary  data.  Many
annotation  tools  require  the  primary  data  to  be  in  a  speciﬁc  ﬁle  format  or  structure.  In
this  case,  there  should  be  a  tool  component  that  guides  the  user  through  the  necessary
pre-­‐‑processing  steps,  which  may  be  very  speciﬁc  and  complex.
Forces
The  tool  requires  the  primary  data  to  be  in  a  speciﬁc  format  in  order  to  create
annotations  for  the  document.
Users  are  not  familiar  with  the  required  ﬁle  format  (especially  if  it  is  a
proprietary  format).
Users  are  not  familiar  with  the  required  document  structure  or  segmentation
(tokenization,  sentence  spliQing,  etc.)
Users  are  not  interested  in  pre-­‐‑processing  the  data,  because  they  are  not  aware  of
the  beneﬁts.
Users  are  unsure  whether  a  pre-­‐‑processing  component  manipulates  the  primary
data  in  an  inadvertent  way.
Users  want  to  pre-­‐‑process  the  primary  data  in  a  way  the  tool  does  not  support.
Solution
If  a  tool  requires  pre-­‐‑processing  of  the  primary  data,  it  provides  a  guided  import
dialog  with  several  steps:  After  an  existing  primary  data  document  has  been  imported,
the  tool  makes  clear  why  pre-­‐‑processing  of  the  primary  data  is  necessary,  and  how  it
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inﬂuences  the  primary  data  and  the  actual  annotation  process  in  general.  The  tool
provides  a  set  of  options  from  which  the  user  can  choose  from,  and  also  makes  clear
how  each  of  these  options  inﬂuences  the  primary  data  and  the  actual  annotation
process.  The  options  are  formulated  in  an  intuitive,  theory-­‐‑neutral  way.  After  the
options  have  been  set,  the  tool  previews  the  data  in  a  way  the  user  recognizes  the  eﬀect
of  the  pre-­‐‑processing  (cf.  S-­‐‑DEX02).  Finally,  the  user  can  choose  if  he  wants  to  edit  the
pre-­‐‑processing  options  once  again,  or  if  he  wants  to  import  the  pre-­‐‑processed  data  into
the  annotation  tool.  As  users  are  guided  through  the  pre-­‐‑processing  of  primary  data,
the  pre-­‐‑processing  options  and  their  eﬀect  on  the  data  are  transparent  for  the  user.
Rationale
Guided  pre-­‐‑processing  of  primary  data  helps  to  prevent  errors  (error  rate)  and
increases  the  learnability  of  a  tool  by  giving  explicit  feedback  on  the  available  options
and  their  consequences.
Example
Interactive  prototype
Prototype  P3.1  -­‐‑  The  prototype  implements  a  basic  wizard  that  guides  the  user  through  the  import  and
pre-­‐‑processing  process  of  primary  data  documents.
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Known  uses
Cf.  UAM  Corpus  Tool  and  CATMA  for  tools  that  pick  up  the  idea  of  a  wizard-­‐‑like,
guided  process  for  importing  and  pre-­‐‑processing  primary  data
Related  pa?erns
Internal  relations:  This  paQern  uses  P5.1
External  relations:  This  paQern  uses  the  "ʺWizard"ʺ  paQern  (Van  Welie  &
TræQeberg  2000;  Tidwell  2011)  and  the  "ʺPreview"ʺ  paQern  (Van  Welie  &
TræQeberg  2000;  Tidwell  2011)
Retrieved  from  hQp://132.199.139.24/~bum05778/pmwiki-­‐‑paQerns/pmwiki.php?n=PmWiki.GuidedPre-­‐‑
processingOfPrimaryData
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P3.2 - Separated import of documents and mapping to
corpora
Problem  description
A  typical  annotation  project  consists  of  multiple  single  documents,  which  are  usually
composed  as  a  corpus.  The  novice  user  may  not  think  about  such  a  larger  structural
unit  when  importing  the  ﬁrst,  single  document,  but  the  tool  may  require  it  to  be  able  to
store  and  manage  imported  primary  data  properly.
Related  problems:  CAT07,  CAT08,  UAM06,  UAM07,  WEB06,  WEB07,  WOR03
Usability  principle
User  control  and  freedom,  error  prevention
Context
This  paMern  can  be  used  when  the  annotation  tools  provides  a  macro  structure,  such  as
a  corpus  or  a  project,  to  combine  multiple  primary  data  documents.
Forces
For  means  of  tool  exploration,  novice  users  typically  want  to  add  only  a  single
document  to  the  tool  at  ﬁrst.  At  the  same  time,  many  annotation  tools  require  the
deﬁnition  of  a  larger  macro  structure  (like  a  corpus  or  a  project),  to  which  single
documents  have  to  be  assigned.  The  necessity  of  a  larger  macro  structure  is  not  always
obvious  for  the  user  at  the  beginning  of  an  annotation  project.  In  fact,  users  oftentimes
will  realize  the  necessity  of  a  "ʺcorpus"ʺ  macro  unit  only  after  they  have  imported  and
annotated  several  documents.
Solution
The  import  of  one  or  more  primary  data  documents  and  their  assignment  to  a  corpus  or
project  macro  structure  are  implemented  as  independent  processes.  The  user  can
import  and  annotate  arbitrary  documents  in  the  tool,  and  may  assign  them  to  a  corpus
at  any  time.  A  user-­‐‑friendly  annotation  tool  oﬀers  several  mechanisms  to  assign
documents  to  a  corpus:
When  the  user  creates  a  new  corpus,  he  can  choose  which  documents  he  wants  to
include  initially  from  a  list  of  all  primary  data  documents  that  already  have  been
imported  to  the  tool.
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The  user  can  add  or  delete  documents  from  the  corpus  or  assign  them  to  another
corpus  at  any  time.
Rationale
By  separating  the  import  of  primary  data  documents  and  their  assignment  to  a  corpus
structure,  the  user  can  freely  choose  when  to  map  a  document  to  a  corpus.  The  overall
error  potential  is  reduced,  as  there  is  no  necessity  to  create  a  corpus  or  project  structure
in  advance.
Example
Example  1
GATE:  Primary  data  documents  can  be  added  when  the  corpus  is  created.
Example  2
GATE:  Primary  data  documents  can  be  added  to  an  existing  corpus  by  means  of  drag-­‐‑and-­‐‑drop  or  by
using  an  "ʺadd"ʺ  dialog.
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Interactive  prototype
Prototype  P3.2  -­‐‑  The  prototype  allows  the  user  to  create  and  delete  corpora,  and  to  relate  a  set  of  ﬁve
existing  documents  to  the  corpus  when  it  is  created.
Related  pa@erns
Internal  relations:  -­‐‑
External  relations:  -­‐‑
Retrieved  from  hMp://132.199.139.24/~bum05778/pmwiki-­‐‑paMerns
/pmwiki.php?n=PmWiki.SeparatedImportOfDocumentsAndMappingToCorpora
Page  last  modiﬁed  on  September  12,  2014,  at  05:55  PM  EST
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P3.3 - Easy navigation between multiple primary data
documents
Problem  description
During  the  annotation  process,  the  user  wants  to  annotate  diﬀerent  primary  data
documents.  Therefore,  it  is  necessary  to  be  able  to  switch  between  diﬀerent  documents
during  the  annotation  process  without  losing  the  speciﬁc  annotation  progress  for  each
text.
Related  problems:  -­‐‑
Usability  principle
User  control  and  freedom,  ﬂexibility  and  eﬃciency  of  use
Context
This  paCern  can  be  used  to  provide  a  mechanism  that  allows  users  to  switch  between
diﬀerent  primary  data  documents  in  an  eﬀective,  unobstrusive  way.
Forces
An  annotation  tool  can  only  display  one  primary  data  document  at  a  time.
For  some  annotation  tasks,  the  user  needs  to  switch  between  diﬀerent  primary
data  documents  during  the  annotation  process  (inter-­‐‑  vs.  intra-­‐‑document
annotations).
Solution
The  tool  provides  direct  access  to  multiple  primary  data  documents  during  the
annotation  process.  All  documents  are  visible  in  a  list  view  that  can  be  opened  with  a
single  click.  The  user  can  navigate  between  diﬀerent  documents,  either  by  means  of
arrow  buCons  (jump  to  previous  or  next  document),  or  by  selecting  the  desired
document  directly  from  the  list  view.  If  the  user  selects  another  primary  data
document,  the  annotations  of  the  previously  edited  document  are  saved  automatically.
When  the  user  goes  back  to  the  previous  document,  it  is  displayed  in  the  same  fashion
as  before  (same  line  position,  same  annotations,  etc.).
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Rationale
By  providing  an  eﬃcient  mechanism  to  switch  between  diﬀerent  primary  data
documents,  the  overall  eﬃciency  of  the  annotation  tool  is  increased.
Example
Example  1
Brat:  Arrow  controls  can  be  used  to  switch  between  diﬀerent  primary  data  documents  (S-­‐‑BRA05).
Example  2
WebAnno:  Arrow  controls  (Prev.  /  Next)  can  be  used  to  switch  between  diﬀerent  primary  data
documents  (S-­‐‑WEB05).
Example  3
Knowtator:  Arrow  controls  can  be  used  to  switch  between  diﬀerent  primary  data  documents.  In
addition,  speciﬁc  documents  can  be  selected  from  a  drop-­‐‑down  list  ("ʺdocument"ʺ  icon)  (S-­‐‑KNW03).
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Related  pa?erns
Internal  relations:  -­‐‑
External  relations:  This  paCern  uses  the  "ʺNavigation  spaces"ʺ  paCern  (Van  Welie
&  TræCeberg  2000)  and  the  "ʺList  browser"ʺ  paCern  (Van  Welie  &  TræCeberg  2000)
Retrieved  from  hCp://132.199.139.24/~bum05778/pmwiki-­‐‑paCerns
/pmwiki.php?n=PmWiki.EasyNavigationBetweenMultiplePrimaryDataDocuments
Page  last  modiﬁed  on  September  15,  2014,  at  09:07  PM  EST
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P3.4 - Automatic creation of annotation files
Problem  description
Annotation  tools  typically  add  markup  to  a  primary  text  document  in  stand-­‐‑oﬀ
annotation  format,  i.e.  the  annotations  are  stored  in  separate  documents.  Oftentimes,
there  are  also  ﬁles  that  manage  the  relation  between  primary  data  and  annotation
documents.  The  manual  creation  of  these  ﬁles  that  are  essentially  important  for  the
technical  realization  and  storage  of  the  annotation  is  an  abstract  task  for  novice  users.
Related  problems:  BRA09,  DEX05,  GLO02,  KNW07,  MAX08
Usability  principle
Error  prevention,  match  between  system  and  the  real  world
Context
This  paTern  can  be  used  when  technical  ﬁles  for  the  realization  of  annotation  storage
need  to  be  created.
Forces
A  novice  user  typically  wants  to  import  primary  data  and  start  annotating  it.
The  annotation  tool  needs  to  specify  annotation  ﬁles  ﬁrst,  in  order  to  store  any
annotations  made  by  the  user  in  stand-­‐‑oﬀ  format.
The  ﬁle  formats  are  oftentimes  proprietary  and  therefore  hard  to  grasp  by  novice
users.
The  role  of  the  ﬁles  and  their  implications  for  the  annotation  process  (especially
the  storage)  are  not  clear  to  the  novice  user.
Solution
Create  the  ﬁles  that  are  necessary  for  the  technical  representation  and  storage  of  the
annotations  automatically  and  do  not  bother  the  user  with  the  task.  Also  provide  a
short  hint  on  the  storage  location  of  the  ﬁles  at  the  beginning  of  the  annotation  process.
More  elaborate  information  on  the  technical  details  of  the  storage  mechanism  may  be
described  in  the  manual,  in  order  to  allow  advanced  users  to  conﬁgure  the  ﬁles  to  their
speciﬁc  needs.
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Rationale
By  hiding  technical  details  from  the  novice  user,  the  annotation  process  is  accelerated
(eﬃciency  of  use).  At  the  same  time,  errors  that  may  result  from  faulty  or  incomplete
user  input  for  specifying  the  storage  ﬁles  can  be  prevented  (error  rate).
Example
WordFreak:  Annotation  ﬁles  can  be  created  automatically  after  the  primary  data  has  been  imported
(S-­‐‑WOR04).
Known  uses
UAM  Corpus  Tool
Related  pa>erns
Internal  relations:  This  paTern  reﬁnes  P2.1
External  relations:  -­‐‑
Retrieved  from  hTp://132.199.139.24/~bum05778/pmwiki-­‐‑paTerns
/pmwiki.php?n=PmWiki.AutomaticCreationOfAnnotationFiles
Page  last  modiﬁed  on  September  15,  2014,  at  09:11  PM  EST
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P3.5 - Mode for editing primary data
Problem  description
During  the  annotation  process,  the  user  has  to  interact  with  the  primary  data  in  order
to  select  anchors  and  apply  annotations.  Accidental  manipulation  (e.g.  deletion)  of  the
primary  data  during  the  annotation  process  may  result  in  annotation  inconsistencies
that  aﬀect  both,  the  annotator  and  the  storage  format  of  the  annotation  tool.
Related  problems:  GAT04,  UAM08
Usability  principle
Error  prevention
Context
If  an  annotation  tool  allows  the  user  to  edit  the  primary  data  after  it  has  been
imported,  this  paIern  can  be  used  to  prevent  accidental  manipulation  of  the  text  by
making  sure  the  user  is  aware  that  he  is  about  to  edit  the  primary  data.
Forces
Some  annotation  tools  allow  the  user  to  manipulate  the  primary  data  during  the
annotation  process.
Typical  actions  to  manipulate  primary  data  may  conﬂict  with  actions  that  are
used  for  annotating  the  data.
Mixing  up  commands  for  text  manipulation  and  text  annotation  creates  cognitive
overhead  for  the  tool  user.
Solution
In  most  cases,  the  manipulation  and  annotation  of  primary  data  are  not  parallel  tasks.
In  order  to  distinguish  those  tasks  on  the  level  of  tool  interactions,  the  tool  provides
two  explicit  modes  for  annotation  and  for  manipulation  of  primary  data  documents.  As
the  primary  data  typically  is  edited  and  normalized  before  it  is  imported  to  the  tool,
manipulation  of  the  text  data  is  a  task  that  occurs  less  often  than  annotation.  Therefore,
the  standard  mode  is  the  annotation  mode,  and  a  "ʺdata  manipulation"ʺ  mode  is
available  on  demand.  It  is  recommended  to  implement  a  "ʺshield"ʺ  dialog  that  requires
the  user  to  explicitly  conﬁrm  that  he  wants  to  switch  to  a  mode  where  he  can  edit  the
primary  data.  This  dialog  also  provides  a  hint  on  the  consequences  that  changes  in  the
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primary  data  might  have  on  existing  annotations.
Rationale
By  diﬀerentiating  annotation  and  manipulation  of  primary  data  in  two  diﬀerent
modes,  the  potential  to  produce  accidental  text  manipulations  (errors)  is  reduced.
Example
Example  1
Analec:  Mode  for  editing  primary  data  has  to  be  enabled  (S-­‐‑ANA02).
Example  2
MMAX2:  Mode  for  editing  primary  data  has  to  be  enabled.  Primary  data  can  be  edited  via  a  context
menu  (S-­‐‑MAX01).
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Related  pa>erns
Internal  relations:  -­‐‑
External  relations:  This  paIern  uses  the  "ʺShield"ʺ  paIern  (Van  Welie  &  TræIeberg
2000)
Retrieved  from  hIp://132.199.139.24/~bum05778/pmwiki-­‐‑paIerns
/pmwiki.php?n=PmWiki.ModeForEditingPrimaryData
Page  last  modiﬁed  on  June  05,  2014,  at  04:23  PM  EST
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P3.6 - Support for reading primary data
Problem  description
During  the  annotation  process,  the  primary  data  is  typically  not  read  sequentially  from
beginning  to  end,  but  rather  scanned  for  certain  text  fragments  that  can  be  used  as  an
anchor  for  a  speciﬁc  annotation.  The  standard  display  of  primary  data  often  does  not
support  such  episodic  scanning  and  reading.
Related  problems:  -­‐‑
Usability  principle
Flexibility  and  eﬃciency  of  use,  aesthetic  and  minimalist  design
Context
This  paAern  can  be  used  to  support  the  readibility  of  primary  data  for  the  purpose  of
linguistic  annotation.
Forces
The  imported  primary  data  document  tends  to  be  rather  long,  but  has  to  be
displayed  in  an  adequate  way  in  the  annotation  tool.
Reading  primary  data  in  order  to  fulﬁll  diﬀerent  annotation  tasks  is  diﬀerent
from  standard  reading  scenarios,  where  a  text  is  read  systematically,  from
beginning  to  end.
Solution
There  are  several  features  that  can  be  implemented  to  enhance  the  readibility  of
primary  data.  This  paAern  describes  four  solutions  that  are  not  meant  to  be  mutually
exclusive:
Solution  A:  Numbered  lines  facilitate  the  navigation  through  the  primary  data
document.
Solution  B:  The  use  of  two  diﬀerent  colors  helps  to  distinguish  alternating  lines  from
each  other  (also  known  as  row  striping).
6.5. Primary data 177
Solution  C:  The  page  metaphor  allows  the  user  to  break  down  very  long  documents  in
smaller  units  that  are  familiar  to  the  user.
Solution  D:  Alternative  views  (e.g.  table  or  tree  view)  enhance  the  readibility  of  the
primary  data.
Rationale
This  paAern  increases  the  readibility  of  the  primary  data  and  thus  accelerates  the
annotation  process  (eﬃciency  of  use).
Example
Example  for  solutions  A  and  B
Brat:  Primary  data  is  displayed  with  numbered  lines  and  row  striping,  for  increased  readibility
(S-­‐‑BRA02,  S-­‐‑BRA03,  also  cf.  S-­‐‑WEB01,  S-­‐‑WEB02).
Example  for  solution  C
WebAnno:  Longer  primary  data  documents  are  displayed  as  single  pages  that  can  be  browsed  by  means
of  arrow  controls.  The  user  can  also  conﬁgure  the  number  of  sentences  to  be  displayed  per  page
(S-­‐‑WEB03).
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Example  for  solution  D
WordFreak:  Besides  the  standard  text  view,  there  are  several  alternative  views  for  displaying  the
primary  data,  e.g.  a  table  view  or  a  tree  view  (S-­‐‑WOR03).
Related  pa>erns
Internal  relations:  -­‐‑
External  relations:  This  paAern  uses  the  "ʺRow  striping"ʺ  paAern  (Tidwell  2011)
and  the  "ʺPagination"ʺ  paAern  (Tidwell  2011)
Retrieved  from  hAp://132.199.139.24/~bum05778/pmwiki-­‐‑paAerns
/pmwiki.php?n=PmWiki.SupportForReadingPrimaryData
Page  last  modiﬁed  on  September  15,  2014,  at  09:13  PM  EST
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P3.7 - Tailored display of primary data
Problem  description
Users  have  diverse  preferences  when  it  comes  to  the  rendering  of  text  data.  At  the
same  time,  diﬀerent  annotation  tasks  may  require  diﬀerent  kinds  of  text  display.
Related  problems:  GLO12
Usability  principle
User  control  and  freedom
Context
This  paGern  can  be  used  to  allow  users  to  tailor  the  display  of  primary  data  according
to  their  personal  preferences,  or  to  support  the  achievement  of  a  speciﬁc  annotation
task.
Forces
Annotation  tools  display  text  in  a  standarized  way  (default  view).
Annotators  have  individual  preferences  when  it  comes  to  the  appearance  of  text
(font  size,  font  family,  line  spacing,  etc.).
Diﬀerent  annotation  tasks  require  diﬀerent  display  of  primary  data  (e.g.  larger
font  size  if  single  words  are  annotated,  smaller  font  size  if  sentences  are
annotated).
Solution
The  tool  provides  an  accessible  menu  with  the  following  parameters  that  allow  the
users  to  tailor  the  display  of  primary  data  according  to  their  needs:
font-­‐‑size
font-­‐‑family
line  spacing
leGer  spacing
margin  spacing
customized  linebreaks  after  certain  types  of  annotated  anchors  (e.g.  linebreak
after  "ʺtitle"ʺ  annotation;  cf.  S-­‐‑MAX03)
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Rationale
A  tailored  display  of  primary  data  increases  the  overall  annotation  speed  of  the
annotator  (eﬃciency  of  use).
Example
MMAX2:  Adjust  font  family,  font  size  and  line  spacing  (S-­‐‑MAX02).
Known  uses
Analec  (S-­‐‑ANA03),  Brat  (S-­‐‑BRA04),  WordFreak  (S-­‐‑WOR01)
Related  pa@erns
Internal  relations:  This  paGern  reﬁnes  P3.6
External  relations:  This  paGern  uses  the  "ʺPreferences"ʺ  paGern  (Van  Welie  &
TræGeberg  2000)
Retrieved  from  hGp://132.199.139.24/~bum05778/pmwiki-­‐‑paGerns
/pmwiki.php?n=PmWiki.TailoredDisplayOfPrimaryData
Page  last  modiﬁed  on  September  15,  2014,  at  09:15  PM  EST
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6.5.2. List of remaining strengths
Metadata for primary data documents Some annotation projects may comprise a
number of different text documents – in such cases, it may be helpful to
be able to add metadata such as author, source, description, etc. to each of
the documents (S-CAT02). Such metadata not only provides additional
insights for later analysis, but also facilitates the navigation between dif-
ferent primary data documents during the annotation process.
Batch import of multiple primary data documents If a number of (short) single
primary data documents is to be imported to the annotation tool, a batch
import function that allows the user to import multiple documents at once
can speed up the workflow significantly (S-KNW02).
Modification of encoding of primary data There is a number of different encod-
ing formats (UTF-8, ISO 8859-1, etc.) for textual data. If the annotation tool
fails to recognize the correct encoding format, the data may be displayed
erroneously. Therefore, it is helpful for the user to be able to (optionally)
adjust the encoding format manually (S-ANA01, S-WOR02).
6.5.3. List of remaining problem clusters
Cumbersome import of primary data The import of a "data file" into a tool is a re-
curring task that is known from many other applications (MS Word, Adobe
Photoshop, Audacity, etc.). Typically, files are imported via a menu that is
usually titled "file" or "project", and that is positioned in the top left corner
of the tool. Some annotation tools, however, implement rather unorthodox
mechanisms for importing documents: GATE requires the user to create a
"Language Resource" (GAT05). This wording is not clearly understand-
able without previous knowledge about the tool. Furthermore, language
resources comprise not only of primary data documents, but also of cor-
pora and annotation schemes. MMAX2 allows the user to import docu-
ments only in the initial "project wizard", but not at a later point in time
(MAX04). UAM Corpus Tool uses terms like "Project" and "Import" in an
unconventional fashion that is very different from other software contexts
(UAM05).
6.5.4. List of tool-specific problems
Brat Even though the primary data is displayed with line breaks right after its
import, lines are collapsed into one long line if an anchor scope spans mul-
tiple lines. The user has to scroll horizontally in order to display the pri-
mary data, which is very annoying (BRA22).
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Glozz Once the dialog for importing the primary data is finished, there is no
feedback that a document has been imported to the tool, i.e. the text is not
displayed in the tool, and there is also no file list available that displays the
newly imported document (GLO03). The user rather has to open the pri-
mary data manually via the file menu. This step seems to be unnecessary,
as it irritates the user and slows down the import process. Another prob-
lem that was identified for Glozz seems to be a bug that is concerning the
display of primary data: At some point during the evaluation of the tool,
the document was "reloaded"; after this reload, the display of the primary
data was completely broken, i.e. the text was displayed in different font
sizes, with some paragraphs centered and also with arbitrary line breaks
after single characters, words and phrases (GLO14).
Dexter Dexter has a separate conversion tool that pre-processes and converts
primary data into a specific format. The conversion tool, however, seems
to have problems parsing documents that contain double quotation marks,
which leads to an error during the conversion process (DEX04).
Knowtator In Knowtator, primary data can only be imported by means of a small
"folder" icon (KNW08). The icon does not really convey its purpose. The
icon is positioned beyond the main menu structure, which runs the risk of
not being seen by the user, who typically presumes the action to "import a
primary data document" somewhere in the main navigation "File" menu.
MMAX2 While it is possible to create an annotation project and set the relevant
parameters (e.g. name and color of annotation levels, project name, etc.)
by means of a project wizard GUI, it is not possible to adjust these parame-
ters at a later point in time with the same wizard (MAX06). After the initial
creation of a project, the parameters may only be changed outside the tool,
by editing the multiple project files in an XML editor.
WordFreak The process for displaying primary data in WordFreak involves a
number of different steps, which are cumbersome to achieve (WOR04). (1)
First, the primary data needs to be added and loaded. (2) Next, a viewer
has to be selected from the "Viewer" menu. (3) The data is only displayed
in the viewer if an annotation scheme has been selected via the "Annota-
tion" menu. There should be default values for the viewer and the annota-
tion scheme that allow the user to display the primary data in a standard-
ized way after it has been imported.
WebAnno Although WebAnno is generally a tool with many good ideas for an
improved, more user-friendly interface, it also suffers from some bugs188
that influence the user experience in a negative way: (1) The "Upload
tar.gz", a function in the "Data" dialog, does not work (WEB08). (2) The
188 Note: WebAnno was used in the "StandAlone" version (cf. https://code.google.com/
p/webanno/wiki/WebAnnoStandalone. The bugs documented in this section may not
be an issue if WebAnno is set up with a tailored database and server.
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"Open" button (as well as the "Cancel" button) in the "Annotations" win-
dow are not fully visible in the small dialog window (WEB09); the user
has to resize the window to view the controls. (3) It took several seconds
to open and display a test document that comprised about 75 sentences
(WEB10). (4) If the user wants to re-open a previously annotated docu-
ment, he has to use the generic "Open" dialog, as the default "Open docu-
ment" dialog does not seem to work (WEB11).
6.6. Annotation scheme
The annotation scheme is an essential element of any annotation project, as it
specifies all the annotation values that can be applied to anchors in the primary
data. These values are oftentimes structured by means of different levels of an-
notation (cf. chapter 3.4.3). On the technical side, an annotation scheme is based
on markup languages and document grammars (cf. chapter 3.3), which allow
the user to define a list of elements and attributes that may be used for the an-
notation of a text document. XML seems to be the obvious choice for imple-
menting linguistic annotation schemes; many tools, however, require the user
to create the scheme beforehand, which implies knowledge about markup lan-
guages, and the XML syntax respectively. Only few tools allow the user to create
annotation schemes inside the actual annotation tool (P4.1). From the interaction
perspective, the user needs to be able to access the annotation scheme during the
annotation process in order to select concrete values that can be applied to a pre-
viously selected anchor. Most tools display the annotation scheme throughout
the whole annotation process, a few tools only display the scheme after an an-
chor has been selected (cf. ANA09, BRA13, GAT13, WEB14). When it comes to
how the individual annotation values are organized in the scheme (P4.2.), two
main categories can be observed:
1. All values are displayed at once. This is typically achieved by means of
lists or file trees (cf. Dexter, Glozz, MMAX2, GATE, Brat, CATMA, UAM
Corpus Tool) or separate windows (cf. WordFreak).
2. Only some values are displayed at once, i.e. usually the user has to open
a drop-down menu to select the appropriate annotation value (cf. ANA08,
WEB16, GATE).
In order to avoid annotation schemes that are crammed with too many values,
the user needs to be able to customize the annotation scheme and the display of
its values according to his specific needs (P4.3). Another critical factor that may
have great influence on the overall annotation process, is the easy distinction of
multiple annotation values in the annotation scheme (P4.4).
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6.6.1. Usability patterns
Four usability patterns were identified for this category:
P4.1 Integrated annotation scheme editor
P4.2 Organization of annotation scheme
P4.3 Tailored display of annotation schemes
P4.4 Facilitated distinction of multiple annotation items
Overview of the usability problems and tool-specific strengths that were used as
input for the patterns:
Figure 6.6.: Usability problems and strengths used as input for patterns in category "Annotation
scheme".
P4.1 - Integrated annotation scheme editor
Problem  description
The  creation  of  an  annotation  scheme  that  deﬁnes  diﬀerent  levels  of  annotation  as  well
as  concrete  annotation  items  on  each  level  is  a  crucial  task  in  any  annotation  project.
Typically,  annotation  schemes  are  deﬁned  by  means  of  document  grammars  known
from  markup  languages  like  XML  or  SGML.  Users  without  technical  knowledge  about
markup  languages  will  have  diﬃculties  in  creating  a  scheme  in  XML  syntax.  At  the
same  time,  many  tools  require  to  deﬁne  an  annotation  scheme  outside  the  annotation
tool,  which  makes  the  task  even  more  challenging  for  markup  novices.
Related  problems:  BRA10,  GLO04,  GLO05,  MAX11,  MAX12,  UAM13,  WOR05
Usability  principle
Error  prevention,  ﬂexibility  and  eﬃciency  of  use
Context
This  paUern  can  be  used  to  facilitate  the  creation  of  annotation  schemes  for  users
without  technical  knowledge  about  markup  languages  and  document  grammars.
Forces
Annotation  schemes  are  typically  deﬁned  by  means  of  document  grammars
(DTDs  or  XMLSchemas).
Annotation  schemes  are  typically  deﬁned  outside  of  the  annotation  tool,  in  a  text
editor  that  facilitates  the  creation  of  document  grammars.
For  editing  existing  schemes  during  the  annotation  process,  it  is  impractical  to
switch  between  the  annotation  tool  and  an  external  text  editor.
It  is  vital  to  provide  a  synchronization  mechanism  that  ensures  that  changes
made  to  the  annotation  scheme  are  updated  and  applied  to  the  current,  ongoing
annotation  process  (cf.  S-­‐‑MAX04).
Solution
The  tool  integrates  a  scheme  editor  that  allows  the  user  to  deﬁne  and  edit  annotation
schemes  inside  the  annotation  tool.  By  providing  a  graphical  user  interface  for  the
scheme  editor  it  is  also  possible  to  hide  technical  details  of  the  storage  format  from  the
user.  Such  an  interface  should  utilize  well-­‐‑known  metaphors  for  the  creation  of
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hierarchical  structures,  such  as  ﬁle-­‐‑trees  (cf.  S-­‐‑ANA04)  or  ordered  lists.  It  can  also
make  use  of  established  input  elements,  such  as  forms  and  input  ﬁelds  (cf.  S-­‐‑WEB06).
It  must  be  made  clear  via  the  interface  which  annotation  items  belong  to  which  level  of
annotation,  i.e.  typically  the  annotation  levels  are  at  the  highest  hierarchical  level  of  the
scheme,  while  concrete  annotation  items  can  be  subordinate  to  those  diﬀerent  levels.
Rationale
As  ad  hoc  modiﬁcations  of  the  annotation  scheme  are  part  of  the  typical  annotation
process,  an  integrated  editor  for  annotation  schemes  speeds  up  the  overall  annotation
process  (eﬃciency  of  use).  At  the  same  time,  the  availability  of  a  GUI  for  the  creation  and
modiﬁcation  of  annotation  schemes  increases  the  learnability  of  the  annotation  tool  and
decreases  the  number  of  potential  errors  that  may  occur  when  novices  are  forced  to
translate  linguistic  annotation  schemes  into  formal  markup  languages.
Example
Example  1
Analec:  Integrated  annotation  scheme  editor  (S-­‐‑ANA04).
6.6. Annotation scheme 187
Example  2
CATMA:  Integrated  annotation  scheme  editor  (S-­‐‑CAT03).
Example  3
Dexter:  Integrated  annotation  scheme  editor  (S-­‐‑DEX03).
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Example  4
UAM  Corpus  Tool:  Integrated  annotation  scheme  editor  (S-­‐‑UAM01).
Example  5
WebAnno:  Integrated  annotation  scheme  editor  (S-­‐‑WEB06).
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Interactive  prototype
Prototype  P4.1  -­‐‑  The  prototype  allows  the  user  to  create  and  delete  annotation  items  on  two  diﬀerent
hierarchical  levels.
Known  uses
GATE,  Knowtator
Related  paDerns
Internal  relations:  This  paUern  uses  P4.2
External  relations:  This  paUern  uses  the  "ʺStructured  format"ʺ  paUern  (Tidwell
2011)  and  the  "ʺInput  hints"ʺ  paUern  (Tidwell  2011)
Retrieved  from  hUp://132.199.139.24/~bum05778/pmwiki-­‐‑paUerns
/pmwiki.php?n=PmWiki.IntegratedAnnotationSchemeEditor
Page  last  modiﬁed  on  September  12,  2014,  at  06:46  PM  EST
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P4.2 - Organization of annotation scheme
Problem  description
Annotation  schemes  typically  consist  of  multiple  levels  of  annotation  and  a  number  of
annotation  items  on  each  of  those  levels.  The  user  needs  an  eﬀective  mechanism  that
allows  him  to  organize  diﬀerent  elements  of  an  annotation  scheme.
Related  problems:  ANA05,  ANA06,  CAT10,  DEX06,  DEX08,  DEX10,  GAT07,  GLO08,
MAX13,  UAM14,  WEB15
Usability  principle
Error  prevention,  aesthetic  and  minimalist  design
Context
This  paSern  can  be  used  to  facilitate  the  organization  and  visualization  of  an
annotation  scheme  inside  the  annotation  tool.  The  paSern  basically  sums  up  important
user-­‐‑interactions  with  the  elements  of  an  annotation  scheme.
Forces
Typically,  annotation  schemes  consist  of  multiple  levels  of  annotation  (e.g.  "ʺparts
of  speech"ʺ,  etc.).
Each  level  of  annotation  comprises  several  annotation  items  (e.g.  "ʺnoun"ʺ,  "ʺverb"ʺ,
etc.).
The  user  wants  to  organize  (order  and  hierarchy)  the  diﬀerent  elements  of  the
scheme  in  an  eﬀective  way.
The  user  wants  a  clear  overview  of  the  whole  annotation  scheme  that  shows  how
diﬀerent  levels  and  their  subelements  relate  to  each  other.
Solution
The  tool  provides  a  mechanism  that  allows  the  user  to  create  an  unambiguous
hierarchy  inside  the  annotation  scheme,  where  the  diﬀerent  levels  of  annotation  are
positioned  on  the  highest  level.  Users  are  able  to  move  elements  from  one  level  to
another  in  an  easy  and  intuitive  way.  Also,  the  hierarchical  structure  of  the  scheme
must  be  visualized  adequately.  This  can  be  achieved  by  using  known  metaphors  such
as  nested  trees,  indented  lists  and  tabs.  Another  important  feature  to  support  the
organization  of  the  annotation  scheme  is  the  possibility  to  change  the  order  of  levels
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and  items.
Rationale
By  providing  a  way  to  organize  and  visualize  the  annotation  scheme  in  a  hierarchical
fashion,  the  user  can  quickly  navigate  through  the  annotation  scheme  and  speed  up
the  entire  annotation  process.  This  increases  the  tool'ʹs  eﬃciency  of  use  as  well  as  the
memorability  of  the  position  of  speciﬁc  items  in  the  annotation  scheme.  Allowing  the
user  to  change  the  order  of  levels  and  items  adds  to  these  two  aspects  of  usability.
Example
Example
Knowtator:  The  annotation  scheme  is  displayed  as  a  hierarchical  tree  in  which  nodes  can  be  modiﬁed  by
means  of  drag-­‐‑and-­‐‑drop  (S-­‐‑KNW04).
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Interactive  prototype
Prototype  P4.2  -­‐‑  The  prototype  allows  the  user  to  rearrange  a  set  of  predeﬁned  annotation  items  by
means  of  drag-­‐‑and-­‐‑  drop.  Items  can  also  be  moved  from  one  annotation  level  to  the  other.
Related  pa?erns
Internal  relations:  -­‐‑
External  relations:  -­‐‑
Retrieved  from  hSp://132.199.139.24/~bum05778/pmwiki-­‐‑paSerns
/pmwiki.php?n=PmWiki.OrganizationOfAnnotationScheme
Page  last  modiﬁed  on  September  12,  2014,  at  06:59  PM  EST
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P4.3 - Tailored display of annotation schemes
Problem  description
Annotation  schemes  that  contain  many  diﬀerent  annotation  levels  and  annotation
items  can  quickly  become  crammed,  and  will  obfuscate  the  user  during  the  annotation
process.
Related  problems:  DEX09,  GLO09
Usability  principle
Aesthetic  and  minimalist  design
Context
This  paHern  can  be  used  to  allow  the  user  to  tailor  the  display  of  the  levels  and  items
deﬁned  in  the  annotation  scheme.
Forces
During  an  annotation  project,  many  diﬀerent  levels  of  annotation  with  multiple
annotation  items  on  each  level  are  used.
The  display  of  too  many  annotation  items  can  result  in  a  crammed  interface  that
makes  it  hard  to  ﬁnd  the  appropriate  item  during  the  annotation  process.
Typically,  the  annotator  does  not  use  all  annotation  items  from  all  annotation
levels  at  the  same  time  during  the  annotation  process,  but  rather  annotates  from
level  to  level.
Solution
The  tool  provides  an  easy-­‐‑to-­‐‑use  mechanism  that  allows  the  user  to  tailor  the  display
of  annotation  levels  and  items  by  showing  /  hiding  them  from  the  annotation  scheme
that  is  displayed  during  the  annotation  process.  It  is  also  possible  to  hide  higher  level
units  and  all  their  subordinate  elements  (e.g.  hide  the  whole  annotation  level  "ʺparts  of
speech"ʺ).
Rationale
By  providing  a  tailored  view  on  items  that  are  displayed  in  the  annotation  scheme,  the
cognitive  overhead  is  reduced  signiﬁcantly.  The  user  may  hide  items  that  are  not
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needed  during  the  current  annotation  task  and  thus  reduce  the  number  of  options  he
needs  to  select  from.  This  helps  to  prevent  errors  and  increases  the  tool'ʹs  eﬃciency  of  use.
Example
Example  1
Brat:  Annotation  levels  can  be  extended  or  collapsed.  The  annotation  scheme  window  can  be  resized,  to
show  more  or  less  annotation  items  (S-­‐‑BRA07).
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Example  2
Knowtator:  Annotation  levels  or  single  annotation  items  can  be  displayed  or  hidden  during  the
annotation  process  (S-­‐‑KNW05).
Example  3
WebAnno:  Annotation  levels  can  be  displayed  or  hidden  during  the  annotation  process  (S-­‐‑WEB08).
Related  pa?erns
Internal  relations:  This  paHern  reﬁnes  P4.1
External  relations:  This  paHern  uses  the  "ʺPreferences"ʺ  paHern  (Van  Welie  &
TræHeberg  2000)  and  reﬁnes  the  "ʺFavorites"ʺ  paHern  (Van  Welie  &  TræHeberg
2000)
Retrieved  from  hHp://132.199.139.24/~bum05778/pmwiki-­‐‑paHerns
/pmwiki.php?n=PmWiki.TailoredDisplayOfAnnotationSchemes
Page  last  modiﬁed  on  June  20,  2014,  at  07:09  PM  EST
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P4.4 - Facilitated distinction of multiple annotation items
Problem  description
During  the  annotation  process,  the  user  has  to  choose  from  a  multidude  of  diﬀerent
annotation  items.  The  selection  of  the  right  item  at  the  right  moment  can  be
cumbersome,  as  multiple  items  may  obfuscate  the  annotator.
Related  problems:  ANA07,  BRA14,  DEX07,  WEB13
Usability  principle
Recognition  rather  than  recall,  aestetic  and  minimalist  design
Context
This  paGern  can  be  used  to  distinguish  multiple  items  of  an  annotation  scheme  during
the  annotation  process.
Forces
An  annotation  scheme  tyically  contains  several  levels  of  annotations,  each  with  a
number  of  diﬀerent  annotation  items.
During  the  annotation  process,  the  user  has  to  select  a  speciﬁc  item  from  the
annotation  scheme  in  justiﬁable  time;  this  selection  becomes  more  challenging
with  every  additional  item  in  the  scheme.
Solution
Users  have  a  hard  time  distinguishing  diﬀerent  annotation  items  by  their  textual
paGern.  The  tool  uses  diﬀerent  colors  as  an  aditional  means  to  diﬀerentiate  the
annotation  items  in  the  scheme.  The  tool  provides  default  colors  for  each  item,  but  also
allows  the  user  to  modify  the  color  for  speciﬁc  items  according  to  his  personal
preferences.  By  providing  default  colors,  the  user  is  saved  the  trouble  of  ﬁnding
distinctive  colors  for  all  items.  The  user  may,  however,  have  a  mental  model  that  links
certain  colors  to  certain  entities,  in  which  case  it  is  desirable  to  set  some  color  values
individually  via  a  color  picker.  Also,  the  set  of  colors  should  not  be  limited  to  a
predeﬁned  paleGe,  but  rather  span  the  whole  spectrum  of  possible  colors.  The  colors
that  are  used  to  diﬀerentiate  items  in  the  annotation  scheme  are  also  used  to  visualize
annotations  in  the  primary  data  (underlines  or  highlights).
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Rationale
By  providing  diﬀerent  colors  to  distinguish  multiple  annotation  items  in  the  scheme,
the  user  can  increase  the  overall  eﬃciency  of  the  annotation  process,  as  appropriate
annotation  items  can  be  selected  more  quickly.
Example
Example  1
GATE:  GATE  provides  default  colors  for  every  annotation  value,  but  also  allows  the  user  to  set  colors
individually.
Example  2
Knowtator:  Knowtator  provides  a  list  of  color  names  from  which  the  user  may  select.  It  is  also  possible
to  assign  a  color  to  a  whole  annotation  level  (e.g.  parts  of  speech).  There  are,  however,  no  predeﬁned
colors  for  the  annotation  items  (default:  no  color).
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Interactive  prototype
Prototype  P4.4  -­‐‑  The  prototype  illustrates  the  basic  interaction  behavior  for  seGing  individual  colors  for
diﬀerent  annotation  items  by  means  of  a  color  picker.
Known  uses  (with  minor  limitations)
CATMA  (no  predeﬁned  colors),  Dexter  (only  limited  color  paleGe),  Glozz  (no
predeﬁned  colors)
Related  paDerns
Internal  relations:  This  paGern  reﬁnes  P4.1
External  relations:  This  paGern  uses  the  "ʺDropdown  chooser"ʺ  paGern  (Tidwell
2011)
Retrieved  from  hGp://132.199.139.24/~bum05778/pmwiki-­‐‑paGerns
/pmwiki.php?n=PmWiki.FacilitatedDistinctionOfMultipleAnnotationItems
Page  last  modiﬁed  on  September  12,  2014,  at  07:15  PM  EST
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6.6.2. List of remaining strengths
Easy import and export of annotation schemes WebAnno (S-WEB04) allows the
user to export tag sets that were created inside the tool in structured JSON
format. These tag sets – or other tag sets defined according to the WebAnno
JSON structure – can also be imported to the tool, and are then displayed
in the internal annotation scheme view. This feature is very helpful, as it
allows the user to share annotation schemes with others.
Availability of example tag sets WebAnno (S-WEB07) provides an exemplary tag
set for each of the annotation layer types that are available in the tool (cf.
WEB12). These default tag sets can be deleted or modified very easily, and
at the same time help to understand what types of annotation scheme can
be implemented with WebAnno.
Intuitive syntax for the creation of annotation schemes If there is no integrated
scheme editor (cf. P4.1) available, most tools require the user to create
an annotation scheme outside the tool, by means of XML markup. As the
usage of XML may be cumbersome for users without technical knowledge
about markup languages, a more intuitive syntax, that does not require
angle brackets, can facilitate annotation scheme creation (S-BRA06).
6.6.3. List of remaining problem clusters
Visibility and accessibility of annotation scheme While most tools display the an-
notation scheme throughout the whole annotation process, other tools re-
quire a specific action (e.g. the selection of an anchor scope) to display
the scheme (ANA09, BRA13, GAT13, WEB14). Seeing the annotation val-
ues in an annotation scheme at all times facilitates the anchor selection, as
the user will know in advance which value he is going to apply. In the
referenced cases, anchor selection and annotation value selection are not
integrated, but rather two independent steps.
Scrolling in the annotation schemes Some tools display the values of the anno-
tation scheme as a drop-down list that only shows a limited number of
items at once (ANA08, WEB16). To facilitate quick selection of values,
they should be all available at once. If the scheme contains a great number
of annotation values, the user should be able to customize the view of the
items in the scheme.
Creation of an empty annotation level required Some tools (cf. UAM10, MAX09)
implement the creation of an empty annotation level and the creation of
concrete annotation values on that level as two distinct steps. This is very
unintuitive, as typically the user wants to create values on a newly defined
annotation level right away.
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Wording and metaphors There are many examples for tools that use unconven-
tional wording and metaphors for functions and actions necessary to cre-
ate an annotation scheme. As was described in chapter 2.4, the predomi-
nant term for the linguistic markup of text documents seems to be annota-
tion, i.e. annotation and annotation scheme should be used preferably over
terms such as markup / markup scheme, coding / coding scheme, etc. There are
also some tool-specific wording particularities that are not understood in-
tuitively (CAT11). Another branch of problems can be found in the use of
specific models for the implementation of an annotation scheme (ANA04,
GLO07, UAM12)
Default tags Some tools (GAT08, GAT09, UAM11) create default tags whenever
a new scheme is created. It is, however, not clear where these tags are
coming from, or if they are important for the creation of an individual
scheme. These tags also do not facilitate the comprehension of the annota-
tion scheme building process, but are rather irritating.
6.6.4. List of tool-specific problems
Brat Although Brat does not use XML syntax for the creation of its annotation
schemes, it does not allow for whitespace characters in the annotation val-
ues (BRA11). In Brat, there are four basic annotation types: entities, rela-
tions, events and attributes. If any of those types is not used directly in the
scheme, the user nevertheless has to define a placeholder for those unused
types (BRA12). Although there is a hint in the configuration tutorial, this
is very unintuitive, and may easily lead to errors in the scheme definition.
CATMA Relating newly created tag sets to a primary data document by means
of drag-and-drop is not an intuitive interaction in the context of a web
application (CAT12).
GATE At the beginning of the annotation process, there is an empty, unnamed
annotation level (GAT10). It is not clear where this annotation level is com-
ing from, and what its purpose is. The creation of new annotation levels is
achieved by clicking on a small "New" button, in the bottom right corner
(GAT11). The button can be easily overlooked. The renaming and deletion
of an existing layer can be achieved via a right click and a context menu;
it would be more consistent to move the creation of new annotation levels
into this context menu as well. Once an annotation value has been created,
it cannot be renamed, but rather has to be deleted (all previous annotations
with this value will be deleted as well) and created anew (GAT12). It is not
clear how annotation values that are created ad hoc, during the annotation
process, can be assigned to an existing annotation level (GAT15). Finally,
the annotation window, that pops up when hovering over an anchor, con-
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tains some irritating parameters, whose function is not clear to the user
(GAT17).
Glozz Some annotation values that have been specified in the scheme cannot
be used during the annotation process (GLO06). It is not clear why these
values cannot be used.
MMAX2 The "Validate" prompt after the initial creation of a project is irritating,
as at the beginning of the annotation process there are no annotations that
could be validated (MAX10).
UAM Corpus Tool There are too many unexplained options and parameters in
the project wizard, which might irritate novice users (UAM 09). This is
even more problematic, as the project wizard has to be used to create an
annotation project at the very beginning of the annotation process, which
means the user has no experience with the tool that could be used to inter-
pret the options. In the annotation scheme window, there is only limited
space for the display of annotation items (UAM17).
WebAnno In WebAnno, annotation levels cannot be created arbitrarily, but rather
have to conform to one of the six predefined, basic layer types (WEB12);
the predefined layer types do not cover all annotation scenarios. Another
restriction is that it is not possible to define multiple annotation layers of
the same annotation layer type.
WordFreak In WordFreak it is only possible to display one specific annotation
level at a time (WOR06). This is inappropriate if the user wants to anno-
tate one anchor with parallel annotations from different annotation levels.
While WordFreak provides the user with a number of predefined annota-
tion levels, they are poorly documented, i.e. it is not clear how the specific
annotation values are to be used correctly (WOR07). There is also no com-
prehensive list that explains the various abbreviations for the tags.
6.7. Annotation process
The main goal of the annotation process is to apply an annotation value from the
annotation scheme to a target anchor segment in the primary data. This over-
all goal implies a number of different subtasks and interaction steps with the
annotation tool, which may be hard to differentiate by the annotator. Also, the
subtasks may be conflicting on the interaction level, i.e. similar actions lead to
different results. By splitting up the annotation process into single subtasks, it
becomes more transparent and allows us to find solutions for an efficient and
user-friendly interface. The following subtasks can be identified for the annota-
tion process:
Create anchor: First, a span of text has to be selected from the primary data,
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which is then used as the anchor for an annotation value. As the manual se-
lection of anchors can be a laborious task, the tool ideally provides a mecha-
nism for the semi-automatic creation of anchors (P5.1). In any case, established
selection-related gestures for the creation of anchors should be supported (P5.2).
The tool should also give some kind of (visual) feedback for the selected an-
chor scope (P5.3). Also, the selection process should be integrated in an efficient
way with the next step, the selection of annotation values (cf. MAX16, GLO11,
ANA12). Some tools require the user to confirm each anchor creation explicitly
(cf. MMAX2, Analec) or they even demand to switch to a specific "anchor cre-
ation" mode (cf. Glozz), which is both very annoying, and therefore should be
avoided.
Select annotation: Annotation values are typically selected by single clicking
on the respective item from the annotation scheme (cf. UAM16 for negative
examples). One tool requires the user to click on a small colored button, next to
the annotation value (cf. CAT13).
Apply annotation: After an annotation value has been selected, it has to be
applied to an anchor. Most tools require the user to explicitly assign a value to
an anchor by confirming the action with a single click on a "confirm button",
or by double clicking the annotation value (cf. UAM16). Either way may be
cumbersome if a great number of anchors has to be annotated. That is why
some tools provide a "fast mode" which allows the user to assign values without
explicit confirmation; other tools provide shortcuts that allow the user to select
and assign a value by pressing a predefined key (P5.4). Usually, selecting the
anchor happens before selecting the annotation value (cf. Glozz for a different
approach). There is, however, potential to speed up the process by providing a
mode to apply a specific annotation value to multiple anchors (P5.5).
Display annotations: The display of annotations is closely connected to the an-
notation process, as it provides visual feedback about the annotation action that
has been performed by the user. Displaying annotations is of course also crucial
for allowing the user to edit or select them. There are some more issues con-
cerning the display of annotation that will be described in some more detail in
section 6.8.
Edit anchor scope: After the initial creation of an anchor, it may be necessary to
adjust its scope. While some tools require the user to delete the existing anchor
and create it anew with the adjusted scope, other tools provide assistance for the
modification of existing anchors (P5.7).
Delete anchor: Only two annotation tools (Analec and Knowtator) allow for the
explicit deletion of an existing anchor (and all its annotations). For all other tools,
the anchor is automatically deleted when the last annotation that is associated
with this anchor is deleted.
Edit annotation: Typically, annotation values can be edited by simply overwrit-
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ing an existing value with a new value from the scheme.
Delete annotation: In order to delete existing annotations it is necessary to dis-
play the annotations. Usually, the displayed value can then be selected and
deleted by means of a "Delete" function (P5.8, P5.9).
The annotation of relations between two or more anchors is a special case of
annotation that requires additional interaction behavior. While the existence of
the anchors that are about to be connected by means of a relation is mandatory
for any tool, there is a variety of mechanisms for the creation of the relation.
The annotation of relations is different from the previously described annotation
process, as the annotation is not applied to only one anchor, but rather to two
or more anchors. The function of such relational annotations is to establish a
(directed) connection between two or more anchors, e.g. a co-reference relation
(P5.10).
6.7.1. Usability patterns
Ten usability pattern were identified for this category:
P5.1 Semi-automatic creation of anchors
P5.2 Conventionalized actions for creation of anchors189
P5.3 Feedback for creation of anchor scope
P5.4 Accelerators for selecting and applying annotations
P5.5 Accelerators for annotating multiple anchors
P5.6 Access to existing annotations
P5.7 Assistance for modification of anchors
P5.8 Integrated delete annotation function
P5.9 Mass deletion of annotations
P5.10 Support annotation of relations
Overview of the usability problems and tool-specific strengths that were used as
input for the patterns:
189 Note: The conventionalized selection gestures (Tidwell, 2005, p. 256) are quoted from Tid-
well’s 1st edition of "Designing Interfaces", as they are no longer part of the second edition
of the book.
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Figure 6.7.: Usability problems and strengths used as input for patterns in category "Annotation
process".
P5.1 - Semi-automatic creation of anchors
Problem  description
The  manual  deﬁnition  of  a  large  number  of  anchors  is  a  time-­‐‑consuming  and  tedious
task  for  the  user.
Related  problems:  -­‐‑
Usability  principle
Error  prevention,  ﬂexibility  and  eﬃciency  of  use
Context
This  paBern  can  be  used  to  provide  a  component  for  the  automatic  creation  of  speciﬁc
anchor  types.
Forces
Manual  selection  of  anchors  provides  a  high  degree  of  ﬂexibility.
Manual  selection  of  anchors  can  be  a  repetitive  and  thus  tedious  task.
Automatic  selection  of  anchors  requires  basic  rules  for  the  deﬁnition  of  an  anchor
scope.
Solution
The  tool  provides  a  semi-­‐‑automatic  segmentation  function  that  allows  the  user  to
create  anchors  in  the  primary  data  according  to  a  set  of  predeﬁned  rules:
On  the  most  basic  level,  the  tool  can  make  use  of  whitespaces  and  linebreaks  to
deﬁne  anchors  for  word  and  paragraph  scopes.  If  multiple  options  and  rules  are
available,  a  step-­‐‑by-­‐‑step  dialog  facilitates  the  conﬁguration  of  the  automatic
anchor  creation  mechanism.
A  more  advanced  approach  allows  the  user  to  specify  paBerns  for  more  complex
anchor  types  by  means  of  regular  expressions  or  a  similar  formalism  (cf.
S-­‐‑KNW13).
It  is  recommended  to  implement  a  "ʺshield"ʺ  dialog  that  requires  the  user  to  explicitly
conﬁrm  that  he  wants  to  create  anchors  according  to  the  selected  parameters
automatically.  This  dialog  also  provides  a  hint  on  the  consequences  that  the  automatic
creation  of  anchors  might  have  on  the  overall  annotation  process.
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Rationale
This  paBern  increases  the  eﬃciency  of  the  annotation  process  by  providing  a
semi-­‐‑automatic  way  to  specify  certain  types  of  anchors  in  the  primary  data.
Example
Example  1
Knowtator:  The  double  click  gesture  for  selecting  a  single  word  of  text  can  be  conﬁgured  by  means  of
regular  expressions,  thus  allowing  the  user  to  select  other  spans  of  text  than  just  single  words
(S-­‐‑KNW13).
Example  2
UAM  Corpus  Tool:  Automatic  segmentation  assistant  for  paragraphs,  clauses,  NPs  and  words
(S-­‐‑UAM03).
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Known  uses
MMAX2
Related  pa?erns
Internal  relations:  -­‐‑
External  relations:  This  paBern  uses  the  "ʺWizard"ʺ  paBern  (Van  Welie  &
TræBeberg  2000;  Tidwell  2011),  the  "ʺShield"ʺ  paBern  (Van  Welie  &  TræBeberg
2000),  and  the  "ʺStreamlined  repetition"ʺ  paBern  (Tidwell  2011)
Retrieved  from  hBp://132.199.139.24/~bum05778/pmwiki-­‐‑paBerns/pmwiki.php?n=PmWiki.Semi-­‐‑
automaticCreationOfAnchors
Page  last  modiﬁed  on  June  20,  2014,  at  08:21  PM  EST
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P5.2 - Conventionalized actions for selection of anchors
Problem  description
In  order  to  deﬁne  an  anchor  in  the  primary  data,  the  user  has  to  select  a  span  of  text.
There  are  conventionalized  actions  for  the  selection  of  text,  known  from  other  types  of
software,  such  as  word  processors  or  text  editors.  If  the  expectations  of  the  user  about
certain  actions  and  system  behaviors  are  not  met  by  the  annotation  tool,  the  system  is
harder  to  learn  and  less  eﬃcient  to  use.
Related  problems:  CAT15,  GLO10,  UAM15,  WOR08
Usability  principle
Consistency  and  standards,  error  prevention
Context
This  paMern  can  be  used  to  implement  an  interaction  behavior  that  allows  the  user  to
specify  anchors  in  the  primary  data  that  can  then  be  used  as  the  target  for  annotation
values  from  the  annotation  scheme.  As  the  task  of  creating  an  anchor  is  very  similar  to
a  text  selection  task,  the  tool  should  adhere  to  established  interaction  conventions.
Forces
The  selection  of  anchors  is  essentially  a  task  where  a  span  of  text  is  selected.
There  are  conventionalized  interaction-­‐‑behaviors  for  the  selection  of  text.
The  selection  of  anchors  is  oftentimes  intertwined  with  other  subtasks  of  the
annotation  process.
Anchors  are  not  only  speciﬁed  once,  but  may  also  be  modiﬁed  after  their  initial
creation.
Solution
The  tool  supports  conventionalized  actions  for  common  "ʺselection-­‐‑related  gestures"ʺ  (cf.
Tidwell  2005,  p.  256):
Double  click  on  a  word  =  select  this  word
Click  (=  start  selection  here),  drag  (=  select  all  text  in  between),  release  (=  end
selection  here)
Shift-­‐‑click  =  "ʺstart  selection  at  the  text  intersection  cursor,  end  it  at  the  click  point,
and  select  all  text  between  them"ʺ
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In  addition  to  these  conventionalized  gestures,  a  single  click  on  an  existing  anchor
typically  selects  the  text  span  that  is  within  that  anchor'ʹs  scope.
Rationale
By  supporting  conventionalized  actions  for  the  selection  of  text,  that  are  known  from
other  types  of  software,  the  annotation  tool  is  easier  to  learn  (learnability).  Also,  the
overall  annotation  speed  (eﬃciency  of  use)  is  increased,  as  users  can  build  on  interaction
behaviors  that  are  already  known  from  similar  tools.
Example
Glozz:  The  tool  provides  visual  aids  for  the  click-­‐‑drag-­‐‑release  gesture,  by  displaying  a  small  "ʺbegin"ʺ  ﬂag
for  the  click  action,  and  an  "ʺend"ʺ  ﬂag  for  the  release  action  (S-­‐‑GLO02).
Known  uses
GATE,  Knowtator
Related  pa>erns
Internal  relations:  -­‐‑
External  relations:  This  paMern  uses  "ʺHabituation"ʺ  paMern  (Tidwell  2011)
Retrieved  from  hMp://132.199.139.24/~bum05778/pmwiki-­‐‑paMerns
/pmwiki.php?n=PmWiki.ConventionalizedActionsForCreationOfAnchors
Page  last  modiﬁed  on  September  12,  2014,  at  07:48  PM  EST
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P5.3 - Feedback for creation of anchor scope
Problem  description
The  creation  and  modiﬁcation  of  anchors  as  addressable  spans  of  text  in  the  primary
data  is  an  integral  part  of  the  annotation  process.  Yet,  oftentimes  it  is  unclear  if  the
scope  of  the  speciﬁed  anchor  is  correct,  as  there  is  no  appropriate  feedback  from  the
tool.
Related  problems:  -­‐‑
Usability  principle
Visibility  of  system  status,  recognition  rather  than  recall
Context
This  pa@ern  can  be  used  to  implement  a  visual  feedback  mechanism  that  reassures  the
user  about  the  scope  of  the  anchor  he  has  just  created.
Forces
Once  an  anchor  has  been  speciﬁed,  it  may  be  unclear  what  the  actual  scope  is,  as
the  visualization  of  anchors  is  oftentimes  insuﬃcient.
The  user  wants  to  make  sure  that  the  selected  anchor  scope  is  correct  before  he
applies  an  annotation  value  in  the  next  step.
Solution
The  tool  provides  some  kind  of  visual  feedback  for  the  selected  anchor  span  in  the
primary  data.  This  is  most  commonly  realized  by  highlighting  the  selected  portion  of
text  in  a  neutral  color.  This  behavior  is  also  known  from  other  editors  that  allow  the
user  to  select  spans  of  text.  Another  way  to  provide  additional  feedback  is  by
displaying  the  selected  anchor  scope  as  a  text  string  in  an  additional  window  or  ﬁeld,
e.g.  the  annotation  scheme  window,  from  which  an  annotation  value  for  the  selected
anchor  has  to  be  selected.
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Rationale
By  providing  instant  feedback  on  the  creation  of  an  anchor  scope,  it  is  less  likely  for  the
user  to  produce  erroneous  anchors  and  annotations.  Thus,  the  overall  error  potential  is
reduced  and  users  are  more  likely  to  achieve  their  desired  annotation  goals.
Example
Example  1
Knowtator:  Feedback  for  annotation  value  and  anchor  scope  (S-­‐‑KNW07).
Example  2
Brat:  Feedback  for  anchor  scope  in  the  annotation  scheme  window  (S-­‐‑BRA10).
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Example  3
WebAnno:  Feedback  for  anchor  scope  in  the  annotation  scheme  window  (S-­‐‑WEB12).
Related  pa?erns
Internal  relations:  -­‐‑
External  relations:  -­‐‑
Retrieved  from  h@p://132.199.139.24/~bum05778/pmwiki-­‐‑pa@erns
/pmwiki.php?n=PmWiki.FeedbackForCreationOfAnchorScope
Page  last  modiﬁed  on  June  20,  2014,  at  08:29  PM  EST
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P5.4 - Accelerators for selecting and applying
annotations
Problem  description
The  process  of  selecting  an  annotation  value  from  the  annotation  scheme  by  means  of  a
mouse  action  and  its  application  to  an  anchor  (which  requires  another  mouse  action)
can  be  very  cumbersome  and  ineﬃcient.
Related  problems:  CAT14,  DEX11
Usability  principle
Flexibility  and  eﬃciency  of  use
Context
This  paIern  can  be  used  to  implement  accelerators  for  the  process  of  selecting  and
applying  annotation  values  to  anchors  in  the  primary  data.
Forces
Novice  users  may  be  unsure  which  annotation  value  to  apply  to  which  anchor.
In  order  to  avoid  accidental  annotations  (cf.  "ʺshield"ʺ  paIern),  most  tools  require
the  manual  selection  of  an  annotation  value  and  also  a  conﬁrmation  of  its
application  to  an  anchor.
Both  these  actions  can  become  very  annoying  if  large  numbers  of  anchors  have  to
be  annotated,  as  they  slow  down  the  annotation  process  signiﬁcantly.
Solution
This  paIern  describes  three  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  In  case  the  user  wants  to  annotate  multiple  anchors  with  the  same
annotation  value,  it  can  be  very  annoying  to  explicitly  select  that  value  from  the
annotation  scheme.  The  annotation  tool  remembers  the  last  selected  value  and  uses  it
as  default  value  for  the  consecutive  annotation  process,  unless  the  user  explicitly
selects  a  diﬀerent  value  from  the  scheme  (cf.  S-­‐‑WEB09).
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Solution  B:  The  tool  provides  an  accelerated  annotation  mode  for  experienced  annotators
that  allows  the  user  to  apply  a  selected  annotation  value  without  explicit  conﬁrmation,
i.e.  whenever  a  value  is  selected  from  the  annotation  scheme,  it  is  automatically
applied  to  the  previously  selected  anchor.  This  speciﬁc  annotation  mode  can  be
entered  and  ended  with  a  simple  action  such  as  a  click  on  a  buIon.  Such  a  mode
implies  that  the  annotator  is  conﬁdent  about  the  application  of  the  annotation  values  to
speciﬁc  anchors,  as  accidental  annotations  are  more  prone  to  occur  (due  to  the  lack  of
an  explicit  conﬁrmative  action).
Solution  C:  The  tool  provides  custom  keyboard  shortcuts  that  allow  the  user  to  select
speciﬁc  annotation  values  from  the  scheme,  e.g.  "ʺn"ʺ  for  "ʺnoun"ʺ.  As,  typically,  there  are
many  diﬀerent  annotation  values  in  a  scheme,  it  is  unrealistic  to  deﬁne  a  shortcut  for
each  value,  which  would  be  hard  to  remember  during  the  annotation  process.
Therefore,  it  is  important  to  allow  the  user  to  deﬁne  custom  shortcuts  for  selected
annotation  values.  Combined  with  solution  A,  the  user  can  speed  up  the  annotation
process  signiﬁcantly  by  enabling  the  non-­‐‑conﬁrmative  annotation  mode  and  by
skipping  the  cumbersome  interaction  step  of  selecting  an  annotation  value  from  the
annotation  scheme  by  means  of  a  mouse  gesture:  the  user  may  now  select  an  anchor
with  the  mouse  (ﬁrst  hand)  and  apply  a  speciﬁc  annotation  value  by  means  of  a
keyboard  shortcut  (second  hand).
Rationale
The  suggested  solutions  can  speed  up  the  annotation  process  signiﬁcantly  (eﬃciency  of
use),  but  at  the  same  time  increase  the  chance  of  accidental  annotations  that  will  have
to  be  corrected  manually.  The  solutions  are  therefore  meant  as  accelerators  for
experienced  annotators.
Example
Example  for  solution  A
WebAnno:  The  last  selected  annotation  value  automatically  becomes  the  new  default  value,  and  may  be
applied  to  consecutive  anchors  (S-­‐‑WEB09).
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Example  for  solution  B
Brat:  There  are  two  diﬀerent  modes  of  annotations:  (1)  in  "ʺCareful"ʺ  mode,  each  annotation  must  be
conﬁrmed  with  an  "ʺok"ʺ  buIon,  (2)  in  "ʺNormal"ʺ  mode,  each  annotation  is  applied  as  soon  as  a  radio
buIon  has  been  selected  (S-­‐‑BRA08).
Example  for  solution  C
Brat:  The  tool  allows  the  user  to  deﬁne  custom  shortcuts  in  an  external  conﬁg  ﬁle  (S-­‐‑BRA08).
Known  uses
WordFreak  (S-­‐‑WOR07)  and  Dexter  (S-­‐‑DEX01)  provide  pre-­‐‑deﬁned  shortcuts,  but  do
not  allow  the  user  to  deﬁne  custom  shortcuts  (cf.  DEX11).
Related  pa?erns
Internal  relations:  -­‐‑
External  relations:  This  paIern  uses  the  "ʺStreamlined  repetition"ʺ  paIern  (Tidwell
2011),  the  "ʺKeyboard  only"ʺ  paIern  (Tidwell  2011),  and  the  "ʺGood  defaults"ʺ
paIern  (Tidwell  2011)
Retrieved  from  hIp://132.199.139.24/~bum05778/pmwiki-­‐‑paIerns
/pmwiki.php?n=PmWiki.AcceleratorsForSelectingAndApplyingAnnotations
Page  last  modiﬁed  on  September  15,  2014,  at  09:20  PM  EST
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P5.5 - Accelerators for annotating multiple anchors
Problem  description
Most  annotation  tools  require  some  kind  of  conﬁrmative  action  before  an  annotation
value  is  actually  applied  to  an  anchor.  In  annotation  scenarios  where  several  anchors
are  to  be  annotated  with  the  same  annotation  value,  the  manual  conﬁrmation  to  apply
every  single  value  is  very  tiresome  and  annoying.
Related  problems:  -­‐‑
Usability  principle
Flexibility  and  eﬃciency  of  use
Context
This  paEern  can  be  used  to  implement  a  function  that  speeds  up  the  process  of
applying  the  same  annotation  value  to  multiple  anchors.
Forces
Users  want  to  apply  a  speciﬁc  annotation  value  to  a  number  of  anchors  in  the
primary  data  (exemplary  scenario:  "ʺannotate  all  adverbs  in  the  primary  data  at
once"ʺ).
To  apply  an  annotation  value  to  an  anchor,  the  user  has  to  conﬁrm  the
application  of  each  annotation.  This  "ʺshield"ʺ  mechanism  is  reasonable  in  order  to
avoid  accidental  annotations.
At  the  same  time  it  is  very  annoying  to  conﬁrm  the  application  of  an  annotation
value  every  time,  especially  if  it  stays  the  same  for  multiple  anchors.
Solution
This  paEern  describes  two  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  The  tool  provides  an  annotation  mode  that  allows  the  user  to  apply  one
selected  annotation  value  to  multiple  anchors.  This  speciﬁc  annotation  mode  can  be
entered  and  ended  with  a  simple  action  such  as  the  click  on  a  buEon.
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Solution  B:  The  tool  allows  the  user  to  apply  a  selected  annotation  value  to  similar
anchors  in  the  primary  data  automatically,  in  the  fashion  of  a  "ʺﬁnd-­‐‑replace"ʺ  dialogue
that  is  known  from  various  text  editors.  The  user  can  choose  whether  the  selected
value  is  to  be  applied  to  the  "ʺprevious"ʺ,  "ʺnext"ʺ  or  "ʺall"ʺ  anchors  that  are  equal  (on  basis
of  the  text  string)  to  the  selected  anchor  scope.
Rationale
The  suggested  solutions  can  speed  up  the  annotation  process  signiﬁcantly  (eﬃciency  of
use),  but  at  the  same  time  increase  the  chance  of  accidental  annotations  that  will  have
to  be  corrected  manually.  The  solutions  are  therefore  meant  as  accelerators  for
experienced  annotators.
Example
Example  for  solution  A
Knowtator:  When  applying  an  annotation  value,  there  is  always  the  option  to  enable  "ʺfast  annotation
mode"ʺ.  When  this  mode  is  enabled  for  one  speciﬁc  item  of  the  annotation  scheme,  the  value  is
automatically  applied  to  each  anchor  selection.  The  fast  mode  can  be  ended  via  the  "ʺQuit"ʺ  buEon  on  top
of  the  annotation  window.  All  tags  that  have  been  selected  for  "ʺfast  annotation"ʺ  previously  are  also
displayed  on  top  of  the  annotation  window,  thus  allowing  the  user  to  quickly  switch  between  diﬀerent
annotation  values  in  "ʺfast  mode"ʺ  (S-­‐‑KNW10).
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Example  for  solution  B
GATE  :  There  is  a  function  for  the  annotation  of  similar  anchors  with  the  same  annotation  value.  This
can  speed  up  the  manual  annotation  process  signiﬁcantly.  The  anchor  can  be  formulated  by  means  of  the
sophisticated  GATE  search  expression  syntax  (S-­‐‑GAT01).
Related  pa?erns
Internal  relations:  This  paEern  reﬁnes  P5.1
External  relations:  This  paEern  uses  the  "ʺStreamlined  repetition"ʺ  paEern  (Tidwell
2011)
Retrieved  from  hEp://132.199.139.24/~bum05778/pmwiki-­‐‑paEerns
/pmwiki.php?n=PmWiki.AcceleratorsForAnnotatingMultipleAnchors
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P5.6 - Access to existing annotations
Problem  description
As  the  annotation  of  an  anchor  is  never  an  isolated  task,  but  rather  happens  in  the
context  of  a  larger  annotation  scenario,  the  user  needs  to  have  access  to  existing
annotations,  in  order  to  facilitate  a  consistent  annotation.
Related  problems:  -­‐‑
Usability  principle
Visibility  of  system  status,  error  prevention
Context
This  pa@ern  can  be  used  to  provide  contextual  information  during  the  annotation
process,  which  is  derived  from  existing  annotations.
Forces
Typically  (for  an  exception  cf.  P5.5),  the  user  annotates  one  anchor  after  another.
With  a  growing  number  of  annotations,  the  user  typically  wants  to  know  about
previous  annotation  values,  in  order  to  annotate  subsequent  annotations
consistently.
Solution
This  pa@ern  describes  three  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  The  tool  allows  the  user  to  quickly  navigate  between  annotated  anchors  of
one  selected  type  by  using  arrow  controls  or  arrow  keys  (cf.  S-­‐‑KNW06).  By  clicking  on
the  "ʺleft"ʺ  arrow,  the  user  jumps  to  the  previous  anchor  with  that  annotation  value;
clicking  on  the  "ʺright"ʺ  arrow,  the  user  jumps  to  the  next  anchor  in  the  primary  data.
Solution  B:  The  tool  provides  an  overview  of  the  total  counts  for  each  annotation  value
in  the  annotation  scheme  (cf.  S-­‐‑KNW08).  Such  counts  have  two  functions:  First,  they
motivate  the  user  as  they  give  explicit  feedback  on  the  number  of  existing  annotations.
Second,  the  user  can  see  if  certain  annotation  values  are  prone  to  be  used  more  often
than  others,  which  facilitates  some  annotation  decisions  and  also  indicates  that  a
combined  annotation  of  multiple  anchors  (cf.  P5.4)  might  be  viable.
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Solution  C:  Before  a  selected  annotation  value  is  applied  to  an  anchor,  the  tool  shows  a
list  of  anchors  that  have  been  annotated  with  that  value  before  in  a  contextual  menu
(cf.  S-­‐‑KNW09).  This  facilitates  the  decision  whether  the  intended  annotation  is  a  viable
choice,  as  previous  usages  of  the  same  annotation  value  are  presented.  At  the  same
time,  the  user  may  recognize  that  the  annotation  value  was  applied  erroneously  in  a
previous  case,  and  correct  that  error  to  improve  the  consistency  of  the  overall
annotated  document.
Rationale
The  suggested  solutions  help  to  access  existing  annotations  more  quickly,  which  has  a
positive  eﬀect  on  the  tool'ʹs  overall  eﬃciency  of  use.
Example
Example  for  solution  A
Knowtator:  It  is  possible  to  jump  from  one  annotation  (of  a  selected  type)  to  the  next  /  previous
annotation  by  using  two  small  arrow  icons,  which  are  positioned  in  the  top  left  corner  of  the  main
window  (S-­‐‑KNW06).
Example  for  solution  B
Knowtator:  There  are  counts  behind  each  item  in  the  annotation  scheme  that  indicate  the  number  of
existing  annotations  of  this  type  (S-­‐‑KNW08).
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Example  for  solution  C
Knowtator:  When  a  new  annotation  is  applied,  the  context  menu  shows  a  list  of  anchors  that  were
already  annotated  with  the  same  annotation  value  (S-­‐‑KNW09).
Related  pa<erns
Internal  relations:  This  pa@ern  reﬁnes  P6.1
External  relations:  This  pa@ern  uses  the  "ʺContext  menu"ʺ  pa@ern  (Van  Welie  &
Træ@eberg  2000)  and  the  "ʺList  browser"ʺ  pa@ern  (Van  Welie  &  Træ@eberg  2000)
Retrieved  from  h@p://132.199.139.24/~bum05778/pmwiki-­‐‑pa@erns
/pmwiki.php?n=PmWiki.AccessToExistingAnnotations
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P5.7 - Assistance for modification of anchors
Problem  description
While  the  creation  of  a  new  anchor  can  be  accomplished  by  conventionalized  gestures
(P5.2),  the  modiﬁcation  of  the  scope  of  an  existing  anchor  requires  an  advanced
interaction  concept  and  oftentimes  is  not  available  at  all.  In  these  cases,  the  anchor  (and
potentially  existing  annotations)  ﬁrst  needs  to  be  deleted,  and  then  needs  to  be  created
anew.  This  is  very  annoying  and  time-­‐‑consuming,  as  all  annotations  have  to  be  applied
again  to  this  anchor.
Related  problems:  UAM18
Usability  principle
User  control  and  freedom,  ﬂexibility  and  eﬃciency  of  use
Context
This  paOern  can  be  used  to  implement  a  function  that  assists  the  user  with  modifying
the  scope  of  an  existing  anchor,  whithout  having  to  delete  it.
Forces
After  an  anchor  has  been  created,  and  after  an  annotation  value  has  been  applied
to  this  anchor,  it  may  become  necessary  to  adjust  (increase  /  decrease)  the  scope
of  the  anchor.
Modifying  an  anchor  scope  requires  an  advanced  interaction  concept  that  many
tools  fail  to  provide.
Solution
This  paOern  describes  two  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  The  tool  provides  small  arrow  controls  that  can  be  used  to  increase  or
decrease  the  scope  of  a  selected  anchor  for  both,  its  left  and  its  right  side.  The  anchor  is
typically  selected  via  mouse  click.
Solution  B:  The  tool  provides  small  handles  that  appear  on  the  left  and  on  the  right  side
of  a  selected  anchor.  The  scope  can  be  adjusted  by  dragging  the  handles  in  the
respective  direction  to  increase  or  decrease  the  anchor  scope.  It  is  important  to  provide
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handles  that  are  large  enough  to  be  a  drag-­‐‑target  for  the  user  (cf.  UAM18  for  a  negative
example  where  the  handles  are  too  small).
Rationale
By  providing  an  interaction  concept  that  allows  the  user  to  modify  existing  anchor
scopes,  the  annotation  process  is  speeded  up  (eﬃciency  of  use).
Example
Examples  for  solution  A
WordFreak:  Arrow  controls  can  be  used  to  increase  or  decrease  the  anchor  to  its  left  or  right  side
(S-­‐‑WOR06).
Knowtator:  Arrow  controls  can  be  used  to  increase  or  decrease  the  anchor  to  its  left  or  right  side
(S-­‐‑KNW12).
Example  for  solution  B
Glozz:  There  are  visual  aids  in  the  form  of  small  circles.  These  circles  can  be  dragged  like  handles  and
allow  the  user  to  adjust  the  scope  of  the  anchor  to  either  the  left  or  the  right  side  (S-­‐‑GLO03).
Known  uses
GATE
Related  pa@erns
Internal  relations:  -­‐‑
External  relations:  -­‐‑
Retrieved  from  hOp://132.199.139.24/~bum05778/pmwiki-­‐‑paOerns
/pmwiki.php?n=PmWiki.AssistanceForModiﬁcationOfAnchors
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P5.8 - Integrated delete annotation function
Problem  description
During  the  annotation  process,  the  user  may  apply  erroneous  annotation  values  to  an
anchor.  The  deletion  of  existing  annotations,  however,  requires  complex  interactions,
as  it  is  part  of  the  overall  annotation  process.
Related  problems:  CAT16,  DEX12,  WEB18,  WOR11
Usability  principle
Flexibility  and  eﬃciency  of  use,  aesthetic  and  minimalist  design
Context
This  paLern  can  be  used  to  avoid  cumbersome  tool  interactions  for  the  deletion  of
existing  annotation  values.
Forces
The  annotation  process  typically  involves  the  creation  of  anchors  and  the
application  of  annotation  values.  Occasionally  it  may,  however,  occur  that
annotation  values  have  been  applied  erroneously,  which  makes  it  necessary  to
delete  an  existing  annotation  value.
Many  standard  interaction  gestures  are  already  used  for  the  creation  of  anchors
and  the  application  of  annotations  (cf.  WEB18).
Solution
As  the  deletion  of  annotations  is  part  of  the  overall  annotation  process,  it  needs  to  be
integrated  seamlessly  into  the  process  of  creating  annotations:  Whenever  the  user
clicks  on  an  anchor,  he  is  able  to  see  all  existing  annotations  in  a  context  menu  or  a
permanently  visible  inspector  window  (note:  this  is  supported  by  most  tools).  The
window  with  the  existing  annotation  values  also  provides  either  a  conventionalized
icon  (e.g.  a  trashcan)  or  a  "ʺdelete"ʺ  buLon  that  allows  the  user  to  delete  the  selected
value.  Additionally,  it  is  possible  to  delete  the  selected  value  by  pressing  the  DEL  key
(conventionalized  gesture  for  the  deletion  of  items,  known  from  many  other  tools;  cf.
S-­‐‑GLO05).
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A  dialog  that  asks  for  conﬁrmation  ("ʺShield"ʺ)  before  the  value  is  deleted  is  not
necessary,  as  it  slows  down  the  interaction  process.  In  case  a  value  is  deleted
accidentally,  it  can  be  applied  anew  with  liLle  eﬀort.
Rationale
Integrating  the  deletion  of  annotations  into  the  overall  annotation  process  increases  the
eﬃciency  of  use  as  well  as  the  memorability  of  the  delete  function.
Example
Example
MMAX2:  Right-­‐‑clicking  an  anchor  shows  all  existing  annotations,  which  may  be  deleted  in  a  second
step.
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Interactive  prototype
Prototype  P5.8  -­‐‑  The  prototype  allows  the  user  to  open  a  context  menu  for  an  annotated  anchor.  The
context  menu  displays  exemplary  annotation  values,  which  may  be  deleted  by  the  user.
Related  paAerns
Internal  relations:  -­‐‑
External  relations:  This  paLern  uses  the  "ʺContext  menu"ʺ  paLern  (Van  Welie  &
TræLeberg  2000)
Retrieved  from  hLp://132.199.139.24/~bum05778/pmwiki-­‐‑paLerns
/pmwiki.php?n=PmWiki.IntegratedDeleteAnnotationFunction
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P5.9 - Mass deletion of annotations
Problem  description
The  deletion  of  multiple  annotations  is  a  tedious  task  when  every  value  has  to  be
deleted  separately  (cf.  P5.8).
Related  problems:  -­‐‑
Usability  principle
Flexibility  and  eﬃciency  of  use
Context
This  paDern  can  be  used  to  facilitate  the  deletion  of  multiple  annotation  values  at  once.
Forces
The  user  wants  to  delete  multiple  annotation  values  of  one  type  or  even  for  a
whole  annotation  level  at  once,  as  he  realizes  that  a  phenomenon  has  been
annotated  erroneously  in  a  consistent  way.
Most  of  the  time,  the  user  wants  to  delete  only  single  annotation  values.
Solution
Make  the  deletion  of  single  annotation  values  as  easy  as  possible  and  integrate  this
action  into  the  overall  annotation  process  (cf.  P5.8).  For  the  less  frequent  task  of
deleting  multiple  annotation  values  at  once,  provide  an  advanced  interaction  mode
that  is  hidden  by  default.  If  the  user  chooses  to  enter  this  "ʺmass  deletion  mode"ʺ,  he
may  specify  which  type  of  annotations  are  to  be  deleted.  Ideally,  the  user  can  choose  to
delete  annotations  according  to  the  following  criteria:
Delete  all  annotations  according  to  a  speciﬁc  value.
Delete  all  annotations  according  to  a  speciﬁc  anchor.
Delete  all  annotations  according  to  a  hierarchical  (most  likely  parent)  unit,  e.g.  a
whole  level  of  annotation  (cf.  P4.2).
As  opposed  to  the  deletion  of  single  annotation  values,  it  is  recommended  to
implement  a  "ʺshield"ʺ  function  that  requires  the  user  to  explicitly  conﬁrm  the  deletion
of  multiple  annotations  at  once.  This  shield  helps  to  avoid  accidental  deletions  of  large
numbers  of  annotation  values.  If  the  deletion  takes  longer  than  a  few  seconds,  the  tool
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provides  user  feedback  on  the  progress  of  the  deletion  during  that  process.
Rationale
By  providing  a  function  that  allows  the  user  to  delete  multiple  annotation  values  at
once,  the  task  of  "ʺannotation  deletion"ʺ  can  be  speeded  up  signiﬁcantly  (eﬃciency  of  use).
At  the  same  time,  accidental  deletions  might  occur  (especially  with  novice  user)  during
such  a  mass  deletion  of  annotations  (increased  error  rate).
Example
Knowtator:  Wizard  for  the  mass  deletion  of  selected  annotation  values  (S-­‐‑KNW14).
Related  pa<erns
Internal  relations:  This  paDern  reﬁnes  P5.8
External  relations:  This  paDern  uses  the  "ʺProgress"ʺ  paDern  (Van  Welie  &
TræDeberg  2000),  the  "ʺShield"ʺ  paDern  (Van  Welie  &  TræDeberg  2000),  and  the
"ʺStreamlined  repetition"ʺ  paDern  (Tidwell  2011)
Retrieved  from  hDp://132.199.139.24/~bum05778/pmwiki-­‐‑paDerns
/pmwiki.php?n=PmWiki.MassDeletionOfAnnotations
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P5.10 - Support annotation of relations
Problem  description
Creating  a  relational  annotation  between  two  or  more  anchors  is  a  cumbersome  task,
as  it  requires  the  selection  of  multiple  anchors  and  the  application  of  a  relation
annotation  value.  Such  relational  annotations  become  even  more  challenging  when  the
relation  is  directed,  or  when  more  than  two  anchors  are  involved.
Related  problems:  ANA13,  BRA21,  GAT19,  KNW13,  WEB19
Usability  principle
Error  prevention,  recognition  rather  than  recall,  ﬂexibility  and  eﬃciency  of  use
Context
This  paNern  can  be  used  to  provide  an  intuitive  and  transparent  way  for  the  creation  of
relational  annotations  between  two  or  more  anchors.
Forces
The  user  wants  to  create  a  relational  annotation  between  two  or  more  anchors.
The  user  wants  to  indicate  the  direction  of  the  relational  annotation,  i.e.  he  wants
to  (implicitly)  annotate  diﬀerent  anchor  roles.
Solution
The  tool  provides  an  intuitive  drag-­‐‑and-­‐‑drop  solution  for  the  creation  of  relational
annotations.  As  it  is  necessary  to  use  standard  mouse  gestures,  such  as  a  "ʺleft  click"ʺ,  for
this  solution,  it  is  also  necessary  to  provide  a  special  "ʺannotate  relations"ʺ  mode  that  can
be  enabled  by  means  of  a  buNon  or  a  menu  item.  When  in  this  mode,  hovering  over  an
anchor  displays  a  small  handle  (e.g.  a  circle).  This  handle  can  be  dragged  and  dropped
to  another  anchor.  There  is  immediate  visual  feedback,  as  dragging  the  handle  also
draws  an  arrow  that  indicates  the  relation  and  its  direction  (cf.  P6.3).  If  the  arrow  is
dropped  on  another  anchor,  a  relation  is  created  between  these  anchors.  The  direction
of  the  arrow  goes  toward  the  second  anchor,  where  the  relation  was  dragged  to.
When  hovering  over  an  anchor  that  already  has  a  relational  annotation,  an  additional
handle  is  displayed  for  the  existing  relation.  This  handle  can  be  dragged  to  another
anchor,  to  redirect  the  existing  relation  annotation  to  that  anchor.
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Note:  For  the  deletion  of  relations  cf.  suggestions  in  P5.8  and  P5.9
Rationale
The  creation  of  relational  annotations  is  a  cumbersome  task,  as  it  involves  multiple
anchors.  The  solution  described  in  this  paNern  facilitates  the  creation  of  such  relational
annotations  and  thus  increases  the  learnability  of  the  tool  as  well  as  its  eﬃciency  of  use.
Example
Glozz:  To  create  a  relation,  the  user  only  has  to  select  the  two  anchors  he  wants  to  relate.  There  is  a
visual  aid  in  the  form  of  an  arrow  that  helps  to  "ʺdraw"ʺ  the  relation.  Relations  can  also  be  edited  by
dragging  one  end  of  the  relation  to  another  anchor.  Note:  In  Glozz,  there  is  a  special  "ʺcreate  relations"ʺ
mode  that  has  to  be  enabled  to  perform  the  above  actions  (S-­‐‑GLO04).
Known  uses
Brat,  WebAnno  (with  minor  UI  problems:  BRA21,  WEB19)
Related  pa>erns
Internal  relations:  This  paNern  uses  P5.8  and  P5.9
External  relations:  -­‐‑
Retrieved  from  hNp://132.199.139.24/~bum05778/pmwiki-­‐‑paNerns
/pmwiki.php?n=PmWiki.SupportAnnotationOfRelations
Page  last  modiﬁed  on  September  12,  2014,  at  08:17  PM  EST
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6.7.2. List of remaining strengths
Note taking Brat allows the user to take notes in a free text field (S-BRA09).
Such personal notes facilitate the process for applying a specific annota-
tion value and increase the overall consistency of the annotations, as the
annotator can use previously created notes as additional guidance during
his decision making process.
Monitoring of users and progress Only few tools enable the definition of differ-
ent user roles, such as annotator, admin, etc. WebAnno not only implements
an intuitive user management (S-WEB10), but also provides a feature for
monitoring the progress of different users on different annotation docu-
ments (S-WEB11). It is possible to monitor the level of agreement for differ-
ent annotators on different levels of annotation. In WebAnno, a "Curation
mode" can be used to compare annotations by different annotators, and
merge them into a curated version (S-WEB13). Brat also provides a "com-
parison mode", which can be used to view two versions of an annotated
document side by side in order to compare differences between annotators
(S-BRA11).
Facilitated navigation between anchors While most tools require the user to click
on an anchor in order to select it, or to display existing annotations on this
anchor, WordFreak facilitates the navigation between anchors by allowing
the user to jump back and forward between anchors by means of arrow
controls or arrow keys (cf. S-WOR05). This feature is particularly helpful
when a tool implements the use of keyboard shortcuts during the annota-
tion process (e.g. shortcut for applying an annotation value, cf. P5.4).
6.7.3. List of remaining problem clusters
No undo / redo of actions Although some of the tools utilize conventionalized
interaction gestures that are known from other tools (cf. P5.2), none of
the tools implemented undo and redo of actions, which also has been es-
tablished as a conventionalized function of any type of editing software
(ANA10, BRA15, CAT17, DEX13, GAT16, GLO13, KNW09, MAX17, UAM19,
WEB21, WOR13).
Switching to different modes As was described at the beginning of this section,
the annotation process is characterized by numerous sub-steps that are
necessary to achieve the overall annotation task. A good tool needs to sup-
port an efficient and integrated annotation process. There are, however,
some negative examples that do not quite integrate the different sub-steps
into a unified annotation process. For instance, Analec (ANA12) and Glozz
(GLO11) require the user to explicitly switch to different modes when he
wants to create new annotations (annotation mode) or when he wants to edit
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existing annotations (edit mode). In WordFreak (WOR10) it is not possible to
annotate the primary data with annotation values from different levels of
annotation, without explicitly switching the schemes (for every level of
annotation), which is very annoying.
No feedback after the application of an annotation Most tools provide immediate
feedback after an annotation value has been applied by displaying the
annotation (cf. section 6.8). If such visual feedback is missing (GAT14,
ANA11), the user is not sure about whether the correct annotation value
has been applied to an anchor.
6.7.4. List of tool-specific problems
Brat There are a number of tool-specific problems and small bugs that occur Brat
during the annotation process: (1) Applying an annotation value to an an-
chor as well as deleting an existing annotation value causes a significant
delay (BRA16) that slows down the overall annotation process. (2) In order
to edit an existing annotation the user has to double click on the label to
open the annotation window. The double click does not always work, and
sometimes requires several tries (BRA18). (3) To edit the scope of an exist-
ing anchor, the user can click the "Move" button in the annotation window
that opens when an existing anchor is clicked (BRA19). "Move" is a some-
what unintuitive choice of wording to describe a function that can be used
to edit the scope of an anchor. (4) Also, the function named "Add Frag",
which is positioned next to the "Move" button, is not worded intuitively
(BRA20), i.e. it is not clear what it can be used for. There are no tooltips that
explain the irritating functions. (5) A final problem can be observed when-
ever annotations are nested, as they produce an error hint in the context
menu that is displayed when the user hovers over an annotation (BRA17).
It is not clear how the error affects the overall annotation process, or how
it can be resolved.
CATMA Applying annotations in CATMA is not intuitive (CAT13): Although
described in the manual, it is not clear to the user that he needs to select an
anchor in the left "Document pane", and then apply an annotation value
from the tag set by clicking on its color symbol. It would be much more
plausible to click on the annotation value itself rather than on the nearby
color icon.
GATE If the user wants to delete an anchor in GATE, he has to hover over the
anchor to open the annotation window. The window contains a small icon
that shows a green pen with a small red cross (GAT18). It is not clear that
the user has to click on this icon to delete the selected anchor. Whenever
possible, tool designers should rely on established icon designs (e.g. a
small trashcan or a red cross to indicate a "delete" action).
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Knowtator Knowtator provides some advanced modes, such as "Required mode"
and "Consensus mode"; it is, however, not clear how these modes work
(KNW10). During the annotation process, a bug could be observed that
prevented the selection of anchors from time to time (KNW11). The Pro-
tégé framework had to be started anew to get rid of this unwanted tool
behavior. The final problem is concerned with the wording of the func-
tions that are involved in deleting annotations: There are two buttons in
the annotation window, one which says "Clear annotation" and one which
says "Delete annotation". While the "Delete" function obviously deletes an
existing annotation, it is not clear (despite a short explanation in a tooltip)
what the "Clear" function can be used for (KNW12).
MMAX2 There is a bug concerning the selection of annotation values from the
scheme: The first element from the drop-down annotation scheme can-
not be selected unless some other value has been clicked before (MAX14).
Some advanced functions in MMAX2 (although roughly described in the
manual) remain unclear after the evaluation of the tool (MAX15). These
functions are "One-click annotation" and "Anno hint". One major problem
of MMAX2 is the complicated and unintuitive creation of anchors and the
application of annotations, as it requires multiple, tedious steps (MAX16):
First, the user has to create an anchor (MMAX2 terminology = markable)
by means of click-drag-release. The user also has to select the annotation
level on which the markable is to be created (before being able to apply
an actual annotation value). Next, the created markable has to be clicked,
to select it. It would be more efficient, if the markable was automatically
selected after its creation in the first step. Finally, the user can select a
tag from the respective annotation level and assign it to the markable by
clicking the "Apply" button. MMAX2 also makes use of numerous context
menus that appear on left and right clicks on either an annotated anchor
or a span of text without any annotations. These different applications of
context menus (that look very similar) are not quite intuitive and gener-
ate serious cognitive overhead, which makes it difficult to understand the
context menu concept (MAX18).
UAM Corpus Tool In UAM Corpus Tool, a value from the annotation scheme is
applied to a previously selected anchor by means of a double click on the
value (UAM16). This interaction behavior is not conventionalized, and
also not clear to the user. Furthermore, the nearby "Save" button suggests
that it could be used to "save an annotation" to a selected anchor, while it
really saves the whole project.
WebAnno Similar to Brat (WebAnno and Brat use a similar annotation engine,
also cf. BRA16), there is a significant delay when applying or deleting
an annotation (WEB17). Another problem that occurs during the annota-
tion process is that Brat jumps to the top of the page (displayed in a web
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browser) after every successfully applied annotation (WEB20). This is very
annoying, especially if the user annotates an anchor that is located further
down the page, which means he has to scroll down to the recent primary
data position after every single annotation.
WordFreak As was described in P5.7, some tools provide small arrow controls
that allow the user to adjust an existing anchor scope (cf. S-WOR06). In ad-
dition, WordFreak provides another set of arrow controls that can be used
to navigate the existing anchors. The buttons can easily be confused, be-
cause they are grouped together (WOR09). WordFreak may also confuse the
user, as it requires previously defined annotations (e.g. parts of speech) as
a basis for some other annotations (e.g. noun phrases). It is not clear that
there is a technical dependency between these different types of annota-
tions (WOR12).
6.8. Annotation visualization
After an annotation value has been applied to an anchor, the user should be able Viewing
annotationsto view the annotation. Most tools display the annotations directly in the pri-
mary data (cf. Figure 6.8), either by means of colored highlights and underlines
(CATMA, Dexter, GATE, Glozz, Knowtator), or by displaying explicit labels with
the annotation value in the primary data (Brat, WebAnno, WordFreak).
(a) GATE displays annotations as col-
ored highlights.
(b) CATMA displays annotations as
colored underlines.
(c) Brat displays labels with annotation values above the anchors.
Figure 6.8.: Examples for annotation visualization in the primary data.
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There are, however, more ways to visualize annotation values that can be com-
bined with previously described approaches (cf. Figure 6.9). While some tools
(a) Dexter displays all annotation val-
ues for one anchor in a context menu.
(b) CATMA displays annotation val-
ues in a separate annotation window.
Figure 6.9.: Examples for annotation visualization by means of context menus and separate an-
notation windows.
display existing annotations in a context menu (Brat, Dexter, Knowtator, MMAX2,
WebAnno), other tools display the values in a separate window or pane (CATMA,
GATE, Glozz, Knowtator), or as highlighted value in the annotation scheme win-
dow (Analec, GATE, MMAX2, UAM Corpus Tool). The first pattern describes how
these different visualization strategies can be used to display parallel annota-
tions (i.e. multiple annotations for the same anchor) in a way the user can easily
identify all existing annotation values (P6.1). As such a parallel display is in-
clined to look crammed, users should also have the option to customize which
annotations are displayed by being able to show and hide certain annotation val-
ues or even whole annotation levels (P6.2).
The visualization requirements for relational annotations are somewhat differ-Relational
annotations ent from the previously described annotations, as they involve two or more an-
chors, which are connected by at least one directed relation, such as "corefer-
ence". If at all190, most tools visualize relational annotations by means of (col-
ored) edges and arrows that connect the anchors that are part of the relation
(cf. Figure 6.10). The practice to use indices, that could be observed for some
participants in the handwritten annotation experiment (cf. chapter 2.8.4), was
not implemented by any of the evaluated tools191. In the previous experiment,
indices were primarily used to realize relations across two pages, which could
hardly be achieved by means of arrows. It seems that none of the tools provides
a function to establish relations across several documents, but rather support
inter-document relational annotation192.
190 Cf. the overview of tool features in chapter 4.6.1; only eight of the eleven tested tools sup-
ported the annotation of relations between anchors at all.
191 An example for a tool that visualizes annotations by means of indices is reported in CorefDraw
(Harabagiu et al., 2001, p. 4)
192 The terminology used here is based upon inter-document chains and cross-document chains,
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(a) Glozz uses directed ar-
rows to visualize relations
between two or more an-
chors.
(b) Analec uses colored highlights to visualize the anchors
in the primary data. Relational annotations are displayed
on top of the screen.
Figure 6.10.: Examples for the visualization of relational annotations.
Visualizing relation annotations directly in the primary data seems to be well
suited as immediate visual feedback for the application of a relational annota-
tion value to two or more anchors (cf. P5.10). It has, however, been noted that
the predominantly "text-based visualization" (Burkovski & Heidemann, 2011, p.
693) has several drawbacks when it comes to tasks such as document navigation
or error detection (cf. Witte & Tang, 2007), which can be better addressed with
alternative visualization techniques (P6.3).
as mentioned in Witte & Tang (2007, p. 3), where a chain is a set of coreferences within a
document.
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6.8.1. Usability patterns
Three usability patterns were identified for this category:
P6.1 Visualization of parallel annotations
P6.2 Tailored display of annotations
P6.3 Alternative visualizations of relational annotations193
Overview of the usability problems and tool-specific strengths that were used as
input for the patterns:
Figure 6.11.: Usability problems and strengths used as input for patterns in category "Annota-
tion visualization".
193 Note: This is the only pattern that is inferred merely on the basis of related literature.
P6.1 - Visualization of parallel annotations
Problem  description
Typically,  anchors  are  annotated  on  multiple  levels  of  annotation,  i.e.  one  anchor  can
have  several  parallel  annotations.  These  parallel  annotations  are  hard  to  visualize
inside  the  primary  data  document.  Most  tools  provide  either  insuﬃcent  visualization
for  parallel  annotations  or  allow  the  user  to  display  only  one  annotation  at  once.
Related  problems:  CAT19,  DEX14,  GAT21,  GLO17,  KNW15,  MAX21,  UAM21,  WOR14
Usability  principle
Visibility  of  system  status,  aesthetic  and  minimalist  design
Context
While  it  is  possible  to  display  one  annotation  value  per  anchor  by  means  of  diﬀerent
colors  or  by  providing  labels  that  contain  the  annotation  value  (cf.  S-­‐‑BRA13,  S-­‐‑WEB15,
S-­‐‑WOR08),  parallel  annotations  generally  require  a  more  advanced  visualization
concept.  This  pa\ern  can  be  used  to  implement  an  annotation  visualization  that  allows
the  user  to  view  multiple,  parallel  annotations  on  one  anchor.
Forces
An  anchor  can  be  annotated  on  multiple  levels  of  annotation.
Displaying  all  existing  annotations  of  an  anchor  at  once  can  cram  the  interface
and  irritate  the  user.
Solution
This  pa\ern  describes  four  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  The  tool  uses  colored  underlines  instead  of  colored  highlights  to  indicate
that  an  anchor  has  a  speciﬁc  annotation  value.  Underlines  can  be  stacked  to  display
parallel  annotations.  The  order  of  underlines  must  be  consistent  throughout  the  whole
primary  data  document  (cf.  CAT19).
Solution  B:  Show  parallel  annotations  in  a  context  menu  that  is  displayed  next  to  the
respective  anchor.  The  context  menu  appears  when  the  anchor  is  clicked  or  hovered
over.  The  annotation  values  are  displayed  as  text  strings  in  the  context  menu,  and  may
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also  be  highlighted  in  the  respective  color  of  the  annotation  value.  Alternatively,  the
annotation  values  may  be  displayed  in  a  separate  window  or  pane  rather  than  in  a
context  menu  (also  cf.  S-­‐‑GAT02).
Solution  C:  The  tool  provides  a  tabular  or  list  view  for  existing  annotations  in  a
separate  window.  This  view  also  contains  information  such  as  the  related  anchor  scope
or  the  annotation'ʹs  ID.
Solution  D:  The  tool  provides  an  annotation  stack  view  that  displays  an  anchor  and
(optionally)  some  of  its  left  and  right  textual  context  in  the  horizontal  dimension.  In
the  vertical  dimension,  parallel  annotation  values  are  displayed  as  a  stack  of  diﬀerent
annotation  levels.
Rationale
By  visualizing  multiple,  parallel  annotations  for  one  anchor,  the  user  has  more  control
about  the  annotation  process  and  is  therefore  less  likely  to  produce  annotation  errors
(error  rate).
Example
Example  for  solution  A
CATMA:  Parallel,  colored  underlining  of  annotations  (S-­‐‑CAT05).
Examples  for  solution  B
Knowtator:  Context  menu  shows  all  existing,  parallel  annotations  for  a  selected  anchor  (S-­‐‑KNW11).
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Glozz:  Structured,  tabular  view  of  annotations  and  relevant  meta  data  (S-­‐‑GLO08).
Example  for  solution  C
GATE:  Structured,  tabular  view  of  annotations  and  relevant  meta  data  (S-­‐‑GAT02).
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Example  for  solution  D
GATE:  Parallel  annotations  are  displayed  in  a  stack  view  with  diﬀerent  layers  (S-­‐‑GAT03).
Related  paAerns
Internal  relations:  -­‐‑
External  relations:  This  pa\ern  uses  the  "ʺContext  menu"ʺ  pa\ern  (Van  Welie  &
Træ\eberg  2000)  and  the  "ʺDatatips"ʺ  pa\ern  (Tidwell  2011)
Retrieved  from  h\p://132.199.139.24/~bum05778/pmwiki-­‐‑pa\erns
/pmwiki.php?n=PmWiki.VisualizationOfParallelAnnotations
Page  last  modiﬁed  on  September  12,  2014,  at  08:26  PM  EST
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P6.2 - Tailored display of annotations
Problem  description
Annotation  values  are  typically  visualized  in  the  primary  data  document.  However,
displaying  too  many  annotations  at  once  results  in  a  crammed  interface  that  irritates
the  user  and  slows  down  the  annotation  process.
Related  problems:  ANA15,  BRA24,  CAT18,  GLO16,  KNW17
Usability  principle
User  control  and  freedom,  aesthetic  and  minimalist  design
Context
This  paOern  can  be  used  to  implement  a  tailored  display  of  speciﬁc  annotation  values
from  speciﬁc  annotation  levels.
Forces
Most  annotation  projects  comprise  many  diﬀerent  annotation  values  on  several
diﬀerent  levels  of  annotation.
While  it  is  helpful  to  be  able  to  view  some  speciﬁc  annotation  values  during  the
annotation  process,  which  can  be  used  as  contextual  information  for  further
annotations,  the  display  of  all  existing  annotation  values  at  the  same  time  is
rather  irritating.
Solution
The  tool  provides  a  function  that  allows  the  user  to  show  or  hide  certain  types  of
annotation  values,  or  even  a  whole  annotation  level.  Although  many  tools  implement  a
function  that  can  be  used  to  tailor  the  display  of  annotations,  these  are  oftentimes
diﬃcult  to  access  (cf.  CAT18,  GLO16,  KNW17).
This  paOern  describes  two  solutions  that  are  not  meant  to  be  mutually  exclusive:
Solution  A:  An  easy-­‐‑to-­‐‑use  function  that  can  show  or  hide  annotations  is  integrated  in
the  annotation  scheme,  from  which  concrete  annotation  values  are  selected  during  the
annotation  process.  The  tool  provides  an  unobstrusive  checkbox  near  every  annotation
item  and  near  every  annotation  level,  to  allow  for  easy  showing  and  hiding  of
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annotations.  The  checkbox  is  labeled  with  a  meaningful  titel,  such  as  "ʺvisibility"ʺ,  at  the
top  of  the  annotation  scheme.  Alternatively,  the  checkboxes  can  be  replaced  by
meaningful  icons  that  indicate  two  diﬀerent  states:  (1)  annotation  is  visible,  (2)
annotation  is  not  visible.
Solution  B:  Another  way  to  implement  a  function  that  allows  the  user  to  manage  the
visibility  of  annotations  is  by  providing  a  dialog  that  can  be  used  to  create  diﬀerent
show  /  hide  ﬁlters.  The  main  diﬀerence  to  solution  A  is  that  the  dialog  is  not  directly
integrated  in  the  annotation  scheme,  but  rather  has  to  be  called  explicitly  by  the  user.
Rationale
By  providing  a  way  to  tailor  the  display  of  annotations  in  the  primary  data,  the  user
can  reduce  cognitive  overhead  that  is  created  by  too  much  annotation  information  that
may  not  even  be  relevant  for  the  current  annotation  task.  This  has  a  positive  eﬀect  on
the  tool'ʹs  eﬃciency  of  use.
Example
Examples  for  solution  A
Dexter:  All  annotation  items  can  be  shown  or  hidden  by  means  of  checkboxes  that  are  positioned  in  the
annotation  scheme.
GATE:  All  annotation  items  can  be  shown  or  hidden  by  means  of  checkboxes  that  are  positioned  in  the
annotation  scheme  (S-­‐‑GAT04).
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Example  for  solution  B
Knowtator:  Dialog  for  creating  ﬁlters  that  aﬀect  the  visibility  of  annotation  levels  and  speciﬁc  annotation
items  (S-­‐‑KNW15).
Known  uses
CATMA  (S-­‐‑CAT04),  Glozz  (S-­‐‑GLO06)
Related  pa@erns
Internal  relations:  -­‐‑
External  relations:  This  paOern  uses  the  "ʺPreferences"ʺ  paOern  (Van  Welie  &
TræOeberg  2000)
Retrieved  from  hOp://132.199.139.24/~bum05778/pmwiki-­‐‑paOerns
/pmwiki.php?n=PmWiki.TailoredDisplayOfAnnotations
Page  last  modiﬁed  on  September  12,  2014,  at  08:37  PM  EST
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P6.3 - Alternative visualization of relational annotations
Problem  description
The  predominantly  "ʺtext-­‐‑based  visualizations"ʺ  for  coreference  annotation  (cf.
Burkovski  &  Heidemann,  2011)  suﬀer  from  a  major  drawback  that  is  described  by
WiIe  &  Tang  (2007,  p.  2):
"ʺOnly  a  part  of  the  coreference  chain  -­‐‑  for  the  document  text  visible  within  the
screen  estate  -­‐‑  can  be  viewed.  Analyzing  larger  documents,  or  cross-­‐‑document
chains,  requires  permanent  scrolling  to  cover  the  complete  chain,  which
signiﬁcantly  slows  down  a  developer  aIempting  to  gain  an  overview  of  all
instances  within  a  chain.  Moreover,  although  several  chains  can  potentially  be
visualized  parallel  using  e.g.  diﬀerent  colors,  this  quickly  becomes  too  visually
complex  to  be  useful."ʺ
Related  problems:  -­‐‑
Usability  principle
Aesthetic  and  minimalist  design
Context
This  paIern  can  be  used  to  implement  an  alternative  visualization  for  relation
annotations,  that  allows  the  user  to  display  all  existing  annotations  at  once,  even  if
they  are  scaIered  across  multiple  documents.  Such  an  alternative  view  can  be  helpful
for  document  navigation  or  correction  tasks.
Forces
Text-­‐‑based  visualizations  give  immediate  visual  feedback  after  a  relational  annotation
has  been  created.  They  are,  however,  inappropriate  when  it  comes  to  displaying  all
existing  relational  annotations,  especially  if  these  are  cross-­‐‑document  annotations.
Solution
WiIe  &  Tang  (2007)  describe  a  solution  that  makes  use  of  Topic  Maps  and  OWL
ontologies.  While  these  two  concepts  are  essentially  a  theoretical  framework  that  can  be
used  to  implement  alternative  visualizations  that  address  the  previously  described
problems,  the  core  of  the  solution  can  be  summarized  as  follows:  Display  relational
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annotations  in  a  separate  view  that  is  detached  from  the  primary  data  view.  This  view
displays  all  existing  relational  annotation  chains  as  an  integrated  graph.  Such  a  graph
view  even  allows  the  user  to  visualize  relation  annotations  from  diﬀerent  documents,
and  thus  greatly  facilitates  the  navigation  in  coreference  chains  and  documents.
Note:  For  a  semi-­‐‑automatic  coreference  annotation  and  visualization  approach  also  cf.
Burkovski  &  Heidemann  (2011),  who  suggest  a  combination  of  self-­‐‑organizing  maps
(neural-­‐‑network  algorithm  for  unsupervised  machine  learning)  and  coreferene  matrices
(interface  for  annotation  /  visualization).
Rationale
Alternative,  specialized  visualizations  for  relational  annotations  help  the  user  to  detect
and  correct  errors  for  this  type  of  annotation,  and  therefore  reduce  the  overall  error
rate.
Example
Interactive  prototype
Prototype  P6.3  -­‐‑  The  prototype  implements  an  alternative  view  for  the  visualization  of  coreference
annotations.
This  solution  is  inspired  by  the  visualizations  described  by  WiIe  &  Tang  (2007).
Known  uses
Cf.  WiIe  &  Tang  (2007)
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Related  pa?erns
Internal  relations:  This  paIern  reﬁnes  P3.3  and  requires  P5.10
External  relations:  This  paIern  uses  the  "ʺAlternative  views"ʺ  paIern  (Tidwell
2011)
Retrieved  from  hIp://132.199.139.24/~bum05778/pmwiki-­‐‑paIerns
/pmwiki.php?n=PmWiki.AlternativeVisualizationsOfRelationalAnnotations
Page  last  modiﬁed  on  September  12,  2014,  at  02:48  PM  EST
248 6. Usability patterns for annotation tools
6.8. Annotation visualization 249
6.8.2. List of remaining strengths
Macro view and positional syncing Glozz provides a macro view (cf. Figure 6.12)
of the primary data by means of a miniature document that is positioned
on the margin of the main annotation interface (S-GLO07). If the user
moves the mouse cursor in the primary data, the current position is also
indicated in the miniature document. If the user clicks into the minia-
ture, the cursor jumps to the respective position in the original document.
Overall, such a macro view of the primary data facilitates the orientation
during the annotation process, the positional syncing feature allows for
quick navigation in large documents.
Figure 6.12.: Glozz’s macro view and positional syncing feature (on the left side).
Display of annotation values as textual labels While the predominant way of vi-
sualizing annotations in the primary data is by means of colored high-
lights or underlines, some tools provide labels which contain the actual
annotation values as text strings (S-BRA13, S-WEB15, S-WOR08, cf. Figure
6.13). Such textual labels can be combined with colors and are much eas-
ier to interpret than mere color coding. However, this kind of annotation
visualization only works for small amounts of annotations, as too many
labels are inclined to cram the interface. To avoid labels with particularly
long textual values, Brat and WebAnno allow the user to define short forms
for annotation values, which are then displayed in the labels (S-BRA13,
S-WEB15).
Figure 6.13.: WebAnno as an example for an annotation tool that displays annotation values as
small labels, directly above the anchors in the primary data.
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Advanced color scheme Knowtator allows the user to set colors for single anno-
tation items, or even for a whole annotation level (S-KNW16). The colors
can be specified individually by means of RGB values, or by selecting val-
ues from a predefined palette.
Visualization for multiline annotations If an anchor spans two or more lines in
the primary data, the associated annotation needs to be visualized in an
adequate way. Glozz provides a very good solution by highlighting dif-
ferent annotations with different colors, but at the same time providing a
visual demarcation (cf. Figure 6.14).
Figure 6.14.: Glozz’s visualization of multiline annotations.
Show annotations on hover Most tools require the user to click an anchor in or-
der to show its associated annotations. By utilizing the hover gesture to
display annotations, for instance in a context menu, the click gesture can
be used to trigger other actions, such as entering a function that allows the
user to edit or delete a specific annotation value (cf. S-BRA12, S-WEB14).
Optional XML-view of annotated data UAM Corpus Tool provides an option that
allows the user to display the existing annotations in an XML code view
(S-UAM02). This can be an interesting option for users who are familiar
with markup languages, and who would like to know what is happening
in the background while annotating via the GUI.
6.8.3. List of tool-specific problems
Analec In Analec, annotations are displayed in the annotation scheme window
when an annotated anchor is clicked, i.e. the annotations are not visible in
the primary data. There is, however, the option to define different colors
for different annotation values. The problem is, that these colors are only
displayed if no annotation scheme is actively selected, i.e. it is not possible
to display annotation values in the primary data during the annotation
process (ANA14). This is rather awkward, as existing annotations cannot
be used to facilitate the decision making process for further annotations.
Brat, WebAnno As Brat and WebAnno, both use the same visualization frame-
work, the following problem could be observed for both tools (BRA23,
WEB22): Relational annotations that span multiple lines are displayed in a
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confusing way, as an arrow points until the end of the line, and starts anew
in the next line. Relations are hard to recognize, as the user has to follow
the arrow across several lines. The visualization becomes even harder to
read if multiple relations are visualized in the same line (cf. Figure 6.15).
Figure 6.15.: Problematic visualization of relations that span multiple lines in Brat.
GATE Although GATE provides a number of different ways to view annotations
(cf. P6.3), these are not self-explanatory and may obfuscate novice users
(GAT20).
Glozz Color as a means to distinguish different annotations is very important.
In Glozz, a color value has to be specified for each annotation value; there
is no default color for the annotations. The overall process for specify-
ing colors via the "Style editor", and the necessity to explicitly activate the
"Individual stylesheet" in the "Color mode" menu are rather cumbersome
(GLO15).
MMAX2 In MMAX2, basic styling parameters such as color or anchor type, can
only be specified once, at the beginning of the project ("Project Wizard"),
and only for a whole annotation level. At this point, it is not yet clear
how the selected parameters will influence the visualization of the actual
annotations, as there is no "Preview" function (MAX19). If the user wants
to style the annotations later, during the annotation project, he has to do
this outside the tool, by means of an XSL file. Another MMAX2 problem
is concerned with the display of annotations in the primary data, which
are very hard to differentiate, as the color is applied to the font rather than
to highlights or underlines in the text. If colors with bad contrast on the
white background are specified, the text is hardly readable. The display
of parallel annotations in the context menu alongside commands that are
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also listed in a similar context menu is irritating (MAX20). One issue with
MMAX2 (MAX22) concerns the display of relational annotations: While
the tool can display relational annotations by means of an arc between two
or more anchors, these can only be viewed if the user clicks on an anchor
that is part of the relational annotation. It is not possible to display more
than one relational annotation at once (cf. P6.3).
Knowtator Knowtator revealed some bugs that are related to the display of an-
notations: The filters for showing or hiding specified annotations do not
work properly. On a few occasions, not all annotations were displayed
in the text, although they were specified by the filter (KNW14, KNW16).
Most of the times, restarting the Protégé framework resulted in solving
these issues.
UAM Corpus Tool As all annotations are displayed as thin, green underlines in
UAM Corpus Tool, they are very hard to distinguish. The only way to reveal
information about existing annotations, is by clicking on the annotated
anchor (UAM20).
WordFreak Apart from the predefined annotation levels "Parts of speech" and
"Phrases", annotation values are not displayed in the primary data, but
only in the footer area of the main window. This makes it very hard to
recognize existing annotations (WOR15).
6.9. Summary
This chapter has presented the main results of this work: a collection of twenty-
six usability patterns for the design of annotation tool interfaces. The patterns
are also available as a hypertext version in the publicly accessible annotation
usability wiki. The data items from the heuristics walkthrough evaluation that
could not be integrated into a pattern were also documented and discussed in
their respective category, alongside with the specific patterns in the same cate-
gory. The status and validity of the patterns as well as the process of pattern
identification will be discussed in the final chapter, which also provides an out-
look to future work beyond the scope of this dissertation.
7. Summary and outlook
7.1. Summary of main contributions and discussion
This dissertation has shown that existing linguistic annotation tools suffer from
a number of recurring usability problems, but at the same time have their indi-
vidual strengths. It has been demonstrated that the usability of such tools can
be engineered systematically by means of an analytic evaluation method and a
structured pattern identification approach. This chapter provides a summary
and discussion of the main contributions, which are organized according to the
research agenda that has been introduced in chapter 1. The dissertation con-
cludes with a discussion of opportunities for future work.
7.1.1. Review of annotation theory and implications for
linguistic annotation
Summary: There is a large body of existing research that discusses the functions
and characteristics of annotations. The review of related literature (cf. chapter
2) showed that most of the research has been dedicated to scenarios of human
handwritten annotation, which are fundamentally different from linguistic anno-
tation with regard to its degree of formality. Nevertheless, the existing work
on handwritten annotations can be analyzed to derive implications for the do-
main of linguistic annotation. These implications are vital for understanding
the anatomy of an annotation as well as the overall annotation process, and are
therefore important prerequisites for the design of an evaluation study of lin-
guistic annotation tools (cf. chapters 4.4 and 4.5).
Chapter 3 presented a review of related work on linguistic annotation, includ-
ing typical standards and associated technologies. A basic workflow for the
creation and usage of linguistic corpora was introduced to paint a bigger pic-
ture of linguistic annotation and its typical context of application. Finally, the
chances and limitations of automatic and manual annotation approaches were
discussed: Although automatic approaches can be used successfully for certain
types of annotation tasks, a large number of manual annotation tasks remains.
At the same time it has shown that the interfaces for such tools typically suffer
from severe usability problems and require a high level of technical expertise,
making them hard to use for a traditional linguist (cf. the related work described
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in chapter 3.6.3). Essentially, chapter 3 motivated the main theme of the disserta-
tion, which is to enhance the usability of linguistic tools for manual annotation.
Contributions
• Review of related work on annotation theory and discussion of its impli-
cations for the domain of linguistic annotation
• Case study on handwritten annotation behavior and implications for the
domain of linguistic annotation
• Workflow model for the creation and usage of annotated corpora
7.1.2. Evaluation study for linguistic annotation tools
Summary: Chapter 4 introduced a number of domain-specific parameters that
are important for the characterization of linguistic annotation scenarios with re-
gard to usability aspects. Among these parameters are typical user groups for
linguistic annotation tools that were extracted from existing literature. A new
user group, the Traditionalist, was added to this classification. Furthermore,
requirements with regard to functionality and usability were extracted from a
number of related studies on linguistic annotation tools. Building on these re-
quirements as well as on the domain knowledge about handwritten annotation
theory (cf. chapter 2) and linguistic annotation (cf. chapter 3), a basic interaction
model, with typical micro-tasks that occur during the annotation process was
proposed. In order to identify appropriate test objects for the usability evalu-
ation, a basic classification of linguistic annotation tools and related tools and
resources was presented. In addition, a number of criteria were identified that
can be used for a more detailed distinction of existing annotation tools. Even-
tually, a total of eleven linguistic annotation tools was selected from the pool of
freely available annotation tools.
After a reflection on appropriate usability testing methods (cf. chapter 4.5.1), I
decided to employ an analytic approach using a single evaluator. The main ar-
guments against evaluation approaches that rely on more than one evaluator –
empirical approaches as well as analytic approaches – can be summarized as fol-
lows: The overall goal of this work is to identify typical problems and strengths
of existing annotation tools, in order to derive generic patterns for the design
of user-friendly tools. This goal implies a deep and systematic evaluation of
multiple tools, which requires evaluators who are fluent in both, the domain
of linguistic annotation as well as in the domain of usability testing (also cf.
Nielsen, 1992, for his notion of "double specialists"). Testing these multiple tools
by means of an empirical user study would be laborious and likely produce
rather diverse evaluation results (different users find different problems for dif-
ferent tools) that are more difficult to refine into generic design patterns. As I
have knowledge about linguistic annotation as well as about usability evalua-
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tion methods, I decided to conduct a series of single evaluator heuristic walk-
throughs for the selected annotation tools in order to guarantee a systematic
approach and consistency of the results.
Discussion: The main critique with this approach obviously is the issue of sub-
jectivity and bias, as only one evaluator is involved. At the same time it can be
argued that multiple evaluators are likely to produce rather heterogeneous re-
sults (cf. the notion of the evaluator effect, as described by Hertzum & Jacobsen,
2003), which is unfavorable for the identification of typical, recurring usability
problems for a specific domain of application. Furthermore, the heuristic walk-
through method has some built-in features to foster objectivity: These features
are the usability heuristics and the control questions, which were both used to
identify and categorize any of the problems. An additional feature to encourage
objectivity is provided by the systematic evaluation procedure, which utilizes
the same tasks for all of the evaluated tools.
A related point of criticism concerns the number of identified usability prob-
lems: Multiple evaluators will find more usability problems than a single eval-
uator. There is, however, evidence that a single evaluator will also find a decent
number of usability problems when relying on objective usability heuristics (cf.
Nielsen, 1994b; Sears, 1997). The trade-off for fewer, but overall more consistent
usability problems, seems to be favorable for the identification of typical prob-
lems of annotation tools. Along the same lines, the following observation could
be made: As many usability problems recur for different annotation tools, the
evaluator’s awareness for rather similar problems increases during the series of
heuristic walkthroughs. At the same time, the number of total usability prob-
lems identified per tool does not seem to increase along the timeline of the eval-
uation study, which indicates that there is no systematic bias in the identification
of usability problems that have been discovered before in subsequent tools (cf.
Figure 4.8). As only 82 of the 207 problems (and 62 of the 84 strengths) could
be used as input for the identified usability patterns (cf. Figure 6.1), it does not
seem likely that more usability problems would have increased the total amount
of patterns substantially. Nevertheless, the pattern format is flexible enough to
include additional usability problems and strengths that might be discovered in
future tool evaluations.
While a single evaluator approach was well suited for this dissertation, this does
not mean that the pattern identification process described in chapter 5.6 can only
be applied by a single person. Keeping in mind the trade-offs discussed above, it
also seems reasonable to use multiple evaluators for the heuristic walkthrough,
and to refine the evaluation data into usability patterns collaboratively. In the
long run, it would be worthwhile to compare the quality and applicability of
patterns derived from heuristic walkthrough data with regard to the number of
evaluators that were involved in the creation of that data.
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Contributions
• Review and synthesis of related work on user groups, requirements, tasks
and tool categories for the domain of linguistic annotation
• Classification and identification of distinguishing features for linguistic
annotation tools
• Design and execution of a usability evaluation study for linguistic annota-
tion tools
7.1.3. Systematic pattern identification process
Summary: At the end of chapter 4, the quantitative results of the evaluation
study were described, followed by a discussion about possible ways to docu-
ment the qualitative aspects, i.e. the actual problems and strengths of the tested
annotation tools. It has been shown that typical usability problem reports are likely
to be misinterpreted if they do not provide adequate contextual information (Jef-
fries, 1994). Accordingly, I have argued that using patterns as a means to docu-
ment core results and insights from the evaluation study can avoid such com-
mon misinterpretations, as they provide detailed information about the actual
problem and its solution. Patterns also document contextual information that
allows the reader to understand the reasons behind the documented problem as
well as the reasons that justify the proposed solution (cf. Figure 4.14).
Chapter 5 introduced the concept of design patterns in more detail, illustrat-
ing that the original idea by Christopher Alexander, who proposed a pattern
language for the domain of urban architecture, has been widely adopted in dif-
ferent fields, most notably the software engineering community. It also showed
that more recently, the HCI community has discovered patterns as a means to
document design knowledge, which brings several advantages over other for-
mats such as guidelines or heuristics (cf. chapter 5.4). Although patterns are
used in different fields, the process of pattern identification is largely unclear
(cf. chapter 5.6.2). One of the contributions of this work is the definition of a
systematic and transparent approach for the identification of patterns, based on
usability evaluation data generated through a series of heuristic walkthroughs.
While the pattern format provides essential information that is missing in many
traditional usability reports, the heuristic walkthrough data integrates very well
with this format (cf. Figure 5.2). I proposed a 13-step guide for the systematic
identification of usability patterns on basis of heuristic walkthrough data, which
lead to a collection of usability patterns for the design of linguistic annotation
tools.
Discussion: Although patterns provide a detailed description of a problem and
its solution in a generic form that can be understood by tool developers as well
as tool users, it must be noted that the systematic identification of such patterns
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is far more time-consuming than the creation of a traditional usability report:
While the preliminary categorization of problems and strengths (cf. chapter
4.5.3) facilitates the identification of patterns (Clustering phase 1), the clustering
of approx. 300 items according to their content (Clustering phase 2) is still a very
complex and time consuming task. It has also shown that not all problems and
strengths are appropriate as input for a usability pattern. De facto, many of the
observed problems are either too specific or too general to be suitable for the
derivation of a pattern.
Another point of discussion is the validity and applicability of the patterns. Van
Welie & Van der Veer (2003, p. 6) point out that pattern languages are always
subjective to a certain degree, as they reflect the mental model of the designer
who created it. While the pattern identification approach described in this work
is more systematic than other pattern mining approaches (cf. chapter 5.6.1), up
to this point, the identified patterns are based solely on the subjective interpre-
tation of the results of a large-scale usability inspection. For a discussion of the
validity and applicability of the presented pattern collection it is important to
comprehend the creation of design patterns as an iterative process. This process
starts with a first (subjective) suggestion of a pattern candidate194, and is succes-
sively refined afterwards. In the software engineering and HCI communities,
the successive refinement has been formalized as the so called shepherding pro-
cess, which is essentially a reviewing process where the shepherds (experienced
pattern authors) help to improve the pattern candidates of novice patterns au-
thors (Harrison, 1999). The dynamic nature of patterns as an evolving construct
that may change during the course of time has also been described by (Alexan-
der et al., 1977, p. xv):
Patterns are very much alive and evolving. In fact, if you like, each pattern may
be looked upon as a hypothesis.
As for this work, the status of the suggested patterns may also be described as
pattern candidates195 that will have to be refined and enhanced in future shep-
herding processes by the HCI pattern community as well as the linguistic an-
notation community. An important contribution, however, is the definition of a
systematic and transparent process that makes clear how these pattern hypotheses
have come about. Beyond the scope of this dissertation, the suggested pattern
identification process may also be used in other domains of application where
the usability of systems can be evaluated by means of the heuristic walkthrough
method described in chapter 4.5.2.
194 The term pattern candidates was adopted from Ratzka (2008), who uses it to denote patterns
that were gathered in a top-down fashion from domain-specific theory, and which need to be
validated by the observation of several concrete examples.
195 The candidate status of the patterns is also indicated by the subtitle of the dissertation: "To-
ward Usability Patterns for Linguistic Annotation Tools".
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Contribution
• Definition of a systematic process for the identification of usability pattern
candidates
7.1.4. Usability patterns for linguistic annotation tools
Summary: The review of annotation theory, the design of an evaluation study,
and the definition of a systematic pattern identification approach can all be seen
as subordinate objectives for the overall goal of this dissertation, which is to
provide advice for the design of user-friendly, linguistic annotation tools. This
generic design knowledge has been documented in the form of usability pat-
terns. Chapter 6 presents twenty-six usability patterns as the main results of
this work. Besides the documentation of the pattern candidates in this disser-
tation, the patterns are also publicly available via the annotation usability wiki:
http://www.annotation-usability.net
As an additional contribution, that extends the scope of typical HCI patterns, a
number of HTML / JavaScript prototypes were created. Whenever appropriate
and technically feasible, these prototypes illustrate the proposed solutions in an
interactive way. The prototypes can be accessed via the wiki as well (cf. the
"Example" section of the respective patterns).
Discussion: The issue of the validity of patterns has already been addressed in
the above section, and will be picked up again in section 7.2. Another point of
discussion may be seen in the completeness of the pattern collection: While the
ultimate goal of any pattern engineer is to create a comprehensive pattern lan-
guage, most pattern collections196 do not succeed in covering the design issues
of a certain domain of application exhaustively. This limitation also applies for
this work. Although the collection of patterns seems quite comprehensive, it still
must be noted that most patterns were derived by means of a single-evaluator
heuristic walkthrough of eleven annotation tools. It cannot be ruled out that the
evaluation of more tools, and an increase of the number of evaluators, might
result in more usability patterns for the domain of linguistic annotation. Nev-
ertheless, the pattern collection at hand may serve as a starting point for the
community of annotation tool designers, and may be extended via the public
wiki platform in the long run.
Contribution
• Creation of a collection of generic usability patterns for the design of user-
friendly, linguistic annotation tools
196 Cf. Kruschitz & Hitz (2009) for a more detailed discussed of pattern languages vs. pattern
collections / catalogs.
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7.2. Outlook and future work
The previous section has presented a summary and discussion of the main con-
tributions of this dissertation. Moreover, this work opens a number of opportu-
nities for consecutive studies and future work.
7.2.1. Evaluation and revision of patterns
It was pointed out that the patterns derived from the heuristic walkthrough data
have the status of pattern candidates, which will need further revision and im-
provement through feedback from the community. The technical infrastructure
for such a systematic revision has been established by means of the wiki plat-
form, which is well suited for managing and archiving different pattern ver-
sions by different authors. A systematic revision of the patterns can be realized
in three phases:
1. First, the patterns are revised by the pattern community (cf. shepherding
process), i.e. they are primarily checked for their form, structure and overall
comprehensibility. The pattern community has established a number of
regular conferences (e.g. PLoP, EuroPLoP, Viking PLoP, etc.)197 that are well
suited for the submission of the patterns presented in this dissertation.
2. Next, the patterns are presented to the target audience of annotation tool
developers. The most obvious way to gather immediate feedback from
this group of users is to organize a workshop at one of the popular con-
ferences on computer and corpus linguistics, e.g. the annual International
Conference of the Association of Computational Linguistics (ACL) or the bian-
nual International Conference on Language Resources and Evaluation (LREC).
3. Once the patterns have been revised and adopted by the community, and
once annotation tools have been designed with regard to the existing us-
ability patterns, it will also be possible to evaluate the newly created tools,
and to derive feedback on the validity of the patterns. This last step of
evaluation, however, implies the availability of such new tools, and must
therefore be seen as long-term desideratum. Meanwhile, it is viable to
to develop more interactive prototypes, similar to those presented in ap-
pendix E, and to evaluate single patterns by means of the prototypical re-
alization. Such an approach would also be in accordance with an iterative
usability engineering life cycle as proposed by Nielsen (e.g. 1993, p. 93ff.).
197 Cf. the Hillside Group website, available at http://hillside.net/conferences, for an
overview of all relevant conferences on patterns.
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7.2.2. Toward a pattern language for Humanist-Computer
Interaction
The scope of this work has been narrowed down to the concrete scenario of
linguistic tools for manual annotation tasks. However, the workflow model in
chapter 3.5 has illustrated that the creation and usage of corpora typically re-
quires more than just manual annotation of the primary data documents. It
would be worthwhile to extend the scope of annotation usability to the wider
context of corpus usability. Particularly interesting – with regard to user-friendly
interfaces – are the task contexts of corpus querying and visualization / analysis of
results. While these topics are already the subject of research (cf. e.g. Luhn, 1960;
Soehn et al., 2008; Wattenberg & Viégas, 2008; Culy & Lyding, 2010), the main
results and insights are documented in a rather unstructured way (case stud-
ies, prototypes, etc.). By reformulating this existing design knowledge consis-
tently as usability patterns, it would be possible to create a more comprehensive
usability pattern language for the application context of corpus creation and us-
age. At the same time, the typical user groups identified for linguistic annotation
tools are likely to be the same for other branches of humanities disciplines, i.e.
traditional scholars who refrain from tools and interfaces that require technical
expertise and are difficult to use. A number of recent tools and projects already
address this issue, by providing easy-to-use interfaces for a number of digital
humanities applications (cf. e.g. Ruecker et al., 2011; Bazo et al., 2013; Wilhelm et
al., 2013). The ultimate goal would be to document all existing knowledge about
good interface design for digital humanities applications in a common format
or language. The collection of patterns for linguistic annotation tools presented
in this dissertation may be seen as a first step toward a pattern language for
Humanist-Computer Interaction.
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Appendices

A. Basic steps of the evaluation
procedure
This passage contains the basic steps of the evaluation procedure (cf. chapter
4.5.6) that was applied for each of the tested tools. The steps were all printed out
and available during the evaluation, to guarantee a consistent evaluation of all
annotation tools.
1. Obtain tool: download the tool files
2. First contact / dry practice: scan through the manual / documentation and
existing publications to get a first overview of what the tool is like
3. Task-oriented evaluation: achieve Tasks 1-6
• Screen recording of each task (saved as AVI files)
• Write down the basic steps necessary to achieve the task as well as a final
roundup of the tool (cf. appendix C)
• Always keep in mind Sear’s four thought-focusing questions, and loosely
write down usability problems, specific strengths, and other interesting
characteristics of the tool
• Make screenshots of interesting interface aspects
4. Free-form evaluation: document strengths and weaknesses in a spreadsheet
• Fill in the meta information for the tool (name, source of download, date of
download, date of evaluation)
• Keep in mind Nielsen’s usability heuristics to systematically identify us-
ability problems and document them with the following information: id,
short title, description, related task, violated heuristic, severity ranking, category
• Identify positive characteristic of the tool and document them with the
same information as the problems (note: leave out severity ranking for
obvious reasons)
5. Calculate the number of usability problems and the number of violated heuris-
tics and add the tool to the overview spreadsheet
6. Archive documents and files used and created during evaluation
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• Screen recordings
• Screenshots
• Installation files
• Test data
• Manual / documentation
• Publications
• Spreadsheets
7. Fill in the feature matrix (comparison of all evaluated tools according to a set
of attributes)
B. Solutions for annotation tasks
Figure B.1.: Solution for Task 5.1.
290 B. Solutions for annotation tasks
Figure B.2.: Solution for Task 5.2.
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Figure B.3.: Solution for Task 5.3.
292 B. Solutions for annotation tasks
Figure B.4.: Solution for Task 5.4.
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Figure B.5.: Solution for Task 5.5.

C. Reviews: Linguistic annotation
tools
This section of the appendix contains a short review of all the linguistic anno-
tation tools that were tested during the heuristic walkthrough. There is a short
documentation of the basic steps that were necessary in order to achieve the six
different tasks (cf. the list of tasks at the end of this paragraph) as well as a short
summary of the most important characteristics of the respective tool (e.g. basic
architecture, main functions, etc.). The tools are presented in the order in which
they have been evaluated.
Task 1 Install and setup the annotation tool, so it can be used to achieve the
consecutive tasks.
Task 2 Import the primary data into the annotation tool, so it can be viewed and
annotated.
Task 3 Create an annotation scheme for the following annotation levels: struc-
ture, punctuation, parts of speech, phrases and coreference.
Task 4 View the annotation scheme during the annotation process and check if
it is possible to edit the scheme inside the tool.
Task 5 Annotate the primary data on different annotation levels as defined in
the annotation scheme (cf. Task 3). For every annotation subtask explore
the tool’s interface for creating, editing and deleting the anchor as well as
the actual annotation. Also examine in detail how annotations are attached
to an anchor in the primary data.
Task 6 Explore how the different levels of annotation are visualized and how
they can be distinguished from each other. Also check if it is possible to
view and hide selected levels of annotation.
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C.1. Dexter
Task 1 – Dexter can be installed by means of a one-click installation (Java Web-
Start).
Task 2 – There is a comprehensive manual in the "help menu" that contains a
"read this first" section; this section tells the user that it is important to convert
the primary data, so Dexter can read / process it. In order to achieve the second
task, "Dexter Converter" must be downloaded. The Converter can be installed
as easy as the Coder. The converter tool is basically a 3-step-dialogue that ex-
plains how to import a document and convert it to Dexter’s markup format.
However, the numerous encoding parameters are hard to understand - obvi-
ously, Dexter assumes that the primary data is already encoded / formatted in
some way; there are some errors with the whole document (possibly the double-
quotation marks cause some trouble). After reducing the text to its first three
paragraphs the conversion works without problems. The conversed document
can be imported in Dexter Coder without problems ("open document"). It is not
necessary / possible to create a specific project, or combine multiple documents
to form a corpus.
Task 3 – Schema creation happens inside the tool. Annotation items are called
"codes" in Dexter Coder. The "New Code" button opens a small window where
the user can name the annotation item, mark it as a subcategory of an existing
annotation item, comment about the item and set its color. Each item created
in this way is displayed (in alphabetical order) on the left side of the screen.
Sub-items are displayed with an indention. New codes can be created with a
shortcut, but only be deleted via the menu "Code Type > Delete Code Type". The
coding scheme may be exported as stand-off XML. The annotation of relations
and references is not supported.
Task 4 – Items (codes) from the scheme can be created, edited and deleted inside
the tool. The alphabetical order of the items, however, cannot be changed. There
are no shortcuts for editing and deleting codes. When right clicking a code, there
is no context menu. The user rather has to navigate to the "CodeType" menu (top
of the screen) every time he wants to edit or delete a code.
Task 5 – The annotation process ("coding") is very intuitive: the user selects a
code from the scheme, then selects (click-drag-release OR double click a word)
an anchor in the primary text. To apply the annotation the user has to click on
"Code Token" > "Apply Code", or preferably use one of the three (redundant)
shortcuts. Once an annotation is applied to an anchor, it can only be deleted, but
not edited (e.g. the scope of the anchor). The annotation of relations between
codes is not supported by Dexter Coder.
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Task 6 – Any code (or even the whole parent category) can be hidden or shown
via a checkbox. The annotations in the text are displayed with highlights in the
code’s specific color.
Summary – Dexter consists of two components that are downloaded and op-
erated separately: (1) The "Dexter Converter" transforms the primary data into
an XML / TEI-based format ("dubbed DexML"). The (2) "Dexter Coder" allows
the user to import DexML-data. The Coder displays the primary data and al-
lows the user to annotate it (stand-off XML). Dexter also provides an integrated
search tool that can be used to query the annotated document.
Figure C.1.: Screenshot of the Dexter Coder annotation tool.
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C.2. CATMA
Task 1 – In its current version, CATMA is available as a web service. A previous
version that can be installed locally is also available for download. CATMA was
tested as a web version. The login requires a Google account and works without
problems.
Task 2 – The tool interface shows rich functionality, including three buttons
named "Create corpus", "Open document" and "Add document". The "Add Doc-
ument" button calls a dialog with four steps: (1) Upload a document (via URL or
upload dialog), (2) preview of the document (does not show the whole imported
text) and file type setup, (3) wordlist options (language, word separators), and
(4) add metadata (title, author, description, publisher). After importing the pri-
mary data, the user can create a corpus. Documents are added to the corpus via
drag-and-drop.
Task 3 – In CATMA, the annotation scheme is called a "markup collection". By
default, there exists a "user markup collection" and a "static markup collection".
Additionally, a "tag library" may be opened or created. The manual describes
the difference between tags and markup as follows: (1) "tags" are the generic
annotation items, whereas (2) "markup" are the tags applied to specific anchors
in the document. The markup is what is actually stored as an annotation. There
are many different levels for creating hierarchies when building an annotation
scheme: "tag library > tag set > tag > sub tag > . . . > property > values". For
each tag, CATMA suggests a distinctive color, but also allows the user to select
a custom color from a broad color palette. In order to associate one or more tag
sets with a document, the tag sets have to be moved into the "Tagger" window
by means of drag-and-drop.
Task 4 – It is possible to change the name of an existing tag set or to delete the
entire tag set. Items from the tag sets can be removed or edited (name and color).
Properties and values may be added to an existing tag.
Task 5 – The annotation process works like this: (1) Select an anchor in the text
(left side) and (2) click on the "tag color" from the tag set to apply the tag value
to the anchor. As the text cannot be enlarged, selecting small anchors, like e.g.
short words or punctuation marks, is cumbersome. If a word is double clicked,
it also selects the following white space. If an anchor is clicked, the parallel an-
notations are displayed in an "inspector-like" window on the right side, named
"Writable Markup Collection". Tags may be removed inside this window. The
same applies for setting the values for a property.
Task 6 – By switching to the "Active Markup Collections" tab, any tag (or the
whole parent category) can be hidden or shown via a checkbox. The annotations
in the text are displayed with underlines in the tag’s specific color.
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Summary – CATMA is a rich web application. Many of the interaction metaphors
originate from traditional desktop applications, both technically and conceptu-
ally (e.g. "drag-and-drop" and "multiple windows"). CATMA consists of a num-
ber of different modules: (1) the "Repository Manager" allows the user to save
corpora and documents. (2) The "Tag Manager" is a module for creating, editing
and storing annotation schemes. (3) The "Tagger" is a module that implements
the actual annotation process, whereas the (4) "Analyzer" is a built-in search ap-
plication that allows the user to query the annotated document, or that simply
shows a list of concordances for a document. Results from the "Analyzer" can be
displayed as graphs or double trees via the "Visualizer".
Figure C.2.: Screenshot of the CATMA annotation tool.
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C.3. Glozz
Task 1 – Glozz can be installed by means of a one-click installation (JAR exe-
cutable). In order to store data persistently, the user needs to get an account
from the developers via email (response within 24 hours).
Task 2 – The primary data can be imported via the "Import" button. A dialog
asks the user to specify the paths to the primary data (*.txt), an output file (*.ac),
and an annotation file (*.aa). After the import, the previously created *.ac and
*.aa files have to be opened via "File > Open". After these steps, the primary
data is displayed in the main window, with line breaks and indents after every
paragraph. The layout looks like a print layout (serif font, top, left and right
margins). The whole text can be accessed via a scrollbar, or by clicking into a
macro-view of the whole document on the left side. Whenever the mouse cursor
is moved somewhere in the document, the position is highlighted in the macro-
view (and vice versa).
Task 3 – The annotation scheme (=annotation model) needs to be created outside
of the tool, in a code editor that allows the user to create XML documents. The
basic components (units, relations, schemas) are explained in the manual. It is
possible to define a set of features for each item (=type). Each feature can be
related to a set of values. Each type can also be marked as belonging to one or
more groups (important for later show / hide feature in the tool). The scheme
needs to be imported into the tool; colors for each item in the scheme need to be
set in the tool. In order to display the color highlighting, the "Color mode" needs
to be changed to the value "Individual Stylesheet".
Task 4 – Once imported, the annotation scheme is displayed in the tool: Units,
relations and schemes are displayed in the "annotation model" pane (default:
right hand side). There is also a "feature sets table" that displays features and val-
ues of an annotation item (if these have been defined in the annotation scheme).
It is not possible to edit the scheme inside the tool. If the XML file is modified, it
has to be re-imported. There is also a reload ("Load last job") function inside the
tool.
Task 5 – Switch from "default mode" (no interaction with the primary text; read
only) to one of three annotation modes. There is a mode for "unit annotation",
"relation annotation" and "schema annotation" (the three basic concepts of the
Glozz annotation model). Each mode can be distinguished by two sub-modes,
one for the creation of the respective element, and one for editing or deleting an
existing element (note: the schema annotation mode has even more sub-modes
which are not described here, as they are not part of the evaluation tasks). When
the user is in "create" mode, the respective annotation items are highlighted (in
a color that has to be defined previously) in the annotation scheme pane.
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Unit annotation: The user can then specify anchors for units in several ways: (1)
By drag-and-drop, (2) by clicking on the start point and on the end point of the
anchor (visual aids provided), and (3), if the anchor is a single word, by double
clicking on the word (this option must be enabled first in the preferences menu).
Relation annotation: The user switches to "relation annotation" mode, selects the
type of relation from the annotation scheme, and then selects the two units that
are to be related. Note: The user can only create relations between existing units.
There is a visual hint, i.e. once the user clicks on the first element, an arrow
appears that can be moved to the second element.
Task 6 – If colors have been defined by the user, and the "Individual Stylesheet"
has been selected, the different annotations are highlighted in the respective
color. Parallel annotations overlap with an adjustable degree of transparency
("Options > Preferences > Viewer"). Annotations are not only shown as colored
highlights in the primary data, but also in a textual view in an "annotation table".
Each annotation is one row in the table, containing information about the actual
annotation value, beginning and end of the anchor, and a "user friendly" ID that
may change from session to session.
There are several ways to show and hide annotations in the document: (1) By
clicking on the "Open style editor" button it is possible to hide any of the an-
notation items. (2) If "groups" have been specified in the annotation scheme, it
is possible to hide groups of annotation items via "Groups > Manage Visibility".
Hidden items are crossed out in the annotation model. (3) Single annotated units
can be hidden by double clicking them in the "annotation table". If an annotation
has been hidden, it is crossed out in the table. There is also a button "Visible" that
makes visible all hidden annotations again. Finally, there is a "Viewer" menu that
can be used to display the annotations in two different ways: (1) Aligned with
the primary data (timeline-like view) and as a (2) graph.
Summary – Glozz is a desktop application that relies on a specific meta-model
which comprises units, relations and schemas. The tool requires several manually
created files before it can be used: a corpus file, an annotation file, and an anno-
tation model (=annotation scheme) file. The annotation scheme must be created
outside of the tool, and is defined by means of XML. Besides the annotation func-
tionality, Glozz provides a sophisticated query language (GQL) that can be used
via a GUI. There are also different "Viewers" ("Grapher" and "Aligner") which
allow the user to visualize and analyze the annotated document.
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Figure C.3.: Screenshot of the Glozz annotation tool.
C.4. UAM Corpus Tool
Task 1 – UAM Corpus Tools can be installed by means of a one-click installation
(installer available).
Task 2 – When starting the tool, the user is asked to create a new project or to
open an existing project. When creating a new project, the user has to specify a
name and the location where the project will be stored. Once the project has been
created / opened, UAM Corpus Tool opens the main window. In order to import
the primary data, the "Extend Corpus" button must be clicked. An assistant
opens, asking the user to select one or more documents for the import to the tool.
Afterwards, the file name of the document is displayed in the tool; by clicking
on it, the primary data is displayed. In order to annotate the document, it must
be added to the current project via "Action > Incorporate File" or alternatively
"Incorporate all", if multiple documents are to be added to the project.
Task 3 – In order to create an annotation scheme, the user must click on the
"Add Layer" button. This opens an assistant for the creation of one layer of an-
notation. The user has to specify the name of the annotation layer and whether
the document will be annotated as a whole, or whether single segments will be
annotated. Further options are "Automatic Grammar Analysis" and "Rhetorical
Structure Analysis". When "Annotate Segments" is selected, the assistant dis-
plays a menu with options for "Automatic Segmentation" for paragraphs, sen-
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tences, clauses, NPs and words. Next, the type of segment that is to be created
has to be specified. The assistant offers two choices: plain text segments and
error segments. Finally, the user can create a new scheme or copy an existing
scheme. After finalizing the layer, it is displayed in the main window with its
name, type of coding object, type of automatic segmentation and the name of
the XML file that is generated for storing the layer of annotation. By clicking on
the "Edit" button, the user can specify annotation items on the annotation layer.
A window opens with a graph-like representation of the annotation layer. By
default, there is a root node (named after the layer), an edge (labeled with the
layer name and the word "type"), and two children nodes named "structure 1"
and "structure 2" (these are exemplary features). By clicking on the edge, a con-
text menu opens that allows the user to add new "features" to the scheme. Each
item on a layer is realized as a feature.
Task 4 – Each layer of annotation is displayed in the main window. In order to
display or edit the items of a layer the user needs to click on the "Edit" button.
Clicking on the "Delete" button deletes the layer with all its annotation items. By
clicking (left or right) on an element in the graphical annotation scheme window,
a context menu opens that allows the user to rename, delete or hierarchically
move an annotation item.
Task 5 – The primary data can be annotated on the specified layer of annotation
by clicking on the name of the layer, which is displayed as a text link on the left
side. The primary text is displayed with the predefined segmentation. The seg-
mentation for paragraphs, words and even NPs works very well. Segments are
displayed with a green underline. Clicking on a segment (word or underline),
the predefined items for this annotation layer appear in a pane beneath the text.
By double clicking on an item, its value is applied to the segment. This is dis-
played as moving the item to the "Assigned" pane. The user may navigate from
segment to segment by using the arrow buttons. There is also a "Delete" button
for deleting a selected segment. Clicking on "Other Action..." makes available
several actions, e.g. editing the annotation scheme or re-segmenting the docu-
ment.
Task 6 – It is not possible to show annotations from multiple layers at the same
time, but rather to access the primary text with only one annotation layer at
once. All segments are visualized as green underlines. Parallel segments are
displayed as parallel underlines. The value of the annotation is displayed in
the bottom pane when it is selected. It is not possible to distinguish different
annotation values in the primary text without clicking on an anchor. By clicking
on "Other Action..." it is possible to view the annotations in XML format, in
a structured format (only seems to work correctly for the automatic Stanford
parsing layer), and a text stream visualization that shows the distribution of
different annotation items graphically (different colors).
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Summary – UAM Corpus Tool is a desktop application that is the successor of
the previously developed Systemic Coder198. This might explain the conceptual
model of the annotation scheme, which seems to be inspired by the idea of sys-
tems and features that can be related in a tree-like hierarchy. The tool provides
some helpful auto-segmentation options that can help to speed up the annota-
tion process. UAM Corpus Tool also has an "AutoCode" function that allows the
user to specify rules for the automatic annotation of certain segments. There is
a built-in search function that can be used to query the annotated corpus; there
are also some basic statistics and concordance lists, which are useful for the ex-
ploration and analysis of the corpus data.
Figure C.4.: Screenshot of the UAM Corpus Tool.
198 http://www.wagsoft.com/Coder/
C.5. Brat 305
C.5. Brat
Task 1 – The installation for Windows 7 seemed somewhat troublesome, be-
cause Brat requires a UNIX environment199; i.e. the user has to set up a virtual
machine. Brat also requires a web server: The user can either set up an Apache
server or use the Brat Python standalone server.
Installation on a Mac on the other hand is relatively simple, as both UNIX and
Python (needed for Brat) are available by default. After installing Brat via the
command shell, and after setting up a user and password, the standalone server
can be started with one command. Brat is then available as a local web service
via localhost:8001. In order to make sure Brat works properly, either Safari or
Chrome should be used as web browsers. Also, pop up blockers should be dis-
abled.
Note: Brat can also be used as a web service that runs on a public server. It
is, however, not possible to add own annotation schemes to this service, as it is
rather used as a sandbox for playing around with Brat.
Task 2 – There are two ways to import primary data into Brat: (1) The user has
to click on the "Data" button, which opens a dialog for the import of a new doc-
ument. Next, the user needs to specify a document ID, a name, and the content
of the document in a web form. (2) The user can also directly save the primary
text as a *.txt file in the "data" folder on the server on which Brat is running. It is
necessary to create an empty annotation file which has the same file name as the
primary text and the file extension (*.ann). Brat provides a log in by means of
a user name and a password. It is, however, not clear how different annotators
can collaboratively annotate a document and how the different annotations are
managed200.
Task 3 – In order to create an annotation scheme, the user must create a new
"annotation.conf" file in the same directory where the primary data (*.txt) and
the annotation file (*.ann) are stored. The annotation scheme must be created
and edited in a code editor. The syntax is explained in the "configuration" section
of the web site201. It is quite intuitive, as no XML markup is used. There are four
basic types of annotation items: entities, relations, events, and attributes.
Task 4 – The scheme that was created outside the tool is automatically associ-
ated with the primary data by putting it in the same directory. When selecting
an anchor in the text, the annotation scheme opens automatically. It is not pos-
sible to open the scheme without selecting an anchor. It is also not possible to
edit the scheme inside Brat. The scheme displays all defined entities (not the
relations). The hierarchical entities can be expanded or collapsed in a tree-like
199 Cf. Installation hints at http://brat.nlplab.org/installation.html.
200 The feature of collaborative annotation is described on the Brat website (cf. http://brat
.nlplab.org/features.html).
201 Cf. http://brat.nlplab.org/configuration.html
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view. They are all displayed in the same standard color. The window that shows
the annotation scheme can be resized to show longer lists of annotation items.
Brat remembers the resizing when the scheme window is opened the next time.
If something is wrong with the scheme (syntax, typos, etc.), Brat gives feedback
in the form of error messages on the bottom of the screen.
Task 5 – In order to annotate, the user has to select an anchor in the primary
text via click-drag-release (note: word anchors may also be selected by double
clicking on the word). It is also possible to select multiple words as one anchor
by using the keys CTRL and SHIFT. When releasing the mouse, an annotation
window pops up which contains the items that were previously defined (cf. de-
scription of Task 4). The annotation window also displays the selected anchor
as a textual string that may be looked up in Google or Wikipedia. Finally, it is
possible to make notes for an annotation. An annotation item may be applied by
selecting a radio button value and by clicking the "ok" button. It is also possible
to speed up the annotation process by defining shortcuts for annotation items in
the "kb_shortcuts.conf", and by enabling "Normal" annotation in the "Options"
menu, which allows the user to apply an annotation by just selecting it and not
having to confirm it each time with the "ok" button."
Relational annotations are realized by means of drag-and-drop. When the user
clicks on an anchor and holds the mouse button down, an arrow head appears.
The arrow head can be dragged to another anchor. Dropping the arrow head on
another anchor creates a visible arrow that points from one anchor to the other.
Task 6 – The annotations are displayed in the primary data as label in a prede-
fined color. The labels are attached to an anchor region by means of a rotated
curly bracket that spans the whole anchor. The color as well as the label text can
be defined in a "visual.conf" file. The colors are specified by means of HTML
color codes or the respective hex-codes. By default the label text is the name of
the annotation item as defined in the scheme. It is, however, possible to define
shorter, alternative labels that will be displayed in case that there is not much
space. Hovering over an existing annotation opens a small window that dis-
plays the anchor as a textual string as well as the annotation value and the ID
of the annotation. It also displays potential annotation errors / problems, and
any existing "notes" that have been made for this annotation. Relations are vi-
sualized as a directed arrow that can also be styled in the "visual.conf" file. The
arrow has a label with the value of the relation and its ID. It also displays the
two related entities and the type of relation in textual form. Multiple relations
are arranged in a parallel fashion. If a relation spans multiple lines, the arrow
spans till the end of one line and starts anew in the next line (this is repeated for
multiple lines).
Summary – Brat is a web-based tool that relies on a client-server architecture.
The tool supports all kinds of relational and referential annotation tasks. It is pri-
marily used for tasks like "entity mention detection", "event extraction", "coref-
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erence resolution" etc.202 The annotations are stored in a stand-off format that
is not XML-based, but rather similar to the BioNLP stand-off format. Brat also
comes with a built in search function. The tool provides many ways for the con-
figuration of annotations and their visualization, which are all defined in specific
files outside of the tool. Although Brat is still evolving, there is a fork of the tool
called WebAnno203, which augments the features of Brat and is developed inde-
pendently at the TU Darmstadt.
Figure C.5.: Screenshot of the Brat annotation tool.
202 Cf. http://brat.nlplab.org/examples.html
203 Cf. http://code.google.com/p/webanno/
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C.6. MMAX2
Task 1 – MMAX2 can be downloaded as a *.zip-archive. Once the archive is
extracted, MMAX2 can be started via the "mmax2.bat" file by simply clicking
it (Java needs to be installed). A terminal window opens in which MMAX is
executed - this window may not be closed, as it would terminate the tool (it can,
however, be minimized). Note: In order to avoid complications when importing
the primary data, MMAX2 should be installed somewhere on the C-drive (not
on the desktop, as this creates whitespace characters in the internal project paths,
which may cause troubles).
Task 2 – Upon starting the tool, the user sees an empty main window with a
menu bar. The only available menu items (all others are grey) are "File", "Tools"
and "Info". The file menu only allows the user to load saved MMAX2 projects, to
save the current project (which does not make much sense at this point in time),
or to exit the tool. Obviously, the primary data has to be imported in some other
way. The "Tools" menu contains an item called "project wizard" (all other options
in this menu are grey, which means they are not available). Clicking on "project
wizard" opens a new window with four basic sections:
(1) First, an input file has to be selected. The encoding (default: ASCII) can be
set to different formats. It is also possible to select XML documents as input.
Clicking on "Analyse File" imports the selected file and previews a fragment of
it in a new window.
(2) After this step, the previously unavailable "Tokenize" button becomes avail-
able. The tokenizer offers a lot of options and parameters, but can also be used
with the default settings (note: this becomes obvious through trial and error).
(3) Next, at least one "markable level" needs to be defined in order to create a
project. According to the manual, "markable levels" in MMAX2 are the basic
annotation levels. Interestingly, the definition of annotation levels happens in
the same dialog that is also used for importing the primary data and for creat-
ing the project files. In the strict sense, this is not really a "project wizard", but
rather the opposite of a step-by-step guide through a complex process (which a
wizard typically is). In fact, many different aspects are mixed together in one
dialog. Markable levels can be assigned a color and a visual delimiter (round or
square brackets). It is also possible to define words as predefined anchors for a
markable level (e.g. for POS).
(4) After at least one "markable level" has been added, the MMAX2 project can be
created. This includes the creation of many different files: "project file", "words
file", "base data file", "style file", "markable file", "scheme file", and "customiza-
tion file". It is possible to select one generic project path (i.e. select the path to
a previously created folder) for all the necessary project files by clicking on the
"use for all" option next to the "project path" form. Note: The folder that will con-
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tain the project files should be created in advance. It should also be created on
the C-drive, to avoid problems with whitespace characters in the project paths.
After the creation of the project, the primary data is displayed in the main win-
dow. Once a project has been created, it can be loaded via the "File > Load"
dialog for future use. MMAX2 asks the user if he wants to validate the annota-
tions whenever a project file is opened.
Task 3 – In MMAX2 all annotation levels must be declared at the start of the
project, inside the project wizard. If levels are added or removed during the pro-
cess, the different project files (e.g. "default style", "common paths", etc.) need
to be adjusted manually (i.e. edit XML files). The actual definition of the items
for each annotation level happens outside the tool. The project wizard automati-
cally creates an empty XML file for each annotation level that can be adjusted by
adding new items (the syntax is described in the manual; there are also prede-
fined examples that may be adapted). It is possible to define "attributes" (regular
annotation items) and "relations". Attributes comprise an ID, a name, and a set
of values, which may be free text, a nominal list (drop-down list of all values) or
nominal buttons (horizontal alignment of all values with radio buttons). Rela-
tions may be of the type "markable set" (group items)204 and "markable pointers"
(point from one item to another).
Task 4 – There is a main window that displays the primary data and a smaller
"attribute window" that displays the annotation scheme. There is also a tab for
each level of annotation. The annotation scheme can, however, only be modified
outside of MMAX2, in an XML editor. In order to update the annotation schemes
in MMAX2, there is the option "Panel > Update current panel" in the attribute
window.
Task 5 – In MMAX2, anchors are called "markables". Markables are rendered in
the primary data and may contain annotations on multiple, parallel levels. The
annotation process in MMAX2 relies on mouse actions (left clicks, right clicks,
click-drag-release) alone:
Creating an annotation
• Select a markable (=anchor) by double clicking a single word or by clicking-
and-releasing over a larger span of text.
• Choose the level of annotation for the selected markable from a pop-up
menu. The markable is now displayed with a yellow background when it
is clicked.
• Select a value from the "attribute window" and confirm the annotation by
clicking the "Apply" button (there is also an "Auto-apply" option, which
makes explicit applying via the button unnecessary). The annotation value
for an anchor will always be displayed in the attribute window.
204 According to the sample schemes, coreference in this evaluation was modeled as a "markable
set".
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Deleting an annotation
• In order to delete an existing markable, right click it, and select "Delete this
markable" from the pop-up menu.
Changing the scope of an anchor
• Expand scope: Select an existing markable (left click), select another word
or span of text (click-drag-release) and confirm the extension of the mark-
able by clicking on the pop-up message "Add to this markable"
• Reduce scope: This action implies that there are at least two different
words in one markable. Select the word that will be kept in the mark-
able (left click) and select the word that will be removed by means of
click-drag-release. Confirm the removing by clicking on "Remove from
this markable".
Creating a relation
• Create two or more "markables" on the annotation level that was defined
as a "relation".
• Select the first markable (left click), then right click on another markable
(on this level of annotation) to create a relation.
• The relation is displayed as a colored arc.
Deleting a relation
• To delete a relation, click one of the markables that are in the relation (to
select the relation). Then right click on the markable that is to be deleted,
and remove it from the relation (pop-up menu).
One special feature of MMAX2 is a mode in which "base data" (=primary data)
can be edited. This mode needs to be activated via "Settings > Enable base data
editing". By holding the CTRL-key and right clicking on a word, a pop-up menu
allows the user to edit the word. There is also a feature called "one click annota-
tion", which is also briefly described in the manual – it did, however, not become
clear how this feature can be used effectively during the evaluation.
Task 6 – The markables are displayed in the main window with the color and
the "handles" that were defined via the project wizard. It is possible to write
a customized stylesheet by means of XSL (outside the tool). If defined in the
wizard, there are line breaks after some markables. The primary data may be
adjusted in terms of font family, font size or line height via "Display > Font".
The different levels of annotations are displayed as an overview in the "markable
level control panel". Each level can be displayed or hidden. It is also possible
to set a level to "inactive", which means it is not available during the annotation
process. If all levels are set to "visible", higher order levels cover lower order
levels, i.e. it is not possible to display parallel levels at the same time.
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Summary – MMAX2 is a Java-based tool that allows the user to define arbitrary
levels of annotation in the form of external XML files. The tool can import data
that already has XML markup (markup awareness). One characteristic of MMAX2
are its versatile features to define relations between items of annotations. An-
other characteristic is a mode in which base data can be edited inside the tool.
There are many ways for individual styling of the primary data as well as the an-
notations, either with display options inside the tool, or with sophisticated XSL
stylesheets that can be specified outside the tool. It is also possible to analyze
the annotations inside the tool with the "markable browser" or by using a "query
console", which supports a specific query language called (MMAXQL).
Figure C.6.: Screenshot of the MMAX2 annotation tool.
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C.7. WordFreak
Task 1 – WordFreak can be installed by means of a one-click installation (JAR
executable).
Task 2 – The file menu does not contain an option to import primary data, but
there is an "Add..." option in the project menu. The same option is also available
as a large "Add" button on the top right of the main window. The tool asks
if an annotation file should automatically be created for the imported primary
data. After this step, the text document appears in a file tree visualization. The
document has to be loaded via the "load" option (large button on the right).
After being loaded, a little green check mark appears next to the text. In order to
display a text, the user first has to select a (predefined) annotation scheme from
the "Annotation" menu "Set annotation...". Next, one of several available viewers
has to be selected from the "Viewer" menu. In order to display the document
as plain text, select the "text" option. A small tab named "Text" appears in the
project window, which contains the primary data. The encoding, font family
and font size can be set via the "Font" menu – changes are applied live, i.e. the
user does not need to reopen or reload the document.
Task 3 – In WordFreak, there are a number of predefined annotation schemes
("Annotation > Set Annotation") that can be used for annotation:
• Constituent
• Document
• Generic
• NPCoref
• POS
• Paragraph
• PredArg
• Sentence
• TextCorrection
• Token
The "Paragraph" tag set can be used to annotate the basic structure of the doc-
ument (note: there is only a "paragraph" tag, no "title" tag). The "POS" scheme
contains the Penn Treebank tag set for the annotation of parts of speech. It also
allows the user to annotate punctuation and generic tokens. The "Constituent"
tag set contains tags for the annotation of phrases. Coreference can be annotated
with the "NPCoref" tag set.
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According to the WordFreak help file ("Developer Help > Plugin Development
Overview") it is possible to add new annotation scheme plugins by creating XML
files that contain the necessary information:
AnnotationScheme plugins can be defined with XML files. This functionality is
somewhat recent and is poorly documented. Again, we recommend that you start
with an existing .wfplugin.xml file and modify it to suit you needs. (WordFreak,
ver. 2.2; Help: Developing Plugins, para. 5)
As most of the annotation tasks of the evaluation could be achieved with the
predefined schemes, and as the creation of new schemes is quite cumbersome,
no new schemes were created for this evaluation.
Task 4 – The predefined annotation schemes can be displayed inside the tool.
They open as a new window that can be moved and resized. The schemes can-
not be edited. It is only possible to display one annotation scheme at a time.
There seems to be an overlap between the schemes "POS" (only parts of speech)
and "Constituent", which contains several subordinate tag sets, e.g. "POS", "Con-
stituents" and "Null Elements". Each subordinate tag set can be accessed via a
tab.
Task 5 – The annotation process in WordFreak is the same for all annotation
schemes: The primary text is displayed (possibly in different views) in the main
window, the annotation scheme (one at a time) is displayed in another win-
dow. All items (= tags) from a scheme are displayed as small buttons. In some
schemes, there are subordinate tag sets that can be accessed via tabs. The anchors
are selected by using click-drag-release interaction. The annotation is applied
by clicking on the respective "item" button in the annotation scheme window.
It is also possible to define anchors without an immediate annotation manually
via the "plus" button. The same can be achieved automatically via the option
"Tagger > Set Tagger > Simple Token". Anchors (and existing annotations) are
deleted via the "minus" button. It is possible to navigate from one anchor to
the preceding or succeeding anchor via arrow buttons. Four other arrow but-
tons can be used to increase or decrease the left or right scope of an existing
(selected) anchor.
Task 6 – In WordFreak, it is possible to display the primary data and potential
annotations in different views. These can be selected in the "Viewer" menu. A
tab opens in the main window for each "view" (note: the text is only displayed
if an annotation scheme is selected from the "Annotation"). The following views
are available:
• Concordance: concordance list for every annotated item
• Table: tabular view of the annotated data with columns for text, type, an-
notator, comment, id, etc.
• Text: plain text view
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• TextPOS: same as the text view, but with POS values above the annotated
anchors
• Tree: tree-like visualization of the annotated document (text that has not
been defined as an anchor is displayed in grey)
• TreeTable: tabular view with two columns; on the left side is a tree-like vi-
sualization of the annotated document, on the right side are the annotation
values
It is not possible to display multiple, parallel annotations. Annotations are dis-
played in three basic ways: (1) above the anchor (cg. TextPOS view), (2) before
the anchor (cf. Tree view), or (3) in a separate column (cf. Table view). The anno-
tation values of an anchor are also displayed in the footer of the main window
when the anchors are clicked.
Summary – WordFreak is a Java-based tool for both, manual and automatic an-
notation of text documents. Manual annotation is restricted to predefined levels
of annotation such as POS. WordFreak can also be extended with a number of
plugins (ACE, LingPipe, MUC, OpenNLP) to increase its automatic annotation
functionality. It is not possible to analyze the data inside WordFreak, i.e. there is
no built-in search or query functionality.
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Figure C.7.: Screenshot of the WordFreak annotation tool.
C.8. Analec
Task 1 – Analec can be installed by means of a one-click installation (JAR exe-
cutable). Note: Analec is only available in French language.
Task 2 – Primary data can be imported to Analec via the "Documents > Importer
du texte brute" menu. A dialog allows the user to select a *.txt file and to set the
encoding ("Codage des charatéres") of the document. The text is then displayed
in the main window, with line breaks after each paragraph.
Task 3 – Annotation schemes can be created inside the tool "Structure > Gestion
de la structure". The scheme can be defined in a window that is separated in
three different areas. These areas reflect the basic components that can be used
to create schemes: units, relations, schemas 205. In each area, new annotation
205 Note: These are the same components that are defined in the Glozz (cf. section C.3) anno-
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items can be created by means of a hierarchical file tree. The hierarchy can be
interpreted as follows:
Root node "TYPES" node (default node, cannot be changed)
1st level A node on this level describes an annotation scheme (note: it is possible
to define several schemes)
2nd level A node on this level describes a level of annotation
3rd level A node on this level describes an item on one of the levels of annotation
Right clicking on one of the nodes allows the user to add further child nodes or
to delete the node. Schemas can be used to group together annotations to larger
clusters (as described in the Glozz manual). As this function is not needed to
achieve the tasks described in this evaluation study, no annotation items will be
defined in the "Schémas" area. The window can be closed after the scheme has
been defined.
Task 4 – In order to display the previously defined annotation scheme, the user
has to switch into one of three annotation modes: "unit annotation", "relation
annotation", or "schema annotation". The mode for "unit annotation", which is
needed for Tasks 3.1 - 3.4, is activated via the "Unités > Gestion des unités" menu.
Once the "unit annotation" mode is activated, a number of form fields and but-
tons appears on the top of the main window. First, an annotation scheme has
to be selected from a drop-down list. The annotation scheme (with its separate
levels) is displayed on the bottom of the main window once an anchor has been
created (cf. Task 5). The different levels of annotation are displayed in the same
order as defined in the annotation scheme GUI (cf. Task 3). The items of each
annotation level can be accessed via a drop-down list.
Task 5 – As described in Task 4, one of three annotation modes has to be acti-
vated before the annotation process can be started. Once a mode and an anno-
tation scheme have been selected, the user has to select a span of text from the
primary data by means of click-drag-release (for multiple words) or by double
clicking on a word. After this selection, the creation of the actual anchor has
to be confirmed by clicking on the "Créer" button on top of the main window.
After this step, the annotation scheme appears on the bottom of the main win-
dow. The user may select values for one or more levels of annotation from a
drop-down list. There is no need to confirm the annotation; once the user selects
another span of text, or just clicks on an empty space, the annotation scheme dis-
appears and the selected annotation values are saved automatically. Each anchor
is assigned an ID that can be selected from a drop-down list on top of the main
window ("identifiant"). Anchors (and associated annotations) can be deleted by
selecting the anchor and by clicking the "Supprimer" button. The scope of an
existing anchor can be adjusted by clicking the "Rectifier une borne" button.
tation model. There is also an import / export function for documents annotated in Glozz
format.
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Before coreference can be annotated, the antecedents and referents (defined as
items in the units scheme) have to be annotated as single anchors. In order to
annotate coreference, the user has to switch into the "relation annotation" mode
(coreference has been defined as a relation). After two anchors ("Elément 1"
and "Elément 2") have been selected, a relation ("Relation") can be created: the
coreference scheme is displayed at the bottom of the main window and a relation
type can be selected from a drop-down list.
Task 6 – Clicking on an anchor shows the associated span of text with a default
colored background. The color for each annotation item can be specified in "Vue
> Gestion de la vue > Coloriage d’éléments". Previously applied annotations to
that anchor are shown in the annotation scheme window at the bottom of the
main window. There are no explicit visualizations for coreference relations.
Summary – Analec was primarily designed for manual annotation, i.e. it has
no automatic pre-processing or annotation features. The annotation model is
the same as described for Glozz (units, relations, schemes). Analec provides
statistical analysis functionality as well as sophisticated visualizations for the
analysis of the annotated data (e.g. "reference chains").
Figure C.8.: Screenshot of the Analec annotation tool.
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C.9. WebAnno
Task 1 – WebAnno is a web-based tool that requires an Apache Tomcat web
server to host the application, and a MySQL database to store the data. There
is also an all-in-one version available for download, which does not require the
user to set up a server or a database. While the developers suggest to use this
version for testing only rather than for productive use in a real annotation sce-
nario, it seems appropriate for the single-user tasks of this evaluation study. The
all-in-one-version has to be executed from the command line, as described in
the online manual206. The tool can be accessed via the localhost on port 8080
(Default account: user = admin / password = admin).
Task 2 – On the start screen, WebAnno provides a number of options to choose
from: "Annotation", "Curation ", "Correction" (at the moment of evaluation still
under development), "Projects", "Monitoring", "Manage users", and "Crowd-
Source" (at the moment of evaluation still under development). An online man-
ual explains every option. In order to be able to import primary data to the tool a
project has to be created via the "Projects" menu item. The user is required to set
a name for the project, which will be displayed in the list of projects. Documents
can be added to a project by clicking on the project name. Once a project has
been selected, a second window with a number of tabs appears. The user needs
to click on the "Documents" tab, which opens an "Import new documents" dia-
log. During this dialog, a file format for the primary data can be specified. Once
the document is imported (confirm action with the "Import document" button),
its name is displayed in the documents list. In order to display the primary
data during annotation mode, the user has to jump back to the main navigation
window, and then click on "Annotation". An import dialog for projects and doc-
uments opens, where the previously imported document can be selected. Click-
ing on the "Open" button loads the primary data into the annotation window
(this may take some seconds). The primary data is displayed in a similar fash-
ion as in Brat (line numbers, line breaks). In "Settings" the number of lines per
"page" can be adjusted (default: 10). There are also controls for navigating the
"pages" ("first", "previous", "go to page", "next", "last") and documents (if there
are multiple documents in one project).
In WebAnno it is also possible to define different users inside the tool. Users can
be assigned different roles / rights (user vs. admin). The "plain users" only see
the annotation option when logged in while the admin user has access to all the
options. The admin may also monitor the annotation progress of different users
on different projects. It is even possible to monitor progress on a particular level
of annotation. The curation mode allows the user to compare the annotations of
different annotators, and to merge them.
206 Cf. https://code.google.com/p/webanno/wiki/WebAnnoStandalone
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Task 3 – Annotations schemes (tag sets) are created in the "Projects" window,
via the tab "Tag sets". The user can create tag sets on six different layers which
behave differently in terms of anchor creation:
• The "named entity" layer can have anchors that span several tokens within
one sentence
• The "lemma" layer can have anchors that span a single token
• The "pos" layer can have anchors that span one token; POS anchors can
be connected via a relation that is defined on the "dependency" layer (only
within the same sentence)
• The "coreference type" layer can have anchors that span one or more to-
kens; the type anchors can be connected via a relation that is defined on
the "coreference" layer
WebAnno provides default tag sets for each of the six layers. As only one tag
set is allowed per layer, the user has to delete the existing tag sets in order to
create new tag sets. It was not possible to create all tag sets required for the
evaluation task at once, as some annotation levels require the same "layer". Tag
sets may also be imported or exported in JSON format. Once a new tag set has
been created (parameters that need to be defined: "name", "language", "layer",
and an optional "description") new tags can be added via a form (parameters for
tag: "name" and an optional "description").
Task 4 – The annotation scheme can only be displayed passively during the an-
notation process, i.e. it is not possible to edit the scheme during the annotation
process. To modify the scheme, the user has to switch from the "Annotation"
window to the "Projects" window. The scheme and the corresponding items
are only displayed during the annotation process if an anchor is selected, or if
the user clicks on an existing anchor. The annotation scheme opens in a sepa-
rate window, and closes once the annotation has been applied. In the "Settings"
menu, the user can specify which annotation schemes are displayed in the an-
notation window (annotations that have already been applied on this level of
annotation are also displayed in the primary data).
Task 5 – In order to annotate, the user has to select an anchor in the primary text
via click-drag-release (word anchors may also be selected by double clicking the
word). When releasing the mouse, an annotation window pops up which con-
tains two drop-down menus: the first menu contains all the annotation levels
that were defined (and that were activated in the "Settings" menu), the second
menu contains the annotation items (=tags) of the selected annotation level. The
annotation window also displays the selected anchor as a textual string. An an-
notation item may be applied by selecting a value from the drop-down menu,
and by clicking on the "ok" button to confirm the action. By clicking on an exist-
ing annotation, the annotation window pops up and allows the user to modify
the tag value or to delete both, anchor and annotation.
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Relational annotations are realized by means of drag-and-drop. When the user
clicks on an anchor that was defined on the layer "coreference type" and holds
the mouse button down, an arrow head appears. The arrow head can be dragged
to another anchor. Dropping the arrow head on another anchor creates a visible
arrow that points from one anchor to the other. The value of the relation can be
selected from the annotation pop-up window.
Task 6 – WebAnno makes use of the visualization front end of Brat, i.e. the two
tools display annotations in a similar fashion: The annotations are displayed
in the primary data as a label in a predefined color. The labels are attached to
an anchor region by means of a rotated curly bracket that spans the whole an-
chor. The label text is the name of the annotation item, as defined in the scheme.
Hovering over an existing annotation opens a small window that displays the
anchor as a textual string as well as the annotation value and the ID of the anno-
tation. Relations are visualized as a directed arrow. Each relation is displayed in
a distinct color. The arrow has a label with the value of the relation and its ID.
It also displays the two related entities and the type of relation in textual form.
If a relation spans multiple lines, the arrow spans till the end of one line, and
starts anew in the next line (this is repeated for multiple lines). Via the "Settings"
menu, it is possible to show or hide annotations from the different annotation
levels.
Summary – WebAnno is a modern, web-based tool that extends the function-
ality of the Brat annotation tool. The tool utilizes a client-server architecture
and can be accessed via a web browser. All data is stored on a central database
server. WebAnno is different from most of the other tools, as it provides a num-
ber of additional functions that are useful for collaborative annotation projects.
These functions include the option to define annotation guidelines that can be
displayed during the annotation process, or to manage different roles / annota-
tors. Also, the annotation workflow can be monitored and managed, i.e. anno-
tations can be submitted for curation or correction. WebAnno is one of the few
tools that actually implements an intuitive multi-annotator workflow. Differ-
ent users can log into the annotation tool and annotate the document on differ-
ent layers. An admin may then compare the annotations, or merge and correct
them. Another distinctive feature is the option to export annotation tasks to a
crowdsourcing platform (at the time of evaluation this feature did not seem to
work).
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Figure C.9.: Screenshot of the WebAnno annotation tool.
C.10. Knowtator
Task 1 – As Knowtator is a plugin for the knowledge modeling framework Pro-
tégé, the user first of all has to download the Protégé installer. Next, the Know-
tator plugin files (in *.zip format) need to be downloaded and extracted to the
plugins directory of the Protégé installation. In order to activate Knowtator, a
new project needs to be created and saved in Protégé – after that, the Knowta-
tor plugin can be activated via "Project > Configure > Tab Widgets", check box
"Knowtator". A new tab "Knowtator" as well as a menu item "Knowtator" ap-
pear in the main navigation, and signal the successful setup of the Knowtator
annotation tool207.
207 There is a detailed installation tutorial on the Knowtator website (http://knowtator
.sourceforge.net/install.shtml) that describes every step for the setup and con-
figuration in great detail.
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Task 2 – Primary data can be imported to an existing Knowtator project by click-
ing on the folder icon that is positioned on the right symbol bar (tooltip: "Open
text source collection"). The dialog can only import folders, no single *.txt docu-
ments – therefore the exemplary evaluation text file needs to be put in a folder,
which is then imported via the "open text" dialog. The font size of the primary
data (as well as the font size of menus etc.) can be modified via "Window > In-
crease / decrease font size". In Protégé / Knowtator it is also possible to define
different annotators and annotation teams that can be assigned to an annotation.
Inter-annotator agreement may be calculated inside the tool.
Task 3 – Being a plugin of the Protégé platform, Knowtator builds on Protégé’s
"knowledge" model: The basic elements of this model are classes (= objects from
the domain) and slots (attributes for classes). Classes can be created in the tab
"Classes". The corresponding "class browser" allows the user to create, modify or
delete classes in a hierarchical file tree view. A new class is added as a child node
of the selected parent node. The hierarchy of nodes (=classes) in the tree can be
modified by means of drag-and-drop. Clicking on a node also opens a context
menu that allows the user to specify the "name" and "role" of the respective class,
as well as to generate optional "slots". In order to implement coreference annota-
tion, the main class "coreference" gets two subclasses "antecedent" and "referent"
as well as a slot titled "coreference-relation". The slot (which needs to be of type
"instance") can take a number of "allowed classes", which may later be part of
a coreference relation annotation. By setting the cardinality to "multiple", it is
possible to relate several referents to one antecedent.
Task 4 – The annotation scheme can be viewed and edited during the annota-
tion process, by switching to the "Classes" tab. Every class needs to be activated
manually for the Knowtator plugin via the menu items "Knowtator > Config-
ure". All previously defined annotations schemes can be imported in the field
"root classes" (child nodes are automatically imported if the parent node was
added). It is also possible to modify the order of annotation schemes and items.
After this step, the "classes" appear in the left pane of the Knowtator main win-
dow.
Task 5 – In order to apply an annotation, the user is required to define an an-
chor. This is either achieved by means of click-drag-release for larger scopes, or
by double clicking on a single word. Clicking on an annotation item from the
scheme opens a context menu that asks the user if he wants to create an annota-
tion for the selected anchor. There is also an option for "fast annotation", which
selects the annotation item and automatically applies the value to every anchor
scope the user defines. The "fast annotation mode" can be ended by clicking
on the "quit" button that appears under the tabs while being in "fast annotation
mode". Next to the quit button are previously selected "fast annotation values",
which enable quick switching of annotation values in "fast annotation mode".
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Clicking on an item from the annotation scheme also shows the anchors of previ-
ous annotations, providing a quick overview of already existing annotations for
the currently selected value. The number of existing annotations for each item is
shown as an integer value in the scheme. Annotations may be deleted by click-
ing on an existing anchor, and by clicking the "delete" button in the right pane.
It is also possible to modify the scope of an anchor with arrow icons. If there are
multiple annotations for one anchor, a click on the anchor opens a context menu
that lists all parallel annotations. Coreference annotation is realized by adding a
coreference-relation (in the right pane) to a previously created antecedent and a
referent anchor (all available anchors are shown in a list).
Task 6 – It is possible to define distinctive colors for a layer of annotation, or for
each item on that layer. Colors may be specified by means of RGB values, or by
selecting color names from the predefined color palette (e.g. "salmon"). Different
layers or even single items of annotation can be shown and hidden by means of
the "filter" mechanic. Knowtator allows the user to define tailored filters for the
visualization of annotation. By default, there are two filters available: show all
/ hide all.
Summary – Knowtator is designed as a plugin for the knowledge modeling
framework Protégé that can be used as a generic text annotation tool. Know-
tator also relies on the conceptual model of Protégé, which is reflected in schema
design. The "fast annotation mode" is useful to speed up the annotation pro-
cess for identical annotation values. Knowtator also allows the user to manage
annotator roles and to calculate inter-annotator agreement.
Figure C.10.: Screenshot of the Knowtator annotation tool.
324 C. Reviews: Linguistic annotation tools
C.11. GATE
Task 1 – GATE can be downloaded as an executable file that may be installed
with one click. During the installation process the user can optionally install the
standard user guide, a detailed developer documentation and the source code of
GATE. At the end of the installation the user can generate an "installation script"
for future installations.
Task 2 – GATE distinguishes "Applications", "Language Resources" and "Pro-
cessing Resources". In order to import primary data the user has to right click
"Language Resources" and then select "New > GATE Document". In the follow-
ing import dialog the user has to specify a name as well as the encoding (e.g.
UTF-8). In the field "sourceURL" the path to the primary data is specified. Af-
ter clicking "Ok", the imported document can be accessed (via double click) as a
child-node of the "Language Resources" node in the left pane.
Tasks 3-5 – GATE has two options for creating an annotation scheme: The first
option is to create an annotation scheme in XML Schema syntax by using an
external XML editor, and import the scheme via "Language Resources > right
click > New > Annotation Schema". The second option is to create an annotation
scheme inside GATE in an ad hoc manner, during the annotation process. A new
level of annotation can be created in the tab "Annotation Sets", by specifying a
name for the level in the empty form field and by clicking on the "New" button
in the bottom left corner. By default, GATE creates a level "Original markups",
which contains existing markup of the primary data. If the primary data is just
plain text, only the "paragraphs" are annotated in "Original markups".
Selecting an anchor scope and hovering over the selection opens a pop-up menu
which allows the user to either define a new annotation value, or to select an
existing value from a drop-down list. The annotation value is applied by closing
the pop-up window (x). The newly created annotation value is displayed on
the right "Annotation Sets" pane. It has a default color that can be changed by
right clicking the item and by clicking "Change color". Right clicking an item
and choosing "Delete" deletes the item from the annotation scheme. All items
can be set visible or hidden by means of a checkbox.
Hovering over an annotated anchor opens the pop-up annotation window. The
user may modify the scope of the anchor by means of small arrows. It is also pos-
sible to modify the annotation value, or to delete the annotation for the selected
anchor. Hovering over an anchor with multiple annotations opens a context
menu with all annotation values, from which the user can choose which one he
wants to edit.
Coreference annotation is realized via the "Co-reference editor" tab. GATE al-
lows the user to create chains of coreference relations that may include multiple
annotated elements. The chains automatically get the name of the longest an-
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chor that is part of the chain. Like annotation items, chains are displayed in
different colors, and can be set to visible / hidden.
Task 6 – As was described before, GATE automatically applies colors to each
annotation item and allows the user to show / hide items in the primary data
via check boxes. Besides the color highlight visualization in the primary data,
GATE provides two alternative views on annotations: The "Annotations List"
tab displays the annotations in a structured, tabular view, with the following pa-
rameters: "Type" (annotation item), "Set" (annotation level), "Start" and "End" of
anchor scope, "Id" and additional "Features" of the annotation. The second view,
the "Annotations Stack", displays annotations for a selected span of primary data
in a parallel layer fashion. The stack view is convenient for visualizing parallel,
overlapping annotations.
Summary – GATE is a complex framework for text annotation and analysis.
GATE’s focus lies on automatic annotation and processing functions (compa-
rable to UIMA), but it also has a sophisticated, manual annotation component.
Although GATE can be expanded with a great collection of available plugins, the
default interface is relatively simple and does not distract the manual annotator.
The real strength of the framework, however, lies in a combination of manual
and automatic annotation. Among the automatic tools are tokenizers, sentence
splitters, gazetteers, transducers, taggers, etc.
Figure C.11.: Screenshot of the GATE annotation tool.

D. Usability problems
D.1. Dexter
Source http://www.dextercoder.org/index.html
Date of download October 2, 2013
Date of evaluation October 2, 2013
Number of usability problems 14
Number of specific strengths 3
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
DEX01 Forced	  pre-­‐processing	  
of	  primary	  data
Although	  pre-­‐processing	  can	  facilitate	  
the	  annotation	  process	  in	  general,	  it	  
should	  be	  optional,	  because	  the	  
parameters	  that	  have	  to	  be	  set	  are	  
oftentimes	  complex.
1 1 2 Primary	  data
DEX02 Multiple	  tools The	  conversion	  function	  should	  be	  
included	  in	  the	  annotation	  tool.	  The	  
installation	  of	  two	  separate	  tools	  (for	  
conversion	  and	  annotation)	  creates	  
unnecessary	  complexity.
1 1 2 Primary	  data
DEX03 Conversion	  tool	  
complexity
The	  conversion	  tool	  offers	  too	  many	  
parameters.	  Although	  there	  are	  tooltips	  
for	  each	  of	  the	  parameters,	  the	  user	  
might	  be	  overwhelmed	  by	  the	  
abundance	  of	  options.
1 1 1 3 Primary	  data
DEX04 Parsing	  errors The	  conversion	  tool	  seems	  to	  have	  
problems	  when	  parsing	  documents	  that	  
contain	  double	  quotation	  marks.	  It	  is	  
not	  clear	  to	  the	  user	  how	  these	  errors	  
can	  be	  avoided.
1 1 1 4 Primary	  data
DEX05 Two-­‐step	  "open	  file"	  
dialog
When	  starting	  Dexter	  Code	  anew	  the	  
user	  needs	  to	  open	  both,	  the	  primary	  
document	  and	  the	  coding	  file,	  with	  two	  
different	  "open"-­‐dialogs.	  (*Other	  tools	  
allow	  the	  user	  to	  save	  both	  files	  in	  one	  
"project"	  etc.)
1 1 1 Primary	  data
DEX06 No	  easy	  manipulation	  
of	  items	  in	  the	  
annotation	  scheme
It	  is	  not	  possible	  to	  create,	  delete	  or	  
edit	  an	  item	  in	  the	  annotation	  scheme	  
via	  a	  shortcut	  or	  a	  right-­‐click	  context	  
menu.	  The	  user	  has	  to	  navigate	  to	  the	  
top	  menu	  bar	  every	  time	  he	  wants	  to	  
edit	  or	  delete	  an	  item.	  The	  creation	  of	  a	  
nested,	  subordinated	  item	  would	  also	  
be	  facilitated	  if	  it	  would	  be	  possible	  to	  
click	  directly	  in	  the	  scheme	  and	  create	  a	  
new	  item.
1 1 1 2 Annotation	  
scheme
DEX07 No	  customized	  color	  
palette	  for	  annotation	  
items
It	  is	  not	  possible	  to	  define	  custom	  
colors	  for	  annotation	  items	  –	  the	  user	  
has	  to	  choose	  from	  a	  total	  of	  28	  
predefined	  colors.
1 1 1 Annotation	  
scheme
DEX08 Fixed	  order	  of	  items	  in	  
the	  annotation	  scheme
The	  order	  of	  items	  in	  the	  annotation	  
scheme	  is	  alphabetically	  (for	  each	  
hierarchical	  level)	  and	  cannot	  be	  
changed.	  Ideally,	  it	  would	  be	  possible	  to	  
change	  the	  order	  of	  elements	  via	  drag-­‐
and-­‐drop.
1 3 Annotation	  
scheme
DEX09 Obligatory	  display	  of	  
all	  items	  in	  the	  
annotation	  scheme	  at	  
the	  same	  time
Every	  item	  in	  the	  annotation	  scheme	  is	  
displayed	  to	  the	  user.	  It	  might	  be	  useful	  
to	  minimize	  certain	  categories	  and	  their	  
sub-­‐items	  from	  the	  display,	  to	  reduce	  
complexity	  and	  distraction	  during	  the	  
annotation	  process.
1 2 Annotation	  
scheme
ID
Usability	  problems
Violated	  heuristics
DescriptionProblem Seve-­‐
rity
Category
DEX10 Insufficient	  
visualization	  of	  
hierarchical	  structure	  
in	  the	  annotation	  
scheme
The	  hierarchical	  dependencies	  are	  only	  
visualized	  by	  minor	  indents.	  A	  "file	  
tree"-­‐like	  visualization	  with	  "branches"	  
would	  be	  better.	  The	  centered	  text	  in	  
the	  "codes"	  visually	  conflicts	  with	  the	  
left-­‐side	  indentions.
1 2 Annotation	  
scheme
DEX11 No	  custom	  shortcuts Although	  the	  availability	  of	  predefined	  
shortcuts	  is	  a	  good	  thing,	  it	  is	  
disadvantageous	  that	  the	  shortcuts	  
cannot	  be	  customized.	  This	  is	  especially	  
problematic	  for	  code	  items,	  as	  they	  
cannot	  be	  changed	  and	  the	  shortcuts	  
are	  automatically	  assigned	  running	  
numbers	  starting,	  from	  1.
1 2 Annotation	  
process
DEX12 Unclear	  "delete	  
annotations"	  function
When	  the	  user	  clicks	  on	  an	  anchor,	  he	  
sees	  all	  parallel	  annotations	  for	  it	  in	  a	  
context	  menu.	  By	  clicking	  on	  one	  of	  
these	  annotations,	  he	  deletes	  it.	  The	  
delete	  function	  is	  not	  indicated	  by	  an	  
icon	  or	  some	  other	  kind	  of	  hint.
1 1 1 2 Annotation	  
process
DEX13 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
DEX14 Insufficient	  
visualization	  of	  parallel	  
annotations	  in	  the	  
primary	  data
Annotations	  are	  visualized	  with	  colored	  
(limited	  color	  palette)	  highlights.	  It	  is	  
hard	  to	  distinguish	  multiple,	  parallel	  
levels	  of	  annotation	  by	  means	  of	  
overlapping,	  colored	  highlights.	  The	  
purpose	  of	  the	  small	  column	  on	  the	  
right	  side	  of	  the	  screen	  is	  unclear.
1 2 Annotation	  
visualization
14 Usability	  problems 1 0 4 1 6 7 4 4 1 0 2,2
0 Installation
0 General	  UI
5 Primary	  data
5 Annotation	  scheme
3 Annotation	  process
1 Annotation	  
visualization
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐DEX01 Shortcuts Shortcuts	  for	  applying	  annotations	  	  
speed	  up	  the	  annotation	  process	  
significantly.
1 General	  UI
S-­‐DEX02 Preview	  primary	  data After	  the	  primary	  data	  has	  been	  
imported	  to	  the	  converter	  tool,	  it	  can	  
be	  previewed	  with	  and	  without	  
conversion.
1 1 Primary	  data
S-­‐DEX03 Annotation	  scheme	  
creation	  and	  
modification	  via	  GUI
The	  annotation	  scheme	  can	  be	  created	  
and	  edited	  directly	  in	  the	  tool,	  by	  
means	  of	  graphical	  elements	  and	  a	  
simple	  form	  window.
1 Annotation	  
scheme
3 Specific	  strengths 1 0 0 0 1 0 2 0 0 0
0 Installation
1 General	  UI
1 Primary	  data
1 Annotation	  scheme
0 Annotation	  process
0 Annotation	  
visualization
– CategoryID Strength Description 	  Applied	  heuristics
Specific	  strengths
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D.2. CATMA
Source http://www.catma.de/
Date of download October 7, 2013
Date of evaluation October 7, 2013
Number of usability problems 19
Number of specific strengths 5
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
CAT01 Refresh	  button	  is	  
unclear
The	  function	  of	  the	  "refresh"	  button	  in	  
the	  top	  right	  corner	  of	  the	  "repository"	  
and	  "tag	  manager"	  modules	  is	  not	  
clear.
1 1 1 General	  UI
CAT02 Multiple	  windows Each	  tool	  /	  module	  opens	  in	  a	  new	  
window.	  This	  does	  not	  feel	  natural	  in	  
the	  domain	  of	  web	  applications.	  Also,	  
moving	  and	  resizing	  the	  windows	  takes	  
rather	  long	  (due	  to	  the	  client-­‐server	  
architecture?).	  If	  multiple	  windows	  are	  
used,	  the	  user	  should	  be	  able	  to	  lock	  
them	  on	  some	  kind	  of	  grid.
1 1 1 2 General	  UI
CAT03 Hints	  disappear	  to	  fast On	  some	  occasions,	  textual	  hints	  on	  
how	  to	  proceed	  with	  the	  tool	  appear	  in	  
the	  bottom	  left	  corner.	  This	  position	  is	  
not	  in	  the	  focus	  of	  the	  user.	  Also,	  the	  
message	  text	  disappears	  really	  fast.	  
Users	  generally	  will	  not	  be	  able	  to	  read	  
the	  hint,	  but	  rather	  have	  a	  bad	  feeling	  
of	  having	  missed	  some	  important	  
information.
1 2 General	  UI
CAT04 Hints	  are	  too	  generic	  
and	  too	  small
There	  are	  some	  ?-­‐icons	  scattered	  
across	  the	  interface.	  These	  icons	  are	  
very	  small	  and	  can	  be	  easily	  overseen.	  
They	  look	  like	  buttons,	  but	  cannot	  be	  
clicked.	  They	  reveal	  rather	  long,	  generic	  
hints	  on	  how	  to	  proceed	  with	  the	  tool.	  
Tooltips	  should	  be	  contextual,	  on	  a	  
specific	  UI	  element,	  and	  explain	  what	  
the	  respective	  element	  does.
1 2 General	  UI
CAT05 Double	  clicking	  on	  a	  
document	  or	  a	  tagset	  
Sometimes,	  double	  clicking	  on	  
documents	  or	  tagsets	  does	  open	  them,	  
sometimes	  not	  (inconsistent	  behavior).	  
At	  the	  same	  time,	  there	  are	  "Open	  
Markup	  Collection"	  /	  "Open	  Tagset	  
Library"	  buttons	  that	  do	  the	  same	  job	  
(redundancy).
1 2 General	  UI
CAT06 "Page	  size	  zoom"	  
function	  is	  unclear
There	  is	  no	  way	  of	  adjusting	  the	  font	  
size.	  The	  "page	  size	  zoom"-­‐function	  
implies	  to	  zoom	  the	  text,	  but	  actually	  
adjusts	  how	  much	  text	  is	  displayed	  in	  
the	  document	  pane.	  The	  wording	  is	  
misleading.
1 1 1 3 General	  UI
CAT07 Create	  corpus	  button	  
is	  unclear
It	  is	  not	  clear	  whether	  it	  is	  necessary	  to	  
create	  a	  corpus	  first,	  or	  if	  a	  document	  
can	  be	  "added"	  to	  the	  repository	  
without	  being	  part	  of	  a	  corpus.	  It	  is	  not	  
clear	  whether	  a	  document	  can	  be	  
added	  to	  a	  corpus	  at	  a	  later	  point	  in	  
time.
1 2 Primary	  data
CAT08 Adding	  documents	  to	  
corpus	  is	  unclear
It	  is	  not	  clear	  how	  documents	  can	  be	  
added	  to	  an	  existing	  corpus.	  Drag-­‐and-­‐
drop	  of	  a	  document	  from	  the	  
"documents	  pane"	  to	  the	  "corpora	  
pane"	  is	  not	  intuitive	  (especially	  in	  the	  
web	  context).
1 1 2 Primary	  data
ID
Usability	  problems
Problem Description
Violated	  heuristics Seve-­‐
rity
Category
CAT09 Preview	  only	  shows	  
fragment	  of	  document
Once	  a	  document	  has	  been	  added,	  the	  
preview	  only	  shows	  a	  fragment	  of	  the	  
primary	  data.	  It	  ends	  abruptly	  in	  the	  
middle	  of	  a	  word,	  conveying	  the	  
impression	  that	  something	  went	  wrong	  
when	  importing	  the	  document.
1 1 3 Primary	  data
CAT10 Annotation	  scheme	  
hierarchy	  is	  unclear
There	  seem	  to	  be	  several	  concepts	  for	  
creating	  a	  hierarchical,	  multi-­‐level	  
annotation	  scheme.	  It	  is,	  however,	  not	  
clear	  which	  concepts	  to	  choose:	  "tag	  
library	  >	  tagset	  >	  tag	  >	  property	  >	  
values";	  tag	  library,	  tag	  set	  and	  tag	  
(with	  sub	  tags)	  can	  be	  used	  equally	  to	  
model	  different	  levels	  of	  annotation	  
with	  respective	  items.
1 1 1 3 Annotation	  
scheme
CAT11 Wording	  for	  creating	  
an	  annotation	  scheme	  
is	  unclear	  /	  ambiguous
The	  difference	  between	  "user	  markup	  
collection"	  and	  a	  "static	  markup	  
collection"	  and	  "tagset	  library"	  is	  not	  
clear	  /	  intuitive.
1 1 1 1 3 Annotation	  
scheme
CAT12 Relating	  a	  tagset	  to	  a	  
document	  is	  unclear
It	  is	  not	  clear	  how	  tagsets	  can	  be	  
related	  to	  a	  document.	  Drag-­‐and-­‐drop	  	  
is	  neither	  intuitive	  (especially	  in	  the	  
web	  context)	  nor	  practical,	  as	  multiple	  
windows	  have	  to	  be	  opened	  (cf.	  
"multiple	  windows"-­‐problem).
1 1 3 Annotation	  
scheme
CAT13 Annotation	  process	  is	  
not	  intuitive	  
Although	  described	  in	  the	  manual,	  it	  is	  
not	  intuitive	  to	  select	  an	  anchor	  in	  the	  
left	  "document	  pane"	  and	  then	  apply	  
an	  annotation	  from	  the	  tagset	  by	  
clicking	  on	  its	  color	  symbol.
1 2 Annotation	  
process
CAT14 No	  shortcuts	  for	  
applying	  annotation	  
values
There	  are	  no	  shortcuts	  for	  applying	  a	  
tag	  to	  a	  selected	  anchor.	  This	  is	  very	  
impractical,	  as	  the	  user	  has	  to	  click	  on	  a	  
tag	  after	  each	  anchor	  selection.
1 2 Annotation	  
process
CAT15 Double	  clicking	  on	  a	  
word	  selects	  
whitespaces
It	  is	  cumbersome	  to	  select	  small	  
anchors,	  such	  as	  short	  words	  or	  
punctuation,	  because	  the	  text	  is	  
displayed	  in	  a	  rather	  small,	  default	  font	  
size.	  Double	  clicking	  on	  a	  word	  does	  not	  
only	  select	  the	  word,	  but	  also	  the	  
subsequent	  whitespace,	  which	  creates	  
erroneous	  anchors.
1 1 1 2 Annotation	  
process
CAT16 Deleting	  annotations	  is	  
impractical
If	  an	  anchor	  is	  clicked,	  the	  parallel	  
annotations	  are	  displayed	  in	  an	  
"inspector-­‐like"	  window	  on	  the	  right,	  
named	  "Writable	  Markup	  Collection".	  
Tags	  may	  be	  removed	  inside	  this	  
window.	  The	  same	  applies	  for	  setting	  
the	  values	  for	  a	  property.	  This	  is	  not	  
intuitive	  (a	  context	  menu	  in	  the	  
document	  would	  be	  better).
1 1 3 Annotation	  
process
CAT17 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
CAT18 Show	  /	  hide	  
annotations	  function	  is	  
not	  accessible
It	  is	  not	  intuitive	  to	  distinguish	  between	  
"active	  tagsets"	  and	  "active	  markup	  
collections".	  The	  show	  /	  hide	  function	  
for	  items	  from	  the	  annotation	  scheme	  
is	  only	  available	  in	  the	  "active	  markup	  
collections"	  tab,	  which	  is	  not	  displayed	  
by	  default.
1 1 3 Annotation	  
visualization
CAT19 Collapsed	  annotation	  
underlines
Underlines	  collapse	  into	  each	  other	  -­‐	  
they	  should	  rather	  form	  a	  straight	  line	  
for	  each	  level	  of	  annotation.
1 2 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐CAT01 Ready-­‐to-­‐use	  web	  
service
The	  tool	  does	  not	  require	  the	  user	  to	  
install	  or	  setup	  anything	  at	  all,	  as	  it	  is	  
available	  as	  a	  web	  service.	  All	  data	  is	  
stored	  on	  the	  CATMA	  server.	  The	  tool	  
can	  be	  accessed	  via	  a	  web	  browser	  and	  
a	  Google	  account.
1 Installation
S-­‐CAT02 Meta	  data	  for	  primary	  
data
It	  is	  possible	  to	  define	  title,	  author,	  
description	  and	  publisher	  for	  the	  
primary	  data	  document.
1 1 Primary	  data
S-­‐CAT03 Annotation	  scheme	  
creation	  and	  
modification	  via	  GUI
The	  annotation	  scheme	  can	  be	  created	  
and	  edited	  directly	  in	  the	  tool,	  by	  
means	  of	  graphical	  elements	  and	  a	  
simple	  form	  window.
1 Annotation	  
scheme
S-­‐CAT04 Show	  and	  hide	  
annotations	  on	  
different	  levels	  of	  
detail
It	  is	  possible	  to	  show	  and	  hide	  whole	  
levels	  of	  annotations	  as	  well	  as	  single	  
annotation	  items.
1 Annotation	  
visualization
S-­‐CAT05 Visualization	  of	  
annotations	  as	  
underlines
Underlining	  the	  anchors	  in	  the	  color	  of	  
the	  respective	  tag	  is	  a	  good	  way	  to	  
visualize	  multiple,	  parallel	  annotations.
1 Annotation	  
visualization
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– CategoryID Strength Description 	  Applied	  heuristics
Specific	  strengths
D.3. Glozz 335
D.3. Glozz
Source http://www.glozz.org/
Date of download October 8, 2013
Date of evaluation October 10, 2013
Number of usability problems 17
Number of specific strengths 9
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
GLO01 "Load	  last	  job"	  is	  
unclear
"Load	  last	  job"	  does	  not	  sound	  like	  
reloading	  the	  recent	  files;	  it	  is	  unclear	  
what	  the	  function	  actually	  does.	  The	  
manual	  does	  not	  describe	  the	  function	  
sufficiently.
1 1 3 General	  UI
GLO02 Cumbersome	  import	  
process
Importing	  the	  primary	  data	  is	  very	  
cumbersome.	  Although	  the	  "Import	  
button"	  is	  clearly	  visible,	  the	  following	  
import	  dialog	  is	  rather	  irritating:	  The	  
user	  not	  only	  has	  to	  import	  the	  primary	  
data	  (*.txt),	  but	  also	  needs	  to	  specify	  
the	  paths	  to	  an	  output	  file	  (*.ac)	  and	  an	  
annotation	  file	  (*.aa).	  It	  is	  not	  clear	  
what	  these	  files	  do,	  whether	  they	  
already	  exist,	  or	  whether	  they	  have	  to	  
be	  created	  manually.	  It	  is	  also	  not	  clear	  
where	  to	  store	  the	  files.	  
1 1 1 1 4 Primary	  data
GLO03 No	  feedback	  after	  
import
After	  the	  *.ac	  and	  *.aa	  files	  have	  been	  
created,	  the	  import	  dialog	  closes,	  but	  
the	  imported	  text	  is	  not	  displayed.	  The	  
user	  has	  to	  click	  on	  "file	  >	  open",	  to	  
start	  a	  dialog	  that	  requires	  to	  browse	  
the	  respective	  *.ac	  and	  *.aa	  files.	  This	  is	  
redundant	  -­‐	  after	  having	  created	  those	  
files	  in	  the	  previous	  step,	  it	  would	  be	  
more	  comfortable	  to	  display	  the	  
document	  directly,	  and	  not	  having	  to	  
define	  the	  same	  path	  again	  to	  achieve	  
this	  effect.
1 1 1 1 1 4 Primary	  data
GLO04 Annotation	  scheme	  
cannot	  be	  created	  /	  
edited	  inside	  the	  tool
The	  annotation	  scheme	  needs	  to	  be	  
created	  outside	  of	  the	  tool,	  in	  a	  code	  
editor.	  If	  the	  user	  changes	  the	  scheme	  
outside	  of	  the	  tool,	  he	  has	  to	  "reload"	  
the	  scheme.
1 1 4 Annotation	  
scheme
GLO05 Annotation	  scheme	  
must	  be	  defined	  as	  
XML
The	  annotation	  model	  (=	  scheme)	  is	  
defined	  in	  XML	  syntax.	  This	  can	  be	  
cumbersome	  for	  annotators	  without	  
knowledge	  about	  markup	  languages	  
(e.g.	  type	  names	  without	  whitespace,	  
etc.).
1 1 2 Annotation	  
scheme
GLO06 Some	  "type"	  names	  
are	  not	  working
There	  seem	  to	  be	  problems	  with	  the	  
type	  names	  "title"	  and	  "paragraph"	  -­‐	  
they	  are	  displayed	  in	  the	  tool,	  but	  
cannot	  be	  used	  as	  valid	  annotations.
1 1 1 4 Annotation	  
scheme
GLO07 Wording	  for	  creating	  
an	  annotation	  scheme	  
is	  not	  intuitive
The	  tool	  makes	  use	  of	  an	  annotation	  
model	  that	  relies	  on	  units	  (=	  anchors),	  
relations	  (=	  relations),	  and	  schemas	  (=	  
groups	  of	  anchors,	  relations	  and	  other	  
schemas).	  An	  annotation	  tool	  should	  be	  
theory-­‐neutral	  and	  use	  intuitive	  
concepts.
1 1 2 Annotation	  
scheme
GLO08 No	  hierarchy	  in	  
annotation	  scheme
It	  is	  not	  possible	  to	  implement	  a	  
hierarchy	  of	  elements	  and	  subelements	  
in	  the	  annotation	  scheme,	  i.e.	  all	  
elements	  from	  different	  annotation	  
levels	  are	  displayed	  in	  the	  same	  pane,	  
with	  no	  visual	  demarcation.
1 2 Annotation	  
scheme
ID
Usability	  problems
Problem Description
Violated	  heuristics Seve-­‐
rity
Category
GLO09 Display	  of	  all	  items	  in	  
the	  annotation	  scheme	  
at	  the	  same	  time
Any	  item	  that	  is	  in	  the	  annotation	  
scheme	  is	  displayed	  to	  the	  user.	  It	  
might	  be	  useful	  to	  minimize	  certain	  
categories	  and	  their	  sub-­‐items	  from	  the	  
display,	  to	  reduce	  complexity	  and	  
distraction	  during	  the	  annotation	  
process.
1 3 Annotation	  
scheme
GLO10 Double	  clicking	  on	  a	  
word	  does	  not	  select	  it	  
per	  default
This	  is	  a	  conventionalized	  shortcut	  that	  
can	  speed	  up	  the	  annotation	  process.	  
Here,	  the	  shortcut	  is	  disabled	  by	  
default,	  and	  has	  to	  be	  explicitly	  turned	  
on	  in	  the	  preferences.
1 1 2 Annotation	  
process
GLO11 Switching	  to	  different	  
annotation	  modes	  is	  
impractical
Whenever	  the	  user	  wants	  to	  annotate,	  
he	  has	  to	  select	  the	  annotation	  mode.	  
Whenever	  he	  wants	  to	  change	  an	  
annotation,	  he	  has	  to	  	  switch	  to	  edit	  
mode.	  This	  is	  impractical	  -­‐	  annotation	  
modes	  should	  rather	  	  be	  activated	  
automatically	  whenever	  the	  user	  
selects	  an	  item	  from	  the	  respective	  
annotation	  scheme.	  The	  change	  /	  
delete	  mode	  could	  be	  toggled	  in	  
another	  way	  (e.g.	  by	  a	  right	  click).
1 4 Annotation	  
process
GLO12 Font	  size	  of	  the	  
primary	  data	  is	  too	  
small	  and	  cannot	  be	  
changed
The	  font	  size	  of	  the	  primary	  data	  is	  too	  
small	  and	  cannot	  be	  enlarged.	  This	  
makes	  the	  annotation	  of	  small	  anchors	  
(single	  character	  and	  short	  words)	  a	  
very	  cumbersome	  task.
1 2 Primary	  data
GLO13 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone	  
1 1 1 3 Annotation	  
process
GLO14 Display	  of	  primary	  data	  
is	  broken
At	  some	  point,	  after	  a	  couple	  of	  
annotations	  were	  added,	  and	  the	  
document	  was	  "reloaded",	  the	  display	  
of	  the	  primary	  data	  was	  broken,	  i.e.	  the	  
tool	  displayed	  different	  font	  sizes,	  
arbitrary	  linebreaks	  after	  single	  
characters,	  words	  and	  phrases,	  as	  well	  
as	  centered	  text.
1 1 4 Primary	  data
GLO15 Styling	  of	  the	  
annotation	  scheme	  as	  
an	  extra	  step
The	  items	  of	  the	  annotation	  scheme	  
need	  to	  be	  styled	  inside	  the	  tool,	  as	  an	  
extra	  step.	  If	  the	  user	  wants	  to	  display	  
an	  item	  in	  a	  specific	  color,	  he	  may	  
define	  it	  in	  the	  "Style	  editor".	  This	  is	  not	  
practical,	  as	  the	  user	  typically	  wants	  
every	  item	  in	  a	  distinctive	  color.	  Items	  
should	  have	  different	  color	  by	  default.	  
Also,	  the	  "individual	  stylesheet"	  must	  
be	  selected	  in	  the	  "color	  mode"	  menu.
1 1 4 Annotation	  
visualization
GLO16 Show	  /	  hide	  
annotations	  is	  not	  
accessible	  /	  intuitive
Although	  it	  is	  nice	  to	  be	  able	  to	  show	  /	  
hide	  single	  units,	  single	  annotation	  
items	  and	  whole	  groups	  of	  items,	  it	  is	  
disadvantageous	  to	  scatter	  these	  
functions	  among	  three	  different	  places	  
in	  the	  interface.	  Show	  /	  hide	  groups	  is	  
in	  a	  menu	  "Groups"	  that	  only	  has	  one	  
menu	  item:	  "Manage	  visibility".
1 1 1 4 Annotation	  
visualization
GLO17 Insufficient	  
visualization	  of	  parallel	  
annotations	  in	  the	  
primary	  data
It	  is	  hard	  to	  distinguish	  multiple,	  
parallel	  levels	  of	  annotation	  by	  means	  
of	  overlapping,	  colored	  highlights.	  
1 2 Annotation	  
visualization
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S-­‐GLO01 Sandbox	  with	  
examples
Predefined	  examples	  that	  can	  be	  
loaded	  are	  nice	  to	  get	  a	  feel	  for	  what	  
can	  be	  done	  with	  the	  tool.
1 1 General	  UI
S-­‐GLO02 Visual	  support	  when	  
defining	  	  anchors
There	  are	  little	  flags	  when	  clicking	  in	  
the	  primary	  data	  (to	  create	  and	  anchor	  
scorpe)	  that	  say	  "begin"	  and	  "end"	  -­‐	  
this	  is	  good	  user	  feedback.
1 1 Annotation	  
process
S-­‐GLO03 Visual	  support	  when	  
editing	  anchors
Once	  the	  user	  is	  in	  "editing"	  mode,	  he	  
not	  only	  can	  delete	  annotations,	  but	  
also	  edit	  the	  anchor	  of	  existing	  ones.	  
There	  are	  visual	  aids	  in	  the	  form	  of	  
small	  circles.	  These	  circles	  can	  be	  
dragged	  like	  handles,	  and	  allow	  	  the	  
user	  	  to	  adjust	  the	  scope	  of	  an	  anchor.
1 1 Annotation	  
process
S-­‐GLO04 Relations	  can	  be	  
created	  with	  two	  clicks	  
and	  a	  visual	  aid
To	  create	  a	  relation,	  the	  user	  only	  has	  
to	  select	  the	  two	  anchors	  he	  wants	  to	  
relate.	  There	  is	  a	  visual	  aid	  in	  the	  form	  
of	  an	  arrow	  that	  helps	  to	  "draw"	  the	  
relation.
1 1 1 Annotation	  
process
S-­‐GLO05 Delete	  annotations	  
with	  DEL	  key
Deleting	  annotations	  with	  the	  DEL	  key	  
complies	  to	  standardized	  behavior	  in	  
other	  systems	  and	  can	  speed	  up	  the	  
annotation	  process.
1 1 Annotation	  
process
S-­‐GLO06 Show	  and	  hide	  
annotations	  on	  
different	  levels	  of	  
detail
It	  is	  possible	  to	  show	  and	  hide	  whole	  
levels	  of	  annotations	  as	  well	  as	  single	  
annotation	  items.
1 Annotation	  
visualization
S-­‐GLO07 Macro-­‐view	  and	  
positional	  syncing
A	  thumbnail-­‐version	  of	  the	  document	  
(macro-­‐view)	  allows	  the	  user	  to	  quickly	  
navigate	  through	  long	  documents.	  The	  
whole	  text	  can	  be	  accessed	  via	  a	  
scrollbar	  or	  by	  clicking	  in	  the	  macro-­‐
view	  of	  the	  document	  on	  the	  left	  side.	  
If	  the	  user	  moves	  the	  mouse	  cursor	  
somewhere	  in	  the	  document,	  the	  
position	  is	  highlighted	  in	  the	  macro-­‐
view	  (and	  vice	  versa).
1 Annotation	  
visualization
S-­‐GLO08 Tabular	  view	  of	  
annotations
Annotations	  are	  not	  only	  displayed	  as	  
colored	  highlights	  in	  the	  primary	  
document,	  but	  also	  in	  a	  tabular	  view,	  
containing	  information	  about	  the	  
annotation's	  value,	  its	  scope	  and	  its	  ID.
1 Annotation	  
visualization
Specific	  strengths
ID Strength Description 	  Applied	  heuristics – Category
S-­‐GLO09 Good	  visualization	  for	  
annotations	  that	  span	  
several	  rows
If	  an	  anchor	  spans	  e.g.	  two	  rows	  in	  the	  
primary	  data,	  the	  area	  is	  highlighted	  in	  
one	  color,	  with	  a	  visual	  demarcation	  to	  
nearby	  anchors.
1 Annotation	  
visualization
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340 D. Usability problems
D.4. UAM Corpus Tool
Source http://www.wagsoft.com/CorpusTool/
Date of download October 11, 2013
Date of evaluation October 11, 2013
Number of usability problems 21
Number of specific strengths 3
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
UAM01 No	  conventionalized	  
design	  of	  UI	  elements
Buttons	  and	  other	  UI	  elements	  do	  not	  
conform	  to	  established	  design	  
conventions	  and	  look-­‐and-­‐feel	  
guidelines.	  The	  user	  has	  troubles	  
identifying	  interaction	  elements.	  
Examples:	  
(1)	  The	  buttons	  are	  rendered	  in	  light	  
grey	  and	  thus	  look	  as	  they	  are	  inactive.	  
This	  holds	  the	  user	  from	  clicking	  on	  
them.
(2)	  Some	  buttons,	  like	  e.g.	  the	  "edit"	  
(layer)	  button	  are	  arranged	  in	  a	  rather	  
irritating	  way.	  They	  convey	  false	  
functionality,	  like	  e.g.	  belonging	  to	  a	  
free	  text	  field.
1 1 1 1 4 General	  UI
UAM02 Redundant	  controls Many	  controls	  are	  redundant.	  This	  does	  
not	  make	  it	  easier	  for	  the	  user	  to	  find	  a	  
specific	  function,	  but	  rather	  generates	  
overhead	  by	  providing	  too	  many	  
(similar)	  options.	  Example:	  multiple	  
"help"	  buttons.
1 1 1 2 General	  UI
UAM03 Help	  function	  uses	  
advanced	  language
The	  help	  function	  uses	  topics	  that	  are	  
not	  easily	  understood	  by	  new	  users.	  
1 1 2 General	  UI
UAM04 Overall	  wording	  is	  not	  
intuitive
The	  general	  wording	  is	  not	  easy	  to	  
understand	  /	  not	  very	  meaningful.	  
Examples:	  "(Un-­‐)Incorporate	  files",	  
"Extend	  corpus",	  "System	  /	  features",	  
etc.
1 1 1 3 General	  UI
UAM05 Importing	  files	  is	  not	  
standardized
It	  is	  not	  clear	  at	  first	  sight	  how	  a	  text	  
can	  be	  imported.	  The	  "Project"	  menu	  is	  
misleading,	  as	  the	  user	  would	  expect	  
something	  like	  "File"	  in	  this	  position.	  
Import	  files	  actually	  means	  "import	  
previous	  projects".	  The	  import	  
mechanism	  is	  not	  clearly	  visible;	  the	  
wording	  "Extend	  corpus"	  is	  not	  easy	  to	  
interpret	  and	  not	  quite	  conventional.
1 1 3 Primary	  data
UAM06 "Corpus"	  vs.	  "project"	  
is	  unclear
It	  is	  not	  entirely	  clear	  what	  is	  the	  
difference	  between	  a	  "project",	  that	  
has	  to	  be	  created	  in	  the	  beginning,	  and	  
a	  "corpus",	  to	  which	  documents	  need	  
to	  be	  added	  before	  they	  can	  be	  
annotated.
1 1 2 Primary	  data
UAM07 Incorporating	  text	  into	  
a	  corpus	  is	  impractical
After	  a	  text	  has	  been	  imported	  to	  the	  
tool,	  it	  has	  to	  be	  "incorporated"	  to	  a	  
corpus	  before	  it	  can	  be	  actually	  
annotated.
1 1 1 1 2 Primary	  data
UAM08 Imported	  document	  
can	  be	  edited,	  but	  	  
changes	  are	  not	  saved
Once	  a	  document	  has	  been	  imported	  
into	  the	  tool	  it	  can	  be	  opened.	  The	  user	  
can	  also	  edit	  the	  text	  (delete	  /	  insert	  
characters).	  These	  changes	  are,	  
however,	  not	  saved	  once	  the	  user	  
closes	  this	  document	  "preview".	  This	  
can	  be	  quite	  irritating,	  as	  the	  user	  might	  
think	  he	  can	  edit	  the	  primary	  data	  
inside	  the	  tool.
1 1 2 Primary	  data
Usability	  problems
ID Problem Description
Violated	  heuristics Seve-­‐
rity
Category
UAM09 Too	  many	  unexplained	  
options	  in	  the	  assistant	  
for	  annotation	  scheme	  
creation
The	  wizard	  for	  the	  creation	  of	  a	  new	  
annotation	  layer	  contains	  many	  
options.	  Some	  of	  them	  are	  explained,	  
some	  are	  not.	  It	  is	  not	  always	  clear	  
what	  an	  option	  does,	  or	  what	  are	  the	  
implications	  when	  selecting	  it.
1 1 1 3 Annotation	  
scheme
UAM10 Creation	  of	  an	  (empty)	  
annotation	  layer	  and	  
creation	  of	  actual	  
annotation	  items	  as	  
two	  different	  steps
The	  wizard	  for	  creating	  a	  new	  
annotation	  layer	  does	  not	  contain	  a	  
step	  which	  allows	  	  the	  user	  to	  add	  new	  
tags	  to	  the	  layer.	  It	  is	  not	  clear	  why	  the	  
definition	  of	  tags	  requires	  an	  additional	  
step	  (click	  on	  "edit"	  layer).
1 1 1 2 Annotation	  
scheme
UAM11 Default	  tags	  in	  the	  
annotation	  scheme	  are	  
irritating
The	  default	  tags	  in	  the	  annotation	  
scheme	  are	  irritating.	  It	  is	  no	  clear	  that	  
they	  are	  mere	  examples	  of	  a	  basic	  
scheme.
1 1 1 3 Annotation	  
scheme
UAM12 Annotation	  scheme	  
editor	  uses	  rather	  
specific	  concepts	  /	  
metaphors
The	  graphical	  annotation	  scheme	  editor	  
is	  a	  good	  idea,	  but	  the	  specific	  
metaphors	  (systems,	  features,	  depth,	  
types,	  graphs,	  conditions)	  are	  not	  clear	  
to	  non-­‐RST	  linguists.
1 1 1 1 Annotation	  
scheme
UAM13 Interaction	  with	  the	  
graphical	  scheme	  
editor	  is	  not	  intuitive
It	  is	  not	  clear	  how	  to	  interact	  with	  the	  
graphical	  scheme	  immediately.	  
1 1 4 Annotation	  
scheme
UAM14 Insufficient	  
visualization	  of	  
hierarchical	  structure	  
in	  the	  annotation	  
scheme
Although	  the	  tool	  allows	  the	  user	  	  to	  
define	  a	  hierarchically	  structured	  
annotation	  scheme,	  it	  only	  displays	  one	  
level	  at	  a	  time	  during	  the	  annotation	  
process.	  The	  user	  has	  to	  click	  through	  
different	  levels	  of	  annotation.
1 2 Annotation	  
scheme
UAM15 Mida's	  touch	  problem	  
during	  the	  annotation	  
process
"Mida's	  touch	  problem":	  every	  click-­‐
drag-­‐release	  action	  creates	  a	  new	  
anchor	  selection.
1 1 1 3 Annotation	  
process
UAM16 Applying	  annotations	  
via	  double	  click	  (in	  the	  
scheme)	  is	  not	  intuitive
The	  application	  of	  an	  annotation	  value	  
via	  double	  click	  is	  not	  intuitive.	  
Furthermore,	  the	  nearby	  save	  button	  
suggests	  that	  it	  could	  be	  used	  to	  save	  
an	  annotation	  to	  a	  selected	  anchor.	  
Actually,	  it	  saves	  the	  whole	  project.
1 1 3 Annotation	  
process
UAM17 Limited	  space	  for	  
displaying	  the	  
annotation	  items	  from	  
the	  scheme
There	  is	  only	  limited	  space	  for	  
annotation	  items	  in	  the	  scheme	  pane.	  If	  
there	  are	  many	  items,	  the	  user	  may	  
have	  to	  scroll	  down	  to	  select	  it.
1 1 3 Annotation	  
scheme
UAM18 Handles	  for	  editing	  an	  
anchor	  scope	  are	  too	  
small
The	  handles	  for	  	  editing	  an	  anchor	  
scope	  are	  to	  small,	  which	  leads	  to	  many	  
errors.
1 1 1 2 Annotation	  
process
UAM19 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
UAM20 Annotations	  cannot	  be	  
visually	  distinguished	  
without	  clicking	  on	  
them
All	  annotations	  are	  visualized	  with	  a	  
green	  underlining.	  It	  is	  not	  possible	  to	  
visually	  distinguish	  different	  annotation	  
items	  from	  each	  other	  without	  clicking	  
on	  them.	  If	  the	  user	  clicks	  on	  an	  
annotation,	  its	  value	  is	  displayed	  in	  the	  
bottom	  annotation	  pane.
1 1 2 Annotation	  
visualization
UAM21 Only	  one	  layer	  of	  
annotation	  can	  be	  
viewed	  at	  a	  time
It	  is	  only	  possible	  to	  view	  one	  
annotation	  layer	  at	  a	  time.	  For	  certain	  
annotation	  scenarios	  it	  might	  be	  helpful	  
to	  view	  more	  than	  one	  layer	  at	  the	  
same	  time.
1 1 2 Annotation	  
visualization
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S-­‐UAM01 Visual	  annotation	  
scheme	  editor
There	  is	  a	  visual	  annotation	  scheme	  
creator	  and	  editor	  within	  the	  tool	  that	  
can	  be	  accessed	  at	  any	  time	  during	  the	  
annotation	  process.
1 1 Annotation	  
scheme
S-­‐UAM02 View	  XML	  code	  during	  
the	  annotation	  process
It	  is	  possible	  to	  show	  the	  XML	  code	  that	  
is	  generated	  during	  the	  annotation	  
process.	  This	  can	  be	  an	  interesting	  
"feedback"	  for	  people	  who	  know	  about	  
XML,	  and	  who	  would	  like	  to	  know	  what	  
is	  happening	  in	  the	  background	  while	  
annotating	  via	  the	  GUI.
1 Annotation	  
visualization
S-­‐UAM03 Automatic	  
segmentation	  (anchor	  
creation)
Automatic	  segmentation	  works	  really	  
good	  for	  paragraphs,	  clauses,	  NPs	  and	  
words.	  This	  can	  speed	  up	  the	  actual	  
annotation	  process	  significantly.	  It	  is	  
also	  possible	  to	  navigate	  between	  the	  
segments	  by	  using	  arrow	  buttons	  
during	  the	  annotation	  process.
1 Annotation	  
process
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344 D. Usability problems
D.5. Brat
Source http://brat.nlplab.org/
Date of download October 15, 2013
Date of evaluation October 15, 2013
Number of usability problems 24
Number of specific strengths 13
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
BRA01 Installation	  requires	  
technical	  skill	  (UNIX	  /	  
server)
In	  order	  to	  create	  an	  individual	  
annotation	  scheme	  in	  Brat,	  and	  to	  be	  
able	  to	  tailor	  the	  tool	  to	  specific	  needs,	  
it	  is	  necessary	  to	  host	  it	  on	  a	  private	  
server	  -­‐	  this	  requires	  technical	  skill	  in	  
UNIX	  environments	  and	  basic	  
knowledge	  about	  web	  servers	  and	  
Python.
1 1 2 Installation
BRA02 No	  save	  button The	  project	  is	  automatically	  saved,	  but	  
there	  is	  no	  save	  button	  that	  explicitly	  
allows	  the	  user	  	  to	  save	  a	  document	  
and	  its	  annotations.
1 1 3 General	  UI
BRA03 Main	  navigation	  is	  
hidden	  by	  default
The	  main	  navigation	  bar	  on	  the	  top	  of	  
the	  screen	  should	  not	  be	  hidden	  by	  
default,	  but	  rather	  have	  a	  function	  that	  
allows	  the	  user	  to	  minimize	  /	  hide	  it	  if	  
desired.
1 1 3 General	  UI
BRA04 Backward	  /	  forward	  
navigation	  is	  confusing
The	  function	  of	  the	  two	  arrows	  that	  
allow	  the	  user	  to	  navigate	  back	  and	  
forth	  through	  a	  collection	  of	  documents	  
is	  not	  understood	  intuively.	  	  The	  arrows	  
rather	  look	  like	  an	  undo	  /	  redo	  
function.	  Also,	  the	  arrows	  are	  
positioned	  directly	  under	  the	  browser's	  
navigation	  buttons;	  the	  user	  might	  
confuse	  the	  different	  controls.
1 1 2 General	  UI
BRA05 Wording	  and	  structure	  
of	  controls	  is	  not	  
intuitive
The	  buttons	  in	  the	  main	  navigation	  bar	  
that	  are	  labeled	  with	  "Collection"	  and	  
"Data"	  are	  not	  intuitive.	  It	  is	  not	  clear	  
why	  "collections"	  (of	  documents)	  are	  
different	  from	  "data".	  "Collections"	  
allow	  the	  user	  to	  open	  imported	  
documents.	  "Data"	  contains	  an	  import	  
feature	  for	  documents,	  but	  also	  other	  
functions	  such	  as	  "export",	  "compare"	  
and	  "automatic	  annotation".	  These	  
functions	  are	  arranged	  in	  arbitrary	  
order,	  and	  some	  of	  them	  are	  only	  
placeholders,	  as	  they	  are	  not	  even	  
implemented	  yet.	  Functions	  like	  "open	  
document"	  or	  "import	  document"	  have	  
been	  conventionalized	  for	  numerous	  
tools.
1 1 1 1 4 General	  UI
BRA06 Inconsistent	  use	  of	  
tooltips
While	  there	  are	  tooltips	  for	  some	  
functions,	  they	  are	  not	  available	  for	  
every	  function,	  which	  is	  inconsistent.
1 1 2 Genreal	  UI
BRA07 Error	  messages	  
disappear	  to	  quick
Error	  messages	  appear	  on	  the	  bottom	  
of	  the	  screen,	  but	  disappear	  too	  quick.	  
The	  little	  blue	  button	  (i)	  does	  not	  
convey	  that	  its	  	  function	  is	  to	  show	  
those	  messages	  again.	  The	  button	  
cannot	  be	  pressed,	  but	  only	  works	  "on	  
hover".
1 1 2 General	  UI
Usability	  problems
ID Problem Description
Violated	  heuristics Seve-­‐
rity
Category
BRA08 Documentation	  is	  
lacking	  important	  
information
Although	  the	  manual	  explains	  some	  of	  
the	  basics	  of	  Brat,	  it	  does	  not	  explain	  
how	  to	  create	  an	  individual	  annotation	  
scheme,	  or	  how	  to	  configurate	  the	  tool	  
to	  one's	  specific	  needs.	  This	  
information	  is	  given	  on	  the	  web	  site,	  on	  
a	  page	  named	  "configuration.html",	  
which	  is	  only	  accessible	  via	  the	  site	  
map.
1 1 4 General	  UI
BRA09 Importing	  primary	  data	  
is	  not	  intuitive
The	  two	  ways	  for	  importing	  data	  are	  
both	  not	  intuitive:	  (1)	  By	  clicking	  on	  the	  
"Data"	  button,	  a	  dialog	  opens	  that	  
allows	  the	  user	  to	  import	  a	  document.	  
The	  user	  has	  to	  specifiy	  a	  document	  
name	  and	  an	  ID,	  and	  then	  needs	  to	  
paste	  the	  document	  content	  in	  a	  form	  
field.	  The	  user	  does	  not	  really	  know	  
what	  to	  do	  here.	  It	  is	  also	  not	  clear	  that	  
the	  document	  is	  stored	  in	  the	  
"collection".	  (2)	  If	  a	  user	  saves	  a	  
document	  directly	  as	  a	  *.txt	  file	  in	  the	  
"data"	  folder	  of	  the	  Brat	  installation,	  he	  
needs	  to	  create	  an	  empty	  annotation	  
file	  (*.ann)	  with	  the	  same	  file	  name	  as	  
the	  primary	  data.	  This	  could	  by	  
automized,	  to	  prevent	  errors	  and	  
misunderstandings.
1 1 1 4 Primary	  data
BRA10 Annotation	  scheme	  
cannot	  be	  created	  /	  
edited	  inside	  the	  tool
The	  annotation	  scheme	  needs	  to	  be	  
created	  outside	  of	  the	  tool,	  in	  a	  code	  
editor.	  If	  the	  user	  changes	  the	  scheme	  
outside	  of	  the	  tool,	  he	  has	  to	  refresh	  
the	  browser.	  
1 1 3 Annotation	  
scheme
BRA11 No	  whitespaces	  for	  
annotation	  items	  
allowed
Although	  the	  syntax	  is	  not	  XML-­‐based,	  
annotation	  items	  that	  are	  defined	  in	  
the	  scheme	  may	  not	  contain	  
whitespaces.	  The	  error	  messages	  state	  
a	  parsing	  error.
1 1 3 Annotation	  
scheme
BRA12 Placeholder	  for	  unused	  
annotation	  types	  
There	  are	  four	  basic	  annotation	  types:	  
entities,	  relations,	  events	  and	  
attributes.	  Even	  if	  events	  and	  attributes	  
are	  not	  used,	  there	  has	  to	  be	  a	  
placeholder	  for	  them	  in	  the	  annotation	  
scheme	  (there	  is	  a	  hint	  in	  the	  
configuration	  tutorial).
1 2 Annotation	  
scheme
BRA13 Annotation	  scheme	  is	  
only	  visible	  after	  
selecting	  an	  anchor
The	  annotation	  scheme	  can	  only	  be	  
viewed	  after	  an	  anchor	  has	  been	  
selected.
1 1 1 Annotation	  
scheme
BRA14 Colors	  for	  annotations	  
cannot	  be	  defined	  /	  
edited	  inside	  the	  tool
Each	  annotation	  item	  has	  the	  same	  
color	  by	  default.	  Colors	  can	  only	  be	  
specified	  outside	  of	  the	  tool,	  in	  a	  
"visual.conf"	  file,	  as	  HTML	  or	  hex	  code.
1 1 4 Annotation	  
scheme
BRA15 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
BRA16 Delay	  when	  applying	  /	  
deleting	  an	  annotation
There	  is	  a	  significant	  delay	  when	  
applying	  or	  deleting	  an	  annotation.	  
1 1 3 Annotation	  
process
BRA17 Annotation	  errors	  for	  
nested	  annotations
Whenever	  annotations	  are	  nested,	  an	  
annotation	  error	  is	  displayed	  in	  the	  "on	  
hover"	  context	  menu	  of	  the	  respective	  
annotation.	  It	  is	  not	  clear	  if	  or	  how	  the	  
error	  can	  be	  eliminated,	  or	  which	  
consequences	  it	  entails.
1 1 4 Annotation	  
process
BRA18 Interaction	  for	  editing	  
an	  annotation	  does	  not	  
work	  properly
The	  user	  needs	  to	  double	  click	  on	  an	  
existing	  annotation	  to	  open	  the	  
annotation	  pane,	  and	  to	  edit	  the	  
annotation.	  The	  double	  click	  does	  not	  
always	  work	  at	  the	  first	  try.
1 3 Annotation	  
process
BRA19 Wording	  for	  editing	  
the	  anchor	  of	  an	  
annotation	  is	  unclear
"Move"	  is	  not	  an	  intuitive	  wording	  for	  
editing	  the	  scope	  of	  an	  existing	  anchor	  
(positive	  aspect:	  a	  tooltip	  explains	  what	  
"Move"	  does).
1 1 1 3 Annotation	  
process
BRA20 Some	  functions	  are	  
unclear
It	  is	  not	  clear	  what	  the	  "Add	  Frag."	  
function	  does.	  It	  is	  available	  when	  an	  
existing	  annotation	  is	  edited	  (no	  tooltip	  
available).
1 1 1 3 Annotation	  
process
BRA21 Interaction	  for	  creating	  
relations	  is	  irritating
Relations	  between	  two	  existing	  
annotations	  are	  created	  by	  means	  of	  
click	  (first	  annotation)	  and	  release	  
(second	  annotation).	  While	  the	  first	  
annotation	  is	  selected	  at	  its	  label,	  the	  
second	  annotation	  has	  to	  be	  selected	  
slightly	  underneath	  the	  label,	  which	  is	  
not	  intuitive.
1 1 3 Annotation	  
process
BRA22 Large	  anchor	  scopes	  
are	  displayed	  as	  a	  
single	  horizontal	  line
Even	  though	  the	  primary	  data	  is	  
displayed	  with	  line	  breaks	  right	  after	  its	  
import,	  lines	  are	  collapsed	  into	  one	  
long	  line	  if	  an	  anchor	  scope	  spans	  
multiple	  lines	  (e.g.	  paragraph).	  The	  user	  
then	  has	  to	  scroll	  horizontally,	  to	  see	  all	  
of	  the	  primary	  data.
1 1 4 Primary	  data
BRA23 Confusing	  visualization	  
of	  relations	  that	  span	  
multiple	  lines
Coreferences	  that	  span	  multiples	  lines	  
are	  displayed	  in	  a	  confusing	  manner:	  an	  
arrow	  (above	  the	  line	  of	  text)	  points	  
until	  the	  end	  of	  the	  line	  and	  starts	  anew	  
in	  the	  next	  line.	  For	  every	  line,	  there	  is	  
a	  new	  arrow,	  until	  the	  anaphor	  is	  
reached.	  This	  becomes	  even	  more	  
confusing	  when	  several,	  parallel	  
coreference	  annotations	  are	  used.
1 3 Annotation	  
visualization
BRA24 No	  way	  to	  show	  /	  hide	  
annotations	  from	  
different	  levels
It	  is	  not	  possible	  to	  show	  /	  hide	  
annotations	  from	  different	  levels;	  the	  
user	  does	  see	  all	  annotations	  at	  any	  
time.
1 3 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐BRA01 Quick	  tutorial	  on	  first	  
start	  of	  the	  tool
There	  is	  a	  quick	  tutorial	  when	  first	  
starting	  the	  tool,	  introducing	  the	  basic	  
concepts	  of	  the	  tool.
1 Annotation	  
process
S-­‐BRA02 Numbered	  lines The	  lines	  of	  the	  primary	  text	  are	  
numbered	  for	  facilitated	  navigation.
1 1 Primary	  data
S-­‐BRA03 Row	  striping	  for	  
primary	  data
The	  lines	  of	  the	  primary	  data	  are	  
alternating	  between	  white	  and	  light	  
grey	  for	  improved	  readibility.
1 1 Primary	  data
S-­‐BRA04 Appearance	  of	  the	  
primary	  data	  can	  be	  
adjusted
By	  using	  the	  browser	  function	  to	  adjust	  
the	  font	  size,	  the	  primary	  data	  (as	  well	  
as	  the	  annotation	  scheme)	  can	  be	  
adjusted.	  It	  is	  also	  possible	  to	  adjust	  the	  
appearance	  of	  the	  primary	  data	  via	  the	  
"Options"	  menu,	  which	  allows	  the	  user	  	  
to	  set	  the	  text	  density	  as	  "dense",	  
"normal"	  or	  "spacious"	  (the	  width	  of	  
the	  screen	  can	  also	  be	  set,	  but	  this	  does	  
not	  work	  properly).
1 1 Primary	  data
S-­‐BRA05 Easy	  navigation	  
between	  different	  
primary	  data	  
documents
The	  user	  may	  navigate	  between	  
different	  primary	  data	  documents	  that	  
have	  been	  previously	  imported	  by	  
means	  of	  small	  arrow	  controls.
1 Primary	  data
S-­‐BRA06 Intuitive	  syntax	  for	  
creating	  annotation	  
schemes	  outside	  the	  
tool
The	  tool	  does	  not	  require	  the	  user	  to	  be	  
experienced	  in	  XML,	  but	  rather	  uses	  a	  
syntax	  that	  is	  quite	  intuitive.	  
Hierarchies	  are	  for	  instance	  realized	  by	  
means	  of	  "tab	  indents".	  The	  syntax	  is	  
similar	  to	  the	  BioNLP	  format.
1 Annotation	  
scheme
S-­‐BRA07 Appearance	  of	  the	  
annotation	  scheme	  
window	  can	  be	  
adjusted
When	  there	  are	  many	  items	  in	  the	  
annotation	  scheme,	  the	  window	  can	  be	  
enlarged	  to	  display	  all	  items	  at	  once.	  
1 Annotation	  
scheme
S-­‐BRA08 Different	  modes	  of	  
annotation	  and	  
shortcuts	  
(accelerators)
It	  is	  possible	  to	  define	  different	  modes	  
of	  annotation:	  (1)	  in	  "Careful"	  mode,	  
each	  annotation	  must	  be	  confirmed	  
with	  an	  "ok"	  button,	  (2)	  in	  "Normal"	  
mode,	  each	  annotation	  is	  applied	  as	  
soon	  as	  a	  radio	  button	  has	  been	  
selected.	  This	  is	  very	  effective	  for	  
advanced	  users,	  especially	  if	  combined	  
with	  the	  possibility	  to	  define	  individual	  
shortcuts	  for	  different	  annotation	  
items.
1 Annotation	  
process
S-­‐BRA09 Note	  taking	  for	  
annotations
It	  is	  possible	  to	  write	  down	  notes	  for	  an	  
annotation.	  This	  note	  is	  displayed	  when	  
hovering	  over	  the	  annotation.
1 1 Annotation	  
process
S-­‐BRA10 Display	  of	  anchor	  as	  
text	  string	  during	  the	  
annotation	  process	  
(feedback)
After	  an	  anchor	  has	  been	  selected,	  the	  
annotation	  scheme	  opens.	  It	  also	  
contains	  the	  selected	  anchor	  as	  a	  text	  
string.	  This	  feedback	  helps	  the	  
annotator	  to	  make	  sure	  that	  he	  has	  
selected	  the	  right	  anchor	  scope.
1 1 Annotation	  
process
S-­‐BRA11 Comparison	  mode It	  is	  possible	  to	  view	  two	  versions	  of	  the	  
annotated	  document	  side	  by	  side,	  in	  
order	  to	  compare	  differences	  between	  
annotators.
1 1 Annotation	  
process
– CategoryID Strength Description 	  Applied	  heuristics
Specific	  strengths
S-­‐BRA12 Hovering	  over	  
annotated	  anchors	  
displays	  the	  
annotation	  values
Annotation	  values	  are	  displayed	  when	  
the	  user	  hovers	  over	  an	  annotated	  
anchor.
1 1 Annotation	  
visualization
S-­‐BRA13 Annotations	  as	  labels Annotations	  are	  not	  only	  visualized	  by	  
means	  of	  color,	  but	  also	  have	  a	  label	  
with	  the	  actual	  annotation	  value.	  In	  
case	  there	  is	  not	  enough	  space	  to	  
display	  a	  longer	  label,	  it	  is	  possible	  to	  
define	  a	  shorter,	  alternative	  version	  
that	  will	  then	  be	  displayed	  instead.
1 Annotation	  
visualization
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350 D. Usability problems
D.6. MMAX2
Source http://mmax2.sourceforge.net/
Date of download November 12, 2013
Date of evaluation November 12, 2013 (tasks 1), November 17, 2013 (tasks 2-6)
Number of usability problems 22
Number of specific strengths 4
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
MAX01 Console	  window	  in	  the	  
background	  is	  irritating
The	  console	  window	  in	  the	  background	  
is	  irritating.	  If	  the	  user	  closes	  it,	  the	  
whole	  tool	  is	  closed.
1 1 2 General	  UI
MAX02 Free	  floating	  windows	  
are	  confusing
The	  tool	  is	  organized	  in	  many	  separate	  
windows.	  It	  is	  hard	  for	  the	  user	  to	  
arrange	  them	  in	  a	  meaningful	  order.	  
The	  many	  different	  windows	  easily	  
overlap	  each	  other,	  and	  are	  thus	  rather	  
confusing.
1 1 2 General	  UI
MAX03 Forced	  pre-­‐processing	  
of	  primary	  data
Although	  pre-­‐processing	  can	  facilitate	  
the	  annotation	  process	  in	  general,	  it	  
should	  be	  optional,	  because	  the	  
parameters	  that	  have	  to	  be	  set	  are	  
oftentimes	  complex.
1 1 2 Primary	  data
MAX04 Import	  of	  primary	  data	  
is	  unclear
Typically,	  data	  can	  be	  imported	  to	  a	  
tool	  via	  the	  "File"	  menu	  -­‐	  this	  is	  not	  the	  
case	  for	  MMAX2.	  In	  fact,	  the	  user	  has	  
to	  click	  on	  the	  "Tools"	  menu	  and	  open	  
the	  "Project	  Wizard".
1 2 Primary	  data
MAX05 Import	  of	  primary	  
data,	  pre-­‐processing	  
and	  basic	  annotation	  
scheme	  creation	  are	  
intertwined	  in	  one	  
dialog	  step
The	  "Project	  Wizard"	  is	  not	  really	  a	  
wizard.	  There	  are	  many	  parameters	  
that	  must	  be	  set,	  but	  it	  is	  not	  clear	  what	  
needs	  to	  be	  done	  in	  order	  to	  
successfully	  import	  the	  primary	  data.	  It	  
is	  not	  clear	  why	  the	  user	  needs	  to	  
specify	  basic	  annotation	  levels	  at	  this	  
stage	  of	  the	  annotation	  process.	  Import	  
/	  pre-­‐processing	  of	  primary	  data	  and	  
scheme	  creation	  should	  be	  two	  
different	  steps.	  It	  is	  also	  not	  clear	  that	  
certain	  steps	  are	  necessary	  before	  
another	  step	  can	  be	  taken	  (e.g.	  
"analyse	  file"	  before	  "tokenize",	  or	  "add	  
level"	  before	  "create	  project").
1 4 Primary	  data
MAX06 Project	  wizard	  settings	  
cannot	  be	  changed	  
once	  a	  project	  has	  
been	  created
Once	  a	  project	  has	  been	  created,	  it	  is	  
not	  possible	  to	  modify	  the	  parameters	  
(e.g.	  name	  and	  color	  of	  annotation	  
levels,	  project	  name,	  etc.)	  via	  the	  
wizard	  GUI.	  These	  parameters	  may	  only	  
be	  changed	  outside	  the	  tool,	  by	  editing	  
the	  multipe	  project	  files	  in	  an	  XML	  
editor.	  
1 1 2 Primary	  data
MAX07 Tokenizer	  is	  not	  
intuitive
There	  are	  many	  parameters	  available	  
for	  the	  tokenizer.	  It	  is	  not	  clear	  how	  
they	  have	  to	  be	  set	  and	  how	  they	  affect	  
the	  tokenization	  process.	  It	  is	  not	  clear	  
that	  tokenization	  is	  obligatory	  in	  order	  
to	  create	  an	  annotation	  project	  in	  
MMAX2.	  It	  is	  also	  not	  clear	  that	  the	  
default	  settings	  can	  be	  readily	  used.	  
1 1 2 Primary	  data
Seve-­‐
rity
Category
Usability	  problems
ID Problem Description Violated	  heuristics
MAX08 Multiple	  files	  that	  are	  
required	  to	  build	  a	  
project	  are	  confusing
In	  order	  to	  create	  a	  project,	  the	  user	  is	  
required	  to	  define	  paths	  to	  a	  number	  of	  
different	  project	  files	  (words	  file,	  
basedata,	  style,	  markable,	  scheme,	  
customization).	  Although	  there	  is	  an	  
option	  to	  define	  one	  generic	  project	  
path,	  which	  can	  then	  be	  "used	  for	  all"	  
files,	  the	  standard	  option	  to	  specify	  
paths	  for	  each	  file	  may	  be	  confusing.	  
The	  user	  should	  not	  be	  bothered	  with	  
the	  different	  components	  of	  the	  
project,	  but	  they	  should	  rather	  be	  
created	  automatically	  in	  the	  
background.	  There	  should	  be	  an	  expert-­‐
mode,	  in	  which	  the	  files	  can	  be	  
modified	  (if	  necessary).
1 1 3 Primary	  data
MAX09 Creation	  of	  an	  (empty)	  
annotation	  layer	  and	  
creation	  of	  actual	  
annotation	  items	  as	  
two	  different	  steps
The	  wizard	  for	  creating	  a	  new	  
annotation	  layer	  does	  not	  contain	  a	  
step	  which	  allows	  	  the	  user	  to	  add	  new	  
tags	  to	  the	  layer.	  It	  is	  not	  clear	  why	  the	  
definition	  of	  tags	  requires	  an	  additional	  
step	  (click	  on	  "edit"	  layer).
1 1 1 2 Annotation	  
scheme
MAX10 Validate	  prompt	  after	  
immediate	  project	  
creation	  unclear
The	  validate-­‐prompt	  after	  creating	  a	  
new	  project	  is	  hard	  to	  understand.	  It	  is	  
not	  clear	  what	  should	  be	  validated,	  as	  
there	  has	  not	  been	  any	  scheme	  
definition	  or	  annotation	  so	  far.
1 1 1 Annotation	  
scheme
MAX11 Scheme	  creation	  and	  
modification	  outside	  
the	  tool	  
The	  creation	  of	  new	  annotation	  layers	  
or	  the	  modification	  of	  existing	  
annotation	  layers	  can	  only	  be	  realized	  
outside	  the	  tool,	  by	  using	  an	  XML	  
editor.	  Defining	  relational	  annotations	  
in	  this	  fashion	  can	  be	  quite	  
cumbersome.
1 1 3 Annotation	  
scheme
MAX12 Manual	  
synchronization	  of	  
external	  scheme	  
changes	  within	  the	  
tool
Changes	  to	  the	  annotation	  scheme	  
(outside	  the	  tool)	  have	  to	  be	  updated	  
manually	  ("update	  current	  panel")	  in	  
the	  tool.
1 2 Annotation	  
scheme
MAX13 Insufficient	  
visualization	  of	  
hierarchical	  structure	  
in	  the	  annotation	  
The	  hierarchy	  of	  annotation	  items	  is	  
not	  visualized.	  The	  user	  has	  to	  click	  
through	  the	  hierarchy,	  as	  only	  one	  level	  
is	  displayed	  at	  a	  time.
1 2 Annotation	  
scheme
MAX14 First	  item	  from	  
annotation	  scheme	  
cannot	  be	  selected
The	  first	  element	  from	  the	  annotation	  
drop-­‐down	  menu	  cannot	  be	  used	  /	  
applied	  before	  some	  other	  element	  
from	  the	  list	  has	  been	  clicked.
1 1 4 Annotation	  
process
MAX15 Some	  functions	  are	  
unclear
In	  the	  attribute	  window,	  there	  is	  a	  "One-­‐
click	  annotation"	  menu;	  it	  is	  not	  clear	  
what	  it	  does	  or	  how	  it	  can	  be	  used	  
(although	  described	  in	  the	  manual).
In	  the	  attribute	  window,	  there	  is	  a	  
settings	  menu	  -­‐	  it	  is	  not	  clear	  what	  is	  
the	  function	  of	  "anno	  hint".
1 1 3 Annotation	  
process
MAX16 Creation	  of	  anchors	  
and	  annotations	  is	  
cumbersome
The	  process	  to	  select	  an	  annotation	  
base	  and	  apply	  an	  actual	  annotation	  is	  
very	  complicated	  and	  unintuitive	  /	  
unefficient.	  First,	  the	  user	  has	  to	  select	  
the	  anchor	  via	  click-­‐drag-­‐release	  in	  
order	  to	  create	  a	  markable.	  The	  user	  
also	  chooses	  on	  which	  annotation	  level	  
the	  markable	  should	  be	  created.	  Then,	  
the	  markable	  has	  to	  be	  clicked,	  to	  
select	  it	  (again).	  From	  the	  tagset-­‐
window,	  a	  tag	  can	  be	  selected	  and	  
applied	  (apply-­‐button)	  to	  the	  selected	  
markable.
1 1 1 1 3 Annotation	  
process
MAX17 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.	  
1 1 1 3 Annotation	  
process
MAX18 Mouse	  interaction	  is	  
not	  intuitive	  
The	  different	  context	  menus	  which	  
appear	  on	  left	  and	  right	  clicks	  on	  either	  
a	  markable,	  an	  annotated	  markable	  or	  
a	  word	  which	  has	  not	  yet	  been	  selected	  
as	  a	  markable,	  is	  not	  intuitive	  and	  
generates	  serious	  overhead	  in	  
understanding	  the	  overall	  contex	  menu	  
concept.
1 1 1 1 4 Annotation	  
process
MAX19 Styling	  of	  markables	  
only	  outside	  the	  tool
Markables	  can	  be	  styled	  only	  by	  using	  
XSL,	  or	  by	  using	  the	  wizard	  in	  the	  
beginning.	  If	  the	  wizard	  is	  first	  used,	  it	  
is	  not	  clear	  what	  effect	  the	  styling	  
option	  will	  have	  on	  the	  later	  annotation	  
(no	  preview).
1 1 3 Annotation	  
visualization
MAX20 Annotations	  are	  
displayed	  in	  a	  
confusing	  way	  on	  the	  
context	  menus
Annotated	  texts	  are	  not	  easy	  to	  
recognize.	  The	  info	  in	  the	  context	  menu	  
(right	  click)	  and	  in	  the	  annotation	  
window	  is	  not	  easy	  to	  read	  /	  
understand,	  especially	  for	  a	  larger	  
number	  of	  annotations.
1 1 3 Annotation	  
visualization
MAX21 No	  display	  of	  parallel	  
annotations
Parallel	  annotations	  are	  hard	  to	  
identify,	  as	  they	  are	  only	  displayed	  in	  
the	  context	  menu.	  Higher	  level	  
annotations	  cover	  lower	  level	  
annotations.	  There	  is,	  however,	  an	  
option	  to	  "hide"	  certain	  levels	  of	  
annotation	  in	  the	  "markable	  level	  
control	  panel".
1 1 4 Annotation	  
visualization
MAX22 Display	  only	  one	  
relational	  annotation	  
at	  a	  time
Relational	  annotations	  can	  only	  be	  
displayed	  when	  one	  of	  the	  markables	  
(that	  are	  part	  of	  the	  relation)	  is	  clicked.	  
It	  is	  not	  possible	  to	  display	  all	  relations	  
at	  once.
1 1 2 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐MAX01 Base-­‐data	  editing	  
mode
Primary	  data	  can	  be	  edited	  in	  a	  special	  
mode	  within	  the	  tool.
1 Primary	  data
S-­‐MAX02 Customizable	  display	  
of	  primary	  data	  inside	  
the	  tool
The	  display	  of	  the	  primary	  data	  can	  be	  
modified	  inside	  the	  tool.	  The	  
parameters	  that	  can	  be	  set	  are	  font	  
size,	  font	  family	  and	  line	  spacing.
1 Primary	  data
S-­‐MAX03 Linebreaks	  after	  
certain	  markables
It	  is	  possible	  to	  define	  linebreaks	  after	  
certain	  markables,	  e.g.	  after	  
paragraphs.	  
1 Primary	  data
S-­‐MAX04 Automatic	  validation Although	  the	  creation	  and	  modification	  
of	  annotation	  schemes	  outside	  the	  tool	  
is	  cumbersome,	  it	  is	  a	  good	  feature	  to	  
validate	  the	  external	  XML	  schemes	  
whenever	  a	  project	  (and	  its	  associated	  
schemes)	  is	  opened.
1 Annotation	  
scheme
4 Specific	  strengths 0 0 1 0 2 1 0 0 0 0
0 Installation
0 General	  UI
3 Primary	  data
1 Annotation	  scheme
0 Annotation	  process
0 Annotation	  
visualization
– CategoryID Strength Description 	  Applied	  heuristics
Specific	  strengths
D.7. WordFreak 355
D.7. WordFreak
Source http://wordfreak.sourceforge.net/
Date of download November 22, 2013
Date of evaluation November 22, 2013
Number of usability problems 15
Number of specific strengths 8
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
WOR01 Documentation	  is	  
lacking	  important	  
information
There	  is	  no	  detailed	  manual,	  only	  a	  very	  
basic	  help	  function	  inside	  the	  tool.	  This	  
is	  problematic,	  as	  many	  functions	  and	  
mechanics	  do	  not	  work	  intuitively	  and	  
require	  a	  lot	  of	  trial	  and	  error	  until	  the	  
user	  figures	  out	  how	  they	  work	  (some	  
functions	  remain	  unclear,	  e.g.	  "Filters"	  
etc.).
1 1 4 General	  UI
WOR02 Redundant	  functions	  
and	  UI	  elements
"Add"	  files,	  "Viewer",	  "Annotation"	  and	  
"Tagger"	  are	  redundantly	  available	  in	  
the	  menu	  header	  and	  at	  the	  right	  side	  
or	  bottom	  side	  of	  the	  window.	  This	  
does	  not	  speed	  up	  the	  annotation	  
process,	  but	  rather	  irritates	  the	  novice	  
user.
1 1 General	  UI
WOR03 Primary	  data	  cannot	  
be	  added	  via	  "File"	  
menu
This	  is	  a	  convention	  in	  most	  software	  
tools:	  import	  /	  add	  files	  via	  the	  "File"	  
menu.	  Here,	  the	  user	  first	  has	  to	  create	  
a	  project,	  to	  which	  he	  can	  then	  "Add"	  
primary	  data.
1 1 Primary	  data
WOR04 Cumbersome	  process	  
for	  the	  actual	  display	  
of	  	  primary	  data	  
The	  process	  for	  displaying	  primary	  data	  
involves	  a	  number	  of	  different	  steps:	  
First,	  the	  primary	  data	  needs	  to	  be	  
added	  and	  loaded.	  Next,	  a	  viewer	  has	  
to	  be	  selected	  from	  the	  "Viewer"	  menu	  
(there	  should	  be	  a	  default	  viewer	  that	  is	  
automatically	  selected).	  The	  data	  is	  
only	  displayed	  in	  the	  viewer	  if	  an	  
annotation	  scheme	  has	  been	  selected	  
via	  the	  "Annotation	  >	  Set	  annotation"	  
menu.
1 1 4 Primary	  data
WOR05 No	  definition	  of	  
individual	  annotation	  
schemes	  inside	  the	  
tool
It	  is	  not	  possible	  to	  define	  new	  
annotation	  schemes	  inside	  the	  tool.	  
Even	  the	  definition	  outside	  the	  tool	  
(modify	  an	  XML	  document)	  is	  very	  
cumbersome	  and	  poorly	  documented.
1 1 4 Annotation	  
scheme
WOR06 Display	  of	  only	  one	  
annotation	  scheme	  at	  
a	  time
Only	  one	  annotation	  scheme	  can	  be	  
selected	  at	  a	  time.
1 3 Annotation	  
scheme
WOR07 Poor	  documentation	  of	  
predefined	  annotation	  
schemes
The	  predefined	  annotation	  schemes	  are	  
poorly	  documented	  and	  thus	  hard	  to	  
use	  for	  novice	  users.	  There	  is	  no	  
comprehensive	  list	  that	  explains	  the	  
various	  abbreviations	  for	  the	  tags.	  
There	  is	  also	  no	  information	  on	  how	  the	  
tag	  sets	  are	  to	  be	  used.
1 1 4 Annotation	  
scheme
WOR08 No	  selection	  of	  word	  
via	  double	  click
Selecting	  a	  word	  by	  double	  clicking	  it	  is	  
a	  convention	  known	  from	  many	  word	  
processors.	  WordFreak	  however	  does	  
not	  support	  this	  function.
1 1 2 Annotation	  
process
Seve-­‐
rity
Category
Usability	  problems
ID Problem Description Violated	  heuristics
WOR09 Multiple	  "arrow"	  
buttons	  are	  confusing
Two	  of	  the	  arrow	  buttons	  in	  the	  
annotation	  scheme	  window	  are	  for	  
navigating	  between	  the	  anchors,	  the	  
other	  four	  are	  used	  to	  shrink	  or	  expand	  
the	  scope	  of	  a	  selected	  anchor.	  The	  
buttons	  can	  easily	  be	  confused,	  
because	  they	  are	  grouped	  together	  
(navigate	  as	  well	  as	  shrink	  and	  expand).	  
The	  user	  might	  think,	  that	  the	  shrink	  /	  
expand	  left	  buttons	  can	  be	  used	  to	  
jump	  greater	  distances	  between	  the	  
anchors	  (analogy	  from	  stereo	  system	  
controls).
1 1 2 Annotation	  
process
WOR10 No	  efficient	  annotation	  
process	  for	  multiple	  
levels	  of	  annotation
It	  is	  not	  possible	  to	  	  simultaneously	  
annotate	  the	  text	  with	  items	  from	  
different	  annotation	  schemes	  without	  
explicitly	  switching	  the	  schemes,	  which	  
is	  very	  ineffective.
1 1 3 Annotation	  
process
WOR11 Deletion	  of	  
annotations	  is	  
cumbersome
Annotations	  can	  only	  be	  deleted	  if	  the	  
respective	  scheme	  is	  active.
1 1 3 Annotation	  
process
WOR12 No	  phrase	  annotation	  
without	  previously	  
defined	  POS
It	  is	  not	  possible	  to	  annotate	  "noun	  
phrases"	  (annotation	  scheme:	  
"Constituent")	  unless	  the	  parts	  of	  
speech	  of	  the	  phrase	  have	  been	  
annotated	  before.
1 1 2 Annotation	  
process
WOR13 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
WOR14 Visual	  overlapping	  of	  
annotation	  values	  
above	  anchors	  
POS	  and	  phrase	  annotations	  are	  
displayed	  above	  the	  respective	  anchors	  
in	  the	  primary	  data.	  However,	  parallel	  
annotation	  values	  (e.g.	  NN	  and	  NP)	  
tend	  to	  overlap	  in	  the	  visualization.	  
There	  is	  also	  no	  automatic	  adjustment	  
of	  the	  line	  spacing,	  which	  means	  
annotations	  can	  overlap	  with	  other	  
primary	  data.
1 3 Annotation	  
visualization
WOR15 No	  direct	  visualization	  
of	  annotations	  in	  the	  
primary	  data
Apart	  from	  the	  POS	  and	  phrase	  
annotations,	  annotation	  values	  are	  only	  
displayed	  in	  the	  footer	  of	  the	  main	  
window.
1 2 Annotation	  
visualization
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S-­‐WOR01 Customizable	  display	  
of	  primary	  data	  inside	  
the	  tool
The	  display	  of	  the	  primary	  data	  can	  be	  
modified	  inside	  the	  tool.	  The	  
parameters	  that	  can	  be	  set	  are	  font	  
size,	  font	  family	  and	  orientation	  (left-­‐to-­‐
right	  vs.	  right-­‐to-­‐left).
1 1 Primary	  data
S-­‐WOR02 Encoding	  can	  be	  
adjusted	  within	  the	  
tool	  and	  during	  the	  
annotation	  process
It	  is	  possible	  to	  adjust	  the	  encoding	  
(e.g.	  UTF-­‐8)	  within	  the	  tool	  via	  the	  
"Font	  >	  encoding"	  menu.	  Changes	  are	  
applied	  live	  during	  the	  annotation	  
process;	  there	  is	  no	  need	  to	  update	  or	  
reload	  the	  document.
1 Primary	  data
S-­‐WOR03 Alternative	  views	  for	  
the	  display	  of	  primary	  
data	  and	  annotation
There	  are	  different	  views	  for	  displaying	  
the	  primary	  data	  as	  well	  as	  the	  
annotations.	  Among	  these	  views	  are	  
tabular	  and	  tree-­‐like	  visualizations.
1 1 Primary	  data
S-­‐WOR04 Automatic	  creation	  of	  
an	  annotation	  file	  after	  
a	  primary	  document	  is	  
imported
Once	  the	  primary	  data	  has	  been	  added	  
to	  a	  project,	  the	  tool	  asks	  the	  user	  if	  an	  
annotation	  file	  should	  be	  created	  
automatically.
1 1 Primary	  data
S-­‐WOR05 Jump	  back	  and	  
forward	  between	  
anchors
The	  user	  can	  navigate	  from	  one	  anchor	  
to	  the	  preceding	  or	  succeeding	  anchor	  
by	  using	  two	  buttons	  in	  the	  annotation	  
scheme	  window,	  or	  by	  using	  the	  "right"	  
and	  "left"	  keys	  from	  the	  keyboard.
1 Annotation	  
process
S-­‐WOR06 Characterwise	  
definition	  of	  anchor	  
scopes
The	  scope	  of	  an	  anchor	  can	  be	  adjusted	  
by	  means	  of	  four	  buttons,	  or	  by	  using	  
the	  "right"	  and	  "left"	  keys	  from	  the	  
keyboard	  (in	  combination	  with	  SHIFT	  
and	  CTRL).
1 Annotation	  
process
S-­‐WOR07 Shortcuts	  for	  applying	  
certain	  annotation	  
values
Certain	  annotation	  values	  can	  be	  
applied	  by	  using	  predefined	  shortcuts	  
(e.g.	  CTRL	  +	  1).
1 Annotation	  
process
S-­‐WOR08 Display	  of	  annotation	  
values	  above	  the	  
anchor
POS	  and	  phrase	  annotations	  are	  
displayed	  above	  the	  respective	  anchor.	  
1 1 Annotation	  
visualization
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– CategoryID Strength Description 	  Applied	  heuristics
Specific	  strengths
D.8. Analec 359
D.8. Analec
Source http://www.lattice.cnrs.fr/Telecharger-Analec?lang=fr
Date of download November 24, 2013
Date of evaluation November 24, 2013
Number of usability problems 15
Number of specific strengths 4
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
ANA01 Menu	  items	  without	  
an	  implemented	  
function
There	  are	  many	  menu	  items	  that	  
decribe	  functions	  which	  are	  not	  yet	  
implemented	  ("Désolé,	  cette	  
fonctionalité	  n'est	  pas	  encore	  
implémentée").
1 1 4 General	  UI
ANA02 No	  English	  version The	  tool	  is	  only	  available	  in	  French	  
language.
1 1 3 General	  UI
ANA03 No	  documentation There	  is	  no	  documentation	  /	  manual	  
available.	  Some	  basic	  functions	  are	  
described	  in	  an	  LREC	  paper.
1 1 4 General	  UI
ANA04 Wording	  for	  creating	  
an	  annotation	  scheme	  
is	  not	  intuitive
The	  tool	  makes	  use	  of	  an	  annotation	  
model	  that	  relies	  on	  units	  (=	  anchors),	  
relations	  (=	  relations),	  and	  schemas	  (=	  
groups	  of	  anchors,	  relations	  and	  other	  
schemas).	  An	  annotation	  tool	  should	  be	  
theory-­‐neutral	  and	  use	  intuitive	  
concepts.
1 1 2 Annotation	  
scheme
ANA05 Hierarchy	  in	  
annotation	  scheme	  
tree	  is	  unclear
It	  is	  not	  clear	  how	  the	  hierarchy	  of	  the	  
tree	  (window	  for	  creating	  new	  
schemes)	  translates	  into	  the	  actual	  
annotation	  scheme.	  
1 1 3 Annotation	  
scheme
ANA06 Order	  of	  levels	  and	  
items	  in	  annotation	  
scheme	  cannot	  be	  
adjusted
The	  order	  of	  nodes	  in	  the	  annotation	  
scheme	  tree	  cannot	  be	  modified;	  new	  
nodes	  are	  automatically	  inserted	  on	  the	  
top	  level.
1 1 1 2 Annotation	  
scheme
ANA07 No	  differentiation	  of	  
items	  in	  the	  
annotation	  scheme
The	  different	  levels	  of	  annotation	  and	  
the	  corresponding	  annotation	  items	  are	  
displayed	  in	  horizontal	  order.	  They	  
cannot	  be	  differentiated	  by	  means	  of	  
different	  colors.	  
1 2 Annotation	  
scheme
ANA08 Scrolling	  in	  the	  
annotation	  scheme	  
drop-­‐down	  lists	  
required
The	  items	  of	  an	  annotation	  level	  are	  
displayed	  in	  a	  drop-­‐down	  list.	  The	  list,	  
however,	  only	  shows	  eight	  items	  at	  
max,	  i.e.	  at	  times	  the	  list	  has	  to	  be	  
scrolled	  to	  be	  able	  to	  access	  certain	  
elements	  from	  the	  annotation	  scheme.
1 2 Annotation	  
scheme
ANA09 Annotation	  scheme	  
only	  visible	  when	  an	  
actual	  annotation	  is	  
applied
The	  annotation	  scheme	  is	  only	  visible	  
when	  an	  actual	  annotation	  is	  applied,	  
i.e.	  the	  user	  has	  to	  know	  what	  is	  in	  the	  
scheme	  before	  he	  decides	  to	  apply	  an	  
annotation.
1 1 2 Annotation	  
scheme
ANA10 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.	  
1 1 1 3 Annotation	  
process
ANA11 No	  feedback	  after	  the	  
application	  of	  an	  
annotation
There	  is	  no	  feedback	  after	  the	  
application	  of	  an	  annotation;	  the	  user	  
cannot	  be	  sure	  if	  the	  annotations	  have	  
been	  successfully	  applied	  and	  stored.
1 2 Annotation	  
process
Seve-­‐
rity
Category
Usability	  problems
ID Problem Description Violated	  heuristics
ANA12 Switching	  to	  different	  
annotation	  modes	  is	  
impractical
Whenever	  the	  user	  wants	  to	  annotate,	  
he	  has	  to	  select	  the	  annotation	  mode.	  
Whenever	  he	  wants	  to	  change	  an	  
annotation,	  he	  has	  to	  	  switch	  to	  edit	  
mode.	  This	  is	  impractical	  -­‐	  annotation	  
modes	  should	  rather	  	  be	  activated	  
automatically	  whenever	  the	  user	  
selects	  an	  item	  from	  the	  respective	  
annotation	  scheme.	  The	  change	  /	  
delete	  mode	  could	  be	  toggled	  in	  
another	  way	  (e.g.	  by	  a	  right	  click).
1 4 Annotation	  
process
ANA13 Relation	  annotation	  is	  
cumbersome
The	  user	  has	  to	  select	  an	  anchor	  for	  
"element	  1"	  and	  another	  anchor	  for	  
"element	  2";	  then	  he	  has	  to	  create	  a	  
relation	  annotation.
1 1 3 Annotation	  
process
ANA14 No	  direct	  display	  of	  
annotations	  during	  the	  
annotation	  process
Annotations	  are	  only	  displayed	  (in	  the	  
annotation	  scheme	  window)	  when	  the	  
respective	  anchor	  is	  clicked.	  If	  colors	  
were	  defined	  for	  certain	  annotation	  
items,	  these	  are	  only	  displayed	  when	  
no	  annotation	  scheme	  is	  actively	  
selected,	  i.e.	  the	  colored	  annotations	  
cannot	  be	  displayed	  during	  the	  
annotation	  process.
1 4 Annotation	  
visualization
ANA15 No	  efficient	  
mechanism	  for	  the	  
display	  of	  all	  
annotations	  of	  one	  
type
It	  is	  not	  possible	  to	  show	  or	  hide	  
specific	  annotation	  items	  or	  annotation	  
levels	  in	  an	  efficient	  way,	  e.g.	  by	  means	  
of	  a	  checkbox	  that	  is	  positioned	  in	  the	  
annotation	  scheme	  window.	  There	  are	  
several	  options	  in	  the	  "views"	  menu,	  
but	  it	  is	  cumbersome	  to	  use	  those	  
options	  to	  show	  or	  hide	  specific	  
annotations.
3 3 3 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐ANA01 Set	  encoding	  during	  
the	  import	  process
The	  encoding	  of	  the	  primary	  data	  can	  
be	  set	  during	  the	  import	  process,	  i.e.	  
before	  the	  actual	  document	  is	  
displayed	  in	  the	  tool.
1 Primary	  data
S-­‐ANA02 Edit	  primary	  data	  
mode
The	  primary	  data	  can	  be	  edited	  in	  a	  
special	  mode.
1 Primary	  data
S-­‐ANA03 Adjust	  display	  of	  
primary	  data
The	  display	  of	  the	  primary	  data	  can	  be	  
adjusted	  (font	  family,	  font	  size,	  line	  
height,	  letter	  spacing,	  margins,	  etc.)
1 1 Primary	  data
S-­‐ANA04 Tree	  metaphor	  in	  the	  
annotation	  scheme	  
creation	  GUI
The	  metaphor	  of	  a	  hierarchical	  tree	  for	  
the	  definition	  of	  an	  annotation	  scheme	  
is	  intuitive	  and	  effective.
1 1 Annotation	  
scheme
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  Applied	  heuristics
Specific	  strengths
D.9. WebAnno 363
D.9. WebAnno
Source http://code.google.com/p/webanno/
(all-in-one-version: "webanno-0.5.0-beta-13-standalone.jar")
Date of download December 3, 2013
Date of evaluation December 3, 2013
Number of usability problems 22
Number of specific strengths 15
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
WEB01 Installation	  requires	  
technical	  skill	  (server	  /	  
database)
Although	  there	  is	  an	  all-­‐in-­‐one-­‐version	  
available	  for	  download,	  the	  developers	  
make	  clear	  that	  this	  version	  is	  only	  for	  
sandboxing	  and	  experimenting	  with	  the	  
tool.	  In	  order	  to	  use	  WebAnno	  
productively,	  it	  has	  to	  be	  set	  up	  
properly.	  The	  technical	  requirements	  
are	  a	  Tomcat	  server	  and	  a	  MySQL	  
database.
1 2 Installation
WEB02 No	  save	  button The	  project	  is	  automatically	  saved,	  but	  
there	  is	  no	  save	  button	  that	  explicitly	  
allows	  the	  user	  to	  save	  a	  document	  and	  
its	  annotations.
1 1 3 General	  UI
WEB03 Main	  navigation	  is	  not	  
intuitive	  and	  accessible
The	  main	  navigation	  is	  realized	  as	  a	  
vertical	  list	  of	  items.	  The	  order	  of	  that	  
list	  is	  not	  clear:	  "Project"	  should	  be	  the	  
first	  option,	  as	  it	  is	  needed	  to	  use	  the	  
tool.	  In	  order	  to	  access	  the	  main	  
navigation,	  the	  user	  has	  to	  substitute	  
the	  current	  window	  with	  the	  main	  
navigation	  window.	  This	  is	  not	  intuitive	  
/	  accessible.	  Typically,	  main	  navigation	  
items	  are	  positioned	  as	  a	  horizontal	  
menu	  structure	  at	  the	  top	  of	  the	  
screen.
1 1 3 General	  UI
WEB04 No	  explicit	  
confirmation	  for	  
setting	  the	  project	  
parameter
After	  the	  parameters	  for	  a	  project	  have	  
been	  set	  (import	  document,	  create	  
tagsets,	  etc.)	  there	  is	  no	  way	  to	  
explicitly	  confirm	  the	  settings.
1 1 3 General	  UI
WEB05 Resizing	  of	  "open	  
documents"	  dialog	  is	  
cumbersome
The	  "open	  documents"	  dialog	  window	  
can	  be	  resized	  by	  means	  of	  small,	  red	  
arrows.	  
1 1 2 General	  UI
WEB06 Import	  of	  primary	  data	  
requires	  definition	  of	  a	  
project
In	  the	  main	  menu,	  the	  first	  item	  is	  
"Annotation";	  if	  the	  user	  clicks	  on	  that	  
item	  for	  the	  first	  time,	  he	  switches	  to	  
the	  annotation	  window,	  which	  asks	  him	  
to	  open	  a	  project	  /	  document.	  It	  is	  not	  
clear	  from	  here	  that	  primary	  data	  can	  
only	  be	  imported	  if	  a	  project	  is	  created.	  
It	  is	  also	  not	  clear	  where	  or	  how	  a	  
project	  can	  be	  created.
1 3 Primary	  data
WEB07 Import	  of	  primary	  data	  
not	  intuitive
In	  the	  "Project"	  window,	  the	  user	  can	  
create	  a	  project.	  Only	  when	  an	  existing	  
project	  is	  selected,	  several	  tabs	  that	  
contain	  related	  options	  appear.	  The	  
option	  for	  importing	  documents	  (which	  
is	  most	  important)	  is	  in	  the	  third	  tab	  
named	  "Documents".	  At	  first	  use,	  it	  is	  
not	  clear	  how	  primary	  data	  can	  be	  
imported	  into	  the	  tool.	  
1 3 Primary	  data
WEB08 No	  import	  of	  multiple	  
documents
Although	  in	  the	  "Data"	  dialog	  is	  a	  
function	  "New	  collection	  -­‐	  Upload	  
tar.gz",	  the	  function	  does	  not	  work.	  
1 1 4 Primary	  data
Seve-­‐
rity
Category
Usability	  problems
ID Problem Description Violated	  heuristics
WEB09 "Open"	  button	  for	  
documents	  is	  not	  
visible	  by	  default
When	  the	  user	  enters	  the	  
"Annotations"	  window,	  he	  is	  asked	  to	  
open	  a	  document	  from	  a	  project.	  The	  
"open"	  button	  (as	  well	  as	  the	  "cancel"	  
button)	  are	  not	  fully	  visible	  in	  the	  small	  
dialog	  window,	  the	  user	  has	  to	  
manually	  resize	  the	  window	  to	  view	  the	  
controls.
1 2 Primary	  data
WEB10 Opening	  a	  document	  
takes	  several	  seconds
Although	  the	  test	  document	  only	  
consists	  of	  75	  sentences,	  it	  took	  several	  
seconds	  to	  open	  the	  document.
1 3 Primary	  data
WEB11 Bug	  for	  reopening	  a	  
previously	  annotated	  
document
If	  the	  user	  wants	  to	  reopen	  a	  previously	  
annotated	  document,	  he	  has	  to	  click	  on	  
the	  "Open"	  option,	  as	  the	  default	  "open	  
document"	  dialog	  does	  not	  work.
1 1 4 Primary	  data
WEB12 Restriction	  for	  
annotation	  schemes	  
through	  predefined	  
"layer	  types"	  
Annotation	  schemes	  are	  restricted	  to	  
the	  six	  basic	  layer	  types	  that	  are	  
available	  in	  the	  tool.	  Each	  layer	  type	  
has	  implications	  for	  the	  anchor	  scope.	  
These	  implications	  are	  not	  always	  clear.	  
The	  layers	  do	  not	  cover	  all	  theoretical	  
anchor	  scopes:	  e.g.	  it	  is	  not	  possible	  to	  
define	  structural	  annotations	  that	  span	  
several	  sentences.	  Another	  restriction	  
implied	  by	  this	  model	  is,	  that	  only	  one	  
annotation	  scheme	  can	  be	  defined	  per	  
layer	  (i.e.	  it	  is	  not	  possible	  to	  define	  
multiple	  annotation	  layers	  that	  use	  the	  
anchor	  scope	  "token").	  
1 1 3 Annotation	  
scheme
WEB13 Colors	  for	  annotations	  
cannot	  be	  defined	  /	  
edited	  inside	  the	  tool
Each	  annotation	  item	  has	  the	  same	  
color	  by	  default.	  Colors	  need	  to	  be	  
specified	  outside	  the	  tool,	  in	  a	  
"visual.conf"	  file,	  as	  HTML	  or	  hex	  color	  
code.
1 1 4 Annotation	  
scheme
WEB14 Annotation	  scheme	  is	  
only	  visible	  after	  
selecting	  an	  anchor
The	  annotation	  scheme	  can	  only	  be	  
displayed	  after	  an	  anchor	  has	  been	  
selected.
1 1 1 Annotation	  
scheme
WEB15 Order	  of	  the	  
annotation	  items	  
cannot	  be	  modified
All	  annotation	  items	  are	  ordered	  
alphabetically	  -­‐	  there	  is	  no	  way	  to	  sort	  
them	  manually.
1 1 2 Annotation	  
scheme
WEB16 Scrolling	  in	  the	  
annotation	  scheme	  
drop-­‐down	  lists	  
required
The	  items	  of	  an	  annotation	  level	  are	  
displayed	  in	  a	  drop-­‐down	  list.	  The	  list,	  
however,	  only	  shows	  nine	  items	  at	  max,	  
i.e.	  at	  times	  the	  lists	  has	  to	  be	  scrolled	  
to	  be	  able	  to	  access	  certain	  elements	  
from	  the	  annotation	  scheme.
1 2 Annotation	  
scheme
WEB17 Delay	  when	  applying	  /	  
deleting	  an	  annotation
There	  is	  a	  significant	  delay	  when	  
applying	  or	  deleting	  an	  annotation.	  
1 1 3 Annotation	  
process
WEB18 Deletion	  of	  
annotations	  is	  
cumbersome
If	  the	  user	  wants	  to	  delete	  an	  existing	  
annotation,	  he	  has	  to	  double	  click	  on	  
the	  label.	  The	  annotation	  pop	  up	  
window	  opens	  and	  the	  user	  needs	  to	  
click	  on	  the	  "delete"	  button	  to	  delete	  
the	  annotation.	  There	  are	  no	  shortcuts	  
(DEL	  key)	  or	  options	  to	  delete	  multiple	  
annotations	  at	  once.
1 3 Annotation	  
process
WEB19 Interaction	  for	  creating	  
relations	  is	  irritating
Relations	  between	  two	  existing	  
annotations	  are	  created	  by	  means	  of	  
click	  (first	  annotation)	  and	  release	  
(second	  annotation).	  While	  the	  first	  
annotation	  is	  selected	  at	  its	  label,	  the	  
second	  annotation	  has	  to	  be	  selected	  
slightly	  underneath	  the	  label,	  which	  is	  
not	  intuitive.
1 1 3 Annotation	  
process
WEB20 Tool	  jumps	  to	  the	  top	  
of	  the	  document	  after	  
each	  annotation
If	  an	  annotation	  is	  applied	  to	  an	  anchor	  
that	  is	  located	  further	  down	  the	  page	  
(scrolling	  necessary),	  the	  tool	  jumps	  
back	  to	  the	  top	  of	  the	  page	  after	  each	  
successfully	  applied	  annotation.	  This	  is	  
very	  unefficient,	  as	  the	  user	  has	  to	  
scroll	  down	  to	  the	  actual	  annotation	  
position	  every	  time;	  it	  is	  not	  clear	  what	  	  
the	  "auto	  scroll"	  feature	  actually	  does,	  
or	  if	  it	  works	  as	  it	  should.
1 1 4 Annotation	  
process
WEB21 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
WEB22 Confusing	  visualization	  
of	  relations	  that	  span	  
multiple	  lines
Coreferences	  that	  span	  multiples	  lines	  
are	  displayed	  in	  a	  confusing	  manner:	  an	  
arrow	  (above	  the	  line	  of	  text)	  points	  
until	  the	  end	  of	  the	  line	  and	  starts	  anew	  
in	  the	  next	  line.	  For	  every	  line,	  there	  is	  
a	  new	  arrow,	  until	  the	  anaphor	  is	  
reached.	  This	  becomes	  even	  more	  
confusing	  when	  several,	  parallel	  
coreference	  annotations	  are	  used.
1 3 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐WEB01 Numbered	  lines The	  lines	  of	  the	  primary	  text	  are	  
numbered,	  for	  facilitated	  navigation.
1 1 Primary	  data
S-­‐WEB02 Row	  striping	  for	  
primary	  data
The	  lines	  of	  the	  primary	  data	  are	  
alternating	  between	  white	  and	  light	  
grey	  for	  improved	  readibility.
1 1 Primary	  data
S-­‐WEB03 Page	  metaphor	  	  and	  
adjustable	  number	  of	  
sentences	  per	  page
The	  tool	  allows	  the	  user	  to	  display	  a	  
document	  on	  several	  pages,	  which	  can	  
be	  navigated	  forward	  and	  backward	  by	  
means	  of	  arrow	  controls.	  It	  is	  also	  
possible	  to	  define	  the	  number	  of	  
sentences	  to	  be	  displayed	  per	  page.	  At	  
the	  top	  of	  each	  page,	  the	  tool	  shows	  	  
how	  many	  sentences	  in	  relation	  to	  the	  
total	  number	  of	  sentences	  are	  currently	  
displayed	  (example:	  "showing	  1-­‐20	  of	  
75	  sentences").
1 1 Primary	  data
	  Applied	  heuristics
– Category
Specific	  strengths
ID Strength Description
S-­‐WEB04 Easy	  import	  and	  export	  
of	  tagsets	  in	  JSON	  
format
Tagsets	  can	  be	  imported	  or	  exported	  in	  	  
structured	  JSON	  format.
1 Annotation	  
scheme
S-­‐WEB05 Easy	  navigation	  
between	  different	  
primary	  data	  
documents
The	  user	  may	  navigate	  between	  
different	  primary	  data	  documents	  that	  
have	  been	  previously	  imported	  by	  
means	  of	  small	  arrow	  controls.
1 Primary	  data
S-­‐WEB06 Tag	  sets	  can	  be	  created	  
inside	  the	  tool	  (GUI)
As	  annotation	  schemes	  can	  only	  
represent	  one	  hierarchical	  level,	  it	  is	  
relatively	  easy	  to	  create	  tag	  sets	  and	  
tags.	  First,	  the	  user	  creates	  a	  tagset	  via	  
a	  form,	  second,	  he	  can	  add	  arbitrary	  
tags	  via	  another	  form.	  Each	  added	  tag	  is	  
displayed	  in	  a	  list,	  and	  can	  be	  modified	  
or	  deleted.
1 1 Annotation	  
scheme
S-­‐WEB07 Availability	  of	  example	  
tagsets	  for	  different	  
layers	  of	  annotation
There	  are	  predefined	  example	  tagsets	  
that	  can	  be	  used	  right	  away	  to	  achieve	  
common	  annotation	  tasks	  such	  as	  POS	  
annotation.	  The	  example	  tagsets	  also	  
help	  to	  unserstand	  how	  the	  different	  
layers	  work,	  and	  how	  they	  behave	  
during	  the	  actual	  annotation	  process.
1 Annotation	  
scheme
S-­‐WEB08 Layers	  can	  be	  set	  
visible	  and	  hidden	  in	  
the	  annotation	  scheme	  
window
This	  is	  very	  helpful,	  as	  it	  allows	  the	  user	  
to	  hide	  annotation	  schemes	  that	  are	  
not	  needed	  at	  a	  specific	  point	  in	  time,	  
which	  in	  turn	  reduces	  the	  overhead	  
given	  by	  many	  parallel	  schemes.	  The	  
user	  has	  fewer	  options	  to	  choose	  from,	  
which	  leads	  to	  reduced	  complexity	  and	  
less	  cognitive	  overhead.
1 1 1 Annotation	  
scheme
S-­‐WEB09 Last	  selected	  tag	  value	  
becomes	  the	  new	  
default	  value
This	  can	  speed	  up	  the	  annotation	  
process	  if	  the	  annotator	  decides	  to	  
annotate,	  e.g.,	  all	  "nouns"	  first.	  Other	  
tools	  have	  the	  first	  tag	  in	  the	  scheme	  as	  
default,	  or	  no	  default	  value	  at	  all.
1 Annotation	  
process
S-­‐WEB10 Different	  users	  and	  
roles	  can	  be	  created	  
within	  the	  tool
Users	  can	  be	  defined	  and	  assigned	  to	  
projects	  inside	  the	  tool.
1 Annotation	  
process
S-­‐WEB11 Monitoring	  of	  user	  
progress
The	  admin	  user	  can	  monitor	  the	  
progress	  of	  different	  annotators	  for	  
different	  projects.	  It	  is	  also	  possible	  to	  
monitor	  the	  level	  of	  agreement	  for	  
different	  annotators	  on	  different	  levels	  
of	  annotation.
1
Annotation	  
process
S-­‐WEB12 Display	  of	  anchor	  as	  
text	  string	  during	  the	  
annotation	  process
After	  an	  anchor	  has	  been	  selected,	  the	  
annotation	  scheme	  opens.	  It	  also	  
contains	  the	  selected	  anchor	  as	  a	  text	  
string.	  This	  feedback	  helps	  the	  
annotator	  to	  make	  sure	  that	  he	  has	  
selected	  the	  right	  anchor	  scope.
1 1 Annotation	  
process
S-­‐WEB13 Curation	  mode	  for	  
comparison	  of	  parallel	  
annotations
A	  special	  curation	  mode	  allows	  the	  user	  	  
to	  display	  parallel	  annotations	  by	  
different	  annotators,	  and	  to	  merge	  
them.
1 1 Annotation	  
process
S-­‐WEB14 Hover	  over	  annotated	  
anchors	  displays	  the	  
annotation	  values
Annotation	  values	  are	  displayed	  when	  
the	  user	  hovers	  over	  an	  annotated	  
anchor.
1 1 Annotation	  
visualization
S-­‐WEB15 Annotations	  as	  labels Annotations	  are	  not	  only	  visualized	  by	  
means	  of	  color,	  but	  also	  have	  a	  label	  
with	  its	  actual	  value.	  In	  case	  there	  is	  not	  
enough	  space	  to	  display	  a	  longer	  label,	  
it	  is	  possible	  to	  define	  a	  shorter,	  
alternative	  version	  that	  will	  then	  be	  
displayed	  instead.
1 Annotation	  
visualization
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D.10. Knowtator
Source Protégé: http://protege.cim3.net/download/old-releases/
Protege%203.x/3.3.1/full/;
Knowtator: http://sourceforge.net/projects/knowtator/files/
Date of download December 6, 2013
Date of evaluation December 6, 2013 (task 1), December 8, 2013 (tasks 2-6)
Number of usability problems 17
Number of specific strengths 16
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
KNW01 Activation	  of	  
Knowtator	  plugin	  
requires	  previous	  
creation	  of	  a	  project
Knowtator	  cannot	  be	  activated	  as	  a	  
plugin	  unless	  the	  user	  creates	  (and	  
saves)	  a	  project	  in	  Protégé	  before.
1 2 Installation
KNW02 No	  explicit	  feedback	  in	  
dialogs	  that	  change	  the	  
settings	  of	  the	  project
Whenever	  the	  user	  changes	  settings	  or	  
properties	  of	  the	  current	  project,	  a	  
dialog	  window	  opens.	  It	  is	  not	  possible	  
to	  explicitly	  save	  /	  apply	  the	  changes	  
via	  a	  button,	  but	  rather	  the	  changes	  are	  
stored	  by	  closing	  the	  window	  via	  a	  red	  
"X"	  icon.	  There	  is	  no	  feedback	  if	  the	  
changes	  have	  been	  applied	  successfully.
1 1 3 General	  UI
KNW03 Overhead	  through	  the	  
complex	  knowledge	  
model	  of	  the	  Protégé	  
framework
Protégé	  is	  a	  complex	  framework	  for	  the	  
modelling	  of	  ontologies.	  Therefore	  it	  
uses	  concepts	  such	  as	  classes	  and	  slots.	  
For	  the	  standard	  linguistic	  annotator,	  
these	  concepts	  may	  be	  hard	  to	  grasp	  
and	  hard	  to	  differentiate.
1 1 2 General	  UI
KNW04 Modifications	  of	  the	  
font	  size	  are	  globally	  
applied	  to	  menus	  and	  
controls
The	  font	  size	  of	  primary	  data	  can	  be	  
increased	  or	  decreased.	  These	  
modifications	  are	  however	  also	  applied	  
globally	  to	  the	  font	  used	  in	  the	  tool's	  
menus	  and	  controls.
1 1 General	  UI
KNW05 Controls	  not	  fully	  
visible	  because	  of	  logo
The	  Protégé	  logo	  on	  the	  right	  covers	  
some	  of	  the	  controls	  when	  the	  main	  
window	  is	  displayed	  in	  full	  screen	  mode	  
(1280	  x	  1024	  pixels	  resolution).	  The	  
arrows	  for	  navigating	  between	  
annotations	  are	  hardly	  visible.
1 1 General	  UI
KNW06 Arrow	  controls	  for	  
different	  functions	  
cannot	  be	  
distinguished	  easily
There	  are	  three	  different	  "arrow	  
controls"	  in	  the	  bar	  beyond	  the	  main	  
navigation	  bar.	  The	  first	  control	  is	  for	  
switching	  primary	  data	  documents,	  the	  
second	  for	  switching	  filters,	  and	  the	  
third	  is	  for	  navigating	  between	  
annotations.	  The	  first	  two	  arrow	  
controls	  also	  have	  a	  small	  "document	  
icon"	  in	  their	  center.	  It	  is,	  however,	  not	  
easy	  to	  distinguish	  the	  function	  of	  the	  
three	  arrow	  controls,	  as	  they	  look	  very	  
similar.
1 1 1 3 General	  UI
KNW07 Proprietary	  Protégé	  
files	  are	  irritating	  /	  
unclear
When	  creating	  a	  new	  project	  in	  
Protégé,	  the	  user	  may	  select	  project	  
type	  "Protégé	  Files",	  which	  	  consists	  of	  
*.pont	  and	  *.pins	  files.	  It	  is	  not	  clear	  
what	  these	  two	  different	  files	  do,	  or	  
whether	  the	  user	  has	  to	  create	  them	  
manually.
1 1 2 Primary	  data
KNW08 Icon	  for	  the	  import	  of	  
primary	  data	  is	  not	  
intuitive
Primary	  data	  can	  only	  be	  imported	  by	  
means	  of	  a	  folder	  icon	  that	  is	  
positioned	  beyond	  the	  menu	  structure,	  
toward	  the	  right	  side	  of	  the	  window.	  
Usually,	  the	  user	  would	  expect	  to	  find	  
an	  "open	  /	  import	  document"	  dialog	  in	  
the	  "file"	  menu,	  or	  on	  another	  
prominent	  interface	  position.
1 2 Primary	  data
Seve-­‐
rity
Category
Usability	  problems
ID Problem Description Violated	  heuristics
KNW09 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
KNW10 Some	  functions	  are	  
unclear
It	  is	  not	  clear	  how	  the	  advanced	  
functions	  "Required	  mode"	  and	  
"Consensus	  mode"	  work.
1 1 3 Annotation	  
process
KNW11 Bug:	  Anchor	  selection	  	  
does	  not	  work
During	  the	  annotation	  process,	  it	  
happened	  a	  few	  times	  that	  the	  anchor	  
selection	  mechanism	  did	  not	  work;	  
solution:	  restart	  Protégé.
1 1 4 Annotation	  
process
KNW12 Difference	  between	  
"clear"	  and	  "delete"	  
annotation	  is	  not	  clear
Despite	  the	  explanation	  on	  the	  tool	  tip,	  
it	  is	  not	  clear	  what	  "clear	  annotation"	  
actually	  does,	  and	  how	  it	  is	  different	  
from	  "delete	  annotation".
1 2 Annotation	  
process
KNW13 Coreference	  
annotation	  is	  
cumbersome
Once	  the	  antecedent	  and	  the	  referent	  
anchors	  have	  been	  defined,	  it	  is	  
possible	  to	  add	  a	  coreference	  relation.	  
This	  is	  achieved	  by	  selecting	  the	  
antecedent	  anchor	  and	  by	  adding	  
referent	  anchors	  via	  the	  "slots"	  menu.	  
The	  menu	  shows	  all	  available	  referent	  
anchors,	  which	  can	  be	  rather	  confusing.
1 1 2 Annotation	  
process
KNW14 Bug:	  Not	  all	  
annotations	  are	  
displayed	  in	  the	  text
Even	  though	  they	  should	  be	  displayed	  
because	  of	  the	  active	  filter,	  some	  
annotations	  are	  not	  displayed	  with	  
their	  respective	  color	  highlighting;	  
solution:	  restart	  Protégé.
1 1 4 Annotation	  
visualization
KNW15 Insufficient	  
visualization	  of	  parallel	  
annotations	  in	  the	  
primary	  data
It	  is	  hard	  to	  distinguish	  multiple,	  
parallel	  levels	  of	  annotation	  by	  means	  
of	  overlapping,	  colored	  highlights.	  
1 2 Annotation	  
visualization
KNW16 Bug:	  Filters	  do	  not	  
work	  properly
Sometimes	  a	  newly	  defined	  filter	  does	  
show	  no	  effect	  when	  activated.	  	  
Solution:	  restart	  Protégé.	  Note:	  In	  one	  
test	  case	  (after	  a	  restart),	  the	  
previously	  created	  filters	  prevented	  
Knowtator	  from	  being	  available	  in	  
Protégé	  at	  all	  -­‐	  only	  after	  the	  deletion	  
of	  those	  filters	  and	  another	  restart,	  
Knowtator	  "came	  back".
1 1 4 Annotation	  
visualization
KNW17 Creation	  of	  filters	  is	  
cumbersome
In	  the	  "Configure"	  menu,	  there	  are	  two	  
forms	  "active	  filters"	  and	  "currently	  
selected	  filters".	  Via	  the	  "Add	  Instance"	  
icon	  it	  is	  possible	  to	  add	  classes	  to	  a	  
filter.	  It	  is	  not	  clear,	  what	  is	  the	  
difference	  between	  "Knowtator	  filters"	  
and	  "Knowtator	  consensus	  filters".	  It	  is	  
also	  not	  clear	  what	  is	  the	  difference	  
between	  "Direct	  Instances"	  and	  "All	  
Instances".	  The	  function	  of	  the	  empty	  
drop-­‐down	  menus	  at	  the	  bottom	  of	  the	  
dialog	  is	  unclear,	  too.
1 1 2 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐KNW01 Advanced	  functions	  
are	  explained	  in	  an	  
introductory	  dialog
If	  the	  user	  chooses	  one	  of	  the	  advanced	  
functions	  such	  as	  "Remove	  
annotations",	  "Merge	  annotation",	  
"Reassign	  annotator	  value	  in	  batch",	  
"Assign	  annotation	  set	  value	  in	  batch",	  
etc.,	  an	  introductory	  dialog	  explains	  
how	  the	  functions	  work,	  and	  how	  they	  
might	  have	  an	  impact	  on	  the	  
annotation	  project.
1 1 General	  UI
S-­‐KNW02 Batch	  import	  of	  
documents
It	  is	  possible	  to	  import	  a	  whole	  
directory	  with	  primary	  data	  documents	  
at	  once.
1 Primary	  data
S-­‐KNW03 Easy	  navigation	  
between	  different	  
primary	  data	  
documents
The	  user	  may	  navigate	  between	  
different	  primary	  data	  documents	  that	  
have	  been	  previously	  imported	  by	  
means	  of	  small	  arrow	  controls.
1 Primary	  data
S-­‐KNW04 Annotation	  scheme	  
hierarchy	  can	  be	  
modified	  by	  means	  of	  
drag-­‐and-­‐drop
The	  annotation	  scheme	  is	  displayed	  as	  
a	  hierachical	  tree,	  in	  which	  nodes	  can	  
be	  modified	  by	  means	  of	  drag-­‐and-­‐
drop.
1 1 Annotation	  
scheme
S-­‐KNW05 Possibility	  to	  use	  only	  
selected	  annotation	  
levels	  and	  /	  or	  tags	  
during	  the	  annotation	  
process
In	  the	  "Configure"	  menu	  it	  is	  possible	  to	  
define	  which	  layers	  of	  annotation	  or	  
which	  single	  tags	  are	  available	  during	  
the	  annotation	  process.
1 1 Annotation	  
scheme
S-­‐KNW06 Navigate	  existing	  
annotations	  with	  
arrow	  controls
It	  is	  possible	  to	  jump	  from	  one	  
annotation	  (of	  a	  selected	  type)	  to	  the	  
next	  or	  back,	  by	  using	  two	  small	  arrow	  
icons,	  which	  are	  positioned	  in	  the	  top	  
bar	  of	  the	  main	  window.
1 Annotation	  
process
S-­‐KNW07 Feedback	  before	  
applying	  an	  annotation
Before	  an	  annotation	  is	  applied	  to	  a	  
selected	  anchor,	  the	  tool	  gives	  
feedback	  on	  the	  annotation	  value	  as	  
well	  as	  on	  the	  selected	  anchor	  in	  the	  
following	  form:	  "Create	  ANNOTATION	  
VALUE	  annotation	  with	  ANCHOR	  
VALUE".
1 1 Annotation	  
process
S-­‐KNW08 Counts	  for	  different	  
types	  of	  existing	  
annotations
There	  are	  counts	  behind	  each	  item	  in	  
the	  annotation	  scheme,	  that	  indicate	  
the	  number	  of	  existing	  annotations	  of	  
this	  type.	  
1 Annotation	  
process
S-­‐KNW09 Existing	  annotations	  
are	  listed	  in	  a	  context	  
menu
When	  a	  new	  annotation	  is	  applied,	  the	  
context	  menu	  shows	  a	  list	  of	  anchors	  
that	  were	  already	  annotated	  with	  the	  
same	  annotation	  value.
1 1 1 Annotation	  
process
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ID Strength Description
S-­‐KNW10 Fast	  annotation	  mode	  
for	  efficient	  annotation
When	  applying	  an	  annotation	  value,	  
there	  is	  always	  the	  option	  to	  enable	  
"fast	  annotation	  mode".	  When	  this	  
mode	  is	  enabled	  for	  one	  specific	  item	  of	  
the	  annotation	  scheme,	  the	  value	  is	  
automatically	  applied	  to	  each	  anchor	  
selection.	  The	  fast	  mode	  can	  be	  ended	  
via	  the	  "Quit"	  button	  on	  top	  of	  the	  
annotation	  window.	  All	  tags	  that	  have	  
been	  selected	  for	  "fast	  annotation"	  
previously	  are	  also	  displayed	  on	  top	  of	  
the	  annotation	  window,	  thus	  allowing	  	  
the	  user	  to	  quickly	  switch	  between	  
different	  annotation	  values	  in	  "fast	  
mode".
1 Annotation	  
process
S-­‐KNW11 Selection	  assistant	  for	  
anchors	  with	  multiple	  
annotations
If	  an	  anchor	  has	  multiple,	  parallel	  
annotations,	  a	  context	  menu	  is	  opened	  
that	  shows	  all	  the	  existing	  annotations.	  
The	  user	  may	  select	  one	  of	  the	  
annotation	  items,	  to	  modify	  or	  delete	  
it.
1 Annotation	  
visualization
S-­‐KNW12 Anchor	  scope	  can	  be	  
edited	  by	  means	  of	  
small	  arrows
The	  scope	  of	  an	  existing	  anchor	  can	  be	  
edited	  via	  small	  arrow	  icons.
1 Annotation	  
process
S-­‐KNW13 Double	  click	  anchor	  
selection	  can	  be	  
controlled	  via	  a	  regular	  
expression
Usually,	  double	  clicking	  a	  word	  selects	  
the	  word.	  The	  same	  is	  true	  for	  
Knowtator	  (default	  setting).	  It	  is,	  
however,	  possible,	  to	  modify	  the	  
"token"	  that	  is	  selected	  by	  a	  double	  
click	  via	  a	  regular	  expression	  in	  the	  
"Configure"	  menu.	  Default	  RE	  for	  one	  
word:	  \W+
1 1 Annotation	  
process
S-­‐KNW14Mass	  removal	  of	  	  
annotations
Multiple	  annotations	  can	  be	  removed	  
by	  applying	  a	  previously	  defined	  filter.	  
Any	  annotation	  that	  is	  not	  specified	  in	  
the	  filter	  will	  be	  removed.	  This	  can	  be	  a	  
very	  efficient	  function	  to	  get	  rid	  of	  
unwanted	  levels	  of	  annotation,	  or	  to	  
clean	  up	  the	  document.
1 Annotation	  
process
S-­‐KNW15 Tailored	  visualization	  
for	  levels	  of	  annotation	  
or	  for	  single	  tags
It	  is	  possible	  to	  define	  show	  /	  hide	  
filters	  on	  different	  levels	  of	  granularity,	  
e.g.	  for	  a	  whole	  scheme,	  for	  different	  
levels	  of	  annotation,	  or	  for	  single	  tags	  
from	  one	  level	  of	  annotation.
1 1 Annotation	  
visualization
S-­‐KNW16 Colors	  for	  annotation	  
levels	  or	  for	  single	  tags
Colors	  can	  be	  specified	  inside	  the	  tool,	  
either	  for	  levels	  of	  annotation	  or	  for	  
single	  tags.	  Colors	  can	  either	  be	  
specified	  by	  means	  of	  RGB	  values,	  or	  by	  
choosing	  names	  from	  a	  predefined	  
color	  palette.
1 1 Annotation	  
visualization
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374 D. Usability problems
D.11. GATE
Source http://gate.ac.uk/
Date of download December 9, 2013
Date of evaluation December 9, 2013
Number of usability problems 21
Number of specific strengths 4
H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
GAT01 Datastore	  option	  is	  
irritating
The	  datastore	  metaphor	  and	  its	  
function	  is	  unclear.	  Also,	  the	  process	  of	  
creating	  a	  datastore	  is	  unclear.	  The	  user	  
typically	  would	  expect	  to	  be	  able	  to	  just	  
save	  the	  data	  /	  project	  via	  the	  "File"	  
menu.
1 1 1 2 General	  UI
GAT02 Wording	  is	  too	  
technical	  /	  too	  specific
The	  wording	  for	  setting	  the	  parameters	  
is	  quite	  technical	  and	  hard	  to	  
understand	  for	  standard	  users.
The	  metaphors	  for	  "application",	  "data	  
store",	  "language	  resource"	  and	  
"processing	  resource"	  are	  hard	  to	  
differentiate.	  This	  problem	  is	  due	  to	  the	  
fact	  that	  GATE	  is	  more	  than	  just	  a	  
manual	  annotation	  tool.
1 1 1 2 General	  UI
GAT03 Wording	  for	  opening	  
existing	  annotation	  
schemes	  is	  irritating
The	  option	  "New"	  >	  "Annotation	  
Schema"	  suggests	  that	  a	  new	  scheme	  
can	  be	  created,	  where	  actually	  only	  an	  
existing	  scheme	  in	  a	  certain	  format	  can	  
be	  imported.
1 1 1 General	  UI
GAT04 Accidental	  
manipulation	  of	  
primary	  data
The	  original	  text	  can	  be	  edited	  and	  
deleted	  at	  any	  time	  throughout	  the	  
annotation	  process,	  no	  explicit	  
confirmation	  is	  necessary.	  That	  results	  
in	  accidental	  modifications	  and	  even	  
deletions,	  which	  cannot	  be	  undone.
1 4 Primary	  data
GAT05 Import	  of	  primary	  data	  
is	  cumbersome
It	  is	  not	  clear	  at	  first	  sight	  how	  a	  text	  
can	  be	  imported.	  Wording	  ("New	  
Language	  Resource	  >	  GATE	  Document")	  
and	  use	  of	  icons	  (folder	  icon)	  make	  it	  
difficult	  to	  import	  a	  text	  document.	  
1 1 2 Primary	  data
GAT06 Dialog	  for	  importing	  
primary	  data	  is	  
cumbersome
When	  importing	  a	  document,	  the	  user	  
has	  to	  set	  many	  parameters	  (e.g.	  
encoding)	  in	  free	  text	  forms.	  If	  the	  user	  
does	  not	  know	  the	  right	  /	  valid	  value,	  
he	  cannot	  set	  the	  necessary	  parameters	  
correctly.
1 1 1 1 3 Primary	  data
GAT07 Order	  of	  levels	  and	  
items	  in	  annotation	  
scheme	  cannot	  be	  
adjusted
The	  order	  of	  levels	  of	  annotation	  as	  
well	  as	  the	  annotation	  items	  on	  each	  
level	  cannot	  be	  modified;	  they	  are	  
arranged	  in	  alphabetic	  order.
1 1 2 Annotation	  
scheme
GAT08 Default	  annotation	  
schemes	  are	  not	  
explained
At	  the	  beginning,	  it	  is	  not	  clear	  which	  
annotation	  scheme	  is	  used.	  The	  default	  
annotation	  schemes	  are	  not	  explained	  
and	  cannot	  be	  disabled	  inside	  the	  tool.	  
1 1 1 2 Annotation	  
scheme
GAT09 "Original	  markups"	  
layer	  is	  not	  clear
It	  is	  not	  clear	  where	  the	  default	  
annotation	  level	  	  "original	  markups"	  
with	  its	  single	  tag	  "paragraphs"	  comes	  
from.	  
1 1 1 Annotation	  
scheme
GAT10 "Empty"	  layer	  is	  
irritating
There	  is	  an	  empty	  annotation	  level,	  
which	  has	  no	  name	  at	  all.	  It	  can	  neither	  
bei	  renamend,	  nor	  can	  it	  be	  deleted.	  If	  
no	  other	  annotation	  level	  is	  created,	  
the	  tags	  are	  assigned	  to	  this	  level,	  
which	  function	  is	  unclear,	  as	  it	  has	  no	  
name.
1 2 Annotation	  
scheme
Seve-­‐
rity
Category
Usability	  problems
ID Problem Description Violated	  heuristics
GAT11 Creation	  of	  new	  
annotation	  levels	  is	  
inconsistent
It	  is	  not	  clear	  how	  a	  new	  annotation	  
level	  can	  be	  created.	  Although	  
renaming	  and	  deleting	  can	  be	  achieved	  
via	  right	  click	  and	  a	  context	  menu,	  a	  
new	  layer	  is	  created	  by	  using	  a	  form	  in	  
the	  bottom	  right	  corner,	  with	  a	  small	  
button	  "New".
1 1 1 2 Annotation	  
scheme
GAT12 No	  renaming	  of	  
annotation	  items
Once	  a	  tag	  is	  created	  and	  applied,	  it	  
cannot	  be	  renamed.	  If	  the	  user	  wants	  
to	  change	  a	  tag	  after	  it	  has	  been	  
created,	  he	  has	  to	  delete	  it	  and	  create	  a	  
new	  one.	  All	  previous	  annotations	  with	  
this	  tag	  will	  of	  lost	  and	  have	  to	  be	  
created	  anew.
1 1 4 Annotation	  
scheme
GAT13 Application	  of	  
annotations	  via	  click	  
and	  hovering	  over	  
selected	  anchor	  is	  not	  
intuitive	  /	  practical
The	  selection	  of	  an	  anchor	  via	  click-­‐and-­‐
release	  is	  intuitive.	  It	  is,	  however,	  not	  
clear	  how	  to	  apply	  an	  annotation.	  If	  the	  
user	  hovers	  over	  the	  selection	  for	  some	  
time,	  a	  pop-­‐up	  menu	  appears,	  which	  
allows	  the	  user	  to	  apply	  an	  annotation.	  
It	  disappears	  if	  the	  user	  does	  not	  move	  
the	  cursor	  into	  the	  menu	  quickly.	  
1 1 3 Annotation	  
scheme
GAT14 No	  feedback	  after	  
application	  of	  
annotation
Even	  if	  the	  user	  manages	  to	  open	  the	  
context	  menu,	  it	  is	  unclear	  how	  to	  
apply	  the	  annotation.	  There	  is	  no	  
immediate	  feedback,	  that	  the	  
annotation	  has	  been	  applied	  correctly.
1 1 3 Annotation	  
process
GAT15 No	  modification	  of	  
previously	  created	  
item-­‐level	  relations
As	  new	  tags	  are	  created	  ad	  hoc,	  while	  
annotating,	  it	  is	  important	  to	  be	  able	  to	  
relate	  newly	  created	  tags	  to	  an	  existing	  
level	  of	  annotation.	  It	  is	  not	  clear	  how	  
to	  select	  a	  level	  in	  order	  to	  assign	  a	  tag	  
to	  it.	  It	  is	  not	  possible	  to	  reassign	  falsely	  
assigned	  tags	  to	  another	  level;	  the	  user	  
has	  to	  delete	  the	  tag	  and	  create	  it	  
anew.
1 1 4 Annotation	  
scheme
GAT16 No	  undo	  /	  redo	  of	  
actions
Actions	  (e.g.	  deletions)	  during	  the	  
annotation	  process	  cannot	  be	  un-­‐	  /	  
redone.
1 1 1 3 Annotation	  
process
GAT17 Annotation	  pop-­‐up	  
window	  contains	  
irritating	  parameters
It	  is	  not	  clear	  what	  can	  be	  done	  with	  
the	  additional	  fields	  in	  the	  annotation	  
context	  menu.
1 1 3 Annotation	  
scheme
GAT18 Icon	  for	  the	  deletion	  of	  
annotations	  is	  
irritating
The	  delete	  icon	  (green	  pen	  with	  a	  red	  
cross)	  in	  the	  annotation	  pop-­‐up	  
window	  is	  not	  intuitive.
1 1 2 Annotation	  
process
GAT19 Coreference	  
annotation	  is	  not	  
intuitive
The	  annotation	  of	  coreferences	  is	  
realized	  with	  the	  "Co-­‐reference	  Editor".	  
The	  mechanism	  is	  not	  intuitive:	  First,	  a	  
set	  with	  coreference	  annotation	  items	  
has	  to	  be	  selected.	  Next,	  several	  
annotated	  items	  can	  be	  added	  to	  a	  co-­‐
reference	  chain;	  the	  name	  of	  the	  chain	  
is	  automatically	  named	  after	  the	  
longest	  item	  in	  the	  chain.
1 1 2 Annotation	  
process
GAT20 Different	  views	  on	  
annotations	  are	  not	  
self-­‐explanatory	  /	  
irritating
There	  seem	  to	  be	  multiple	  views	  on	  the	  
annotated	  data.	  However,	  the	  set,	  list	  
and	  stack	  view	  are	  not	  self-­‐explanatory.	  
1 1 2 Annotation	  
visualization
GAT21 Insufficient	  
visualization	  of	  parallel	  
annotations	  in	  the	  
primary	  data
It	  is	  hard	  to	  distinguish	  multiple,	  
parallel	  levels	  of	  annotation	  by	  means	  
of	  overlapping,	  colored	  highlights.	  
Note:	  The	  "stack"	  visualization	  works	  
fine	  for	  the	  display	  of	  parallel	  
annotations	  (cf.	  strengths	  section)
1 2 Annotation	  
visualization
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H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
S-­‐GAT01 Auto-­‐annotate	  of	  
similar	  anchors
There	  is	  a	  function	  for	  the	  annotation	  
of	  similar	  anchors	  with	  the	  same	  
annotation	  value	  (first,	  previous,	  next,	  	  
all	  next).	  This	  can	  speed	  up	  the	  manual	  
annotation	  process	  significantly.	  The	  
expression	  can	  be	  formulated	  in	  the	  
GATE	  search	  expression	  syntax,	  which	  is	  
very	  sophisticated.
1 Annotation	  
process
S-­‐GAT02 Annotation	  list	  view The	  list	  view	  shows	  annotations	  in	  a	  
structured,	  tabular	  view.
1 Annotation	  
visualization
S-­‐GAT03 Annotation	  stack	  view The	  stack	  view	  shows	  parallel	  
annotations	  in	  a	  layer-­‐like	  visualization.
1 Annotation	  
visualization
S-­‐GAT04 Checkboxes	  for	  show	  /	  
hide	  of	  annotation	  
items
All	  annotation	  levels	  and	  items	  are	  
visible	  at	  all	  times,	  and	  can	  be	  shown	  or	  
hidden	  via	  checkboxes.
1 Annotation	  
visualization
4 Specific	  strengths 0 0 0 0 0 0 2 2 0 0
0 Installation
0 General	  UI 	  
0 Primary	  data
0 Annotation	  scheme
1 Annotation	  process
3 Annotation	  
visualization
	  Applied	  heuristics
– Category
Specific	  strengths
ID Strength Description

E. Overview of interactive
prototypes
This appendix gives an overview of the interactive prototypes that were cre-
ated in the course of this work. All prototypes were implemented by means of
HTML5208 and and JavaScript. Most of the JavaScript functionality is based on
jQuery209, a JavaScript library that is widely used in the web design community.
jQuery works across most available web browsers and provides a large set of
features for document traversal and DOM manipulation, event handling, ani-
mation, etc. Another helpful resource used for the creation of the prototypes
is jQuery UI210, a JavaScript library that builds on top of jQuery. jQuery UI fo-
cuses on different aspects that are concerned with the appearance and behavior
of the user interface (UI). The library comprises the following main components
(cf. http://jqueryui.com/):
Interactions, e.g. drag-and-drop, resizing, sorting, etc.
Widgets, e.g. buttons, dialogs, menus, sliders, progress bars, tabs, etc.
Effects, e.g. adding and removing of CSS classes, color animations, show / hide
effects, etc.
In addition to the standard functionality of jQuery and jQuery UI, there is also
a large collection of third party plugins211 for more specific purposes, like e.g.
a color picker widget.The following sections briefly describe which libraries and
plugins were used for each of the prototypes.
E.1. Prototype for P3.1
Functionality Although one tool-specific strength has been related to this pat-
tern, it only describes a partial aspect of the solution, and cannot be used
208 "HTML5 - A vocabulary and associated APIs for HTML and XHTML" is currently a W3C
candidate recommendation (cf. http://www.w3.org/TR/html5/).
209 jQuery is freely available at http://jquery.com/. The jQuery version used to implement
the prototypes is "jquery-1.10.2".
210 jQuery UI is freely available at http://jqueryui.com/. The jQuery UI version used to
implement the prototypes is "jquery-ui-1.10.4".
211 The official jQuery plugin registry is available at http://plugins.jquery.com/. There
are, however, more plugins available that are not listed in the official registry, but which may
be found via a generic web search.
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as a full example (cf. S-DEX02), i.e. the prototype is the only concrete
example for this pattern. The prototype implements a basic wizard that
guides the user through the import and pre-processing process of primary
data documents.
Limitations Although it implements an import dialog, the prototype does not
allow the user to import actual primary data documents, but rather works
with a static text sample. Only two exemplary pre-processing parameters
have been implemented (tokenizer and sentence splitter).
JavaScript libraries This prototype utilizes the dialog widget from the jQuery UI
library: https://jqueryui.com/dialog/
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P31-Guided-Preprocessing-Primary-Data.html
E.2. Prototype for P3.2
Functionality Although two tool examples exist for this pattern, the prototype
was created to illustrate the basic interaction steps mapping existing pri-
mary data documents to a corpus structure. The prototype allows the user
to create and delete corpora (displayed as tabs), and to relate a set of five
existing documents to the corpus when it is created.
Limitations The prototype does not allow the user to add and remove docu-
ments to a corpus after its creation, e.g. by means of drag-and-drop.
JavaScript libraries This prototype utilizes the tabs widget from the jQuery UI
library, and more specifically adopts and enhances the following online
example: https://jqueryui.com/tabs/#manipulation
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P32-Import-Documents-Mapping-Corpora.html
E.3. Prototype for P4.1
Functionality Although five tool examples exist for this pattern, the prototype
was created to illustrate the basic interaction steps for creating an annota-
tion scheme via a graphical user interface. The prototype allows the user
to create and delete annotation items on two different hierarchical levels
(parent elements, e.g. annotation level "parts of speech", and child elements,
e.g. annotation items such as "noun, verb, etc.").
Limitations The prototype does not allow the user to modify the value or order
of the annotation items.
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JavaScript libraries This prototype utilizes the dialog widget from the jQuery UI
library, and more specifically adopts and enhances the following online
example: https://jqueryui.com/dialog/#modal-form
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P41-Integrated-Annotation-Scheme-Editor.html
E.4. Prototype for P4.2
Functionality Although one tool example exists for this pattern, the prototype
was created to illustrate the basic interaction for manipulating the order of
annotation items in an annotation scheme. The prototype allows the user
to rearrange a set of predefined annotation items by means of drag-and-
drop. Items can also be moved from one annotation level to the other.
Limitations The prototype only implements two exemplary levels of annota-
tions, and provides a static set of predefined annotation items.
JavaScript libraries This prototype utilizes the tabs widget as well as the sortable
interaction from the jQuery UI library, and more specifically adopts and
enhances the following online example: https://jqueryui.com/sortable/
#connect-lists-through-tabs
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P42-Organization-Annotation-Scheme.html
E.5. Prototype for P4.4
Functionality Although two tool examples exist for this pattern (without a spe-
cific relation to a documented strength), the prototype was created to illus-
trate the basic interaction behavior for setting individual colors for differ-
ent annotation items by means of a color picker.
Limitations The prototype only allows the user to set the color for three exem-
plary annotation items. The color changes are also displayed in a fragment
of a primary data document.
JavaScript libraries This prototype utilizes the third party jQuery plugin Color-
Picker: http://www.eyecon.ro/colorpicker/
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P44-Facilitated-Distinction-Colorpicker.html
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E.6. Prototype for P5.8
Functionality Although one tool example exists for this pattern, the prototype
was created to illustrate the basic interaction behavior for a delete func-
tion that is integrated in the annotation process. The prototype allows the
user to open a context menu for an annotated anchor. The context menu
displays three exemplary annotation values, which may be deleted via a
small trashcan icon. If all annotation values are deleted, the anchor is no
longer highlighted in the primary data (highlight indicates one or more
associated annotations).
Limitations The prototype only implements annotations for one predefined an-
chor.
JavaScript libraries This prototype utilizes the dialog widget as well as the but-
tons / icons widget from the jQuery UI library: https://jqueryui.com/
button/#icons
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P58-Integrated-Delete.html
E.7. Prototype for P6.3
Functionality This pattern is the only pattern that was derived merely from lit-
erature review, and which has no concrete problems or strengths. Accord-
ingly, a prototype had to be implemented to provide an example of the
suggested solution. The prototype implements an alternative view for the
visualization of coreference annotations. In the left pane, two static docu-
ments and corresponding antecedent annotations are listed in a tree view.
The tree may be expanded or collapsed for both documents. In the right
pane, an alternative graph view for the display of existing coreference an-
notations for the selected antecedent is displayed. Grey arrows indicate
coreference annotation within the same document, blue arrows indicate
annotations in another document. Clicking on a "referent" node reveals
the full sentence in which the referent occurs.
Limitations The prototype only implements one exemplary coreference graph
view for a generic antecedent.
JavaScript libraries This prototype utilizes the jQuery TreeView plugin to imple-
ment the tree view pane: http://bassistance.de/jquery-plugins/
jquery-plugin-treeview/. In addition, the D3 (Data-Driven Doc-
uments) JavaScript library for the interactive visualization of data docu-
ments was used to implement the graph view.
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More specifically, the following D3 online example for directed force graphs
was adopted and enhanced: http://bl.ocks.org/mbostock/1153292#
index.html
Online demo https://dl.dropboxusercontent.com/u/4194636/prototypes/
P63-Alternative-Coreference-Visualizations.html
