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Abstrakt
Diplomova´ pra´ce se zaby´va na´vrhem a implementac´ı investicˇn´ıho modelu, ktery´ aplikuje
metody Postmodern´ı teorie portfolia. Na optimalizaci portfolia je pouzˇita´ metaheuristika
optimalizace rojem cˇa´stic (PSO), ktere´ parametry boli analyzovane´ r˚uzny´mi experimenty.
Model na odhad distribuce budouc´ıch vy´nos˚u vyuzˇ´ıva´ Johnsonovo SU rozdelen´ı, ktere´ se
uka´zalo jako nejvhodnejˇs´ı z analyzovany´ch distribuc´ı. Vy´sledkem je softve´rova´ aplikace v
jazyce Python, na ktere´ je testova´na stabilita a vy´konnost modelu v extre´mn´ıch situac´ıch.
Abstract
This thesis deals with design and implementation of an investment model, which applies
methods of Post-modern portfolio theory. Particle swarm optimization (PSO) metaheuris-
tic was used for portfolio optimization and the parameters were analyzed with several
experiments. Johnsons SU distribution was used for estimation of future returns as it pro-
ved to be the best of analyzed distributions. The result is software application written in
Python, which is tested for stability and performance of model in extreme situations.
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U´vod
Uzˇ stare´ Babylonske´ ucˇenie hovor´ı, zˇe cˇlovek by mal svoj majetok rozdelit’ na tri cˇasti
- tretinu vlozˇit’ do pozemkov, tretinu do obchodu a tretinu si nechat’ poruke.1 Podstata
tejto mu´drosti plat´ı dodnes a dalo by sa povedat’, zˇe je nadcˇasova´. Viacer´ı filozofi odvtedy
potvrdili toto jednoduche´ pravidlo, avsˇak dlho nepricha´dzal vy´raznejˇs´ı pokrok v tejto
oblasti.
Prelom nastal azˇ v roku 1952, ked’ bola uverejnena´ pra´ca Harryho Markowitza s na´zvom
Selekcia portfo´lia. Predstavuje v nej matematicku´ formula´ciu meto´dy diverzifika´cie, teda
spoˆsobu, aky´m je mozˇne´ optima´lne rozdelit’ majetok do viacery´ch invest´ıci´ı s ohl’adom
na riziko a vy´nosy. Ta´to pra´ca polozˇila za´klady teo´rie neskoˆr zna´mej ako Moderna´ teo´ria
portfo´lia, za ktoru´ bola autorovi v roku 1990 spolu s Mertonom Millerom a Williamom
Sharpom udelena´ Nobelova cena za ekono´miu.
S odstupom cˇasu sa uka´zalo, zˇe Markowitzov model obsahuje viacere´ predpoklady,
ktore´ cˇasto v rea´lnom svete nemusia platit’ a aplika´cia teo´rie nie vzˇdy poskytuje optima´lne
vy´sledky. Zjednodusˇenia, ktore´ pouzˇil boli, ako autor sa´m potvrdil, spoˆsobene´ vy´pocˇtovy´mi
komplika´ciami v danej dobe.
V su´cˇasnosti va¨cˇsˇina financˇny´ch insˇtitu´ci´ı vyuzˇ´ıva rozsˇ´ırenie Markowitzovej teo´rie pod
na´zvom Postmoderna´ teo´ria portfo´lia, ktora´ im umozˇnˇuje naplno vyuzˇit’ vy´pocˇtovu´ silu
su´cˇasny´ch informacˇny´ch technolo´gi´ı v kombina´cii s pokrocˇily´mi sˇtatisticky´mi modelmi a
optimaliza´tormi.
U´lohou optimaliza´tora je pritom na´jst’ vhodnu´ kombina´ciu invest´ıci´ı, s ohl’adom na ocˇaka´vane´
vy´nosy, riziko a d’al’ˇsie preferencie investora. Ide o na´rocˇnu´ u´lohu, pretozˇe s rastu´cim
pocˇtom mozˇny´ch invest´ıci´ı exponencia´lne narasta´ aj mozˇnost’ riesˇen´ı a vel’a bezˇny´ch po-
stupov zlyha´va uzˇ napr´ıklad pri desiatich komponentoch.
1 The Babylonian Talmud - Baba Metzi’a 42a
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Zauj´ımavou katego´riou optimaliza´torov su´ takzvane´ metaheuristiky, ktore´ sa pri riesˇen´ı
u´loh zvyknu´ insˇpirovat’ pr´ırodny´mi javmi. Cˇasto tak doka´zˇu´ na´jst’ odpoved’ na proble´my,
ktory´ch presne´ riesˇenie je z vy´pocˇtove´ho dl’adiska nedosiahnutel’ne´. Pr´ıkladmi su´ optima-
liza´cia mravcˇou kolo´niou, simulovane´ zˇ´ıhanie, cˇi optimaliza´cia cˇasticovy´m rojom.
Pra´ve posledna´ spomenuta´ optimaliza´cia bude v tejto pra´ci pouzˇita´ na riesˇenie zlozˇite´ho
proble´mu - optimaliza´ciu investicˇne´ho portfo´lia postavene´ho na Postmodernej teo´rii portfo´lia.
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Kapitola 1
Ciele pra´ce, meto´dy a postupy
Ciel’om pra´ce bude navrhnutie a implementa´cia investicˇne´ho modelu, ktory´ na optima-
liza´ciu portfo´lia vyuzˇ´ıva metaheuristiku. Ide teda o spojenie dvoch teoreticky´ch oblast´ı,
vy´sledkom cˇoho bude softve´rova´ aplika´cia schopna´ optimailza´cie portfo´lia.
Teoreticka´ cˇast’ pra´ce obsahuje extrakt teoreticky´ch za´kladov, potrebny´ch k porozu-
meniu kl’´ucˇovy´ch bodov pra´ce. Ide len o vy´ber nevyhnutny´ch poznatkov, pricˇom cˇitatel’ovi
je v pr´ıpade za´ujmu odporu´cˇany´ rozsiahly prehl’ad literatu´ry na konci pra´ce.
V prvej cˇasti pra´ce bude obsiahnuta´ resˇersˇ, v ktorej budu´ pop´ısane´ doterajˇsie meto´dy
a postupy z teo´rie optimaliza´cie portfo´lia. Druha´ cˇast’ teoretickej kapitoly je venovana´
problematike optimaliza´cie. Pribl´ızˇene´ budu´ meto´dy ktore´ pouzˇ´ıvaju´ na optimaliza´ciu me-
taheuristiky a podrobne bude pop´ısana´ meto´da PSO, na ktorej je model pra´ce zalozˇeny´.
Poznatky teoretickej cˇasti prejdu´ v d’al’ˇsej kapitole synte´zou, vy´sledkom cˇoho bude
navrhnuta´ softve´rova´ aplika´cia na optimaliza´ciu investicˇne´ho portfo´lia. Prakticka´ cˇast’
pra´ce obsahuje popis kl’´ucˇovy´ch cˇast´ı architektu´ry modelu a spoˆsob ich implementa´cie v
jazyku Python.
Model bude otestovany´ na historicky´ch da´tach v porovnan´ı s roˆznymi benchmarkami a
jeho parametre budu´ optimalizovane´ s ciel’om maximaliza´cie zisku a stability. Na testovanie
jeho u´spesˇnosti v extre´mnych situa´cia´ch bude model vystaveny´ globa´lnej financˇnej kr´ıze
v rokoch 2008-2009. V za´vere bude zhodnotena´ u´spesˇnost’ modelu a pr´ınosy pra´ce.
12
Kapitola 2
Teoreticke´ vy´chodiska´ pra´ce
V tejto kapitole budu´ pop´ısane´ teoreticke´ za´klady, na ktory´ch je pra´ca zalozˇena´. Budu´ v
nej definovane´ doˆlezˇite´ termı´ny, modely a postupy v takom rozsahu, aby cˇitatel’ porozumel
hlavny´m mysˇlienkam tejto pra´ce.
Prva´ cˇast’ sa zaobera´ obecny´m popisom investicˇne´ho portfo´lia, kde su´ obsiahnute´ fun-
damenta´lne znalosti a termı´ny z oblasti investovania. Za nˇou nasleduje popis Modernej
teo´rie portfo´lia, a jej na´stupkynˇu, na za´klade ktorej je vytvoreny´ investicˇny´ model tejto
pra´ce. V poslednej cˇasti je pozornost’ venovana´ optimalizacˇny´m meto´dam, ktore´ vyuzˇ´ıvaju´
metaheuristiky.
2.1 Investicˇne´ portfo´lio a jeho optimaliza´cia
2.1.1 Za´kladne´ pojmy
Portfo´lio
Tento vy´raz je obecne cha´pany´ ako zoskupenie financˇny´ch akt´ıv, tvoreny´ch akciami, dlho-
pismi, deriva´tmi, peniazmi, penˇazˇny´mi ekvivalentami, cˇi iny´mi druhmi cenny´ch papierov,
ktore´ su´ su´hrnne oznacˇovane´ ako triedy akt´ıv.[23]
Za´kladne´ pojmy modelovania a simula´ci´ı
Syste´m moˆzˇeme obecne definovat’ ako su´bor elementa´rnych cˇast´ı (prvkov syste´mu), ktore´
maju´ medzi sebou urcˇite´ va¨zby.
Model je napodobenina syste´mu iny´m syste´mom, pricˇom cˇasto ide o pocˇ´ıtacˇovy´ prog-
ram. Modelovanie je proces vytva´rania modelu na za´klade znalost´ı.
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Simula´cia je meto´da z´ıskavania novy´ch znalost´ı o syste´me experimentovan´ım s jeho
modelom.[42]
Vy´nos
Portfo´lia´ a financˇne´ da´ta vo vsˇeobecnosti su´ obycˇajne analyzovane´ podl’a vy´nosov. Vy´nos je
rozdiel medzi dvoma bezprostredne nasleduju´cimi cenovy´mi hodnotami akt´ıva, normalizo-
vany´ podl’a skorsˇej hodnoty.[2] Ked’zˇe su´ vy´nosy po normaliza´cii neza´visle´ od cenovej hla-
diny, je vy´hodne´ ich pouzˇit’ na priame porovnanie vy´konnosti medzi viacery´mi financˇny´mi
insˇtrumentami. Mieru vy´nosu Rt vypocˇ´ıtame podl’a vzt’ahu 2.1, pricˇom Rt je vy´nos pre
cˇasovu´ perio´du t, Pt je cena financˇne´ho insˇtrumentu v cˇase t a Pt−1 je cena insˇtrumentu
v cˇase t− 1.
Rt =
Pt − Pt−1
Pt−1
=
Pt
Pt−1
− 1 (2.1)
2.1.2 Selekcia portfo´lia
Proces vy´beru zlozˇiek portfo´lia sa nazy´va selekcia (resp. vy´ber portfo´lia). Proces selek-
cie mozˇno rozdelit’ na dve fa´zy. V prvej prebieha sledovanie a analy´za cenny´ch papierov
vy´sledkom cˇoho je presvedcˇenie o budu´com vy´voji cenny´ch papierov. V druhej fa´ze sa na
za´klade ty´chto presvedcˇen´ı vykona´ samotna´ selekcia komponentov portfo´lia. [34] Podrob-
nejˇsie sa selekcii portfo´lia venuju´ kapitoly 2.1.7 a 2.1.8.
2.1.3 Strategicka´ aloka´cia akt´ıv
Ked’ je uzˇ zrejme´, o ake´ cenne´ papiere ma´ investor za´ujem, je potrebne´ pristu´pit’ k na´kupu,
najcˇastejˇsie prostredn´ıctvom brokera, ktory´ vlastn´ı licenciu obchodn´ıka s cenny´mi pa-
piermi.
Pri na´kupe je doˆlezˇite´ zvolit’ strate´giu, podl’a ktorej sa bude postupovat’. Phillips a Lee
v [43] definuju´ strategicku´ aloka´ciu akt´ıv ako proporcˇne´ rozdelenie akt´ıv do jednotlivy´ch
tried akt´ıv s ohl’adom na dosiahnutie dlhodoby´ch financˇny´ch ciel’ov organiza´cie.
Predpoklada´ sa, zˇe investor nie je schopny´ predikovat’ zvraty na trhu a preto redukuje
riziko pouzˇit´ım dlhodoby´ch odhadov rizika a vy´nosu akt´ıv pre cele´ cykly trhu, cˇ´ım sa
vy´kyvy spriemeruju´. Investor redukuje riziko diverzifika´ciou medzi akt´ıva, ktore´ nie su´
dokonale korelovane´. (vid’ 2.1.5)
Autori rozliˇsuju´ dve za´kladne´ strate´gie vstupu do trhu.
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Takticka´ aloka´cia akt´ıv
Strate´gia vyuzˇ´ıva na rozhodovanie vstupu na trh su´cˇasnu´ hodnotu akt´ıv. Takto vzniknute´
rozhodnutia maju´ za na´sledok vznik kra´tkodoby´ch investicˇny´ch strate´gi´ı, ktore´ vytva´raju´
vy´nosy na ba´ze cyklicky´ch vlasnost´ı trhu. Ma´ sa za to, zˇe investor je schopny´ vyuzˇit’
tieto vlastnosti, avsˇak su´cˇasne plat´ı tvrdenie strategickej aloka´cie akt´ıv, zˇe vzt’ahy medzi
ohodnoteny´mi akt´ıvami su´ z dlhodobe´ho hl’adiska sta´le. To znamena´, zˇe vy´nosy na trhu
moˆzˇu byt’ kedykol’vej nad alebo pod norma´lom, ale po cˇase sa zvyknu´ vra´tit’ do norma´lu.
Takticka´ aloka´cia akt´ıv sa nesnazˇ´ı o predikciu pohybov na trhu, cˇi odhad podpory a
rezistencie1. Jediny´ na´stroj s ktory´m nara´ba je riziko v porovnan´ı s vy´nosom na za´klade
historicke´ho vy´voja.[43]
Podl’a sˇtu´die [9] azˇ 90% celkovy´ch vy´nosov portfo´li´ı je tvorene´ aloka´ciou kapita´lu medzi
roˆznymi triedami akt´ıv.
Cˇasovanie trhu
Investori vyuzˇ´ıvaju´ci tu´to strate´giu sa snazˇia o predikciu trhu, jeho vrcholov, korekci´ı
a zvratov, pricˇom vyuzˇ´ıvaju´ roˆzne kvantitat´ıvne modely s indika´tormi, oscila´tory alebo
vlastny´ u´sudok. Hlavny´m ciel’om je prekonanie vy´nosov trhu a hlavnou ota´zkou, ktoru´
ta´to strate´gia riesˇi, je cˇi je vhodne´ v danom momente byt’ na trhu alebo nie (teda vlastnit’
dane´ akt´ıvum alebo dane´ obdobie precˇkat’ s penˇazˇny´mi ekvivalentami resp. dlhopismi).
Strate´gia cˇasovania trhu nema´ obmedzenia taktickej aloka´cie akt´ıv a investor sa nezaobera´
rizikom z pohl’adu cele´ho portfo´lia. Riziko pre neho predstavuje vlastnit’ nespra´vne akt´ıvum
v nespra´vnom cˇase, pricˇom cˇasto vlastn´ı len akt´ıva jednej triedy (napr. akcie jedne´ho
odvetvia alebo sˇta´tu, cˇi menove´ pa´ry).
2.1.4 Riziko a jeho meranie
Riziko predstavuje neoddelitel’nu´ su´cˇast’ investovania. Do investovania vstupuje vo via-
cery´ch podoba´ch, avsˇak obycˇajne je vn´ımane´ ako neistota vy´nosu a mozˇnost’ financˇnej
straty.[36][21]
The Basel Committee on Banking Supervision2, autorita na rizikovy´ manazˇment pre
1 Body grafu, cez ktore´ sa cena akt´ıva za urcˇite´ obdobie nedostane, pomyselne´ dno resp. strop ceny.
2 Viac informa´ci´ı o spolocˇnosti je mozˇne´ na´jst’ na http://www.bis.org/bcbs/
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financˇne´ sluzˇby, identifikuje nasleduju´ce typy rizika ovplyvnˇuju´ce cenne´ papiere:
 Trhove´ riziko - spoˆsobene´ pohybom cien cenny´ch papierov
 Riziko kredibility protistrany - spojene´ so schopnost’ou protistrany plnit’ svoje za´va¨zky
 Riziko likvidity - schopnost’ zrusˇit’ drzˇane´ poz´ıcie
 Operacˇne´ rizko - riziko stra´t zahrnute´ v kazˇdodennom obchodovan´ı
 Lega´lne riziko - riziko su´dnych vy´dajov
Podl’a [21] su´ hlavne´ zlozˇky trhove´ho rizika riziko kurzu cudz´ıch mien, riziko u´rokovej
miery, riziko ceny komod´ıt a akt´ıv.
Pokial’ je riziko kvantifikovatel’ne´, metodolo´gia jeho merania za´vis´ı na type rizika ktore´
uvazˇujeme. Vsˇetky su´cˇasne´ postupy na meranie rizika spadaju´ podl’a [2] do sˇtyroch ka-
tego´ri´ı:
 Sˇtatisticke´ modely
 Skala´rne modely
 Analy´zy scena´rov
 Kauza´lne modelovanie
Sˇtatisticke´ modely generuju´ predikcie o najhorsˇ´ıch mozˇny´ch podmienkach na za´klade
u´dajov z minulosti. Najcˇastejˇsie sa pouzˇ´ıva metodolo´gia hodnota v riziku (Value-at-Risk,
VaR), blizˇsˇie pop´ısana´ v 2.1.4.
Skala´rne modely urcˇuju´ maxima´lnu ocˇaka´vanu´ stratu ako percentua´lne vyjadrenie
urcˇite´ho obchodne´ho parametru, napr´ıklad vy´nosov, operacˇny´ch na´kladov a podobne.
Skala´rne modely sa cˇasto pouzˇ´ıvaju´ na odhad operacˇne´ho rizika.
Analy´zy scena´rov urcˇuju´ za´kladne´, najlepsˇie a najhorsˇie pr´ıpady pre kl’´ucˇove´ rizikove´
indika´tory. Ta´to meto´da je cˇasto oznacˇovana´ ako “stress test”.
Kauza´lne modelovanie zahr´nˇa identifika´ciu pr´ıcˇin a efektov potencia´lnych stra´t. Model
s dynamickou simula´ciou pri tom vyuzˇ´ıva expertny´ syste´m.
Oblast’ rizika, ktore´ sa snazˇ´ıme minimalizovat’ optimaliza´ciou portfo´lia je prima´rne
trhove´ riziko. Nasleduju´ roˆzne meto´dy merania rizika.
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Volatilita
Volatilita je sˇtatisticka´ miera rozptylu vy´nosov akt´ıva od ich priemeru. Za´rovenˇ sa cˇasto
pouzˇ´ıva ako miera rizika vo financˇnom svete a oznacˇuje sa σ, zo sˇtatistiky zna´ma ako
sˇtandardna´ odchy´lka. Vysˇsˇia hodnota σ znamena´ vysˇie riziko, pricˇom so zmenou cˇasu
nerastie linea´rne, ale s druhou odmocninou cˇasu. Preto napr. ak je denna´ volatilita σ =
0.01, rocˇna´ volatilita σr = 0.01 bude
σr =
0.01√
1
252
= 0.01
√
252 = 0.1587, (2.2)
pretozˇe sa predpoklada´ 252 obchodocatel’ny´ch dn´ı v roku.
VIX je obchodovatel’ny´ symbol Chicagskej burzy cenny´ch papierov a za´rovenˇ po-
pula´rnym ukazovatel’om volatility resp. “strachu” na burze. Jeho hodnota je pocˇ´ıtana´
na za´klade volatility indexu S&P 500 v horizonte 30 dn´ı (obr. 2.1 ukazuje jeho rast pocˇas
paniky v roku 2008).
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Obr. 2.1: VIX vs. S&P 500 pocˇas kr´ızy v 2008
Hodnota v riziku (Value at Risk)
Ide o koncept, ktory´ v su´cˇasnosti dominuje ako metrika odhadu trhove´ho rizika.[2] Podl’a
defin´ıcie je to ukazovatel’, ktory´ uda´va odhad najvysˇsˇieho poklesu hodnoty akt´ıva alebo
portfo´lia akt´ıv (teda najvysˇsˇej “straty”) v danom cˇasovom horizonte, ktora´ nebude pre-
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siahnuta´ s urcˇitou mierou spol’ahlivosti.[27] Miera spol’ahlivosti scena´ra je urcˇena´ ako
percentil rozdelenia historicky´ch vy´nosov akt´ıva alebo cele´ho portfo´lia. Forma´lne mozˇno
hodnotu v riziku V aRα vyjadrit’ podl’a vzt’ahu 2.3, pricˇom distribucˇna´ funkcia straty je
FL(l) = P (L ≤ l). Pri miere spol’ahlivosti α ∈ (0, 1) je V aRα najmensˇ´ım cˇ´ıslom pre ktore´
plat´ı, zˇe pravdepodobnost’, zˇe L prekrocˇ´ı l je mensˇia ako 1 − α. [19] Graficky zna´zornˇuje
VaR obr. 2.2.
V aRα = inf{l ∈ R,P (L > l) ≤ 1− α} (2.3)
Obr. 2.2: Hodnota v riziku pre 99% VaR (α = 1%) a 95% Var (α = 5%) (Zdroj: [2])
Vol’ne povedane´ ide o pravdepodobnost’, zˇe strata presiahne danu´ hodnotu. Nevypoveda´
nicˇ o tom, ake´ straty moˆzˇu nastat’ za hranicou V aR.
Diverzifika´cia
Diverzifika´cia je vo financˇn´ıctve spoˆsob aky´m mozˇno zredukovat’ riziko rozlozˇen´ım in-
vest´ıcie do viacery´ch akt´ıv. Druh rizika, ktore´ mozˇno zn´ızˇit’ diverzifika´ciou, sa nazy´va
nesystematicke´, alebo idiosynkraticke´ riziko. Ak nie su´ pohyby cien v dokonalej harmo´nii,
diverzifikovane´ portfo´lio bude mat’ mensˇie riziko ako va´zˇeny´ priemer riz´ık jeho komponen-
tov a tiezˇ mensˇie riziko ako najmenej rizikove´ akt´ıvum portfo´lia.[52]
2.1.5 Korela´cia a korelacˇny´ koeficient
Vo financˇn´ıctve je cˇaste´, zˇe sa viacere´ akt´ıva analyzuju´ naraz. Tento pr´ıstup je podstatny´
pre to, aby sme pochopili, ako sa akt´ıva pohybuju´ navza´jom. Korela´cia v sˇtatistike pred-
stavuje aku´kol’vek sˇtatisticku´ za´vislost’ dvoch premenny´ch alebo mnozˇ´ın. Na vyjadrenie
miery korela´cie sa v sˇtatistike pouzˇ´ıvaju´ korelacˇne´ koeficienty.
Pearsonov korelacˇny´ koeficient ρX,Y (Pearson product-moment correlation coefficient,
PPMCC) vyjadruje mieru linea´rnej za´vislosti medzi premenny´mi X a Y s ocˇaka´vany´mi
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hodnotami µX a µY a sˇtandardny´mi odchy´lkami σX a σY .[39]
ρX,Y =
cov(X,Y )
σXσY
=
E[(X − µX)(Y − µY )]
σXσY
(2.4)
Koeficient nadobu´da hodnoty [−1, 1], pricˇom
 1 je dokonala´ pozit´ıvna linea´rna korela´cia (priama u´mera),
 0 znamena´ zˇiadnu korela´ciu (teda premenne´ nie su´ vza´jomne za´vysle´) a
 -1 je dokonala´ negat´ıvna linea´rna korela´cia (nepriama u´mera).
Obr. 2.3: Pr´ıklady hodnoˆt korelacˇne´ho koeficientu pre mnozˇiny bodov (x,y) (Zdroj: [62])
2.1.6 Predpovedanie a meranie vy´konnosti
Ta´to cˇast’ optimaliza´cie portfo´lia obsahuje modelovanie a predikciu vlasnost´ı akt´ıv. Obycˇajne
to zahr´nˇa odhad budu´cej distribu´cie vy´nosov a kvantifika´ciu riz´ık, pricˇom vy´konnost’
portfo´lia je vyjadrena´ rea´lnym cˇ´ıslom na za´klade roˆznych vy´konnostny´ch faktorov. Cˇastou
hypote´zou je, zˇe vsˇetky dostupne´ informa´cie a ocˇaka´vania ohl’adom budu´cich cien akt´ıv
su´ zahrnute´ v su´cˇasenj (a historickej) cene, a teda budu´ce vy´nosy moˆzˇu byt’ brane´ ako
na´hodne´ velicˇiny.[33] Aj ked’ nie je mozˇne´ presne predpovedat’ hodnoty vy´nosov, investor
moˆzˇe ocˇaka´vat’ urcˇite´ sˇtatisticke´ vlastnosti, napr. budu´cu distribu´ciu vy´nosov. Norma´lne
rozdelenie sa kontroverzne stalo najpopula´rnejˇs´ım rozdelen´ım na modelovanie vy´nosov.
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Roˆzne empiricke´ doˆkazy vsˇak naznacˇuju´, zˇe rozdelenie vy´nosov trhov je leptokurticke´3
(obr. 2.4) a asymetricke´.[37][41][22]. Napriek tomu vsˇak vel’a su´cˇasny´ch publika´ci´ı sta´le
pouzˇ´ıva norma´lne rozdelenie. Doˆvodom je okrem ine´ho jeho pouzˇitie v origina´lnom Mar-
kowitzovom modeli rozptylu a kovariancie, ktory´ bude strucˇne pop´ısany´ v kap. 2.1.7.
Obr. 2.4: Porovnanie leptokurticke´ho a norma´lneho rozdelenia (Zdroj: [51])
Norma´lne rozdelenie
Ide o cˇasto pouzˇ´ıvane´ rozdelenie na modelovanie financˇny´ch vy´nosov. Gaussove rozdelenie,
cˇo je tiezˇ jeho cˇasty´ na´zov, je symetricke´ rozdelenie s dvoma parametrami, priemerom µ
a rozptylom σ.
f(x, µ, σ) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 (2.5)
Norma´lne rozdelenie je vel’mi na´pomocne´ kvoˆli centra´lnej limitnej vete, ktora´ hovor´ı, zˇe
za urcˇity´ch podmienok, priemer vel’ke´ho pocˇtu na´hodny´ch premenny´ch neza´visle z´ıskany´ch
z rovnakej distribu´cie je rozlozˇeny´ priblizˇne norma´lne, bez ohl’adu na tvar zdrojovej dis-
tribu´cie - inak povedane´ su´cˇty vy´sledkov vel’ke´ho mnozˇstva neza´visly´ch procesov maju´
rozdelenie vel’mi bl´ızko norma´lnemu. [31] Z tohtoho doˆvodu sa norma´lne rozdelenie cˇasto
pouzˇ´ıva na odhad distribu´cie javov, ktory´ch presne´ rozdelenie nie je zna´me a norma´lne
rozdelenie ich dobre aproximuje.
3 Rozdelenia, ktore´ maju´ vysˇsˇiu pravdepodobnost’ extre´mnych hodnoˆt ako norma´lne rozdelenie - tzv. tucˇne´
konce
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Logaritmicko-norma´lne rozdelenie
Ide o d’al’ˇsie spojite´ rozdelenie pravdepodobnosti, ktore´ho logaritmus ma´ norma´lne rozde-
lenie. Jeho distribucˇna´ funkcia je
f(x, µ, σ) =
1
xσ
√
2pi
e−
(ln x−µ)2
2σ2 (2.6)
Z logaritmicko-norma´lneho rozdelenia bol vyvynuty´ robustnejˇs´ı model trojparametrove´ho
rozdelenia, ktory´ lepsˇie popisuje distribu´ciu vy´nosov (/kap. 2.1.8).
Johnsonovo SU rozdelenie
Johnsonovo SU rozdelenie (vzt’ah 2.7) je rozdelenie pravdepodobnosti so sˇtyrmi paramet-
rami γ, ξ, δ > 0, λ > 0 navrhnute´ N. L. Johnsonom [26] ako transforma´cia norma´lneho
rozdelenia. Toto rozdelenie umozˇnˇuje parametricku´ asymetriu.
f(x, γ, ξ, δ, λ) =
δ
λ
√
2pi
1√
1 + (x−ξλ )
2
e−
1
2
(γ+δ sinh−1(x−ξ
λ
))2 (2.7)
Johnsonovo SU rozdelenie je uvedene´ z doˆvodu, zˇe sa uka´zalo ako najvhodnejˇsie zo
sku´many´ch distribu´ci´ı na odhad rozdelenia vy´nosov (kap. 4.2.1, obr. 4.8).
2.1.7 Moderna´ teo´ria portfo´lia
Autorom teo´rie (zna´mej tiezˇ ako Modern Portfolio Theory, MPT ) je nostitel’ nobelovej
ceny za ekono´miu Harry M. Markowitz. V tejto pra´ci s na´zvom “Portfolio selection”[34]
popisuje prepojenie vy´nosov a rizika pri investovan´ı a navrhuje forma´lny model diverzi-
fika´cie invest´ıcie.
Po technickej stra´nke ide o financˇnu´ teo´riu, ktora´ modeluje vy´nosy z kapita´lovy´ch
akt´ıv ako funkciu s norma´lnym rozdelen´ım a riziko ako sˇtandardnu´ odchy´lku vy´nosov.
Portfo´lio v nej predstavuje va´zˇenu´ kombina´ciu akt´ıv, pricˇom aloka´ciou jednotlivy´ch kom-
ponentov sleduje dosiahnut’ maxima´lne vy´nosy pri minima´lnom riziku. Pouzˇit´ım su´boru
akt´ıv, ktory´ch vy´nosy nie su´ dokonale korelovane´, sa MPT snazˇ´ı zn´ızˇit’ rozptyl vy´nosov a
ty´m aj riziko spojene´ s invest´ıciou.
Podl’a MPT by komponenty investicˇne´ho portfo´lia nemali byt’ selektovane´ jednotlivo
na za´klade ich jednotlivy´ch vlasnost´ı. Doˆlezˇitejˇsie je aky´m spoˆsobom sa v cˇase men´ı cena
akt´ıva vzhl’adom na ostatne´ ceny akt´ıv v portfo´liu, teda ich korela´cia.
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Matematicky´ model
V modeli MPT podl’a [35] je ocˇaka´vany´ vy´nos portfo´lia proporcˇne va´zˇenou kombina´ciou
historicky´ch vy´nosov jednotlivy´ch komponentov. Ocˇaka´vany´ vy´nos portfo´lia E(Rp), kde
Rp je vy´nos portfo´lia, Ri je vy´nos akt´ıva i a wi je va´hovy´ koeficient pre akt´ıvum i (teda
podiel’ akt´ıva v portfo´liu).
E(Rp) =
∑
i
wi E(Ri) (2.8)
Rozptyl vy´nosov portfo´lia σ2p, kde ρij je korelacˇny´ koeficient medzi vy´nosmi akt´ıv i a
j.
σ2p =
∑
i
w2i σ
2
i +
∑
i
∑
j 6=i
wiwjσiσjρij (2.9)
Tento vzt’ah mozˇe byt’ alternat´ıvne vyjadreny´ aj ako
σ2p =
∑
i
∑
j
wiwjσiσjρij , (2.10)
kde ρij = 1 pre i = j.
Volatilita portfo´lia σp (resp. jeho vy´nosu) je funkciou korela´ci´ı medzi jednotlivy´mi
pa´rmi komponentov. Pre portfo´lio s jedny´m akt´ıvom plat´ı
σp =
√
σ2p. (2.11)
Pre vy´nos portfo´lia s dvoma akt´ıvami plat´ı
E(Rp) = wA E(RA) + wB E(RB) = wA E(RA) + (1− wA) E(RB). (2.12)
Pre rozptyl portfo´lia (resp. rozptyl celkove´ho vy´nosu portfo´lia) s dvoma akt´ıvami plat´ı
σ2p = w
2
Aσ
2
A + w
2
Bσ
2
B + 2wAwBσAσBρAB. (2.13)
Vy´nos porfo´lia s troma akt´ıvami vypocˇ´ıtame jednoducho ako
E(Rp) = wA E(RA) + wB E(RB) + wC E(RC), (2.14)
avsˇak rozptyl je uzˇ komplikovanejˇs´ı, pretozˇe je kombina´ciou vsˇetky´ch pa´rov, teda deviatich
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zlozˇiek korelacˇnej matice
σ2p = w
2
Aσ
2
A + w
2
Bσ
2
B + w
2
Cσ
2
C + 2wAwBσAσBρAB + 2wAwCσAσCρAC + 2wBwCσBσCρBC
(2.15)
Aplikovan´ım pop´ısany´ch vzt’ahov mozˇno zostrojit’ graf portfo´li´ı s ich vy´nosmi a spo-
jeny´m rizikom. Hranica, ktoru´ tieto portfo´lia´ vytvoria sa nazy´va efekt´ıvna hranica (angl.
Efficient frontier) a obsahuje portfo´lia´, ktore´ dosahuju´ optima´lne vy´nosy pri danej u´rovni
rizika (obr 2.5)
Obr. 2.5: Efekt´ıvna hranica portfo´li´ı [55]
Sharpov index
William F. Sharpe, by´valy´ profesor na Stanfordskej univerzite, analyzoval komplexnu´ Mar-
kowitzovu teo´riu a podarilo sa mu z neho vyextrahovat’ jeho podstatu pomocou vzt’ahu od
vtedy zna´meho ako Sharpov index (angl. Sharpe ratio)[48]. Za tu´to pra´cu z´ıskal v r. 1990
Nobelovu cenu za ekono´miu spolu s Markowitzom a Millerom. Ide o ukazovatel’ vy´konnosti
invest´ıcie s ohl’adom na riziko s nˇou spojene´. Po rev´ızii poˆvodny´m autorom v roku 1994
ide o vzt’ah 2.16, kde Ra je vy´nos akt´ıva, Rb je vy´nos benchmarku, napr. bezrizikovej in-
vest´ıcie alebo indexu ako S&P 500. E[Ra−Rb] je ocˇaka´vana´ hodnota vy´nosu nad u´rovnˇou
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benchmarku.
Sa =
E[Ra −Rb]
σa
=
E[Ra −Rb]√
var[Ra −Rb]
(2.16)
Sharpov index urcˇuje, v akej miere vy´nosy kompenzuju´ riziko, ktore´ investor pod-
stupuje. Ak porovna´vame dve akt´ıva, opriti rovnake´mu benchmarku, akt´ıvum s vysˇsˇ´ım
Sharpovy´m indexom poskytuje lepsˇ´ı vy´nos pri rovnakom riziku (alebo opacˇne, rovnaky´
vy´nos pri nizˇsˇom riziku).
Predpoklady modelu
Napriek vel’ke´mu vy´znamu, ktory´ teo´ria vo financˇn´ıctve predstavuje, je zalozˇena´ na sade
predpokladov, ktore´ v rea´lnom svete nemozˇno potvrdit’. Niektore´ z nich nasleduju´.
 Vy´nosy maju´ norma´lne rozdelenie - predstavuje jeden z kl’´ucˇovy´ch predpokladov
vy´pocˇtov. Viacere´ sˇtu´die ukazuju´, zˇe tomu tak nie je a na trhu sa vel’ke´ vy´kyvy (3-6
sˇtandardny´ch odchy´lok od priemeru) objavuju´ ovel’a cˇastejˇsie ako pri norma´lnom
rozdelen´ı.[32]
 Investori sa snazˇia o maximaliza´ciu vy´nosu pri danom riziku - investori sa podl’a [49]
hl’adaju´ potencia´l zisku s ochranou pred stratou.
 Investori su´ raciona´lni - vyhy´baju´ sa riziku ked’ je to mozˇne´ a vzˇdy zvolia menej rizi-
kovu´ invest´ıciu pri rovnakom vy´nose. Behaviora´lna ekono´mia dokazuje, zˇe u´cˇastn´ıci
trhu sa nespra´vaju´ vzˇdy raciona´lne4, niekedy konaju´ emociona´lne, alebo vplyvom
sta´dove´ho efektu.[4]
 Nemennost’ korela´ci´ı - korela´cie cien za´visia na vzt’ahu podkladovy´ch akt´ıv a tieto
vzt’ahy sa v rea´lnom svete cˇasto menia.
Z ty´chto a vel’a d’al’ˇs´ıch doˆvodov bola v minulosti potreba model zdokonalovat’ a vy-
lepsˇovat’.
2.1.8 Post-moderna´ teo´ria portfo´lia
Post-moderna´ teo´ria portfo´lia (angl. Post-modern portfolio theory, PMPT)[45, 46] je rozsˇ´ıren´ım
Modernej teo´rie portfo´lia a jej postupy su´ pouzˇ´ıvane´ financˇny´mi insˇtitu´ciami v su´cˇasnosti.
4 “Markets can stay irrational longer than you can stay solvent.” John Maynard Keynes
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Zameriava sa na odstra´nenie dvoch limituju´cich predpokladov MPT a to
 rozptyl a sˇtandardna´ odchy´lka portfo´lia je vhodna´ miera na odhad rizika invest´ıcie
a
 vy´nosy invest´ıcie moˆzˇu byt’ vhodne reprezentovane´ symetrickou distribucˇnnou fun-
kciou ako je norma´lne rozdelenie.
Pouzˇitie rozptylu (alebo jeho odmocninu - sˇtandardnu´ odchy´lku) predpoklada´, zˇe ne-
istota vy´nosov nad ocˇaka´vanou hranicou ma´ rovnake´ rozdelenie ako neistota spojena´ s
vy´nosmi pod nˇou. Okrem toho, invest´ıcie s vysˇsˇ´ım pocˇtom kladny´ch vy´nosov sa po apliko-
van´ı norma´lneho rozdelenia zdaju´ byt’ rizikovejˇsie ako v skutocˇnosti su´. Rovnako to plat´ı
aj v opacˇnom pr´ıpade, kedy moˆzˇe byt’ podcenene´ riziko. Vy´sledkom toho je zistenie, zˇe
pozˇitie techn´ık Modernej teo´rie portfo´lia na konsˇtrukciu a vyhodnotenie invest´ıcie cˇasto
nezodpoveda´ realite.[50]
Uzˇ da´vno bolo pozorovane´, zˇe investori nepovazˇuju´ za rizikove´ tie vy´nosy, ktore´ su´
nad minima´lnou hranicou vy´nosu invest´ıcie - tzv. ciel’ovy´m vy´nosom. Za rizikove´ povazˇuju´
vy´nosy pod touto hranicou, pricˇom straty maju´ v pon´ıman´ı va¨cˇsˇiu va´hu ako rovnako vel’ke´
vy´nosy. Tento efekt bol pozorovany´ a potvrdeny´ vy´skumami vo financˇn´ıctve, ekono´mii a
psycholo´gii. Sa´m Sharpe uviedol (1964):
“V urcˇity´ch podmienkach mozˇno doka´zat’, zˇe analy´za kovariancie a rozptylu
moˆzˇe viest’ k neuspokojivy´m predikcia´m spra´vania investorov. Markowitz naznacˇuje,
zˇe by preferoval model s pouzˇit´ım polovicˇne´ho rozptylu, avsˇak kvoˆli vy´pocˇtovy´m
proble´mom zalozˇil svoju analy´zu na priemere a sˇtandardnej odchy´lke.”
Pokrok vo financˇnej teo´rii skombinovany´ s vzostupom vy´pocˇtovej techniky vsˇak umozˇnil
prekonat’ tieto limita´cie a polozˇil za´klady Postmodernej teo´rie portfo´lia.
Podl’a Sortina podstatne´ udalosti, ktore´ umozˇnili vznik PMPT su´:[50]
 Peter Fishburn z University of Pensylvania vyvinul matematicke´ vzt’ahy na vy´pocˇet
rizika poklesu a poskytol doˆkaz o tom, zˇe Markowitzov model je podmnozˇinou
vacˇsˇieho syste´mu.
 Atchison a Brown z Cambridge University vyvinuli trojparametrove´ logaritmicko-
norma´lne rozdelenie, ktore´ bolo robustnejˇs´ım modelom ako symetricke´ rozdelenie
pouzˇite´ v MPT.
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 Bradley Efron zo Standford University vyvinul vzorkovaciu procedu´ru, ktora´ lepsˇie
popisuje neistotu financˇny´ch trhov.
 William Sharpe zo Standford University vyvinul analy´zu zalozˇenu´ na vy´nosoch, ktora´
umozˇnovala lepsˇie odhadnu´t’ budu´ce riziko a vy´nosy
 Daniel Kahneman z Princetonu a Amos Tversky zo Standfordu, ktory´ polozˇili za´klady
behaviora´lnej financˇnej teo´rie
Na´stroje PMPT
V roku 1987 Pension Research Institute v San Franciscu vyvinul prakticke´ matematicke´
algoritmy pre PMPT, ktore´ sa pouzˇ´ıvaju´ dodnes. Tieto meto´dy poskytuju´ syste´m, ktory´
zohl’adnˇuje investorovu preferenciu kladnej volatility vy´nosov pred za´pornou. Taktiezˇ bol
pop´ısany´ robustnejˇs´ı model na odhad distribu´cie vy´nosov - trojparametrove´ logaritmicko
norma´lne rozdelenie.
Trojparametrove´ logaritmicko-norma´lne rozdelenie
Toto rozdelenie vzniklo modifika´ciou logaritmicko-norma´lneho rozdelenia (kap. 2.1.6) pri-
dan´ım parametru γ. Parametre nadobu´daju´ hodnoty 0 ≤ γ < x, µ ∈ R, σ > 0.[5]
f(x, µ, σ, γ) =
1
(x− γ)σ√2pi e
− (ln(x−γ)−µ)2
2σ2 (2.17)
Riziko poklesu
Riziko poklesu (angl. downside risk), je financˇne´ riziko spojene´ zo stratou, teda riziko, zˇe
rea´lny vy´nos bude pod u´rovnˇou ocˇaka´vane´ho vy´nosu, resp. vyjadruje mieru neistoty medzi
ty´mito u´rovnˇami.[36, 21] Spodna´ odchy´lka, ako by´va riziko poklesu cˇasto oznacˇovane´, sa
vypocˇ´ıta ako polorozptyl vy´nosov, ktore´ su´ mensˇie ako ciel’ovy´ vy´nos, vzhl’adom na ciel’ovy´
vy´nos. Existuju´ dva spoˆsoby vy´pocˇtu: [50]
 Diskre´tna spodna´ odchy´lka
dd =
√√√√ t∑
−∞
(X − t)2 (2.18)
 Spojita´ spodna´ odchy´lka
dc =
∫ t
−∞
(t−X)α df(X), (2.19)
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kde t je ciel’ovy´ vy´nos, X je na´hodna´ velicˇina vy´nosu, α je averzia investora vocˇi riziku, a
f(x) je hustota pravdepodobnosti distribu´cie, ktora´ podporuje asymetriu, napr. trojpara-
metrova´ logaritmicko-norma´lna distribucˇna´ funkcia. PMPT silne preferuje spojitu´ formu
vy´pocˇtu, pretozˇe diskre´tne hodnoty nemaju´ dostatocˇnu´ vy´povednu´ hodnotu o neistote
spojenej z vy´nosmi. Obvykly´ proces analy´zy v PMPT je: [50]
1. Pozorujeme mesacˇne´ vy´nosy,
2. Odhadneme distribu´ciu vy´nosov pomocou distribucˇnej funkcie, ktora´ podporuje asy-
metriu5,
3. Prepocˇ´ıtame vy´nosy na rocˇne´, pricˇom dba´me na to aby sa distribu´cia nezmenila6
4. Aplikujeme integra´l na vy´slednu´ distribucˇnu´ funkciu, cˇ´ım z´ıskame sˇtatistiky vy´nosov.
Sortinov index
Sortinov index je miera vy´nosu invest´ıcie upravene´ho o riziko. Ide o modifika´ciu Sharpovho
indexu, pritom vsˇak penalizuje iba vy´nosy pod sˇpecifikovanou hladinou. Oproti tomu,
Sharpov index bez rozdielu penalizuje spodnu´ aj hornu´ volatilitu (obr. 2.6a). Sortinov
index vyjadruje vzt’ah 2.20, pricˇom R je ocˇaka´vany´ (priemerny´) vy´nos, T je ciel’ovy´ vy´nos
a DR je riziko poklesu z predcha´dzaju´cej kapitoly.
S =
R− T
DR
(2.20)
Obr. 2.6: Horna´ a spodna´ volatilita (Zdroj: [6])
5 Na odhad parametrov distribu´cie pouzˇijeme meto´du maxima´lnej vierohodnosti, MLE
6 To je mozˇne´ docielit’ spomı´nany´m bootstrapingom.
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2.2 Optimaliza´cia a metaheuristiky
Optimaliza´cia
Optimaliza´cia je proces, v ra´mci ktore´ho sa hl’adaju´ take´ hodnoty neza´visle premenny´ch,
aby pri urcˇity´ch obmedzeniach na ne kladeny´ch dosahovala za´visla´ premenna´ extre´mnu
hodnotu.[24] Za´visla´ premenna´ ma´ pritom cˇasto formu tzv. u´cˇelovej funkcie, ktoru´ je
optimaliza´ciou potreba maxlimalizovat’, resp. minimalizovat’.
Uvazˇujeme u´cˇelovu´ funkciu f, ktora´ kazˇde´mu bodu n-rozmerne´ho priestoru prirad´ı
rea´lnu hodnotu.
f : Rn → R (2.21)
Na minimalizovanie funkcie f potrebujeme na´jst’ take´ ~a ∈ Rn aby platilo:
∀~b ∈ Rn : f(~a) ≤ f(~b) (2.22)
Potom ~b je globa´lnym minimom funkcie f .[40]
Metaheuristiky
Metaheuristiky predstavuju´ obecny´ su´bor algoritmov, ktore´ su´ cˇasto insˇpirovane´
pr´ırodou a su´ navrhnute´ na riesˇenie zlozˇity´ch optimalizacˇny´ch proble´mov.
Moˆzˇe tiezˇ ı´st’ o procedu´ru vysˇsˇej u´rovne alebo heuristiku, ktora´ ma´ za u´lohu
na´jst’, vygenerovat’ alebo vybrat’ procedu´ru nizˇsˇej u´rovne alebo heuristiku (cˇiastkovy´
vyhl’ada´vac´ı algoritmus), ktory´ poskytuje dostatocˇne dobre´ riesˇenia optima-
lizacˇne´ho proble´mu.[7]
Su´visiaci termı´n - heuristika, je strate´gia, pomocou ktorej moˆzˇu l’udia a stroje riesˇit’
proble´my s pouzˇit´ım dostupny´ch - aj ked’ len vol’ne aplikovatel’ny´ch - informa´ci´ı.[38]
Pr´ıkladom najjednoduchsˇej heuristiky je meto´da “pokus - omyl, ktoru´ mozˇno pouzˇit’
na sˇ´ıroku´ sˇka´lu proble´mov od hl’adania rovnaky´ch tvarov predmetov azˇ po riesˇenie algeb-
raicky´ch proble´mov. Niektore´ d’al’ˇsie bezˇne pouzˇ´ıvane´ heuristiky z Po´lyovej klasickej knihy
“Ako to vyriesˇit’ [44]:
 Pozrite sa na proble´m.
 Pokial’ mu nerozumiete, sku´ste si nakreslit’ obra´zok.
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 Ak nemoˆzˇete na´jst’ riesˇenie, sku´ste predpokladat’, zˇe ho ma´te a pozrite sa, cˇi z neho
nemoˆzˇno z´ıskat’ postup (“pra´ca odzadu).
 Ak je proble´m abstraktny´, sku´ste najprv riesˇit’ konkre´tny pr´ıklad.
 Sku´ste najprv riesˇenie obecne´ho proble´mu (“paradox vyna´lezcu”7)
V posledny´ch rokoch predstavuju´ metaheuristiky akt´ıvnu oblast’ vy´skumu kvoˆli sˇirokej
mozˇnosti aplika´cii ty´chto meto´d a ich dosahovany´m vy´sledkom. Kvoˆli vysokej na´rocˇnosti
niektory´ch optimalizacˇny´ch proble´mov cˇasto nie je mozˇne´ pouzˇit’ klasicke´ postupy - take´
ktore´ na´jdu najoptima´lnejˇsie riesˇenie exaktny´m spoˆsobom - alebo je mozˇne´ ich pouzˇit’ len
pre pr´ıpady s maly´m rozsahom kvoˆli vysokej vy´pocˇtovej alebo pama¨t’ovej na´rocˇnosti. Na
druhej strane, postupy zalozˇene´ na metaheuristika´ch su´ schopne´ na´jst’ dostatocˇne dobre´ a
niekedy dokonca optima´lne riesˇenia proble´mov v rea´lnom rozsahu a za kratsˇ´ı cˇas.
Pr´ıkladom na´rocˇne´ho proble´mu je proble´m obchodne´ho cestuju´ceho, ktory´ v roku 1800
formuloval Hamilton. Jeho riesˇen´ım je na´jdenie najkratsˇej cesty medzi mestami, pricˇom su´
na´m zna´me vzdialenosti medzi mestami a je potrebne´ navsˇt´ıvit’ kazˇde´ mesto pra´ve raz a
vra´tit’ sa do pocˇiatocˇne´ho mesta. Hlavny´m u´skal´ım tohto proble´mu je ry´chlo sa zva¨cˇsˇuju´ci
vyhl’ada´vac´ı priestor - ten sa zva¨cˇsˇuje ry´chlejˇsie ako exponencia´lne vzhl’adom na vel’kost’
proble´mu (teda pocˇet miest), cˇo rob´ı proble´m t’azˇko zvla´dnutel’ny´ pre exaktne´ algoritmy
uzˇ pri nizˇsˇom pocˇte miest.8
Metaheuristika ktora´ bola pouzˇita´ na riesˇenie tohto proble´mu je zalozˇena´ na optima-
liza´cii mravcˇou kolo´niou.[14] (obr. 2.7) Algoritmus vysˇle vel’ky´ pocˇet virtua´lnych mravcˇ´ıch
agentov, ktore´ sku´sˇaju´ mozˇne´ cesty na mape (bod 2). Kazˇdy´ mravec sa na za´klade prav-
depodobnosti rozhoduje ktore´ mesto navsˇt´ıvi ako d’al’ˇsie, pricˇom berie do u´vahy vzdiale-
nost’ mesta a mnozˇstvo virtua´lneho feromo´nu, ktory´ sa na danej ceste nacha´dza. Mravce
precha´dzaju´ medzi mestami a vylucˇuju´ feromo´n, azˇ ky´m kazˇdy´ nedokoncˇ´ı celu´ cestu medzi
vsˇetky´mi mestami. Vtedy mravec, ktory´ nasˇiel zatial’ najkratsˇiu cestu umiestni feromo´n
pozd´lzˇ celej tejto cesty, cˇ´ım sa pre ostatny´ch zvy´razn´ı (bod 3). Mnozˇstvo feromo´nu na
ceste je teda nepriamo u´merny´ d´lzˇke cesty a po urcˇitom pocˇte opakovan´ı zvy´razn´ı vy´slednu´
najkratsˇiu cestu (bod 4).
7 Ambicio´znejˇs´ı pla´n ma´ lepsˇie predpoklady na u´spech.[44]
8 Su´cˇasny´ rekord analyticke´ho riesˇenia drzˇ´ı Applegate et al. - 85 900 miest.[3]
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Obr. 2.7: Optimaliza´cia proble´mu obchodne´ho cestuju´ceho mravcˇou kolo´niou (Zdroj:
[60])
Klasifika´cia
Existuje vel’a varia´nt roˆznych druhov metaheurist´ık a taktiezˇ vlastnost´ı, podl’a ktory´ch
moˆzˇu byt’ klasifikovane´.[8] (obr. 2.8)
Jednou z klasifikacˇny´ch vlastnost´ı je vyhl’ada´vacia strate´gia. Ta´ moˆzˇe byt’ vylepsˇen´ım
jednoduche´ho loka´lneho vyhl’ada´vania9 - do tejto katego´rie patria metaheuristiky ako si-
mulovane´ zˇ´ıhanie, tabu vyhl’ada´vanie, iterat´ıvne loka´lne vyhl’ada´vanie, vyhl’ada´vanie s pre-
menlivy´m okol´ım a GRASP10.
Druha´ katego´ria vyhl’ada´vac´ıch strete´gi´ı obsahuje pama¨t’ovu´ zlozˇku - patria sem napr.
optimaliza´cia pomocou mravcˇej kolo´nie, evolucˇne´ algoritmy a geneticke´ algoritmy.
Dˇal’ˇsou klasifikacˇnou dimenziou je pocˇetnost’ vyhl’ada´vac´ıch agentov - vyhl’ada´vanie
s jedny´m vy´sledkom v porovnan´ı s vyhl’ada´van´ım zalozˇeny´m na popula´cii.[53] Medzi
vyhl’ada´vania s jedny´m vy´sledkom, ktore´ pracuju´ na princ´ıpe vylepsˇovania jedne´ho riesˇenia,
patria simulovane´ zˇ´ıhanie, iterat´ıvne loka´lne vyhl’ada´vanie, vyhl’ada´vanie s premenlivy´m
okol´ım a nava´dzane´ loka´lne vyhl’ada´vanie.
Algoritmy zalozˇene´ na popula´cii vylepsˇuju´ viac kandida´tov na riesˇenie za´rovenˇ, pricˇom
vyuzˇivaju´ urcˇite´ heuristicke´ vlastnosti popula´ci´ı na nava´dzanie vyhl’ada´vania. Patr´ı sem
va¨cˇsˇina meto´d obecne oznacˇovany´ch ako evolucˇne´ vy´pocˇtove´ meto´dy, napr. geneticke´ prog-
ramovanie, optimaliza´cia pomocou roja cˇast´ıc, cˇi diferencia´lna evolu´cia.
Inteligencia roja predstavuje osobitnu´ katego´riu metaheurist´ık, v ktorej je vyuzˇite´ ko-
lekt´ıvne spra´vanie decentralizovany´ch samoorganizovany´ch agentov v ra´mci popula´cie roja.
9 Vyhl’ada´vanie ktore´ urcˇ´ı pocˇiatocˇne´ riesˇenie a d’alej prehl’ada´va jeho okolie aby nasˇlo lepsˇie riesˇenie.
Takto na´jdene´ riesˇenia su´ loka´lne optima´lne vzhl’adom na pocˇiatocˇne´ riesˇenie.[1]
10 Greedy randomized adaptive search procedure - iterat´ıvna aplika´cia loka´lneho vyhl’ada´vania
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Obr. 2.8: Klasifika´cia metaheurist´ık (Zdroj: [61])
Inteligenciu roja vyuzˇ´ıva napr. optimaliza´cia mravcˇou kolo´niou, optimaliza´cia pomocou
roja cˇast´ıc a umela´ vcˇelia kolo´nia[53, 13, 28].
Vlastnosti
Nasleduju´ce vlastnosti su´ charakteristicke´ pre va¨cˇsˇinu metaheurist´ık [8]:
 Metaheuristiky su´ strate´gie, ktore´ nava´dzaju´ vyhl’ada´vac´ı proces.
 Ich ciel’om je efekt´ıvne prehl’adat’ vyhl’ada´vac´ı priestor a na´jst’ “takmer optima´lne”
riesˇenie.
 Algoritmy metaheurist´ık vyuzˇ´ıvaju´ roˆzne techniky od jednoduche´ho loka´lneho vyhl’ada´vania
azˇ po komplexne´ ucˇiace procesy.
 Metaheuristicke´ algoritmy su´ aproximacˇne´ a obycˇajne nedeterministicke´.
 Metaheuristiky su´ univerza´lne a riesˇia va¨cˇsˇinou istu´ triedu proble´mov.
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(a) Ry´chle ochladenie (b) Pomale´ ochladenie
Obr. 2.9: Efekt ry´chlosti ochladzovania pri simulovanom zˇ´ıhan´ı (Zdroj:[63])
2.2.1 Simulovane´ zˇ´ıhanie
Ide o pravdepodobnostnu´ metaheuristiku na riesˇenie globa´lneho optimalizacˇne´ho proble´mu
pre rozsiahle vyhl’ada´vacie priestory a bola neza´visle pop´ısana´ viacery´mi autormi. [30, 12]
Na´zov a insˇpira´cia pocha´dza z metalurgie, presnejˇsie z procesu zˇ´ıhania kovov. Ide o
techniku spracovania zliatin, ktorej ciel’om je zmena mechanicky´ch vlastnost´ı materia´lu
vd’aka zmene jeho mikroskopickej sˇtruktu´ry pouzˇit´ım tepla v troch krokoch: [20]
1. Kov sa rovnomerne zahreje na urcˇenu´ teplotu.
2. Na´sledne sa schlad´ı na tzv. zˇ´ıhaciu teplotu v ktorej zotrva´ urcˇity´ cˇas, pocˇas cˇoho
docha´dza k izotermicke´mu11 spracovaniu
3. Kov sa necha´ pomaly vychladnu´t’.
Tento postup ma´ za na´sledok, zˇe sa v zliatine vytvor´ı krysˇtalicka´ sˇtruktu´ra (obr. 2.9),
ktora´ eliminuje kazy a vy´sledny´ kov ma´ lepsˇie mechanicke´ vlastnosti.
Algoritmickou reprezenta´ciou simulovane´ho zˇ´ıhania je stochasticky´12 algoritmus, ktory´
nevyuzˇ´ıva zˇiadne deriva´cie u´cˇelovej funckie, ktoru´ optimalizuje. (alg. 2.1)
Algoritmus v prvy´ch krokoch prejde inicializa´ciou pocˇiatocˇne´ho stavu ω a pocˇ´ıtadla
zmien teploty k. Pocˇiatocˇny´ stav predstavuje vektor vyhl’ada´vacieho priestoru a funkcˇna´
hodnota f(ω) (nazy´va sa tiezˇ energia), je hodnota ktoru´ treba minimalizovat’. Inicializuje
sa tiezˇ sche´ma chladnutia (cˇasto sa pouzˇ´ıva ry´chla, cauchyho, boltzmanova a ine´).[47]
11 Za sta´lej teploty.
12 Nedeterministicky´, zalozˇeny´ na na´hode.
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Funkcia N(ω) vracia na´hodnu´ susednu´ hodnotu vzhl’adom na polohu v stavovom pries-
tore ω, pricˇom jej implementa´cie sa v literatu´re l´ıˇsia. Po vy´pocˇte funkcˇnej hodnoty u´cˇelovej
funkcie nove´ho stavu sa urcˇ´ı, cˇi sa do neho presunieme a to na za´klade hodnoty energie
a pravdepodobnosti, ktora´ za´vis´ı od teploty. V pr´ıpade, zˇe je nova´ hodnota energie nizˇsˇia
ako poˆvodna´, prebehne presun okamzˇite, v pr´ıpade ak tomu tak nie je, tak moˆzˇe presun
nastat’ s istou pravdepodobnost’ou vzhl’adom na momenta´lnu teplotu a vybranu´ sche´mu.
To zabezpecˇ´ı aby optimaliza´cia neuviazla v loka´lnom minime pri vysoky´ch pocˇiatocˇny´ch
teplota´ch (cˇerveny´ krok v obr. 2.10).
Obr. 2.10: Prekonanie loka´lneho minima funkcie c(x) s vyuzˇit´ım pravdepodobnosti [10]
Obr. 2.11: Znizˇovanie teploty (Temp) pri optimaliza´cii na´kladov (Kosten) [10]
S postupom cˇasu teplota klesa´ a suboptima´lne hotnoty energie sa vyberaju´ s nizˇsˇou
pravdepodobnost’ou, ktora´ nakoniec klesne na nulu. Vnu´torny´ cyklus sa opakuje, pokial’nie
je dosiahnuty´ pocˇet opakovan´ı pre danu´ teplotu urcˇeny´ parametrom Mk. Vonkajˇs´ı cyklus
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sa obvykle opakuje pokial’ nie je dosiahnuta´ urcˇita´ hladina energie, alebo sa neprekrocˇ´ı
maxima´lny pocˇet itera´ci´ı cyklu.
Algoritmus 2.1 Simulovane´ zˇ´ıhanie [17]
1: ω ← ω0
2: k ← 0
3: init tk,Mk
4: repeat
5: m← 0
6: repeat
7: ω′ ← N(ω)
8: ∆ω,ω′ ← f(ω′)− f(ω)
9: if ∆ω,ω′ ≤ 0 then
10: ω ← ω′
11: else
12: ω ← ω′ with probability exp(∆ω,ω′/tk)
13: end if
14: m← m+ 1
15: until m = Mk
16: k ← k + 1
17: until stopping criterion is met
2.2.2 Optimaliza´cia rojom cˇast´ıc
Optimaliza´cia rojom cˇast´ıc (angl. Particle Swarm Optimization, PSO) je optimalizacˇna´
meto´da pop´ısana´ autormi Kennedy a Eberhart [15] a funguje na princ´ıpe roja cˇast´ıc, ktore´
sa pohybuju´ vo vyhl’ada´vacom priestore, pricˇom vyuzˇ´ıvaju´ informa´cie ostatny´ch cˇast´ıc.
Roj je podl’a [29] popula´cia spolupracuju´cich cˇast´ıc, ktore´ su´ schopne´ optimali-
zovat’ globa´lnu u´lohu pomocou spolocˇne´ho vyhl’ada´vania v priestore. Interakcie,
ktore´ su´ z topologicke´ho hl’adiska loka´lne, su´ cˇasto zdoˆraznene´. V roji existuje
na´hodna´ tendencia cˇast´ıc presu´vat’ sa do centra popula´cie, vy´sledkom ktorej je
konvergencia k optima´lnemu riesˇeniu.
V praxi to znamena´, zˇe kazˇda´ cˇastica sa snazˇ´ı sama za seba na´jst’ optima´lne miesto
vo vyhl’ada´vacom priestore, ale za´rovenˇ prihliada na to ako sa dar´ı ostatny´m cˇasticiam,
pricˇom je prit’ahovana´ tou naju´spesˇnejˇsou.
Meto´da bola insˇpirovana´ pohybom zˇivocˇ´ıchov v pr´ırode, napr. kr´dle sˇkorcov (obr. 2.12),
hu´fy ry´b, cˇi roje vcˇiel. Takouto spolupra´cou sa napr´ıklad doka´zˇu jedince lepsˇie bra´nit’ pred
preda´tormi, cˇi efekt´ıvne vyuzˇ´ıvat’ z´ıskane´ informa´cie v ra´mci popula´cie.
Kazˇda´ cˇastica v PSO je podl’a [11] zlozˇena´ z:
34
Obr. 2.12: Kr´del’ z tis´ıciek sˇkorcov [54]
 poz´ıcie vo vyhl’ada´vacom priestore,
 hodnoty u´cˇelovej funkcie v danom bode priestoru,
 ry´chlosti, resp. posunu, ktory´ bude zapocˇ´ıtany´ v d’al’ˇsom kroku,
 pama¨te, ktora´ obsahuje poz´ıciu zatial’ najpesˇej na´jdenej poz´ıcie a
 hodnotu u´cˇelovej funkcie pre najlepsˇiu na´jdenu´ poz´ıciu.
Vy´hoda pouzˇitia optimalizacˇnej meto´dy PSO je v tom, zˇe neza´vis´ı na vy´pocˇte gradientu
u´cˇelovej funkcie, a teda si vie poradit’ so sˇirokou dome´nou proble´mov. To je obzvla´sˇt’
na´pomocne´, pokial’ u´cˇelova´ funkcia obsahuje vel’a sˇumu alebo ak nie je vo vsˇetky´ch bodoch
diferencovatel’na´. Vsˇestrannost’ tejto meto´dy ma´ ale aj negat´ıvnu stra´nku, pretozˇe sa cˇasto
sta´va, zˇe vyzˇaduje urcˇitu´ formu dolad’ovania a kalibra´cie pre jednotlive´ proble´my.[56, 57]
Tiezˇ nie je vzˇdy zarucˇena´ globa´lna optima´lnost’ na´jdene´ho riesˇenia.
Nasleduje popis princ´ıpu fungovania PSO podl’a [11].
Inicializa´cia roja
Pre kazˇdu´ cˇasticu:
 vyber na´hodnu´ poz´ıciu vo vyhl’ada´vacom priestore. Vypocˇ´ıtaj hodnotu u´cˇelovej fun-
kcie. Zacˇni s najlepsˇou doposial’ na´jdenou hodnotou.
 vyber na´hodnu´ ry´chlost’
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Itera´cia
 Vypocˇ´ıtaj novu´ ry´chlost’ kombina´ciou nasleduju´cich prvkov:
– su´cˇasnej poz´ıcie,
– su´cˇasna´ ry´chlost’,
– predosˇla´ najlepsˇia poz´ıcia cˇastice,
– najlepsˇia predosˇla´ poz´ıcia v okol´ı.
 Presunˇ sa aplikovan´ım novo vypocˇ´ıtanej ry´chlosti na su´cˇasnu´ poz´ıciu.
 Uprav poz´ıciu aby spadala do vyhl’ada´vacieho priestoru. (je mozˇne´ vynechat’)
 Ak je hodnota u´cˇelovej funkcie v novom bode lepsˇia ako najlepsˇia doposial’ na´jdena´
hodnota, nahrad’ globa´lne najlepsˇiu hodnotu su´cˇasnou hodnotou u´cˇelovej funkcie a
globa´lnu najlepsˇiu poz´ıciu su´cˇasnou poz´ıciou.
Itera´cia ma dve koncove´ krite´ria´:
 ak je hodnota u´cˇelovej funkcie optima zna´ma a na´jdeny´ bod sa od nej l´ıˇsi menej ako
je pr´ıpustna´ odchy´lka,
 ak bol urcˇeny´ maxima´lny pocˇet itera´ci´ı a ta´to hodnota bola dosiahnuta´.
Vy´pocˇet pohybu cˇastice
Poˆvodny´ algoritmus “Global best PSO” [18] predpoklada´, zˇe vsˇetky cˇastice zdiel’aju´ svoje
informa´cie a kazˇda´ vie o najlepsˇej poz´ıcii ostatny´ch cˇast´ıc. Nasleduju´ca poz´ıcia cˇastice
xi,d(it+ 1) a jej ry´chlost’ vi,d(it+ 1) sa vypocˇ´ıtaju´ nasledovne:
xi,d(it+ 1) = xi,d(it) + vi,d(it+ 1) (2.23)
vi,d(it+ 1) = vi,d(it)
+ C1 ∗Rnd(0, 1) ∗ [pbi,d(it)− xi,d(it)]
+ C2 ∗Rnd(0, 1) ∗ [gbd(it)− xi,d(it)]
(2.24)
Premenne´:
i index cˇastice ako jej identifika´tor,
d aktua´lna dimenzia, kazˇda´ cˇastica ma´ poz´ıciu a ry´chlost’ pre danu´ dimenziu,
36
Obr. 2.13: Graficke´ zna´zornenie komponentov pohybu cˇastice [59]
it pocˇ´ıtadlo itera´cie
xi,d poz´ıcia cˇastice i v dimenzii d,
vi,d ry´chlost’ cˇastice i v dimenzii d,
C1 kognit´ıvny koeficient akcelera´cie - preferencia vlastne´ho optima cˇastice,
C2 socia´lny koeficient akcelera´cie - preferencia globa´lneho optima spomedzi vsˇetky´ch
cˇast´ıc,
Rnd(0, 1) stochasticky´ komponent algoritmu, na´hodne´ cˇ´ıslo medzi 0 a 1,
pbi,d najlepsˇia poloha cˇastice i v dimenzii d vzhl’adom na hodnotu u´cˇelovej funkcie,
gbd najlepsˇia poloha spomedzi vsˇetky´ch cˇast´ıc v dimenzii d vzhl’adom na hodnotu u´cˇelovej
funkcie,
Graficke´ zna´zornenie zlozˇiek vektoru ry´chlosti kazˇdej cˇastice zna´zornˇuje obr. 2.13.
Vel’kost’ roja
Zvolene´ hodnoty parametrov PSO moˆzˇu mat’ vel’ky´ vplyv na vy´konnost’ optimaliza´cie.
Vy´berom vhodny´ch parametrov sa preto zaoberalo viacero vy´skumov [57, 56], avsˇak da´
sa povedat’, zˇe neexistuje univerza´lny kl’´ucˇ pre aky´kol’vek riesˇeny´ proble´m.
Odporu´cˇana´ vel’kost’ roja S, teda pocˇet cˇast´ıc, vzhl’adom na pocˇet dimenzi´ı D riesˇene´ho
proble´mu je podl’a [11]:
S = 10 + [2
√
D] (2.25)
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Obr. 2.14: Odporu´cˇany´ pocˇet cˇast´ıc podl’a vzt’ahu 2.25 (Zdroj: vlastny´)
Socia´lny a kognit´ıvny parameter
Tieto parametre ovplyvnˇuju´ mieru v akej je cˇastica prit’ahovana´ globa´lnym resp. vlastny´m
optimom. Existuje vel’ke´ mnozˇstvo sˇtu´di´ı, ktore´ sa zaoberaju´ vhodny´mi kombina´ciami
ty´cho parametrov. V [58] mozˇno na´jst’ vzt’ah 2.26, ktory´ urcˇuje, cˇi budu´ cˇastice konver-
govat’. Parameter w predstavuje koeficient hybnosti, ktory´m sa kazˇdou itera´ciou znizˇuje
poˆvodna´ ry´chlost’ kazˇdej cˇastice. Tento vzt’ah graficky reprezentuje obr. 2.15, biely troju-
holn´ık vpravo symbolizuje oblast’ divergencie a v svetlomodrej oblasti vl’avo rastie ry´chlost’
konvergencie smerom nadol. Popula´rnym parametrom je podl’a [16] kombina´cia w =
0.7298, c1,2 = 1.49445, ostatne´ odporu´cˇane´ zobrazuje tabul’ka.
w > 0.5(c1 + c2)− 1 (2.26)
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w c1,2
0.001 2.0
0.7298 1.49618
0.7 1.4
0.7 2.0
0.9 2.0
1.0 2.0
Tabul’ka 2.1: Vhodne´ parametre PSO [58]
Obr. 2.15: Oblast’ konvergencie PSO [25]
39
Kapitola 3
Analy´za proble´mu
V u´vodny´ch kapitola´ch boli pop´ısane´ fundamenta´lne za´klady problematiky ktorou sa pra´ca
zaobera´, aby cˇitatel’ porozumel postupy navrhnute´ a implementovane´ v cˇasti ktora´ nasle-
duje. Obsiahnute´ boli za´kladne´ termı´ny z oblasti investicˇny´ch portfo´li´ı, popis a spoˆsoby
meranie rizika. V strucˇnosti bol pop´ısany´ historicky´ vy´voj optimaliza´cie a jej nedostatky.
Druha´ cˇast’ obsahovala obecny´ pohl’ad na proces optimaliza´cie a schopnosti metaheurist´ık
riesˇit’ na´rocˇne´ proble´my.
Ciel’om pra´ce je navrhnu´t’ a implementovat’ investicˇny´ model, ktory´ optimalizuje portfo´lio.
Ta´to u´loha moˆzˇe byt’ splnena´ v roˆznych u´rovniach komplexnosti a presnosti. S ciel’om dosia-
hnut’ cˇo najlepsˇie vy´sledky budu´ v modeli aplikovane´ meto´dy Postmodernej teo´rie portfo´lia,
ktore´ s´ıce predstavuju´ vy´pocˇtovo na´rocˇnejˇs´ı proces, avsˇak poskytuju´ objekt´ıvnejˇs´ı pohl’ad
na vy´nosy, riziko a trh vo vsˇeobecnosti. Vy´sledkom nema´ byt’ konecˇne´ robustne´ optima-
lizacˇne´ riesˇenie medzi roˆznymi triedami akt´ıv, ale investicˇny´ model strategickej aloka´cie na
u´rovni akt´ıv v ktorom bude mozˇne´ otestovat’ framework PMPT v spojen´ı s optimaliza´ciou
pomocou metaheuristiky.
Optimaliza´cia portfo´lia je vo vsˇeobecnosti na´rocˇny´ proble´m, pri ktorom hl’ada´me vhodnu´
kombina´ciu vel’ke´ho pocˇtu vstupny´ch parametrov ako historicky´ vy´voj akt´ıv, preferencie
investora, cˇi vplyv transakcˇny´ch poplatkov. Rozsah proble´mu, teda pocˇet dostuplny´ch
akt´ıv, ma´ pritom exponencia´lny vplyv na pocˇet mozˇny´ch vy´sledkov. Za´kladom modelu -
da´ sa povedat’ jeho “mozgom” je u´cˇelova´ funkcia, ktora´ mus´ı zahrnu´t’ vsˇetky tieto aspekty
optimaliza´cie. Mozˇno preto ocˇaka´vat’, zˇe bude obsahovat’ vel’a “sˇumu” a ty´m pa´dom aj
loka´lnych extre´mov.
Druhy´m pilierom modelu, jej “telom” bude meto´da prehl’ada´vania stavove´ho priestoru.
Ten s pocˇtom akt´ıv rastie exponencia´lne a je prakticky nemozˇne´ prehl’adat’ ho cely´ v
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rozumnom cˇase. Na tu´to u´lohu bude pouzˇita´ metaheuristika optimaliza´cia cˇasticovy´m
rojom. Jej vy´konnost’ pri hl’adan´ı optima´lneho portfo´lia bude porovnana´ s optimaliza´ciou
zalozˇenou na simulovanom zˇ´ıhan´ı.
Implementa´ciou modelu vznikne softve´rova´ aplika´cia, ktorou bude mozˇne´ analyzovat’
historicke´ da´ta a vytva´rat’ investicˇne´ simula´cie s roˆznymi parametrami. V ra´mci kazˇdej si-
mula´cie bude model periodicky menit’ zlozˇenie portfo´lia v za´vislosti od aktua´lnej situa´cii na
trhu. Aplika´cia by mala byt’ dostatocˇne flexibilna´, aby umozˇnˇovala experimenty s roˆznymi
parametrami a poskytovala sˇtatistiky vy´sledny´ch investicˇny´ch simula´ci´ı. Ty´m pa´dom bude
mozˇne´ model upravovat’ a za´rovenˇ urcˇovat’ efekt vykonany´ch zmien na kl’´ucˇove´ metriky.
Vhodna´ bude graficka´ reprezenta´cia da´t a vy´sledkov experimentov.
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Kapitola 4
Na´vrh vlastne´ho riesˇenia
V tejto kapitole bude pop´ısany´ na´vrh a implementa´cia investicˇne´ho modelu, ktory´ ma´
slu´zˇit’ ako na´stroj na podporu rozhodovania pri optimaliza´cii investicˇne´ho porfo´lia, teda
pri jeho selekcii a aloka´cii. Model vycha´dza z poznatkov pop´ısany´ch v kap. 2, pricˇom sa
snazˇ´ı o elimina´ciu nedostatkov jednotlivy´ch komponentov.
U´cˇelom vy´slednej aplika´cie nie je priame nasadenie v praxi, ide skoˆr o prototyp in-
vesticˇne´ho modelu, ktore´ho vlastnosti a princ´ıpy moˆzˇu byt’ pouzˇite´ v robustnejˇsej aplika´cii.
V prvej cˇasti bude pop´ısana´ architektu´ra modelu a pouzˇite´ technolo´gie. V druhej cˇasti
pr´ıde na rad metaoptimaliza´cia modelu, v ktorej sa budu´ hl’adat’ optima´lne parametre
pre jednotlive´ metaheuristiky. Nasleduju´ pr´ıpadove´ sˇtu´die na rea´lnych da´tach a nakoniec
vyhodnotenie ich vy´konnosti. V za´vere su´ navrhnute´ rozsˇ´ırenia a aplika´cie dosiahnuty´ch
vy´sledkov.
4.1 Architektu´ra modelu
Investicˇny´ model je navrhnuty´ modula´rne a sklada´ sa z ty´chto hlavny´ch modulov:
 Trieda Data - zabezpecˇuje st’ahovanie historicky´ch da´t a ich skladovanie. Pri opa-
kovany´ch spusteniach aplika´cie sa da´ta nest’ahuju´ znova, ale sa pouzˇiju´ uzˇ stiahnute´
da´ta, cˇ´ım sa sˇetr´ı cˇas.
 Trieda Portfolio - centra´lna cˇast’ aplika´cie, ktora´ obsahuje u´cˇelovu´ funkciu, funkcie
na posun cˇasove´ho okna a meto´dy na vyhodnocovanie vy´konnosti. Z tejto triedy su´
volane´ jednotlive´ metaheuristiky.
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 Trieda Simulator - obsahuje riadenie optimaliza´cie a celkovy´ manazˇment realoka´cie
portfo´lia pocˇas invest´ıcie.
 Metaheuristiky - Sada optimalizacˇny´ch meto´d, ktore´ optimalizuju´ aloka´ciu portfo´lia.
 Experiments - sada experimentov, ktore´ slu´zˇia na kalibra´ciu optima´lnych paramet-
rov modelu.
 main - Hlavna´ procedu´ra, ktora´ riadi chod pogramu a manipula´ciu s objektami. Slu´zˇi
na konfigura´ciu aplika´cie, pricˇom po spusten´ı je d’alej aplika´cia riadena´ pomocou
pr´ıkazov.
4.1.1 Technolo´gie
Obr. 4.1: Python
Aplika´cia je navrhnuta´ v objektovo orientovanom jazyku Pyt-
hon. Ide o vysoko-u´rovnˇovy´ programovac´ı jazyk, ktory´ kladie
doˆraz na cˇitatel’nost’ ko´du za su´cˇasne´ho pouzˇitia mensˇieho
rozsahu ko´du. Podporuje viacere´ programovacie paradigma´
vra´tane objektovo orientovane´ho a imperat´ıvneho pr´ıstupu, ako aj funkciona´lne progra-
movanie.
Vy´hodou tohoto jazyka je dostupnost’ sˇiroke´ho sortimentu knizˇn´ıc, vra´tane modulov
urcˇeny´ch na spracovanie vel’ke´ho objemu da´t a ich graficku´ reprezenta´ciu.
Knizˇnica pandas
pandas je knizˇnica funkci´ı pre Python, ktora´ poskytuje ry´chle, flexibilne´ a expres´ıvne
da´tove´ sˇtruktu´ry ktore´ umozˇnˇuju´ jednoduchu´ a intuit´ıvnu pra´cu s relacˇny´mi a pomeno-
vany´mi da´tami.1 K funkcia´m ktore´ podporuje a znacˇne ul’ahcˇuju´ pra´cu s da´tami patr´ı
napr.:
 jednoduche´ osˇetrenie chy´baju´cich da´t,
 selekcia a slicing da´t,
 aplika´cia funkcie na celu´ cˇasovu´ radu resp. vektor,
 robustne´ vstupno-vy´stupne´ opera´cie (CSV, Excel, ale aj vel’mi ry´chly HDF5 forma´t).
1 Z repozita´ra projektu pandas (https://github.com/pydata/pandas)
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Date Open High Low Close Volume Adj Close
2009-01-02 85.88 91.04 85.16 90.75 186503800 12.28
2009-01-05 93.17 96.18 92.71 94.58 295402100 12.80
2009-01-06 95.95 97.17 92.39 93.02 322327600 12.58
2009-01-07 91.81 92.50 90.26 91.01 188262200 12.31
2009-01-08 90.43 93.15 90.04 92.70 168375200 12.54
Tabul’ka 4.1: Tvar zdrojovy´ch da´t pre APPL z Yahoo Finance API
Hardware
Na testovanie modelu bol pouzˇity´ notebook s parametrami
 Intel Core i5 450M s frekvenciou 2,4 GHz
 3 MB L3 Cache
 2 ja´dra, 4 thready
 Intel Turbo Boost s frekvenciou 2,93 GHz
 RAM 4GB DDR3
4.1.2 Zdrojove´ da´ta
Na z´ıskanie historicky´ch da´t cien akci´ı je v modeli pouzˇita´ sluzˇba Yahoo Finance. Da´ta su´
v nej pr´ıstupne´ pomocou verejne´ho API2.
Pomocou knizˇnice pandas je mozˇne´ st’ahovat’ da´ta z viacery´ch zdrojov, zo serverov
Yahoo je mozˇne´ ich z´ıskat’ pomocou ko´du 4.1
Ko´d 4.1: Stiahnutie da´t z Yahoo Finance
1 import pandas.io.data as web
2 data = web.DataReader(symbol, "yahoo", self.start, self.end)
Vy´stupom API je sˇtruktu´ra typu pandas.DataFrame a jej obsah je v tab. 4.1.
Zl’ava do prava ide o da´tum za´znamu, otva´racia cena, najvysˇsˇia a najnizˇsˇia cena za dany´
denˇ, uzatva´racia cena, obchodovany´ objem a nakoniec upravena´ uzatva´racia cena. Pra´ve
2 Application programming interface, rozhranie pre programovanie aplika´ci´ı
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posledny´ st´lpec je doˆlezˇity´ pre analy´zu historicky´ch cien, pretozˇe, ide o ceny upravene´ o
efekt dividendov, rozdelenia akci´ı, cˇi emisiu novy´ch akci´ı.
Zoznam symbolov obsahuje su´bor constituents.csv (ko´d 4.2). Ide o sadu symbo-
lov zahrnuty´ch v indexe S&P 5003, vra´tane zaradenia do pr´ıslusˇnej oblasti podnikania.
Ko´d 4.2: Zoznam symbolov S&P 500
1 Symbol,Name,Sector
2 ABT,Abbott Laboratories,Health Care
3 ABBV,AbbVie Inc.,Health Care
4 ACN,Accenture,Information Technology
5 ACE,ACE Limited,Financials
6 ACT,Actavis Inc,Health Care
7 ADBE,Adobe Systems Inc,Information Technology
8 AES,AES Corp,Utilities
9 ...
Na´sledne sa vypocˇ´ıtaju´ percentua´lne zmeny vy´nosov, ktore´ sa zn´ızˇia o u´rokovu´ mieru
bezrizikove´ho akt´ıva (na tento u´cˇel boli pouzˇite´ kra´tkodobe´ americke´ dlhopisy). V kazˇdom
roku sa pri tom predpoklada´ 252 obchodovatel’ny´ch dn´ı (ko´d 4.3).
Ko´d 4.3: Vy´pocˇet vy´nosov upraveny´ch o riziko
1 s["pct_daily_ret"] = s["Adj Close"].pct_change()
2 s["excess_daily_ret"] = s["pct_daily_ret"] - risk_free/252
Tento krok ma´ za na´sledok posun optima´lneho portfo´lia, pretozˇe berieme do u´vahy
potencia´lne bezrizikovu´ invest´ıciu ako alternat´ıvu k su´boru sku´many´ch portfo´li´ı.
Nakoniec sa da´ta ulozˇia do forma´tu HDF5 - ide o forma´t vyvynuty´ organiza´ciou Na-
tional Center for Supercomputing Applications navrhnuty´ na skladovanie a ry´chlu mani-
pula´ciu s vel’ky´m objemom numericky´ch da´t.4
3 Standard & Poor’s 500 - index obsahuju´ci 500 najva¨cˇsˇ´ıch americky´ch firiem, cˇasto sa pouzˇ´ıva
ako najlepsˇia reprezenta´cia americke´ho trhu, zdroj CSV: http://data.okfn.org/data/core/
s-and-p-500-companies
4 Viac o forma´te HDF5: http://www.hdfgroup.org/HDF5
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4.1.3 Posuvne´ okno
Selekcia komponentov portfo´lia a jeho na´sledna´ optimaliza´cia prebiehaju´ vzˇdy vzhl’adom
na urcˇity´ cˇasovy´ u´sek, nazvime ho posuvne´ okno (obr. 4.2). Ak by sme teda chceli vy-
brat’ optima´lne portfo´lio pre dnesˇny´ da´tum, nacha´dzal by sa v pravej cˇasti posuvne´ho
okna a analyzovali by sme historice´ da´ta cien akt´ıv niekol’ky´ch mesiacov alebo rokov do
minulosti. Na´sledne by sme vybrali zlozˇky portfo´lia a aplikovali optimaliza´ciu. Poz´ıciu to-
hoto portfo´lia by sme d’alej drzˇali na dobu na´sˇho investicˇne´ho horizontu. Tento proces sa
opakuje vzˇdy po dosiahnut´ı investicˇne´ho horizontu, ktory´ tiezˇ moˆzˇe mat’ sˇ´ırku niekol’ky´ch
mesiacov alebo rokov.
Obr. 4.2: Posuvne´ okno analy´zy (Zdroj: vlastny´)
Je potrebne´ si uvedomit’, zˇe rozmedzie da´tumov vo vel’kej miere ovplyvnˇuje vy´konnost’
portfo´lia. Podstatnejˇsia je z na´sˇho hl’adiska ani nie tak absolu´tna hodnota rozmedzia ty´chto
parametrov, ako ich relat´ıvna vza´jomna´ hodnota. Intuit´ıvne by mala byt’ analyzovana´ ob-
last’ sˇirsˇia ako investicˇny´ horizont. Pr´ıliˇs male´ rozmedzie da´tumov nemus´ı mat’ dostatocˇnu´
sˇtatisticku´ vy´povedu´ hodnotu, a za´rovenˇ privel’ke´ rozmedzie nemus´ı byt’ dostatocˇne citlive´
na zmenu dynamiky na trhu. Pricˇaste´ za´sahy do portfo´lia by tiezˇ mali za na´sledok zvy´sˇenie
na´kladov za transakcˇne´ poplatky.
Na odhadnutie optima´lnych hodnoˆt ty´chto parametrov bude preto potrebne´ vykonat’
se´riu experimentov.
4.1.4 U´cˇelova´ funkcia
U´cˇelova´ funkcia je doˆlezˇitou cˇast’ou modelu, pretozˇe je zodpovedna´ za aloka´ciu jednot-
livy´ch zlozˇiek portfo´lia. Nasˇim ciel’om je na´jst’ portfo´lio ktore´ by malo maxima´lne vy´nosy
pri minima´lnom riziku. Na tento u´cˇel bol pouzˇity´ Sortinov index (kap. 2.1.8), pretozˇe
nepenalizuje kladne´ vy´nosy, naopak - riziko odhaduje iba z negat´ıvnych vy´nosov (teda
stra´t).
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Vy´pocˇet rizika poklesu
Ako bolo pop´ısane v teoretickej cˇasti, na vy´pocˇet rizika poklesu existuje niekol’ko roˆznych
meto´d, z cˇoho vypy´va, zˇe aj Sortinov index bude mat’ viacero podoˆb. Diskre´tne riziko po-
klesu ide v jazyku python jednoducho implementovat’ pomocou da´tovy´ch sˇtruktu´r modulu
pandas (ko´d 4.4). Parameter returns je typu pandas.Series a negat´ıvne vy´nosy sa
odfiltruju´ v piatom riadku, pricˇom parameter target je implicitne nulovy´.
Ko´d 4.4: Vy´pocˇet diskre´tneho Sortinovho indexu (Zdroj: vlastny´)
1 def sortino_d(returns, target=0):
2 """ Discrete sortino ratio """
3 f_mean = returns.mean()
4 days = 252
5 negative_returns = returns[returns < target]
6 downside_risk = np.sqrt((negative_returns**2).mean())
7 f_sortino = f_mean * np.sqrt(days) / downside_risk
8 return f_sortino
Spojita´ forma rizika poklesu zahr´nˇa aplika´ciu urcˇite´ho integra´lu na funkciu hustoty
pravdepodobnosti pozorovane´ho rozdelenia. Na urcˇenie parametrov rozdelenia bude pouzˇita´
funkcia scipy.stats.rv continuous.fit, ktora´ na da´ta aplikuje meto´du maxima´lnej
vierohodnosti. Ako bude pop´ısane´ d’alej, v modeli bude aplikovane´ Johnsonovo SU rozde-
lenie. V prvom kroku sa teda vypocˇ´ıtaju´ parametre rozdelenia vy´nosov. V druhom kroku
sa ta´to funkcia hustoty pravdepodobnosti pouzˇije na zostavenie funkcie rizika poklesu
(obr. 4.3). Nakoniec sa funkcia rizika poklesu integruje v intervale (−∞, target) pouzˇit´ım
funkcie scipy.integrate.quad.
Vy´sledny´ ko´d 4.5 je implementa´ciou Sortinovho indexu vyuzˇit´ım metodiky PMPT na
vy´pocˇet rizika poklesu z kap. 2.1.8, nazvime ho spojity´ Sortinov index.
Ko´d 4.5: Vy´pocˇet spojite´ho Sortinovho indexu (Zdroj: vlastny´)
1 def sortino_c(returns, target=0):
2 """ PMPT continuous Sortino """
3 """ Returns and target are in annualized percent """
4
5 # annualized target in percent to daily percent target
6 target = target / 252.0
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Obr. 4.3: Funkcia rizika poklesu pre t = 0 (Zdroj: vlastny´)
7
8 # get params of shape of distribution
9 params = scipy.stats.johnsonsu.fit(returns.dropna())
10
11 # downside risk from PMPT
12 f = lambda x: (target - x)**2 \
13 * scipy.stats.johnsonsu.pdf(x,*params)
14
15 # integrate over function
16 i, abs_error = scipy.integrate.quad(f, -numpy.inf, target)
17
18 return np.sqrt(252) * (returns.mean() - (target)) / np.sqrt(i)
Doporucˇeny´ vy´pocˇet rizika poklesu podl’a PMPT je spojita´ meto´da. Z hl’adiska opti-
maliza´cie vsˇak ide o pomerne na´rocˇny´ vy´pocˇet5, preto bude na optimaliza´ciu portfo´lia v
modeli pouzˇita´ diskre´tna forma. Spojita´ sa vyuzˇije pri selekcii portfo´lia, kde je vy´pocˇtov
aj o dva ra´dy menej. Tento postup nie je celkom korektny´, avsˇak vy´pocˇet sa ty´m znacˇne
zjednodusˇuje a pri dostatocˇnom rozsahu da´t dosahuje uspokojivu´ vy´povednu´ hodnotu ri-
zika.
5 Merania uka´zali, zˇe spojita´ forma je 450 azˇ 500 kra´t pomalˇsia ako diskre´tna. Analy´za profilerom ko´du
uka´zala, zˇe je to z doˆvodu pouzˇitia MLE a numerickej integra´cie v pomere 60:40 vy´pocˇtove´ho cˇasu.
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Dˇal’ˇsou cˇast’ou u´cˇelovej funkcie je implementa´cia transakcˇny´ch na´kladov v podobe
pena´lty. V prvotnej verzii u´cˇelovej funkcie bola transakcˇna´ pena´lta zapocˇ´ıtana´ v pr´ıpade,
zˇe va´ha dane´ho akt´ıva v portfo´liu bola nenulova´. Pri testovan´ı modelu sa vsˇak uka´zalo,
zˇe cˇastice mali tendenciu osta´vat’ na nulovej hodnote va´hy akt´ıva, pretozˇe uzˇ pri malom
percente aloka´cie bola do u´cˇelovej funkcie zapocˇ´ıtana´ cela´ pena´lta. To znamenalo vel’ku´
negat´ıvnu zmenu u´cˇelovej funkcie a takmer nulovu´ pozit´ıvnu zmenu, pretozˇe mala´ va´ha
akt´ıva nemala takmer zˇiadny vplyv na diverzifika´ciu rizika ani na vy´nosy.
Vhodny´m riesˇen´ım sa uka´zalo byt’ linea´rne aplikovanie pena´lty do u´rovne rovnomerne
vyva´zˇene´ho portfo´lia (obr. 4.4, koeficient pena´lty p, va´ha aloka´cie w). Ty´m pa´dom sa
cˇastice “neboja” presku´mat’ oblast’ mimo nuly, pretozˇe zmena nie je na´razova´ a za´rovenˇ
su´ takpovediac na naklonenej rovine, teda musia preuka´zat’ pozit´ıvny pr´ınos k Sortinovmu
indexu. Su´cˇet koeficientov pena´lty kazˇde´ho akt´ıva v portfo´liu sa na´sledne rovnomerne
aplikuje na vy´nosy portfo´lia pre dany´ horizont v podobe transakcˇny´ch na´kladov. Tento
vy´pocˇet sa vykona´va osobitne od vy´pocˇtu skutocˇny´ch na´kladov v simula´cii.
Obr. 4.4: Linea´rna aplika´cia pena´lty pri desiatich akt´ıvach (Zdroj: vlastny´)
Dˇal’ˇsou pena´ltou, ktora´ bola testovana´ je diverzifikacˇna´ pena´lta, ktora´ zabranˇovala
vytva´raniu portfo´li´ı s maly´m pocˇtom komponentov. Jej koeficient je vsˇak potrebne´ od-
hadnu´t’ vzhl’adom na pocˇet akt´ıv v portfo´liu. Dobre´ vy´sledky vzhl’adom na pocˇet kom-
ponentov n poskytoval koeficient k = 3/n. Schematicka´ podoba u´cˇelovej funkcie ma´ tvar
vzt’ahu 4.1, kde r su´ vy´nosy, w je alokacˇny´ vektor, i je vy´sˇka invest´ıcie a tc su´ transakcˇne´
poplatky. Pretozˇe niektore´ pouzˇite´ optimaliza´tory predpokladaju´ minimalizacˇnu´ u´lohu,
u´cˇelova´ funkcia ma´ znamienko mı´nus.
U(r, w, i, tc) = −sortinod(r) + Pc(w, tc, i) + Pd(w) (4.1)
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Symbol weights mean std sharpe sortino
NFLX 0.1 0.006042 0.041142 2.331095 6.317351
NOC 0.1 0.002098 0.010101 3.297890 5.960571
AIZ 0.1 0.002493 0.011933 3.316861 5.733895
ADS 0.1 0.002164 0.010569 3.249599 5.662121
BBY 0.1 0.005161 0.028393 2.885207 5.478466
MCK 0.1 0.001901 0.011495 2.625851 5.452144
ACT 0.1 0.002723 0.015419 2.803103 5.381757
MA 0.1 0.001935 0.011285 2.722248 5.168223
TMO 0.1 0.002118 0.011701 2.872821 4.982586
GOOGL 0.1 0.001651 0.013780 1.902446 4.863535
Tabul’ka 4.2: Selekcia komponentov portfo´lia podl’a Sortinovho indexu
4.1.5 Selekcia portfo´lia
Vy´ber komponentov portfo´lia je ovplyvneny´ historickou vy´konnost’ou jednotlivy´ch akt´ıv v
ra´mci posuvne´ho okna. Na meranie vy´konnosti akt´ıv bude pouzˇity´ Sortinov index, pricˇom
do portfo´lia budu´ zaradene´ tie komponenty, ktore´ v ra´mci rozmedzia da´tumov posuvne´ho
okna zaznamenali najlepsˇie hodnoty. Pocˇet komponentov portfo´lia je pritom mozˇne´ zadat’
ako parameter selekcie. Tabul’ka 4.2 obsahuje vy´ber desiatich najvy´konnejˇs´ıch akt´ıv indexu
S&P 500 na zacˇiatku roka 2014 pre sˇ´ırku posuvne´ho okna jeden rok. Netflix Inc. v tomto
pr´ıpade dosiahol najlepsˇie hodnotenie pomeru vy´nosu k riziku.
Ako mozˇno vidiet’ v tabul’ke, syste´m nastavil rovnomerne´ pocˇiatocˇne´ rozdelenie akt´ıv.
Tie je na´sledne potrebne´ optimalizovat’.
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Obr. 4.5: Jednotlive´ vy´nosy akt´ıv portfo´lia
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4.1.6 Optimaliza´cia portfo´lia
Model vyuzˇ´ıva na optimaliza´ciu niekol’ko optimalizacˇny´ch meto´d:
 simulovane´ zˇ´ıhanie,
 optimaliza´cia rojom cˇast´ıc,
Kazˇda´ z meto´d ma sˇpecificke´ parametre, ktore´ ovplyvnˇuju´ vlastnosti vykonanej opti-
maliza´cie ako napr. ry´chlost’ konvergencie, optima´lnost’ riesˇenia, pama¨t’ova´ a cˇasova´ na´rocˇnost’.
Prima´rnou optimalizacˇnou meto´dou modelu je optimaliza´cia pomocou cˇastocove´ho roja,
PSO blizˇsˇie pop´ısana´ v kap. 2.2.2.
Jej implementa´cia v jazyku Python nie je na´rocˇna´, pretozˇe je mozˇne´ bezproble´movo
vyuzˇit’ vektorove´ opera´cie na polia. Ko´d hlavne´ho iteracˇne´ho cyklu vidno v ko´de 4.6.
Ako ukoncˇovacie krite´rium optimaliza´cie pomocou PSO bol zvoleny´ stav ked’ priemer
noriem vektorov ry´chlosti cˇast´ıc klesne pod minima´lnu hodnotu (vzt’ah 4.2).
1
n
∑
n
‖ ~vn‖ < 0.001
kde
‖~v‖ =
√
v21 + · · ·+ v2n.
(4.2)
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Ko´d 4.6: Implementa´cia PSO v jazyku Python (hlavny´ iteracˇny´ cyklus)
1 while i < iter_max :
2 for p in particles:
3 utility = u(p.params)
4 if utility < p.utility:
5 p.utility = utility
6 p.best = p.params
7 if utility < gbest.utility:
8 gbest = p
9 p.v = w*p.v \
10 + c1 * numpy.random.random(1) * (p.best - p.params) \
11 + c2 * numpy.random.random(1) * (gbest.params - p.params)
12 p.params = p.params + p.v
13 i += 1
14 if i>iter_max:
15 break
16 if pandas.Series(map (lambda x : numpy.linalg.norm(x),
17 [px.v for px in particles]) ).mean() < 0.001:
18 print "Saturated"
19 break
Napriek tomu, zˇe ko´d vyzera´ skoˆr ako pseudoko´d, azˇ na inicializa´ciu cˇast´ıc a impor-
tovanie knizˇn´ıc ide o plne funkcˇny´ ko´d. Va¨cˇsˇinu z jeho funkcionality a vy´pocˇtov mozˇno
intuit´ıvne spojit’ s postupom pop´ısany´m v kap. 2.2.2. Jediny´m menej intuit´ıvnym kro-
kom je vy´pocˇet ukoncˇovacej podmienkym v ktorom je pouzˇity´ lambda vy´raz. V tomto
riadku sa mapuje funkcia knizˇnice numpy – linalg.norm(x) (vy´pocˇet normy vektoru)
– na zoznam s vektormi ry´chlost´ı jednotlivy´ch cˇast´ıc. Vy´sledny´ zoznam sa pomocou rady
pandas.Series spriemeruje, cˇ´ım dosta´vame kompletny´ vzt’ah 4.2.
Aplikovan´ım optimaliza´cie PSO na portfo´lio z predosˇlej kapitoly dosta´vame optima-
lizovane´ portfo´lio. Obr. 4.6 ukazuje konvergenciu hodnoty u´cˇelovej funkcie a na obr. 4.7
vidno ako sa zmen´ı priemerna´ ry´chlost’ cˇast´ıc pri objaven´ı nove´ho optima.
Obmedzenia optimaliza´cie
Z podstaty riesˇene´ho proble´mu je potrebne´ aby su´cˇet aloka´ci´ı da´val dohromady 100%,
pretozˇe chceme vyuzˇit’ vsˇetok dostupny´ kapita´l. Cˇasty´m riesˇen´ım toho proble´mu je u´prava
krokovej funkcie algoritmov, ktora´ ma´ na starosti posun vo vyhl’ada´vacom priestore taky´m
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Obr. 4.6: Konvergencia hodnoty u´cˇelovej funkcie f(x) pri PSO (Zdroj: vlastny´)
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Obr. 4.7: Vy´voj priemernej ry´chlosti cˇast´ıc PSO pri objaven´ı nove´ho optima (Zdroj:
vlastny´)
spoˆsobom aby zamedzovala posunutie mimo povolenej zo´ny. Ine´ riesˇenie predstavuje u´pravu
u´cˇelovej funkcie, aby penalizovala riesˇenia, ktore´ nesp´lnˇaju´ stanovene´ obmedzenia.
Meto´da, ktora´ bude pouzˇita´ v tejto pra´ci spocˇ´ıva v transforma´cii vektoru optima-
liza´tora taky´m spoˆsobom, aby kazˇdy´ prehl’ada´vany´ bod vyhl’ada´vacieho priestoru predsta-
voval mozˇne´ riesˇenie. Vzt’ah pouzˇity´ na tu´to transforma´ciu je 4.3, pricˇom ~wt je transfor-
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movany´ vektor aloka´cie ~w, a wi je zlozˇka vektoru dimenzie i.
~wt = ~w
1∑
iwi
(4.3)
Su´cˇet zlozˇiek tak bude po transforma´cii pre aky´kol’vek nenulovy´ vektor rovny´ jednej.
4.2 Optimaliza´cia modelu
V tejto cˇasti budu´ testovane´ roˆzne kombina´cie parametrov modelu s ciel’om zvy´sˇit’ jeho
stabilitu a urcˇit’ vhodne´ optimalizacˇne´ postupy.
4.2.1 Odhad distribu´cie vy´nosov
V post-modernej teo´rii portfo´lia predstavuje odhad distribucˇnej funkcie vy´nosov doˆlezˇity´
prvok urcˇuju´ci presnost’ sˇtatisticky´ch vy´pocˇtov, pretozˇe na rozdiel od MPT sa pri vy´pocˇtoch
nepouzˇ´ıvaju´ diskre´tne hodnoty vy´nosov.
V za´sade ide o to pouzˇit’ take´ rozdelenie, ktore´ umozˇnˇuje asymetriu. V literatu´re sa na
tento u´cˇel cˇasto pouzˇ´ıva logaritmicko-norma´lne rozdelenie s troma parametrami. [50]
Po niekol’ky´ch analy´zach historicky´ch da´t sa vsˇak ukazuje, zˇe vy´nosy akt´ıv kop´ıruju´
niektore´ rozdelenia lepsˇie ako logaritmicko-norma´lne rozdelenie. Z tohoto doˆvodu bol v
ra´mci pra´ce vykonany´ experiment, v ktorom boli analyzovane´ jednotlive´ vy´nosy akci´ı
indexu S&P 500 v horizonte 10 rokov (teda su´bory s max. 2521 bodmi).
Na orientacˇne´ urcˇenie vhodny´ch distribu´ci´ı bol pouzˇity´ index ˆGSPC, na ktory´ boli
pomocou meto´dy maxima´lnej vierohodnosti (MLE) postupne aplikovane´ zna´me sˇtatisticke´
modely. Z mnozˇiny 80 modelov6 boli na za´klade Kolmogorov–Smirnovho testu vybrane´
distribu´cie s najvysˇsˇou p-hodnotou. Na´sledne bol tento postup pouzˇity´ na vsˇetky zlozˇky
indexu, priemerne´ p-hodnoty su´ v tabul’ke 4.3. Z vy´sledkov vyply´va, zˇe vy´nosy najlepsˇie
kop´ıruju´ Johnsonovo SU rozdelenie (obr. 4.8).
4.2.2 Optimaliza´cia posuvne´ho okna
U´lohou tohoto experimentu je odhadnu´t’ vhodny´ pomer sˇ´ırky posuvne´ho okna vzhl’adom na
investicˇny´ horizont. Pre da´ta z posuvne´ho okna urcˇitej sˇ´ırky najprv urcˇ´ıme optima´lne pa-
6 http://docs.scipy.org/doc/scipy-0.14.0/reference/stats.html
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Rozdelenie Model scipy priemerna´ p-hodnota
Johnsonovo SU r. johnsonsu 0.840181
Excentricke´ sˇtudentovo r. nct 0.801890
Gama r. dgamma 0.333378
Weibullovo r. dweibull 0.299329
Hyperbolicke´ r. hypsecant 0.232530
Laplaceovo r. laplace 0.195377
Logisticke´ r. genlogistic 0.059185
Gen. norma´lne r. powernorm 0.003631
Logaritmicko-norma´lne r. lognorm 0.003261
Norma´lne r. norm 0.003129
Tabul’ka 4.3: Priemerne´ p-hodnoty vy´nosov pre jednotlive´ rozdelenia (Zdroj: vlastny´)
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Obr. 4.8: Odhad rozdelenia vy´nosov trhu - Johnsonovo SU rozdelenie (Zdroj: vlastny´)
rametre Johnsonovho SU rozdelenia pomocou MLE. Predpoklada´me, zˇe da´ta investicˇne´ho
horizontu budu´ mat’ urcˇitu´ dobu rozdelenie podobne´ tomu z posuvne´ho okna. Potrebu-
jeme teda zistit’ pre aku´ hodnotu sˇ´ırky investicˇne´ho horizontu, vieme s urcˇitou mierou
sˇtatistickej vy´znamnosti vyvra´tit’ nulovu´ hypote´zu, zˇe vzorka da´t z okna investicˇne´ho ho-
rizontu uzˇ nema´ parametre rozdelenia posuvne´ho okna.
Tento experiment nema´ byt’ exaktny´m postupom na vypocˇet optima´lnych parametrov
okna, taky´ postup zrejme ani nie je mozˇny´. Ciel’om je systematicky urcˇit’ hranicu, od
ktorej je mozˇne´ zo sˇtatisticke´ho hl’adiska tvrdit’ neplatnost’ predpokladov a na za´klade
tejto hranice urcˇit’ vhodny´ investicˇny´ horizont.
Sˇ´ırka posuvne´ho okna bola pre experiment urcˇena´ na 2 roky s ohl’adom na dostatocˇny´
55
rozsah da´t a za´rovenˇ schopnost’ okna prispoˆsobovat’ sa zmena´m dynamiky na trhu. Tes-
tovacie da´ta predstavuju´ denne´ hodnoty indexu S&P 500 (ticker ˆGSPC) s rozhran´ım 10
rokov. Za´merne nebol zvoleny´ va¨cˇsˇ´ı rozsah, aby rozdelenia presnejˇsie reflektovali extre´mne
udalosti posledny´ch rokov.
Na testovac´ıch da´tach bolo pre kazˇdu´ sˇ´ırku horizontu vykonany´ch 84 meran´ı apliko-
van´ım Kolmogorov-Smirnovovho testu pre sˇ´ırky horizontu azˇ do u´rovne sˇ´ırky posuvne´ho
okna (730 dn´ı). P-hodnoty pre jednotlive´ sˇ´ırky horizontu boli na´sledne spriemerovane´ (obr
4.9).
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Obr. 4.9: Predikcˇna´ schopnost’ modelu vzhl’adom na vel’kost’ horizontu (Zdroj: vlastny´)
Pri sˇtatistickej vy´znamnosti α = 10% mozˇno teda povedat’, zˇe horizont s rozsahom
viac ako 200 dn´ı nema´ rovnake´ rozdelenie pravdepodobnosti ako posuvne´ okno so sˇ´ırkou
2 roky. V pomerovy´ch cˇ´ıslach by teda malo byt’ posuvne´ okno asponˇ 3,65-kra´t sˇirsˇie ako
investicˇny´ horizont. V modeli bude preto pouzˇity´ pomer 5:1.
4.2.3 Optimaliza´cia parametrov PSO
Socia´lny a kognit´ıvny parameter
Tieto parametre spolu s parametrom hybnosti ovplyvnˇuju´ konvergencˇne´ vlastnosti cˇast´ıc.
Pri tomto experimente bude pozorovana´ schopnost’ cˇast´ıc konvergovat’ k optimu pre me-
niace sa parametre c1 a c2 pri sta´lych parametroch pocˇtu popula´cie a parametru hybnosti.
Experiment bol pre ry´chlost’ vy´pocˇtu vykonany´ v piatich dimenzia´ch (pa¨t’ akt´ıv) pri
hodnote parametru hybnosti w = 0.7 a 100 itera´ci´ı. Priemerne´ vy´sledky na´jdene´ho optima
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w c1,2 Itera´cie U´cˇelova´ funkcia
0.001 2.0 78.400 ± 47.838 3.282 ± 0.142
0.7298 1.49618 170.200 ± 35.007 3.423 ± 0.052
0.7 1.4 121.000 ± 24.545 3.412 ± 0.066
0.7 2.0 773.900 ± 252.548 3.452 ± 0.060
0.9 2.0 neskonvergoval -
Tabul’ka 4.4: Priemerny´ pocˇet itera´ci´ı do konvergencie (Zdroj: vlastny´)
z desiatich meran´ı zobrazuje obr. 2.15.
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Obr. 4.10: Priemerne´ hodnoty u´cˇelovej funkcie pre roˆzne kombina´cie c1 a c2
Najlepsˇie vy´sledky dosiahli kombina´cie c1, c2 = [1.0, 1.2], [1.4, 1.8] avsˇak ich rozdiel
nie je oproti ostatny´m hodnota´m vy´razny´. Z vy´sledkov nie je mozˇne´ urcˇit’ gradient ako
obr. 4.10, preto bude v modeli pouzˇita´ odporu´cˇana´ kombina´cia hodnoˆt c1, c2 = 1.49618 a
w = 0.7298. Tento vy´ber potvrdzuju´ aj merania odporu´cˇany´ch hodnoˆt (tab. 4.4), kde ta´to
kombina´cia dosahuje dobry´ pomer vy´konnosti k priemerne´mu pocˇtu itera´ci´ı.
Pri meran´ı priemerne´ho pocˇtu itera´ci´ı pre meniace sa hodnoty c1,2 (obr. 4.11) mozˇno
pozorovat’ zvysˇovanie pocˇtu itera´ci´ı pre va¨cˇsˇie c1 + c2, ako aj cˇastejˇsie divergencie pri
c1 6= c2 (tmavomodre´ oblasti). Je to spoˆsobene´ zvy´sˇeny´m faktorom na´hody, ktory´ do
vy´pocˇtu tieto parametre vna´sˇaju´ nad hranicou 1, ty´m pa´dom spoˆsobuju´ silnejˇsie oscila´cie
vektoru ry´chlosti, ktory´ je inak utlmovany´ parametrom w.
57
1.0 1.2 1.4 1.6 1.8
c2
1.
8
1.
6
1.
4
1.
2
1.
0
c1
89.667 145.667 183.0 467.667 261.0
97.0 111.333 460.333 145.0 468.0
104.0 173.667 124.333 174.0 415.333
83.667 111.667 170.0 245.0 163.333
73.333 122.333 102.0 113.0 399.667
80
160
240
320
400
Obr. 4.11: Priemerne´ hodnoty pocˇtu itera´ci´ı do konvergenice (Zdroj: vlastny´)
Vel’kost’ popula´cie cˇast´ıc
U´lohou tohoto experimentu bude urcˇit’ optima´lny pocˇet cˇast´ıc vzhl’adom na pocˇet dimenzi´ı
proble´mu, teda pocˇet akt´ıv portfo´lia. Ocˇaka´va sa, zˇe so zvy´sˇen´ım pocˇtu cˇast´ıc by malo
doˆjst’ k ry´chlejˇsej konvergencii a na´jdeniu optima´lnejˇs´ıch vy´sledkov.
V prvom kroku sa spust´ı optimaliza´cia pre fixny´ pocˇet akt´ıv pre roˆzny rozsah popula´ci´ı
a bude sa sledovat’ konvergencia u´cˇelovej funkcie. Ked’zˇe PSO je stochasticky´ algoritmus,
treba meranie pre kazˇdy´ rozsah popula´cie vykonat’ niekol’ko kra´t a vy´sledky spriemerovat’,
aby sme z´ıskali lepsˇiu predstavu o vy´konnosti cˇast´ıc.
Obr. 4.12 zobrazuje vy´voj u´cˇelovej funkcie pre roˆznu vel’kost’ popula´cie pri piatich di-
menzia´ch. Vsˇetky pr´ıpady skonvergovali, niektore´ z mensˇ´ımi popula´ciami uviazli v loka´lnom
optime. Mozˇno potvrdit’ zry´chlenie konvergencie so zvysˇuju´cim pocˇtom cˇast´ıc. Podl’a vzt’ahu
2.25 by vsˇak napr. pre 50 dimenzi´ı malo stacˇit’ 24 cˇast´ıc. Merania ukazuju´, zˇe tento pocˇet
nie je pre charakter u´lohy dostacˇuju´ci, preto bude potrebne´ optima´lny vzt’ah odvodit’ od
pozorovany´ch hodnoˆt empiricky.
Druhy´m predpokladom bolo, zˇe zvy´sˇenie pocˇtu cˇast´ıc povedie k optima´lnejˇs´ım vy´sledkom.
Vy´sledky merania tento efekt potvrdzuju´, priemernu´ hodnotu u´cˇelovej funkcie vzhl’adom
na pocˇet cˇast´ıc a rozsah proble´mu zobrazuje obr. 4.13. Na obr. je vidiet’, zˇe pri piatich di-
menzia´ch proble´mu dosiahlo desat’ cˇast´ıc porovnatel’ne´ vy´sledky ako optimaliza´cia s vysˇsˇ´ım
pocˇtom cˇast´ıc, teda ta´to hodnota je postacˇuju´ca. Pre dvadsat’ dimenzi´ı vsˇak uzˇ mozˇno
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Obr. 4.12: Konvergencia u´cˇelovej funkcie pre roˆzne vel’kosti popula´cie (Zdroj: vlastny´)
pozorovat’ odchy´lku od ostatny´ch optimaliza´ci´ı v ra´mci dimenzie. Pri 35 dimenzia´ch je
badatel’ne´, zˇe desat’ cˇast´ıc nema´ dostatocˇnu´ prehl’ada´vaciu silu a osta´vaju´ uviaznute´ v
loka´lnom extre´me hlboko pod optima´lnou u´rovnˇou.
Z grafu a d’al’ˇs´ıch meran´ı bol odhadnuty´ pocˇet optima´lnych cˇast´ıc pre roˆzne pocˇty
dimenzi´ı a na za´klade regresnej analy´zy (obr. 4.14) bol urcˇeny´ vhodny´ vzt’ah medzi
optima´lnym pocˇtom cˇast´ıc a pocˇtom akt´ıv.
Z regresnej analy´zy bol vybrany´ kvadraticky´ vzt’ah, pretozˇe najlepsˇie reprezentoval
vzt’ah aj mimo bodov regresie. Graf optima´lneho vzt’ahu cˇast´ıc a dimenzi´ı je na obr. 4.15
4.2.4 Pouzˇitie alternat´ıvnej metaheuristiky
V tomto teste bude porovnana´ vy´konnost’ metaheurist´ık PSO a simulovane´ho zˇ´ıhania.
Tabul’ka 4.5 obsahuje priemerne´ hodnoty meran´ı pre roˆzne pocˇty akt´ıv. Simulovahe´ zˇ´ıhanie
dosahuje pri mensˇom pocˇte akt´ıv podobny´ch vy´sledkov ako PSO za nizˇsˇ´ı cˇas, avsˇak pri
dvadsiatich akt´ıvach nedosahuje optima´lnych vy´sledkov. Z tohto hl’adiska sa jav´ı PSO ako
idea´lnejˇsia optimalizacˇna´ meto´da pri va¨cˇsˇom rozsahu proble´mu.
4.2.5 Zhrnutie optimaliza´cie
Ciel’om tejto cˇasti bolo urcˇit’ vhodne´ parametre modeu s ohl’adom na jeho stabilitu. John-
sonove SU rozdelenie sa v teste uka´zalo ako najvhodnejˇsie na odhad distribu´cie vy´nosov.
Ako optima´lne sa uka´zali kombina´cie kognit´ıvneho a socia´lneho parametru PSO na u´rovni
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Obr. 4.13: U´cˇelova´ funkcia vzhl’adom na pocˇet cˇast´ıc a dimenzi´ı
(Zdroj: vlastny´, software: Matplotlib)
1.49618 pri parametre hybnosti 0.7298 kedy model dosahoval najlepsˇieho pomeru pocˇtu
itera´ci´ı k na´jdene´mu vy´sledku. Bol odhadnuty´ minima´lny pomer posuvne´ho okna k in-
vesticˇne´mu horizontu na pomer 1:5. Regresnou analy´zou namerany´ch hodnoˆt bol urcˇeny´
optima´lny vzt’ah pocˇtu cˇast´ıc a dimenzi´ı. Posledny´ test uka´zal, zˇe pri va¨cˇsˇom pocˇte akt´ıv
dosahuje lepsˇie vy´sledky optimaliza´cia PSO oproti simulovane´mu zˇ´ıhaniu.
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Obr. 4.14: Regresna´ analy´za optima´lneho vzt’ahu pocˇtu cˇast´ıc a dimenzi´ı PSO
(Zdroj:vlastny´, software: Wolfram Aplha)
Obr. 4.15: Vy´sledny´ vzt’ah regresie (Zdroj: vlastny´, software: Wolfram Aplha)
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Pocˇet akt´ıv PSO simulovane´ zˇ´ıhanie
5 u´cˇelova´ funkcia 2.964 2.952
pocˇet vy´pocˇtov 4060 3608
cˇas (s) 14.3 13.8
10 u´cˇelova´ funkcia 2.973 2.943
pocˇet vy´pocˇtov 9361 6143
cˇas (s) 25.3 19.8
20 u´cˇelova´ funkcia 4.250 3.922
pocˇet vy´pocˇtov 21154 11763
cˇas (s) 45.3 23.1
Tabul’ka 4.5: Porovnanie vy´konnosti PSO so simulovany´m zˇ´ıhan´ım
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4.3 Pr´ıpadove´ sˇtu´die
V tejto cˇasti bude vytvoreny´ investicˇny´ model testovany´ na historicky´ch da´tach. Jeho
u´lohou bude optimalizovat’ portfo´lio v ra´mci cˇasove´ho horizontu vo vopred urcˇeny´ch in-
tervaloch. Vy´sledky budu´ analyzovane´ a bude zhodnotena´ u´spesˇnost’ selekcie aj aloka´cie
akt´ıv.
4.3.1 Globa´lna financˇna´ kr´ıza 2008-2009
Financˇna´ kr´ıza v rokoch 2008-2009 je mnohy´mi ekono´mami povazˇovana´ za najhorsˇiu fi-
nancˇnu´ kr´ızu od Vel’kej hospoda´rskej kr´ızy v tridsiatych rokoch. Doˆvodom bolo prasknutie
bubliny americke´ho hypoteka´rneho trhu, ktore´ vyvrcholilo v roku 2006. Vel’ky´m financˇny´m
insˇtitu´cia´m hrozil tota´lny kolaps a museli byt’ zachranˇovane´ vla´dami po celom svete. Trh
s cenny´mi papiermi popri tom celosvetovo utrpel vel’ky´ pokles.
V tejto pr´ıpadovej sˇtu´dii bude testovana´ schopnost’ modelu prekonat’ kr´ızu v rokoch
2008-2009 a hlavne pozorovat’ ry´chlost’ zotavenia. Ked’zˇe budu´ ako vstupne´ da´ta pouzˇite´
indexy akci´ı S&P 500, ktore´ su´ oznacˇovane´ ako “blue chip” akcie7, ktore´ predstavuju´
najva¨cˇsˇie americke´ firmy, ocˇaka´va sa vysoky´ stupenˇ korela´cie s trhom. Dˇal’ˇsie svetove´ trhy
neboli pridane´ za´merne, aby sa otestovala stabilita modelu v na´rocˇny´ch podmienkach -
teda na trhu, ktory´ doslova cely´ spadne.
V simula´ci´ı boli postupne pouzˇite´ roˆzne pocˇty akt´ıv a bola pozorovana´ vy´konnost’ v
rokoch 2007 azˇ 2014. V selekcii aj u´cˇelovej funkcii bol pouzˇity´ diskre´tny Sortinov index
kvoˆli ry´chlosti vy´pocˇtu. Dosiahnute´ vy´sledky zobrazuje tabul’ka 4.6. Graficky´ vy´stup si-
mula´cie pre 30 akt´ıv je na obr. 4.16. Vy´konnost’ modelu je porovna´vana´ benchmarkami v
dvoch aspektoch:
 Selekcia - schopnost’ modelu vy´beru spra´vnych komponentov, pricˇom mierou u´spesˇnosti
je rozdiel medzi krivkou trhu a rovnomerne va´zˇeny´m portfo´liom.
 Optimaliza´cia - schopnost’ modelu optima´lne alokovat’ vybrane´ akt´ıva. Mierou u´spesˇnosti
je rozdiel vy´nosov optimalizovane´ho portfo´lia (strate´gia sim) a sadou benchmarkov
s alternat´ıvnou aloka´ciou. Na tento u´cˇel boli pouzˇite´ tieto benchmarky:
7 Oznacˇenie blue chip stocks pocha´dza z pokru, kde modre´ cˇipy predstavuju´ najvysˇsˇiu hodnotu. Blue
chip korpora´cie su´ obycˇajne stabilne´ firmy, ktore´ zauj´ımaju´ vedu´cu poz´ıciu vo svojom segmente a
maju´ trhovu´ hodnotu ra´dovo v miliarda´ch dola´rov. (http://www.investopedia.com/video/play/
blue-chip/)
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– Rovnomere alokovane´ portfo´lio (strate´gia equal)
– Portfo´lio alokovane´ v pomere priemerny´ch vy´nosov (strate´gia return)
– Portfo´lio alokovane´ v pomere Sortinovho indexu (strate´gia sortino)
– Portfo´lio alokovane´ v pomere Sharpovho indexu (sharpe)
Vy´sledky ukazuju´, zˇe portfo´lio s dvadsiatimi akt´ıvami dosahuje najvysˇsˇieho Sortinovho
indexu, avsˇak ma´ vsˇak mierne vysˇsˇiu hodnotu v riziku ako portfo´lio s tridsiatimi kompo-
nentami. Portfo´lio s 50-timi akt´ıvami dosiahlo najvysˇsˇ´ı priemerny´ vy´nos ale aj najvysˇsˇie
riziko.
S narastaju´cim pocˇtom akt´ıv mozˇno pozorovat’ zvysˇuju´ci sa pozit´ıvny efekt optima-
liza´cie - rozdiely simula´cie od benchmarkov su´ pri mensˇ´ıch portfo´lia´ch nizˇsˇie ako pri vel’kom
portfo´liu. Vo vsˇetky´ch pr´ıpadoch vsˇak simula´cia prekonala benchmarky vo vsˇetky´ch met-
rika´ch, preto mozˇno povazˇovat’ selekciu aj optimaliza´ciu za u´spesˇnu´.
4.3.2 Hedging pomocou indexu VIX
V tejto pr´ıpadovej sˇtu´dii bude do zoznamu akt´ıv pridany´ index VIX (obr. 2.1), ktory´ je
od svojej podstaty negat´ıvne korelovany´ k trhu. Ocˇaka´va sa, zˇe model by mal rozpoznat’
nestabilitu na trhu a tento stav poistit’8 ty´m, zˇe cˇast’ portfo´lia alokuje do indexu VIX,
ktory´ je norma´lne obchodovatel’ny´. Sledovany´ bude cˇasovy´ u´sek dvoch rokov pocˇas kr´ızy
s investicˇny´m horizontom jeden mesiac. Vy´sledok simula´cie je na obr. 4.17, pricˇom na
spodku grafu vidno alokacˇny´ pomer indexu VIX v danom cˇase.
Je vidiet’, zˇe model akt´ıvne vyzˇ´ıval index VIX - v kriticky´ch momentoch bol alokovany´
azˇ na 29% portfo´lia - a podarilo sa mu vy´razne zn´ızˇit’ mesacˇne´ riziko poklesu VaR z −15%
na −9%.
Po necely´ch dvoch rokoch od prepuknutia kr´ızy sa priemer trhu esˇte len dosta´va na
poˆvodnu´ nulovu´ hodnotu a portfo´lio uzˇ vykazuje 31, 8% zisku (v priemere 13, 57% p. a.).
Porovnanie metr´ık s benchmarkami je v tab. 4.7. Na obr. 4.18 vidiet’, ako optimaliza´cia
portfo´lia eliminovala extre´mne vy´nosy a prispela tak k zvy´sˇeniu ich stability.
8 Ta´to meto´da sa nazy´va hedging a jej ciel’om je zn´ızˇit’ mozˇne´ straty z obchodu.
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Portfo´lio Sortino Celk. vy´nos (%) Vy´nos p.a. (%) V aRα=5% (%)
Optimalizovane´ (sim) 0.755637 131.813584 13.570363 -9.067471
Vy´nosove´ (return) 0.744748 155.328128 22.492052 -15.671162
Rovnomerne´ (equal) 0.725725 146.119982 19.091522 -13.125742
Sharpe benchmark 0.576958 137.370210 15.751432 -13.710915
Sortino benchmark 0.559347 136.141244 15.273200 -13.678329
S&P 500 (market) -0.023435 98.225536 -0.821434 -15.609235
Tabul’ka 4.7: Vy´sledky simula´ci´ı pocˇas rokov 2008-2009 s pouzˇit´ım indexu VIX.
Hodnota v riziku VaR je pocˇ´ıtana´ na dobu jedne´ho mesiaca.
Rocˇny´ vy´nos predpoklada´ 252 obchodovac´ıch dn´ı.
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Obr. 4.17: Hedging pomocou indexu VIX (Zdroj: vlastny´)
4.4 Mozˇnosti rozsˇ´ırenia
Mozˇnosti rozsˇ´ırenia aplika´cie su´ nespocˇetne´. Model, ktory´ bol v pra´ci navrhnuty´ a im-
plementovany´ predstavuje iba skelet programu, ktory´ by bol potrebny´ pre rea´lne pouzˇitie
v praxi.
Zauj´ımavy´m rozsˇ´ıren´ım by mohla byt’ dynamicka´ adapta´cia investicˇne´ho horizontu
vzhl’adom na volatilitu trhu. Ty´m by bola docielena´ ry´chlejˇsia odozva v pr´ıpade necˇakany´ch
zvratov na trhu.
Iny´m vylepsˇen´ım by mohla byt’ optimaliza´cia v rea´lnom cˇase, kedy by model su´stavne
vyhodnocoval podmienky na trhu a kalkuloval vhodne´ mozˇnosti na realoka´ciu, beru´c do
u´vahy transakcˇne´ na´klady.
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Obr. 4.18: Porovnanie distribu´cie vy´nosov optimalizovane´ho portfo´lia a trhu
(Zdroj: vlastny´)
Z technologicke´ho hl’adiska by bola napr´ıklad potrebna´ integra´cia brokersky´ch plat-
foriem a uzˇ´ıvatel’ske´ho rozhrania. Zvy´sˇeniu vy´konu by mohla pomoˆct’ reimplementa´cia
aplika´cie do kompilovane´ho ko´du.
Z hl’adiska financˇn´ıctva by bolo zauj´ımave´ zahrnu´t’ pokrocˇilejˇsie modely nara´baju´ce
s deriva´tmi ako opcie, forwardy, cˇi swapy.
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Za´ver
Diplomova´ pra´ca sa zaoberala mozˇnost’ou vyuzˇitia metaheuristiky na optimaliza´ciu in-
vesticˇne´ho portfo´lia. U´vodne´ kapitoly obsahovali teoretice´ za´klady optimaliza´cie portfo´lia
s prehl’adom pouzˇ´ıvany´ch meto´d, ich vy´hod, cˇi nedostatkov. Na´sledne bola ozrejmena´ prob-
lematika optimaliza´cie a metaheurist´ık s doˆrazom na meto´du optimaliza´cie cˇasticovy´m
rojom. Synte´zou ty´chto oblast´ı vznikol na´vrh a implementa´cia aplika´cie v jazyku Python,
urcˇenej na periodicku´ optimaliza´ciu portfo´lia.
Model pocˇas svojho vy´voja presˇiel rozsiahlou optimaliza´ciou. Markowitzov model bol
nahradeny´ meto´dami Postmodernej teo´rie portfo´lia, vd’aka cˇomu bolo mozˇne´ presnejˇsie
odhadnu´t’ riziko invest´ıcie. Na odhad distribu´cie vy´nosov bolo pouzˇite´ Johnsonove SU roz-
delenie, ked’zˇe sa v teste uka´zalo ako najvhodnejˇsie zo sku´many´ch rozdelen´ı. Se´riou testov a
experimentov boli urcˇene´ optima´lne parametre kognit´ıvneho a socia´lneho spra´vania cˇast´ıc
optimaliza´cie, koeficientu hybnosti a regresnou analy´zou namerany´ch hodnoˆt bol urcˇeny´
optima´lny vzt’ah cˇast´ıc vzhl’adom na pocˇet dimenzi´ı proble´mu.
S u´myslom otestovat’ stabilitu implementovane´ho modelu v na´rocˇny´ch situa´cia´ch bola
aplika´cia testovana´ na udalostiach globa´lnej financˇnej kr´ızy v rokoch 2008-2009. Model bol
schopny´ adekva´tne reagovat’ na meniacu sa situa´ciu a akt´ıvne vyuzˇil opacˇne korelovane´
komponenty na zaistenie stability portfo´lila. Ty´m sa mu podarilo zn´ızˇit’ mesacˇne´ riziko
poklesu z -15% na -9% a vyka´zat’ ziskovost’ 31,8% v cˇase, ked’ sa trh esˇte len dosta´val
na poˆvodnu´ hodnotu.
Model je napriek svojim dobry´m vy´sledkom a prekonaniu stanoveny´ch benchmarkov
len za´kladom rea´lne vyuzˇitel’nej aplika´cie. Pre pouzˇitie v praxi by bolo vhodne´ ho rozsˇ´ırit’
o d’al’ˇsiu funkcionalitu, ako popisuje predosˇla´ kapitola.
Z uvedene´ho je mozˇne´ vyvodit’ za´ver, zˇe ciele pra´ce boli naplnene´ a meto´da metaheuris-
tiky bola u´spesˇne vyuzˇita´ na optimaliza´ciu investicˇne´ho portfo´lia. Ako hlavny´ pr´ınos pra´ce
vid´ım jej akademicky´ pr´ınos, ked’zˇe rozsah pouzˇitej literatu´ry moˆzˇe slu´zˇit’ ako vy´znamny´
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zdroj poznatkov pre za´ujemcov o danu´ problematiku. Mimo teoretickej roviny je pra´ca
aj prakticky´m na´vodom na implementa´ciu meto´d Postmodernej teo´rie portfo´lia, ktore´ v
su´cˇasnosti vyuzˇ´ıva va¨cˇsˇina financˇny´ch insˇtitu´ci´ı. Okrem tohto pr´ınosu ma´ aplika´cia vy-
tvorena´ v tejto pra´ci na za´klade dobry´ch vy´sledkov potencia´l na vytvorenie ekonomicke´ho
prospechu, cˇi uzˇ pre firmy alebo jednotlivcov. V neposlednom rade je pra´ca pr´ınosom pre
autora, v zmysle z´ıskania novy´ch znalost´ı a zrucˇnost´ı. Ta´to pra´ca poukazovala na spoˆsob
pouzˇitia metaheuristiky pri optimaliza´cii investicˇne´ho portfo´lia s ciel’om vytvorenia sta-
bilne´ho financˇne´ho prospechu.
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