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STRONG CLOSED RANGE ESTIMATES: NECESSARY
CONDITIONS AND APPLICATIONS
PHILLIP S. HARRINGTON AND ANDREW RAICH
Abstract. The L2 theory of the ∂¯ operator on domains in Cn is predicated
on establishing a good basic estimate. Typically, one proves not a single basic
estimate but a family of basic estimates that we call a family of strong closed
range estimates. Using this family of estimates on (0, q)-forms as our starting
point, we establish necessary geometric and potential theoretic conditions.
The paper concludes with several applications. We investigate the conse-
quences for compactness estimates for the ∂¯-Neumann problem, and we also
establish a generalization of Kohn’s weighted theory via elliptic regularization.
Since our domains are not necessarily pseudoconvex, we must take extra care
with the regularization.
1. Introduction
Since Ho¨rmander’s pivotal work on the L2-theory of the ∂¯-problem [14], there has
been a tremendous effort to characterize the regularity properties of the ∂¯-Neumann
operator in terms of estimates, geometry, and potential theory. It has been known
since the 1960s that pseudoconvexity is both necessary and sufficient for the range
of the ∂¯-operator to be closed at every form level 1 ≤ q ≤ n and for the absence of
nontrivial harmonic forms at every form level 1 ≤ q ≤ n [14, 1]. The primary tool
that analysts use to prove closed range and other related properties is to establish
an appropriate basic estimate or family of basic estimates. For example, the basic
estimate
(1.1) cϕ‖f‖2L2(Ω,ϕ) ≤
(‖∂¯f‖2L2(Ω,ϕ) + ‖∂¯∗ϕf‖2L2(Ω,ϕ))+ Cϕ‖f‖2W−1(Ω,ϕ)
for all f ∈ L20,q(Ω, ϕ)∩Dom(∂¯)∩Dom(∂¯∗ϕ) suffices to show that the space of harmonic
forms is finite dimensional and ∂¯ has closed range in L20,q(Ω) and L
2
0,q+1(Ω). It turns
out that in every case where (1.1) is known to hold, we can actually prove a family
of estimates – namely, instead of (1.1) holding for a single function ϕ, we have
(1.1) for every ϕ = tφ where t is sufficiently large and φ is some fixed function and
(typically) ctφ = tCq and Ctφ ≤ O(t2). This is an example of what we call a family
of strong closed range estimates.
In this paper, we take strong closed range estimates as our starting point and
explore the consequences for a domain admitting such a family. Our main result es-
tablishes a certain quantitative condition on the number of nonnegative/nonpositive
eigenvalues of the Levi form (a geometric condition) as well as the number of posi-
tive/negative eigenvalues of the complex Hessian of the weight function restricted to
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T 1,0p (∂Ω)× T 0,1p (∂Ω) (a potential theoretic condition). Our main result has an ap-
plication to compactness estimates for the ∂¯-problem, and the existence of a family
of strong closed ranged estimates allows us to establish a generalization of Kohn’s
weighted theory for solving the weighted ∂¯-Neumann operator in L2 Sobolev spaces.
To prove this extension on non-pseudoconvex domains, we need to account for the
possibility of non-trivial harmonic forms and the boundary condition induced by
Dom(∂¯∗) – typically, the weighted theory has only one of these issues (non-trivial
harmonic forms for ∂¯b on CR manifolds without boundary, and the boundary con-
dition induced by Dom(∂¯∗) for ∂¯ on pseudoconvex domains in Cn), and we are
particularly careful to avoid pitfalls that sometimes appear in the literature.
Surprisingly, since Ho¨rmander’s work, the only results regarding closed range
of ∂¯ for (0, q)-forms on not-necessarily pseudoconvex domains have been to es-
tablish sufficient conditions and until the present work, none have attempted to
find necessary conditions. For example there are several papers on the annulus or
annular regions between two pseudoconvex domains [19, 21, 15], and we have in-
vestigated very general sufficient conditions for both ∂¯ and ∂¯b to have closed range.
In fact, in the language of this paper, we prove the existence of a family of strong
closed range estimates and also establish a generalization of Kohn’s weighted theory
[6, 9, 10, 12, 11, 5].
The format of the paper is the following: we state the Main Results at the end of
this section, define our notation and operators in Section 2, prove the main theorem
regarding strong closed range estimates in Section 4, and present the applications
in Section 5.
1.1. Statements of the Main Results.
Theorem 1.1. Let Ω ⊂ Cn be a bounded domain with C2 boundary admitting a
family of strong closed range estimates for some 1 ≤ q ≤ n − 1 and some weight
function ϕ ∈ C2(Ω), as in Definition 2.1 below. Then for each connected component
S of ∂Ω, one of the following two cases holds:
(1) For every z ∈ S, the Levi form for ∂Ω has at least n − q nonnegative
eigenvalues and the restriction of i∂∂¯ϕ to T 1,0z (∂Ω)×T 0,1z (∂Ω) has at least
n− q positive eigenvalues bounded below by Cqq .
(2) For every z ∈ S, the Levi form for ∂Ω has at least q+ 1 nonpositive eigen-
values and the restriction of i∂∂¯ϕ to T 1,0z (∂Ω)×T 0,1z (∂Ω) has at least q+1
negative eigenvalues bounded above by − Cqn−q−1 .
If Ω admits a family of strong closed range estimates near some p ∈ ∂Ω, then either
(1) or (2) holds at z = p.
Remark 1.2. We have stated our result in a form which avoids technical details
about the relationship between the Levi form and the complex hessian of ϕ, but
we actually prove a much stronger statement. Let ρ be a defining function for Ω
normalized so that |∇ρ| = 1 on ∂Ω. For a constant s ≥ 0 and z ∈ ∂Ω, let Ls(z)
denote the linear combination i∂∂¯ρ+ si∂∂¯ϕ restricted to T 1,0z (∂Ω)×T 0,1z (∂Ω), and
let {λs1(z), . . . , λsn−1(z)} denote the eigenvalues of Ls(z) in nondecreasing order.
Then for each connected component S of ∂Ω, we either have λsq(z) ≥ sCqq for all
z ∈ S and s ≥ 0 or we have λsq+1(z) ≤ − sCqn−q−1 for all z ∈ S and s ≥ 0. If, for
example, we are in the first case but λ0q(z) = 0 for some z, then this more refined
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result can be used to deduce information about the restriction of i∂∂¯ϕ to the kernel
of the Levi form at z.
Corollary 1.3. Let Ω ⊂ Cn be a bounded domain with C2 boundary, and write
Ω = Ω0\
⋃
j∈J Ωj where Ω0 is a bounded domain with connected C
2 boundary and
{Ωj}j∈J is a collection of domains with connected C2 boundaries that are relatively
compact in Ω such that {Ωj}j∈J is disjoint. If Ω admits a family of strong closed
range estimates for q = 1, then Ω0 is pseudoconvex and the restriction of i∂∂¯ϕ to
T 1,0p (∂Ω0) × T 0,1p (∂Ω0) is positive definite. If Ω admits a family of strong closed
range estimates for q = n− 2, then each Ωj is pseudoconvex and the restriction of
i∂∂¯ϕ to T 1,0p (∂Ωj)× T 0,1p (∂Ωj) is negative definite. If Ω admits a family of strong
closed range estimates for q = n− 1, then Ω = Ω0.
We will see that Definition 2.1 involves a family of smooth, compactly supported
functions {χt} satisfying the growth condition limt→∞
‖χ‖2
C1(Ω)
t3 = 0. This may seem
to be a technical convenience, but in fact this distinguishes strong closed range
estimates, which require a non-trivial weight function ϕ, from stronger families of
estimates, which hold with no weight function. For example, we have
Proposition 1.4. Let Ω ⊂ Cn be a domain with C2 boundary such that for some
1 ≤ q ≤ n− 1 and some η > 0, Ω admits a subelliptic estimate of the form
‖u‖2Wη(Ω) ≤ C
(∥∥∂¯u∥∥2
L2(Ω)
+
∥∥∂¯∗u∥∥2
L2(Ω)
)
for all u ∈ L2(0,q)(Ω)∩Dom ∂¯∩Dom ∂¯∗. Then Ω admits a family of estimates of the
form (2.1) for ϕ = 0 and a family of smooth, compactly supported functions {χt}
such that
0 < lim sup
t→∞
‖χt‖2C1(Ω)
t(1+η)/η
<∞.
On strictly pseudoconvex domains, we have subelliptic estimates for η = 12 , and
hence the family of cutoff functions {χt} given by Proposition 1.4 satisfies
0 < lim sup
t→∞
‖χt‖2C1(Ω)
t3
<∞.
This is the sense in which the growth condition in Definition 2.1 is sharp: if we
relax this growth condition, then we have a large class of examples admitting a
family of estimates of the form (2.1) such that the conclusions of Theorem 1.1 do
not hold.
As an immediate consequence of our main theorem, we have the following appli-
cation to the compactness theory for the ∂¯-Neumann problem.
Theorem 1.5. Let Ω ⊂ Cn be a domain with C2 boundary. Suppose that Ω admits
a family of compactness estimates for some 1 ≤ q ≤ n − 1, as in Definition 2.4
below. If Cε denotes the constant in (2.2), then
(1.2) lim sup
ε→0+
ε2Cε > 0.
Our second and final application is to establish the weighted L2-theory for the
∂¯-problem in the presence of a family of strong closed range estimates.
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Theorem 1.6. Let Ω ⊂ Cn be a smooth domain which admits the family of strong
closed range estimates (3.2) for some smooth function ϕ. Then for every k ≥ 1
there exists Tk so that if t ≥ Tk, the following operators are continuous for all
0 ≤ s ≤ k:
i. The ∂¯-Neumann operator
N
q
tϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q(Ω, tϕ);
ii. The weighted canonical solution operators for ∂¯ and ∂¯∗tϕ:
∂¯∗tϕN
q
tϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q−1(Ω, tϕ);
∂¯N
q
tϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q−1(Ω, tϕ);
N
q
tϕ∂¯
∗
tϕ : L
2,s
0,q−1(Ω, tϕ)→ L2,s0,q(Ω, tϕ);
N
q
tϕ∂¯ : L
2,s
0,q−1(Ω, tϕ)→W s+10,q (Ω, tϕ);
iii. The projection operators:
∂¯∂¯∗tϕN
q
tϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q(Ω, tϕ),
∂¯N
q
tϕ∂¯
∗
tϕ : L
2,s
0,q−1(Ω, tϕ)→ L2,s0,q−1(Ω, tϕ),
∂¯∗tϕ∂¯N
q
tϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q(Ω, tϕ),
∂¯∗tϕN
q
tϕ∂¯ : L
2,s
0,q−1(Ω, tϕ)→ L2,s0,q−1(Ω, tϕ).
iv. The harmonic projection Hqtϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q(Ω, tϕ).
Remark 1.7. Note that we also obtain estimates for the weighted Bergman pro-
jections P qtϕ = I − ∂¯∗tϕ∂¯N qtϕ and P q−1tϕ = I − ∂¯∗tϕN qtϕ∂¯, as well as the combined
projections P qtϕ +H
q
tϕ = I − ∂¯∂¯∗tϕN qtϕ and P q+1tϕ +Hq+1tϕ = I − ∂¯N qtϕ∂¯∗tϕ.
Remark 1.8. We can also obtain estimates for the projection N qtϕ∂¯∂¯
∗
tϕ (resp.
N
q
tϕ∂¯
∗
tϕ∂¯), but note that this is equal to the restriction of ∂¯∂¯
∗
tϕN
q
tϕ (resp., ∂¯
∗
tϕ∂¯N
q
tϕ)
to the space of forms u ∈ Dom ∂¯∗tϕ such that ∂¯∗tϕu ∈ Dom ∂¯ (resp., u ∈ Dom ∂¯ such
that ∂¯u ∈ Dom ∂¯∗tϕ). The argument in [6, (18)-(20)] proves this for the complex
Green operator, but the argument is the same.
In many instances where we can establish a closed range estimate (e.g., [14], [20],
[9], [2]), there is also sufficient information to prove that the space of harmonic (0, q)-
forms H0,q(Ω) = {0} (the q = n− 1 case on the annulus being a notable exception,
as ∂¯ has closed range but the space of harmonic forms is infinite dimensional [15]),
hence the hypothesis in the next corollary is well-motivated.
Corollary 1.9. Let Ω ⊂ Cn be a bounded smooth domain which admits the family
of strong closed range estimates (3.2) for some smooth function ϕ. Then
1. L2,m0,q (Ω) ∩ ker ∂¯ is dense in L2,s0,q(Ω) ∩ ker ∂¯ for any m > s ≥ 0.
2. If, in addition, H0,q(Ω) = H0,q(Ω, tϕ) = {0}, then the ∂¯-problem is solvable in
C∞0,q˜(Ω¯) if q˜ = q or q − 1. Namely, if f ∈ C∞0,q˜+1(Ω¯) is ∂¯-closed, then then there
exists u ∈ C∞0,q˜(Ω¯) so that ∂¯u = f .
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2. Notation
2.1. L2 spaces. Let Ω ⊂ Cn be a bounded, Cm domain with Cm defining function
ρ, m ≥ 2. Let ϕ be a C2 function defined near the closure of Ω. We denote the
L2-inner product on L2(Ω, e−φ) by
(f, g)L2(Ω,ϕ) =
∫
Ω
f g¯ e−ϕdV.
We denote the induced surface area measure on ∂Ω by dσ. Also ‖f‖2L2(Ω,ϕ) =∫
Ω |f |2e−ϕ dV and if ϕ = 0, we suppress the ϕ in the norm.
2.2. The ∂¯ operator. Let Iq = {(i1, . . . , iq) ∈ Nn : 1 ≤ i1 < · · · < iq ≤ n}. For
I ∈ Iq−1, J ∈ Iq, and 1 ≤ j ≤ n, let ǫjIJ = (−1)|σ| if {j} ∪ I = J as sets and |σ| is
the length of the permutation that takes {j} ∪ I to J . Set ǫjIJ = 0 otherwise. We
use the standard notation that if u =
∑
J∈Iq
uJ dz¯J , then
ujI =
∑
J∈Iq
ǫ
jI
J uJ .
The ∂¯-operator on (0, q)-forms is defined as follows: ∂¯ : L20,q(Ω, e
−t|z|2) →
L20,q+1(Ω, e
−t|z|2) and if f =
∑
J∈Iq
fJ dz¯J , then
∂¯f =
∑
J∈Iq
K∈Iq+1
n∑
k=1
ǫkJK
∂fJ
∂z¯k
dz¯K
We let ∂¯∗ϕ denote the L
2-adjoint of ∂¯ in L20,q(Ω, ϕ) and denote the weighted ∂¯-
Neumann Laplacian by ϕ = ∂¯∂¯
∗
ϕ + ∂¯
∗
ϕ∂¯. If it exists, the inverse to ϕ on (0, q)-
forms on the orthogonal complement to kerϕ is called the ∂¯-Neumann operator
and is denoted by Nϕq .
We use the notation H0,q(Ω, ϕ) for the space of L20,q(Ω, ϕ)-harmonic forms, that
is, H0,q(Ω, ϕ) = ker(∂¯) ∩ ker(∂¯∗ϕ). We also let Hqϕ : L20,q(Ω, ϕ)→ H0,q(Ω, ϕ) denote
the orthogonal projection.
2.3. CR geometry. The induced CR-structure on ∂Ω at z ∈ ∂Ω is
T 1,0z (∂Ω) = {L ∈ T 1,0(C) : ∂ρ(L) = 0},
where ρ is an arbitrary C1 defining function for Ω. We denote the exterior algebra
generated by these spaces by T p,q(∂Ω) and its dual by Λp,q(∂Ω). If we normalize
ρ so that |dρ| = 1 on ∂Ω, then the normalized Levi form L is the real element of
Λ1,1(∂Ω) defined by
L(−iL ∧ L¯) = i∂∂¯ρ(−iL ∧ L¯)
for any L ∈ T 1,0(∂Ω).
In the case that U is a small neighborhood of (say) 0, and we write Ω ∩ U
Ω ∩ U = {(z′, xn + iyn) ∈ Cn−1 × C : yn > ρ1(z′, xn)},
where ρ1 is a C
2 function satisfying ρ1(0) = 0 and ∇ρ1(0) = 0, then we can identify
the normalized Levi form at 0 with the (n − 1) × (n − 1) matrix ( ∂2ρ1∂zj∂z¯k (0)) (see
(4.1) below).
6 PHILLIP S. HARRINGTON AND ANDREW RAICH
2.4. L2 Sobolev spaces. We define a Sobolev W 1 norm that is adapted to the
theory for the weighted ∂¯-Neumann operator. For f ∈ C∞0 (Ω) we define
‖f‖2W 1(Ω,ϕ) = ‖f‖2L2(Ω,ϕ) +
n∑
j=1
∥∥∥∥ ∂f∂z¯j
∥∥∥∥
2
L2(Ω,ϕ)
+
n∑
j=1
∥∥∥∥eϕ ∂∂zj
(
e−ϕf
)∥∥∥∥
2
L2(Ω,ϕ)
.
As usual, we define W 10 (Ω, ϕ) to be the completion of C
∞
0 (Ω) with respect to this
norm. Note that if we integrate by parts in the L2(Ω, ϕ) norm, we obtain the
adjoint relation (
∂
∂z¯j
)∗
ϕ
= −eϕ ∂
∂zj
(
e−ϕ
)
= − ∂
∂zj
+
∂ϕ
∂zj
.
This motivates the decomposition used in our definition of W 1(Ω, ϕ). On bounded
domains (or, more generally, domains on which ϕ and |∇ϕ| are uniformly bounded),
W 10 (Ω) = W
1
0 (Ω, ϕ). On unbounded domains, the theory for such norms has been
studied extensively in [8] and [13], for example. We now define W−1(Ω, ϕ) to be
the dual of W 10 (Ω, ϕ) with respect to L
2(Ω, ϕ).
We let L2,k(Ω, ϕ) denote the usual weighted L2-Sobolev spaces, namely,
‖f‖2L2,k(Ω,ϕ) =
∑
|α|≤k
‖Dαϕ‖2L2(Ω,ϕ).
It is the case that W 1(Ω, ϕ) = L2,1(Ω, ϕ). It is convenient to use L2,k(Ω, ϕ) in the
elliptic regularization and hence in the proof of Theorem 5.2, however we prefer to
use W 1(Ω, ϕ) in Lemma 3.1 because it produces the most refined estimates.
2.5. Estimates for the ∂¯-operator.
Definition 2.1. Let Ω ⊂ Cn be a domain with C2 boundary. We say that Ω admits
a family of strong closed range estimates for some 1 ≤ q ≤ n − 1 if there exists a
weight function ϕ ∈ C2(Ω) and constants Cq > 0 and t0 > 0 such that for every
t ≥ t0 there exists a cutoff function χt ∈ C∞0 (Ω) such that limt→∞
‖χt‖
2
C1(Ω)
t3 = 0
and
(2.1)
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + ‖χtf‖2L2(Ω,tϕ) ≥ tCq ‖f‖2L2(Ω,tϕ)
for all f ∈ L2(0,q)(Ω)∩Dom ∂¯∩Dom ∂¯∗tϕ. For p ∈ ∂Ω, we say that Ω admits a family
of strong closed range estimates near p if, in addition to the above, there exists a
family of open neighborhoods Ut of p such that limt→∞ t supz∈Ut |z − p|2 =∞ and
(2.1) holds for all f ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗tϕ supported in Ut ∩ Ω.
Remark 2.2. We could also define a family of strong closed range estimates for
(p, q)-forms with 1 ≤ p ≤ n, but the presence of p > 0 does not impact the theory
in any way, so we omit this case.
Closed range, in general, is not a local property. However, we note that strong
closed range estimates localize in the following sense:
Lemma 2.3. Let Ω ⊂ Cn be a bounded domain with C2 boundary. For some
1 ≤ q ≤ n− 1, Ω admits a family of strong closed range estimates if and only if Ω
admits a family of strong closed range estimates for every p ∈ ∂Ω.
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Proof. To see that global estimates imply local estimates, we simply let Ut be a
neighborhood of Ω that is independent of t. For the converse, let ψ ∈ C∞(R) be
a non-decreasing function such that ψ(x) = 0 for all x ≤ 0 and ψ(x) = 1 for all
x ≥ 1. For r > 0 and p ∈ Cn, set ξ˜(z) = ψ
(
2(r2−|z−p|2)
r2
)
. Then supp ξ˜ = B(p, r),
ξ˜ ≡ 1 in a neighborhood of p, and |∇ξ˜| ≤ O(r−1).
Cover ∂Ω with a finite collection of neighborhoods Uj,t satisfying the local defi-
nition of strong closed range estimates with cutoff functions χj,t. We may assume
that Uj,t = B(pj,t, rj,t) where r
−2
j,t ≤ o(t). If we let ξ˜j,t denote the cutoff function
defined in the previous paragraph for B(pj,t, rj,t), then ξj,t =
ξ˜j,t
∑
k ξ˜k,t
defines a par-
tition of unity in some neighborhood of ∂Ω satisfying |∇ξj,t|2 ≤ o(t). Hence, if we
set fj,t = fξj,t, then ∣∣∂¯fj,t∣∣2 ≤ 2 ∣∣ξj,t∂¯f ∣∣2 + o(t |f |2).
Thus, we may decompose f =
∑
j fj , apply (2.1) to each fj, and patch the resulting
estimates with error terms that can be absorbed by taking t sufficiently large. We
complete the partition of unity of Ω using ξ0,t = 1−
∑
j ξj,t, and note that we can
choose χt to be a constant multiple of
√∑
j χ
2
j,tξ
2
j,t + tCqξ
2
0,t. 
Definition 2.4. Let Ω ⊂ Cn. We say that Ω admits a compactness estimate for
some 1 ≤ q ≤ n if for every ε > 0 there exists a constant Cε > 0 such that
(2.2) ε
( ∥∥∂¯f∥∥2
L2(Ω)
+
∥∥∂¯∗f∥∥2
L2(Ω)
)
+ Cε ‖f‖2W−1(Ω) ≥ ‖f‖2L2(Ω)
for all f ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗.
We call this a compactness estimates because (2.2) is equivalent to compactness
of the ∂¯-Neumann operator (see Proposition 4.2 in [22]).
3. Sufficient Conditions for Strong Closed Range Estimates
In many settings, it is more natural to replace the term ‖χtf‖2L2(Ω,tϕ) with a large
multiple of the Sobolev norm ‖f‖2W−1(Ω,tϕ). The families of estimates in Lemma
3.1 are all candidates for our definition of strong closed range estimates; this lemma
shows that the family we have chosen ((4) in Lemma 3.1) is a priori the weakest.
Lemma 3.1. Let Ω ⊂ Cn be a bounded domain with Lipschitz boundary and Lip-
schitz defining function ρ. Let 1 ≤ q ≤ n − 1 and ϕ ∈ C2(Ω). For the following
families of estimates, we have (1)⇒ (2)⇒ (3)⇒ (4) and (4)⇒ (3).
(1) There exist Cq > 0 and t0 > 0 such that for every t ≥ t0 there exists a
cutoff function χt ∈ C∞0 (Ω) such that limt→∞
‖χt‖
4
C1(Ω)
t3 = 0 and
(3.1)
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + ‖χtf‖2L2(Ω,tϕ) ≥ tCq ‖f‖2L2(Ω,tϕ)
for all f ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗tϕ.
(2) There exist Cq > 0 and t0 > 0 such that for every t ≥ t0 there exists a
constant Ct > 0 satisfying limt→∞
Ct
t3 = 0 and
(3.2)
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + Ct ‖f‖2W−1(Ω,tϕ) ≥ tCq ‖f‖2L2(Ω,tϕ)
for all f ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗tϕ.
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(3) There exist Cq > 0 and t0 > 0 such that for every t ≥ t0 there exists a
constant Ct > 0 satisfying limt→∞
Ct
t3 = 0 and
(3.3)
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + Ct ‖(−ρ)f‖2L2(Ω,tϕ) ≥ tCq ‖f‖2L2(Ω,tϕ)
for all f ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗tϕ.
(4) There exist Cq > 0 and t0 > 0 such that for every t ≥ t0 there exists a
cutoff function χt ∈ C∞0 (Ω) such that limt→∞
‖χt‖
2
C1(Ω)
t3 = 0 and
(3.4)
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + ‖χtf‖2L2(Ω,tϕ) ≥ tCq ‖f‖2L2(Ω,tϕ)
for all f ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗tϕ.
Remark 3.2. A careful analysis of the proof reveals that the condition on χt in (1)
can be relaxed to
lim
t→∞
‖χt‖4L∞(Ω)
t3
= 0, sup
{t≥t0}
‖∇χt‖2L∞(Ω)
t ‖χt‖2L∞(Ω)
<∞,
and the condition on χt in (4) can be relaxed to
lim
t→∞
‖χt‖2L∞(Ω)
t3
= 0, sup
{t≥t0}
‖∇χt‖2L∞(Ω)
‖χt‖2L∞(Ω)
<∞.
This requires replacing ‖χt‖4C1(Ω) in (3.5) with ‖χt‖4L∞(Ω).
Proof. To see that (1) implies (2), we will need to use the interior regularity for the
∂¯-Neumann problem. Let f ∈ C1(0,q)(Ω) ∩Dom ∂¯∗tϕ. By definition,
‖χtf‖2L2(Ω,tϕ) ≤
∥∥χ2tf∥∥W 1(Ω,tϕ) ‖f‖W−1(Ω,tϕ) .
For ε > 0 to be chosen later, a small constant/large constant estimate gives us
(3.5) ‖χtf‖2L2(Ω,tϕ) ≤
ε
2 ‖χt‖4C1(Ω)
∥∥χ2tf∥∥2W 1(Ω,tϕ) + ‖χt‖
4
C1(Ω)
2ε
‖f‖2W−1(Ω,tϕ) .
To estimate
∥∥χ2tf∥∥2W 1(Ω,tϕ), we observe that integration by parts gives us∥∥∥∥∥
(
∂
∂z¯j
)∗
tϕ
(χ2tf)
∥∥∥∥∥
2
L2(Ω,tϕ)
=
∫
Ω
〈
∂
∂z¯j
(
∂
∂z¯j
)∗
tϕ
(χ2t f), χ
2
tf
〉
e−tϕdV.
Since [
∂
∂z¯j
,
(
∂
∂z¯j
)∗
tϕ
]
(χ2tf) = t
∂2ϕ
∂zj∂z¯j
χ2tf,
a second integration by parts will give us∥∥∥∥∥
(
∂
∂z¯j
)∗
tϕ
(χ2tf)
∥∥∥∥∥
2
L2(Ω,tϕ)
=
∥∥∥∥ ∂∂z¯j (χ2tf)
∥∥∥∥
2
L2(Ω,tϕ)
+ t
∫
Ω
〈
∂2ϕ
∂zj∂z¯j
χ2tf, χ
2
tf
〉
e−tϕdV.
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Hence,∥∥χ2tf∥∥2W 1(Ω,tϕ) =∥∥χ2t f∥∥2L2(Ω,tϕ) + 2
n∑
j=1
∥∥∥∥ ∂∂z¯j (χ2t f)
∥∥∥∥
2
L2(Ω,tϕ)
+ t
∫
Ω
〈
n∑
j=1
∂2ϕ
∂zj∂z¯j
χ2tf, χ
2
t f
〉
e−tϕdV
Since χ2tf is compactly supported, we can use the Morrey-Kohn-Ho¨rmander identity
(see Proposition 4.3.1 in [3], for example) with no boundary term to show∥∥χ2tf∥∥2W 1(Ω,tϕ) ≤ 2
(∥∥∂¯(χ2tf)∥∥2L2(Ω,tϕ) + ∥∥∂¯∗tϕ(χ2t f)∥∥2L2(Ω,tϕ)
)
+O
(
(1 + t ‖ϕ‖C2(Ω))
∥∥χ2tf∥∥2L2(Ω,tϕ)
)
.
Calculating ∂¯(χ2tf) and ∂¯
∗
tϕ(χ
2
tf) and using the inequality (a + b)
2 ≤ 2(a2 + b2)
yields the inequality∥∥χ2tf∥∥2W 1(Ω,tϕ) ≤ 4
(∥∥χ2t ∂¯f∥∥2L2(Ω,tϕ) + ∥∥χ2t ∂¯∗tϕf∥∥2L2(Ω,tϕ)
)
+O
(
‖∇χt‖2L∞(Ω) ‖χtf‖2L2(Ω,tϕ) + (1 + t ‖ϕ‖C2(Ω))
∥∥χ2tf∥∥2L2(Ω,tϕ)
)
,
or ∥∥χ2tf∥∥2W 1(Ω,tϕ) ≤ 4 ‖χt‖4L∞(Ω)
(∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ)
)
+ O
(
‖∇χt‖2L∞(Ω) ‖χt‖2L∞(Ω) + (1 + t ‖ϕ‖C2(Ω)) ‖χt‖4L∞(Ω)
)
‖f‖2L2(Ω,tϕ) ,
Substituting this into (3.5) and repeatedly using ‖χt‖L∞(Ω) ≤ ‖χt‖C1(Ω) gives us
‖χtf‖2L2(Ω,tϕ) ≤ 2ε
(∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ)
)
+O
(ε
2
(
1 + t ‖ϕ‖C2(Ω)
)
‖f‖2L2(Ω,tϕ)
)
+
‖χt‖4C1(Ω)
2ε
‖f‖2W−1(Ω,tϕ) .
We may choose ε > 0 sufficiently small so that
‖χtf‖2L2(Ω,tϕ) ≤
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ)
+
1
2
tCq ‖f‖2L2(Ω,tϕ) +
‖χt‖4C1(Ω)
2ε
‖f‖2W−1(Ω,tϕ) .
Substituting this in (3.1) gives us (3.2) with Ct =
‖χt‖
4
C1(Ω)
4ε and a new constant
C˜q =
1
4Cq. When f ∈ Dom ∂¯ ∩ Dom ∂¯∗tϕ, we use a standard density result (e.g.,
Proposition 2.3 in [22]).
To see that (2) implies (3), we first recall that there exists a constant CΩ > 0
such that
∥∥(−ρ)−1g∥∥
L2(Ω,tϕ)
≤ CΩ ‖g‖W 1(Ω,tϕ) for all g ∈ W 10 (Ω, tϕ) (see Theorem
1.4.4.3 in [4]). Now note that for any f ∈ L2(Ω, tϕ) such that (−ρ)f ∈ L2(Ω, tϕ),
we have
(3.6) ‖f‖W−1(Ω,tϕ) = sup
g∈W 10 (Ω,tϕ),g 6=0
〈f, g〉L2(Ω,tϕ)
‖g‖W 1(Ω,ϕ)
≤ CΩ ‖(−ρ)f‖L2(Ω,tϕ) .
To see that (3) implies (4), we may assume that ρ is a defining function for Ω
that is smooth in the interior of Ω, even if the boundary of Ω is only C2. Let
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ψ ∈ C∞(R) denote a non-decreasing function satisfying ψ(x) = 0 for all x ≤ 0 and
ψ(x) = 1 for all x ≥ 1. Set
χt(z) =
√
Ctψ (−tρ(z)− 1) (−ρ(z)).
Then
∇χt(z) = −
√
Ct (ψ
′ (−tρ(z)− 1) t(−ρ(z)) + ψ (−tρ(z)− 1))∇ρ(z).
Since ψ′ (−tρ(z)− 1) = 0 whenever −ρ(z) ≥ 2t , we have ‖χt‖C1(Ω) ≤ O(
√
Ct), and
so
lim
t→∞
‖χt‖2C1(Ω)
t3
≤ lim
t→∞
O
(
Ct
t3
)
= 0.
Since ψ (−tρ(z)− 1) 6= 1 only when −ρ(z) ≤ 2t , we have
Ct(−ρ(z))2 = (χt(z))2 + Ct
(
1− (ψ (−tρ(z)− 1))2
)
(−ρ(z))2
≤ (χt(z))2 + 4Ct
t2
,
so (3.3) implies
∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + ‖χtf‖2L2(Ω,tϕ) ≥
(
tCq − 4Ct
t2
)
‖f‖2L2(Ω,tϕ) .
For t˜0 > t0 sufficiently large,
1
2Cq ≥ 4Ctt3 for all t ≥ t˜0, so C˜q = 12Cq satisfies
C˜q ≤ Cq − 4Ctt3 whenever t ≥ t˜0, and (3.4) follows with these new constants C˜q and
t˜0.
To see that (4) implies (3), we note that since χt = 0 on ∂Ω, we have
χt(z) ≤ ‖χt‖C1(Ω) dist(z, ∂Ω)
on Ω. Since dist(z, ∂Ω) ≤ −Cρρ(z) on Ω for some constant Cρ > 0, we can let
Ct = ‖χt‖2C1(Ω) C2ρ and obtain (3.3) from (3.4).

The motivation for our formulation of strong closed range estimates is the family
of estimates that arise naturally in the study of domains with disconnected bound-
aries (e.g., annuli). In the estimates constructed in, for example, [19], [9], or [2],
different weight functions must be used in a neighborhood of each connected com-
ponent of the boundary, so a cutoff function must be used to patch these functions
together and obtain a global weight function. This leads to estimates of the form∥∥∂¯f∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf∥∥2L2(Ω,tϕ) + tCχ ‖ϕ‖C2(Ω) ‖χf‖2L2(Ω,tϕ) ≥ tCq ‖f‖2L2(Ω,tϕ)
for all f ∈ Dom ∂¯ ∩ Dom ∂¯∗tϕ for some χ ∈ C∞0 (Ω) and Cχ > 0. If we let χt =√
tCχ ‖ϕ‖C2(Ω)χ, then we clearly obtain strong closed range estimates. However,
we also obtain the stronger formulation given by (1) in Lemma 3.1, so in fact all of
the families of estimates considered in Lemma 3.1 can be obtained in this case.
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4. Necessary Conditions for Strong Closed Range Estimates
Proof of Theorem 1.1. The beginning of our argument is an adaptation of the ar-
gument of Theorem 3.2.1 in [14]. By Lemma 3.1, we may assume that we have
estimates of the form (3.3).
Fix p ∈ ∂Ω. After a translation and rotation, we may assume that p = 0 and
there exists some neighborhood U of p = 0 such that
Ω ∩ U = {z ∈ U : yn > ρ1(z′, xn)} ,
where z′ = (z1, . . . , zn−1), zn = xn + iyn, and ρ1 is a C
2 function in some neigh-
borhood of the origin that vanishes to second order at the origin. Let δ˜ denote the
signed distance function for ∂Ω. By [7, (2.9)], since |∇(ρ1(z′,Re zn)− Im zn)| =
1 +O(|z|), we have
(4.1)
∂2δ˜
∂zj∂z¯k
(0) =
∂2ρ1
∂zj∂z¯k
(0)
for all 1 ≤ j, k ≤ n− 1.
Fix s > 0 and define
(4.2) Ls(z
′) :=
n−1∑
j,k=1
∂2ρ1
∂zj∂z¯k
(0)zj z¯k + s
n−1∑
j,k=1
∂2ϕ
∂zj∂z¯k
(0)zj z¯k.
After a unitary change of coordinates, we may assume that
(4.3) Ls(z
′) =
n−1∑
j=1
λsj |zj|2
for some increasing sequence of real numbers {λsj}1≤j≤n−1.
Let ψ1 ∈ C∞0 (Cn−1) and ψ3 ∈ C∞0 (R) satisfy ψ3 ≡ 1 in a neighborhood of 0 and∫
R
|ψ3|2 = 1. For x+ iy ∈ C, if we define
ψ2(x+ iy) = ψ3(y)
(
ψ3(x) + iyψ
′
3(x) −
y2
2
ψ′′3 (x)
)
,
then ψ2(z) is a smooth, compactly supported function on C satisfying
(4.4)
∂
∂z¯
ψ2(z)
∣∣∣
z=x
= 0,
(4.5)
∂2
∂z¯2
ψ2(z)
∣∣∣
z=x
= 0,
and
(4.6)
∫
R
∣∣ψ2(x)∣∣2dx = 1.
Let A(z) and B(z) be the holomorphic polynomials
A(z) =
n−1∑
j,k=1
∂2ρ1
∂zj∂zk
(0)zjzk +
n−1∑
j=1
2
∂2ρ1
∂zj∂xn
(0)zjzn +
1
2
∂2ρ1
∂x2n
(0)z2n
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and
B(z) =
1
2
ϕ(0) +
n∑
j=1
∂ϕ
∂zj
(0)zj +
n−1∑
j,k=1
1
2
∂2ϕ
∂zj∂zk
(0)zjzk
+
n−1∑
j=1
∂2ϕ
∂zj∂xn
(0)zjzn +
1
4
∂2ϕ
∂x2n
(0)z2n.
Then we have
(4.7)
∣∣∣∣∣∣ρ1(z)− ReA(z)−
n−1∑
j,k=1
∂2ρ1
∂zj∂z¯k
(0)zj z¯k
∣∣∣∣∣∣ ≤ O(|z|3 + |yn||z|+ |yn|2),
and
(4.8)
∣∣∣∣∣∣ϕ(z)− 2ReB(z)−
n−1∑
j,k=1
∂2ϕ
∂zj∂z¯k
(0)zj z¯k
∣∣∣∣∣∣ ≤ O(|z|3 + |yn||z|+ |yn|2).
For any τ > 0 we define a form in C∞(0,q)(Ω) ∩Dom ∂¯∗ by
f τ (z) = ψ1(τz
′)ψ2(τzn)e
τ2(A(z)+2sB(z)+izn)
q∧
j=1

dz¯j −
(
∂δ˜
∂zn
)−1
∂δ˜
∂zj
dz¯n

 .
As in Ho¨rmander’s construction, we note that
(4.9)
q∧
j=1

dz¯j −
(
∂δ˜
∂zn
)−1
∂δ˜
∂zj
dz¯n


∣∣∣∣∣
z=0
=
q∧
j=1
dz¯j ,
so the term involving ∂δ˜∂zj will vanish in our asymptotic computations. We introduce
the change of coordinates zj(τ) = τ
−1wj for 1 ≤ j ≤ n−1 and zn(τ) = τ−1Rewn+
iτ−2 Imwn. Using (4.7), we have
(4.10) lim
τ→∞
τ2(ρ1(z
′(τ), xn(τ)) − yn(τ)) =
ReA(w′,Rewn) +
n−1∑
j,k=1
∂2ρ1
∂zj∂z¯k
(0)wjw¯k − Imwn,
so as τ →∞ in our special coordinates, we will be working on the domain
(4.11) Ωw =

w ∈ Cn : Imwn >
n−1∑
j,k=1
∂2ρ1
∂zj∂z¯k
(0)wjw¯k +ReA(w
′,Rewn)

 .
Furthermore, we may use (4.8) to check
(4.12) lim
τ→∞
τ2(ϕ(z(τ)) − 2ReB(z(τ))) =
n−1∑
j,k=1
∂2ϕ
∂zj∂z¯k
(0)wjw¯k.
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Motivated by this, we set t(τ) = 2sτ2. For such a value of t, we may use (4.9) and
(4.12) to show
(4.13) lim
τ→∞
|f τ (z(τ))|2 e−t(τ)ϕ(z(τ)) = |ψ1(w′)|2 |ψ2(Rewn)|2
exp

2ReA(w′,Rewn)− 2 Imwn − 2s n−1∑
j,k=1
∂2ϕ
∂zj∂z¯k
(0)wjw¯k

 ,
so
lim
τ→∞
τ2n+1 ‖f τ‖2L2(Ω,t(τ)ϕ) =
∫
Ωw
|ψ1(w′)|2 |ψ2(Rewn)|2
exp

2ReA(w′,Rewn)− 2 Imwn − 2s n−1∑
j,k=1
∂2ϕ
∂zj∂z¯k
(0)wjw¯k

 dVw.
Since
∫∞
a e
−2xdx = 12e
−2a for any a ∈ R, we may use (4.11) to evaluate this integral
with respect to Imwn and then use (4.6) to evaluate this integral with respect to
Rewn to obtain
(4.14) lim
τ→∞
τ2n+1 ‖f τ‖2L2(Ω,t(τ)ϕ) =
∫
Cn−1
1
2
|ψ1(w′)|2 e−2Ls(w
′)dw′.
By the same reasoning, we may use (4.9) to obtain
(4.15) lim
τ→∞
τ2n+1
∫
Ω
n∑
j,k=1
∑
K∈Iq−1
∂2ϕ
∂zj∂z¯k
f τjKf
τ
kKe
−t(τ)ϕdV =
∫
Cn−1
1
2
|ψ1(w′)|2
q∑
j=1
∂2ϕ
∂zj∂z¯j
(0)e−2Ls(w
′)dw′.
If instead we integrate (4.13) over the boundary, we may use (4.11) and (4.6) directly
to obtain
lim
τ→∞
τ2n−1
∫
∂Ω
|f τ |2 e−t(τ)ϕdσ =
∫
Cn−1
|ψ1(w′)|2 e−2Ls(w
′)dw′.
Similarly, using (4.1) and (4.9), we also have
(4.16) lim
τ→∞
τ2n−1
∫
∂Ω
n∑
j,k=1
∑
K∈Iq−1
∂2δ˜
∂zj∂z¯k
f τjKf
τ
kKe
−t(τ)ϕdσ =
∫
Cn−1
|ψ1(w′)|2
q∑
j=1
∂2ρ1
∂zj∂z¯j
(0)e−2Ls(w
′)dw′.
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Using (4.2) and (4.3) to add (4.15) and (4.16), we obtain
(4.17) lim
τ→∞
τ2n−1
(∫
∂Ω
n∑
j,k=1
∑
K∈Iq−1
∂2δ˜
∂zj∂z¯k
f τjKf
τ
kKe
−t(τ)ϕdσ
+ t
∫
Ω
n∑
j,k=1
∑
K∈Iq−1
∂2ϕ
∂zj∂z¯k
f τjKf
τ
kKe
−t(τ)ϕdV
)
=
∫
Cn−1
|ψ1(w′)|2
q∑
j=1
λsje
−2Ls(w
′)dw′.
For 1 ≤ k ≤ n− 1, we compute
∂f τ
∂z¯k
(z) = τ
∂ψ1
∂z¯k
(τz′)ψ2(τzn)e
τ2(A(z)+2sB(z)+izn)
q∧
j=1

dz¯j −
(
∂δ˜
∂zn
)−1
∂δ˜
∂zj
dz¯n


+ ψ1(τz
′)ψ2(τzn)e
τ2(A(z)+2sB(z)+izn)
∂
∂z¯k
q∧
j=1

dz¯j −
(
∂δ˜
∂zn
)−1
∂δ˜
∂zj
dz¯n

 .
Furthermore,
(4.18)
∂f τ
∂z¯n
(z) = τψ1(τz
′)
∂ψ2
∂z¯n
(τzn)e
τ2(A(z)+2sB(z)+izn)
q∧
j=1

dz¯j −
(
∂δ˜
∂zn
)−1
∂δ˜
∂zj
dz¯n


+ ψ1(τz
′)ψ2(τzn)e
τ2(A(z)+2sB(z)+izn)
∂
∂z¯n
q∧
j=1

dz¯j −
(
∂δ˜
∂zn
)−1
∂δ˜
∂zj
dz¯n

 .
Hence, using (4.4) and observing that the second term in each derivative is uni-
formly bounded in τ , we have
(4.19)
lim
τ→∞
τ−2
n∑
j=1
∣∣∣∣ ∂∂z¯j f τ (z)
∣∣∣
z=z(τ)
∣∣∣∣
2
e−t(τ)ϕ(z(τ)) =
n−1∑
j=1
∣∣∣∣ ∂∂w¯j ψ1(w′)
∣∣∣∣
2
|ψ2(Rewn)|2
exp

2ReA(w′,Rewn)− 2 Imwn − 2s n−1∑
j,k=1
∂2ϕ
∂zj∂z¯k
(0)wjw¯k

 .
Integrating (4.19) as before, we obtain
(4.20)
lim
τ→∞
τ2n−1
n∑
j=1
∥∥∥∥ ∂∂z¯j f τ
∥∥∥∥
2
L2(Ω,t(τ)ϕ)
=
∫
Cn−1
1
2
n−1∑
j=1
∣∣∣∣ ∂∂w¯j ψ1(w′)
∣∣∣∣
2
e−2Ls(w
′)dw′.
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Recall the Morrey-Kohn-Ho¨rmander identity:
(4.21)
∥∥∂¯f τ∥∥2
L2(Ω,tϕ)
+
∥∥∂¯∗tϕf τ∥∥2L2(Ω,tϕ) =
n∑
j=1
∥∥∥∥ ∂∂z¯j f τ
∥∥∥∥
2
L2(Ω,tϕ)
+
∫
∂Ω
n∑
j,k=1
∑
K∈Iq−1
∂2δ˜
∂zj∂z¯k
f τjKf
τ
kKe
−tϕdσ
+ t
∫
Ω
n∑
j,k=1
∑
K∈Iq−1
∂2ϕ
∂zj∂z¯k
f τjKf
τ
kKe
−tϕdV
Note that if ρ is an arbitrary defining function for Ω, then ρ(z) = h(z)(ρ1(z)−Im zn)
for a bounded function h that is uniformly bounded away from zero, so (4.10), the
fact that t(τ) = 2sτ2, and the hypothesis that Ctt3 → 0 imply that
lim
τ→∞
Ct(τ)(−ρ(z(τ)))2
t(τ)
= lim
τ→∞
Ct(τ)(−2sτ2ρ(z(τ)))2
(t(τ))3
= 0.
As a result,
(4.22)
lim
τ→∞
τ2n−1Ct(τ) ‖(−ρ)f τ‖2L2(Ω,t(τ)ϕ) = limτ→∞ τ
2n+1
2sCt(τ) ‖(−ρ)f τ‖2L2(Ω,t(τ)ϕ)
t(τ)
= 0.
Hence, combining (3.3) with (4.21) gives us
t(τ)Cq ‖f τ‖2L2(Ω,t(τ)ϕ)
≤
n∑
j=1
∥∥∥∥ ∂∂z¯j f τ
∥∥∥∥
2
L2(Ω,t(τ)ϕ)
+
∫
∂Ω
n∑
j,k=1
∑
K∈Iq−1
∂2δ˜
∂zj∂z¯k
f τjKf
τ
kKe
−t(τ)ϕdσ
+ t(τ)
∫
Ω
n∑
j,k=1
∑
K∈Iq−1
∂2ϕ
∂zj∂z¯k
f τjKf
τ
kKe
−t(τ)ϕdV + Ct(τ) ‖(−ρ)f τ‖2L2(Ω,t(τ)ϕ) .
Multiplying this by τ2n−1 and taking a limit using (4.14), (4.17), (4.20), and (4.22),
we obtain
sCq
∫
Cn−1
|ψ1(w′)|2 e−2Ls(w
′)dw′
≤
∫
Cn−1

1
2
n−1∑
j=1
∣∣∣∣ ∂∂w¯j ψ1(w′)
∣∣∣∣
2
+ |ψ1(w′)|2
q∑
j=1
λsj

 e−2Ls(w′)dw′.
Rearranging terms, we obtain
sCq − q∑
j=1
λsj

∫
Cn−1
|ψ1(w′)|2 e−2Ls(w
′)dw′
≤ 1
2
∫
Cn−1
n−1∑
j=1
∣∣∣∣ ∂∂w¯j ψ1(w′)
∣∣∣∣
2
e−2Ls(w
′)dw′.
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From Lemma 3.2.2 in [14], we immediately obtain
(4.23) sCq −
q∑
j=1
λsj ≤
n−1∑
j=1
max(−λsj , 0).
Now, let ns− denote the number of j for which λ
s
j < 0 and let n
s
+ denote the
number of j for which λsj > 0. Since we have assumed that the {λsj} are arranged
in increasing order, (4.23) implies
(4.24) sCq ≤
q∑
j=1
λsj −
ns−∑
j=1
λsj .
If ns− ≤ q and ns+ ≤ n− q− 1, then sCq ≤ 0, so we obtain an immediate contradic-
tion. Hence, either ns− ≥ q + 1 or ns+ ≥ n− q.
We now think of s as a free parameter rather than a fixed constant. Note that
ns−(z) and n
s
+(z) are lower semicontinuous functions for (s, z) ∈ R+×∂Ω. Hence, if
ns−(z) > q at a point in R
+×∂Ω, then this condition also holds for a neighborhood
of that point, with the analogous statement for ns+ > n− q − 1. We conclude that
for every connected component S ⊂ ∂Ω, we must have ns−(z) ≥ q + 1 for all z ∈ S
and s > 0 or ns+ ≥ n− q for all z ∈ S and s > 0.
We first consider the case in which ns+(z) ≥ n− q for all z ∈ S ⊂ ∂Ω and s > 0.
Then ns−(z) < q, so (4.24) gives us
sCq ≤
q∑
j=ns
−
(z)+1
λsj(z) ≤ (q − ns−(z))λsq(z) ≤ qλsq(z),
for all z ∈ S and s > 0, where the final inequality relies on the fact that the previous
inequality guarantees λsq(z) > 0. Letting s → 0, we see that λ0q(z) ≥ 0, i.e., the
Levi form has at least n− q nonnegative eigenvalues at z. Since
lim
s→∞
λsq(z)
s
≥ Cq
q
,
we see that the restriction of i∂∂¯ϕ to T 1,0(∂Ω)×T 0,1(∂Ω) must have at least n− q
eigenvalues bounded below by
Cq
q .
We next suppose ns−(z) ≥ q+1 for all z ∈ S ⊂ ∂Ω and s > 0. Then (4.24) gives
us
sCq ≤ −
ns−∑
j=q+1
λsj ≤ −(ns−(z)− q)λsq+1(z) ≤ −(n− 1− q)λsq+1(z),
for all z ∈ S and s > 0, where the final inequality relies on the fact that the previous
inequality guarantees λsq+1(z) < 0. Letting s → 0, we see that λ0q+1(z) ≤ 0, i.e.,
the Levi form has at least q + 1 nonpositive eigenvalues at z. Since
lim
s→∞
λsq+1(z)
s
≤ − Cq
n− 1− q ,
we see that the restriction of i∂∂¯ϕ to T 1,0(∂Ω)×T 0,1(∂Ω) must have at least q+1
eigenvalues bounded above by
Cq
n−q−1 . We have now proved the global version of
Theorem 1.1.
If we only have local estimates, it suffices to note that the support of f τ is
contained in a neighborhood of radius O(τ−1), and so |z − p|2 ≤ O(t−1) when
STRONG CLOSED RANGE ESTIMATES 17
f τ (z) 6= 0. Hence, for t sufficiently large, f τ is supported in Ut, and the rest of the
proof follows to obtain pointwise information at p ∈ ∂Ω. 
Proof of Corollary 1.3. It suffices to note that since Ω is bounded, if we write Ω =
Ω0\
⋃
j∈J Ωj , then ∂Ω0 and ∂Ωj must each admit at least one strictly convex point
for all j ∈ J . Since Ω0 admits a strictly convex point, ∂Ω0 must satisfy (1) in
Theorem 1.1. For j ∈ J , ∂Ωj admits at least one strictly convex point, so ∂Ωj
viewed as a component of ∂Ω admits at least one strictly concave point, and hence
satisfies (2) in Theorem 1.1. 
5. Applications
5.1. Subelliptic and Compactness Estimates.
Proof of Proposition 1.4. Suppose that for some η > 0, Ω admits a subelliptic
estimate of the form
‖u‖2Wη(Ω) ≤ C
(∥∥∂¯u∥∥2
L2(Ω)
+
∥∥∂¯∗u∥∥2
L2(Ω)
)
for all u ∈ L2(0,q)(Ω) ∩Dom ∂¯ ∩Dom ∂¯∗. By definition,
‖u‖2L2(Ω) ≤ ‖u‖Wη(Ω) ‖u‖W−η(Ω) ,
so for any t > 0 we may use a small constant/large constant inequality to obtain
‖u‖2L2(Ω) ≤
1
2t
‖u‖2Wη(Ω) +
t
2
‖u‖2W−η(Ω) .
If ρ is a defining function for Ω, then there exists a constant CΩ,η > 0 such that
‖u‖W−η(Ω) ≤ CΩ,η ‖(−ρ)ηu‖L2(Ω) ,
This follows from Theorem 1.4.4.3 in [4] by a duality argument, as in (3.6). Hence,
‖u‖2L2(Ω) ≤
1
2t
‖u‖2Wη(Ω) +
tC2Ω,η
2
‖(−ρ)ηu‖2L2(Ω) .
Substituting our subelliptic estimate yields
(5.1) ‖u‖2L2(Ω) ≤
C
2t
(∥∥∂¯u∥∥2
L2(Ω)
+
∥∥∂¯∗u∥∥2
L2(Ω)
)
+
tC2Ω,η
2
‖(−ρ)ηu‖2L2(Ω) .
We may assume that ρ is a defining function for Ω that is smooth in the interior of
Ω, even if the boundary of Ω is only C2. Let ψ ∈ C∞(R) denote a non-decreasing
function satisfying ψ(x) = 0 for all x ≤ 0 and ψ(x) = 1 for all x ≥ 1. Fix b > a > 0
and set
χt(z) =
tCΩ,η√
C
ψ
(−t1/(2η)ρ(z)− a
b− a
)
(−ρ(z))η.
Since ψ
(
−t1/(2η)ρ(z)−a
b−a
)
6= 1 only when −ρ(z) ≤ b
t1/(2η)
, we have
t2C2Ω,η
C
(−ρ(z))2η = (χt(z))2 +
t2C2Ω,η
C
(
1−
(
ψ
(−t1/(2η)ρ(z)− a
b− a
))2)
(−ρ(z))2η
≤ (χt(z))2 +
tC2Ω,ηb
2η
C
.
Substituting in (5.1) and rearranging terms, we obtain
t
C
(
2− C2Ω,ηb2η
) ‖u‖2L2(Ω) ≤ ∥∥∂¯u∥∥2L2(Ω) + ∥∥∂¯∗u∥∥2L2(Ω) + ‖χtu‖2L2(Ω) .
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If we choose b sufficiently small, then we may set Cq =
1
C
(
2− C2Ω,ηb2η
)
and obtain
Cq > 0. Thus we have an estimate of the form (2.1) with ϕ ≡ 0, but without the
growth condition on ‖χt‖2C1(Ω). Since Ω is bounded, we have ‖χt‖L∞(Ω) ≤ O(t).
We compute
∇χt(z) = −ηtCΩ,η√
C
ψ
(−t1/(2η)ρ(z)− a
b− a
)
(−ρ(z))η−1∇ρ(z)
− t
1+1/(2η)CΩ,η
(b− a)√C ψ
′
(−t1/(2η)ρ(z)− a
b− a
)
(−ρ(z))η∇ρ(z).
Since ψ
(
−t1/(2η)ρ(z)−a
b−a
)
6= 0 only when −ρ(z) ≥ a
t1/(2η)
, the first term is bounded
by O(t · t(1−η)/(2η)) = O(t(1+η)/(2η)). Since ψ′
(
−t1/(2η)ρ(z)−a
b−a
)
6= 0 only when
b
t1/(2η)
≥ −ρ(z), the second term is bounded by O(t1+1/(2η) ·t−1/2) = O(t(1+η)/(2η)).
Consequently,
lim sup
t→∞
‖χt‖2C1(Ω)
t(1+η)/η
<∞.
Since ϕ ≡ 0, the conclusions of Theorem 1.1 does not follow, and hence
lim sup
t→∞
‖χt‖2C1(Ω)
t3
> 0.

Proof of Theorem 1.5. Suppose that (1.2) fails. Then
lim
ε→0+
ε2Cε = 0.
For any t > 0, let ε = 1t . Then we may set Ct = tCε, Cq = 1, and ϕ ≡ 0 to
show that (2.2) implies (3.2) (observe that Ctt3 = ε
2Cε). By Lemma 3.1, this also
implies (2.1). Hence, Theorem 1.1 implies that i∂∂¯ϕ has nontrivial eigenvalues,
contradicting the fact that ϕ is constant. 
5.2. Sobolev Estimates. For the remainder of this note, we concentrate on the
implications of (3.2). Note that the following arguments do not require Ct to
depend on t in a prescribed way.
The following lemma appears in [16], though it is well-known.
Lemma 5.1. Let 1 ≤ q ≤ n− 1. Suppose that Ω ⊂ Cn is a bounded domain. Then
the following are equivalent:
(1) The space of harmonic forms H0,q(Ω, φ) is finite dimensional and the L2-
basic estimate
(5.2) ‖u‖2L2(Ω,φ) ≤ C
(‖∂¯u‖2L2(Ω,φ) + ‖∂¯∗φu‖2L2(Ω,φ))
holds for all u ∈ Dom(∂¯) ∩Dom(∂¯∗φ) ∩ (H0,q(Ω, φ))⊥.
(2) The L2-basic estimate
(5.3) ‖u‖2L2(Ω,φ) ≤ C
(‖∂¯u‖2L2(Ω,φ) + ‖∂¯∗φu‖2L2(Ω,φ))+ Cφ‖u‖2L2,−1(Ω,φ)
holds for all u ∈ Dom(∂¯) ∩Dom(∂¯∗φ).
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We now use an elliptic regularization argument to analyze the regularity of the
∂¯-Neumann operator and harmonic forms. Let ρ be a defining function for Ω
normalized so that |dρ| = 1. In real coordinates for R2n, we define the tangential
gradient
(∇Tu,∇T v)φ =
2n∑
j=1
((
∂
∂xj
− ∂ρ
∂xj
2n∑
k=1
∂ρ
∂xk
∂
∂xk
)
u,
(
∂
∂xj
− ∂ρ
∂xj
2n∑
ℓ=1
∂ρ
∂xℓ
∂
∂xℓ
)
v
)
φ
,
for u, v ∈ L2,1(Ω, φ) with the corresponding tangential Laplacian
∆T,φu =
2n∑
j=1
(
∂
∂xj
− ∂ρ
∂xj
2n∑
ℓ=1
∂ρ
∂xℓ
∂
∂xℓ
)∗,φ(
∂
∂xj
− ∂ρ
∂xj
2n∑
k=1
∂ρ
∂xk
∂
∂xk
)
u
for u ∈ L2,2(Ω, φ). Define the quadratic forms
Q
δ,ν
φ (u, v) = (∂¯u, ∂¯v)φ + (∂¯
∗
φu, ∂¯
∗
φv)φ + δ(∇Tu,∇T v)φ + ν(u, v)φ
for u, v ∈ Dom(∂¯∗φ) ∩ L2,10,q(Ω, φ) when δ > 0, or u, v ∈ Dom(∂¯) ∩ Dom(∂¯∗φ) when
δ = 0. When δ > 0, we may use, for example, Lemma 2.2 in [22] to show that there
exists a constant cδ,ν > 0 such that
(5.4) ‖u‖2L2,1(Ω,φ) ≤ cδ,νQδ,νφ (u, u) holds for all u ∈ L2,10,q(Ω, φ) ∩Dom(∂¯∗φ).
When δ or ν is equal to 0, we omit the corresponding superscript, so, for example,
Q0,0(u, v) = Q(u, v). We may use standard techniques to construct the correspond-
ing Laplacians

δ,ν
φ = φ + δ∆T,φ + νI
with appropriate domains Dom(δ,νφ ) (see, for example, Section 2.8 in [22] when
δ = 0 or Section 3.3 in [22] when δ > 0). Since (5.4) implies that δ,νφ is ellip-
tic when δ > 0, we have u ∈ L2,20,q(Ω, φ) whenever δ,νφ u ∈ L2(Ω, φ), and hence
Dom(δ,νφ ) ⊂ L2,20,q(Ω, φ). Since the term with the coefficient of δ involves only
tangential derivatives, we have
Dom(δ,νφ ) = L
2,2
0,q(Ω, φ) ∩Dom(φ).
Theorem 5.2. Let Ω ⊂ Cn be a bounded domain and 1 ≤ q ≤ n. Assume that
1. There is a constant c > 0 so that for any u ∈ Dom(∂¯) ∩ Dom(∂¯∗φ) ∩ L20,q(Ω, φ),
the following L2-basic estimate holds:
(5.5) ‖u‖2L2(Ω,φ) ≤ c
(
‖∂¯u‖2L2(Ω,φ) + ‖∂¯∗φu‖2L2(Ω,φ) + ‖u‖2L2,−1(Ω,φ)
)
2. For some fixed s0 ∈ N and all 0 ≤ s ≤ s0, there exists a constant cs > 0 so that
(5.6) ‖u‖2L2,s(Ω,φ) ≤ cs
(
‖δφu‖2L2,s(Ω,φ) + ‖u‖2L2(Ω,φ)
)
.
for any u ∈ L2,s0,q(Ω, φ) so that u ∈ Dom(φ) and δφu ∈ L2,s0,q(Ω, φ).
Then H0,q(Ω, φ) ⊂ L2,s00,q (Ω, φ) and the ∂¯-Neumann operator N qφ is exactly regular
on L2,s0,q(Ω, φ) for 0 ≤ s ≤ s0.
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Proof. Suppose s ≤ s0 is a positive integer. Then from (5.6), there is an νs0 such
that for any ν < νs0 the following estimate
(5.7) ‖u‖2L2,s(Ω,φ) ≤ 2cs
(
‖δ,νφ u‖2L2,s(Ω,φ) + ‖u‖2L2(Ω,φ)
)
holds for any u ∈ L2,s0,q(Ω, φ)∩Dom(φ) satisfying δ,νφ u ∈ L2,s0,q(Ω, φ). By construc-
tion, for any ν > 0 and δ ≥ 0 we also have
(5.8) ‖u‖2L2(Ω,φ) ≤
1
ν
Q
δ,ν
φ (u, u)
for all u ∈ L2,10,q(Ω, φ) ∩Dom(∂¯∗φ).
Consequently, δ,νφ has closed range and a trivial kernel. This means 
δ,ν
φ has
a continuous inverse on L20,q(Ω, φ) that we denote by N
δ,ν;q
φ . Also, for each ν > 0,
the inverse N δ,ν;qφ satisfies
(5.9) ‖N δ,ν;qφ α‖2L2(Ω,φ) ≤
1
ν
‖α‖2L2(Ω,φ) for all α ∈ L20,q(Ω, φ).
Step 1: We will first show that if α ∈ L2,s0,q(Ω, φ) then N0,ν;qφ α ∈ L2,s0,q(Ω, φ) ∩
Dom(φ). By (5.4), it follows that 
δ,ν
φ is elliptic which means that if α ∈
L
2,s
0,q(Ω, φ), then N
δ,ν;q
φ α ∈ L2,s+20,q (Ω, φ) ∩ Dom(δ,νφ ). Moreover, L2,s+20,q (Ω, φ) ∩
Dom(δ,νφ ) ⊂ Dom(φ). We can therefore use (5.7) with u = N δ,ν;qφ α and estimate
(5.10) ‖N δ,ν;qφ α‖2L2,s(Ω,φ) ≤ 2cs
(
‖δ,νφ N δ,ν;qφ α‖2L2,s(Ω,φ) + ‖N δ,ν;qφ α‖2L2(Ω,φ)
)
= 2cs
(
‖α‖2L2,s(Ω,φ) + ‖N δ,ν;qφ α‖2L2(Ω,φ)
)
≤ 2cs‖α‖2L2,s(Ω,φ) + cs,ν‖α‖2L2(Ω,φ)
for any positive integer s ≤ s0. The equality in (5.10) follows from the identity

δ,ν
φ N
δ,ν;q
φ = I and the fact that ker(
δ,ν
φ ) = {0}. The (second) inequality follows
by (5.9) and the independence of the constants cs, cs,ν on δ > 0.
Thus, ‖N δ,ν;qφ α‖L2,s0(Ω,φ) is uniformly bounded in δ > 0. Therefore, there exists
a sequence δk ց 0 such that N δk,ν;qφ α→ uν weakly in L2,s00,q (Ω, φ). For any integer
0 ≤ s ≤ s0, if f ∈ L2,s0,q(Ω, φ), then by the Riesz Representation Theorem there exists
f˜ ∈ L2,s00,q (Ω, φ) such that (f, g)L2,s(Ω,φ) = (f˜ , g)L2,s0(Ω,φ) for all g ∈ L2,s0(Ω, φ),
and hence N δk,ν;qφ α → uν weakly in L2,s0,q(Ω, φ) for all integers 0 ≤ s ≤ s0. Thus,
it follows that uν ∈ L2,s0,q(Ω, φ), 0 ≤ s ≤ s0. Additionally, N δk,ν;qφ α → uν weakly in
the Q0,νφ (·, ·)1/2-norm. This means that if v ∈ L2,20,q(Ω) ∩Dom(∂¯∗φ), then
lim
k→∞
Q
0,ν
φ (N
δk,ν;q
φ α, v) = Q
0,ν
φ (uν , v).
On the other hand,
Q
0,ν
φ (N
0,ν;q
φ α, v) = (α, v) = Q
δ,ν
φ (N
δ,ν;q
φ α, v)
= Q0,νφ (N
δ,ν;q
φ α, v) + δ(∇TN δ,ν;qφ α,∇T v)
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for all v ∈ L2,20,q(Ω, φ) ∩Dom(∂¯∗φ). It follows that∣∣Q0,νφ ((N δ,ν;qφ −N0,ν;qφ )α, v)∣∣ = δ∣∣(∇TN δ,ν;qφ α,∇T v)∣∣
≤ δ‖N δ,ν;qφ α‖L2(Ω,φ)‖v‖L2,2(Ω,φ) ≤ δcν‖α‖L2(Ω,φ)‖v‖L2,2(Ω,φ)
where we again used the inequality ‖N δ,ν;qφ α‖L2(Ω,φ) ≤ cν‖α‖L2(Ω,φ) uniformly in
δ ≥ 0. Thus,
lim
δ→0
Q
0,ν
φ
(
(N δ,ν;qφ −N0,ν;qφ )α, v
)
= 0.
Since kerδ,νφ = {0}, it follows that N0,ν;qφ α = uν and hence N0,ν;qφ α ∈ L2,s0,q(Ω, φ)
for all integers 0 ≤ s ≤ s0. Moreover, we may apply (5.7) with u = N0,ν;qφ α ∈
L
2,s
0,q(Ω, φ) ∩Dom(φ) and δ = 0 and observe
(5.11) ‖N0,ν;qφ α‖2L2,s(Ω,φ) ≤ 2cs
(
‖α‖2L2,s(Ω,φ) + ‖N0,ν;qφ α‖2L2(Ω,φ)
)
,
holds for all α ∈ L2,s0,q(Ω, φ).
Step 2: We next show that H0,q(Ω, φ) ⊂ L2,s0,q(Ω, φ) for 0 ≤ s ≤ s0.
By Lemma 5.1, the space of L2-harmonic forms H0,q(Ω, φ) is finite dimensional.
Let θ1, · · · , θN ∈ H0,q(Ω, φ) be an orthonormal basis, and set θ0 = 0. We will prove
θj ∈ L2,s00,q (Ω, φ)(Ω) for all j by induction. Certainly θ0 ∈ L2,s00,q (Ω, φ)(Ω). Assume
now that for some 0 ≤ k < N , θj ∈ L2,s00,q (Ω, φ)(Ω) for all 0 ≤ j ≤ k. We will
construct θ ∈ H0,q(Ω, φ)∩L2,s00,q (Ω, φ)(Ω) with ‖θ‖L2(Ω,φ) = 1 and (θ, θj)L2(Ω,φ) = 0
for j ≤ k. If we replace θk+1 with θ, we may proceed by induction to obtain a basis
of H0,q(Ω, φ) which is contained in L2,s00,q (Ω, φ).
Let α ∈ L2,s00,q (Ω, φ) be a form such that α is orthogonal (in L20,q(Ω, φ)) to θj for
j ≤ k but not to θk+1. This can be obtained, for example, by regularizing θk+1
and projecting onto the orthogonal complement of the span of {θ1, . . . , θk}. Then,
for ν > 0, N0,ν;qφ α ∈ L2,s00,q (Ω, φ) ∩ Dom(φ) and satisfies (5.11). We claim that
{‖N0,ν;qφ α‖L2(Ω,φ) : 0 < ν < 1} is unbounded. If it were bounded then by (5.11) we
could find a subsequence converging (weakly) to a form u ∈ L2,s00,q (Ω, φ)∩Dom(φ)
satisfying
Qφ(u, ψ) = (α, ψ)
for all ψ ∈ Dom(Qφ). By setting ψ = α, we see that u 6= 0, and if ψ = θk+1,
the left-hand side is zero while the right-hand side is different from zero, a con-
tradiction. Thus the set {‖N0,ν;qφ α‖L2(Ω,φ)} is unbounded and we can therefore
find a subsequence {‖N0,νm;qφ α‖L2(Ω,φ)} such that limm→∞ ‖N0,νm;qφ α‖L2(Ω,φ) =∞
and νm → 0. Set wm = N
0,νm;q
φ α
‖N0,νm;qφ α‖L2(Ω,φ)
. Then wm ∈ L2,s00,q (Ω, φ) ∩ Dom(φ),
‖wm‖L2(Ω,φ) = 1, and by (5.11)
‖wm‖L2,s0(Ω,φ) ≤ cs0
(
‖α‖L2,s0(Ω,φ)
‖N0,νm;qφ α‖L2(Ω,φ)
+ 1
)
.
Thus, there is a subsequence {wmj} converging weakly to θ ∈ L2,s00,q (Ω, φ). The
compact inclusion L2,s00,q (Ω, φ) →֒ L20,q(Ω, φ) forces norm convergence of wmj to θ in
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L20,q(Ω, φ). Thus, ‖θ‖L2(Ω,φ) = 1. To see that θ ∈ H0,q(Ω, φ), we use the inequality
Qφ(wmj , wmj ) ≤ Q
0,νmj
φ (wmj , wmj )
=
1
‖N0,νmj ;qφ α‖L2(Ω,φ)
(α,wmj ) ≤
‖α‖L2(Ω,φ)
‖N0,νmj ;qφ α‖L2(Ω,φ)
.
Indeed, since {wmj} converges weakly to θ in L2,10,q(Ω, φ), we have
Qφ(θ, θ) = lim
j→∞
lim
k→∞
Qφ(wmj , wmk)
≤ lim
j→∞
lim
k→∞
Qφ(wmj , wmj )
1/2Qφ(wmk , wmk)
1/2
=
(
lim
j→∞
Qφ(wmj , wmj )
1/2
)2
= 0.
Hence θ ∈ H0,q(Ω, φ).
Finally, to prove (θ, θj) = 0 for j ≤ k, for any 0 ≤ j ≤ k we have
νm(wm, θj) = Q
νm
φ (wm, θj) =
1
‖N0,νm;qφ α‖L2(Ω,φ)
(α, θj) = 0.
This means wm is orthogonal to θk for j = 1, . . . , k and so θ is as well. Therefore,
H0,q(Ω, φ) ⊂ L2,s00,q (Ω, φ).
Step 3: Finally, we show that N qφ := N
0,0;q
φ is exactly regular on L
2,s
0,q(Ω, φ) for
0 ≤ s ≤ s0. We start this step by combining Lemma 5.1 and (5.5). In particular,
for any u ∈ Dom(∂¯) ∩Dom(∂¯∗φ) ∩H⊥(0,q)(Ω, φ)
‖u‖2L2(Ω,φ) ≤ c
(
‖∂¯u‖2L2(Ω,φ) + ‖∂¯∗φu‖2L2(Ω,φ)
)
= cQφ(u, u)
and hence
(5.12) ‖u‖2L2(Ω,φ) ≤ c
(
Qφ(u, u) + ν‖u‖2L2(Ω,φ)
)
= cQ0,νφ (u, u)
where c is independent of ν.
By the definition of Q0,νφ and N
0,ν;q
φ , we have
Qφ(N
0,ν;q
φ α, ψ) + ν(N
0,ν;q
φ α, ψ) = Q
0,ν
φ (N
0,ν;q
φ α, ψ) = (α, ψ)
for any α, ψ ∈ L20,q(Ω, φ) with ψ ∈ Dom(∂¯) ∩ Dom(∂¯∗φ). Thus, if α ⊥ H0,q(Ω, φ)
and ψ ∈ H0,q(Ω, φ), then it follows that N0,ν;qφ α ⊥ H0,q(Ω, φ) since a consequence
of the harmonicity of ψ is that Qφ(f, ψ) = 0 for any f ∈ Dom ∂¯ ∩Dom ∂¯∗φ. Thus, if
u = N0,ν;qφ α and α ⊥ H0,q(Ω, φ), then the uniformity of (5.12) (in ν > 0) implies
‖N0,ν;qφ α‖L2(Ω,φ) ≤ c‖α‖L2(Ω,φ).
Combining this uniform L2 estimate with (5.11) yields the uniform (in ν > 0)
L2,s-estimate
(5.13) ‖N0,ν;qφ α‖2L2,s(Ω,φ) ≤ cs
(
‖α‖2L2,s(Ω,φ) + ‖α‖2L2(Ω,φ)
)
≤ cs‖α‖2L2,s(Ω,φ),
for any α ∈ L2,s0,q(Ω, φ) ∩H⊥0,q(Ω).
Now we use argument of Step 1 to send ν → 0 and establish that N qφα ∈
L
2,s
0,q(Ω, φ)∩H⊥0,q(Ω, φ) and (5.13) holds for ν = 0. For α ∈ L2,s0,q(Ω, φ), we decompose
α = (I −Hqφ)α+Hqφα (recall that Hqφ is the orthogonal projection L20,q(Ω, φ) onto
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H0,q(Ω, φ)). Since α ∈ L2,s0,q(Ω, φ), it follows from Step 2 that (I−Hqφ)α ∈ L2,s0,q(Ω, φ),
and by using (5.13) for ν = 0, we may conclude that
(5.14) ‖N qφα‖2L2,s(Ω,φ) ≤ cs‖(I −Hqφ)α‖2L2,s(Ω,φ) ≤ cs‖α‖2L2,s(Ω,φ),
for all α ∈ L2,s0,q(Ω, φ). That means N qφ is exactly regular in L2,s0,q(Ω, φ), 0 ≤ s ≤
s0. 
We turn to showing that a family of closed range estimates will suffice to satisfy
the hypotheses of Theorem 5.2 for sufficiently large t.
Proposition 5.3. Let Ω ⊂ Cn be a smooth domain which admits the family of
strong closed range estimates (3.2) for some smooth function ϕ. Then for every
k ≥ 1 there exists Tk so that if t ≥ tk, then the hypotheses of Theorem 5.2 hold for
s0 = k.
Proof. Suppose that Xk is a real order k differential operator that is tangential on
∂Ω. We define the action of Xk on differential forms by locally writing each form
in a special boundary chart (see 2.2 in [22], for example) and applying Xk to the
coefficients of the form in this chart. Hence, Xk will preserve the domain of ∂¯∗tϕ.
We first note that (5.3) in [22] holds in our case: for any k ≥ 1, if Xk is a real
order k differential operator that is tangential on ∂Ω, then we have
(5.15) ‖∂¯Xkf‖2L2(Ω,tϕ) + ‖∂¯∗tϕXkf‖2L2(Ω,tϕ) + δ‖∇TXkf‖2L2(Ω,tϕ)
≤ C
(∥∥δtϕf∥∥2L2,k(Ω,tϕ) + ‖f‖2L2,k(Ω,tϕ)
)
+ Ct ‖f‖2L2(Ω,tϕ) ,
for all f ∈W 2k+10,q (Ω, tϕ)∩Dom(tϕ), where C > 0 is a constant that is independent
of f and t, and Ct > 0 is a constant that is only independent of f . If we make the
substitution f = N δtϕu, then the only difference between (5.15) and (5.3) in [22] is
the final term, which would be Ct
∥∥δtϕf∥∥2L2(Ω,tϕ) in our notation. This relies on
the estimate ‖f‖2L2(Ω,tϕ) ≤ C
∥∥δtϕf∥∥2L2(Ω,tϕ), which is true in the pseudoconvex
case studied by Straube, but not necessarily in our case. Since our domain is not
necessarily pseudoconvex, we also note that (5.15) may fail when k = 0.
If f ∈ W 2k+10,q (Ω, tϕ) ∩ Dom ∂¯∗tϕ, then Xkf ∈ Dom(∂¯∗tϕ) so that (3.2) holds.
Consequently,
(5.16) tCq‖Xkf‖2L2(Ω,tϕ) ≤
‖∂¯Xkf‖2L2(Ω,tϕ) + ‖∂¯∗tϕXkf‖2L2(Ω,tϕ) + δ‖∇TXkf‖2L2(Ω,tϕ) + Ct‖f‖2Wk−1(Ω,tϕ).
Plugging (5.15) into (5.16), we see that for any f ∈W 2k+10,q (Ω, tϕ) ∩Domtϕ
‖Xkf‖2L2(Ω,tϕ) ≤
C
t
(‖δtϕf‖2L2,k(Ω,tϕ) + ‖f‖2L2,k(Ω,tϕ))
+ Ct
(
‖f‖2Wk−1(Ω,tϕ) + ‖f‖2L2(Ω,tϕ)
)
.
As noted in the proof of (5.3) in [22], we may use Sobolev interpolation to estimate
‖f‖2Wk−1(Ω,tϕ) ≤ ε‖f‖2Wk(Ω,tϕ) + Cε‖f‖2L2(Ω,tϕ), so we have
‖Xkf‖2L2(Ω,tϕ) ≤
C
t
(‖δtϕf‖2L2,k(Ω,tϕ) + ‖f‖2L2,k(Ω,tϕ))+ Ct ‖f‖2L2(Ω,tϕ) .
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Using, for example, Lemma 2.2 in [22], we see that for forms f ∈ Dom(∂¯∗tϕ), normal
derivatives of f are controlled by ∂¯f , ∂¯∗tϕf , tangential derivatives of f , and f itself.
For higher order normal derivatives, we may use, for example, (3.42) in [22] to
reduce the order and proceed by induction on the number of normal derivatives. It
follows that for f ∈W 2k+1(Ω, tϕ) ∩Dom(∂¯∗tϕ)
‖f‖2L2,k(Ω,tϕ) ≤
C
t
(‖δtϕf‖2L2,k(Ω,tϕ) + ‖f‖2L2,k(Ω,tϕ))+ Ct ‖f‖2L2(Ω,tϕ) .
Thus, by choosing t large enough,
‖f‖2L2,k(Ω,tϕ) ≤
C
t
(‖δtϕf‖2L2,k(Ω,tϕ))+ Ct‖f‖2L2(Ω,tϕ).
While this inequality holds for forms f ∈ L2,2k+10,q (Ω, tϕ) ∩ Dom(∂¯∗tϕ) ∩ Dom(δ),
this space of forms is dense in L2,k0,q(Ω, tϕ)∩Dom(tϕ) for which δtϕf ∈ W k(Ω, tϕ).
Thus, the proof of the proposition is complete. 
Proof of Theorem 1.6. We have already proven thatN qtϕ : L
2,s
0,q(Ω, tϕ)→ L2,s0,q(Ω, tϕ)
in Theorem 5.2 and Proposition 5.3, so (i) is proven. Additionally, in Theorem
5.2 we proved that Hqtϕ is continuous on the same range of s (this requires the
Closed Graph Theorem and the fact that Hqtϕ is a closed operator). With this
in mind, estimates for ∂¯∗tϕN
q
tϕ, ∂¯N
q
tϕ, ∂¯
∗
tϕ∂¯N
q
tϕ, and ∂¯∂¯
∗
tϕN
q
tϕ will follow from the
proof of Theorem 5.1 in [22]. The key difference is that we will use the identity
tϕN
q
tϕ = I −Hqtϕ, but we have already proven estimates for Hqtϕ.
For operators such as N qtϕ∂¯, observe its adjoint (N
q
tϕ∂¯)
∗
tϕ = ∂¯
∗
tϕN
q
tϕ is a bounded
operator from L20,q(Ω, tϕ) → L20,q−1(Ω, tϕ). Consequently, since N qtϕ∂¯ agrees with
(∂¯∗tϕN
q
tϕ)
∗ on Dom(∂¯), we simply extend N qtϕ∂¯ to be the bounded operator from
L20,q−1(Ω, tϕ) → L20,q(Ω, tϕ) that agrees with (∂¯∗tϕN qtϕ)∗. When N q−1tϕ exists, this
extension satisfies N qtϕ∂¯ = ∂¯N
q−1
tϕ . Similarly, we can extend N
q
tϕ∂¯
∗
tϕ to be a well-
defined operator on the appropriate weighted L2-spaces. Note that on the space
W 10,q+1(Ω, tϕ), we have N
q
tϕ∂¯
∗
tϕ = N
q
tϕϑtϕ.
To estimate N qtϕ∂¯ and ∂¯
∗
tϕN
q
tϕ∂¯, we observe that the proof of Theorem 5.1 in
[22] concludes by proving estimates for N1tϕ∂¯ and ∂¯
∗
tϕN
1
tϕ∂¯, and this proof is easily
generalized to the q > 1 case. The same proof can be adapted to estimate N qtϕ∂¯
∗
tϕ
and ∂¯N qtϕ∂¯
∗
tϕ.

Recall the following well-known fact (cf. Theorem 3.19 in [17], see also [18]).
Lemma 5.4. Let Ω ⊂ Cn be a domain satisfying (3.2) for some 1 ≤ q ≤ n and
ϕ : Ω¯ → C a (smooth) bounded function. Then for all t ∈ R, dimCH0,q(Ω, tϕ) =
dimCH0,q(Ω).
Proof. This follows immediately from the observation that H0,q(Ω, tϕ) is the or-
thogonal complement of Range ∂¯ in ker ∂¯. Since Range ∂¯ and ker ∂¯ are independent
of the weight tϕ, the orthogonal complement of Range ∂¯ in ker ∂¯ has the same
dimension, whether measured in the weighted or unweighted spaces. 
Proof of Corollary 1.9. Let t be chosen sufficiently large so that we have estimates
for I − ∂¯∗tϕ∂¯N qtϕ in L2,m0,q (Ω, tϕ). If f ∈ L2,s0,q(Ω) is ∂¯-closed, then f ∈ L2,s0,q(Ω, tϕ)
since the spaces are equivalent on bounded domains. A ∂¯-closed approximation
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in L2,m0,q (Ω, tϕ) is produced as follows: Let f˜ be an approximation in L
2,m
0,q (Ω, tϕ).
Then f˜ − ∂¯∗tϕ∂¯N qtϕf˜ ∈ L2,m0,q (Ω, tϕ) is a ∂¯-closed approximation of f for t sufficiently
large and f˜ sufficiently close to f in L2,s0,q(Ω, tϕ). This will also be an approximation
in L2,m0,q (Ω) since the norm on this space is equivalent to the norm on L
2,m
0,q (Ω) for
fixed t when Ω is bounded.
Smooth solvability will follow from the proof of Theorem 6.1.1 in [3] (see also
[6, Section 6.8]). It suffices to note that these proofs require Sobolev regularity for
the weighted Bergman projection I − ∂¯∗tϕN qtϕ∂¯ and the weighted canonical solution
operator ∂¯∗tϕN
q
tϕ (when q˜ = q − 1) or I − ∂¯∗tϕ∂¯N qtϕ and N qtϕ∂¯∗tϕ (when q˜ = q). 
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