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EN HOMMAGEAU PROFESSEUR NORMAN LEVINSON 
En analysant de facon critique le modele aleatoire de turbulence de 
A. M. Yaglom, Mandelbrot a introduit son propre modele, qu’il appelle 
“canonique” [l-3]. On part d’un pave, qu’on divise successivement en 
c, c 2 , . . . , C” , . . . paves semblables; chaque pave de la n-i&me &tape est 
divise en c paves Cgaux de la (n + I)ieme Ctape. On donne une suite 
de variables aleatoires independantes IV, , Cquidistribuees, positives, 
d’esperance 1 et indexes par les paves P qu’on vient de considerer. 
Partant de la mesure de Lebesgue p0 sur le pave initial, on construit 
par &apes la suite des mesures p n. : pn a une densite constante sur chaque 
pave P de la nieme &tape, et la densite de pn sur P est le produit par W, 
de la densite de pfi-i sur P. La suite des mesures pm est une martingale 
vectorielle, qui converge vers une mesure aleatoire p. Dans [2, 31 sont 
indiques des r&hats et des problemes concernant la mesure p (condi- 
tions de non dCgCnCrescence; etude des moments de (1 TV (I; etude des 
boreliens portant p et de leur dimension de Hausdorff). Certaines 
conjectures de Mandelbrot ont CtC resolues par Peyriere [4] ou par 
Kahane [SJ. On se propose ici d’exposer ces r&hats sous une forme 
amelioree. Les ThCoremes 1, 2, 3 ci-dessous sont dus a J.-P. Kahane, 
le Theoreme 4 a J. Peyriltre. 
11 sera commode de prendre pour pave initial I’intervalle [0, 11. Les 
“paves” P sont alors les intervalles c-adiques 
I(jl , j2 ,..., jn) = 
[ 
% jkc-k, 5 jkc-k + c-" 
1 [ 
(n = 1, 2 ,...; j, = 0, l,..., c - 1). 
On donne un entier c 3 2, et une variable aleatoire positive d’espe- 
rance 1. On designe par W(j, , j, ,..., j,) une suite de v.a. independantes, 
de mCme distribution que W, et par pB la mesure, definie sur [0, 11, 
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dont la densite est W(j,) W(j&) *** W(j, ,j, ,...,i,) sur l’intervalle 
.r(h ,A >..Vi,). 
Posons 
Y, = II pn II = c-” C W(jA W(jl , j,) *** W(jl , j, ,..., j,). (1) 
il.i2....,i, 
C’est une martingale positive, et ,E( Y,) = 1. Elle converge p.s. vers 
une v.a. Y, telle que E( Yoc) < 1. De m&me, pour tout intervalle c-adique 
1, ~~(1) est une martingale d’espbance [ I / qui converge p.s. vers une 
limite p(1). Done pn tend p.s. vers une mesure p de masse totale Y, , 
au sens de la topologie faible. 
11 est commode d’ecrire (1) sous la forme 
C-l 
Y, = c-l C W(j) Yn-l(j). 
j=O 
(2) 
Les v.a. W(j) et Y,-l(J) sont mutuellement independantes, et les Y,-,(j) 
ont les m&me distribution que Ynel . 
Considerons enfin l’equation fonctionnelle 
C-l 
z = c-1 c w,z, ) 
j=O 
(3) 
oh les v.a. Wi et Zj sont mutuellement independantes, les Wi ayant 
mCme distribution que Wet les Zj mCme distribution que 2. L’inconnue 
dans (3) est la distribution de 2; par abus de langage, on dira que 2 est 
solution de (3). 11 est clair que Y, est solution de (3). 11 peut y avoir 
.d’autres solutions; par exemple, dans le cas W = 1, une variable de 
Cauchy est solution de (3), et’elle ne peut pas &tre du type Y, puisqu’elle 
n’est ni positive, ni sommable. 
11 sera commode d’associer a W la fonction convexe 
q(h) = log, E( Wh) - (h - l)(oh log, x = log x/log c), (4) 
qui est toujours definie pour 0 < h < 1, et peut &tre definie pour des 
valeurs h > 1. La fonction v s’annule au point 1 et eventuellement en 
un autre point, olo . La dCrivCe a gauche de v au point 1 est 
~‘(1 - 0) = E(W log, W) - 1 = -D. 
On verra le role joue par D dans la non-dCgCnCrescence de p, et dans 
la dimension des boreliens pormnt p. On verra aussi le role de a0 en 
relation avec les moments de, Y, . 
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Les illustrations les plus frappantes sont (1) le cas oh W = e+(T2/2), 
5 &ant une variable normale (c’est l’origine de la thCorie)-alors 9) est 
un polynome du second degre-, (2) le cas oh W prend seulement deux 
valeurs, dont la valeur 0-alors r+ est une fonction lineaire, et c”Y, peut 
s’interpreter comme la population au temps n dans un processus de 
naissance et de mort (chaque individu donnant naissance ?I c rejetons, 
ayant pour chance de survie P (W # 0))-. 
Toutes ces notions ont CtC introduites par Mandelbrot dans [2, 31. 
Nous allons etablir les resultats suivants. 
THBORBME 1 (condition de non-dCgCnCrescence). Les assertions sui- 
vantes sont Cquivalentes: 
(4 E(Yco) = 1, 
(B) J-vm) > 09 
(y) (3) a une solution Z telle que E(Z) = 1, 
(6) E( w log W) < log c. 
THBOR~ME 2 (condition d’existence des moments). Soit h > 1. 
On a 0 < E( Yw”) < co si et seuZement si E( Wh) < ch--l. 
THI~OR~ME 3 (cas ou Y, a des moments de tous les ordres). (1) Les 
assertions suivantes sont equivakntes: (CQ) 0 < E( Ymh) < 00 pour tout 
h > 1, (A) II WII, = ess. sup W < c et P( W = c) < l/c (inegalite’ 
stricte). (2) Si (/3J a lieu, on a 
lim log E(YmhL = log I/ WI1 
h-m hlogh ’ m* 
THBOR&ME 4 (etude de la mesure CL). On suppose E( Y, log Y,) < co. 
Pour chaque x E [0, I[, on designe par In(x) l’intervalle c-adique d’ordre n 
contenant x; sa mesure de Lebesgue est m(I,(x)) = c-“. On a p.s. 
lim log cL(‘n(x)) 
n-m log W2(In(X)) 
=D=l-E(Wlog,W) t+wesque partout. (6) 
COROLLAIRE. La mesure p est p.s. porte’e par un borelien de dimension 
D, tandis que tout borClien de dimension <D est de CL-mesure nulle. 
Avant de donner les demonstrations, voici quelques remarques. 
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La condition (6) du Theo&me 1 s’ecrit D > 0. Dans [5], on avait 
seulement Ctabli que 
D > 0 * (a) 3 (/3) * (y) => D 3 0. 
Le role de D dans l’etude de la degenerescence avait CtC devine dans 
[2, Sect. lo]. 
Le Theoreme 2 &pond a une conjecture de [2]. 11 est Ctabli dans [5]. 
La demonstration qu’on va donner est plus simple. Remarquons que 
la condition E( Wh) < ch-l s’ecrit aussi 9,(h) < 0. Si v s’annule en 
01~ > 1, c’est aussi h < 01~ .
Le ThCoreme 3 constitue un commentaire critique de [2, Proposi- 
tion lo]. 11 correspond a 01~ = 00. La demonstration donnera des 
variantes de (5). 
Le corollaire du Theo&me 4 &pond a une conjecture de [2]. 11 
am&ore [4]. 
Dtmonstration du TlztorLme 1. Visiblement (a) =X (/3) z= (7). Sup- 
posons (y), et soit 2 une solution de (3) telle que E(Z) = 1. 11 existe 
une suite de v.a. independantes W(ji , ja ,..., j,) (FZ = 1, 2 ,...; 
j, = 0, I,..., c - I), ayant m&me distribution que W, et une suite de 
v.a. Z(j i , . 2 ,..., j,) ayant mCme distribution que Z et independantes j
des W(i, , i2 ,..., i,J lorsque k < n, telles que pour tout fz 
En effet, (7) se reduit a (3) pour n = I (W(j) = Wj et Z(j) = Z,), et 
l’equation (3), appliquee a Z(j, , j, ,..., j,) s’ecrit 
Z(jl, jz ,..., in) = c-l C w(jl ,j2r..-,jla+l) Z(jl ,h ,.-,j, ,.i,+J 
I*+1 
avec les conditions requises pour les v.a. du second membre. L’espC- 
rance conditionnelle de Z par rapport a la tribu engendree par les 
W(jl ,.-, j,) (k < FZ) est Y, (defini par (1)). 11 s’ensuit que la martingale 
Y, est uniformement integrable et que Z = Y, p.s. (voir, p. ex., [6, 
V 81). Done (y) z= (a), et de plus (y) entraine 2 3 0 p.s. 
Supposons encore (y), et en consequence Z 3 0. Pour 0 < h < 1 
la fonction xh est sous-additive, done (3) donne 
e-1 
E(ChZh) < c E((WiZj)h) = cqwy E(Zh) (8) 
i=il 
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avec 0 < E(Zh) < 1. La fonction v(h) definie par (4) est done positive 
sur [0, 11, ce qui entraine ~‘(1 - 0) < 0, soit D > 0. Pour aller plus 
loin, on doit ameliorer (8). 
LEMME A. (x + Y)~ ,< x”+hy’Lpourx>y>O,O<h<l. 
Preuve. y = 1, et la formule des accroissements finis. 
LEMME B. Soit X une v.a. positive sommable, et X’ une v.a. kqui- 
distribude avec X et indkpendante de X. I1 existe un nombre ex > 0 tel que 
-qXhlX~,X> 3 4qXh) pour O<h&l. 
Preuve. Chacune des esperances &rites est une fonction continue 
de h et strictement positive sur [0, I]. 
Comme la fonction ti est sous-additive, on a a partir de (3) 
C-l 
ChZh < C WjhZjh P.S. 
j=O 
D’aprb le Lemme A, 
C-l 
done 
chZh < h WohZoh f 1 WjhZjh 
j=l 
C-l 
E(ChZh) = C E(WjhZjh) - (1 - 
j=O 
d’oh, en utilisant le Lemme B, 
- h) Wf’ohZohl w~z~>wozo)> 
E(ChZh) < cE(Wh) E(Zh) - (1 - h) EW&(Wh) E(Zh). (9) 
(9) est l’amelioration souhaitee de (8). En divisant par E(Zh) et en 
prenant les logarithmes, on a 
~(h)+log,(l- (’ ;h)E j 20 sur [0, 11 (6 = cWZ) * 
d’ou F’( 1 - 0) + (e/c log c) < 0, done D > 0. 
On a montre (a) 0 (#I) 0 (y) G- (6). On va terminer la demonstration 
en montrant que (8) entraine (fi). 
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LEMME C. 
h, <h < 1. 
(x + y)h 2 xh + yh - 2( 1 - h)(~y)~~~pou~ x > 0, y > 0, 
Preuve. Posons f(t) = elh + e-lb - (et + e-t)h et C, = sup,f(t). 
11 s’agit de montrer que ch < 2( 1 - h) quand h < I est assez voisin de 1. 
On vhrifie que f(t) a un minimum local en t = 0, tend vers 0 quand 
t+co,et 
f(t) = 2 e(l-:: r ;I:,-~)~ 
aux points t # 0 otif’(t) = 0. Or la fonction 
g(c) = ert - e--Et - r(et - e+) 
est nulle pour E = 0 et sa dCrivCe est nkgative pour E < 3-lj2 (on le 
vCrifie sur son dkveloppement de Taylor); done g(e) < 0 pour E < 3-112, 
et il en rhulte quef(t) < 2(1 - h) aux points t oh f admet un maximum 
local, lorsque 0 < 1 - h < 3-li2. Le lemme est Ctabli. 
En voici un corollaire: on a 
( 1 $x3h 1 > i X3h - 2(1 - h) 1 (XiXj)h/2 id WV 
pour Xj > 0 (j = 1, 2,..., 
induction h partir de 
c) et h, < h < 1. En effet, (10) s’obtient par 
($X3” > s,“+($Xj)b(l -h)Xfi2($X1)h/ 
- 2(1 - h) c (XlXj)“~” 
01 
qui rkulte du Lemme C et de la sous-additivid de la fonction &Is. 
Reprenons la formule (2), que nous Ccrivons provisoirement 
C-l 
Y = C-l C WjXj (11) 
3-O 
(Y, Wj , Xj &ant Ccrits pour Y, , W(j), Y,.&)). Supposons h, < h < 1. 
Appliquons le Lemme C sous la forme (10) avec x~+~ = W,X, . On 
obtient 
C-l 
chYh > C WjhXjh - 2(1 - h) 1 W~‘2Wf’2X~‘aX~‘z, 
5-O i<i 
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d’ou, en prenant les esperances, 
ChE(Yh) > cE(Wh) E(Xh) - c(c - I)(1 - h) E”(Fw”) Ez(xh/y. 
En revenant aux notations initiales, 
E(Ynh) > cl?E(Wh) E(Y;-,) - c’-“(c - l)(l - h) E2(Wh’2) E2(Y;!i). 
Compte tenu de E( Y,“) < E( Y,“-,) (inegalite des surmartingales), 
E( Y,“)( 1 - c1-?73( W”)) 3 -cl-“(c - l)( 1 - h) E2( Wh’2) E2( YipI) 
done 
E( Ynh)(Cq(h) - 1) < cl-“(c - l)(l - h) P(Y,h!$) 
et, en faisant tendre h vers 1, 
D log c < (c - 1) E2(Y;i_21). 
Or les v.a. Yi/” sont Cquiintegrables, puisque E( Y,) = 1. Comme elles 
convergent p.s. vers Y, , on a E( Yz”) = limn+-oo E( YA’“) (cf., p. ex., 
[6, 11.21]), done E(Yz2) # 0. Cela entrame (/3), ce qui termine la 
demonstration du ThCoreme 1. 
Dtmonstration du Thkortme 2. Supposons d’abord que (3) ait une 
solution positive 2 telle que 0 < E(P) < co, h don& >l. Comme la 
fonction xh est suradditive, on a 
C-l 
ChZh > c (WjZj)h 
j=o 
et l’inegalite est stricte sur un evirnement de probabilite strictement 
positive, done 
chE(Zh) > cE(Wh) E(Zh), 
soit E( Wh) < 2-l. 
Inversement, supposons E( IV) < ch-l, c’est-i-dire v(h) < 0, et soit 
k l’entier tel que k < h < k + 1. Comme la fonction tilfk+l) est SOUS- 
additive, on a, pour xi > 0 (j = 1, 2 ,..., c), 
(x1 + x2 + ... + x,)h < ,xy+1 + . . * + xy+y+l 
= Xlh + *.* + xch + c ‘yu, ..., &? ,..., X3h’(k+1); 
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dans la derniere somme, les exposants de xj ne dtpassent pas k, les 
coefficients sont positifs, et C yol, ,..,,= c = ck+l - c. 
Reprenant la formule (2) sous la forme (1 I), on obtient ici (en remar- 
quant que E( Uhltk+i)) < E(U) quand U > 0 et que n, E( Uaj) < 
E(U) ECUhI 9 uand les 01~ sont entiers 30, C aj = k + 1, et qu’au 
moins deux des aj sont differents de 0) 
done 
CtE(Yh) < cE(Wh) E(Xh) + (ck+l - c)[E(W) E(Xk)pk 
E( Y,“) < PE( W”) E( Y,“-1) + c[E( W”) E( Yn”J]“‘” 
et, compte tenu de 1’inCgalitC E( Y,“) > E( Y&-i) (sous-martingale) 
E( Y,h)( 1 - cl-!i?( Wh)) < c[E( IV) E( Yn”)]hl”. 
En faisant tendre n vers I’infini, on voit que 
E(Y,y < co * E(Y,h) < co. 
Cela Ctablit le resultat cherche quand 1 < h < 2. Supposons maintenant 
h > 2. Comme l’hypothese y(h) < 0 entralne v(Z) < 0 pour tout entier 
<h, on a aussi 
E(Ykl) < cc * E(YmZ) < co 
pour I = 2,..., k. Les implications &rites montrent que E(Y,h) < co. 
Cela termine la demonstration du Theo&me 2. 
Dtmonstration du The’ordme 3. Partie 1. D’aprb le ThCoreme 2, 
(ai) entraine E( Wh) < ch--l pour tout h > 0. Cela entrafne (/3,). Inverse- 
ment, si (pi) a lieu, la condition (6) du Theo&me 1 est satisfaite, done 
E( Ym”) > 0. De plus E(W) < ch soit y(h) < 1 pour tout h > 0. 
Comme ~(1) = 0 et que y est convexe, cela entrafne T(h) < 0 pour tout 
h > 1, c’est-a-dire E( Wh) < ch--l, ou T = 0, c’est-a-dire W = 1. Done 
E(Ywh) < co pour tout h > 0. Ainsi (c+) o (pi). 
Partie 2. (/3r) Al ors (Theo&me 1) E( Y,) = 1; d’autre part il 
existe un E > 0 tel que v(h) < log,( 1 - c) pour h > 2, soit 
E(W) < (I - c) 8-1 (h Z 2). (12) 
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ConsidCrons la formule (3), avec 2 = Y, , et soit h un entier 32. On a 
C-l 
i 1 
h 
ChZh = C WjZj 
i=O 
d’oh 
ChE(Zh) = cE(Wh) E(Zh) + c 
h! 
hl;y;-h;=h hl! 
... h,! fi E(Wh’) fi E(Zh’)’ 
3=1 j=l 
,’ (13) 
(13) avec (12) donne 
done 
EChE(Zh) < c h! 
idem h,! 1-e h,! 
JJ E( W”j) fl E(ZhJ) 
E(Z”) < ’ c h , If! h , fl E(Zhj). 
' idem 1' G' 
(14) 
LEMME D. Pour tout OL > 0, on a 
1 (h,! -.. h,!)d = o(h!)o) (h ---f CO). 
h,f...+h,=h 
hj<h-1 
Prkve immCdiate pour c = 2, et de lh par rkurrence sur c. 
Posons (CI > 0 &ant fix&) A, = SU~~~~(E(Z~)/(Z!)~+~)~~~; (14) donne 
1 Z(h,! ... h,!)n A 
- E (/+)a 
D’aprks le Lemme D, la suite A,, est bornke, done 
E(Zh) .<, Ah(h!)l+&, A = A(a) < co. 
En conskquence 
ii;;i b Wmh) ,< 1 
h-m hlogh . 
Supposons maintenant 11 W/I, = y < c. (14) donne ici 
E(Zh) G+ ($)” c h,! 11: h,! n E(Zhi)- 
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En posant B, = s~p~&E(Zr)/l!)~~~ et en observant que le nombre de 
termes dans la somme C ne depasse pas h”, on obtient 
B;,, < sup L 1 h hOBhh, Bhh) 
(0 e c 
done la suite Bh est bornbe. I1 en resulte que E(e@) .< cc pour t > 0 
assez petit. 
Posons eX(l) = E(e’=). La formule (3) s’ecrit 
L’hypothese 11 W/I, = y < c entraine I < cx(yt), done ~((c/y)~) = 
O(F) (n -+ a). Posant (c/r)” = c, on a 
x(t) = W) (t --f co). (17) 
C’est un exercice de verifier que (17) Cquivaut a l’existence d’un reel 
positif B tel que 
E(ZA) < B”(/z!)‘-(~‘? 
Or 1 - (l/K) = log, y. Done on a 
iEi ‘OgEtY”) < log y 
A+03 hlogh c . (18) 
Choisissons maintenant 1 < yi < 11 WI/, (le cas 11 Wj[, = 1 est 
evident). 11 existe E > 0 tel que E( Wh) > ~yrh. Reprenons la formule (13). 
Comme 
on a 
E(z’) 3 * inf fi E(Wj) E(Z’l) 
j=l 
2 !&ylh inf fi E(Z’j) 
j=l 
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la borne inferieure &ant prise sur tous les c-uples (h, , h, ,..., h,) tels 
que hl + h, + .a. + h, = h et supi hi < h - 1. Supposons h multiple 
de c. La borne inferieure est alors Ec(Zhlc). Done 
log E(P) > log fCZA) + log y1 + 0 ($) 
ch ’ 
par consequent 
log E(ZA) > 7$ log h + O(h), 7 = 1% -Yl (19) 
d’oti 
h log -wmA) > log ‘yl 
h-tm h logh ’ c (20) 
(15), (18) et (20) donnent bien 
lim log E(YmA) = log /I Wjl 
h+m h logh c m. 
Cela acheve la demonstration du ThCoreme 3. 
Remarquons que dans le cas 0 < P ( W = c) < l/c on a y = c 
dans (19), et il en resulte que E(elz) = co pour t > 0 assez grand. 
Dkmonstration dti ThkorBme 4. Soit G l’espace sur lequel sont definies 
les variables aleatoires W(jl ,..., j,). Considerons sur l’espace produit 
Sz x [0, l] la probabilitt Q definie par 
Q(A) = E (j 1~ 4). 
Posons X, = Xi, ,..., i, Til ,...,j,) 1,~~~ ,..., j,) . On a ah 
(avec un abus de notation evident). 
Ecrivons TV = pnvn , ici vlt est une mesure dont la restriction B chaque 
intervalle de la &me &ape est definie de facon analogue 8 CL. 
Observons que les variables c%,(l(jr ,..., in)) ont la mCme distribution 
que Y, et que, pour n fix& elles sont mutuellement indtpendantes. 
En outre, les variables v@(l(jr ,...,j,)) et W(k, ,..., k,) sont independantes 
lorsque l’intervalle I(k, ,..., k,) n’est pas strictement contenu dans 
l’intervalle I& ,...,jJ. 
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I1 est commode de considerer la fonction aleatoire 
Si u est une fonction definie sur [0, 11, constante sur les intervalles 
de la A&me &ape, on a 
/+=s, 44 m(x) T,(x) dx. (21) 
Le theoreme resulte des deux lemmes qui suivent. 
LEMME E. Si E( W log, W) < 1, alors presque szbement CL-presque 
partout (1 /T.z) log pn tend wers E( W log W) Zorsque n tend WY’S + CO. 
De’monstration. On va montrer que l’on a 
C SW& > en-l>> < 00 (22) Wl 
et que 
la serie C + [log inf(X, , en-l) - E(W log inf( W, en-l))] converge Q-PA. 
Ql (23) 
On aura alors Q-presque surement X, < e”-l B partir d’un certain 
rang et 
t;nm $ f log inf(Xj , e+l) = E(W log W), 
j=l 
d’oh le lemme. 
Commencons par Cvaluer Q({X, > em-l}). On a 
Q({-K > en-l>> = E 11 l,, ,+) dp , " I 
tenant compte de (21) et des proprietes d’independance des variables, 
on obtient 
Q({X, > en-l}) = E s ’ 1 n 1 P&> T&4 dx o (XJo)>e - } 
n (x)>en-‘)) %%&9) E(T”W dx 
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d’oh 
z1 Qwn ’ en-l}) ,< E W C 1 I n>l w>e”-‘i 1 / 
< -qW(l + log+ W)), 
ce qui prouve (22). 
Posons, pour alleger l’ecriture, X,’ = log inf(X, , en-l). Nous allons 
calculer E,(X,’ 1 X, ,..,, X,-r). Soit u une fonction borelienne bornee 
de Rn-’ dans R. On a 
I u(X1 ,-.*, -L-d Xn’ dQ 
= E I ’ u(&(x)v -0, X,-,(x)> -K’(x) P&> T,(x) dx 0 
= l E[u(X,(x) 
I >..-> JL&)> ~n&>l JWL’W -&(41 dx 0 
= E[W log inf( W, en-l)] l1 E[u(X,(x),..., X,-,(x)) p&x) T,+&)] dx. 
Ceci prouve que l’on a E,(X,’ / X, ,..., X,-,) = E[Wlog inf(W, en-l)]. 
On a aussi 
j (Xd)2 dQ = E j’ (Xn’(x))2 p”(x) Z’,(x) dx = E[W(log inf(W, en-1))2], 
0 
done 
c f 1 Kt’>2 dQ 
n>2 
= E [W 1 $ (log inf(W, e*-1))2 
n>2 
] 
< E W(log W)2 
[ c n>sup(2*l+low) n-2 +w2,n~logw v-31
< E W 
[ ( 
log+ W + (1% w2 
sup(1, log W) )I * 
Le thCor&me de convergence des martingales de carres sommables 
donne alors (23). 
LEMME F. Supposons que E( Wlog, W) < 1 et que E( Y, log Y,) < CO. 
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Alors presque szirement p-presque partout (1 /n) log vJIJx)) tend vers 
-log c. 
De’monstration. On a 
I T;l” dQ = E s ’ /L~(x)( T,(x))~‘~ dx = E( Y;“), 0 
I@ Ql f T,“2) dQ < CO. 
Par suite, &-presque surement, a partir d’un certain rang on a 
T,-l/= < n2, d’ou l&+m (l/n) log T, > 0. Jusqu’a present nous n’avons 
pas utilise la seconde hypothbe. 
Montrons maintenant que, Q-presque siirement, on a iiiii,,, (l/n) x 
log T, < 0. Soit un nombre a > 1. On a 
I3 / ‘(Ta>P) dp = -W’mliym>an) 1 
(on utilise (21)). 
Par suite 
< E(Y, log,+ Y,). 
Ceci prouve que, pour tout 01 > 1, Q-presque stirement on a 
E&+,(1/n) log T, < log OL, d’ou le rtsultat annond. Puisque l’on a 
vn(In(x)) = c-“TJx) le lemme est demontre. 
Pour demontrer le corollaire, on utilise un theoreme de Billingsley 
[7, pp. 136-1451. 
Remarque. Sous la seule hypothese, E( W log, W) < 1, on obtient 
que presque surement tout borelien de dimension <D est de p-mesure 
nulle. 
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