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I. INTRODUCCIÓN 
La difusión del ordenador como artefacto manejado por los historiadores 
económicos es patente, y queda reflejada en las sesiones que los últimos con-
gresos internacionales de Historia económica han dedicado a los métodos cuan-
titativos y en la abundante bibliografía disponible sobre estudios históricos 
realizados mediante el cálculo automático de la información cuantitativa pro-
porcionada por las fuentes históricas. En España son cada vez más frecuentes 
los artículos que denotan la huella de la informática, al tiempo que aumentan 
los historiadores que demandan unos conocimientos de estadística y programa-
ción que, lamentablemente, no reciben en sus Facultades. Por eso puede tener 
interés la recopilación de trabajos de Historia económica informatizados y su 
examen desde el punto de vista de las técnicas estadísticas utilizadas. La pre-
tensión de este balance no va más allá de ofrecer una muestra representativa 
(aunque claramente sesgada hacia las preferencias del autor, que son los si-
glos XIX y XX, en lo temporal, y los análisis dinámicos, en la perspectiva) de lo 
que se ha hecho en esa dirección en España (cuya presentación puede verse en 
la sección II) y de señalar las contingencias con que se puede encontrar el his-
toriador de la economía que se precipite a consumir los servicios informáticos 
sin el imprescindible conocimiento de las herramientas estadísticas que el orde-
nador le calcula (esos riesgos son glosados en la sección III) . Las ineludibles 
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conclusiones (sección IV) y la bibliografía que ha servido de base al trabajo 
(sección V) completan este artículo. 
II . APLICACIONES DE LA INFORMÁTICA EN LOS ESTUDIOS 
DE HISTORIA ECONÓMICA EN ESPAÑA 
Los trabajos de Historia económica española que han recurrido a la infor-
mática van a ser agrupados según cuál haya sido la técnica estadística utiliza-
da, y no según la variable económica a la que se ha aplicado el tratamiento in-
formático. Para el historiador de la economía es importante que una va-
riable represente un precio, una producción, un renglón de la balanza de pagos, 
un impuesto o un gasto público, o cualquier agregación de esas categorías 
económicas, pero al ordenador le es exactamente lo mismo: a todas ellas apli-
cará las técnicas estadísticas que le indique el programa con que se le alimente. 
Por lo tanto, los trabajos de Historia económica española que han utilizado or-
denador se comentarán en función de que hayan computado: 1) Medidas esta-
dísticas descriptivas; 2) Análisis de la regresión; 3) Series temporales, y 4) Aná-
lisis multivariante. 
El criterio de presentación adoptado no separa, como sería deseable, con-
juntos disjuntos, por el hecho de que algunas técnicas pueden caer en áreas 
distintas de la Teoría estadística. Por ejemplo, el análisis de la asociación 
entre dos, o más, variables a través del coeficiente de correlación puede consi-
derarse en el primer grupo de las medidas descriptivas, o en el segundo, co-
rrespondiente al análisis de la regresión. Otro tanto ocurre con el análisis mul-
tivariante: tiene unas partes de estadística descriptiva y otras claramente del 
análisis de la regresión. Lo mismo puede decirse del análisis de las series tem-
porales: puede catalogarse de estadística descriptiva, en una parte, y de análi-
sis de regresión, en otra; al tiempo que las series temporales pueden ser anali-
zadas univariante o multivariantemente. 
1. Estadística descriptiva 
Cuando se trabaja con muchos datos es difícil observar cuáles son sus ca-
racterísticas de conjunto. Por ello, es conveniente agrupar y resumir la infor-
mación, de forma que con pocas medidas se singularicen los prícipales rasgos 
de las variables analizadas. Normalmente, los datos en Historia económica son 
cardinales (aunque no son raros los nominales y los ordinales), por lo que de 
las medidas estadísticas de tendencia central o agrupación sólo suele uti-
lizarse la media. De las medidas de dispersión se recurre a la desviación tí-
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pica (y a veces al recorrido), y de las de asociación entre variables se emplea 
la matriz de covarianzas y de correlación (y rara vez la matriz de momentos). 
Obviamente, computar esos estadísticos (y otros como números índice simples 
o complejos, tablas de contingencia, curvas de Lorenz o índices de Gini, moda, 
mediana, cualquier tipo de cuantil, con sus distancias intercuantiles, o los coe-
ficientes de asimetría y curtosis) con el ordenador no plantea el mínimo pro-
blema. 
De los estudios que han utilizado el ordenador para obtener las medidas 
de concentración y dispersión de datos históricos se pueden citar: Grupo de 
Estudios de Historia Rural (GEHR) (1980, 1981 a, 1981 b), E. Frax (1981), 
N. Sánchez-Albornoz (1975, 1979) y N. Sánchez-Albornoz y T. Carnero 
(1981). Los trabajos de GEHR y N. Sánchez-Albornoz proporcionan, conjun-
tamente, un análisis de la evolución de los precios del trigo, cebada, vino y 
aceite entre 1856 y 1907. 
En N. Sánchez-Albornoz (1975) se analizan dos variables (el precio del 
trigo y de la cebada), en 48 provincias, durante treinta y cinco años (1856-
1890), con datos de periodicidad mensual. Si no hubiese huecos o blancos, los 
datos disponibles serían 20.160 por variable. Manejar ese volumen de infor-
mación manualmente, dentro de un plazo razonable, hubiese desbordado las 
capacidades humanas. Sin embargo, con la ayuda del ordenador, N. Sánchez-
Albornoz computó los (teóricamente) 1.680 valores de las medias anuales por 
provincias con sus respectivas desviaciones estándar, y los correspondientes coe-
ficientes de variación, los 420 valores de los promedios nacionales mensuales, 
y las medidas de dispersión asociadas, y, finalmente, los 35 promedios anuales 
y nacionales. También se calculan en ese trabajo las medidas de asociación en-
tre los precios provinciales, mensual y anualmente, a través de los coeficientes 
de correlación. 
En el caso del Grupo de Estudios de Historia Rural (1980), la recogida 
de datos de las fuentes fue ardua, ya que, para introducir en el ordenador el 
precio mensual de cada provincia, tuvieron que hallar la media de seis precios 
por semana y provincia (lo que supone unos 27 datos como media): para los 
doscientos cuatro meses del período 1891-1907 tuvieron que manejar 250.000 
datos para cada serie del trigo y la cebada. Probablemente hubiese resultado 
menos laborioso introducir directamente los datos semanales y locales en el" 
ordenador, para que éste hubiese calculado la media provincial y mensual. Ese 
proceder, además, hubiese suministrado más información y detalle al análisis 
de los precios. Con todo, la labor realizada por el ordenador para el GEHR no 
fue pequeña: hubo de procesar 9.588 datos para el trigo y otros tantos para la 
cebada. Con el cálculo de la media por provincias o regiones, los miembros del 
GEHR pueden analizar los distintos niveles del precio; con el coeficiente de 
variación pueden conocer las distintas representatividades de las medias regio-
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nales o nacional: si ese coeficiente disminuye con el tiempo, como ocurrió en 
los años que analizan, puede estar indicando que cada vez existe una mayor 
integración del mercado. 
Con todos estos datos, el Grupo de Estudios de Historia Rural y N. Sán-
chez-Albornoz practican análisis más complicados, pero serán comentados al 
tratar los análisis multivariantes y de series temporales. Sin embargo, antes de 
abandonar esas medidas tan sencillas como la media, el coeficiente de variación 
y la matriz de correlaciones, hay que decir que su estudio es muy útil para 
realizar una crítica estadística de los datos; N. Sánchez-Albornoz (1979) y 
GEHR (1981 b) han llegado, independientemente, a la conclusión de que los 
precios mensuales del vino, recogidos en la Gaceta de Madrid, no son fiables 
para obtener la media nacional, tras analizar los niveles (medias) y la disper-
sión geográfica (varianza o coeficiente de variación) y la correlación entre los 
distintos precios provinciales. Por último, en N. Sánchez-Albornoz (1979) pue-
de comprobarse la utilidad del ordenador para la confección de gráficos y cua-
dros, y las aprovechables conclusiones que pueden extraerse de una matriz de 
correlación. 
La obtención de números índice también ha sido motivo para que los his-
toriadores económicos den trabajo a los ordenadores. Sirvan de ejemplos ilus-
trativos los trabajos de Carreras (1984, 1985), Martínez Méndez (1983) y Pra-
dos de la Escosura (1982, 1985). Martínez Méndez realiza un ejercicio intere-
sante consistente en hallar el inverso del tipo de cambio de la peseta con 
respecto al franco, la libra y el dólar, entre 1900 y 1936, con valores mensua-
les; luego calcula los números índice de esos valores de la peseta con respecto 
a las tres divisas individualmente, así como un índice del valor medio ponde-
rado de la peseta frente a las tres divisas. A. Carreras (1984, 1985) ha podido 
construir gracias al ordenador unos índices de Producción Industrial y de 
Gasto Nacional Bruto para períodos dilatados (1850-1980) y con un conside-
rable número de subsectores. F. Comín (1984), por su parte, ha calculado un 
índice Divisia de la producción agrícola entre 1891 y 1981. 
En Prados (1982) puede comprobarse la utilidad del ordenador en el estu-
dio del comercio exterior: se han construido índices de importaciones, expor-
taciones, comercio total y de las relaciones reales de intercambio de España 
entre 1826 y 1913. En ese libro se pone de manifiesto cómo el ordenador 
puede ser utilizado para calcular fórmulas aritméticas de todo tipo: índices de 
concentración de importaciones y exportaciones, tanto geográfica como por 
productos; porcentajes con respecto a un total o, sencillamente, transformacio-
nes de una variable en su logaritmo, en su tasa de crecimiento, o convertir va-
lores nominales en valores reales (deflactando por el índice de precios), o cons-
truir una variable en términos per cápita (dividiendo por la población). 
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2. Análisis de la regresión 
Estimar ecuaciones de regresión manualmente es una tarea imposible, pues-
to que es preciso invertir matrices, aun cuando se trate de modelos uniecua-
cionales lineales y del método de los mínimos cuadrados ordinarios. Otros mo-
delos y métodos de ajuste estaban también vedados al cálculo manual, puesto 
que algunos son iterativos: la estimación por máxima verosimilitud, la utiliza-
ción de métodos que corrijan la autocorrelación de los residuos, o el recurso 
a los mínimos cuadrados instrumentales o generalizados. La mayor accesibili-
dad a las facilidades informáticas ha hecho que la estimación de ecuaciones 
de regresión haya proliferado en los estudios de Historia económica española 
más que ninguna otra técnica. 
El problema de la regresión puede enfocarse desde distintos ángulos. En 
primer lugar, los ajustes de ecuaciones forman parte de la estadística descrip-
tiva. Las medidas de concentración, dispersión y asociación descritas anterior-
mente sitúan el fenómeno a partir de unos valores, pero no dicen nada de su 
estructura o forma: si se trata de una sola variable temporal, es conveniente 
conocer cómo se relaciona funcionalmente con el tiempo; si se trata de dos o 
más variables, es provechoso enterarse de la manera en que se relacionan entre 
sí ajustando una función. Para ello hay que discernir la forma que tiene la fun-
ción que las relaciona (mediante el diagrama de dispersión se adopta la hipó-
tesis, discrecional, de que la función es de un determinado tipo: una recta, 
una parábola de determinado grado, o una función exponencial) y luego se cal-
culan los parámetros que la caracterizan. 
Una vez ajustada la función queda descrita la forma que adopta la asocia-
ción entre dos conjuntos de datos: en el caso de dos variables y de ajuste li-
neal, los parámetros estimados indican la ordenada en el origen y la pendiente, 
que relaciona el cambio que se produce en la variable del eje de ordenadas 
con el cambio unitario en la variable del eje de abscisas. Ese ajuste puede ser-
vir, además, para analizar el grado de la asociación existente entre las varia-
bles. Hay una cercanía entre los problemas de regresión y la correlación: con 
la regresión se obtiene la forma en que las variables se hallan relacionadas, y 
se puede analizar el comportamiento de una variable en función de la evolu-
ción de la otra; con la correlación se trata de determinar el grado de asocia-
ción existente entre dos variables, es decir, la cuantía de causas comunes que 
ambas comparten. En la regresión, se trata de ver el comportamiento de una 
variable condicionada al valor que toma otra; se define el concepto de regre-
sión como «el valor medio de una de las variables condicionado a la otra». 
Según ambas variables estén más o menos relacionadas, será mayor o me-
nor la representatividad del ajuste o de la recta de regresión; para indicar la 
representatividad de la estimación se utilizan algunas medidas de dispersión: 
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el más común es el coeficiente de determinación (R )^ (que es el coeficiente 
de correlación al cuadrado), que mide la proporción de la variación total de 
la variable dependiente explicada por la regresión. Cuando las variables estén 
incorrelacionadas, la recta de regresión no tendrá ninguna representatividad: 
el coeficiente de correlación será nulo, toda la varianza será residual, y la 
regresión no explicará nada. 
Obsérvese que si se ha estimado una recta de regresión, luego pueden es-
timarse valores de la variable dependiente a través de los valores correspon-
dientes de la independiente; en esa posibilidad se basan las técnicas de inter-
polación y de extrapolación de valores desconocidos de una variable en fun-
ción de los que adquiera otra. Más tarde se comprobará que existen técnicas 
univariantes para hacer lo mismo: se puede predecir en función de los propios 
valores previos de una sola variable. 
El análisis de la regresión puede refinarse acudiendo a la inferencia esta-
dística. Para inducir resultados generales de una muestra es preciso respaldar 
con alguna teoría o hipótesis las argumentaciones. Las dos formas generales 
de proceder en este terreno estadístico son: a) Estimación de los parámetros 
de un modelo: la Teoría económica indica, por ejemplo, que la demanda de 
dinero depende de la renta, la inflación y algunos tipos de interés de activos 
alternativos; pues bien, a partir de datos reales se pueden estimar los valores 
de los parámetros que relacionan esas variables con la demanda de dinero. 
b) Gjntraste de hipótesis: a partir de razonamientos teóricos se pueden lanzar 
hipótesis o conjeturas sobre la ocurrencia de un suceso, o sobre el valor de un 
determinado parámetro o estadístico. Por ejemplo, la teoría de la Hacienda 
sugiere que la demanda de gasto público tiene una elasticidad renta superior 
a la unidad; pues bien, la inferencia estadística propone los tests adecuados 
para la aceptación o rechazo de esa hipótesis, con un determinado nivel de sig-
nificación. 
Tratándose de modelos uniecuacionales, la teoría aconseja que, cumplién-
dose determinados supuestos sobre los residuos (media cero, varianza constan-
te, independencia entre sí y con las variables independientes, y distribución 
normal), los mejores estimadores son los minicuadráticos. El método de los 
mínimos cuadrados ordinarios ha sido, sin duda, el más utilizado por los his-
toriadores españoles (o extranjeros que han publicado en revistas españolas) 
de la economía que han recurrido al ordenador, por no decir el único. Las es-
timaciones de funciones se han generado para casi todas las finalidades esta-
dísticas que se acaban de mencionar. Como muestra, valgan los siguientes 
trabajos. Moreno Fraginals et al. (1983) han ajustado precios de esclavos 
(varones, hembras, criollos y africanos) con sus respectivas edades mediante 
un polinomio de sexto grado. Aunque en la publicación no se reproduz-
can los valores de los coeficientes, ni los estadísticos imprescindibles, pa-
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rece que la estimación se ajusta bastante bien al diagrama de dispersión. Her-
nández Andreu (1976) ha acudido al análisis de la regresión para estudiar la 
posible existencia de algún grado de correlación entre algunas variables econó-
micas españolas y sus homologas mundiales, con la finalidad de comprobar si 
la economía española se vio afectada o no por la crisis de 1929. Además, 
J. Hernández Andreu trata de explicar la evolución de algunas de ellas, colo-
cándolas como variables dependientes en un modelo de regresión múltiple, 
donde las del lado derecho de la ecuación son otras variables económicas es-
pañolas y mundiales. 
La regresión lineal ha servido para que historiadores económicos españo-
les calculen tasas de crecimiento, o crecimientos absolutos. Si se ajusta una 
recta de regresión de, pongamos por caso, la superficie cultivada o la produc-
ción de un producto agrario con respecto al tiempo, la pendiente de la recta 
estimada indicará el aumento medio anual ajustado. Ese ha sido el método 
utilizado por García Lombardero (1985) en su análisis sobre si el arancel de 
1891 ocasionó una extensión de la superficie cultivada de trigo superior a la 
de otros aprovechamientos agrarios. Si la función anterior se estima en forma 
logarítmica, la pendiente estimada proporcionará la tasa de crecimiento. A. Gar-
cía Sanz (1981) ha utilizado rectas ajustadas para calcular la tasa de crecimien-
to medio anual de las importaciones y exportaciones españolas entre 1850 y 
1914. Prados (1982) recurre al ajuste potencial para obtener tasas de creci-
miento de las variables del comercio exterior español entre 1826 y 1913. Lo 
mismo hacen González y Del Hoyo (1983) para los precios de Hamilton. 
También ha recurrido la Historia económica española a la regresión para 
generar valores desconocidos de una variable en función de los valores que 
toma otra. Por ejemplo, L. Prados (1982) ha generado una serie de población 
anual española mediante una interpolación lineal de los datos censales. Un in-
teresante análisis de extrapolación en base a la regresión es el realizado por 
P. Schwartz (1977) para estimar indirectamente el PIB de España entre 1940 
y 1960. Se extrapolaron hacia atrás los valores añadidos de los distintos sec-
tores, proporcionados por las cifras de Contabilidad Nacional del lEF para 
el decenio 1954-1964. Para ello se escogieron unos indicadores de actividad 
que representasen a cada uno de los sectores, tras ajustar regresiones de 
sus valores añadidos sobre los posibles indicadores. Una vez elegidos el in-
dicador y la curva de regresión que mejor se acoplaba a los datos de 1954 
a 1964, se utilizó el ajuste para extrapolar hacia atrás, hasta 1940. La serie 
sobre la que se estimó era muy corta para que los resultados estadísticos fue-
sen buenos; muchos tests no eran significativos. Por otro lado, estas proyec-
ciones condicionadas exigen que la estructura funcional no varíe. Esos son 
riesgos que se admiten en P. Schwartz (1977). Aplicaciones de esa utilización 
de la regresión para extrapolar pueden verse en G. Tortella (1983), para 
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estimar la renta nacional a partir de la oferta monetaria, y en GEHR (1983), 
para estimar superficies y producciones agrarias. 
El análisis de regresión a través del ordenador se ha utilizado para estimar 
los parámetros de distintas funciones, básicamente de demanda, en Historia 
económica. Se pretendía, sobre todo, medir la elasticidad de la demanda de 
determinados productos frente a variaciones de su precio o de la renta. Se 
puede citar el trabajo de P. Fraile (1985), quien, tras especificar una función 
de demanda de acero, estima los parámetros para España e Italia entre 1900 
y 1950, con el poco esperable resultado de que la elasticidad renta de la de-
manda de acero, en los treinta primeros años del siglo, fue más elevada en 
España que en Italia. Por el contrario, la elasticidad de la oferta de acero 
fue comparativamente más baja. En Prados (1982) puede encontrarse una 
estimación de una función de demanda de las exportaciones de productos 
españoles en el período 1850-1913: computando la transformación logarít-
mica, el coeficiente estimado suministra una elasticidad precio de las ex-
portaciones españolas muy baja; mientras que la elasticidad renta (mundial) 
es prácticamente la unidad. La baja elasticidad precio de las exportaciones es-
pañolas permite sugerir a Prados que la depreciación de la peseta a finales del 
siglo pasado no debió de incrementar ostensiblemente las exportaciones es-
pañolas. 
M. Lagares (1975) ha estimado un modelo de comportamiento del gasto 
público español entre 1900 y 1972: entre las variables explicativas se incluyen 
variables ficticias, lo que constituye una novedad en los análisis de regresión 
en Historia económica de España, En Comín (1985) puede encontrarse una 
estimación de la elasticidad renta del gasto del Estado entre 1901 y 1972 y, 
para solucionar algunos problemas de insuficiente bondad de ajuste o de si-
multaneidad, la aplicación de algunos métodos como el de los mínimos cua-
drados instrumentales, o de variables desfasadas. Por su parte, P. Martín 
Aceña (1984) ha estimado diversas funciones de demanda de dinero en Es-
paña entre 1900 y 1935, así como funciones de ajuste de la tasa de crecimien-
to de los precios sobre las tasas de crecimiento de la renta per cápita y la 
oferta monetaria. S. Coll (1985) ha utilizado el análisis de la regresión para 
obtener estimaciones de los parámetros de funciones de oferta y demanda de 
carbón, en base a los que luego ha determinado el coste social de la protección 
arancelaria a ese sector minero. 
Por último, el análisis de regresión se ha usado por la Historia econó-
mica española para contrastar hipótesis sobre la relación entre variables, 
sobre el valor de determinados parámetros, o los efectos de algunos acon-
tecimientos históricos. P. Martín (1983) realizó un contraste de la teoría de 
la paridad del poder adquisitivo como explicación de la evolución del tipo de 
cambio de la peseta entre 1920 y 1929; estableció la hipótesis de que la elas-
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ticidad del tipo de cambio con respecto a la relación entre precios interiores y 
exteriores es igual a la unidad, y el contraste la rechazó. R. Anes (1978 ¿) 
realizó un contraste de causalidad en la definición de Granger: cuando regre-
saba la oferta monetaria sobre las toneladas/kilómetro transportadas por ferro-
carril comprobó que los coeficientes de las variables adelantadas no eran sig-
nificativos, por lo cual no podía rechazarse la hipótesis de que el nivel de ac-
tividad fuese causa de la creación de dinero; por el contrario, cuando la 
dependiente era la variable toneladas/kilómetro transportadas, los coeficientes 
de las variables adelantadas eran significativos, lo que obligó a rechazar la hi-
pótesis de que la creación de dinero fuese causa de las fluctuaciones en el ni-
vel de actividad. 
P. Tedde (1981) ha realizado una contrastación de la ley de Wagner sobre 
la evolución del gasto público entre 1901 y 1923. M. Lagares (1975) también 
contrastó la ley de Wagner, pero para un período más amplio: 1901-1972; 
en el mismo trabajo realizó una contrastación del efecto desplazamiento de 
Peacock y Wiseman mediante el recurso a las variables ficticias. F. Comín 
(1984) ha contrastado la ley de Wagner y el efecto desplazamiento; para la 
primera se establecía la hipótesis de que la elasticidad renta de la demanda de 
gasto público es superior a la unidad; el efecto desplazamiento se contrastaba 
utilizando varios tests: el creado por Gupta, el que recurre a las variables fic-
ticias y el que se basa en la F de Chow. 
3. Series temporales 
Una serie temporal, cronológica o histórica, es una colección de observa-
ciones generadas secuencialmente en el tiempo. Se trata, pues, de una variable 
observada en diferentes momentos del tiempo. Eso hace que, normalmente, 
las observaciones sucesivas de una variable histórica no sean independientes. 
Además, el análisis de las series temporales debe tener presente el orden tem-
poral en que se presentan las observaciones. Esas características conducen a 
que los datos temporales requieran un tratamiento diferenciado, porque con 
ellos se presentan problemas sistemáticos: en las regresiones con series histó-
ricas los residuos tienden a estar correlacionados, como a veces sugiere el es-
tadístico Durbin-Watson, lo que hace que los estimadores minimocuadráticos 
dejen de ser los mejores lineales e insesgados. La otra cara de la cuestión es 
que los valores futuros de una serie temporal pueden ser predichos a partir 
de las observaciones pasadas. 
Algunos de los procedimientos del análisis de las series temporales coinci-
den con los mencionados en las secciones precedentes, pero hay otros especí-
ficos. Las técnicas utilizadas pueden ir desde las medidas estadísticas simples 
para la descripción de la tendencia y de las fluctuaciones estacionales o cícli-
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cas, a los modelos de regresión múltiple cuando se trata de explicar unas va-
riables en función de otras series temporales, y hasta el ajuste de modelos pro-
babilísticos a la serie temporal para la predicción. En el último caso, el prin-
cipal instrumento de diagnóstico es la función de autocorrelación, que ayuda 
a describir la evolución de un proceso estocástico en el tiempo, y a partir de 
la cual se pueden hacer inferepcias en el campo temporal. También puede re-
currirse al análisis en el dominio de las frecuencias, donde las inferencias se 
realizan sobre la función de densidad espectral, que describe cómo la variación 
de una serie temporal puede ser explicada por componentes cíclicos de dife-
rentes frecuencias y, por tanto, de distinto período. 
Los métodos tradicionales de la descripción de series temporales parten del 
supuesto de que pueden ser descompuestas en varios componentes: tendencia, 
movimientos cíclicos, variaciones estacionales y otras fluctuaciones irregulares. 
Lo aconsejable cuando uno se enfrenta a una serie temporal es pintar los da-
tos y obtener las medidas estadísticas simples, en primer lugar; luego puede 
recurrirse a técnicas más complejas. En el gráfico pueden verse las principa-
les características de la serie: la tendencia, los posibles movimientos cíclicos 
y estacionales, los puntos críticos y los valores alejados, o salvajes, de la va-
riable que no parecen coherentes con el resto de los datos. Asimismo, el grá-
fico de la serie mostrará la conveniencia de transformar los valores de la va-
riable observada; puede ser que la varianza de la serie aumente con la ten-
dencia, por lo que será conveniente realizar una transformación logarítmica; 
también puede resultar interesante convertir en aditivos los efectos estacio-
nales por el mismo procedimiento. 
El análisis de la tendencia depende de si se quiere estimar o sustraer para 
convertir la serie en estacionaria. Al historiador de la economía le interesa en 
primer lugar estimar la tendencia, para lo que existen diversos métodos. Uno 
de ellos consiste en ajustar una función sencilla de la variable con respecto 
al tiempo. La función ajustada proporciona una medida de la tendencia; y 
los residuos (las diferencias entre las observaciones y los valores ajustados) 
ofrecen una estimación de las fluctuaciones cíclicas. Otra forma de estimar 
la tendencia consiste en aplicar un filtro a la serie original que la convierte en 
otra. El filtro suele ser lineal, y el más común es el de las medias móviles. En 
el caso de que éstas sean ponderadas, los pesos suman la unidad, y conceden 
menor importancia a los valores a medida que se alejan del período de tiempo 
que se está estimando. Frecuentemente, la media móvil es simétrica, ya que 
se toman el mismo número de observaciones antes y después del período es-
timado. 
A veces, el historiador económico puede estar interesado en quitar la ten-
dencia a una serie temporal, para convertirla en estacionaria; condición de las 
series que pretendan ser tratadas con determinados procedimientos, como los 
402 
INFORMÁTICA, ESTADÍSTICA E HISTORIA ECONÓMICA EN ESPAÑA: UN BALANCE 
modelos ARMA (Autorregresivo y de Medias móviles). Para ello es útil hallar 
las diferencias de la serie temporal hasta que se convierta en estacionaria. Una 
vez diferenciada la serie e identificado el modelo probabilístico (a través del 
correlograma, que es un gráfico donde se representan los coeficientes de auto-
correlación frente a la distancia que separa a las observaciones), se estiman los 
parámetros, que luego se utilizan para predecir de forma univariante. 
Con los procedimientos mencionados se han analizado series temporales 
en la Historia económica española. R. Anes ( 1 9 7 8 Í Í y 1980) utilizó las des-
viaciones con respecto a la tendencia para analizar las fluctuaciones cíclicas 
del transporte por ferrocarril entre 1865 y 1935; también construyó las medias 
móviles de esos residuos con respecto a la tendencia. Esas fluctuaciones cícli-
cas le permitieron fechar el comienzo de la depresión económica de los años 
treinta en 1926-28. Estimando las desviaciones con respecto a la tendencia 
déla renta nacional, comprobó que existe un desfase de dos años con respecto 
al indicador ferroviario. J. Rodríguez (1977) intentó determinar el ciclo de 
la economía española ajustando funciones de tendencia al PIB, entre 1940 y 
1975, y calculando luego las desviaciones con respecto a la tendencia. El me-
jor ajuste que obtuvo fue un polinomio de segundo grado con respecto al 
tiempo; sus residuos le sirvieron para fijar los principales ciclos económicos en 
España entre las fechas mencionadas, aunque también se apoyó en otros indi-
cadores económicos. P. Tedde (1981) utilizó las desviaciones con respecto a la 
tendencia para analizar las características de la evolución del gasto público 
entre 1850 y 1912. 
Un ejercicio práctico de la utilización del ordenador para el análisis de se-
ries temporales, según el método de descomposición de las mismas en sus 
componentes (tendencia, movimientos cíclicos y movimientos estacionales), 
puede encontrarse en GEHR (1980 y 1981 a). En el caso del análisis de los 
precios del aceite, por ejemplo, los miembros del GEHR recurrieron al proce-
dimiento más aconsejable para estimar la tendencia, que es el de las medias 
móviles; aunque parece que utilizaron medias móviles simples y no pondera-
das. Buscando una representación todavía más lisa de la tendencia, ajustaron 
rectas y parábolas por tramos, según fuese lo más adecuado a los datos; 
de esa forma obtuvieron un gráfico sincrético del movimiento tendencial del 
precio del aceite entre 1861 y 1916. Computando las diferencias entre el 
precio efectivo y las medias móviles, despejaron los residuos, en base a los 
que estudiaron los ciclos del precio del aceite, calculando la duración de los 
mismos, y la altura o amplitud de la variación entre el máximo y el mínimo de 
cada ciclo. Por último, el Grupo de Estudios de Historia Rural estimó los 
componentes estacionales del precio del aceite de oliva; para ello utilizó un 
programa preparado, que proporciona directamente los factores estacionales. 
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Un análisis similar fue realizado por el grupo GEHR (1980) para los precios 
del trigo y la cebada. 
Los modelos ARIMA también han llegado al campo de la Historia econó-
mica en España, debido precisamente a la facilidad con que el ordenador per-
mite identificar, primero, y estimar, después, modelos probabilísticos univa-
riantes. Sin embargo, los modelos Box-Jenkins no han sido utilizados en His-
toria económica para el fin con que fueron creados: la predicción de valores 
futuros o, por qué no, pasados. Solamente conozco dos casos en los que se 
hayan estimado modelos ARIMA: N. Sánchez-Albornoz y D. Peña (1983) y 
M. J. González y J. del Hoyo (1983). 
En González y Del Hoyo (1983) se intenta confirmar la tesis de Hamil-
ton (que relaciona dos variables: llegada de metales preciosos a Sevilla y un 
índice de precios peninsular) a través de un modelo univariante: el aplicado a 
la serie de precios de Hamilton. El modelo probabilístico que les rastrea la 
función de autocorrelación es el denominado paseo aleatorio. González y Del 
Hoyo únicamente han demostrado, por lo tanto, que el valor del índice de 
precios de Hamilton en un año es igual al valor del año anterior más una 
cuantía cualquiera impredecible. Eso, sin embargo, no prueba la tesis de Ha-
milton, como ellos pretenden. Nicolás Sánchez-Albornoz y D. Peña (1983), por 
su parte, utilizan modelos ARIMA para estudiar tres series de precios del trigo 
(los de Valladolid, Zaragoza y La Coruña) entre 1857 y 1890. Las conclusiones 
del trabajo no son novedosas (que el mercado del trigo en Valladolid es un 
mercado productor, y el de La Coruña consumidor; que las series del trigo no 
evidencian estacionalidad; que el precio de Valladolid influía sobre los de Za-
ragoza y La Coruña, pero no se constata la dependencia inversa) y tampoco 
parecen derivarse directamente de los modelos probabilísticos autorregresivos 
y de medias móviles identificados a partir del correlograma. 
4. Análisis multivariante 
Los datos multivariantes consisten en observaciones de variables distintas 
para un conjunto de individuos, objetos o períodos de tiempo (en cuyo caso, 
además de ser multivariantes, los datos son temporales). El análisis multiva-
riante trata de encontrar relaciones entre las variables y entre los individuos, 
intentando simplificar o resumir las características de un amplio acervo de 
datos por medio de un reducido número de parámetros. La mayor parte de 
las técnicas específicamente multivariantes son exploratorias, en el sentido de 
que intentan generar hipótesis antes que contrastarlas. Por lo que se refiere 
a las variables, el análisis multivariante puede estar encaminado a estudiar la 
interdependencia entre las mismas; para ello se supone que las variables se 
generan en pie de igualdad. En el análisis de la dependencia multivariante, 
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por el contrario, se supone que unas variables están explicadas por otras; en 
la regresión multivariante hay más de una variable dependiente, no sólo una 
como en la regresión múltiple. El análisis multivariante también puede diri-
girse a los individuos, para ver si forman grupos o si se hallan distribuidos 
de forma más o menos dispersa o aleatoria; se trata del cluster analysis, o aná-
lisis del agrupamiento. 
La mayor parte de las técnicas que se usan en el análisis multivariante 
son idénticas a las descritas para el tratamiento de una sola variable. Es acon-
sejable comenzar el análisis multivariante calculando la media y la desviación 
estándar para cada variable, y el coeficiente de correlación para cada par de 
ellas. El análisis de la matriz de correlaciones da una idea clara de la asocia-
ción entre variables. Cuando las variables son muchas, surgen técnicas especí-
ficas del análisis multivariante, como pueden ser el Análisis de los componen-
tes principales (ACP) y el Análisis factorial (AF): ambos tratan de reemplazar 
las variables originales por un número menor de variables subyacentes. Aun-
que, con alguna forma especial de cómputo (como ocurre con el método del 
factor principal), el Análisis factorial se reduce al Análisis de los componentes 
principales, esos métodos son conceptualmente diferentes. 
Los componentes principales son combinaciones lineales (independientes 
entre sí) de las variables originales, y son obtenidos (a partir de los vectores 
característicos de la matriz de cóvarianzas muéstrales) en orden decreciente de 
importancia: el primer componente principal explica la mayor parte posible 
de la variación de los datos originales, y así sucesivamente con los restantes 
componentes. Si las variables están correlacionadas, pocos componentes expli-
carán la mayor parte de sus variaciones, ya que están indicando lo mismo; eso 
permite que muchas variables pueden ser sustituidas por pocas en cálculos 
subsiguientes, con lo que el análisis se simplifica. Si las correlaciones entre las 
variables originales son pequeñas, no vale la pena aplicar el Análisis de los 
componentes principales. Obtener los componentes principales con el ordena-
dor es sencillo, pero su interpretación es complicada. Si el ACP se utiliza úni-
camente para agrupar las variables correlacionadas, es más directo y seguro 
hacerlo mediante una inspección visual a la matriz de correlaciones, ya que la 
identificación de los componentes principales es arbitraria. La mayor utilidad 
del ACP consiste en ser un paso intermedio para la regresión múltiple: si las 
variables independientes están altamente correlacionadas, un enfoque fructí-
fero consiste en sustituirlas en la ecuación que se estima por los componentes 
principales. 
A diferencia del Análisis de los componentes principales, el Análisis fac-
torial está basado en un modelo estadístico propio, y se halla más preocupado 
en la explicación de la estructura de la covarianza que en la de las varianzas 
de las variables originales. El Análisis factorial requiere algunos supuestos: 
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por ejemplo, que hay un número determinado de factores subyacentes, y que 
cada variable observada es una función lineal de esos factores y de un re-
siduo. Los coeficientes de esas funciones lineales son los denominados pesos 
o ponderaciones factoriales. La parte de la varianza de una variable explica-
da por los factores comunes es denominada comunalidad; del resto da cuenta 
el factor específico. Los factores se suelen estimar por máxima verosimilitud, 
y no son fáciles de interpretar, por lo que se rotan para encontrar otros que 
sean más sencillos de descifrar: el método varimax intenta que las pondera-
ciones sean grandes o pequeñas, de tal manera que todas las variables tengan 
un peso alto en uno o dos factores. 
£1 Análisis factorial está de moda en Historia económica, más por influjo 
de otras ciencias sociales que de la economía. Eso hace que también esté en 
boga el Análisis de los componentes principales, ya que muchas veces son iden-
tificados. Además de que ACP y AF operan sobre variables que surgen en pie 
de igualdad, y de que ambos tratan de encontrar entidades no observables y di-
fícilmente identificables, esos procedimientos se parecen en que ambos son 
totalmente inútiles si las variables originales están muy incorrelacionadas: el 
AF porque no podrá revelar la existencia de factores comunes, y el ACP por-
que revelará componentes similares a las variables originales. 
Con todo, el AF tiene desventajas con respecto al ACP, que Chatfield y 
Collins (1980) resumen así: i) los supuestos en que se basa el AF no son 
realistas; ii) los factores no existen; iü) no es automático ni fácil elegir el 
número de factores, y su configuración (y el valor de las ponderaciones) cam-
bia completamente al hacerlo su número; iv) aun con un mismo número de 
factores, sus valores no son únicos, ya que dependen del método de rotación 
utilizado; v) no es fácil interpretar los factores estimados, y su función inver-
sa no es muy clara, por lo que hay gran dificultad en utilizarlos en análisis 
posteriores; vi) el Análisis factorial es una complicada técnica no muy útil, 
ya que normalmente no conduce a un mejor conocimiento de los datos, y cuan-
do los factores tienen una clara interpretación, las relaciones entre las varia-
bles pueden advertirse analizando la matriz de correlaciones. En definitiva, 
Chatfield y Collins desaconsejan utilizar el Análisis factorial. Por el contrario, 
son partidarios de utilizar el ACP, pero no como un fin en sí mismo (ya que 
la agrupación entre variables puede obtenerse directamente de la matriz de 
correlaciones), sino como una forma de reducir la dimensión del análisis ulte-
rior cuando hay muchas variables relacionadas entre sí. 
Esos inconvenientes del Análisis factorial se constatan en los estudios de 
Historia económica española que han utilizado el ordenador para estimar fac-
tores subyacentes. La disposición de programas preparados permite que el 
historiador obtenga, sin apenas trabajo, unas estimaciones rápidas de los fac-
tores subyacentes a una multitud de variables. La interpretación de esos fac-
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tores no arroja, la mayor parte de las veces, nada nuevo al análisis que no se 
conociese ya por la matriz de correlaciones, como reconocen, por ejemplo, 
Sánchez-Albornoz y Carnero (1981, 46). Si acaso, confirma las conclusiones 
obtenidas con aquélla, aunque con menor precisión. 
Hay estudios de Historia económica española que utilizan el Análisis facto-
rial. F. Dopico (1982) establece una regionalización agraria de Galicia en el si-
glo XIX. Cordero, Dopico y Rodríguez (1981, 13) utilizan el Análisis factorial 
para estudiar la distribución espacial del ganado en Galicia, con los datos del 
Catastro del marqués de la Ensenada; entre sus resultados destaca lo que se 
ha dicho antes: un simple mapa arroja las mismas conclusiones que el AF, 
«el primer factor, el de mayor poder explicativo desde el punto de vista de la 
variabilidad de las variables, confirma algo que se podía entrever desde el 
análisis cartográfico y las matrices de correlaciones». N. Sánchez-Albornoz 
(1974, 1975, 1977, 1979) y N. Sánchez-Albornoz y T. Carnero (1981) tam-
bién han utilizado el ordenador con la finalidad de aplicar el Análisis factorial 
a series provinciales de precios del trigo, la cebada, el vino y el aceite, para 
singularizar las regiones económicas españolas según el grado de asociación, 
mostrado por los factores estimados, entre las variaciones de los precios pro-
vinciales desde mediados a finales del siglo xix. 
Por último, hay que decir que los cálculos y argumentaciones realizados 
en base a medias, desviaciones típicas, coeficientes de autocorrelación o com-
paraciones de tendencia, movimientos cíclicos y estacionales entre distintas 
provincias o regiones realizados por N. Sánchez-Albornoz y por GEHR (co-
mentados anteriormente) también constituyen un análisis multivariante. Una 
muestra de que el Análisis factorial no cuenta con mucho predicamento entre 
los economistas se encuentra en el hecho de que no aparezca en el índice de 
los manuales de econometría más usados en la actualidad. 
IH. LOS PELIGROS DE LA INFORMÁTICA PARA LA HISTORIA 
ECONÓMICA 
Cuando desaparece una barrera de entrada, el consumo de un bien puede 
aumentar aun cuando su utilidad marginal sea negativa. Esto puede ocurrir con 
el consumo de los servicios de la informática en Historia económica, ya que la 
utilización del ordenador cuesta poco al investigador. El tiempo que hay que 
perder en programar es breve, por la existencia de programas ya preparados. 
El esfuerzo que se emplea en interpretar los resultados proporcionados por la 
máquina no es grande. Dada esta situación, hay que reconocer que es difícil 
escapar a la tentación de estimar cualquier modelo, aplicar el análisis factorial, 
o contrastar modelos ARIMA. 
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G)mo ha señalado R. Floud (1974, 4), ese uso precipitado del ordenador 
y la escasa importancia que se concede al análisis estadístico ocasionan algunas 
de las deficiencias que pueden encontrarse en los trabajos de Historia econó-
mica que han hecho uso de la informática. Los peligros del ordenador radican, 
precisamente, en que lo hace todo excesivamente fácil. Esas máquinas permi-
ten recurrir a técnicas de tratamiento de los datos muy complejas con sólo 
apretar un botón, pot así decirlo. Sin embargo, debido a que muchas veces el 
usuario no controla lo que está haciendo, la utilización de esos métodos se 
convierte en un fin por sí mismo. Sin dominar la técnica, el análisis puede es-
capar de las manos del historiador, lo que acaba manifestándose en la defec-
tuosa utilización y presentación que hace de los resultados suministrados por 
el ordenador. 
Suele ser frecuente que la información proporcionada al lector en algunos 
trabajos sobre Historia económica española sea ineficiente, tanto por exceso 
como por defecto; siendo más grave, naturalmente, esta última modalidad. 
Como no cuesta nada, el historiador suele pedir al ordenador que calcule e 
imprima la media, la desviación típica y el coeficiente de variación, y tal cual 
como salen, son presentados los datos al lector. Realmente, con la media y 
una de esas medidas de dispersión es suficiente; la otra puede obtenerse in-
mediatamente de esas dos medidas y, por tanto, su información es redundante. 
Es preferible utilizar el coeficiente de variación, para poder comparar la dis-
persión de series con distintas unidades. 
Con la presentación de los resultados de las regresiones o los ajustes sur-
gen más complicaciones. En algunos casos se presenta el gráfico del ajuste, 
pero no se reproducen ni los coeficientes estimados ni la significación de los 
mismos a través de los tests pertinentes. En otras ocasiones no se contrasta la 
bondad del ajuste, o no se menciona siquiera el método de ajuste utilizado. 
Otras veces se reproducen únicamente los estadísticos que interesan al autor, 
sin tener presente que esos valores tendrán distintos significados según sean 
los de otros parámetros que el lector se queda sin conocer. Por ejemplo, un 
coeficiente de determinación elevado indica que ambas variables evolucionan 
más o menos en común, pero sin conocer la propensión marginal nada puede 
decirse sobre la cuantía de la relación, y sin saber cuál es la relación funcional 
tampoco se puede afirmar nada sobre la manera en que ambas están conecta-
das. Cuando se estima una recta de regresión es preciso dar a conocer los pará-
metros estimados y alguna medida de su significación (su desviación estándar), 
algún estadístico que muestre la bondad del ajuste (que puede ser la suma de 
los residuos al cuadrado, la varianza residual, el R^ o el estadístico F) y algún 
test o análisis sobre los residuos del ajuste. No está de más indicar el número 
de observaciones sobre las que se ha realizado el ajuste. 
El análisis de los residuos es particularmente importante, aunque en His-
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toria económica apenas se le haya concedido importancia hasta ahora. A lo más 
que se ha llegado es a estimar el estadístico Durbin-Watson, que está destina-
do a verificar si los residuos siguen un modelo autorregresivo de orden 1. Si 
se obtenía un valor próximo a 2, no había ningún problema, ya que eso indi-
caba que no había correlación serial de primer orden y, por tanto, los mínimos 
cuadrados ordinarios eran consistentes; por el contrario, si se obtenía un valor 
de DW alejado de 2, se decía que había correlación serial, pero no se hacía 
nada por remediarla. En otras ocasiones, cuando el DW era inadecuado, los 
historiadores de la economía procedían a utilizar un método que corrigiese 
el problema, normalmente el procedimiento Cochrane-Orcutt, que es un pro-
cedimiento iterativo utilizable gracias a los ordenadores. Las estimaciones rea-
lizadas con el procedimiento Cochrane-Orcutt han sido consideradas general-
mente como buenas. Y eso no tiene por qué ser necesariamente correcto, si 
se considera que el estadístico DW puede evidenciar también otros problemas 
como la ausencia de variables significativas en la regresión o una especifica-
ción inadecuada de la relación funcional. 
El estadístico DW puede confundir si se acepta que sólo revela autoco-
rrelación de residuos; para evitar el equívoco es preciso analizar los residuos 
con vistas a localizar de dónde procede el problema. Ese análisis puede reve-
lar, según Maddala (1977), si hay valores alejados, si existen variables omiti-
das, si la relación es no lineal, si los residuos están correlacionados, si la va-
rianza de los residuos no es constante y si los residuos no están normalmente 
distribuidos. En el caso de que exista alguno de esos problemas distinto del 
ARl en los errores, la estimación por Cochrane-Orcutt no solucionará abso-
lutamente nada; más bien ocurrirá lo contrario. 
Para resolver esos otros problemas hay que recurrir a métodos como mi-
nimizar la suma de los errores absolutos, en el caso de los valores alejados; 
utilizar más variables (incluso variables sustitutas y variables ficticias), usar 
funciones no lineales y estimar transformaciones logarítmicas, o ajustar poli-
nomios de orden superior a 1, en el caso de que se hayan omitido variables 
o la forma funcional no sea la lineal; transformar la función deflactándola por 
la variable independiente, en el caso de que el problema radique en la hete-
rocedasticidad. Solamente cuando el problema estriba en la autocorrelación, 
el método Cochrane-Orcutt será el adecuado para solucionar el problema pues-
to de manifiesto por un DW inadecuado. Se dan casos, por ejemplo, en que 
se estiman parámetros con valores relativamente anormales y el historiador 
económico los acepta con resignación. Cuando, en muchas ocasiones, lo que 
ocurre es que no se ha especificado bien la función o no se ha introducido 
una variable clave para explicar la dependiente. 
Precisamente añadir variables es un recurso muy utilizado por los histo-
riadores económicos, cuando el coeficiente de determinación no es todo lo 
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elevado que se desearía. Obviamente, añadiendo más variables explicativas la 
variaiKa residual disminuye y aumenta el R^. En un gremio aquejado del «sín-
drome del R^», como diría Maddala, ese descubrimiento ha conducido a mu-
chos historiadores a ajustar ecuaciones con largas listas de variables explica-
tivas, con lo que mejora el coeficiente de determinación. Cuando uno reestima 
adecuadamente esas ecuaciones observa, en casi todos los casos, que realmente 
la mayor parte de las variables introducidas son espurias, en el sentido de que 
no ayudan a explicar mejor las variaciones de la variable dependiente; ese 
hecho q^ieda manifestado porque la introducción de las nuevas variables hace 
caer el R^ (o coeficiente de determinación ajustado por los grados de libertad), 
que es el significativo en la regresión múltiple. 
También el análisis de series temporales en Historia económica puede en-
contrarse con inconvenientes. Es frecuente, por ejemplo, que quienes se sir-
ven de las desviaciones con respecto a la tendencia para descubrir los movi-
mientos cíclicos de la economía no mencionen cómo han despejado la tenden-
cia: si a través de medias móviles, si ajustando una recta o un polinomio de 
distinto grado, o si a través de las diferencias. Lógicamente, las desviaciones 
con respecto a la tendencia dependerán, y los ciclos singularizados también, 
de qué método se haya utilizado para analizar la tendencia. 
Por otro lado, cuando se aplica un filtro a una serie se obtiene otra dis-
tinta, aunque, obviamente, relacionada con la original. Eso no es desdeñable 
porque algunas de las características de la serie primaria se pierden y otras se 
transforman. Con los movimientos cíclicos, como indica J. Rodríguez (1977), 
ocurre que los máximos y los mínimos de las desviaciones con respecto a la 
tendencia no tienen por qué coincidir con los máximos y mínimos de la serie 
original, sobre todo si las observaciones no son muchas. Por eso es recomen-
dable analizar con tiento las desviaciones de las series económicas con respecto 
a la tendencia. Está también demostrado que determinados filtros tienden a 
generar movimientos periódicos en las series transformadas, que no existían 
en la serie original. 
Parece poco convincente, por otra parte, buscar movimientos cíclicos siste-
máticos en series estacionarias sobre las que se aplican modelos ARMA. Ra-
ramente se pueden encontrar movimientos estacionales en una serie de pre-
cios transformada en estacionaria. Un método con claras ventajas para singu-
larizar ciclos económicos es el análisis espectral, pero, que yo sepa, aún no 
ha sido utilizado por los historiadores económicos de este país. 
Chatfield (1975) aconseja a quienes se enfrentan a series temporales que 
deben de estar preparados para utilizar el sentido común, y comenta que todo 
aquel que no comience pintando la serie se está creando problemas. Si algunos 
ecorromistas hubiesen procedido de esa manera, hubiesen comprobado que sus 
series originales se caracterizaban por un dominio de los componentes sistemá-
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ticos: tendencia y movimientos cíclicos y estacionales. Cuando una serie es 
de esas características, la efectividad de los ARIMA está determinada por las 
operaciones de diferenciación iniciales, y no por el subsiguiente ajuste de un 
ARMA. Para el análisis histórico de esas series parecen más adecuados los 
modelos simples que descomponen la serie original en tendencia, movimiento 
cíclico y movimiento estacional. 
Con esos antecedentes, no es de extrañar que los casos en que los modelos 
ARIMA han sido utilizados en Historia económica no se caractericen por unas 
conclusiones operativas. Esos trabajos muestran pocas cosas, y los resultados 
que obtienen proceden, normalmente, de razonamientos al margen de la téc-
nica utilizada. Con los modelos ARIMA no se pueden explicar algunos hechos; 
confirmar la tesis de Hamilton requiere poner en relación al menos dos varia-
bles, y no analizar univariantemente una de ellas. La consecuencia de la apli-
cación de un ARIMA para probar las tesis de Hamilton es nítida: una vuelta 
a la polémica de las tasas de crecimiento comparativas de la llegada de metales 
y el índice de precios. Concluir que las primeras diferencias, o las enésimas, 
de una serie, o de su logaritmo, han sido generadas por un modelo probabi-
lístico autorregresivo de orden 1, o por un paseo aleatorio, no tiene más re-
levancia histórica que la que uno quiera darle. Que los mercados del siglo xvi 
fuesen o no eficientes es una conclusión que quizá pueda derivarse de la auto-
estructura de la serie de precios de Hamilton, según la función de autocorre-
lación. Pero ésta no prueba ni refuta la teoría de Hamilton. El análisis de la 
regresión y los tests de causalidad serían técnicas más adecuadas. No resisto 
a la tentación de reproducir un párrafo de un experto refiriéndose a los mo-
delos ARIMA: «una metodología que simplemente "deja hablar a los datos" 
tiene el problema de que los datos poco pueden decir si no se les proporciona 
un lenguaje. Este lenguaje debe ser un marco teórico que permita su interpre-
tación» (Maravall, 1985, 192). 
Con respecto a las técnicas propias del análisis multivariante, también se 
han cometido pequeños despropósitos en Historia económica. Lo fundamental 
del análisis multivariante son las medias y la matriz de covarianzas muéstra-
les. Lo que ocurre es que, según Chatfield y CoUins (1980, 34), «con los pro-
gramas de ordenador preparados, ha surgido recientemente una tendencia 
deplorable en los investigadores de determinadas áreas a precipitarse en el 
uso de técnicas multivariantes complicadas, como el Análisis factorial, sin ha-
ber dedicado una mirada cuidadosa a los datos». Tanto el Análisis factorial 
como el Análisis de los componentes principales tienen carácter exploratorio 
(singularizar regiones económicas, por ejemplo). Muchos historiadores, a pe-
sar de reconocerlo así, se obstinan en buscar causas en los factores: identifi-
carlos con causas plausibles parece ser el fin principal de quienes utilizan esas 
técnicas. Pero los entendidos advierten que es peligroso buscar, o creer que 
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se ha encontrado, algún significado a los componentes o factores; su identifi-
cación es arbitraria. Estadísticos razonables opinan que el Análisis factorial no 
debería ser tomado demasiado en serio, y que no vale el tiempo necesario de 
entenderlo y aplicarlo. Si el Análisis factorial ha tenido tanta difusión ha sido 
porque «permite al investigador imponer sus ideas preconcebidas en los datos 
primarios» (Chatfield y CoUins, 1980, 89). 
IV. CONCLUSIONES 
En definitiva, la conjunción del ordenador y la estadística constituye una 
gran ayuda para la Historia económica, como se ha puesto de manifiesto an-
teriormente en el panorama de los trabajos ya realizados por esa vía en Es-
paña. No obstante, es preciso usar esas técnicas sabiendo lo que uno se trae 
entre manos; sólo así puede evitarse que el sentido común, el razonamiento 
y el dato histórico se vean avasallados por la inadecuada utilización de algunas 
técnicas estadísticas fácilmente aplicables con los ordenadores. Esa facilidad 
ha llevado a historiadores de la economía a computar complicados procedi-
mientos de análisis de series temporales univariantes y multivariantes, con 
unos resultados cuya utilidad puede ser puesta en entredicho. Como advirtiera 
hace algún tiempo P. Vilar (1969, 11), «el peligro de una técnica refinada 
estriba en la pasión exclusiva que termina sintiendo el técnico por su instru-
mento. Enseguida confunde el medio con el fin». Obviamente, los métodos 
más refinados suelen ser más atractivos, pero las técnicas descriptivas tradi-
cionales siguen siendo muy útiles. Además, las técnicas estadísticas sencillas 
tienden a crear menos problemas de interpretación y de adecuación con los 
paquetes de programas del ordenador. 
Las salidas de los ordenadores requieren, por otro lado, ser interpretadas 
de forma razonable, ya que nunca suelen ser unívocas, y deben situarse en el 
modelo explicativo adoptado. Hay que tener cuidado con la interpretación de 
los estadísticos estimados, y no atribuir capacidades explicativas que algunas 
veces no poseen. Por ejemplo, un coeficiente de determinación elevado no 
quiere decir que la variable dependiente sea explicada muy bien por la inde-
pendiente; simplemente señala que ambas variables evolucionan de forma muy 
parecida. Otro ejemplo: si dos variables son independientes su coeficiente de 
correlación es cero, pero la proposición inversa no es cierta necesariamente. 
Un último ejemplo que ya se ha mencionado: el ordenador facilita la intro-
ducción de nuevas variables explicativas en las regresiones múltiples. El coefi-
ciente de determinación mejora por el simple hecho de que hay más variables, 
pero sí se observa el coeficiente de determinación ajustado por los grados de 
libertad, se comprueba que las nuevas variables no siempre añaden precisión 
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al ajuste, sino todo lo contrario en la mayor parte de los casos en que las va-
riables del lado derecho son añadidas al albur. 
La interpretación queda, pues, en manos del historiador, y esa tarea exi-
ge un conocimiento de los resultados que ofrece el ordenador. Esas salidas 
dependerán, por otro lado, de lo que se haya pedido a la máquina: el histo-
riador de la economía debe saber qué pretende obtener del ordenador y debe 
plantearle las preguntas adecuadas. En muchos casos no vale con introducir 
los datos y aplicar un programa estándar. Todo ello exige partir de una teoría 
económica e histórica y verificar si es refutada por los datos, tratados con los 
programas disponibles o construidos ad hoc. Los cálculos y estimaciones reali-
zados automáticamente incitarán al historiador a mantener o rechazar su teo-
ría, pero ésta es una decisión comprometida que el ordenador todavía 
no puede tomar. Las dos fases fundamentales del proceso de investigación de 
la Historia económica no pueden ser solventadas por la informática, cuya uti-
lidad es, por ahora, instrumental, lo que ya es bastante. Sin los medios pro-
porcionados por la informática sería imposible o excesivamente costoso, en tér-
minos de tiempo y trabajo, plantear la contrastación de algunas teorías o rea-
lizar los cálculos que pueden servir de base para edificar interpretaciones 
económicas con datos históricos numerosos y abultados. 
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