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Introduction
It is well known that sharp geometric inequalities such as Sobolev inequalities, Hardy-LittlewoodSobolev inequalities, Moser-Trudinger inequalities, Adams inequalities, etc. and their extremals play an important role in the study of partial differential equations and geometric analysis. Proofs of such sharp inequalities often require rearrangement argument to reduce the problems under consideration to the radial case.
Our main purpose in this paper is to develop a new approach to prove a general version of Adams type inequality. The method developed here does not use the rearrangement argument and therefore applies to settings where symmetrization is not available. Indeed, as our first main result in this paper, we will prove the following singular Adams type inequality in the high order Sobolev spaces Consequently, in the special case: n = 2m and m is an arbitrary positive integer, using our Theorem 1.1, we can prove the following stronger result which is another main theorem of this paper. Namely, we 
Furthermore this inequality is sharp, i.e., if
then the supremum is infinite.
We are ready to make some comments about the Moser-Trudinger and Adams type inequalities. The Moser-Trudinger inequalities and Adams inequalities can be considered as the border-line case of the Sobolev embedding theorems. Indeed, when Ω ⊂ R n , n 2 is a bounded domain, we have by the Sobolev embedding theorems that W
In this case, it was proposed independently by Yudovič [57] , Pohožaev [46] and Trudinger [54] 
is the Orlicz space associated with the Young function ϕ n (t) = exp(β n |t| n/(n−1) ) − 1 for some positive β n . In order to study the prescribed Gauss curvature problem on two-dimensional sphere, J. Moser explored more in this direction and further found the largest positive real number β n . In fact, in his 1971 paper [45] 
)β n , then the above inequality can no longer hold with some C 0 independent of u. There are also other improved Moser-Trudinger inequalities on the unit disk in R 2 , which was recently proved and studied in [4, 44] :
and in [55] : there exists a constant C 0 > 0 such that
where 
when m is even. (Ω) as a closed subspace. The Adams inequality was also extended to compact Riemannian manifolds without boundary by Fontana [21] and to measure spaces by Fontana and Morpurgo [22] . Moreover, the sharp singular Adams inequalities were proved by authors in [29] . We also mention whether Adams inequality has an extremal function is still open except for the case n = 2m = 4 and Ω ⊂ R 4 is a smooth oriented bounded domain that is studied by Lu and Yang in [42] and on compact Riemannian manifolds without boundary of dimension four by Y.X. Li and Ndiaye [37] .
It can be noted that when Ω has infinite volume, both the Moser-Trudinger inequalities and Adams inequalities become meaningless. Nevertheless, the following singular Moser-Trudinger inequality on the entire Euclidean space has been established by a number of authors: sup
The above Moser-Trudinger type inequality on unbounded domains when α = 0 was investigated by B. Ruf [47] in dimension two and Y.X. Li and Ruf [38] in general dimension. It has been recently generalized to the singular case 0 α < n in the paper of Adimurthi and Yang [5] . The existence and non-existence of extremal functions for such inequalities on unbounded domains were investigated by Ruf [47] , Li and Ruf [38] and Ishiwata [25] . We also refer to the recent survey article of the authors [31] for more details about the sharp Moser-Trudinger inequalities and their applications to nonlinear partial differential equations of nonlinear terms of exponential growth.
There are also attempts to extend the Moser-Trudinger inequality to unbounded domains while only restricting the norm R n |∇u| n dx instead of u 1,τ , namely, by D. Cao [9] in dimension two
and by Adachi and Tanaka [1] in high dimension. Interestingly enough, the Moser-Trudinger type inequality can only be established for the subcritical case. Indeed, a non-optimal version was proved by D. Cao [9] in dimension two and do Ó [18] in high dimension. Adachi and Tanaka in [1] have sharpened and proved the following optimal version: there is a uniform constant C depending only on the dimension n such that for any u satisfying R 2 |∇u| n dx 1 we have
Moreover, their results are actually sharp in the sense that no such uniform constant C exists when β β n .
More recently, Ibrahim, Masmoudi and Nakanishi [24] strengthened the results in [9, 1, 47] in dimension two and proved in R 2 that there exists some uniform constant C > 0 such that for any
Moreover, they showed that the power 2 in the denominator cannot be replaced with any p < 2.
Let us now outline the existing proof of sharp Moser-Trudinger type inequalities in the entire Euclidean space R n , namely Theorem C:
Step 1: Using standard symmetrization arguments, we can reduce the problem to radial case.
Step 2: We now break the integral into two parts:
where B R 0 is a ball centered at the origin and with radius R 0 and R 0 can be chosen sufficiently large such that the second term R n \B R 0 φ(β|u| n n−1 ) |x| α dx can be handled easily by Radial Lemmas. With the integral on the finite volume ball B R 0 , we will use the Moser-Trudinger inequality on the finite domain (Theorem A) and symmetrization. Our concern here is that u is not in the Sobolev space W 1,n 0 (B R 0 ) and thus, we need to modify our function in order to use the classical Moser-Trudinger inequality. In fact, if we set
Theorem A. Indeed, thanks to the perturbation term τ R n |u| n dx in the norm we choose, we now are able to use the Moser-Trudinger inequality on finite domains to estimate the first integral. It can be noted that symmetrization argument plays an important role in this approach.
As 
u m,n . To do this, they followed main steps similar to those of Adams. Namely, using the Bessel potentials instead of Riesz potentials, they apply O'Neil's result on the rearrangement of convolution functions and use techniques of symmetric decreasing rearrangements. However, with this approach, the critical case β = β(n, m) cannot be established. Recently, Ruf and Sani studied the Adams type inequality for higher derivatives of even orders when Ω has infinite volume in this critical case. Indeed, they proved the following Adams type inequality (see [48] ):
Theorem D. Let m be an even integer less than n. There exists a constant C m,n > 0 such that for any domain
This inequality is sharp in the sense that if we replace β 0 (n, m) by any β > β 0 (n, m), then the supremum is infinite.
The method of Ruf and Sani in [48] to prove Theorem D is similar to the way we prove the first order Moser-Trudinger type inequalities in the whole space as we just outlined above. Namely, they also break the whole space into a ball and its exterior. Hence, again, radial function plays a crucial role in this approach. However, it is well known that symmetrization does not hold in general for the higher order operators. To overcome this difficulty, they carry out the following steps:
Step 1: They must establish a comparison principle for the polyharmonic operator. More precisely, they prove that if u is a weak solution of
where f ∈ L 2n n+2 (B R ) and v is a weak solution of In order to do this, they use an induction argument and apply some comparison principles of the second order elliptic equation in [50] and [53] . Therefore, they can reduce the problem to the radial case.
Step 2: This step is very similar to the way as the one we did in Theorem C for the MoserTrudinger inequality. Indeed, since they just need to deal with the radial function, they also split R [48] . However, it can be noted that the argument in Step 1 just holds for the case when m is an even number in [48] . Thus, the work of Ruf and Sani raised a good open question: Does Theorem D hold when m is odd? In fact, the authors of the current paper answered and extended partly this question in our recent papers [28, 29] . More precisely, we proved that: 
Theorem E. Let m be an odd integer less than n: m
. Moreover, β(n, m) is sharp in the sense that if β > β α,n,m , the supremum is infinite.
In order to prove Theorems E and F, we used the same techniques as of Ruf and Sani. Namely, we also established the comparison principle for the polyharmonic operator
and get that for every r ∈ (0, R) we have To prove Theorem F, again we used the comparison principle to reduce our problem to radial case. Then using the ideas of Adams, we can set up a singular Adams inequality for bounded domains. Finally, following the ideas in proving Moser-Trudinger type inequalities, we split the whole space to the interior and the exterior of a ball and thanks to Radial Lemmas, we can derive our Theorem F. These have been carried out in [29] . However, this method only works when m is even. Again, this motivates us to develop a new method to establish Theorem F for arbitrary integer m.
It can be noted that when m is even, our main result Theorem 1.1 recovers Theorem F. Moreover, Theorem 1.1 is still available in the case that m is odd. It is also very interesting to note that when α = 0, our best constant β 0 (n, m) is different than the best constant β(n, m) in Theorem E. This marks a substantial difference in sharp constants for the Adams inequality when we use a different norm here. Now, let us describe our method in the proof of Theorem 1.1. First, using an idea of Adams [2] , we write our functions in terms of the Bessel potentials and then apply O'Neil's result on the rearrangement of convolution functions to set up the following singular Adams type inequality for arbitrary bounded domain: Theorem 1.4. Let m be an integer less than n, τ > 0, 0 α < n. There holds
Moreover, the constant β α,n,m is sharp in the sense that if we replace β α,n,m by any β > β α,n,m , then the supremum is infinity.
With the help of Theorem 1.4, we will find a "good" way to split our domain: instead of breaking the whole Euclidean space into the interior and exterior of a ball, we will divide the whole space into 2 domains: a domain on which our function is small enough and the remainder. One important observation is that the volume of this remainder must be finite. Thus, we can use the result of Theorem 1.4. It is crucial that our approach does not require us to reduce to the radial case. Therefore, we do not rely on the symmetrization argument which is indeed not available on the high order Sobolev spaces. Our approach can be applied to other non-Euclidean settings where the symmetrization does not hold (see for example on the Heisenberg group, [30] ).
Next, using this new method, we can prove a strengthened version of sharp Adams inequality in the second order Sobolev spaces W 2) , then the supremum is infinite.
We should note that our Theorem 1.5 does not require the restriction on the full standard norm and hence, our Theorem 1.5 extends the results in [29, 56] . Indeed, the results there are for the special case n = 4 and they require that the full standard norm R 4 (| u|
2 ) dx is less than 1.
Next, using the same approach, we will provide a different and much simpler proof of Theorem C than the one given in [5] . Especially, our method here can be used to prove Theorem C for other settings. See [30] .
Finally, as our last result in this paper, we will set up some Adams type inequalities on Sobolev 
N is the homogeneous norm on G,
The proof of Theorem G on the Carnot group is identical to the proof of Theorem 1.6 in [30] . We note the Moser-Trudinger inequality on domains of finite measure in the Carnot group was given in [6] which extends the results on the Heisenberg group and groups of Heisenberg type in [14, 16] . For analysis on Carnot (stratified) groups, we refer to [20] .
Recently, the authors of this paper and Tang can set up in [33] an improved version of MoserTrudinger and Adams type in the whole Euclidean spaces in the sense of Lions on bounded domains [40, 41] . Just name one of the main results proved in [33] , we have the following sharpened MoserTrudinger and Adams inequalities: Moreover, many versions of the sharp affine Moser-Trudinger inequalities are also studied there. See [33] for more details.
We organize this paper as follows: In Section 2, we provide some preliminaries. Theorem 1.4 will be proved in Section 3 and will be used to prove our main results (Theorems 1.1, 1.2, 1.3) in Section 4. The proof of Theorem 1.5 and another proof of Theorem C will be provided in Section 5. Finally, the Adams type inequalities for fractional Sobolev spaces (Theorems 1.6, 1.7) will be studied in Section 6.
Preliminaries
In this section, we provide some preliminaries. For u ∈ W m, n m (R n ), we will denote by ∇ j u, j ∈ {1, 2, . . . ,m}, the j-th order gradient of u, namely (Ω) as a closed subspace.
We notice that L 1,α is the Bessel potential. Now, using the method of Fourier transform, we can prove the following lemma (see [23, 49] ):
In fact, the properties of the potential L τ ,α are pretty much the same with the properties of the Bessel potential. Also, noticing that from the following identity (see [23, 49] ):
we have that
. 
The decreasing rearrangement of u is defined by
and the spherically symmetric decreasing rearrangement of u by
We have that u # is the unique nonnegative integrable function which is radially symmetric, nonincreasing and has the same distribution function as |u|.
We now recall here following result that is a modified version of the key lemma used to prove the Adams inequality in [2] . The proof of this lemma can be carried out with a slight modification of that in [2] and can be found in [29] .
3. Proof of Theorem 1.4
The main purpose of this section is to establish the sharp local singular Adams inequality on domains Ω in R n of finite measure. We take a perspective that any function in the high order Sobolev
can be represented as a Bessel potential. Thus, we can fully use the tools from harmonic analysis and the kernel properties of the polyharmonic operators (τ I − ) m 2 . As a result, we will avoid using the deep comparison principle of Talenti [50] and Trombetti and Vázquez [53] to establish the Adams inequality on finite domains by as done in [48] and [29, 30] .
Once we have established this sharp local Adams inequality, then we can adapt the splitting method we will develop in this paper to derive a global sharp Adams inequality from a local one.
Proof of Theorem 1.4. Since
By O'Neil's lemma, we have for all t > 0:
Next, we change the variables
After some calculation, the Hardy-Littlewood inequality and the fact that with h(
where
Using Lemma 2.1, it is easy to check that
We notice that the second inequality comes from (2.1). Thus, Theorem 1.4 is just a consequence of Lemma 2.3 with
To prove that the constant β α,n,m is sharp, we use the approach as in [2] . We set
Again, this follows from the inequality (2.1). 2
Proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3
In this section, we will develop a new approach to prove the sharp Adams inequality in high order Sobolev spaces W m, n m (R n ) for arbitrary integer order m. The main novelty is to carry out an argument to derive the global sharp Adams inequality in the entire space R n from the local one on domains of finite measure. This method will allow us to avoid using the symmetrization which is not available in the high order Sobolev spaces W m, n m (R n ). In [48] , the authors use the Talenti [50] and TrombettiVázquez [53] comparison principle for the polyharmonic operators (I − ) m 2 to reduce the functions to radial ones (see also [26] ). Then they use rather involved construction of auxiliary radial functions to conclude the sharp Adams inequality in W m, n m (R n ) when m is even. In [29, 30] , we extend the ideas of [48] 
We have
Hence, by Theorem 1.4, we get
for some universal constant C > 0. Now, noting that on the domain R n \ Ω(u), we have |u(x)| < 1. Thus
for some universal constants C 1 and C 2 .
When β > β α,n,m , α = 0 and τ = 1, using Bessel potential, Kozono, Sato and Wadade in [27] showed that the supremum is infinite. Moreover, when m is even, Ruf and Sani can exhibit a sequence of test functions that made the integral arbitrarily large. See Proposition 6.2 in [48] . In our case, we can use the similar method as in [27] . Indeed, using L τ ,m,p instead of Bessel potential as in the proof of Theorem 1. 
Then, we have that Ω(u) is a bounded domain with
Ω(u)
and A(u) < 1.
Now, we write
We will prove that both I 1 and I 2 are bounded by a constant C = C (α, τ , n).
Indeed, from (5.2), it is easy to see that
Now, to estimate I 1 , we first notice that if we set
where we did use Young's inequality and the following elementary inequality:
Moreover, we have
Here, we used the inequality
From (5.3) and (5.4), using the Adams inequality for the Sobolev space with homogeneous Navier
N (Ω(u)) (see [51] ) and (5.1), we get
The proof now is completed. 2
We end up this section with an alternative proof of the singular Moser-Trudinger inequality in the entire Euclidean space R n . This proof is much simpler than all the existing proofs in the literature and is without using the symmetrization of functions.
A new and simpler proof of Theorem C. It suffices to prove that for any α, τ satisfying 0 α < n and
We fix some notations here:
Moreover, since
Indeed, from (5.6), we see
. Moreover, using a similar argument in proving Theorem 1.5, we have in Ω(u):
We also have that w ∈ W 1,n 0 (Ω) and |u| n |w| n + C (n). The proof is then completed. 2
Sharp Adams inequalities for fractional order Sobolev spaces
In this section, we will give proofs of Theorems To show the sharpness of β 0 (n, γ ), we proceed as in [2, 28, 27, 48] . Indeed, we just need to use the L τ ,γ potential instead of Bessel potential and the result follows by (2.1).
Proof of Theorem 1.7
We The sharpness of the constant β 0 (n, γ ) can be verified by the process similar to that in the proof of Theorem 1.6.
