Let Ω be an open subset of R n . Let L 2 = L 2 (Ω, dx) and H 1 0 = H 1 0 (Ω) be the standard Lebesgue and Sobolev spaces of complex-valued functions. The aim of this paper is to study the group G of invertible operators on H 1 0 which preserve the L 2 -inner product. When Ω is bounded and ∂Ω is smooth, this group acts as the intertwiner of the H 1 0 solutions of the non-homogeneous Helmholtz equation u − ∆u = f , u| ∂Ω = 0. We show that G is a real Banach-Lie group, whose Lie algebra is (i times) the space of symmetrizable operators. We discuss the spectrum of operators belonging to G by means of examples. In particular, we give an example of an operator in G whose spectrum is not contained in the unit circle. We also study the one parameter subgroups of G. Curves of minimal length in G are considered. We introduce the subgroups
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Introduction
Let Ω ⊂ R n be an open subset. Denote by L 2 = L 2 (Ω, dx) the Lebesgue space of squareintegrable functions endowed with its usual inner product · , · . Let H 1 0 = H 1 0 (Ω) be the closure in the Sobolev norm of the C ∞ functions with compact support contained in Ω. In this paper, we study the group G of invertible operators on H 1 0 that preserve the L 2 -inner product: G = { G ∈ Gl(H 1 0 ) : Gf, Gg = f, g }. In the case where Ω = R n , the group G was introduced in [5] in relation with the geometry of the variational spaces arising in the many-particle Hartree-Fock theory. One could give an abstract definition of G, involving a complex Hilbert space H and a dense and continuously included subspace E ⊂ H with their respective (non equivalent) inner products. However, we preferred this concrete setting given by the inclusion H From the definition of the group G, it is clear that the theory of operators on spaces with two norms will play a central role in the study of this group. This theory was independently initiated by M. G. Krein [10] and P. D. Lax [14] . In Section 2 we recall the most useful results for our purposes.
Our first results on the structure of G are given in Section 3. We prove that G is a real Banach-Lie group equipped with norm of the algebra of bounded operators B(H 1 0 ), and its Lie algebra Γ can be identified with the real Banach space of operators X ∈ B(H 1 0 ) such that Xf, g = − f, Xg for any f, g ∈ H 1 0 . Thus i Γ is a well studied class of operators that naturally arises when one deals with spaces with two norms, which is usually known as the class of symmetrizable operators. An alternative description of G is given by G = {G ∈ Gl(H . In fact, when Ω is a bounded domain in R n and ∂Ω is smooth, the operator A is the solution operator of the Sturm-Liouville equation. On the other hand, note that any operator belonging to G may be extended to an unitary operator on L 2 . This extension procedure induces a norm continuous representation of the group onto L 2 , which does not have a continuous inverse.
In Section 4 we examine by examples different elementary aspects of G. For instance, we show that the norm of an operator in G can be arbitrarily large. In the general setting of operators on spaces with two norms, it is known that there exist symmetrizable operators with non real spectrum. Nevertheless, the few examples of this fact do not apply to our concrete situation (see [4, 6, 10] ). We present an example of a symmetrizable operator belonging to iΓ with non real spectrum (Example 4.4). In particular, this implies that the spectrum of operators in G may not be contained in the unit circle. Another interesting problem is to determine if G is an exponential group. It turns out that this property depends on the topology of the set Ω (see Proposition 4.8; Example 4.9).
In Section 5 we investigate the one parameter subgroups of G. We construct a norm continuous unitary representation
Then we study the infinitesimal generators associated with this representation.
The results concerning the metric geometry of G are presented in Section 6. A natural invariant Finsler metric in G is provided by the usual operator norm of B(L 2 ). If one measures length of curves with this metric, G behaves like a unitary group near the identity. Indeed, any operator G in G such that G − I ≤ 1 can be joined by a minimal curve of the form δ(t) = e itX , where X is a symmetrizable operator and · stands for the operator norm in B(H 1 0 ). Next we consider the following subgroups:
. Essentially due to the fact that the logarithm of operators in G p is well defined, we are able to extend the aforementioned minimality result to a global result in G p , where the Finsler metric is now the p-norm of the Schatten ideal B p (L 2 ) (see Theorem 6.3).
Notation 1.1. We end this introduction by fixing some notation. The Sobolev space H 1 0 is a Hilbert space with the inner product given by
To avoid confusion among the several norms considered, we denote by 
Background on operators on spaces with two norms
Let H be a Hilbert space with an inner product · , · and the associated norm · . Let (E, | · | E ) be a Banach space. Assume that E is a dense linear subspace of H and suppose that the norms satisfy · ≤ C| · | E for some positive constant C. Throughout this article, we are interesting in the special case where E = H 1 0 and H = L 2 . Let B(E) (resp. B(H)) denote the algebra of bounded operators on E (resp. H). An operator X in B(E) is said to be symmetrizable if
Given an operator X ∈ B(E), we denote by σ E (X) the spectrum of X over E. We use the obvious notation σ H (X) for the spectrum of X over H. In the following theorem we collect the basics results on symmetrizable operators. Theorem 2.1 (M. G. Krein [10] , P. D. Lax [14] ). Let X be a symmetrizable operator. The following assertions hold: i) X is bounded as an operator on H.
iii) If λ belongs to the point spectrum of X as an operator on E, then λ belongs to the point spectrum of X as an operator on H. Moreover, the eigenspace ker(X − λ) over E and H is the same.
iv) If X is a compact operator on E, then X is a compact operator on H.
Remark 2.2. It is not difficult to see that the two possible norms of a symmetrizable operator X satisfy X B(H) ≤ X B(E) .
A more general approach to study operators on spaces with two norms can be found in [8] .
Since any f ∈ H determines a continuous functional · , f of the space E * , it follows that
+ denotes the restriction of X ′ to E. It can be shown that X + is the restriction to E of the adjoint on H.
Theorem 2.3 (I. C. Gohberg, M. K. Zambickiǐ [8] ). Let X be a proper operator. The following assertions hold: i) X is bounded as an operator on H.
, where the bar indicates complex conjugation.
iii) If X is a compact operator on E, then X is a compact operator on H. Moreover, σ H (X) = σ E (X) and the eigenspaces of X in E and H corresponding to the non zero eigenvalues coincide.
If E is also a Hilbert space with an inner product denoted by [ · , · ], it follows that there is a positive operator A on E such that [Af, g] = f, g . Thus X is symmetrizable if and only if AX = X * A, where the adjoint is taken with respect to E. The following result will be useful.
Theorem 2.4 (J. Dieudonné [6] ). Let A be a positive operator on a Hilbert space E. Let X be a bounded operator on E such AX = X * A. Then there is a unique self-adjoint operator
Basic facts on G
From the definition of the group, it follows that any operator in G extends to an isometry of L 2 , which has a dense subset in its range, namely H 1 0 . Then, operators belonging to G extend to unitary operators onto L 2 . Thus one can describe G alternatively as 
Therefore, a straightforward computation shows that
From this characterization it becomes apparent that G is a closed subgroup of Gl(H 1 0 ). We shall see in Section 3.1 that it is a Banach-Lie group, and a submanifold of B(
i.e. if X is antihermitic for the L 2 -inner product. Therefore one has the following spatial characterization of Γ: In order to understand G, it will be useful to provide some examples of elements in G. As is standard notation, if f, g ∈ H 1 0 , denote by f ⊗ g the rank one operator in B(
Examples 3.1.
1. A straightforward verification shows that a unitary operator U on H 
Note that f ⊗ Af extends to an orthogonal projection on L 2 , if ⊗ Af ∈ Γ and
By the above remarks, f ⊗ Af is an orthogonal projection on H Note that E(f ) = k j=i f, f j f j , i.e. E is the L 2 orthogonal projection onto S. Then T = ker(E). Let U 0 be an operator in B(S), which is isometric for the L 2 -norm | · | 2 , and put G :
The former two examples consist of operators which are of the form 1 + compact (in fact finite rank). Let us show two examples which are not of this form: multiplication and composition operators.
Let H
1,∞ (Ω) be the space of complex-valued functions in L ∞ (Ω) such that their first partial derivatives in the distributional sense also belong to L ∞ (Ω). Pick θ ∈ H 1,∞ (Ω) satisfying |θ(x)| = 1, and consider M θ defined by
Then, M θ is a linear operator which acts both in L 2 and H 1 0 . It is a unitary operator in L 2 , and preserves
5. Let ψ : Ω → Ω be a volume-preserving C 1 diffeomorphism such that the partial derivatives ψ xj and (ψ −1 ) xj , j = 1, . . . , n, are bounded on Ω. It is not difficult to show that the operator U ψ : 
where we have used that |det(Dψ −1 )| ≡ 1. This shows that U ψ ∈ G.
Smooth structure
Now we prove the preceding statement about the Lie algebra of G.
Proof. In order to prove this assertion it suffices to show that
tY ∈ G for all t, we may differentiate the identity e
The following assertions hold:
i) Let L be a half-line in the complex plane, from 0 to infinity. If
Proof. i) We first note that one can consider e iθ G in place of G, where θ is a suitable angle, to reduce the proof to the case where L is the negative real axis. Thus we will assume that L is the negative real axis.
, then it is possible to find a simple closed curve γ, which does not intersect L and contains
follows that there is a well defined branch of the logarithm, and X = log(G) can be defined using the Riesz functional calculus. If γ is counterclockwise oriented, then
Hence X ∈ Γ, and the proof is complete.
)). Then the result can be deduced from i).
This lemma allows us to exhibit local charts for G, modeled on Γ: 
Proof. Let us consider the open subsets
is a real analytic bijection (see [19, Lemma 2.11] ). According to Lemma 3.3 i), it follows that exp(U ∩ G) = W ∩ Γ. Then a standard translation procedure can be used to cover G. The smoothness of the group operations follows from that of the group operations in Gl(H 1 0 ). Remark 3.5. In the case where Ω = R n , it was shown in [5] that G is an algebraic subgroup of Gl(H 1 0 ). Hence the Banach-Lie structure of G followed from a general result on algebraic subgroups (see [9, Theorem 1] ). It is noteworthy that G is an algebraic subgroup of Gl(H 1 0 ) for any open set Ω, and thus by the same result on algebraic subgroups, we have another proof of the smooth structure of G.
The relationship with the equation u − ∆u = h
In this section we assume that Ω is bounded and ∂Ω is smooth. Let f, g : Ω → C be C ∞ functions with compact support contained in Ω. Note that these functions can be smoothly extended to R n by setting to be zero on the complement of Ω. Then,
and by Green's formula,
Since this holds for any smooth function f , it follows that A(g − ∆g) = g. Thus, if we denote by h = g − ∆g, then Ah = g. In other words, if g is the unique solution of the non-homogeneous Helmholtz equation
then Ah = g. If h ∈ H 1 0 , then Ah = u h is the weak solution of (2). That is, 1 − ∆ is the unbounded right inverse of A in H 2 0 , or equivalently, A is the solution operator of equation (2) . These facts are certainly well known (see e.g. [18] ). Moreover, if Ω is bounded and ∂Ω is smooth, then A is compact. If G ∈ G, the equality G * AG = A can be interpreted as follows:
which means that G intertwines solutions of (2).
Example 3.6. One simple example in which A can be explicitly computed occurs when Ω = (0, 1). Let us compute its eigenvalues:
with eigenfunction sin(kπx). If we normalize these eigenfunctions
sin(kπx) and
In this example, the eigenvalues and eigenfunctions of the Laplacian can be expressed in terms of the Bessel functions J m (m ≥ 0), which are defined by 
According to formulas (5.14.6) and (5.14.9) in [12] ,
Hence, the solution operator is given by
Example 3.8. In the case Ω = R n , A can be explicitly computed. It is well known that
, where the latter is the space of functions in
, wheref denotes the Fourier transform of f , and the inner product is given by
Therefore, the solution operator is given by
The extension map
As we stated in the introduction, we may identify G with the subgroup of the unitary group
is a bijection, whereḠ denotes the unique unitary operatorḠ acting on L 2 which extends the operator G ∈ G. In what follows, we will endow U H 1 0 (L 2 ) with the operator norm topology of B(L 2 ), while G will be considered with the operator norm topology of B(H 1 0 ).
In particular, the map in (3) is continuous. The inverse of this map is not continuous.
Proof. Note that operators in G are proper (see Section 2). In particular, note that
(X) and r L 2 (Y ), respectively, the spectral radius of
Combining the preceding inequality with the continuity of the inversion map on G gives that the map in (3) is continuous. Now we are going to prove that the inverse of the extension map is not continuous for any open subset Ω of R n . Let x ∈ Ω and C := (a 1 , b 1 ) × . . . × (a n , b n ) ⊂ Ω be a neighborhood of x. Consider the following sequence of smooth functions
Then, as we remarked in the fourth example of 3.1, the multiplication operators M θn belong to G. Given any f ∈ L 2 such that |f | 2 = 1, note that
On the other hand, let f be a C ∞ function with compact support such that f (x) ≡ 1 for x ∈ C. We have
so that M θn −I 0, and this shows that the inverse of the extension map is not continuous.
Norms and spectra of elements in G
Note that if G ∈ G, the equality G * AG = A implies that A ≤ A G 2 , and thus G ≥ 1. Examining the previous examples, it can be shown that there are elements in G with arbitrarily large norm.
Examples 4.1.
1. Consider Ω = (0, 1) and pick f (x) = sin(πx) + sin(kπx). Clearly |f | 2 = 1. Thus, as in the second example of the first section,
A straightforward computation shows that
Therefore, for large k, the norm of G can be arbitrarily big.
2.
Let Ω be an open and bounded subset of R n such that ∂Ω is smooth. Under this assumptions, the operator A is compact. Let f ∈ H 1 0 such that |f | 1 = 1 and Af = λf , for some λ = 0. Set θ : Ω ⊂ R n → C, θ(x) = e ik(x1+...+xn) for some k ∈ R. Then,
Therefore,
Since any operator G ∈ G can be extended to a unitary operatorḠ on L 2 such that G(H 
Let us examine now the spectra of the examples 3.1. 
and it is a subset of T = {z ∈ C : |z| = 1}.
2. Examples 2 and 3 in Section 3.1 are constructed as operators G acting on a L 2 -orthogonal decomposition of H 1 0 , H 1 0 = S + T , with S finite dimensional, and the operators acting as the identity on T . Therefore their spectra in B(H 1 0 ) are finite, and consist of eigenvalues, and therefore are also eigenvalues of the extensionḠ of G to L 2 . In particular they are elements of T. It is apparent by construction, that also in this case both spectra coincide. ). Therefore B is proper, and by Theorem 2.3, it has a bounded extension to
Example 4.3. The examples of elements of G so far have spectra in T. There is an example by Gohberg and Zambickiǐ [8] , adapted by Barnes in [4] to the case of a pair of Hilbert space norms, of an operator whose extension is symmetric, but whose spectrum does not lie in the real line. Namely, in this latter form, Barnes considers the Hilbert space ℓ 2 , and the dense subspace ℓ 2 0 , consisting of sequences (a n ) n such that 
where S is the unilateral shift and B is the backward-shift. Thus T is self-adjoint in L 2 , and σ
The fractions
It follows that S is bounded in H 
if k ≥ N + 1. In our case, where Ω = (0, 1), these fractions tend to 1. Therefore T − T ′ N tends to 0. By the semicontinuity property of the (essential spectrum), this implies that σ e (T ) ⊂ R. It was proved in [4] , that an extendable (or proper) operator, whose extension is self-adjoint, such as T , has the property that σ H 1 0 (T ) \ σ e (T ) consists of isolated eigenvalues of finite multiplicity. As remarked before, these eigenvalues are necessarily real. It follows that σ H 1 0 (T ) ⊂ R.
However, modifying the example above one can obtain an element of G whose spectrum as an operator of H 1 0 (Ω) is not contained in T. Example 4.4. Let Ω be a bounded domain in R n such that ∂Ω is smooth. We will show an example of a symmetrizable operator belonging to iΓ with non real spectrum. In particular, this implies the existence of an operator in G with spectrum not contained in T.
Let A be the solution operator of equation (2), whose eigenvalues are related to the eigenvalues of the Laplacian in Ω. It is a classical result by Hermann Weyl in 1911 [20] , that the eigenvalues of the Laplacian of a bounded domain Ω in R n grow as
Since Ω is bounded and ∂Ω smooth, A is compact, and consequently, there exists an orthonormal basis of eigenfunctions (e k ) k of L 2 . Moreover, the eigenfunctions (e k ) k belong to H 
Set B = S * . Note that B(e k ) = 0, for k odd, e k/2 , for k even.
where K is a constant that bounds the convergent sequence (γ 2k /γ k ) k . In a similar fashion, one can see that B is bounded on H 
We claim that σ H 1 0 (T ) contains all the points inside and on the ellipse
To this end, note that due to Weyl's asymptotic formula,
, by the semicontinuity of the essential spectrum. So what is left is to show that the ellipse is contained in σ e (T ′ ). To prove the latter, note that the subspace
, where P S denotes the orthogonal projection onto S. But P S T ′ | S is a Toeplitz operator with 
Image of the exponential map
The first examples of elements in G given in Section 3.1 were operators G = G 0 ⊕ I T , where G 0 acts in S with dimS < ∞, and
Proposition 4.5. If G = G 0 ⊕ I T ∈ G as above, then there exists a finite rank operator
Proof. Note that G = 1 + F , where F has finite rank (inside S). This implies that the spectrum of G is finite and consists of eigenvalues of modulus one and finite multiplicity. According to Theorem 2.3 iii), we know that σ L 2 (G) = σ H 1 0 (G) and the multiplicity of each non zero eigenvalue coincide . Therefore there exists a self-adjoint operator Z of finite rank in L 2 such thatḠ = e iZ . Note that the eigenvectors ofḠ are eigenvectors of G, so that the eigenvectors of Z lie in H We point out a simple necessary condition on the spectrum of an operator in G that belongs to the image of the exponential map.
(X). By the former set inclusion and a repeated application of the analytic spectral mapping theorem we find that
which proves our claim.
Next we study multiplication operators when the set Ω is bounded. The following lemma about functions is probably well known, but we give a proof bellow.
Lemma 4.7. Let Ω be a bounded, connected and open subset of R n . If θ ∈ H 1,∞ (Ω), then θ is Lipschitz on Ω.
Proof. We may suppose that n = 2. Take two arbitrary points (x, y), (x,ȳ) ∈ Ω. There exists a continuous curve γ : [0, 1] → Ω such that γ(0) = (x, y) and γ(1) = (x,ȳ). Then it possible to approximate γ by a polygonal with segments parallel to coordinate axis. Moreover, each segment can be chosen inside of Ω. Let (x, y) = (x 1 , y 1 ), (x 2 , y 1 ), (x 2 , y 2 ), . . . , (x m , y m ) = (x,ȳ) denote the vertices of the polygonal. Now recall that the function θ is locally Lipschitz because θ ∈ H 1,∞ (Ω) (see [7, p. 131] ). Therefore θ has partial derivatives almost everywhere, and it also holds that locally the function can be written as the integral of these partial derivatives. Then note that
A similar estimate holds for the other partial derivative. Since there are always a finite number of steps from (x, y) to (x,ȳ), we get that Let G A be the invertible group of A. The maximal ideal spectrum of A is Ω, which by hypothesis is simply connected. Therefore, by the Arens-Royden Theorem [16] ,
According to Lemma 4.7 the function θ is Lipschitz. Thus, θ can be extended to a continuous function in Ω. By equation (5) it follows that θ = e g , for some continuous function g on Ω. Since |θ(x)| = 1, it follows that g = iα, with α real. In particular, note that α is bounded on Ω.
Moreover, we claim that α ∈ H 1,∞ (Ω), and then it clearly follows that M iα belongs to Γ. To prove our claim, recall that θ is continuous, so that |θ(x) − θ(y)| < 2 if x − y < δ, for some δ > 0. Therefore there is an analytic branch of the logarithm for all the points close enough to a fixed x ∈ Ω. Then, e iα(y) = e i log(θ(y)) , and α(y) = log(θ(y)) + 2kπ by connectedness. Thus, α has partial derivatives almost everywhere, and
Since the¡is bound is the same for any point, we conclude that α ∈ H 1,∞ (Ω).
The same idea provides an example of an element in G which is not in the range of the exponential, but it should be noted that in this example we consider Ω a compact manifold (rather than an open subset), namely Ω = T. See [18, p. 232] 
Consider Ω = T, and the function z. We claim that M z ∈ G does not belong to the range of the exponential map. Suppose that M z = e X for some X ∈ Γ. Then X = M g for some g ∈ H 1 . Indeed, put g = X1 ∈ H 1 . Since X commutes with e X = M z ,
for any integer n. It follows that X = M g . Therefore z = e X 1 = e g , with g continuous in T, which is a contradiction. 
0 , since A 1/2 has dense range, there exists a sequence (f n ) n in H 1 0 such that |A 1/2 f n − g| 1 → 0. The same computation above shows that (f n ) n is a Cauchy sequence in L 2 :
There is yet another characterization of G:
Proof. The only if part is algebraic: if there exists such a U G , then
To prove the other implication, note that when G ∈ G, the operator A 1/2 G is injective and has dense range. Therefore the isometric part in its polar decomposition U |A 1/2 G| extends to a unitary operator, which we denote U = U G . Note that
and thus
The unitary U G is clearly unique with this property, and the mapping G → U G is a group homomorphism:
Since the same is true for
, which is clearly a linear bijection of
Thus f → g f extends to a unitary operator in L 2 , which by construction fixes H 1 0 , thus G defined Gf = g f , belongs to G, and clearly U A 1/2 = GA 1/2 . Finally, a straightforward verification shows that A −1/2 U G A 1/2 is a unitary operator of L 2 , which extends G. Let G(t) be a strongly continuous one parameter group in G, i.e. for t ∈ R, G(t) ∈ G, G(0) = 1, G(t + s) = G(t)G(s), and for each f ∈ H 1 0 , the map t → G(t)f ∈ H 1 0 is continuous. By Proposition 5.3, this gives rise to a one parameter group of unitaries U G(t) . Let us see first that U G(t) is also strongly continuous.
Proposition 5.5. Let G(t), t ∈ R, be a strongly continuous one parameter group in G. Then U G(t) is a strongly continuous group of unitaries in H Proof. Since the map G → U G is a group homomorphism, it is clear that U G(t) is a one parameter group of unitaries. The fact that U G(t) A 1/2 = A 1/2 G(t), implies that t → U G(t) f is continuous for any f ∈ R(A 1/2 ), which is dense in H 1 0 . By von Neumann's extension of Stone's theorem (see for instance [15, Theorem VIII.9] ), which states that a one parameter group in a separable Hilbert space, which is weakly measurable, is strongly continuous, our result follows. Indeed, if f ∈ H 1 0 , let (f n ) be a sequence in R(A 1/2 ) such that |f n − f | 1 → 0. Then, for each t ∈ R and g ∈ H 1 0 ,
Since the φ n are continuous, it follows that φ is measurable.
According to Stone's theorem, there exists a (possibly unbounded) self-adjoint operator
Let us now relate S to the Lie algebra Γ. i) The subspace D is dense in H 1 0 , satisfies that G(t)(D) ⊂ D for all t ∈ R, and for f ∈ D, t → G(t)f is differentiable.
ii) The subspace
is a core for S, and if f ∈ D,
and clearly t → G(t)f ϕ is differentiable. Since D ⊂ H 1 0 is dense, and A has dense range, then
and it is also clearly differentiable as a function in t. Therefore
for all t ∈ R. This implies that A 1/2 (D) is a core for S (see [15, Theorem VIII.11] ). Finally,
Invariant Finsler metrics in G
The group G preserves the norms in L 2 , the usual spectral norm and the Schatten p-norms. Therefore it is natural, from a geometric standpoint, to consider these norms to endow G with a Finsler metric. The tangent space (T G) G of G at G identifies with
Since the elements G ∈ G preserve the 2-norm 2 , it is natural to consider, in each tangent space, the norm
Note that if V = GX, for X ∈ Γ, then
becauseḠ is a unitary operator in L 2 . This implies that this metric is bi-invariant for the left and right action of G on itself. Note that the tangent spaces are not complete with this norm.
We measure the length of a differentiable curve γ in G, parametrized in the interval I, as is usual, by
The rectifiable distance d 2 induced by the infima of the L 2 -length of the paths joining given endpoints is a continuous map when we give G the natural topology as an open subset of the bounded linear operators on H 1 0 . However, the topology induced by this rectifiable distance on G is finer thus what we have introduced is a weak Finsler metric on the manifold G.
Proposition 6.1. Suppose that G ∈ G with G − 1 B(H 1 ) ≤ 1. Then there exists a curve δ(t) = e tX , with X ∈ Γ such that δ(1) = G, which has minimal length among all curves in G joining 1 and G, and in particular
Proof. By Lemma 3.3, there exists X ∈ Γ such that e X = G. Moreover, X = log(G), with log being the branch of the logarithm with singularities in the negative real axis. By the formula (4),
(G), and thus Re(λ) ≥ 0. It follows that
and therefore X B(L 2 ) ≤ π/2. Note that L 2 (γ) equals the length of the curve of unitaries in L 2 , measured with the Finsler metric given by the usual operator norm on B(L 2 ). It is a known fact that one parameter groups of unitaries e tX have minimal length along their paths, for time t such that |t| X B(L 2 ) ≤ π (see for instance [1] ). Therefore δ(t) remains minimal for |t| ≤ 2, which proves our assertion. 
The subgroups
For the subgroup G ∞ there is a stronger result on the minimality of curves. First note that using Lemma 3.3, we obtain that any G ∈ G ∞ is of the form G = e X for some compact operator X ∈ Γ. (G)), it follows that X ∈ C1 + B ∞ (H 1 0 ), i.e. X = λ + K. Since X is non-invertible, it must be λ = 0.
In particular, if G 1 , G 2 ∈ G ∞ , then there exists a compact operator X ∈ Γ such that G 2 = e X G 1 .
Theorem 6.3. Let G 1 , G 2 ∈ G ∞ . Then there exists a compact operator X ∈ Γ such that the curve δ(t) = e tX G 1 verifies δ(1) = G 2 and has minimal length among all curves joining the same endpoints in G ∞ (and in G).
Proof. By the above Proposition, there exists X ∈ Γ, which is compact and verifies that e X G 1 = G 2 . If X B(L 2 ) ≤ π, the result follows using the same argument as in Proposition 6.1, with the (unitary extension of the) curve δ(t) = e tX G 1 . Suppose otherwise, then there exist finitely many eigenvalues λ of X, such that |λ| > π. Pick one such λ. If P is the spectral projection in L 2 associated to λ, then P (H Proposition 6.4. If G ∈ G p , then there exists X ∈ Γ p such that X ≤ π and e X = G.
Proof. By Proposition 6.2, there exists a compact operator X ∈ Γ with X ≤ π such that e X = G. It remains to prove that X ∈ B p (H Since Γ p ⊂ B p (H 1 0 ), a natural metric to consider in G p , which takes account of the specific spectral properties of the elements in G p , should be related to the p-norm. On the other hand, as remarked at the beginning of this section, we want the metric to be invariant by the action of the group. By Theorem 2.1, the operators X ∈ Γ p , when extended to L 2 , are compact and antihermitic. Moreover, the eigenvalues and multiplicities of the extension remain the same as for X. By a classical inequality of Lalesco [13] (see also [17] ), the p-norm of the sequence of eigenvalues of X is bounded by the p-norm of the sequence of singular values of X. The former equals the p-norm of the extension of X to L 2 (because X is antihermitic there), the latter is the p-norm of X in H 1 0 . Thus,
We define the following metric in G p : if X ∈ (T G p ) G , then
Theorem 6.5. Let G 1 , G 2 ∈ G p . Then there exists X ∈ Γ p such that the curve δ(t) = e tX G 1 in G p , verifies δ(1) = G 2 and has minimal length for the above defined metric, among all smooth curves joining the same endpoints in G p .
Proof. By Proposition 6.4, there exists X ∈ Γ p with X B(L 2 ) ≤ π such that G 2 = e X G 1 . The result now follows as with G ∞ , using the that in the classical unitary groups
curves of the form e tX , where X is antihermitic, have minimal length for the p-norm for |t| ≤ 1 provided that X B(L 2 ) ≤ π (see [2] for the case p ≥ 2 or [3] for the general case).
Remark 6.6. Using Lalesco's inequality, one may prove the inequality in (6) for any symmetric norm in the sense of [17] . Moreover, our last result on minimality of curves can be carried out in the general setting of symmetrically normed ideals.
