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 i 
Abstrakt 
Denne rapport har til formål at undersøge, hvordan ændringer i tre forskellige parametre i den genetiske 
algoritme - crossoverraten, mutationsraten og populationsstørrelsen - påvirker algoritmens effektivitet. 
Undersøgelsen tager udgangspunkt i forsøg med to forskellige implementeringer af den genetiske algoritme, 
der er konstrueret til at løse tre optimeringsproblemer, to rygsækproblemer af forskellig problemstørrelse og 
en minimering af energien i en Lennard-Jones modelvæske. Forsøgsresultaterne fra hver af problemerne  
analyseres hver for sig med henblik på at undersøge, hvordan de tre parametre påvirker den pågældende 
implementering. Efterfølgende foretages en sammenligning af de tre analyser med det formål at opnå indsigt 
i hvorvidt der kan udledes nogle generelle tendenser ud fra denne sammenligning. Resultatet af denne 
sammenligning sammenholdes derefter med en analyse af skemateoremet, som er et teorem der forsøger at 
forklare hvorfor og hvordan genetiske algoritmer fungerer, for til sidst at undersøge om tendenserne, der er 
observeret ved forsøgene, stemmer overens med dette teorem.  
 
Det er konkluderet, at de tre parametre påvirker de to implementeringer af den genetiske algoritme på 
tilnærmelsesvist samme måde. Der er gode indikationer på, at tendenserne der er observeret, vil være de 
samme for andre implementeringer af den genetiske algoritme. Tendenserne der er observeret understøtter 
skemateoremet.  
 ii 
Abstract  
The purpose of this report is to study how changes in three different parameters of the genetic algorithm – 
the crossover rate, the mutation rate and the population size – influence the efficiency of the algorithm. The 
study uses tests of two different implementations of the genetic algorithm which are constructed with the aim 
of solving three optimization problems – two knapsack problems of different sizes and a minimization of the 
energy in a Lennard-Jones model liquid. The tests of each problem are analyzed separately in order to study 
which effect the three parameters have on the implementation in question. Hereafter a comparison of the 
three analyses takes place with the purpose to gain insight in whether there can be deduced any general 
tendencies from this comparison. The result of the comparison is used as a benchmark against an analysis of 
the schema theorem in order to study whether the tendencies observed in the tests tally with the schema 
theorem. The schema theorem is a theorem which attempts to explain why and how genetic algorithms work.    
 
It is concluded that the three parameters have an effect on the efficiency of the implementations of the 
genetic algorithm that approximately concur. There are indications that strongly suggest that the tendencies 
that are observed will remain the same for other implementations of the genetic algorithm. The tendencies 
observed support the schema theorem. 
 iii
Forord 
I starten af projektforløbet var målet at undersøge diverse kilders udtalelser om, hvilke størrelsesordener de 
tre undersøgte parametre skal have, for at den genetiske algoritmes effektivitet bliver højest mulig. For at 
gøre dette, måtte algoritmen undersøges i et større parameterrum. Som resultat af disse undersøgelser blev 
der gået et skridt videre end den første målsætning, da der yderligere blev redegjort for den måde, hvorpå 
ændringer i parametrene påvirker den genetiske algoritmes effektivitet.   
 
Projektgruppen vil gerne takke Rasmus Brauner Godiksen for hjælp til at formulere det fysiske problem og 
faglig vejledning i forbindelse hermed. Desuden vil projektgruppen gerne takke Bjørn Toldbod for en god og 
konkret vejledning og et stort engagement. For hjælp til korrektur vil projektgruppen gerne takke Birthe 
Hviid Petersen. 
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1 Indledning 
I mange situationer er det nødvendigt, at finde en næroptimal løsning på et optimeringsproblem, som ellers 
kan være svært at løse. Et eksempel på dette kunne være en stor virksomhed, der har en lagerhal. Lagerhallen 
har en begrænset mængde plads, så derfor skal virksomheden fylde den med de varer, der ved salg, giver det 
største overskud. Dette problem kan reduceres til, at få et antal varer ind på lageret, uden at det overskrider 
lagerets maksimale kapacitet. Dette problem har store ligheder med et af de problemer der vil blive benyttet i 
denne rapport. Problemet kaldes rygsækproblemet. Ligesom i eksemplet med lagerhallen vil rygsækken have 
en kapacitet. Derudover haves en mængde pakker, der tilskrives en vægt eller et omfang, og en værdi. 
Problemet består i at finde de pakker, som skal udgøre det samlede indhold i rygsækken. Disse pakker skal 
sammenlagt have den størst mulige værdi, uden at overskride rygsækkens kapacitet. 
Et andet problem kan bestå i at der skal findes et minimum for en funktion. I denne rapport benyttes et 
problem med en fysisk baggrund, hvor formålet er at finde et minimum for en mangedimensional funktion. 
Problemer som disse kan løses ved at lade en algoritme gøre arbejdet. En type af algoritmer der er brugbare, 
benytter sig af en metode der kaldes brute force. Brute force går i al sin enkelhed ud på, at algoritmen 
afprøver alle muligheder. I eksemplet med pakningen af lagerhallen ville en brute force algoritme finde 
løsningen, ved at afprøve samtlige mulige pakninger af lagerhallen, og vurdere hvilken løsning, der ville 
generere det største overskud. Dette er meget tidskrævende og i mange tilfælde ville det tage for lang tid at 
afprøve samtlige muligheder.  
Det er her den genetiske algoritme kommer ind i billedet. Den genetiske algoritme har den fordel, i forhold 
til en brute force algoritme, at den ikke behøver at gennemprøve alle muligheder for, at finde en næroptimal 
løsning. I stedet danner algoritmen en mængde tilfældige mulige løsninger. Derefter sorterer den de dårlige 
løsninger fra og bruger de bedste løsninger til at danne nye løsninger. I sidste ende står den genetiske 
algoritme tilbage med en næroptimal løsning. Denne måde at udvikle nye løsninger på, er en efterligning af 
principper der er hentet fra evolutionslæren. Nogle af den genetiske algoritmes bestanddele deler derfor navn 
med principperne fra evolutionslæren.  
 
Siden den første genetiske algoritme blev præsenteret i 1960’erne er det blevet forsøgt teoretisk at forklare 
hvorfor den er i stand til at løse optimeringsproblemer. Et af disse forsøg er mundet ud i den teori der er 
kendt som skemateoremet. Skemateoremet er aldrig blevet matematisk bevist og der er en del debat omkring 
rigtigheden af det [Obitko (1998)]. 
 
Genetiske algoritmer har gjort det muligt, at løse svære optimeringsproblemer, der for ikke så mange år siden 
var næsten umulige at løse. Effektiviteten af en genetisk algoritme afhænger af forskellige parametre i 
algoritmen. Disse parametre omfatter bl.a. populationsstørrelsen, mutationsraten og crossoverraten (se afsnit 
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3). Formålet med denne rapport er, at undersøge hvordan de tre nævnte parametre påvirker en konkret 
genetisk algoritmes effektivitet og at undersøge om disse undersøgelser kan være med til at understøtte 
skemateoremet. Dette leder frem til den følgende problemformulering. 
1.1 Problemformulering  
Ved undersøgelse af en genetisk algoritme, specielt konstrueret til at løse tre konkrete optimeringsproblemer, 
kan der så redegøres for hvordan en ændring i populationsstørrelsen, crossoverraten og mutationsraten 
påvirker algoritmens effektivitet? Kan der ud fra disse undersøgelser udledes noget generelt om hvordan de 
tre parametre påvirker effektiviteten af den genetiske algoritme? Understøtter resultaterne fra disse 
undersøgelser skemateoremet?  
1.2 Målgruppe 
For at kunne læse denne rapport er det nødvendigt at have et vist fagligt niveau. Det er en fordel at have 
erfaring med objektorienteret programmering, en viden om algoritmer og en grundlæggende forståelse for 
matematisk analyse. Ydermere er det en fordel at have en grundlæggende forståelse for fysik. Projektet er 
skrevet til personer der er interesserede i at vide mere om den genetiske algoritme som metode til løsning af 
optimeringsproblemer. 
1.3 Metode  
I bestræbelsen på at besvare problemformuleringen, konstrueres en genetisk algoritme der kan bruges til at 
løse tre udvalgte optimeringsproblemer, to rygsækproblemer (se afsnit 2.1), og et fysisk problem (se afsnit 
2.2). Rygsækproblemerne har to forskellige problemstørrelser. Begge disse rygsækproblemer behandles for 
at få et større indblik i hvilken påvirkning en ændring i problemstørrelsen har på algoritmens effektivitet. 
Resultaterne fra forsøgene med forskellig problemstørrelse vil blive behandlet separat i rapporten.  
Den genetiske algoritme sammensættes af forskellige kendte delalgoritmer, som er blevet fundet anvendelige 
i forbindelse med de to aktuelle problemer.  
Undersøgelsen af hvordan effektiviteten af den genetiske algoritme ændrer sig når der ændres på hhv. 
crossoverraten, mutationsraten og populationsstørrelsen vil blive udført, ved at variere disse parametre 
indenfor et afgrænset parameterrum.  
For at svare på den sidste del af rapportens problemstilling, vil der blive udført en analyse af skemateoremet. 
Dette gøres for at undersøge hvordan den genetiske algoritmes effektivitet bør ændre sig, når de undersøgte 
parametre ændres og om analysen af forsøgsresultaterne stemmer overens med dette. 
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2 Problemerne 
I dette afsnit præsenteres de to typer optimeringsproblemer, der arbejdes med i denne rapport. De to typer 
problemer er et rygsækproblem og et fysisk problem, der omhandler minimering af energilandskabet i en 
Lennard-Jones modelvæske.  
2.1 Rygsækproblemet 
Rygsækproblemer (eng – knapsack problems) er en form for optimeringsproblemer, der kan have mange 
forskellige udformninger. Generelt har rygsækproblemer en beholder, der maksimalt kan indeholde en vægt 
på W, rygsækkens kapacitet. Der haves et antal pakker n, der hver har en vægt w og en værdi v. Disse skal 
pakkes ned i rygsækken, hvis der er plads. Problemet består i at udvælge hvilke af de n pakker, der skal 
pakkes ned i rygsækken, sådan at deres samlede værdi bliver størst mulig, mens den samlede vægt ikke 
overskrider rygsækkens kapacitet W. I denne rapport arbejdes der med et 0/1-rygsækproblem, da denne type 
problem har en bestemt egenskab, der gør det velegnet som problem for en genetisk algoritme. 
  
0/1-rygsækproblemer 
0/1-rygsækproblemer bliver også kaldt binære rygsækproblemer og bundne rygsækproblemer [Black 
(2006)b]. I et 0/1-rygsækproblem er hver pakke udelelig og det er derfor nødvendigt enten helt at udelade en 
pakke eller at tage hele pakken med, når rygsækken skal pakkes [Johnsonbaugh & Schaefer (2004), s. 315]. 
Det er denne egenskab, der gør at netop 0/1-rygsækproblemer er interessante at løse med en genetisk 
algoritme. Dette skyldes, at en naive algoritme kan have problemer med at finde en optimal løsning på et 
sådant rygsækproblem (dette uddybes i afsnit 2.1.1)  
Opgaven med at finde den bedste pakning af rygsækken kan formuleres sådan, at der, givet n pakker, skal 
findes en delmængde D, bestående af k ud af de n oprindelige pakker. De k udvalgte pakkers samlede vægt 
må ikke overskride W og deres samlede værdi skal være størst mulig [Korte & Vygen (2002), s. 397]. Dette 
kan skrives således. Hvis D består af k pakker p1, p2,…,pk, skal følgende gælde om vægten af de k pakker 
[Korte & Vygen (2002), s. 397]: 
∑
=
≤
k
j
j Ww
1
 (2.1) 
I formel (2.1) er wj vægten af pj. De k pakkers samlede værdi er givet ved [Korte & Vygen (2002), s. 397]: 
∑
=
k
j
jv
1
 (2.2) 
I formel (2.2) er vj værdien af pj. Opgaven med at løse et 0/1-rygsækproblem, er således at finde k ud af de 
oprindelige n pakker, således at formel (2.1) overholdes og resultatet af formel (2.2) bliver størst muligt. I 
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ethvert 0/1-rygsækproblem arbejdes der med en endelig mængde pakker [Black (2006)b]. Dette betyder, at 
størrelsen af n ikke varierer mens problemet løses.  
2.1.1 Eksempel på en naiv algoritme der ikke altid finder en optimal løsning på 
rygsækproblemet 
Dette afsnit giver et eksempel på en naiv algoritme der ikke altid kan finde en næroptimal løsning på 
rygsækproblemet. Eksemplet er med i rapporten for at illustrere hvorfor det er interessant, at forsøge at løse 
et 0/1-rygsækproblem vha. den genetiske algoritme. Den naive algoritme lægger pakker i rygsækken således, 
at den pakke med den største værdi pr. vægtenhed lægges i rygsækken først. Dernæst lægges den pakke med 
den næststørste værdi pr. vægtenhed ned i rygsækken, og sådan fortsætter algoritmen, så længe rygsækkens 
kapacitet ikke overstiges. Hvis en pakkes vægt overskrider den resterende vægtkapacitet i rygsækken, 
springes denne pakke over og algoritmen forsøger at lægge den næste pakke ned i rygsækken. Dette betyder, 
at når algoritmen har løst problemet vil den evt. resterende kapacitet af rygsækken være mindre end den 
letteste pakkes vægt. 
 
Det følgende eksempel illustrerer, at den naive algoritme ikke nødvendigvis kan finde den bedste løsning på 
et 0/1-rygsækproblem. Gives et problem med fem pakker, p1, p2,.., p5, med forskellige værdier og vægte, 
hvor pakkerne er sorteret efter værdi pr. vægtenhed, kunne sorteringen se således ud: 
 
p1: v1 = 3, w1 = 2, v1/w1 = 3/2 = 1,5 
p2: v2 = 13, w2 = 9, v2/w2 = 13/9 = 1,444  
p3: v3 = 7, w3 = 5, v3/w3 = 7/5 = 1,4 
p4: v4 = 4, w4 = 3, v4/w4 = 4/3 = 1,333 
p5: v5 = 3, w5 = 3, v5/w5 = 3/3 = 1  
 
Hvis pakkerne skal pakkes i en rygsæk med vægtkapaciteten 13, vil algoritmen finde løsningen der 
indeholder pakkerne p1 og p2 som den bedste, således at den samlede vægt er 11 og den samlede værdi er 16. 
Dette er dog ikke den bedste pakning af rygsækken. Den bedste pakning indeholder derimod pakkerne p1, p3, 
p4 og p5, således at den samlede vægt er 13 og den samlede værdi er 17. Dette viser, at den naive algoritme 
ikke altid kan finde den bedste løsning på rygsækproblemet. 
2.2 Det fysiske problem 
I dette afsnit vil det fysiske problem som benyttes i undersøgelsen af den genetiske algoritme, blive 
præsenteret. Idéen til det fysiske problem er hentet fra specialerapporten [Godiksen (2004)]. Denne 
specialerapport omhandler en model, som kan bruges til at modellere viskøse væsker og glassers opførsel. 
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Det konkrete problem er valgt, fordi det er et optimeringsproblem, der findes indenfor aktuel forskning med 
glasser, og fordi det er muligt at reducere det til en minimering af en mangedimensional funktion.  
Det fysiske problem i denne rapport omhandler kort fortalt energilandskabet for en underafkølet væske. Den 
væske som bliver behandlet i forbindelse med det fysiske problem er ikke en materiel væske, men derimod 
en Lennard-Jones modelvæske1, der kun består af én type partikler. Det er en Lennard-Jones modelvæske der 
bliver behandlet, fordi det er denne type væske der arbejdes med i [Godiksen (2004)], og fordi det er relativt 
enkelt at udregne den samlede energi for systemet, i en given tilstand. Når den samlede energi for en 
Lennard-Jones modelvæske skal beregnes, skal der defineres nogle parametre der angiver hvilken type 
partikler den modellerede væske skal forestille at bestå af. Disse parametre er, i denne rapport, valgt sådan, at 
udregningen af den samlede energi for systemet, er relativt simpel, og ikke sådan at Lennard-Jones 
modelvæsken er en model af en bestemt materiel væske. Den måde hvorpå Lennard-Jones potentialet er 
benyttet, i denne rapport, adskiller sig ikke væsenligt fra den måde hvorpå forskere anvender det.   
2.2.1 Den fysiske baggrund 
Viskøse væsker er sejtflydende væsker, som f.eks. sirup eller hårbalsam. Jo mere viskøs en væske er, des 
mere sejtflydende er den. Når en viskøs væske køles ned, vil molekylernes indbyrdes bevægelighed blive 
nedsat. Hvis nedkølingen foregår langsomt, vil molekylerne finde ind i en krystalstruktur, når væskens 
frysepunkt er nået. Hvis nedkølingen derimod foregår meget hurtigt, vil molekylerne ikke kunne nå at finde 
ind i en krystalstruktur, og dermed vil væsken ikke blive til en krystal, selvom den bliver kølet ned til under 
dens frysepunkt. I denne situation kaldes væsken for underafkølet [Godiksen (2004) s. 5]. Hvis en let 
underafkølet væske påvirkes, ved f.eks. en tilførsel af energi udefra, krystalliserer væsken nemt. Dette 
betyder, at selv en lille udefrakommende energi gør partiklerne i stand til at finde ind i en krystalstruktur. Det 
skyldes, at væskens molekyler stadig har en relativt høj indbyrdes bevægelighed. Når en underafkølet væske 
yderligere nedkøles, formindskes molekylernes indbyrdes bevægelighed og der opstår en energibarriere, der 
skal overskrides før væsken kan krystallisere. Store tilførsler af energi vil kunne få systemet til at overskride 
denne energibarriere og få væsken til at krystallisere. Hvis væsken fortsat bliver nedkølet, vil energibarrieren 
i væsken på et tidspunkt blive så høj, at der skal meget store tilførsler af energi til at få systemet til at 
overskride energibarrieren. Samtidig vil molekylernes indbyrdes bevægelighed være så nedsat, at væsken 
opfører sig som et fast stof, dog uden at være på krystalform. Når dette sker, er væsken i den tilstand der 
betegnes som pseudoligevægt. Grunden til at denne ligevægtstilstand betegnes som en pseudoligevægt er, at 
den ægte ligevægtstilstand for en væske under dens frysepunkt er på krystalform. Pseudoligevægten kaldes 
                                                 
1
 En Lennard-Jones modelvæske er en modelvæske hvor partiklerne interagerer i overensstemmelse med det parvise 
Lennard-Jones potentiales beskrivelse af energien mellem partiklerne [Godiksen (2004) s. 29]. Dette betyder at en 
Lennard-Jones modelvæske er en simplificeret model af en væske. For en beskrivelse af det parvise Lennard-Jones 
potentiale se afsnit 2.2.3.  
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også for et lokalt minimum i væskens energi mens den ægte ligevægt er det globale minimum. Se figur 2.1 
for en illustration af forholdet mellem et lokalt og globalt minimumspunkt for en underafkølet væske. 
 
 
Figur 2.1: En illustration af hvordan en underafkølet væske kan befinde sig i et lokalt minimum for den samlede energi 
for systemet. På figuren angiver G-aksen den samlede energi i systemet [Nielsen, Swiatek & Rasmussen (2005) s. 10] 
 
2.2.2 Energilandskabet 
I dette afsnit vil begrebet energilandskab, i forbindelse med viskøse væsker, blive forklaret, da det er et af 
nøglebegreberne i det fysiske problem i denne rapport. Energilandskabet for en væske er en afbildning af 
væskens samlede energi som funktion af alle molekylernes positioner [Godiksen (2004) s. 37-38]. Den 
funktion som beskriver energilandskabet, vil for de fleste væsker være en funktion med mange variable. 
Dette skyldes, at denne funktion skal have en dimension for hver positionskoordinat for hvert af molekylerne 
i væsken. Hvis der er N partikler der hver har tre positionskoordinater, vil funktionen, der beskriver væskens 
energilandskab, derfor have 3N dimensioner. Positionskoordinater for væskens molekyler beskriver hvilken 
fase væsken er i. Et samlet koordinatsæt repræsenterer den samlede energi af systemet på den position i 
energilandskabet som systemet befinder sig i, og dermed også fasen, der er givet ved systemets samlede 
energi. Dette kan ses ved, at en underafkølet væske har en lav energi, men ikke den lavest mulige, mens et 
stof på krystalform vil have den lavest mulige energi for systemet. Når systemet er på krystalform befinder 
det sig, som tidligere nævnt, i det globale minimum for den samlede energi. Dette globale minimum er det 
samme som det globale minimum af energilandskabet. 
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2.2.3 Lennard-Jones potentialet 
For at kunne arbejde med energilandskabet for en Lennard-Jones modelvæske, må der ifølge afsnit 2.2.2 
haves en metode til at beregne væskens samlede energi som en funktion af alle partiklernes positioner. I dette 
afsnit vil det blive beskrevet, hvordan dette kan gøres vha. det parvise Lennard-Jones potentiale.  
 
Det parvise Lennard-Jones potentiale angiver energien mellem to partikler i en Lennard-Jones modelvæske. 
Som nævnt i indledningen til dette afsnit består den Lennard-Jones modelvæske, som det fysiske problem i 
denne rapport tager udgangspunkt i, kun af én type partikler. I sådan et tilfælde er det parvise Lennard-Jones 
potentiale mellem partikel p og partikel q givet ved følgende formel [Godiksen (2004) s. 30]: 

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I formel (2.3) er rpq afstanden mellem de to partikler. ε er en energiparameter og σ er en længdeparameter. 
Begge disse parametre afhænger af hvilke typer partikler partikel p og partikel q er [Godiksen (2004) s. 30]. 
Da der, i forbindelse med denne rapport, ikke er stillet noget krav om, at partiklerne skal være af en bestemt 
type, kan både ε og σ sættes til 1 [Godiksen (2004) s. 31]. a og b er begge parametre der angiver den form 
som kurven vil få, hvis der tegnes en graf over U vha. formel (2.3) [Godiksen (2004) s. 31]. Normalt bliver a 
sat til 6 og b til 3. Dette skyldes, at det første led i parentesen i formel (2.3) angiver frastødningen mellem de 
to partikler, mens det andet led angiver tiltrækningen mellem dem. Når rpq bliver meget lille, skal 
frastødningen være dominerende. Hvis dette ikke er tilfældet risikeres det, at de to partikler kommer til at 
overlappe hinanden, og dette er ikke fysisk muligt. Dette krav er opfyldt når a er 6 og b er 3. Der er ikke 
nogen egentlig fysisk begrundelse for at a og b er sat til netop disse to tal [Drakos (1997)].  
Hvis de netop gennemgåede værdier for ε, σ, a og b sættes ind i formel (2.3), fås følgende formel, som er den 
formel der i denne rapport arbejdes med i forbindelse med løsningen af det fysiske problem: 
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På figur 2.2 ses U(rpq) som funktion af rpq. I udarbejdelsen af denne afbildning er U(rpq) beregnet vha. formel 
(2.4). På denne figur gælder det at når hældningen er negativ frastøder partiklerne hinanden, og når 
hældningen er positiv tiltrækker partiklerne hinanden.  
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Figur 2.2: Plot af U(rpq) som funktion af rpq  
 
Ifølge [Godiksen (2004) s. 105] er det forholdsvis enkelt, da den samlede energi for hele væsken kan findes 
ved at lægge alle de parvise Lennard-Jones potentialer sammen.   
2.2.4 Den valgte vinkel på det fysiske problem 
Det valgte fysiske problem, i denne rapport, handler om, at finde det globale minimum for energilandskabet 
for den valgte Lennard-Jones modelvæske. Som nævnt i afsnit 2.2.2 betyder dette, at det fysiske problem 
handler om at finde den samlede energi for Lennard-Jones modelvæsken når denne er på krystalform. Dette 
kan gøres ved at finde minimum for den funktion der fås, når alle parvise Lennard-Jones potentialer 
summeres. I forbindelse med undersøgelsen af den genetiske algoritme hvor det fysiske problem er anvendt, 
benyttes en Lennard-Jones væske med fem partikler. 
2.3 Overvejelser omkring de to problemer 
I de foregående afsnit er der blevet beskrevet hhv. den type rygsækproblem og det fysiske problem som 
bliver brugt til at undersøge den genetiske algoritme. Der er to vigtige aspekter, i forhold til denne rapport, 
ved at benytte to problemer i stedet for kun et.  
Det første aspekt består i at mulige løsninger på hhv. rygsækproblemerne og fysikproblemet bliver 
repræsenteret på to forskellige måder. Dette betyder, at for at kunne løse hvert problem på en hensigtsmæssig 
måde vha. den genetiske algoritme, må der benyttes forskellige implementeringer. Det indebærer, at selvom 
den overordnede struktur i den genetiske algoritme, vil være den samme ved løsningen af hvert af de tre  
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problemer, er metoderne, som den genetiske algoritme benytter sig af i de to tilfælde, forskellige. Det vigtige 
ved denne problemstilling er, at undersøge om de to forskellige udgaver af den genetiske algoritme opfører 
sig på samme måde, når de påvirkes af de forskellige parametre. 
Det andet aspekt, er at de to problemer er vidt forskellige og kun har det til fælles, at de begge er 
optimeringsproblemer. Denne forskel i problemerne kan afsløre, om den genetiske algoritme kan anvendes 
både til at løse teoretiske problemer og problemer der opstår i forbindelse med eksempelvis forskning. Denne 
overvejelse diskuteret yderligere i perspektiveringen (afsnit 10). 
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3 Generelt om den genetiske algoritme 
Den genetiske algoritme kan anvendes til, at finde en næroptimal løsning på et optimeringsproblem. 
Overordnet set fungerer den genetiske algoritme således, at den først genererer en mængde mulige løsninger 
på det problem der skal løses. En sådan mængde løsninger kaldes en population og en enkelt løsning kaldes 
et kromosom. Den første population der er dannet, kaldes også for den første generation. Det næste skridt i 
løsningsprocessen er, at algoritmen gennemgår alle løsningerne i den første generation og beregner hvor 
gode de er i forhold den aktuelle problemstilling. Målet for hvor god en løsning er, kaldes for løsningens 
egnethed og beregnes vha. en evalueringsfunktion. Ud fra løsningernes egnethed udvælger algoritmen nogle 
løsninger, der skal være forældre til den næste generation af løsninger. Denne udvælgelse kaldes selektion og 
er konstrueret på en sådan måde, at der er størst sandsynlighed for, at det er de bedste løsninger der udvælges 
som forældre. Efter udvælgelsen af forældrene skal den næste generation dannes ud fra disse forældre. 
Løsningerne i den nye generation kaldes i denne forbindelse for afkom eller børn, og dannes ved at 
forældrene parres to og to og hver især videregiver nogle informationer til deres afkom. Denne videregivelse 
af information kaldes for crossover. For at der kan forekomme yderlige variation i den nye generation, er der 
også en mulighed for at der kan ændres vilkårligt i de nye løsninger indhold af information. Denne ændring 
af information kaldes for mutation. Algoritmen gentager processen med at danne nye generationer flere 
gange, for at finde frem til en næroptimal løsning på den aktuelle problemstilling. 
Algoritmen kan finde en næroptimal løsning på et problem fordi der, som før nævnt, under dannelsen af 
afkom sker en informationsvideregivelse fra begge forældre. Dette betyder, at afkommet indeholder en ny 
kombination af information. Denne nye kombination kan betyde, at den løsning afkommet repræsenterer, har 
en højere egnethed end de løsninger forældrene repræsenterede. 
For at algoritmen kan løse det aktuelle problem vha. den overstående løsningsproces, kræves det, at 
løsningerne er repræsenteret på en sådan måde, at det er muligt, at vurdere de enkelte løsningers egnethed, 
samt at foretage crossover og mutation. Den måde hvorpå løsningerne er repræsenteret, kaldes 
repræsentation. 
 
Som både navnet og den foregående beskrivelse af løsningsprocessen antyder, så låner genetiske algoritmer 
sit sprogbrug og sine principper fra evolutionslæren. Genetiske algoritmer forsøger at efterligne en form for 
de stærkestes overlevelse (eng. - survival of the fittest), hvor de bedst egnede individer i en generation har 
størst mulighed for at blive forældre til den næste generation. I det følgende afsnit vil de overordnede 
mekanismer i den genetiske algoritme blive beskrevet.  
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3.1 Repræsentation af mulige løsninger 
I den genetiske algoritme arbejdes der med forskellige mulige løsninger på et givent problem. Hver løsning 
består af flere forskellige variable. I denne rapport er disse variable enten pakkerne i rygsækproblemet eller 
de binære tal der repræsenterer positionskoordinaterne i det fysiske problem. Disse variable benævnes gener. 
 
Definition 3.1: Et gen repræsenterer en variabel i en mulig løsning 
 
Hvert gen indeholder en eller flere informationer. En kombination af flere gener repræsenterer en løsning. 
Løsningerne benævnes herefter som kromosomer.  
 
Definition 3.2: Et kromosom er en kombination af gener der repræsenterer én mulig løsning på det problem 
der skal løses. 
 
Når den genetiske algoritme begynder at lede efter en næroptimal løsning på et problem, tages der 
udgangspunkt i en population af kromosomer, dvs. en mængde af kromosomer.  
 
Definition 3.3: En population er en mængde af kromosomer. 
 
Populationen har en given størrelse, populationsstørrelsen, der er givet fra start. Populationsstørrelsen 
forbliver den samme generation efter generation [Michalewicz (1996) s. 17]. 
 
Definition 3.4: Populationsstørrelsen er antallet af kromosomer i en population. 
 
Ifølge [Michalewicz (1996) s. 20] og [Man, Tang & Kwong (1999) s. 7] kan den første generation 
vælges tilfældigt.  
 
Generne, og dermed også kromosomerne, kan være repræsenteret på forskellige måder alt afhængigt af 
hvilket problem der skal løses. En af de mest anvendte former for repræsentation kaldes binær 
repræsentation fordi generne er repræsenteret som binære tal (dette forklares nærmere i afsnit 4.3.1). Der 
findes også andre typer repræsentationer hvor der i stedet for binære tal anvendes bogstaver eller tal 
repræsenteret ved 10-talssystemet. Et eksempel på sådan en repræsentation er sti-repræsentation (eng. - path 
representation) [Michalewicz (1996) s. 212-220]. 
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3.2 Selektion 
I den genetiske algoritme findes der en evalueringsfunktion, der udregner hvor egnet et kromosom er til at 
føre populationen videre. Udseendet af denne evalueringsfunktion afhænger af formuleringen af det aktuelle 
problem. Et eksempel er den evalueringsfunktion der evaluerer kromosomerne i rygsækproblemet. Denne 
funktion er givet ved en kombination af formel 2.1 og formel 2.2 i afsnit 2.1. 
  
Når evalueringsfunktionen har været igennem alle kromosomerne og tildelt dem en egnethed, vil nogle af 
kromosomerne repræsenterer gode løsninger og nogle repræsenterer mindre gode løsninger. Kromosomernes 
egnethed bruges til at fastslå hvilke kromosomer der har størst sandsynlighed for at videreføre populationen. 
Efter dette udvælges de kromosomer, der skal danne den næste generations kromosomer på baggrund af 
deres egnethed. Der udvælges, mere eller mindre tilfældigt alt efter metoden der anvendes til selektion, et 
antal kromosomer der er lig populationsstørrelsen, hvor nogle forældre vælges mere end en gang og nogle 
fravælges helt.  
 
På trods af at de mest velegnede kromosomer har størst sandsynlighed for at danne afkom til den næste 
generation, vil den tilfældighed som forældrekromosomerne udvælges efter medføre, at der kan vælges 
dårligt egnede kromosomer. Dette skyldes, at de muligheder der er for at danne kromosomer med gode 
egenskaber ud fra svage forældrekromosomer ønskes bibeholdt. 
3.3 Crossover 
For at danne afkom ud fra de udvalgte forældrekromosomer, er det som nævnt nødvendigt med en metode, 
der kan bruges til dette. Denne metode kaldes crossover. For alle crossovermetoder er princippet, at nogle 
gener fra forælderkromosom 1 sættes ind i et afkom, mens der også sættes nogle gener ind fra 
forælderkromosom 2. Derved dannes der et afkom der indeholder gener fra begge forældrekromosomer. 
Afkommet får således nogle forskellige træk fra begge forældrene, som i kombination måske er bedre end 
forældrenes. På figur 3.1 ses et eksempel på hvordan crossover kan udføres. 
 
Ikke alle forældrekromosomer udsættes for crossover. Hvorvidt et forælderkromosom skal udsættes for 
crossover, bestemmes af crossoverraten. 
  
Definition 3.5: Crossoverraten, pc, er en procentsats der bestemmer hvor stor en sandsynlighed der er for at 
det enkelte kromosom skal udsættes for crossover. Crossoverraten kan antage værdier i intervallet [0;1].  
 
Alt afhængigt af hvilken type repræsentation der er valgt, findes der flere forskellige typer crossover. De 
forskellige typer crossover har alle fordele og ulemper der kommer til udtryk i en grad, der er afhængig af  
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Figur 3.1: Et eksempel på crossover. Her kan det ses hvilke dele af forælder 1 og 2 der kommer til at indgå i afkom 1 
og 2. 
 
hvilket problem de bruges på. Algoritmen skal bl.a. ved crossover undersøge om de nye kromosomer, der 
dannes, repræsenterer ulovlige løsninger. Et eksempel på et ulovligt kromosom i forbindelse med et 
rygsækproblem kunne være et kromosom hvor den samme pakke optræder flere gange. I tilfælde af et 
kromosom er ulovligt, skal den genetiske algoritme reparere kromosomet. 
3.4 Mutation 
For at sørge for en grad af variation mellem generationerne, benyttes en metode udfører en form for mutation 
i nogle af kromosomerne. Mutationen finder sted umiddelbart efter en eventuel crossover. Metoden virker 
derfor på afkommets gener.  
 
Definition 3.6: Mutationsraten, pm, er en procentsats der bestemmer hvorvidt hvert enkelt gen skal udsættes 
for mutation. Mutationsraten kan antage værdier i intervallet [0;1]. 
 
Selve mutationen af et gen kan foregå ved at det udvalgte gen bytter plads med et andet tilfældigt valgt gen, 
eller, i tilfælde af at der er tale om binær repræsentation, at genet skifter fra 0 til 1 eller omvendt. 
3.5 Den genetiske algoritme  
For hver ny generation der dannes skal alle forældrene igennem selektion og muligvis efterfølgende 
crossover og mutation. Alle nye individer i en generation bliver til på samme tidspunkt. Alt afhængigt af 
crossoverraten og mutationsraten er det i nogen grad muligt, at næsten alle individer skiftes ud med nye fra 
den ene generation til den næste. Den følgende kode er en ”pæn” udgave af main-metoden i den genetiske 
algoritme, der undersøges i denne rapport. Main-metoden er vist her med det formål, at give et overblik over 
strukturen i den genetiske algoritme. Hele kildekoden til den genetiske algoritme kan ses i appendiks A3 og 
A4. 
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public static void main(String[] args) throws IOException 
{      
   Population pop = new Population(popSize);  
 
   while (true) 
   { 
      Kromosom[] tempPop = new Kromosom[popSize]; 
      Kromosom tempKrom = new Kromosom(); 
      evaluateKromosom(tempKrom, tempPop, pop);    
      Kromosom[] newParentsPop = Selektion.selektion(tempPop);  
       
      // En liste med de forældre der skal udsættes for crossover 
      ArrayList<Kromosom> crossoverPop = new ArrayList<Kromosom>(); 
      // En liste med de forældre der er blevet udsat for mutation og ikke for crossover 
      ArrayList<Kromosom> mutationPop = new ArrayList<Kromosom>();  
       
      selectParentsToCrossoverAndMutation(crossoverPop, mutationPop, newParentsPop);  
      makeCrossoverAndMutation(crossoverPop); 
      addChildrenToNewGeneration(mutationPop, crossoverPop, pop); 
      generation++; 
   } 
} 
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4 Implementeringsovervejelser 
Det følgende kapitel omhandler de metoder der benyttes i de to implementeringer af den genetiske algoritme, 
en for hver type problem. I udarbejdelsen af denne rapport er det valgt ikke at medtage en decideret 
gennemgang af de to implementeringer af den genetiske algoritme. Derfor er denne gennemgang af 
metoderne det eneste der direkte handler om implementeringerne. Interesserede læsere kan finde kildekoden 
til begge implementeringer i appendiks 3 og 4.  
Som det første i dette afsnit forklares og begrundes den valgte selektionsmetode, da denne er ens for begge 
implementeringerne. Dernæst forklares og begrundes repræsentationen, samt de valgte metoder til 
evaluering, crossover og mutation, der bruges i forbindelse med rygsækproblemerne. Endeligt forklares og 
begrundes repræsentationen, samt de valgte metoder til evaluering, crossover og mutation, der bruges i 
forbindelse med det fysiske problem. Der er udført tests af implementeringen af rygsækproblemet. Disse har 
vist at implementeringen af den genetiske algoritme løser rygsækproblemet korrekt (se appendiks 1).  
4.1 Selektion 
I den genetiske algoritme benyttes der en kombination af to forskellige selektionsværktøjer. Det første 
selektionsværktøj bruges til at udvælge forældrekromosomerne, det andet til at udregne en værdi der 
betegner det antal gange et kromosom kan forventes at blive udvalgt som forælderkromosom. Denne værdi 
benævnes et kromosoms ”forventede værdi”, E(i), og er hentet fra [Mitchell (1996)]. Kromosomernes 
forventede værdi bruges af det første selektionsværktøj til at udvælge forældrekromosomerne. 
4.1.1 Stokastisk universel udvælgelse 
Stokastisk universel udvælgelse (eng. – stochastic universal sampling), også kaldet SUS, er det 
selektionsværktøj som er blevet valgt til udvælgelsen af forældrekromosomerne i algoritmen. SUS bygger på 
en idé om at kromosom i’s forventede værdi E(i) er lig 
F
ieval )(
, hvor eval(i) er kromosomets egnethed og F 
er summen af alle kromosomernes egnethed. For at beskrive SUS benyttes der en forestilling om et 
roulettehjul med omkredsen F, hvor hvert kromosom har fået tildelt et stykke af omkredsen med længden 
E(i). Dvs. at det bedst egnede kromosom tildeles mest plads, mens det mindst egnede tildeles mindst plads. 
På roulettehjulet i SUS sidder der n pile, hvor n er antallet af forældrekromosomer der skal vælges. Disse 
pile sidder så der er lige stor afstand mellem alle pilene. Dette betyder, at der kun skal drejes på roulettehjulet 
én gang for at finde samtlige forældrekromosomer til den nye generation. 
 
Der gennemgås nu en metode til hvordan idéen bag SUS kan omsættes til en algoritme. Denne metode er 
hentet fra [Pohlheim (2005) afsnit 3]. Da F er den totale egnethed for populationen (dvs. omkredsen af 
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roulettehjulet) og n er antallet af forældrekromosomer der skal vælges, må 
n
Fl =  være afstanden mellem 
pilene. Der vælges et tilfældigt tal, r, mellem 0 og l og så lægges E(i) for de enkelte kromosomer sammen 
indtil summen af de enkelte kromosomers E(i) blive større end r. Det kromosom hvis E(i) betød at summen 
blev større end r, vælges så til at være det første forældrekromosom. Derefter lægges l til r. Dette giver et nyt 
”tilfældigt tal”. Igen lægges de enkelte kromosomers E(i) sammen, men i stedet for at starte forfra startes der 
nu fra summen af de E(i)’er der blev lagt sammen i det foregående trin. Dette gentages i alt n gange, og hver 
gang startes akkumuleringen fra den foregående sum. På figur 4.1 er idéen bag SUS illustreret med et 
eksempel. 
 
0,0
0,30 0,57 0,80 0,92
1,0
r = 0,02 'tilfældigt tal'
0,02 0,22 0,42 0,62 0,82
1 2 3 54
 
Figur 4.1: Et eksempel på SUS. Hvert heltal fra 1 til 5 angiver et af de fem kromosomer der befinder sig i denne 
population. Hvert kromosom er placeret på en linie hvor de hver har fået tildelt plads efter deres forventede værdi, som 
er hhv. 0,3, 0,27, 0,23, 0,12 og 0,08. Det tilfældige tal r der genereres er 0,02. l er 0,2. De fem øverste pile angiver hvor 
kromosomerne vælges ud. Resultatet er i dette tilfælde at kromosom 1 optræder to gange som forælder og kromosom 2, 
3 og 4 optræder hver én gang. 
4.1.2 Selektion efter rang  
Selvom SUS er en stabil selektionsmetode, er der et problem forbundet med den. Dette problem består i, at 
der i den første generation af en population er en stor sandsynlighed for at der er stor forskel på de 
forskellige kromosomers egnethed. Da SUS, som før nævnt, bygger på en idé om at et 
kromosoms ( )
F
ievaliE )(= . I første generation betyder dette at hvis SUS benyttes i den originale form, vil 
der højst sandsynligt være nogle få kromosomer som har meget større sandsynlighed for at blive valgt til 
forældre end resten. Dette kan betyde, at den endelige population kun dannes ud fra meget få forskellige 
kromosomer, hvilket kan betyde at visse gode gener aldrig bliver introduceret til populationen [Mitchell 
(1996), s. 169]. 
En måde til at løse dette problem er at benytte sig af et andet selektionsværktøj til at beregne E(i), og så 
erstatte de originale E(i) i SUS med de E(i) som dette selektionsværktøj giver. Et selektionsværktøj der kan 
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bruges til dette er selektion efter rang. Fordelen ved selektion efter rang er, at denne metode kontrollerer 
hvor stor spredning der er på E(i), hvilket betyder at der ikke kan opstå en situation hvor det er meget få 
kromosomer, der dominerer stort set hele roulettehjulet i SUS. Derfor er det blevet vurderet, at hvis SUS 
suppleres med selektion efter rang, opnås der en bedre selektion end ved SUS alene, og derfor er det denne 
kombinerede selektionsmetode, som er blevet benyttet i algoritmen. 
 
Ved selektion efter rang bliver individerne tildelt en rang ud fra deres egnethed således, at det mindst egnede 
får rangen 1, det næstmindst egnede får rangen 2 og det mest egnede får rangen n (hvor n er antallet af 
individer i populationen) [Obitko (1998)]. Det næste skridt er at finde E(i) for det enkelte kromosom. Dette 
tal kan ifølge [Mitchell (1996), s. 170] og [Pohlheim (2005) afsnit 3] findes ved følgende formel ud fra det 
enkelte individs rang: 
1
1)()()(
−
−
−+=
n
irangMinMaxMiniE  (4.1) 
Ifølge [Mitchell (1996), s. 170] skal det gælde at 21 ≤≤ Max  og MaxMin −= 2 . [Mitchell (1996), s. 
170] anbefaler derudover at Max sættes til 1,1. Min og Max er den forventede værdi for hhv. det mindst 
egnede og mest egnede kromosom således at det enkelte kromosoms E(i) ligger i intervallet [0,9;1,1]. Dette 
betyder, at formel (4.2) kan omskrives således at E(i) kan udregnes ved følgende formel:    
1
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+=
n
irangiE  
SUS med selektion efter rang suppleres af endnu en selektionsmetode, elitisme.  
4.1.3 Elitisme 
Selv om SUS med selektion efter rang er en god selektionsmetode, så opstår der alligevel et problem med at 
metoden ikke nødvendigvis vælger de bedste kromosomer fra forrige generation som de nye forældre, 
hvilket kan betyde, at den bedste egnethed kan falde fra én generation til den næste. Dette problem kan 
afhjælpes ved en supplerende metode der kaldes elitisme. Elitisme afhjælper desuden også det problem at de 
bedste kromosomer ødelægges pga. crossover eller mutation. Elitisme løser de to førnævnte problemer ved 
først at finde det mest egnede individ i forældrepopulation, og så flytte det direkte over i den nye population 
uden at udsætte det for crossover og mutation [Mitchell (1996), s. 168]. 
4.2 De valgte værktøjer til løsning af rygsækproblemerne 
I dette afsnit vil repræsentationen samt de metoder som bliver benyttet i implementeringen til løsning af 
rygsækproblemerne blive beskrevet, og der vil blive gjort rede for hvorfor det netop er disse metoder, der er 
valgt. 
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4.2.1 Repræsentation 
Som nævnt i afsnit 3.1 afhænger valget af repræsentation af hvilken type problem der skal løses, og hvordan 
det skal gøres. Den mest hensigtsmæssige måde at repræsentere løsningerne på rygsækproblemerne på er at 
give hver pakke et nummer og så lade en vektor, der indeholder disse numre, repræsentere det enkelte 
kromosom. Der findes flere forskellige repræsentationsformer, der på den ene eller den anden måde benytter 
sådan en vektor til at repræsentere det enkelte kromosom. Den valgte repræsentationsform kaldes sti-
repræsentation (eng - path representation) [Michalewicz (1996) s. 212-220]. Denne repræsentationsform er 
valgt da det er en simpel form for repræsentation. Ved sti-repræsentation vil vektoren {1,3,2,4,5} 
repræsentere den løsning hvor det først forsøges at lægge pakke 1 ned i rygsækken, derefter pakke 3 osv. 
Hvis den næste pakke ikke kan være i rygsækken, betyder det at rygsækken er fyldt og at rækkefølgen af de 
næste pakker kan stå tilfældigt uden at det får nogen betydning for pakningen af rygsækken. 
4.2.2 Evalueringsfunktion 
Evalueringsfunktionen til rygsækproblemerne udregner et kromosoms egnethed. Et kromosoms egnethed er, 
i forbindelse med rygsækproblemerne, den samlede værdi af de pakker der kan pakkes i rygsækken, uden at 
den samlede vægt overskrider rygsækkens kapacitet. Evalueringsfunktionen udregner egnethed ved at lægge 
pakkernes værdier sammen samtidig med at pakkernes vægte lægges sammen. Når den samlede vægt 
overskrider rygsækkens kapacitet, er kromosomets egnethed fundet. Dette kan skrives på følgende formel:  
∑= ivieval )( , så længe ∑ ≤ Wwi  
Eval(i) er kromosomets egnethed, vi og wi er hhv. de enkelte pakkers værdi og vægt og W er rygsækkens 
kapacitet. 
4.2.3 Crossover 
Det mulige udvalg af crossovermetoder afhænger af hvilken repræsentationsform der er valgt. Da der til 
algoritmen til løsning af rygsækproblemerne er valgt en sti-repræsentation, kan der ifølge [Michalewicz 
(1996) s. 216-220] benyttes tre forskellige crossovermetoder. En af disse er cyklisk crossover. Netop cyklisk 
crossover er velegnet til rygsækproblemet, da den bytter rundt på nogle generne uden at store dele af 
kromosomet flyttes. Da den eksakte rækkefølge af pakkerne ikke er meget vigtig for rygsækproblemet 
betyder det ikke meget, at cyklisk crossover ofte ødelægger genernes rækkefølge [Michalewicz (1996) s. 
218]. Metoden i cyklisk crossover illustreres lettest gennem et eksempel samt figur 4.2: 
A) Der undersøges hvilket gen der står på plads 1 i forælder 1 og dette gen sættes på plads 1 i barn 1. 
B) Derefter undersøges der hvilket gen der står på plads 1 i forælder 2. 
C) Dette gen findes på plads 3 i forælder 1. 
D) Dette gen sættes på plads 3 i barn 1. 
E) Derefter undersøges der på hvilket gen der findes på plads 3 i forælder 2. 
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F) Dette gen findes på plads 2 i forælder 1. 
G) Dette gen sættes på plads 2 i barn 1. 
H) Der undersøges hvilket gen der står på plads 2 i forælder 2. I dette tilfælde observeres det at det er 
gen 3 og dermed er cyklusen sluttet 
I) og J) De resterende pladser i barn 1 fyldes med de gener fra forælder 2 der ikke allerede har været i 
brug, i den rækkefølge som de står i forælder 2. 
 
 
Figur 4.2: Cyklisk crossover på et kromosom med fem gener.  
4.2.4 Mutation 
I forbindelse med mutationsmetoden er der blevet valgt en metode der kaldes rækkefølgebestemt mutation 
(eng. order changing mutation eller order based mutation) [Obitko (1998)]. Ved rækkefølgebestemt mutation 
foregår mutationen ganske enkelt ved at det gen der skal udsættes for mutation bytter plads med et tilfældigt 
valgt gen i kromosomet. Denne metode betyder, at to gener, der befinder sig vidt forskellige steder i 
kromosomet, kan bytte plads, hvilket medvirker til at alle gener har mulighed for at blive sat ind i starten af 
kromosomet og dermed udgør en del af den bedste pakning. 
Der er også andre former for mutationsmetoder der kan anvendes i forbindelse med sti-repræsentation. Ifølge 
[Davis (1996), s. 340] kan der foruden rækkefølgebestemt mutation, benyttes kan to andre metoder. Ifølge 
[Davis (1996), s. 342] er rækkefølgebestemt mutation den mest effektive af disse tre mutationsmetoder, 
hvilket er grunden til at denne mutationsmetode er benyttet i algoritmen til løsning af rygsækproblemerne.  
4.3 De valgte værktøjer til løsning af det fysiske problem  
I dette afsnit beskrives repræsentationen samt de metoder som benyttes i implementeringen til løsning af det 
fysiske problem, og der redegøres for hvorfor disse metoder er valgt. 
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4.3.1 Repræsentation  
Til at repræsentere løsningerne på det fysiske problem, er der blevet benyttet binær repræsentation. Ved 
binær repræsentation bliver hvert kromosom repræsenteret ved en streng af binære tal. Et kromosom 
repræsenteres ofte vha. binær repræsentation når en eller flere variable, i en mulig løsning til et problem, skal 
repræsenteres med en reel værdi [Michalewicz (1996) s. 19]. Dette gør binær repræsentation til en oplagt 
repræsentationsform for det fysiske problem, da løsningen af dette problem er en minimering af en funktion 
af mange reelle variable. Ved brug af binær repræsentation kan et eller flere reelle tal repræsenteres vha. 
binære delstrenge, der tilsammen udgør et kromosom. Den nødvendige længde af det binære kromosom 
afhænger af hvor stor præcision det enkelte problem kræver. I det fysiske problem i denne rapport er der, 
som nævnt i afsnit 2.2.4, fem partikler som tilsammen giver femten variable. Alle disse variable kan have en 
værdi i intervallet [0;1]. I forbindelse med løsningen af problemet ønskes der en præcision på én decimal. 
Dette kan opnås ved at dele det førnævnte interval op i ( ) 11001 ⋅− dele. Hvis én variabel repræsenteres af en 
binær streng med længden im , hvor im  er det mindste hele tal så ( ) 121001 1 −≤⋅− im  gælder, er 
præcisionskravene opfyldt. Denne ulighed betyder, at hver enkelt variabel i det fysiske problem skal 
repræsenteres af en binær streng med længden fire. Hvert kromosom bliver så repræsenteret af en binær 
streng med længden 60, da hele kromosomet repræsenteres af alle de variable fra 1x  til 15x repræsenteret 
ved binære strenge, der følger efter hinanden i den givne orden.  
 
I løsningen af det fysiske problem er der behov for at finde ud af hvilke tal de variable i kromosomerne 
repræsenterer. Den følgende ligning oversætter hver enkelt binær delstreng til en værdi, repræsenteret ved 
titalssystemet, for variablen ix  i det fysiske problem, hvor ( )binærdecimal  repræsenterer decimalværdien 
af den binære streng:  
( ) ( )
15
1
12
1
4 ⋅=
−
⋅= binærdecimalbinærdecimalxi  (4.2) 
Ovenstående om kromosomets længde er udarbejdet på baggrund af [Michalewicz (1996) s. 33]. 
 
For at illustrere det overstående, betragtes en reduceret udgave af det fysiske problem med kun to partikler. 
Her kunne et kromosom være følgende: (1011 0001 0111 1111 0101 1010). Omregnet vha. formel 4.2 
repræsenterer delstrengene i dette kromosom følgende reelle værdier: (0,73; 0,07; 0,47; 1; 0,33; 0,67). Dette 
betyder, at dette kromosom repræsenterer den løsning hvor den første partikel befinder sig på position (0,73; 
0,07; 0,47) og den anden partikel på position (1; 0
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4.3.2 Evalueringsfunktion 
For at evaluere kromosomerne i det fysiske problem er det nødvendigt at finde den samlede energi for 
systemet for hvert enkelt kromosom, således at det kan vurderes om kromosomet repræsenterer en af de 
bedste løsninger i generationen. For det fysiske problem, hvor der bruges en modelvæske med fem partikler, 
kan der udregnes ti parvise Lennard-Jones potentialer, således at evalueringsfunktionen kan beskrives ved 
følgende formel:  
( ) ∑
=
=
10
1j
jlesPotentiaLennardJoniE  
4.3.3 Crossover 
Den valgte metode til crossover kaldes etpunktscrossover. Etpunktscrossover fungerer ved at der, når to 
kromosomer er valgt til crossover, genereres et tilfældigt tal, r, mellem 1 og længden på kromosomet. Dette 
tal indikerer hvor crossover skal foregå. Lige før gen r deles de to forælderkromosomer og den bageste del af 
disse kromosomer bytter plads. Figur 4.3 illustrerer dette. 
 
 
Figur 4.3: Denne figur viser hvordan etpunktscrossover foregår. Lige før gen r i kromosomet foretages der en 
etpunktscrossover således at afkom 1 består af første del af forælder 1 og anden del af forælder 2, mens afkom 2 består 
af første del af forælder 2 og anden del af forælder 1.  
 
Foruden etpunktscrossover findes der yderligere to typer crossover som kan benyttes ved binær 
repræsentation, nemlig multipunktscrossover og ensartet crossover [Pohlheim (2005), afsnit 4]. Hver type 
crossover har deres fordele og ulemper og det er meget forskelligt hvilke der anbefales. Etpunktcrossover er 
valgt til løsningen af fysikproblemet da dette er den mest enkle måde at foretage crossover på. 
4.3.4 Mutation 
Mutationen af et kromosom, der er repræsenteret ved en binær streng, er simpel. Hvis det er blevet valgt at et 
gen skal udsættes for mutation, ændres genets værdi således at 0 bliver til 1 eller omvendt [Obitko (1998)]. 
 4 Implementeringsovervejelser 
________________________________________________________________________________ 
 23 
Det følgende eksempel er et binært kromosom der muteres på to positioner, den tredje og den femte. 
Kromosomet ser således ud før mutationerne (1110 011…). Efter mutationerne ser kromosomet således ud 
(1100 111…). 
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5 Forsøgene 
I dette afsnit vil de forsøgsmetoder, der er blevet benyttet i denne rapport, blive gennemgået. Afsnittet er 
med for at give læseren en forståelse for, hvordan forsøgsresultaterne er blevet produceret og hvilke 
usikkerheder, der er i disse.  
Som det fremgår af problemformuleringen, er et af de væsentligste begreber for denne rapport effektivitet, og 
derfor beskrives først, hvordan algoritmens effektivitet er defineret i denne rapport. Derefter følger en 
forsøgsbeskrivelse. Efter dette vil en modificering, som har været nødvendig at indføre i implementeringen 
til løsning af det fysiske problem, kort blive gennemgået og forklaret. Til sidst vil pålideligheden af 
forsøgsresultaterne blive diskuteret. 
5.1 Definition af algoritmens effektivitet  
Som udgangspunkt er det valgt at definere algoritmens effektivitet som det antal generationer, algoritmen 
bruger på at finde en næroptimal løsning på et problem. Ifølge [Michalewicz (1996) s. 214] kan dette mål 
anvendes til at sammenligne effektiviteten af den genetiske algoritme ved forskellige 
parametersammensætninger. Med dette effektivitetsmål er en parametersammensætning, som giver en 
løsning inden for 100 generationer mere effektiv end en parametersammensætning, som giver en løsning 
inden for 1000 generationer.  
Effektivitetsmålet er i denne rapport defineret uafhængigt af køretiden. Det er ved forsøgene blevet 
observeret, at der ikke er nogen sammenhæng mellem den reelle køretid og antallet af brugte generationer. 
Dette betyder, at selv om antallet af brugte generationer er lavt, som det kan være tilfældet ved høje 
populationsstørrelser, og algoritmen efter det valgte effektivitetsmål derfor er effektiv, kan køretiden være 
høj. Dette skyldes, at der ved de høje populationsstørrelser er flere mulige løsninger tilstede end ved de lave 
populationsstørrelser, og der skal derfor foretages flere udregninger ved hver generation. Det er blevet 
vurderet, at i forbindelse med undersøgelsen i denne rapport, er den reelle køretid for den genetiske 
algoritme ikke den vigtigste målestok for algoritmens ydeevne. Dette skyldes at formålet med undersøgelsen 
ikke er at optimere algoritmen, men derimod at undersøge hvordan algoritmen bliver påvirket af ændringer i 
de forskellige parametre. Derudover er det blevet observeret, at algoritmen er langt bedre til at finde en 
næroptimal løsning ved høje populationsstørrelser, dvs. ved populationsstørrelser der medfører høje 
køretider, end ved lave. Det er derfor vurderet, at det her benyttede effektivitetsmål er bedre til at vurdere 
parametrenes påvirkning af den genetiske algoritmes effektivitet, i forbindelse med denne rapport, end den 
reelle køretid ville være. Det her benyttede effektivitetsmål gør det desuden muligt at sammenholde 
forsøgsresultaterne med resultaterne fra en analyse af skemateoremet. 
Det valgte effektivitetsmål er kun anvendeligt i forbindelse med genetiske algoritmer, da det kun er i denne 
type algoritmer at begrebet generationer indgår.  
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5.2 Forsøgsbeskrivelse 
I undersøgelsen af den genetiske algoritme er der blevet foretaget tre typer forsøg. Disse tre forsøgstyper er: 
Populationsforsøg: Forsøg med konstant crossoverrate/mutationsrate og varieret populationsstørrelse. 
Crossoverforsøg: Forsøg med konstant mutationsrate/populationsstørrelse og varieret crossoverrate. 
Mutationsforsøg: Forsøg med konstant populationsstørrelse/crossoverrate og varieret mutationsrate. 
Denne notation vil fremover blive brugt når der skelnes mellem de tre forsøgstyper. For hver af 
forsøgstyperne undersøges de tre parametres indflydelse på algoritmens effektivitet. 
De tre forsøgstyper bruges i to implementeringer af den genetiske algoritme. Disse to implementeringer løser 
hver deres type problem. Den første implementering findes i to udgaver, hvor den ene løser rygsækproblemet 
med 20 pakker og den anden løser rygsækproblemet med 30 pakker. Den anden implementering løser det 
fysiske problem. For at højne læsbarheden af resten af denne rapport vil de to udgaver af implementeringen 
til løsning af rygsækproblemerne i det efterfølgende benævnes hhv. RS20-implementeringen og RS30-
implementeringen. Implementeringen til løsning af det fysiske problem benævnes fysikimplementeringen. 
Når RS20-implementeringen og RS30-implementeringen omtales i den samme sammenhæng, vil de 
benævnes de to udgaver af rygsækimplementeringen.  
 
Forsøgsresultatet er det antal generationer, som algoritmen bruger på at finde en næroptimal løsning. Dvs. at 
et forsøgsresultat er effektiviteten i det pågældende forsøg. Algoritmen udskriver den næroptimale egnethed, 
som den er nået frem til, således at det er muligt at kontrollere, at algoritmen når frem til tilnærmelsesvist 
den samme næroptimale løsning ved hver kørsel.  
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Figur 5.1: Eksempel på resultater fra et populationsforsøg med crossoverrate 0,8 og mutationsrate 0,001. Resultaterne 
på denne afbildning er produceret ved forsøg med RS20-implementeringen. 
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For at undgå alt for store tilfældigheder i forsøgsresultaterne bliver hver kombination af parametrene kørt 20 
gange, således at der kan tages et gennemsnit af forsøgsresultaterne for disse kørsler. Når forsøgsresultaterne 
afbildes som funktion af den varierede parameter, fås en afbildning der minder om den der ses på figur 5.1. I 
disse afbildninger er det gennemsnittene der afbildes. 
 
På figur 5.1 kan antallet af brugte generationer aflæses på andenaksen. Dette betyder, at i eksemplet på figur 
5.1 falder antallet af brugte generationer efterhånden som populationsstørrelsen bliver større, indtil dette 
antal stabiliseres. Ud fra det her benyttede effektivitetsmål betyder dette fald i antallet af brugte generationer 
at algoritmens effektivitet stiger. For alle forsøgstyper i de to implementeringer af algoritmen foregår 
forsøgene på den måde der er beskrevet ovenfor.  
 
Den bedste løsning og den bedste egnethed 
Når resultaterne for en kørsel udskrives, er det antallet af generationer der er nødvendige for at opnå en 
løsning, og egnetheden for den pågældende løsning, der udskrives. Det er altså ikke selve pakningen i de to 
udgaver af rygsækimplementeringen eller positionskoordinaterne i fysikimplementeringen der udskrives. I 
arbejdet med denne rapport er den bedste pakning og det optimale koordinatsæt dog undersøgt. Den bedste 
fundne pakning af de to rygsækproblemer kan findes i appendiks A2. I forbindelse med disse bedste 
pakninger er det værd at bemærke, at ved det enkelte problem finder algoritmen hver gang den nøjagtigt 
samme pakning som den bedste, og ikke bare en tilfældig pakning der giver den bedste værdi. Mht. 
fysikimplementeringen er der fundet flere løsninger der har den bedste egnethed (den laveste energi). I alle 
disse tilfælde spreder partiklerne sig i den afgrænsede boks således, at de ligger forholdsvist langt fra 
hinanden. Det er ikke muligt, at observere en krystalstruktur, men dette er heller ikke forventeligt med en 
væske med fem partikler.   
5.2.1 Parameterafgrænsning 
Gennem erfaring fra indledende forsøg med den genetiske algoritme, er det fundet, at det er nødvendigt, at 
afgrænse det parameterrum som forsøgene blev foretaget i. Generelt er der blevet foretaget to afgrænsninger. 
Den første afgrænsning var at bestemme start- og slutpunktet for parameterrummet for de forskellige 
parametre. Den anden afgrænsning var at bestemme hvor meget hver parameter skulle ændres fra kørsel til 
kørsel. Det er blevet fundet at det er nødvendigt at foretage forskellige parameterafgrænsninger for hhv. de to 
udgaver af rygsækimplementeringen og fysikimplementeringen.   
 
Som udgangspunkt for alle forsøg med RS20-implementeringen er der blevet foretaget følgende 
parameterafgrænsning: 
- Populationsstørrelse varierende fra 20 til 200 med en ændring på 10. 
- Crossoverrate varierende fra 0,1 til 1 med en ændring på 0,1. 
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- Mutationsrate varierende fra 0,001 til 0,005 med en ændring på 0,001. 
 
Som udgangspunkt for alle forsøg med RS30-implementeringen er der blevet foretaget følgende 
parameterafgrænsning: 
- Populationsstørrelse varierende fra 20 til 400 med en ændring på 20. 
- Crossoverrate varierende fra 0,1 til 1 med en ændring på 0,1. 
- Mutationsrate varierende fra 0,001 til 0,005 med en ændring på 0,001. 
 
Som udgangspunkt for alle forsøg med fysikimplementeringen er der blevet foretaget følgende 
parameterafgrænsning: 
- Populationsstørrelse varierende fra 40 til 400 med en ændring på 20. 
- Crossoverrate varierende fra 0,1 til 1 med en ændring på 0,1. 
- Mutationsrate varierende fra 0,0002 til 0,001 med en ændring på 0,0002. I populationsforsøg og 
crossoverforsøg er der også foretaget forsøg med andre mutationsrater i samme størrelsesorden.  
 
Den endelige analyse af alle forsøgsresultaterne for en implementering består af tre delanalyser. I forbindelse 
med disse tre delanalyser er der også blevet foretaget en afgrænsning i form af et valg der afgjorde hvilke 
parametersammensætninger det har været nødvendigt at udføre forsøg med. Det har vist sig, at der er visse 
kombinationer af input hvor algoritmen ikke kan returnere et resultat indenfor et acceptabelt tidsrum (dvs. 
over to timer). Disse kombinationer er der derfor set bort fra.  
 
I forbindelse med hver analyse bruges betegnelserne høje/lave mutationsrater, høje/lave crossoverrater og 
høje/lave populationsstørrelser. Disse betegnelser dækker over hhv. de højeste og de laveste rater og 
størrelser indenfor det afgrænsede parameterrum. Dette kan betyde, at eksempelvis de populationsstørrelser 
der i analysen bliver betegnet som høje populationsstørrelser, ikke er høje populationsstørrelser i forhold til 
det problem der skal løses. 
5.3 Modificeringer i løsningen af det fysiske problem 
I forbindelse med løsningen af det fysiske problem har det været nødvendigt, at indføre en modificering af 
den måde hvorpå den genetiske algoritme løser det fysiske problem. Ændringen er nødvendig pga. formlen 
for det parvise Lennard-Jones potentiales natur. Ændringen har ikke nogen essentiel betydning for den 
genetiske algoritme.  
Modificeringen er nødvendig pga. den situation hvor der ved crossover og mutation er blevet skabt et 
kromosom der repræsenterer en løsning hvor to partikler befinder sig på nøjagtig den samme plads i rummet. 
Dette kromosom kaldes et ulovligt kromosom, da denne situation ikke fysisk kan lade sig gøre. I denne 
situation vil afstanden mellem de to partikler være 0, hvilket medfører, at når algoritmen forsøger at udregne 
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de parvise Lennard-Jones potentialer, vil den ikke kunne udføre udregningen fordi et tal ikke kan divideres 
med 0. Dette problem er løst således at før algoritmen udregner de parvise Lennard-Jones potentialer, 
undersøger den om det enkelte er ulovligt. Hvis dette er tilfældet, forsøger algoritmen først at rette op på 
problemet ved at mutere et enkelt gen i et af koordinaterne for en af de to problematiske partikler. Derefter 
undersøger den kromosomet en gang til, da denne mutation i værste fald kan have medført at der nu er to 
andre partikler der befinder sig på den samme plads i rummet. Hvis dette er tilfældet, forsøger den at rette 
kromosomet en gang til. Denne procedure gentages op til 100 gange. Hvis der efter 100. rettelse stadig er 
problemer med kromosomet, sættes den samlede energi som kromosomet repræsenterer meget højt, da det så 
er sikkert at dette ulovlige kromosom ikke udvælges som en næroptimal løsning.   
5.4 Sammenligning af usikkerheder ved store og små populationer 
Under analysen af forsøgsresultaterne er det fundet, at antallet af brugte generationer svinger mere fra kørsel 
til kørsel for de små populationsstørrelser, end for de større populationsstørrelser. Som nævnt blev der for 
hver kombination af populationsstørrelse, crossoverrate og mutationsrate foretaget 20 enkelte kørsler for at  
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Figur 5.2: Resultater fra crossoverforsøg med en mutationsrate på 0,001. Der er udført to ens forsøg for hhv. 
populationsstørrelsen 20 og populationsstørrelsen 200. Ved populationsstørrelsen 20 er den laveste crossoverrate 0,2. 
Ved populationsstørrelsen 200 er den laveste crossoverrate 0,1. Alle de afbildede resultater er produceret ud fra forsøg 
med RS20-implementeringen.  
 
kunne tage et gennemsnit af antallet af brugte generationer. Det er i nogle tilfælde udregnet hvor stor en 
procentdel standardafvigelsen udgør af gennemsnittet for de 20 kørsler. Det er fundet, at procentdelen er 
forholdsvis lille ved de store populationsstørrelser i sammenligning med de små populationsstørrelser. Denne 
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tendens kan observeres visuelt når et forsøg udføres to gange med de samme værdier. Et eksempel på dette 
kan ses på figur 5.2. 
 
Figur 5.2 viser at forskellene på resultaterne fra to ens forsøg er synligt større ved lave populationsstørrelser 
end ved høje populationsstørrelser. Forskellene kan udregnes ved først at beregne gennemsnittet mellem to 
tilsvarende datapunkter. Dernæst udregnes det hvor stor en afvigelse der er mellem gennemsnittet og de 
faktiske datapunkter. Eksempelvis udgør denne afvigelse over 20 procent ved datapunkterne for 
populationsstørrelse 20 og crossoverrate 0,4, mens den højeste afvigelse for populationsstørrelse 200 er på 
ca. 5 procent. Konsekvensen heraf er, at der i nogle tilfælde er større tilfældigheder i resultaterne af forsøg 
med de små populationsstørrelser, end der er ved forsøg med de store populationsstørrelser.  
 
Tilfældighederne skyldes generelt, at startpopulationen varierer fra forsøg til forsøg og således gør 
startbetingelserne forskellige. Desuden kan mutation og crossover ramme tilfældigt i kromosomerne og 
derfor kun nogle gange gavne effektiviteten. 
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6 Analyse af forsøgsresultater 
I dette afsnit vil resultaterne fra forsøgene med den genetiske algoritme blive gennemgået. Analysen af disse 
forsøgsresultater vil blive delt op i tre. I afsnit 6.1 vil forsøgsresultaterne fra forsøgene med RS20-
implementeringen blive analyseret. I afsnit 6.2 vil forsøgsresultater fra forsøgene med RS30-
implementeringen blive analyseret. Forsøgsresultaterne fra forsøgene med fysikimplementeringen vil blive 
analyseret i afsnit 6.3. Hver af de tre analyser består af tre delanalyser, der undersøger hvordan de tre 
forskellige parametre påvirker algoritmens effektivitet.  
Analyserne af forsøgsresultaterne fra RS20- og RS30-implementeringerne vægtes lige meget i dette afsnit, 
da tendenserne i resultaterne ikke er helt identiske, hvilket betyder at de to sæt forsøgsresultater hver især 
kan bidrage til undersøgelsen af algoritmen.  
6.1 Analyse af forsøgsresultater fra RS20-implementeringen 
Resultaterne fra disse forsøg vil i dette afsnit blive gennemgået og analyseret.  
 
Populationsstørrelsens indflydelse på effektiviteten 
Der er foretaget mange populationsforsøg. Afbildningen af forsøgsresultaterne fra to sådanne forsøg ses på 
figur 6.1. 
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Figur 6.1: Denne figur viser resultaterne fra to populationsforsøg. Her er mutationsraten blevet holdt på 0,005. 
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Det ses på figur 6.1, at når populationsstørrelsen sættes op, så falder antallet af generationer der skal bruges 
for at finde en løsning. Denne tendens er blevet observeret i forbindelse med alle de populationsforsøg der er 
blevet foretaget med RS20-implementeringen. Det ses at begge grafer på figur 6.1 flader ud ved en bestemt 
populationsstørrelse. Dette indikerer, at antallet af brugte generationer stabiliseres når en vis 
populationsstørrelse nås, og ikke falder signifikant ved yderligere forøgelse af populationsstørrelsen. 
En anden observation der er blevet gjort i forbindelse med populationsforsøgene er at alle graferne for 
samtlige forsøgsresultater har samme form. Dette indikerer, at populationsstørrelsen er dominerende i 
forhold til crossoverraten og mutationsraten, da ændringer af værdierne for disse parametre ikke ændrer den 
overordnede form af graferne for populationsforsøgene. 
 
Crossoverratens indflydelse på effektiviteten 
Ved sammenligning af de to grafer på figur 6.1 ses at en forøget crossoverrate har formindsket antallet af 
brugte generationer. For at undersøge hvordan crossoverraten påvirker algoritmens effektivitet, blev der 
udført flere forskellige crossoverforsøg. Afbildningen af resultatet fra et af disse forsøg ses på figur 6.2, og 
viser ligesom figur 6.1 at en forøget crossoverrate formindsker antallet af brugte generationer, indtil dette 
antal evt. stabiliseres. Denne tendens er blevet observeret i forsøgsresultaterne fra alle populationsforsøg og 
crossoverforsøg. 
 
Forsøg med varieret crossoverrate
0
20
40
60
80
100
120
0 0,2 0,4 0,6 0,8 1
Crossoverrate
G
en
er
at
io
n
er
 
Figur 6.2: Denne figur viser resultatet af et crossoverforsøg. Her er populationsstørrelsen holdt konstant på 120 og 
mutationsraten er sat til 0,004. 
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Det er desuden igen blevet observeret at populationsstørrelsen er den dominerende parameter i forhold til 
algoritmens effektivitet. Dette ses ved at graferne for crossoverforsøg ved lave populationsstørrelser svinger 
væsentligt mere end ved høje. 
 
Mutationsratens indflydelse på effektiviteten 
I undersøgelsen af mutationsratens indflydelse på algoritmens effektivitet, blev det observeret at 
mutationsraten har en todelt indflydelse på algoritmens effektivitet. Dette ses bl.a. ved at afbilde resultaterne 
fra to populationsforsøg med to forskellige mutationsrater. En sådan afbildning ses på figur 6.3. For de små 
populationsstørrelser har en forøget mutationsrate en positiv indvirkning på algoritmens effektivitet, dvs. at 
antallet af brugte generationer formindskes når mutationsraten forøges. For de høje populationsstørrelser er 
det set at en ændring i mutationsraten ikke medfører nogen synlig ændring i antallet af brugte generationer. 
Det er vurderet at overgangen mellem små og store populationsstørrelser, for de to forsøg der er vist på figur 
6.3, forekommer ved en populationsstørrelse på mellem 50 og 100.  
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Figur 6.3: Denne figur viser resultaterne fra to populationsforsøg. Her er crossoverraten blevet holdt konstant på 0,8 
for begge forsøg. 
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Figur 6.4: Denne figur viser afbildningen af resultaterne fra et mutationsforsøg. Her er crossoverraten blevet holdt 
konstant på 0,8 og populationsstørrelsen er sat til 20. 
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Figur 6.5: Denne figur viser afbildningen af resultaterne fra et mutationsforsøg. Her er crossoverraten blevet holdt 
konstant på 0,6 og populationsstørrelsen er sat til 200. 
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For yderligere at undersøge mutationsratens indflydelse på algoritmens effektivitet, blev der udført flere 
forskellige mutationsforsøg. I disse forsøg blev det også observeret at en forøget mutationsrate, for små 
populationsstørrelser, sænker antallet af brugte generationer. Et eksempel på dette kan ses på figur 6.4. 
Desuden blev der, ved høje populationsstørrelser, observeret en generel tendens til at en forøgelse af 
mutationsraten, ikke medfører en mærkbar ændring i antallet af brugte generationer. Et eksempel på dette 
kan ses på figur 6.5. 
 
Mutationsraten påvirker algoritmens effektivitet på to forskellige måder, ved hhv. høje og lave 
populationsstørrelser. Dette indikerer, at populationsstørrelsen har en indflydelse på mutationsratens 
påvirkning, hvilket igen viser at populationsstørrelsen er den dominerende parameter i forhold til algoritmens 
effektivitet. 
6.1.1 Opsummering 
I de foregående tre underafsnit er der blevet redegjort for hvordan ændringer af de tre forskellige parametre 
påvirker antallet af brugte generationer. I dette afsnit vil det blive gennemgået hvordan dette relaterer sig til 
algoritmens effektivitet.  
I undersøgelsen af populationsstørrelsens indflydelse blev det observeret at algoritmens effektivitet blev 
forøget ved en forøgelse af populationsstørrelsen indtil effektiviteten stabiliseres. I undersøgelsen af 
crossoverraten blev det observeret at en forøgelse af crossoverraten resulterede i at algoritmens effektivitet 
blev forøget. Ved undersøgelsen af mutationsraten blev det observeret at mutationsratens påvirkning er 
todelt. Ved lave populationsstørrelser forårsagede en forøgelse af mutationsraten at algoritmens effektivitet 
blev forøget, mens det for høje populationsstørrelser blev fundet at en ændring i mutationsraten ikke 
medførte nogen tydelig ændring i effektiviteten. Desuden blev det ved alle forsøg observeret at 
populationsstørrelsen er den dominerende parameter for algoritmens effektivitet. 
6.2 Analyse af forsøgsresultater fra RS30-implementeringen 
I dette afsnit vil en analyse af resultaterne fra forsøgene med RS30-implementeringen blive præsenteret.  
 
Populationsstørrelsens indflydelse på effektiviteten 
Der er set en generel tendens til at populationsstørrelsen påvirker antallet af brugte generationer således, at 
en stigning i populationsstørrelsen betyder et fald i antallet af brugte generationer når stigningen starter ved 
lave populationsstørrelser. Ved en given populationsstørrelse vil antallet af brugte generationer stabiliseres, 
og der kan derfor ikke opnås nogen betydelig forbedring af effektiviteten, ved at sætte populationsstørrelsen 
yderligere op. Denne tendens blev også observeret i populationsforsøgene med RS20-implementeringen og 
derfor er graferne næsten ens. Dette kan ses ved at sammenligne figur 6.1 og 6.6. 
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To forsøg med varieret populationsstørrelse
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Figur 6.6: En afbildning af resultaterne fra et populationsforsøg. Ved udarbejdelsen af denne afbildning er 
mutationsraten sat til 0,005. 
 
Det er i denne delanalyse blevet observeret, at populationsstørrelsen er den dominerende parameter i forhold 
til algoritmens effektivitet, hvilket også blev observeret i den tilsvarende delanalyse ved RS20-
implementeringen.  
 
Crossoverratens indflydelse på effektiviteten 
I forbindelse med crossoverforsøgene i denne delanalyse, er der blevet set en tendens til, at når 
crossoverraten stiger, så falder antallet af brugte generationer indtil det stabiliseres. Denne tendens ses på 
figur 6.7 og går igen i alle forsøgsresultaterne, dog kun svagt i dem hvor populationsstørrelsen er holdt fast 
på den laveste afprøvede værdi (20). Ved disse forsøgsresultater har det ikke været muligt at observere nogen 
klar tendens, da graferne svinger meget. Det er vurderet at disse store udsving skyldes, at der, som nævnt i 
afsnit 5.4, er store tilfældigheder i forsøgsresultaterne for de små populationsstørrelser. Et eksempel på denne 
svingende opførsel ved små populationsstørrelser kan ses på figur 6.8.  
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Tre forsøg med varieret crossoverrate
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Figur 6.7: En afbildning af resultater fra tre crossoverforsøg. Ved udarbejdelsen af denne afbildning er mutationsraten 
sat til 0,002.  
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Figur 6.8: En afbildning af resultater fra et crossoverforsøg. Ved udarbejdelsen af denne afbildning er mutationsraten 
sat til 0,002 og populationsstørrelsen til 20. 
 
De observationer der viser, at der ved en meget lav populationsstørrelse ikke kan observeres nogle tydelige 
tendenser i den måde hvorpå graferne fra crossoverforsøgene opfører sig, kan bruges til at understøtte 
hypotesen om at populationsstørrelsen er en dominerende parameter i forhold til algoritmens effektivitet. På 
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graferne for flere forskellige crossoverforsøg hvor populationsstørrelsen er varieret, kan det som tidligere 
nævnt ses at ændringer i populationsstørrelsen ændrer i den måde hvorpå graferne opfører sig. Det er 
observeret at ændringer i mutationsraten ikke på samme måde ændrer i disse grafers opførsel. Dette 
indikerer, at populationsstørrelsen er den dominerende parameter i forhold til den genetiske algoritmes 
effektivitet. Disse tendenser blev også observeret i analysen af RS20-implementeringen.  
 
Mutationsratens indflydelse på effektiviteten 
I modsætning til tilfældene med populationsstørrelsen og crossoverraten, er der ikke observeret en entydig 
tendens i den måde hvorpå ændringer i mutationsraten påvirker algoritmens effektivitet. Derimod er det 
observeret, at mutationsraten påvirker effektiviteten på én måde ved små populationsstørrelser og på en 
anden måde ved store populationsstørrelser. Denne forskel i påvirkning kan ses på figur 6.9. På denne figur 
kan det ses, ved de små populationsstørrelser, at en forøgelse af mutationsraten medfører et fald i antallet af 
brugte generationer. Ved de større populationsstørrelser medfører en forøgelse af mutationsraten en svag 
stigning i antallet af brugte generationer. Figuren viser graferne over forsøgsresultaterne fra to 
populationsforsøg. Det er observeret at grafer over forsøgsresultater fra mutations- og crossoverforsøg 
udviser de samme tendenser ved hhv. store og små populationsstørrelser. Derudover er det observeret, ved 
alle afprøvede crossoverrater, at mutationsraten, skifter fra at formindske antallet af brugte generationer når 
raten forøges, til at øge antallet af brugte generationer, ved en populationsstørrelse på mellem 120 og 180. 
 
To forsøg med varieret populationsstørrelse
0
50
100
150
200
250
300
350
0 100 200 300 400 500
Populationsstørrelse
G
en
er
at
io
n
er
Mutationsrate 0,001
Mutationsrate 0,005
 
Figur 6.9: En afbildning af resultater fra to populationsforsøg. Ved udarbejdelsen af denne afbildning er 
crossoverraten sat til 0,6. 
 6 Analyse af forsøgsresultater 
________________________________________________________________________________ 
 38 
 
Hvis der under undersøgelsen af mutationsratens indflydelse på effektiviteten, varieres i crossoverraten i 
stedet for i populationsstørrelsen, ses at denne ændring ikke ændrer på den overordnede måde, hvorpå 
ændringer i mutationsraten påvirker effektiviteten. Dette betyder, at selvom crossoverraten ændres, kan det 
stadig observeres, at ved små populationsstørrelser betyder en stigning i mutationsraten et fald i antallet af 
brugte generationer, mens ved større populationsstørrelser, betyder en stigning i mutationsraten en stigning i 
antallet af brugte generationer. Ændringer i populationsstørrelsen betyder altså ændringer i den måde hvorpå 
mutationsraten påvirker effektiviteten, mens ændringer i crossoverraten ikke gør. Dette viser igen, at 
populationsstørrelsen er den dominerende parameter i forhold til algoritmens effektivitet. 
6.2.1 Opsummering 
I de foregående tre underafsnit er der redegjort for hvordan ændringer af de tre forskellige parametre 
påvirker antallet af brugte generationer. I dette afsnit vil det blive gennemgået hvordan dette relaterer sig til 
algoritmens effektivitet.  
Det er fundet at en forøgelse af populationsstørrelsen forøger den genetiske algoritmes effektivitet betydeligt 
mere ved lave populationsstørrelser end ved høje. Dette ses ved at effektiviteten stabiliseres ved en given 
populationsstørrelse, og en yderligere forøgelse vil ikke forøge effektiviteten signifikant. Desuden er det 
vurderet, at populationsstørrelsen er den dominerende parameter i forhold til algoritmens effektivitet. Ved 
crossoverforsøgene er det observeret at når crossoverraten forøges så stiger effektiviteten. I forbindelse med 
mutationsraten er det observeret, ved små populationsstørrelser, at en forøgelse af mutationsraten resulterer i 
en stigning i effektiviteten. Ved større populationsstørrelser betyder en forøgelse af mutationsraten et fald i 
effektiviteten. 
6.3 Analyse af forsøgsresultater fra fysikimplementeringen 
I dette afsnit bliver forsøgsresultaterne fra fysikimplementeringen analyseret.  
 
Populationsstørrelsens indflydelse på effektiviteten 
I denne delanalyse går tendenserne fra de tilsvarende delanalyser med RS20- og RS30-implementeringerne 
igen. Dvs. at der er en tendens til at en øget populationsstørrelse betyder et fald i antallet af brugte 
generationer, samt at antallet af brugte generationer, i de fleste tilfælde, stabiliseres ved en given 
populationsstørrelse. Et eksempel på dette er vist på figur 6.10. 
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Figur 6.10: En afbildning af resultater fra et populationsforsøg. Ved udarbejdelsen af denne afbildning er 
crossoverraten sat til 0,8 mens mutationsraten er sat til 0,0005. 
 
Crossoverratens indflydelse på effektiviteten 
Ved crossoverforsøg ses der en tendens til, at crossoverraten ikke har nogen nævneværdig indflydelse på 
antallet af brugte generationer. På figur 6.11 er forsøgsresultaterne fra to crossoverforsøg afbildet. Som det 
ses af denne figur så svinger de to grafer omkring en tilnærmelsesvis vandret linie. Dette indikerer, at selvom 
crossoverraten forøges, så giver det sig ikke udslag i en ændret hældning af grafen og dermed forbliver 
antallet af brugte generationer omtrent det samme, selvom crossoverraten øges. Det, at graferne svinger så 
meget, tyder på at de tilfældigheder der indgår i løsning af problemet har en stor indflydelse på 
forsøgsresultaterne. 
 
Under udarbejdelsen af de forsøgsresultater der ses på figur 6.11 er mutationsraten sat til 0,0005. Hvis 
mutationsraten sættes ned til 0,0001 og der igen afbildes to crossoverforsøg, kan der observeres en tendens 
til at en øget crossoverrate medfører et fald i antallet af brugte generationer. Et eksempel på dette kan ses på 
figur 6.12. Generelt er det blevet observeret, at når mutationsraten øges, forsvinder den tendens, der ses på 
figur 6.12. Dette indikerer, at mutationsraten muligvis overdøver crossoverratens indflydelse på algoritmens 
effektivitet. Det er observeret, at populationsstørrelsen ikke har den samme indflydelse på 
crossoverforsøgenes opførsel.    
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Figur 6.11: En afbildning af resultater fra to crossoverforsøg. Ved udarbejdelsen af denne afbildning er mutationsraten 
sat til 0,0005. 
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Figur 6.12: En afbildning af resultater fra to crossoverforsøg. Ved udarbejdelsen af denne afbildning er mutationsraten 
sat til 0,0001. 
 
Mutationsratens indflydelse på effektiviteten 
Der er observeret en generel tendens, ved lave mutationsrater, til at en forøgelse af mutationsraten forårsager 
et fald i antallet af brugte generationer. Når mutationsraten når en vis størrelse, forøges antallet af brugte 
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generationer, hvis mutationsraten sættes yderligere op. Et eksempel på en graf der udviser denne tendens kan 
ses på figur 6.13. Den beskrevne tendens er observeret i alle forsøgsresultater, hvilket betyder at den også 
kan observeres ud af forsøgsresultater fra populations- og crossoverforsøg. Derudover er det blevet 
observeret at den mutationsrate hvor antallet af generationer er lavest, har cirka den samme værdi ved alle 
forsøg. 
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Figur 6.13: Afbildning af forsøgsresultaterne fra et mutationsforsøg. Ved udarbejdelsen af denne afbildning er 
crossoverraten sat til 0,1 og populationsstørrelsen til 300.  
6.3.1 Opsummering 
I de foregående tre underafsnit er der redegjort for hvordan ændringer af de tre forskellige parametre 
påvirker antallet af brugte generationer. I denne opsummering vil dette blive sat i relation til algoritmens 
effektivitet.  
Det er observeret at når populationsstørrelsen hæves, stiger effektiviteten indtil en given populationsstørrelse 
er nået. Derefter stabiliseres effektiviteten. Det er observeret, at ved lave mutationsrater betyder en forøgelse 
af crossoverraten en forøgelse af effektiviteten. Ved højere mutationsrater er denne tendens ikke observerbar. 
I forbindelse med mutationsraten er det fundet, at når mutationsraten stiger, vil effektiviteten stige indtil en 
vis mutationsrate er nået. Hvis mutationsraten derefter yderligere forøges, så falder effektiviteten. 
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7 Skemateoremet 
Skemateoremet er et teorem, der forsøger at forklare hvorfor og hvordan genetiske algoritmer virker. Der er 
uvished omkring rigtigheden af skemateoremet, da det ikke er matematisk bevist [Mitchell (1996) s. 126]. I 
dette afsnit forklares skemateoremet først med udgangspunkt i en binær repræsentation og de mutations- og 
crossovermetoder, der kan benyttes ved denne form for repræsentation. Formlerne vil derfor ikke 
nødvendigvis være helt de samme for andre typer af repræsentation, men mekanismerne er de samme. 
Derefter vil skemateoremet kort blive sammenholdt med den anden form for repræsentation der benyttes i 
forbindelse med denne rapport, sti-repræsentationen. Til sidst analyseres skemateoremet med henblik på at 
udlede viden om hvilken indflydelse populationsstørrelsens, mutationsratens og crossoverratens har på den 
genetiske algoritmes effektivitet. 
7.1 Teorien omkring skemateoremet 
Før teorien bag skemateoremet bliver præsenteret, er det nødvendigt at få defineret hvad et skema er.  
 
Definition 7.1: Et skema S (eng. - schema) er en form for skabelon over en mængde af binære kromosomer. 
Et skema består af nogle faste placeringer og nogle valgfrie placeringer. På de faste placeringer står der enten 
1 eller 0, mens der ikke står noget bestemt på de valgfrie placeringer. Når et skema opskrives, skrives der * 
på de valgfrie placeringer [Michalewicz (1996) s. 45]. Et eksempel på et skema er (**1**0).  
 
Et skema repræsenterer en mængde af kromosomer. Der gælder, at alle de kromosomer der passer til et 
bestemt skema er ens på de positioner, der svarer til en fast placering i skemaet, mens de godt kan være 
forskellige på de positioner, der svarer til en valgfri placering. De kromosomer et skema repræsenterer siges 
at passe til dette skema. Hvis et kromosom eksempelvis passer til skemaet givet ved (**1**0), så har dette 
kromosom 1 på den tredje plads og 0 på den sjette plads. Der findes f.eks. to kromosomer som passer til 
skemaet (100110*), nemlig (1001101) og (1001100). Hvert binært skema passer til præcis r2  kromosomer, 
hvor r er antallet af *-symboler (antallet af valgfrie placeringer) i det pågældende skema. Et eksempel der 
illustrerer dette, kan gives ved, at betragte skemaet (10*1*11*). Antallet af forskellige kromosomer der 
passer til dette skema må være det samme som antallet af binære kromosomer med længden 3. Det gælder, at 
der er 32  binære kromosomer med længden 3.  
Ethvert kromosom vil passe til flere skemaer, præcis m2 , hvor m er længden af kromosomet [Michalewicz 
(1996) s. 45-46]. Det gælder, at der for mængden af kromosomer med længden m er en endelig mængde 
skemaer [Michalewicz (1996) s. 46]. 
 
Skemaer har forskellige karakteristika. To af disse er defineret i det følgende. 
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Definition 7.2: Ordenen af et skema S betegnes ( )So  og angiver antallet af faste placeringer i skema S. 
Ordenen af et skema kan således ses som et udtryk for hvor meget information skemaet indeholder 
[Michalewicz (1996) s. 46].  
 
Definition 7.3: Den definerende længde ( )Sδ  af et skema S er afstanden mellem den første og den sidste 
faste placering i kromosomet. Den definerende længde er således et udtryk for hvor kompakt informationen i 
det pågældende skema er [Michalewicz (1996) s. 46]. 
 
Ordenen og den definerende længde af et skema har stor indflydelse på et skemas evne til at overleve 
crossover eller mutation. Betragt de to skemaer: 
( )********101**1 =S  
( )**10*******102 =S  
Ifølge definition 7.2 og 7.3 gælder det, at ( ) 31 =So  og ( ) 21 =Sδ , og ( ) 42 =So  og ( ) 102 =Sδ . Kigges der 
på disse to skemaer og tænkes det, at to kromosomer, hvor det ene passer til S1 og det anden passer til S2, er 
blevet udvalgt ved selektion og der foretages etpunktscrossover mellem det 8. og 9. gen i kromosomerne 
risikerer skema S2, at blive ødelagt. Dette skyldes, at det ikke er sikkert, at nogen af kromosomerne i den 
næste generation vil passe til det. S1 vil derimod ikke blive ødelagt da det er sikkert, at minimum et af 
kromosomerne i den næste generation vil passe til det. Den definerende længde ( )Sδ  har altså en afgørende 
rolle i et skemas overlevelse i forbindelse med crossover. Sandsynligheden ( )Socp  for at et skema vil 
overleve ved crossover er givet ved følgende formel [Michalewicz (1996) s. 51]: 
( ) ( )
1
1
−
⋅−≥
m
S
c
pS
oc
p δ  (7.1)  
I formel (7.1) er m længden af skema S og 
c
p  er crossoverraten. Sandsynligheden for at skema S1 og skema 
S2 overlever crossover er derfor hhv. ( ) 65113211 =−−≥Socp  og ( ) 611131012 =−−≥Socp  hvis cp  sættes til 
1. Her observeres det, at der er stor forskel på de to skemaers overlevelsesevne. Ud fra formel (7.1) kan det 
observeres, at skemaer med en definerende længde lig 0, dvs. at ordenen er 1, har en sandsynlighed på 100 % 
for at overleve en crossover – eller sagt med andre ord kan de ikke slås i stykker af crossover. Mutation har 
en mindre effekt på et skema end crossover har, hvis ordenen er større end 1, da det netop skal ramme en af 
de faste placeringer i det pågældende skema. Til gengæld kan ethvert skema slås i stykker af mutation. 
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Ordenen af et skema ( )So  spiller den største rolle i et skemas overlevelse når det kommer til mutation. Da 
mutationsraten 1<<
m
p  kan sandsynligheden for at et skema overlever mutation ( )Spom  tilnærmes med 
følgende formel [Michalewicz (1999) s. 52]: 
( ) ( )
m
pSoS
om
p ⋅−≈1  (7.2) 
Hvis S1 og S2 igen bruges som eksempler og mp  sættes til at være 0,01, fås de følgende sandsynligheder 
( ) 97,001,0311 ≈⋅−≈Somp  og ( ) 96,001,0412 ≈⋅−≈Spom .  
 
Den ovenstående beskrivelse tager ikke selektion med i betragtning. Selektionen betyder, at sandsynligheden 
for at et skema overlever fra generation til generation ændres betragteligt fra den i formel (7.1), (7.2) og 
teksten beskrevne. Dette skyldes, at de kromosomer der passer til det pågældende skema muligvis ikke 
udvælges som forældre, hvilket kan betyde at skemaet forsvinder helt fra populationen. Derfor må 
selektionen tages i betragtning. ( )tS ,ξ  er antallet af kromosomer i en population til tiden t som passer til 
skema S. Et skema S har en egnethed til tiden t, ( )tSeval , . Definitionen af denne egnethed er givet i 
definition 7.4.  
 
Definition 7.4: Et skemas, S, egnethed, ( )tSeval , , er givet ved den gennemsnitlige egnethed af alle de 
kromosomer i en population der passer til skemaet til tiden t. Hvis q er antallet af disse kromosomer 
{ }qvv ,...,1  i populationen, er ( )tSeval ,  givet ved følgende formel [Michalewicz (1996) s. 47]:  
  ( ) ∑
=






=
q
j j
veval
q
tSeval
1
1
,  
 
Efter et selektionstrin forventes det, at ( )1, +tSξ  kromosomer passer til skema S, således, at ( )1, +tSξ  er 
givet ved følgende formel [Man, Tang & Kwong (1999) s. 14]: 
  
( ) ( ) ( ))(
,
,1,
tF
tSeval
tStS ⋅=+ ξξ   (7.3)     
hvor )(tF  er populationens gennemsnitlige egnethed og ( ))(
,
tF
tSeval
 er således et udtryk for forholdet mellem 
det enkelte skemas egnethed og populationens gennemsnitlige egnethed. Dette betyder, at et skema med 
( ) )(, tFtSeval >  har en god egenthed i forhold til gennemsnittet i populationen og derfor passer skemaet  
sandsynligvis til et større antal kromosomer i næste generation. Det modsatte gør sig gældende for et skema 
med ( ) ( )tFtSeval <, . Hvis ε er givet ved ( )( )tF
tFtSeval −
=
),(
ε , gælder det således, at når 0>ε , har det 
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pågældende skema S en høj egnethed i forhold gennemsnittet i populationen, mens det har en lav egnethed 
hvis 0<ε . Effekten af dette er, at ( )( )tStS εξξ += 10,),( , hvor ε er beregnet til tiden 0 [Man, Tang & 
Kwong (1999) s. 14]. Antallet af kromosomer der passer til et sådant skema vil stige eksponentielt 
[Michalewicz (1996) s. 48]. Hvis dette kombineres med viden om et skemas sandsynlighed for at overleve 
mutation og crossover, som blev præsenteret i formel (7.1) og (7.2), fås følgende formel [Man, Tang & 
Kwong (1999) s. 15]:  
 
  
( ) ( ) ( )( ) 



⋅−
−
⋅−⋅⋅≥+ mc pSo
m
Sp
tF
tSeval
tStS )(
1
)(1,,1, δξξ     (7.4) 
 
På trods af denne tilføjelse til formel (7.3) udvikler antallet af kromosomer i populationen, der passer til et 
skema, sig stadig eksponentielt [Michalewicz (1996) s. 52]. Om antallet vil falde eller stige, afgøres ikke 
længere kun af skemaets egnethed og populationens gennemsnitlige egnethed, men også af skemaets 
definerende længde og orden, samt crossoverraten og mutationsraten. Det gælder, at jo større skemaets 
definerende længde og orden, og crossoverraten og mutationsraten er, jo større skal skemaets egnethed være 
i forhold til populationens gennemsnitlige egnethed hvis antallet af kromosomer der passer til skemaet skal 
stige.  
 
Definition 7.5: Et lille skema er et skema med kort definerende længde. Et stort skema er et skema med lang 
definerende længde [Man, Tang & Kwong (1999) s. 15-16]. 
 
Formel (7.4) er en matematisk opskrivning af det der kaldes skemateoremet [Michalewicz (1996) s. 53].  
Ifølge skemateoremet vil små skemaer med højere egnethed end gennemsnittet i på hinanden følgende 
generationer, få en eksponentiel tilføjelse af kromosomer der passer til dem. Dette betyder, at når der først er 
repræsenteret et lille skema i populationen der har en høj egnethed, vil dette skema i løbet af forholdsvis få 
generationer være repræsenteret i mange kromosomer i populationen. En følge af skemateoremet er, at 
genetiske algoritmer indirekte afsøger søgeområdet efter små skemaer, som efterfølgende bruges til 
informationsudveksling ved crossover. Heraf følger hypotesen om byggeklodser, som forudsiger, at 
genetiske algoritmer søger en næroptimal løsning gennem sammensætningen af små skemaer, der 
repræsenterer mulige løsninger med en høj egnethed, også kaldet byggeklodser [Michalewicz (1996) s. 53]. 
Hypotesen om byggeklodser antyder, at repræsentationen der vælges til at repræsentere de mulige løsninger, 
når et problem skal løses vha. en genetisk algoritme, er essentiel for algoritmens præstation. Derfor bør den 
valgte repræsentationsform leve op til idéen om små byggeklodser [Man, Tang & Kwong (1999) s. 17].  
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7.1.1 Skemateorem for sti-repræsentationen 
I det forrige afsnit blev skemateoremet gennemgået med udgangspunkt i binær repræsentation. Den anden 
repræsentationsform der bruges i denne rapport er sti-repræsentation. Et skema for en sådan repræsentation 
kan eksempelvis se således ud ( )**** 1p  for et kromosom med fem gener. Dette skema kan passe til et 
kromosom der repræsenterer en løsning til rygsækimplementeringen med fem pakker.  
Da sti-repræsentationen adskiller sig fra den binære repræsentationsform, er der en lille forskel mellem 
skemateoremet for den ene repræsentationsform og skemateoremet for den anden repræsentationsform. Med 
hensyn til mutationsraten er sandsynligheden for at kromosomet overlever mutation ved sti-repræsentationen 
( ) ( ) mom pSoSp ⋅⋅−≈ 21 . Dette skyldes, at to gener påvirkes ved hver mutation og ikke kun ét som ved 
binær repræsentation. Sandsynligheden for at et kromosom overlever crossover, afhænger meget af 
crossovermetoden. Ved etpunktscrossover for den binære repræsentation vil sandsynligheden for at 
kromosomet overlever være ( ) ( )
1
1
−
⋅−=
m
S
c
pS
oc
p δ . Ved sti-repræsentation vil leddet ( )
1−
⋅
m
S
cp
δ
 i formel 
(7.1) ikke bare se anderledes ud, men det vil højst sandsynligt også være større, således at sandsynligheden 
for at et kromosom overlever crossover er mindre end ved et-punktscrossover. Dette betyder, at formel (7.1) 
stadig gælder, da ( )Socp  har mulighed for at være et mindre tal end ved et-punktscrossover.  
 
På trods af forskellene på sti-repræsentationen og den binære repræsentation har disse ikke nogen betydelig 
indvirkning på analysen af skemateoremet. Dette skyldes, at der ikke er noget der ændrer på mutationsratens, 
crossoverratens og populationsstørrelsens måde at påvirke effektiviteten på ved sti-repræsentationen i 
forhold til ved binære repræsentationsform.  
7.2 Fra antallet af kromosomer til effektivitet 
Når der søges efter en næroptimal løsning, søges der så vidt muligt blandt de bedste af de små skemaer, 
således at den næroptimale løsning kan bygges op af små byggeklodser. For at dette kan opnås skal de gode 
små skemaer være repræsenteret i så mange kromosomer i populationen som muligt. De bedste af de store 
skemaer skal også være repræsenteret i så mange kromosomer i populationen som muligt. Forskellen på de 
bedste små skemaer og de bedste store skemaer er, at der procentvis er flere af de små skemaer end af de 
store skemaer, der passer til en næroptimal løsning. Et eksempel der illustrerer dette er et problem hvor 
løsningerne repræsenteres ved binære kromosomer med længden ti. Der vil være 20 skemaer med ordenen 1 
der kan passe til disse kromosomer. Ud af disse 20 skemaer vil de 10 passe til det kromosom der 
repræsenterer den optimale løsning. Der vil være 9210 ⋅  skemaer med ordenen 9 der kan passe til 
kromosomerne. Ud af alle disse skemaer vil der være 10 der passer til det kromosom der repræsenterer den 
optimale løsning. Ud fra dette eksempel kan det observeres, at selvom der er lige mange af de små skemaer 
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og de store skemaer der passer til det kromosom der repræsenterer den optimale løsning, er der en væsentligt 
større procentdel af de små skemaer end de store skemaer der passer til kromosomet. Dette betyder, at der 
procentvis er flere af de store skemaer der skal sorteres fra, end der er af de små.  
Da skemateoremet forudsiger hvordan antallet af kromosomer, der passer til et givet skema, øges fra den ene 
generation til den næste, kan der udfra disse forudsigelser udledes meget om algoritmens effektivitet. Derfor 
er der en tæt sammenhæng mellem antal kromosomer og effektivitet.   
7.3 Analyse af skemateoremets forudsigelser 
I dette afsnit præsenteres en analyse af skemateoremets forudsigelser om hvordan ændringer i 
crossoverraten, mutationsraten og populationsstørrelsen påvirker den genetiske algoritmes effektivitet.  
I denne analyse undersøges den enkelte parameter ved at holde de andre parametre konstant. Da de andre 
parametre påvirker algoritmen, er det muligt, at disse påvirker den undersøgte parameter. 
7.3.1 Analyse af mutationsraten 
Der vil i dette afsnit først blive set på det tilfælde hvor mutationsraten er meget stor. Først vil der blive set på 
det grænsetilfælde hvor mutationsraten er lig 1. I dette grænsetilfælde vil algoritmen være meget ustabil, da 
alle generne i hver eneste generation vil blive muteret. Dette betyder, at alle kromosomer, både gode og 
dårlige, hele tiden vil blive slået i stykker, og derfor vil algoritmen i dette grænsetilfælde ikke være stand til 
at løse det aktuelle problem.  
Denne betragtning vedrørende det aktuelle grænsetilfælde kan også udledes ud fra skemateoremet hvis der 
ses bortfra at forudsætningen for (7.2), at 1<<
m
p . Da det gælder, at den mindst mulige værdi for ordenen 
af et skema er 1, følger det af formel (7.2), at det i det aktuelle grænsetilfælde vil gælde, at der er en stor 
sandsynlighed for at der ikke er nogen skemaer i den pågældende generation der vil overleve til den næste. 
Den eneste sandsynlighed et skema har for at overleve, er at der findes et kromosom der muterer således at 
det i næste generation passer til dette skema. Denne lave sandsynlighed for at et skema overlever medfører, 
ifølge formel (7.4), at der ikke vil være nogen skemaer – selv ikke dem der repræsenterer de bedste løsninger 
– der vil få flere og flere kromosomer i populationen der passer til dem. Dette betyder, at den genetiske 
algoritme i det aktuelle grænsetilfælde ikke vil gå imod nogen løsning. Konsekvensen er som nævnt, at når 
mutationsraten er 1, vil den genetiske algoritme ikke være i stand til at løse det aktuelle problem.  
 
Når mutationsraten er meget stor, men dog mindre end 1, må det ifølge den forrige betragtning gælde, at der 
er en teoretisk sandsynlighed for at nogle skemaer vil få flere og flere kromosomer der passer til dem i løbet 
af nogle generationer. Men sandsynligheden for at denne positive proces ødelægges, selv for små skemaer, er 
så stor, at det vil tage den genetiske algoritme lang tid at løse problemet, hvis det overhovedet er muligt. 
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I det tilfælde hvor mutationsraten er 0, vil den blive sat ud af kraft med den konsekvens, at visse skemaer 
ikke kan komme til at optræde i populationen. Derfor er det nødvendigt med en mutationsrate over 0. Selv 
hvis mutationsraten antager en størrelse der er forholdsvis lav, skal o(S) ikke være ret stor før hele leddet 
mpSo ⋅)(  bliver af en så stor størrelsesorden, at det betyder, at risikoen for nogle af de bedste skemaer 
ødelægges ved mutationer, øges betydeligt. Dette betyder, at hvis der tages udgangspunkt i et tilfælde hvor 
en bestemt mutationsrate giver en høj effektivitet, vil effektiviteten falde når mutationsraten sættes op. 
Sættes mutationsraten derimod ned, vil effektiviteten sandsynligvis stige. Når mutationsraten bliver meget 
lav vil effektiviteten muligvis begynde at falde igen. Dette sker, fordi introduktionen af nye skemaer til 
populationen sker meget langsomt.  
7.3.2 Analyse af crossoverraten 
I denne del af analysen vil der blive taget udgangspunkt i leddet 
1
)(
−
⋅
m
Spc
δ
 i formel (7.4). Generelt gælder 
det, at jo større værdien af leddet er, des større er sandsynligheden for at det pågældende skema vil blive 
ødelagt af crossover. Hvis der først ses på det grænsetilfælde hvor crossoverraten er 1, ses det, at det aktuelle 
led fra formel (7.4), vil blive tæt på 1, hvis den definerende længde af et skema er næsten lige så stor som 
hele kromosomets længde. Dette betyder, at når crossoverraten er 1, vil der være meget stor sandsynlighed 
for at skemaer med store definerende længder, i forhold til hele kromosomets længde, bliver ødelagt. Hvis 
den definerende længde af et skema derimod er lille, kan det læses ud fra formel (7.4), at dette skema i det 
aktuelle grænsetilfælde har en høj sandsynlighed for at overleve en crossover. Dette betyder, at en meget høj 
crossoverrate ikke har den samme negative effekt på den genetiske algoritmes effektivitet, som en meget høj 
mutationsrate har. 
 
Ud fra 
1
)(1
−
⋅−
m
Spc
δ
 ses det, at når crossoverraten gøres mindre, vil kromosomer med en større definerende 
længde have en sandsynlighed for at overleve når m >> 1. Når crossoverraten forøges, vil det kun være små 
skemaer der har en sandsynlighed for at overleve. Hvis crossoverraten er nul, vil den genetiske algoritme 
være meget langsom, da mutationsraten er det eneste, der kan tilføre ændringer til kromosomerne. Da 
mutationsmetoden ikke er struktureret og rammer meget tilfældigt, vil der være en stor sandsynlighed for at 
den genetiske algoritme i dette tilfælde ikke kan finde en næroptimal løsning.  
 
Ifølge hypotesen om små byggeklodser i afsnit 7.1 må det være ønskeligt, at 
1
)(
−
⋅
m
Spc
δ
 sørger for at det kun 
er små skemaer, der har en god sandsynlighed for at overleve crossover. Dette betyder, at crossoverraten skal 
sættes forholdsvist højt. Dette stemmer overens med de værdier for crossoverraten som bl.a. [Obitko (1998)] 
 7 Skemateoremet 
________________________________________________________________________________ 
 49 
og [Mitchell (1996), s. 175-177] anbefaler. Den værdi for crossoverraten der gør den genetiske algoritme 
mest effektiv, kan afhænge meget af hvordan den anvendte crossovermetode virker. 
 
Af det ovenstående følger at når crossoverraten er meget lav, vil effektiviteten ligeledes være lav. Når 
crossoverraten øges, vil effektiviteten ligeledes øges. Når crossoverraten sættes meget højt er det ikke 
umiddelbart ud fra skemateoremet muligt at observere hvordan en yderligere forøgelse af denne parameter 
vil påvirke effektiviteten.  
7.3.3 Analyse af populationsstørrelsen   
Ud fra formel (7.4) kan det ses, at populationsstørrelsen ikke direkte indgår i den matematiske repræsentation 
af skemateoremet. Alligevel er det muligt ud fra skemateoremet, at beskrive hvordan ændringer i 
populationsstørrelsen påvirker den genetiske algoritmes effektivitet. Disse forudsigelser hænger sammen 
med et problem vedrørende den genetiske algoritme som påpeges af skemateoremet. Dette problem 
omhandler vildledning. Med vildledning menes den situation hvor et kromosom, der repræsenterer den 
bedste løsning, ikke kan dannes ud fra en population. Det er nødvendigt at tage visse forholdsregler for at 
undgå vildledning. Mutation løser i nogen grad dette problem, men det kan være en meget langsom løsning 
hvis den står alene. Dette skyldes, at for at undgå vildledning, kun vha. mutation, vil det ofte være 
nødvendigt at et ganske bestemt gen muteres. Da mutation rammer tilfældigt, kan der gå meget lang tid før 
det rigtige gen muteres og vildledningen afhjælpes. Det kan derfor være svært, at bedømme hvornår 
algoritmen har kørt længe nok.  
 
Det følgende er et eksempel på et tilfælde, hvor der ud fra en startpopulation kan opstå vildledning. I det 
følgende er løsningen 11111 den optimale. Startpopulationen består af fire kromosomer: 10011, 10010, 
00001 og 00011. Da den anden og den tredje position i alle kromosomerne er 0, og ikke 1, kræves der 
mutation for at finde den rigtige løsning. Denne proces kan kræve en del generationer.    
 
En måde hvorpå vildledning kan undgås, er at danne en første generation der spreder sig så meget som 
muligt i søgerummet. Dette vil betyde, at kromosomerne i populationen får mulighed for at passe til så 
mange forskellige skemaer som muligt. For at undgå vildledning genereres den første generation tilfældigt. 
At generere den første generation tilfældigt, er ikke i alle tilfælde nok til at forhindre vildledning. Hvis 
populationsstørrelsen er sat meget lav vil det, uanset hvor tilfældig den første generation er, ikke kunne lade 
sig gøre at få tilnærmelsesvist alle de mulige skemaer repræsenteret i den første generation, og derfor kan der 
i sådan en situation opstå vildledning. Dette betyder, at ved meget lave populationsstørrelser må den 
genetiske algoritme i gennemsnit, som en følge af vildledning, bruge ekstra mange generationer på, at finde 
den bedste løsning, og dens effektivitet vil derfor være lav. 
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Ud fra den forrige betragtning kunne der opstå den idé, at jo højere populationsstørrelsen sættes, des højere 
vil effektiviteten af den genetiske algoritme blive. Dette er dog ikke tilfældet. Som nævnt i afsnit 7.1, vil der 
for mængden af alle kromosomer med en bestemt længde, være en endelig mængde skemaer. Dette betyder, 
at når populationsstørrelsen er sat til at være tilstrækkeligt stor, dvs. når der er mulighed for at 
tilnærmelsesvist alle skemaerne er repræsenteret i den første generation eller nemt kan dannes ud fra den 
første generation, vil større populationsstørrelser end denne ikke være betragtelig bedre i forhold til at undgå 
vildledning. Derfor bør det ifølge skemateoremet ikke påvirke den genetiske algoritmes effektivitet 
betydeligt hvis populationsstørrelsen sættes yderligere op.  
 
Hvis populationsstørrelsen når til grænsetilfældet hvor den er lige så stor som antallet af mulige løsninger til 
problemet, vil problemet kunne løses i første generation, hvis den første generation, i stedet for at blive 
genereret tilfældigt, genereres således at alle mulige løsninger er repræsenteret i den. En algoritme der 
arbejder med en sådan første generation er en brute force algoritme, og overflødiggør derfor mutation og 
crossover. Da det er den genetiske algoritme der undersøges, er et sådan tilfælde ikke interessant i denne 
rapport. Desuden vil det tage så lang tid at undersøge alle kromosomerne i populationen, at dette 
grænsetilfælde bliver yderligere uinteressant og kun hjælper til at illustrere forskellen mellem brute force og 
den genetiske algoritme.  
7.3.4 Opsummering 
I forbindelse med mutationsraten vil en meget høj mutationsrate betyde, at den genetiske algoritme ikke kan 
finde en næroptimal løsning. En mutationsrate på 0 vil også betyde dette. I forbindelse med crossoverraten 
vil en meget lav crossoverrate betyde, at algoritmen bliver ineffektiv, og det strukturerede i søgningen efter 
en næroptimal løsning er i dette tilfælde minimal, hvilket betyder, at der er en sandsynlighed for at den 
genetiske algoritme ikke finder en næroptimal løsning. Ud fra skemateoremet kan det udledes, at en meget 
lav populationsstørrelse vil betyde at algoritmen bliver ineffektivt pga. vildledning. Det kan også udledes at 
når populationsstørrelsen er tilstrækkelig stor, bør det ikke påvirke effektiviteten betydeligt hvis denne 
parameter sættes yderligere op. 
 
 8 Diskussion 
________________________________________________________________________________ 
 51 
8 Diskussion 
I dette afsnit er der udført en sammenligning af analyserne med de to forskellige implementeringer. På 
baggrund af denne sammenligning undersøges det om der er generelle tendenser til hvordan de tre parametre 
påvirker effektiviteten. Ydermere vil resultaterne fra denne sammenligning blive sammenholdt med 
skemateoremets forudsigelser, for at undersøge om disse resultater understøtter skemateoremet. Til sidst vil 
nogle generelle overvejelser, der er opstået undervejs i udarbejdelsen af denne rapport, blive præsenteret.  
8.1 Sammenligning af analyser 
Analyserne af forsøgsresultaterne viser, at populationsstørrelsen påvirker effektiviteten på samme måde i alle 
implementeringerne. Det er ydermere vurderet, at den stabilisering der opstår i effektiviteten ved 
populationsforsøgene indikerer, at en yderligere forøgelse af populationsstørrelsen ikke giver en signifikant 
forøgelse af effektiviteten. Dette betyder, at det ikke er nødvendigt at lade populationsstørrelsen gå mod 
uendeligt for at opnå en høj effektivitet.  
 
Analyserne af forsøgene fra de to udgaver af rygsækimplementeringen viser, at crossoverraten påvirker 
effektiviteten af de to udgaver af denne implementering på samme måde. Tendenserne der er observeret i 
disse analyser er ligeledes observeret ved fysikimplementeringen når mutationsraten er lav. Når 
mutationsraten er høj er crossoverratens påvirkning af fysikimplementeringens effektivitet utydelig. Det er 
muligt, at den stigning i effektiviteten der er observeret ved de fleste crossoverforsøg, foregår ved 
crossoverraterne i intervallet [0;0,1] for fysikimplementeringen med høje mutationsrater, og at dette er 
grunden til at stigningen ikke er blevet observeret ved de crossoverforsøg der er foretaget for 
fysikimplementeringen ved høje mutationsrater. Dette er ikke undersøgt nærmere.   
 
Observationerne der er gjort omkring mutationsratens indflydelse på algoritmens effektivitet i analyserne af 
de to udgaver af rygsækimplementeringen stemmer umiddelbart ikke overens ved store populationsstørrelser. 
I analysen af forsøgene fra RS20-implementering er det, ved høje populationsstørrelser, observeret at 
ændringer i mutationsraten ikke medfører nogen ændringer i effektiviteten. Dette betyder, at 
forsøgsresultaterne umiddelbart ikke ser ud til at stemme overens med observationerne fra analysen af 
forsøgene fra RS30-implementeringen, hvor det ved høje populationsstørrelser er observeret at effektiviteten 
falder når mutationsraten stiger. Den samme tendens er der, under behandlingen af forsøgsresultaterne for 
RS20-implementeringen, observeret svage indikationer på i nogle mutationsforsøg. Da denne tendens ikke 
forekommer i alle forsøgsresultaterne, blev der i analysen umiddelbart set bort fra den.  
På baggrund af disse observationer i forbindelse med RS20-implementeringen er det vurderet, at der i 
analysen af forsøgsresultaterne fra RS30-implementeringen er observeret tydeligere tendenser i forbindelse 
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med mutationsratens påvirkning af den genetiske algoritmes effektivitet, end tilfældet er med RS20-
implementeringen. Det er vurderet at de to analyser stemmer overens mht. mutationsraten indflydelse på 
algoritmens effektivitet.   
 
I analysen af forsøgsresultaterne fra fysikimplementeringen er det observeret, at mutationsraten umiddelbart 
ikke påvirker effektiviteten af den genetiske algoritme på samme måde som det er tilfældet i de to udgaver af 
rygsækimplementeringen. Fysikimplementeringen og de to rygsækimplementeringer stemmer ikke overens 
på de to følgende punkter: 
− Ved store populationsstørrelser starter effektiviteten ikke med at stige når mutationsraten forøges 
ved de to udgaver af rygsækimplementeringen, som det er tilfældet med fysikimplementeringen.    
− Ved små populationsstørrelser forøges effektiviteten altid når mutationsraten sættes op for de to 
udgaver af rygsækimplementeringen, mens dette ikke er tilfældet for fysikimplementeringen. 
For fysikimplementeringen er det observeret, at mutationsraten er sat så langt ned i mutationsforsøgene, at 
det er muligt at observere, at den er så lav, at en høj effektivitet ikke kan opnås. Dette er ikke observeret for 
de to udgaver af rygsækimplementeringen. Derfor kan en forklaring på den første uoverensstemmelse være, 
at afgrænsningen af mutationsraten har været for snæver i forbindelse med de to udgaver af 
rygsækimplementeringen, og det er nødvendigt at sætte denne parameter længere ned for at kunne observere 
den samme tendens for mutationsforsøgene med denne implementering, som ved mutationsforsøgene i 
fysikimplementeringen.   
I forsøgene i fysikimplementeringen er der ikke blevet afprøvet nær så små populationsstørrelser som dem 
der er afprøvet med de to udgaver af rygsækimplementeringen. Dette kan muligvis være skyld i den anden 
uoverensstemmelse. Det er muligt, at hvis der i forbindelse med fysikimplementeringen blev afprøvet så små 
populationsstørrelser som dem for rygsækimplementeringen, ville det også her kunne observeres, at en 
forøgelse af mutationsraten ved lavere populationsstørrelser medfører at effektiviteten bliver ved med at 
stige. Grunden til at der i udarbejdelsen af denne rapport ikke er afprøvet lige små populationsstørrelser for 
fysikimplementeringen som for de to udgaver af rygsækimplementeringen, er at det empirisk er fundet, at 
ved disse populationsstørrelser tager det meget lang tid for fysikimplementeringen (en time eller mere) at 
komme frem til en næroptimal løsning.  
Disse betragtninger betyder, at der er indikationer på, at mutationsraten påvirker algoritmens effektivitet på 
den samme måde i begge implementeringer af den genetiske algoritme.   
 
Det er således vurderet, at forsøgsresultaterne for hhv. fysikimplementeringen og de to udgaver af 
rygsækimplementeringer stemmer overens hvad angår de tre parametres indflydelse på effektiviteten. Dog er 
det vurderet, at i de to udgaver af rygsækimplementeringen er populationsstørrelsen dominerende i forhold til 
de to andre parametre, hvilket ikke er observeret i så høj en grad ved fysikimplementeringen. I analysen af 
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forsøgsresultaterne fra fysikimplementeringen er det ligeledes observeret, at crossoverratens indflydelse på 
effektiviteten er utydelig ved høje mutationsrater, hvilket ikke er observeret i forbindelse med de to udgaver 
af rygsækimplementeringen. Det er vurderet, at forskellen mellem de to implementeringer mht. hvilke 
parametre der er dominerende i forhold til andre skyldes, at der er blevet anvendt forskellige metoder i de to 
implementeringer.  
 
Populationsstørrelsen er kun dominerende til en vis grænse. Hvis mutationsraten og crossoverraten sættes 
meget lavt, dvs. nær 0, vil effektiviteten primært afhænge af startpopulationen. Hvis startpopulationen 
indeholder en næroptimal løsning, eller en sådan kan dannes meget nemt ud fra de kromosomer der befinder 
sig i startpopulationen, vil det gå betragteligt hurtigere med at finde den næroptimale løsning end hvis dette 
ikke er tilfældet. Dette gælder også ved højere crossoverrater og mutationsrater. Ved meget lave 
crossoverrater og mutationsrater er forskellen på hvor hurtigt algoritmen løser problemet, når den 
næroptimale løsning findes i startpopulationen og når den ikke findes i startpopulationen, dog meget større 
end ved højere crossoverrater og mutationsrater. En stor populationsstørrelse vil stadig være en fordel i det 
tilfælde hvor mutationsraten og crossoverraten er meget lav, hvis effektiviteten skal være høj, men den er 
ikke den primære faktor som den er ved højere mutationsrater og crossoverrater. 
8.2 Sammenligning med skemateoremet 
Som nævnt i afsnit 7.2 indgår populationsstørrelsen ikke direkte i den matematiske repræsentation af 
skemateoremet. Ud fra teoremet kan der udledes så meget, at hvis populationsstørrelsen er lav vil 
effektiviteten ligeledes være lav. Hvis populationsstørrelsen er høj, vil effektiviteten være høj. I afsnit 6 blev 
det vurderet, at der er en meget klar tendens til at populationsstørrelsen påvirker effektiviteten af algoritmen 
på denne måde, hvilket betyder, at alle forsøgsresultaterne stemmer overens med skemateoremets 
forudsigelser på dette punkt.  
 
Ud fra skemateoremet er det blevet set, at høje værdier for crossoverraten bør give den højeste effektivitet af 
algoritmen. Dette stemmer overens med de tendenser der er observeret for alle forsøgsresultaterne under 
analysen i afsnit 6. I analysen af forsøgsresultaterne fra fysikimplementeringen er der observeret afvigelser, 
der kan skyldes, at høje mutationsrater overdøver crossoverratens indflydelse på effektiviteten, og altså ikke, 
at crossoverratens indflydelse er anderledes end skemateoremet foreskriver. 
 
Ud fra skemateoremet er det set, at mutationsraten bør påvirke effektiviteten således, at hvis mutationsraten 
er meget lav eller høj vil effektiviteten være lav. Ligger mutationsraten derimod imellem disse to størrelser 
vil effektiviteten være højere. Dette stemmer generelt overens med de tendenser der er præsenteret i afsnit 6. 
Især de tendenser der ses i forsøgsresultaterne fra fysikimplementeringen stemmer overens med 
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skemateoremets forudsigelser vedrørende mutationsratens indflydelse på algoritmens effektivitet. Grunden 
til at forsøgsresultaterne fra de to udgaver af rygsækimplementeringen ikke i samme grad stemmer overens 
med disse forudsigelser, skyldes muligvis parameterafgrænsningerne.  
 
Under sammenligningen af forsøgsresultaterne i afsnit 8.1 er det observeret, at i forsøgsresultaterne fra de to 
udgaver af rygsækimplementeringen er populationsstørrelsen dominerende i forhold til de to andre 
parametre. I forsøgsresultaterne fra fysikimplementeringen er det observeret, at mutationsraten overdøver 
crossoverratens indflydelse på effektiviteten. Sådanne tendenser er der, i denne rapport, ikke fundet belæg 
for i skemateoremet. Dette skyldes, at det ikke er blevet undersøgt om skemateoremet indeholder elementer, 
der gør en sådan forudsigelse mulig. 
8.3 Generelle overvejelser 
I dette afsnit vil nogle generelle overvejelser, der er opstået i forbindelse med udarbejdelsen af denne 
rapport, blive præsenteret. Disse overvejelser omhandler det brugte effektivitetsbegreb, størrelsen af 
populationsstørrelsen, problemernes sværhedsgrad, samt den metode der benyttes til at reparere ulovlige 
kromosomer i forbindelse med fysikimplementeringen. Overvejelserne er taget med i denne diskussion, da 
de er fundet relevante for rapportens problemstilling.  
 
Effektivitet og den reelle køretid 
I afsnit 6 blev der præsenteret tydelige tendenser til, at når populationsstørrelsen forøges, så sænkes antallet 
af brugte generationer, hvilket i denne rapport betyder at effektiviteten stiger. Dette indikerer, at hvis 
algoritmen skal være mest effektiv, skal populationsstørrelsen sættes højt. Som nævnt i afsnit 5.1 gælder det 
dog, at hvis populationsstørrelsen sættes op, sættes den reelle køretid også op. Dette kan betyde, at det ikke 
er muligt, at lade algoritmen køre med en meget høj populationsstørrelse. Hvis kørsler med lave 
populationsstørrelser er nødvendige, er crossoverraten og mutationsraten vigtige, da disse to parametre kan 
have stor indflydelse på algoritmens effektivitet.  
 
Begreberne ”høje” og ”lave” 
”Høje” og ”lave” er to begreber der er relative. En høj eller lav populationsstørrelse er ikke nødvendigvis det 
samme for to forskellige problemer eller problemstørrelser. Dette betyder, at ved to forskellige problemer 
eller problemstørrelser skal der muligvis benyttes to forskellige populationsstørrelser, for at opnå den samme 
effektivitet. Dette viser sig ved, at graferne for to forskellige implementeringer kan have den samme form, 
men at antallet af brugte generationer ikke nødvendigvis er det samme. Derfor skal populationsstørrelsen 
altid betragtes i forhold til problemstørrelsen, implementeringen og problemets sværhedsgrad, der er de tre 
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størrelser der forårsager forskellene i effektiviteten ved samme parameter. Det samme gør sig gældende for 
mutationsraten og crossoverraten.  
I en sammenligning af de to udgaver af rygsækimplementeringen er problemstørrelsen umiddelbart den 
primære forskel. Det er observeret, at ændringen i problemstørrelsen ikke har ændret på den måde hvorpå de 
tre parametre påvirker algoritmens effektivitet. Det er dog også observeret at når problemstørrelsen forøges, 
skal den populationsstørrelse der er nødvendig for at algoritmen bliver effektiv også forøges. Ændringen i 
problemstørrelsen har også betydet, at effektiviteten ved 30 pakker generelt er lavere end ved 20 pakker. 
Denne forskel er ikke overraskende, da forøgelsen fra 20 til 30 pakker betyder, at skemaerne bliver længere 
og at der er flere mulige løsninger ved 30 pakker. Dette betyder, at den genetiske algoritme ofte skal 
igennem flere mulige løsninger og udføre flere ændringer før den finder en næroptimal løsning ved 30 
pakker end ved 20 pakker.  
 
Overvejelser vedrørende problemernes sværhedsgrad 
Forholdet mellem antallet af mulige løsninger for rygsækproblemet med 20 pakker og rygsækproblemet med 
30 pakker er meget stort, ca. 1410
!20
!30
≈ . Derfor kan det umiddelbart virke ulogisk, at den 
populationsstørrelse der er nødvendig for at finde en næroptimal løsning på rygsækproblemet med 20 pakker 
når algoritmen er effektiv, kun skal fordobles for at der kan findes en næroptimal løsning på 
rygsækproblemet med 30 pakker når algoritmen er effektiv (se figur 6.1 og 6.6). Dette kan skyldes, at 
rygsækproblemet med 30 pakker er et forholdsvist nemt problem i forhold til problemstørrelsen, hvor 
rygsækproblemet med 20 pakker muligvis er et sværere problem. Med et nemt problem menes der et 
problem, hvor en relativt høj procentdel af alle de mulige løsninger er næroptimale løsninger. Det er 
forventeligt at jo større problemstørrelsen er, jo mindre vil denne relativt høje procentdel være.  
De følgende udregninger skal give en indikation af om rygsækproblemet med 30 pakker er et nemt problem, 
i forhold til rygsækproblemet med 20 pakker, når problemstørrelsen tages i betragtning. Disse udregninger 
forudsætter at den næroptimale løsning på de to rygsækproblemer altid er den samme som angivet i 
appendiks 2. I dette appendiks kan det ses at for rygsækproblemet med 20 pakker vil den næroptimale 
pakning indeholde seks pakker, hvilket vil sige at der er fjorten pakker der ikke er med i pakningen. Dette 
betyder, at forholdet mellem antallet af mulige løsninger og antallet af næroptimale løsninger for 
rygsækproblemet med 20 pakker er 38760
!14!6
!20
= . Der er således 38760 ikke-næroptimale mulige løsninger 
for hver næroptimal løsning. I tilfældet med rygsækproblemet med 30 pakker vil den næroptimale pakning 
indeholde otte pakker, hvilket betyder at der er 22 pakker der ikke er med i pakningen. Derfor er forholdet 
mellem antallet af mulige løsninger og antallet af næroptimale løsninger for rygsækproblemet med 30 pakker 
5852925
!22!8
!30
= . Ud fra disse tal kan det udregnes at der er 151 gange flere mulige løsninger pr. næroptimal 
 8 Diskussion 
________________________________________________________________________________ 
 56 
løsning ved rygsækproblemet med 30 pakker end ved rygsækproblemet med 20 pakker. Ud fra dette forhold 
kan der, hvis problemerne sammenlignes på tværs af problemstørrelserne, opstå den idé at rygsækproblemet 
for 20 pakker er et nemmere problem end det med 30 pakker.  
Det er fundet, at selvom der er 151 gange flere løsningsmuligheder for rygsækproblemet med 30 pakker, end 
der er for rygsækproblemet med 20 pakker, er det kun nødvendigt at fordoble populationsstørrelsen, når der 
skiftes imellem de to problemer. Dette kan opfattes som en indikation på, at rygsækproblemet med 30 pakker 
er et forholdsvist nemt problem, i forhold til problemstørrelsen, i forhold til rygsækproblemet med 20 
pakker.  
 
Hvor svært et problem er at løse, kan ikke forudsiges når løsningen på problemet ikke kendes. Selvom et 
forhold mellem antallet af mulige løsninger og antallet af næroptimale løsninger kendes, er der nu fundet 
indikationer på at dette ikke er nok til at forudsige hvor stor populationsstørrelsen skal være for at algoritmen 
bliver effektiv.   
 
Betydningen af reparation af kromosomer i forhold til den reelle mutationsrate 
I fysikimplementeringen skal kromosomerne til tider repareres. Dette foregår ved, at et enkelt gen i 
kromosomet muteres. Dette forhøjer mutationsraten kunstigt, da disse mutationer ikke dikteres af 
mutationsraten. Hvis dette sker mange gange kan det påvirke algoritmen således, at mutationsraten bliver 
mærkbart kunstigt forhøjet. For at undersøge dette nærmere, er der udført nogle forsøg, hvor det er undersøgt 
hvor mange gange kromosomer repareres med mutation. I et konkret tilfælde blev ca. 50 gener muteret på 
denne måde. Populationsstørrelsen var 200, dvs. der var 12.000 gener i hver generation, da der er 60 gener i 
et kromosom. Da algoritmen kørte 2.000 generationer svarer dette til en forøgelse i mutationsraten på 
omkring 0000021,0
000.2000.12
50
≈
⋅
. Da de mutationsrater der er brugt til undersøgelsen ved 
fysikimplementeringen ligger i intervallet [0,0001;0,001], og ændringen ved de tre forsøgstyper aldrig er 
mindre end 0,0001, har en forøgelse på sjette decimal efter kommaet sandsynligvis ikke nogen synlig 
indflydelse på resultaterne fra de udførte forsøg. 
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9 Konklusion 
Det er fundet, at det er muligt at udtale sig om hvordan populationsstørrelsen, crossoverraten og 
mutationsraten påvirker den her undersøgte genetiske algoritmes effektivitet. Ved undersøgelsen er det 
observeret, at ændringer i de tre undersøgte parametre påvirker de to udgaver af rygsækimplementeringen og 
fysikimplementeringen tilnærmelsesvis på samme måde. 
En forøgelse af populationsstørrelsen øger den genetiske algoritmes effektivitet, hvis der startes ved en lav 
populationsstørrelse. Denne tendens fortsætter indtil forøgelsen af effektiviteten stopper, og effektiviteten 
stabiliseres på et forholdsvist højt niveau ved høje populationsstørrelser. En lav crossoverrate bevirker, at 
den genetiske algoritmes effektivitet bliver lav. Hvis crossoverraten øges startende med en lav crossoverrate, 
forøges den genetiske algoritmes effektivitet indtil denne evt. stabiliseres. En meget lav mutationsrate 
forårsager, at den genetiske algoritme får en lav effektivitet. Hvis mutationsraten forøges vil effektiviteten 
stige indtil tendensen vender og en yderligere forøgelse af mutationsraten bevirker at effektiviteten falder. 
 
Der er visse punkter hvor de tre sæt forsøgsresultater ikke viser de ovennævnte tendenser lige tydeligt. Dette 
indikerer, at forskellige tendenser vil fremstå med varieret styrke for forskellige implementeringer af den 
genetiske algoritme. En årsag til dette kan være, som observeret i denne rapport, at der kan være forskel på, 
hvor dominerende de enkelte parametre er. Denne forskel kan være forårsaget af forskelle i 
implementeringerne.  
 
De to problemer i denne rapport er meget forskellige af karakter, men de tre sæt forsøgsresultater udviser 
tilnærmelsesvis samme tendenser. Dette er en god indikation på, at tendenserne der er observeret mht. 
crossoverraten, mutationsraten og populationsstørrelsen, vil være tilnærmelsesvis de samme for andre 
implementeringer af den genetiske algoritme. 
 
Det er vurderet, at de primære tendenser der er observeret for implementeringerne af den genetiske 
algoritme, stemmer overens med analysen af skemateoremet. 
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10 Perspektivering 
I forbindelse med dette projektforløb, dukkede der forskellige overvejelser op. Nogle af disse er der ikke 
fulgt nærmere op på i rapporten, da de ikke har stor betydning for rapportens problemstilling. En 
introduktion til disse overvejelser er præsenteret i dette afsnit, da de har relevans for den genetiske algoritme 
generelt.  
 
En af de største forhindringer som den genetiske algoritme, under udarbejdelsen af denne rapport, har stået 
overfor, er den hastighed hvormed den løser et givet problem. Det effektivitetsbegreb der er brugt i denne 
rapport, har vist sig, at være meget brugbart i sammenhæng med rapportens problemstilling. Begrebet er 
uafhængig af et tidsbegreb, og kan således ikke bruges til at måle algoritmens reelle køretid. Ved løsningen 
af de to problemer vha. den genetiske algoritme er det observeret, at den reelle køretid altid vokser når 
problemstørrelsen sættes op. Den forøgelse i den reelle køretid der forekommer når problemstørrelsen ved 
det fysiske problem sættes op fra eksempelvis 5 partikler til 10 partikler er ikke blot et spørgsmål om en 
faktor 2. Hvis kun problemstørrelsen ændres, er det i et konkret tilfælde observeret, at den reelle køretid blev 
forøget mellem 5 og 6 gange når problemstørrelsen blev forøget fra 5 til 10 2. Samme tendens gør sig 
gældende for rygsæksproblemerne. Forøgelsen i den reelle køretid er dog af en mindre størrelsesorden for de 
to rygsækproblemer der er benyttet i denne rapport.  
Størrelsen af det fysiske problem er reduceret kraftigt i forhold til de størrelsesordener en forsker, indenfor 
forskning i glasser, arbejder med. Reduceringen er en konsekvens af forholdet mellem den reelle køretid og 
problemstørrelsen. Reduceringen har været nødvendig for at finde en løsning inden for en acceptabel 
tidsramme. Fysikere, der arbejder med glasforskning, arbejder ofte med en størrelsesorden på det fysiske 
problem der er mange gange større end 5 partikler, da dette antal partikler ikke er nok til at simulere en 
væske. Et eksempel på dette er [Godiksen (2004)] hvor der arbejdes med omkring 500 partikler. Dette 
betyder, at implementeringen af det fysiske problem ikke er brugbar for en fysiker, når problemstørrelsen er 
så lille.  
Problemet med at sætte problemstørrelsen højt, leder frem til en overvejelse af hvor god den genetiske 
algoritme er som hjælpemiddel, ved løsning af optimeringsproblemer. En stor problemstørrelse kan føre til 
en så høj køretid, at den genetiske algoritme ikke kan finde en næroptimal løsning på det aktuelle problem 
indenfor en acceptabel tidsramme. I værste fald vil dette betyde, at den genetiske algoritme reelt kun kan 
benyttes til at løse problemer med små problemstørrelser. Dette gør generelt algoritmen mindre anvendelig i 
dette tilfælde. I tilfældet med det fysiske problem vil de små problemstørrelser være uinteressante, mens det i 
tilfældet med rygsæksproblemet vil være muligt at finde en løsning på anden vis. Eksempelvis tog det et af 
                                                 
2
 At løse det fysiske problem med 5 partikler en gang, tog knap 2 minutter, mens det tog knap 10 minutter, at løse 
problemet en gang med 10 partikler.  
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medlemmerne af projektgruppen relativ få minutter at finde den optimale løsning på rygsækproblemet med 
20 pakker i hånden. I dette tilfælde har den genetiske algoritme således ikke nogen større anvendelse hvis 
formålet kun er at løse problemet. Det er dog muligt, at der findes problemer, der er langt mere velegnede til 
at blive løst vha. den genetiske algoritme. Desuden vil anvendelsen af et andet programmeringssprog end 
Java muligvis kunne gavne den reelle køretid. Ligeledes kan andre metoder til genetiske algoritmer muligvis 
gavne den reelle køretid. Dette kunne eksempelvis være varierende populationsstørrelser.             
 
Det har ikke været muligt at bekræfte, at den næroptimale løsning, der er fundet i det fysiske problem, er en 
næroptimal løsning. Hvis algoritmen skal bruges i praksis af en fysiker, er det således nødvendigt at udføre 
en sådan bekræftelse.   
 
Et interessant aspekt ved projektet er, at det har været muligt, at få et indblik i skemateoremet, ved andet end 
studier af en formel. Det er observeret, at de empiriske undersøgelser understøtter de forudsigelser der kan 
udledes af formlen, hvilket giver en støtte til skemateoremet. Muligheden for frembringe de samme resultater 
både teoretisk og empirisk, giver den fornemmelse at skemateoremet kan bruges som teoretisk beskrivelse af 
hvordan den genetiske algoritme virker, selvom det ikke er et matematisk bevist teorem. 
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