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ABSTRACT 
The spectrum of a locally finite countable graph is defined. Some theorems known 
from the theory of spectra of finite graphs are extended to infinite graphs. 
1. INTRODUCTION 
Much work has been carried out in the field of graph spectra [l], but as 
far as we know no one has considered the spectrum of an infinite graph. 
There is one exception [7, 81. TorgaSev and Petrovii: have submitted some 
papers concerning the “graph spectrum of infinite graphs”. Unfortunately 
their definition is not combinatorial, since their notion of the spectrum 
depends on the labeling of a graph and is neither an invariant of a graph nor a 
generalization of the corresponding notion of the spectrum of a finite graph. 
In the present paper the basic definitions are given and some theorems 
from the finite theory of spectra are extended to the infinite case. For the 
basic definitions concerning infinite graphs the reader is referred to [3, lo]. 
We shall deal only with countable undirected locally finite graphs, though 
multiple edges and loops are allowed. 
The basic notions concerning a theory of linear transformations of a 
HiIbert space are assumed to be known. They can be found in any standard 
textbook on functional analysis, e.g. in [5, 61. 
*This work was supported in part by the Boris Kid& Fund, Yugoslavia. 
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2. BASIC DEFINITIONS 
Let G = (V, E) be a locally finite countable graph with the (labeled) 
vertex set 
(N is the set of natural numbers). Then the associated (infinite) adjacency 
matrix of G, A = A(G)= [aij], can be defined so that its (i, j)th entry aii 
equals the number of edges between the vertices vi and vj (i, j E N). 
Let 1’ be the Hilbert space of all sequences (xi : i E N) such that CT= r Ixi 1’ 
converges, with the inner product 
(x3Y)= E xiSi 
i=l 
where x = (xi: i E N) and y = (yi : i E N) are arbitrary elements from 1’. Let 
ek = (Sik: i EN) 
be the specified complete orthonormal system in 1’. Then the adjacency 
matrix of a locally finite graph G can be interpreted as a linear operator A 
over 12, which is defined on the basis vectors ek as follows: 
Ae, = (ui,: i E N), 0) 
or equivalently 
(Ae,, ei) = uik. (2) 
As G is locally finite, A is well defined, i.e., Ae, is an element of 12, and 
can be extended by linearity to a dense subspace of 12, which is spanned by 
the basis vectors {ek: k E N). Denote this dense subspace by H, and the 
corresponding linear operator by A,,. The operator A, is symmetric on Ho and 
thus closable. We shall call the closure of A,, A = A(G) = x0, the adjacency 
operator of the graph G. The adjacency operator is by definition a closed 
symmetric transformation with domain D(A), for which the following holds: 
(Ax,e,)= f uijxj, HEN, XED(A). (3) 
j= 1 
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We proceed with a definition: 
DEFINITION 2.1. Let G be a locally finite countable graph and A its 
adjacency operator. The spectrum of the graph G is defined as the spectrum 
of the operator A. The spectrum is divided into parts: the point, continuous, 
and residual spectra of G, which correspond to the point, continuous, and 
residual spectra of the adjacency operator. We shall denote the spectrum and 
the point, the continuous, and the residual spectra of a graph G by a(G), 
u,(G), u,(G) and u,(G), respectively. Elements of u,(G) will also be called 
eigenvalues. 
The graph spectra given in Definition 2.1 do not depend on the labeling 
of a graph. If we label the vertices of G differently, then the resulting 
adjacency operator A’ is unitarily equivalent to A. It is known that the spectra 
are unitarily invariant (cf. [5, Theorem 4.31) and hence the notion of the 
spectrum of a graph is combinatorial invariant. The given definition is also a 
natural generalization of the notion of the spectrum of a finite graph. 
The adjacency operator A = A(G) is closed, and therefore the spectrum 
u(G) is a closed subset of the set C of complex numbers. The spectra u,(G), 
u,(G), and u,(G) partition u(G). It can be shown that u,(G) c !R, u,(G) E R, 
and that either u,(G) = 0 or u,(G) 2 C/R. 
It is of great importance to know whether A(G) is a selfadjoint operator, 
because the connection between an operator and its spectrum is much closer 
for self-adjoint transformations than for general symmetric operators. More- 
over, in the case of a self-adjoint adjacency operator A we can describe its 
domain, as we shall see. It will be shown that uniform boundedness of the 
vertex degrees in a graph G is sufficient for the adjacency operator to be 
self-adjoint (Theorem 3.2). In this case the adjacency operator is bounded. For 
the general case we note the following: since the entries of the adjacency 
matrix [aij] of G are real, the adjacency operator A is real (i.e., it commutes 
with the conjugation). Hence by [5, Theorem 9.141 there exists a self-adjoint 
extension of A, which is unfortunately not unique in general. By the same 
theorem this extension is unique iff A is self-adjoint (the extension is trivial). 
Further we shall give some more necessary and sufficient conditions for 
the adjacency operator A to have a unique self-adjoint extension. Moreover, 
we shall describe its domain. Let A, be as before. It can be shown [5, 
Theorem 3.21 that its adjoint A*, has the domain 
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and that for x E D(A*,) 
cc 
(A*,x,e,)= c aijxj, i=1,2,..., (5) 
j=l 
holds. Moreover, according to [S, Theorem 3.41, for the self-adjointness of A it 
is necessary and sufficient to prove that whenever x = (xi: i E N) and y = 
( yi : i E IV) belong to D( A*, ), the necessarily convergent series 
have the same sum. In this case D(A) = D( AZ) and consequently A = x0 = 
A*,. 
It is worth noting that a necessary and sufficient condition for A to be 
self-adjoint is also that the equation 
A+ = ix, i=\/-1, (7) 
has no solution x E D(A*,). In fact, the condition (7) is also equivalent to 
either one of the following two: a,( A) c R or a,( A) = 0. 
According to the above discussion, a graph G is said to have the unique 
extension property if its adjacency operator is self-adjoint. From now on only 
the graphs with the unique extension property will be considered. It is worth 
noting that there is a large class of graphs with this property: all graphs which 
have bounded vertex degrees possess bounded (and hence self-adjoint) adjac- 
ency operators (see Theorem 3.2). See also the conclusion of this paper. 
3. BASIC THEOREMS 
In this section G will denote a locally finite countable (or finite) graph, 
and A the corresponding adjacency operator. We shall also assume that G has 
the unique extension property, though this is not essential (see concluding 
remarks). 
Let G have the components G,, G,, . . . (finitely or infinitely many). Then 
we write G = U iGi. Each of the components Gi may be a finite or an infinite 
graph. Let 
V(G,) = {uj: Jo iVi). 
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Denote by Xi the completion of the subspace of l2 spanned by the vectors 
{ej: Jo Ni), and let D(Ai) be the intersection Xi I? D(A), and Ai the restric- 
tion of A to D(Ai). It is easy to see that A, is the adjacency operator of the 
graph Gi. The adjagency operator A is then the closure of a direct sum of the 
operators Ai, A = @,A,. 
THEOREM 3.1. Let G = U,G,. Then 
u(G)= U u(Gi) and u,(G)= U up(Gi). 
i i 
(8) 
Proof The assertions of the theorem are known for the case where we 
have only a finite number of components Gi (cf. [6, Chapter 5.41). Let us now 
consider the general case, using the notions introduced at the beginning of 
this section. We shall prove only the first equality and leave the second one as 
an easy exercise. 
As the theorem holds for the case of finitely many (not necessarily 
connected) components, it is easy to deduce that u(G) 2 U iu(Gi). The 
spectrum u(G) is closed, and hence the inclusion 
u(G) 2 U u(Gi) 
i 
follows. 
Take now any X E u(G). For any E > 0 we can find x E D(A) with 
1(x(] = 1 and ]I( A - X)x(( < s/2. Denote by P,, the projector onto the subspace 
aiGnXi, and choose n so large that IjP,,xll> i. It is easy to see that A 
commutes with P,,. Using these facts, we obtain for a vector y = P,r/ljP,,x/l 
the following: 
The operator B = P, A is self-adjoint, and from the above inequality it follows 
that 
d(b~(B))ll~ll =~(~~u(B))-- (9) 
250 BOJAN MOHAR 
The spectrum of the operator B is, by the present theorem for the case of 
finitely many components, equal to the union of the spectra of the operators 
Ai, i < n. Thus there exists hi E a(G,) such that (X - Xi] < E. The number E 
can be arbitrary small; hence X E U iu( Gi). n 
The next theorem gives us necessary and sufficient conditions for the 
adjacency operator to be continuous or compact. 
THEOREM 3.2. The adjacency operator A is bounded if and only if there 
exists a constant M < 00 such that deg( v) < M fm every vertex v E V(G). In 
this case 
II41 G M (10) 
and a(G) c [ - M, M]. 
Moreover, A is compact if and only if G has only finitely many edges. 
Proof. As ]]Aei]]2 2 deg( vi), the degrees of the vertices are bounded if A 
is bounded. The contrary follows from the theorem of Schur [4] (see also [6]). 
This theorem gives also the inequality (10). 
If G has only finitely many edges, then A is a degenerate operator (maps 
to a subspace of finite dimension) and hence compact. 
Let us assume that G has infinitely many edges and that A is compact. 
Then we can choose an infinite double sequence ( ni , m, : i E N ) such that 
( Ae*,y em,) >1, i E N. (11) 
The set {e,, : i E N} is bounded and A compact; hence we may choose from 
the sequence (Ae,, . i E N) a convergent subsequence. Without loss of gen- 
erality assume that the sequence (Ae,, . * i E N) converges. Denote its limit 
point by y = ( yi : i E N). Because of (11) y * 0, and therefore there exists an 
indexksuchthaty,#O.Butthen(Ae,,,e,)=(e,,,Ae,)-,y,tO,asijoo. 
This is a contradiction, since Ae, E Z2 and its n,th components (e,,, Ae,) 
should converge to zero. n 
The next theorem makes sense only for infinite graphs. It is valid also for 
finite graphs, but strictly speaking it tells us nothing in this case. 
One might ask the following question: what happens to the spectrum of a 
graph G if we add or delete an edge in it? There are two appropriate 
statements valid for finite graphs. The first one says that the spectral radius 
cannot increase if we delete an edge. The second one is known as the 
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interlacing theorem and says that the eigenvalues of G and of any of its 
vertexdeleted subgraphs interlace. 
From the theory of perturbations [2] it is known that the essential 
spectrum of a selfadjoint operator in a Hilbert space cannot be changed by a 
compact perturbation. Points of the point spectrum can, however, become 
part of the continuous spectrum and vice versa. Recall [2] that the essential 
spectrum contains the continuous spectrum and all the eigenvalues with 
infinite multiplicity. In its complement are isolated eigenvalues of finite 
multiplicity. 
THEOREM 3.3. If we add or delete finitely many edges in a graph G, its 
essential wectrum remains the same. 
Proof. By Theorem 3.2, adding or deleting finitely many edges repre- 
sents a compact perturbation of the adjacency operator. Therefore the 
essential spectrum is preserved. n 
An important theorem in the theory of graph spectra is a pairing theorem 
about the spectra of finite bipartite graphs. Here we give its partial generali- 
zation to infinite graphs. 
THEOREM 3.4. Let G be a bipartite graph. Then its point and continuous 
spectra are both symmetric with respect to zero. Moreover, if A is any 
eigenvalue, then it has the same multiplicity as - A. 
Proof. Let G be a bipartite graph, and let 1’ = X,@X, be the direct 
decomposition which corresponds to the bipartite partition of the vertices of 
G. Then 
A(X,)cX, and A(X,)&X,. (12) 
Consider first the symmetry of the point spectrum. Let A be any eigenvalue 
and r = xi + zra (xi E Xi) the corresponding eigenvector. Using (12) it is easy 
to see that xi - r2 is an eigenvector corresponding to the eigenvalue - h. 
Take now any A E u,(G). A is self-adjoint, and therefore A belongs to the 
continuous spectrum iff A - XI is one-to-one but not onto. There exists 
y = y, + yz (yi E Xi) which does not lie in R(A - XI). We claim that 
z = - yi + ys does not belong to R(A + AI). If the contrary were true, 
namely if Ax + hx = z for some x = xi + x2 (xi E Xi), then (A - hl)(x, - 
x2) = y [by (12)], which contradicts the choice of y. Therefore A + XI is not 
surjective. Since X is not an eigenvalue, neither is - X. Then - A belongs to 
the continuous spectrum. n 
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4. SPECTRAL RADIUS OF A GRAPH 
The spectral radius of a graph G is defined to be the spectral radius of its 
adjacency operator A. It will be denoted by r(G). It is known that 
r(G) = llA\l = sup{I(Ax, x)1: r E D(A), JIx(J = l}. (13) 
In (13), ) 1 A) 1 is assumed to be + cc if A is unbounded. We proceed with a 
definition. 
DEFINITION 4.1. Let F,, F,, . . . be subgraphs of a graph G. We say that 
the sequence F,, F2,. . . converges to G, in symbols F,, + G (n + CO), if for 
each edge e E E(G) one can find a number N = N(e) such that e E E( F,) for 
every n 2 N(e). 
The significance of convergent sequences of graphs can be seen from the 
following proposition. 
PROPOSITION 4.2. Let F,, F,, . . . be subgraphs of a graph G, and let 
F, + G. Denote by A,, = A( F,,) and A = A(G) the corresponding adjacency 
operators, and let A be bounded. Then the operators A,, converge strongly to 
A, i.e., for every x E 12, lim,_,A,x = Ax. 
Proof. Denote the entries of the adjacency matrix of F,, by a$;); more 
precisely: a(;) = (A,e,, ej) if vi and vi belong to V(F,), and = 0 otherwise. 
Let M be the maximum degree of G. By Theorem 3.2, \lAll < M and 
llAnll< M (nEN). Let x=(ri:i~N)~12 and E>O be arbitrary, and let 
xcrn) = (rim): i E N), where xi cm) = 0 if i < m and xim’ = xi otherwise. Choose 
m large enough that j/x (*)I1 -C &/2M. The graphs F,, converge to G; hence we 
can find a number K such that ai:) = aijfor every k > K and i < m. Then for 
k > K the following holds: 
(1 Ax - A&l = IIAx'" - Akdm)ll < I(Ax(m)ll + llAd”‘)ll 
< Ml(x(*)l( + M[lxCm) \\<M&+M&=~. 
Since E was arbitrary, A,x -+ Ax. This proves that the operators A,, converge 
strongly to A. n 
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Many inequalities bounding the spectral radius of finite graphs from above 
or below are known (cf. [l]). The generalization to infinite graphs, however, is 
not quite obvious, as it is sometimes difficult to define the “finite-like” notions 
for infinite graphs. For example, it is not clear what the average degree of a 
vertex in an infinite graph should be. A reasonable approach is as follows. Let 
us have a specified notion P for finite graphs. Then say that an infinite graph 
G has the property P iff all of its finite subgraphs have this property. For 
example: G is k-colorable iff all of its finite subgraphs are k-colorable; an 
upper average degree of vertices of G equals sup(d(F) : F is a finite subgraph 
of G}, where d(F) is the average degree of F. 
The following theorem and its corollaries indicate the possibility of 
extending the bounds on the spectral radius to infinite graphs if we define the 
properties of infinite graphs in the way described. 
THEOREM 4.3. Let F,, F,, . . . be a sequence of subgraphs of G which 
converges to G. Then the spectral radius of G is given by 
r(G)= lim T(F,). (14) n-m 
Proof Let us first assume that A = A(G) is bounded. By Proposition 4.2, 
(A,} converges strongly to A, and therefore for every x E Z2, l]x]j = 1, 
(Anr, X) + (Ax, X) as 12 -j co. 05) 
x can be chosen so that 1 (Ax, x) 1 is arbitrarily close to ]]A]j. Therefore from 
(15) 
]lAll < hminfIIA,JI. 06) n-CC 
We show next that r(G) > r(F) for every finite subgraph F of G. Let F’ 
be the induced subgraph of G which has the vertex set V(F’) = V(F). It is 
known [1] that T(F) < r(F’), since both graphs are finite. Let x’ be an 
eigenvector of norm one which corresponds to the eigenvalue X = r( F’) of F’, 
and let x denote the embedding of x’ into Z2. Then 
r(~) = 11~112 IIAXII 2 ((~(Ff)d(l= T(F’) > T(F). 
If all graphs F,, F,, . . . are finite we obtain 
r(G)> sup{r(F,): n EN} > liminfr(F,). 
n-m (17) 
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This means that equality holds in (16). Moreover 
r( G ) = sup{ r( F) : F a finite subgraph of G}, (18) 
since we can choose a sequence of finite graphs which converges to G. As any 
subgraph of F+, is also a subgraph of G, we conclude by (18) that r( F, ) < r(G) 
also for an infinite subgraph F, of G. Therefore (17) is true in the general 
case. (16) and (17) verify (14). 
Now, let A be unbounded. Let I_+ be any vertex of G. F,, + G, and 
therefore there exists a constant K such that Fk contains vi and all incident 
edges for every k >, K. Let d = deg(v,). Then for each k > K, Fk contains as a 
subgraph a star of vi, which is isomorphic to K i, d. Above we have proved that 
this implies that r( Fk) > f( K,, d) if Fk is bounded. But if Fk is unbounded, the 
same is true obviously. It is known [l] that r(K,, d) = d’12 and therefore 
r(Fk) > d ‘I2 for every k >, K. By Theorem 3.2, d can be obtained arbitrarily 
large; hence lim r(F,) = + co = r(G), and (14) is proved. n 
In the proof of Theorem 4.3 we have shown more than just (14). We 
present these results in the form of two corollaries. 




COROLLARY 4.5. Let F be any subgraph of a graph G. Then r(F) < r(G). 
COROLLARY 4.6. The value r(G) belongs to the spectrum a(G) if A(G) is 
bounded. 
Proof. It is known [6] that M(A) = sup((Ax, x):llxll = l} belongs to 
a(G). We know that for a finite graph F r(F) = M(A(F)), and hence by 
Corollary 4.4 r(G) = M(A) E a(G). n 
5. EXAMPLES 
As an example we shah determine the spectra of the one-way and twoway 
infinite paths, which we denote by P, and C,, respectively. In [6, p. 268, 
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Exercise 81 the spectrum of the one-way infinite path is determined. We have 
u(P,) = u,(p,) = [ 44, u,(P,)=0. (19) 
If we delete an edge in C,, we obtain two disjoint copies of Pm. By Theorem 
3.1 and Theorem 3.3 we conclude that the essential spectrum for C, is the 
same as for Pm, i.e., the whole interval [ - 2,2]. It is easy to verify that no 
point spectrum occurs. Hence 
u(c,> = u&J = [ -2,2], u&J- (20) 
The formulas (19) and (20) enable us to determine the spectra of the 
positive-integer net P, X P,, the half-integer net C, x P,, and the integer net 
C, x C, (X denotes the Cartesian product of graphs). From the definition of 
the Cartesian product one can easily verify that for any two locally finite 
graphs G and H with the adjacency operators A and B, respectively, their 
Cartesian product G X H has the adjacency operator A@Z, + IiS B. I, and I, 
are the identity operators on the Hilbert spaces corresponding to the graphs 
G and H. The closure of the operator A@ I, + Z,@ 8 is self-adjoint if A and B 
are [9, Theorem 8.331. In [9, Exercise 8.201 we also find that the spectra of the 
operator T =A@Z, + Z,@B are determined by 
o(T) = (A: A =p + v, p E u(A), Y E U(B)}, 
Therefore the spectra of the product graphs Pm X P,, C, x Pm, and C, X C, 
are equal, and 
a(P,xP,)=u,(P,xP,)=[-4,4], 
u,(P,XP,)=0. 
6. CONCLUDING REMARKS 
The definition of the spectra of arbitrary locally finite graphs can be 
obtained using the fact that every connected locally finite graph is countable. 
The spectrum of finite graphs is an important tool for a graph theorist. 
The spectral method gave some nontrivial results (see, for example [l]). We 
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expect that the spectra of infinite graphs will also provide a helpful method, 
though some difficulties concerning convergence arise. 
The author believes that all locally finite graphs have a unique extension 
property. Therefore we intentionally omit the discussion about the graphs 
which do not possess this property. In conclusion we note the following. If a 
graph G has no unique extension property, its residual spectrum contains the 
upper and the lower half plane, u,(G) 1 C \ Iw . All the given theorems remain 
valid even if the requirement on the self-adjointness of A(G) is omitted. In 
Theorems 3.1 and 3.4 the different proof techniques must be used in this case. 
The author thanks Professor C. D. Godsil and Professor I. Vidav for their 
helpful comments while preparing this paper. Professor Godsil had some ideas 
that led to Section 4, and Professor Vidav gave some useful comments 
concerning the preliminary sections. 
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