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This is the first in a series of articles on singular perturbation series in quantum
mechanics. In these papers we will compute transition amplitudes non-pertur-
batively for several simple quantum mechanical systems. This paper treats the
behavior of a harmonic oscillator as a function of the spring constant. All the
systems to be considered exhibit the same phenomenon: there is, in general, no
power series expansion, even of an asymptotic nature, in powers of the perturbation
parameter. For reasonable initial and final states there are, however, expansions of
a more complicated type. In the case of the harmonic oscillator there is a log-power
series expansion. This example is sufficiently simple and explicit that one can see
how the logarithmic terms arise mathematically. How they arise physically is rather
more mysterious. One point however is clear; the standard techniques of perturba-
tion theory, whether expressed in terms of Dyson series, Feynman diagrams,
successive approximation, or path integrals, are all structured so as to produce only
power series and thus fail to detect logarithmic terms.  1999 Academic Press
1. INTRODUCTION
Though quantum electrodynamics will not put in an appearance in this
paper or those that follow, it is the motivating example. We want to under-
stand the following paradox. The amplitude to go from a state . to state
 under the influence of a Hamiltonian H in time t is given by the inner
product
(, e&2?iHth.) (1)
Here h is Planck’s constant. This is well-defined and finite for any . and
 in our Hilbert space, even though H may be unbounded and only den-
sely defined. In principle then any quantum mechanical system describable
in a Hamiltonian formalism must make well-defined, finite predictions.
QED can be described by a Hamiltonian. As has been known at least since
Dirac’s paper [2], there are disadvantages to such a formulation, but it is
possible. How then do ‘‘divergences’’ enter the theory?
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We can dismiss one common explanation immediately. The divergences
do not stem from the fact that QED is not a complete description of
physics. Omitting other forces from H may cause (1) to make erroneous
physical predictions, but it cannot alter the mathematical fact that it is
finite.
If we try to compute the finite (1) and obtain an infinite result then we
must be making a mistake. Similar problems arise in the theory of special
functions if we try to compute a function, such as the Bessel function Yn (z),
with a singularity at z=0, by positing the existence of a power series and
attempting to determine the coefficients. Even though Yn (z) is well-defined
and finite for all positive z, an inappropriate ansatz can make it appear like
a power series with divergent coefficients.
We strongly suspect that something similar has happened to QED. The
standard perturbation theory, developed originally for bounded perturba-
tions, makes an implicit ansatz. It effectively assumes all expansion in
powers of the perturbation parameter and seeks to determine the coef-
ficients. If this assumption is in error then we should expect swift and
severe punishment in the form of divergent coefficients.1
The preceding paragraph is frankly speculative. To confirm its central
prediction one would need either a non-perturbative QED or a radically
different perturbation theory. At the moment neither is on offer. We can,
however, make it more plausible by showing that, in several simpler
systems where a non-perturbative treatment is possible, exactly the
same phenomenon occurs. In these examples the power series ansatz is
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1 Most authors seem to regard the existence of a power series representation as obvious. So
obvious, indeed, that the assumption is rarely made explicit. Sometimes the existence of the
expansion is ‘‘proved.’’ These proofs come in two varieties. Often a heuristic argument is given
in which the wave function is given as a superposition of solutions where the perturbation acts
only finitely many times. This is not, in fact, a proof of anything; it is simply an appealing
physical interpretation the standard Dyson series, assuming it converges. The other type of
proof is a valid mathematical argument, but one which yields a weak result. Often this weak
result is the validity of the perturbation series for bounded perturbations. This is inadequate
for QED because the interaction term is unbounded. We are aware of only one proof which
says anything interesting about QED. Scharf, in [3], shows that an expansion in powers of
the fine structure constant exists when the interaction is limited in space-time and is turned
on and off smoothly. It appears that the coefficients depend on the derivatives the cutoff func-
tion which switches the potential on and off. We know of only one discussion in the literature
of the possibility that the power series expansion does not exist. Schwinger, in [4], writes
‘‘Could it not be that the divergencesapparent symptoms of malignancyare only spurious
byproducts of an invalid expansion in powers of the coupling constant and that renormaliza-
tion, which can change no physical implication of the theory, simply rectifies this mathemati-
cal error?’’ Schwinger concludes that this cannot be the only problem with QED. His argu-
ment at this point is too abbreviated to be entirely convincing, but it does not rule out the
possibility that this is one of several problems with QED. He does not give any indication that
another expansion, not in powers of the coupling constant, might exist.
inappropriate and leads to a divergent expansion for a well-defined finite
transition amplitude.
A full non-perturbative QED, even if we could find one, would probably
be computationally unwieldy. What is really needed is a more flexible
perturbation theory. These papers will not provide one. At most they will
demonstrate the need for such a theory, illustrate some useful techniques,
and furnish an interesting class of examples.
The structure of the proof is as follows. We write . and  as a linear
combination of functions of the general form x j(1+x2)&k2 plus a remainder
term. The inner products involving the remainder terms will be analyzed in
Section 5. It is shown that the standard perturbation theory applies to
these terms even though the perturbation is unbounded. This argument
requires a family of subspaces of L2 (R) and a corresponding family of
norms, both of which are analyzed in Section 4. These, in turn, require
some information about quadratic Hamiltonians, described in Section 3.
Quadratic Hamiltonians are tractable because the solution operators
belong to the metaplectic group, whose theory is reviewed in Section 2.
Any innovations in these sections are limited to the presentation; the
underlying mathematics is all reasonably well known. No log terms arise in
this part of the analysis.
The remainder terms having been disposed of, the problem is reduced to
the special case where . and  are of the form x j (1+x2)&k2. The results
of Sections 2 and 3 provide an integral representation, but the integral is
quite ugly. To analyze it we develop, in Section 6, a theorem which plays
the same role for log-power series that Taylor’s theorem plays for ordinary
power series. Then, in Section 7, we show that the integrals we need satisfy
the hypotheses of this theorem. Finally, in Section 8, we put the pieces
together and conclude the proof of Theorem 1.
The main result of this paper is the following theorem.
Theorem 1. Suppose that . and  are smooth functions in L2 (R) and
that they and their derivatives of all orders possess asymptotic expansions at
both plus and minus infinity. Let U(t, =) be the solution operator for the
Schro dinger equation,

t
(U(t, =) .)+2?iHU(t, =) .=0, U(0, =) .=. (2)
with the harmonic oscillator Hamiltonian
(H.)(x)=&
1
8?2
2.
x2
(x)+
=
2
x2.(x). (3)
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Then the transition amplitude (, U(t, =) .) for a transition form the state
. to the state  has an asymptotic expansion of the form
(, U(t, =) .) r :

k=0
(ak (t) =k2 log =+bk (t) =k2) (4)
for small values of the spring constant =. In other words, there are coefficients
ak (t) and bk (t) such that, for each positive integer m,
(, U(t, =) .) = :
m&1
k=0
(ak (t) =k2 log =+bk (t) =k2)+O(&=m2 log =) (5)
The proof of this theorem is entirely constructive so it is, in principle,
possible to calculate these coefficients for any . and  using the formulae
of this paper. The practical difficulties involved are however, formidable.
The coefficients ak of the logarithmic terms depend only on the coefficients
in the asymptotic expansions of . and .
2. THE METAPLECTIC GROUP
This section provides a quick overview of the metaplectic group. We will
see in Section 3 that the solution operator for the harmonic oscillator is
always an element of this group. This remains true even if the spring
constant is time-dependent and even if it is allowed to be zero or negative.
The main point of this section is Theorem 2 which makes possible a non-
perturbative treatment of the harmonic oscillator.
The usual description of the metaplectic group is in terms of its action
on the three operators D, X, and I, on L2 (R) defined by
(Dv)(x)=(2?i)&1 v$(x), (6a)
(Xv)(x)=xv(x), (6b)
(Iv)(x)=v(x) (6c)
In terms of these operators G is defined to be the group of all unitary
operators on L2 (R) satisfying the relations
D a b r D
\X+ U=U \c d s+\X+ (7)I 0 0 1 I
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for some real a, b, c, d, r and s. Such a definition, though, raises some
rather awkward technical questions because the operators D and X are
unbounded and only densely defined. For this reason, and several others
irrelevant to our present purposes, it is preferable to define G by an
exponentiated version of (7). We first define a group HR which, as a set,
is simply R3, but with multiplication defined by
(|D |X |I)(|$D |$X |$I)=(|"D |"X |"I) (8)
where
|"D =|D+|$D (9a)
|"X=|X+|$X (9b)
|"I=|I+|$I+ 12 (|D|$X&|$D |X). (9c)
We also define HC to be the set C3 with the multiplication defined by the
same formula. HR acts on L2 (R) by
((|D |X |I) v)(x)==(|Dx+ 12|D|X+|I) v(x+|D), (10)
where = is defined by
=(z)=e2?iz. (11)
It is not difficult to verify that
Dv= lim
|D  0
(|D , 0, 0)v&v
2?i|D
, (12a)
Xv= lim
|X  0
(0, |X , 0)v&v
2?i|X
, (12b)
Iv= lim
|I  0
(0, 0, |I)v&v
2?i|I
, (12c)
whenever both sides of the equation exist.
We define SR to be the set of v in L2 (R) such that
f (|D , |X , |I)=(|D |X |I)v (13)
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is a smooth2 function from HR to L2 (R) and SC to be the set of v in SR
such that f extends to an analytic3 function from HC to L2 (R). Such v are
necessarily entire functions and the extended f must satisfy
f (|D , |X , |I)==(|Dx+ 12 |D|X+|I) v(x+|D) (14)
for all complex |D , |X , |I , and x. These remarks all follow immediately
from the fact that an analytic function on Cn is uniquely determined by its
restriction to Rn. There will therefore be no ambiguity if we refer to both
sides of the equation simply as (|D |X |I)v. SC is dense in L2 (R). This
follows from the fact that it contains the linear span of the gaussians
#{, ! (x)==( 12{x
2+!x) (15)
for all Im {>0 and ! # C. The action of HC on gaussians is
(|D , |X , |I)#{, !==( 12|D |X+|I+
1
2|
2
D{+|D!)#{, !+|D {+|X . (16)
In particular
(s, &s{, &s!)#{, !=#{, ! . (17)
Conversely, if
(s, &s{, &s!).=. (18)
for some . # SC , then . must be a multiple of #{, ! . This follows
immediately from Eq. (10) with |D=&x, |X={x, and |I=!x.
We now define G to be the set of unitary operators on L2 (R) such that
(|D , |X , |I)U=U(a|D+c|X , b|D+d|X , r|D+s|X+|I) (19)
for some real a, b, c, d, r, and s. It follows from this definition that SR and
SC are G-invariant. Equation (7) holds in the sense that, if v belongs to SR ,
then both sides applied to v give the same result. This follows from
Eqs. (12a) through (12c). In particular
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2 Smooth means, in this context, that the difference quotients of all orders are convergent
in L2 (R).
3 Analytic in this context is defined by the CauchyRiemann equations.
Uv=(2?i)(DX&XD) Uv
=(2?i)[D(cD+dX+sI )U&XU(aD+bX+I )]v
=(2?i) U[(aD+bX+I )(cD+dX+sI )
&(cD+dX+sI )(aD+bX+I)]v
=(2?i)(ad&bc) U(DX&XD)v
=(ad&bc) Uv. (20)
Since there is at least one non-zero v in SR it follows that
ad&bc=1. (21)
It follows from Eq. (19) that
U(s, &s{, &s!)=(s$, &s${$, &s$!$)U, (22)
where
s$=(c{+d ) s, (23a)
{$=
a{+b
c{+d
, (23b)
!$=
!+(cr&as){+dr&bs
c{+d
, (23c)
and therefore that
U#{, != j(U, {, !)#{$, !$ (24)
for some ‘‘constant’’ j(U, {, !). This is a constant only in the sense that it
is independent of x; it is an analytic function of { and !. Since U is unitary
(#{, ! , #{, !)=| j(U, {, !)|2 (#{$, !$ , #{$, !$) . (25)
Since the norm of a gaussian is easily computed it is not difficult determine
| j(U, {, !)|. The resulting formula is
| j(U, {, !)|=|c{+d |&12 e&?[((Im !)2Im {$)&((Im !)2Im {)], (26)
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but we will not need this. Suppose now that U1 and U2 are two unitary
operators satisfying Eq. (19) for the same a, b, c, d, r and s. It follows from
(25) that
| j(U2 , {, !)|
| j(U1 , {, !)|
=1. (27)
An analytic function of constant absolute value is constant, so
j(U2 , {, !)=ei%j(U1 , {, !), (28)
where % is independent of { and !. It follows that
U2 #{, !=ei%U1#{, ! (29)
for all Im {>0 and ! # C. Since the linear span of the gaussians is dense in
L2 (R) it follows that
U2=ei%U1 . (30)
Thus we see that U is determined up to phase by a, b, c, d, r and s; and
that it is determined completely by a, b, c, d, r, and s and j(U, {, !) for any
convenient choice of { and !.
Theorem 2. Suppose U # G and . # L2 (R) & L1 (R). Suppose also that
Im {>0 and ! # C. If c=0 then
(U.)(x)=C=( 12abx
2+rx&absx) .(ax&as), (31)
where
C==(&12a
2s2{+as!) j(U, {, !). (32)
If c{0 then
(U.)(x)=C$ |
+
&
= \ax
2&2xy+dy2+2(cr&ax)x+2sy
2c + .( y) dy, (33)
where
C$=c{+dci = \
(c!+s)2
2c(c{+d )+ j(U, {, !). (34)
Conversely, if a, b, c, d, r, and s are real numbers satisfying (21), j(U, {, !)
is a complex number satisfying (26), and U is defined by Eq. (31) or (33),
then U is an element of G satisfying Eqs. (19) and (24).
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There is not much left to prove. One checks Eqs. (19) and (24) by
evaluating definite integrals. This shows that there is a U # G corresponding
to any a, b, c, d, r, s, and j(U, {, !). We already know that these numbers
determine U completely.
The preceding paragraphs are certainly a proof, but they could hardly be
called an explanation. Equations (31) and (33) may be derived as follows.
If c=0 then U commutes with multiplication by =(|X x). It follows that U
is multiplication by a function m # L (R),
(U.)(x)=m(x) .(x). (35)
Since U preserves SR we conclude that m is smooth. In fact, since U preserves
SC , m must be the restriction to R of an entire function. Equation (7) then
gives a first order linear differential equation for m whose general solution
is (31). Taking .=#{, ! and using Eq. (24), one sees that C must be given
by Eq. (32). The argument for c{0 is similar. One starts with the formula
(U.)(x)=|
+
&
k(x, y) .( y) dy, (36)
either by guessing or by an appeal to the Schwarz kernel theorem. One
can derive Eqs. (33) and (34) in at least three ways. Assuming k to be
continuously differentiable, Eq. (7) then gives a pair of first order linear
differential equations for k whose general solution is (33). One can avoid
the assumption that k is continuously differentiable by using Eq. (19) instead.
In either case, taking .=#{, ! and using Eq. (24), one sees that C$ must be
given by Eq. (34). Finally, one can multiply Eq. (36) by (x) and integrate,
|
+
&
(x)(U.)(x) dx=|
+
&
k(x, y) (x) .( y) dy. (37)
Letting
=t&12e&?tx
2
0#it, &ix0 (38)
and
.=t&12e&?ty
2
0#i&, &iy0 (39)
and taking the limit as t tends to zero from the right, we see that
k(x0 , y0)= lim
t  0+
t&1e&?t(x
2
0+ y
2
0) |
+
&
# it, &ix0 (x)(U#it, &iy0)(x) dx.
(40)
Using Eq. (24) to evaluate the integral and evaluating the definite integral
and the limit, one obtains (33) and (34).
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3. QUADRATIC HAMILTONIANS
The most general Hermitian operator of the form p(D, X), where D and
X are as in the previous section and p is a non-commuting polynomial of
degree at most two, is
H= 12ADDD
2+ 12 ADX (DX+XD)+
1
2AXXX
2+ADD+AX X+A, (41)
where ADD , ADX , AXX , AD , AX , and A are all real. In this section we will
see that, for such H,
e&2?iHt # G (42)
Here G is the metaplectic group, which we studied in the preceding section.
This is true even if ADD , ADX , AXX , AD , AX , and A are functions of t. We
can therefore use Theorem 2 to find an explicit integral representation for
e&2?iHT. In fact, we will see that the problem of finding the general solution
of the partial differential equation
u
t
(x, t)+2?iH(t) u(x, t)=0 (43)
can be reduced to that of finding any non-zero solution of the ordinary dif-
ferential equation
f "(t)+ p(t) f $(t)+q(t) f (t)=0, (44)
where
p(t)=&A$DD(t)ADD(t) (45a)
q(t)=ADD(t) AXX (t)&ADX (t)2
+A$DD(t) ADX (t)ADD(t)&A$DX (t). (45b)
The solution of the latter is known in many special cases. Here we are
interested only in where ADD , ADX , AXX , AD , AX , and A are all inde-
pendent of t.
What we need is a solution operator U(t) with the properties
1. U satisfies the differential equation
dU
dt
+2?iH(t) U(t)=0 (46)
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in the sense that, for any . # SR ,
d
dt
(U(t).)+2?iH(t) U(t).=0. (47)
2.
U(0)=I. (48)
3. For any t, U(t) belongs to G.
From Eqs. (7) and (47) we see that
D ADX AXX AX D
_\X+ , 2?iH& .=\&ADD &ADX &AD+\X+ . (49)I 0 0 0 I
for . in SR . Thus 2?iH(t) belongs to the Lie algebra of G. To find a, b, c,
d, r, and s it therefore suffices to solve the system of ordinary differential
equations
a b r
d
dt \
a
c
b
d
r
s+ (t)=&\
ADX
&ADD
AXX
&ADX
AX
&AD+ (t) \c d s+ (t) (50)0 0 1
with initial conditions
\ac
b
d
r
s+ (0)=\
1
0
0
1
0
0+ . (51)
Both c and d are solutions of the second order Eq. (44). Suppose a single
nontrivial solution f1 is known. Then a linearly independent solution f2 is
given by the formula
f2 (t)= f1 (t) | ADD(t) f1 (t)&2 dt. (52)
Then c and d are given by
(c d )(t)=( f1 f2)(t) \ f1f $1
f2
f $2+
&1
(0) \ 0ADD
1
ADX+ (0), (53)
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a and b by
(a b)(t)=(&ADX ADD 1ADD)(t) \ cc$
d
d $+ (t), (54)
and r and s by
\sr+ (t)=|
t
0 \
a
c
b
d+ (t) \
a
c
b
d+
&1
(z) \&AXAD + (z) dz. (55)
There remains only the problem of determining j(U(t), {, !). It follows
from (24) and (47) that
d
dt
j(U(t), {, !) #{(t), !(t)+ j(U(t), {, !)
d
dt
#{(t), !(t)
+ j(U(t), {, !) 2?iH#{(t), !(t)=0, (56)
where
{(t)=
a(t) {+b(t)
c(t) {+d(t)
, (57a)
!(t)=
!+(c(t) r(t)&a(t) s(t)) {+d(t) r(t)&b(t) s(t)
c(t) {+d(t)
. (57b)
Evaluating at x=0 one finds the first order linear differential equation
d
dt
j(U(t), {, !)+2?i {12 ADD(t)[!(t)2+2?i{(t)]
+ADX (t) ?i+AD(t) !(t)+A(t)= j(U(t), {, !)=0, (58)
which may be integrated immediately to give
j(U(t), {, !)== \|
t
0
[ 12ADD(z)[!(z)
2+2?i{(z)]
+ADX (z) ?i+AD(z) !(z)+A(z)] dz+ . (59)
We now restrict our attention to the special case
ADD=1, AXX==, ADX=AD=AX=A=0. (60)
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In this case it is convenient to take
{=i|, (61a)
!=0 (61b)
where
|==12. (62)
With this choice
j(U(t), {, !)=e&i|t2 (63)
and
a=cos |t (64)
b= &| sin |t (65)
r=0 (66)
c=|&1 sin |t (67)
d=cos |t (68)
s=0. (69)
From Theorem 2 we conclude that e&2?iHt has the integral kernel
k(x, y)=\sin |t| +
&12
= \|4 cot \
|t
2 + (x& y)2&
|
4
tan \|t2 + (x+ y)2&
1
8+
(70)
4. NORMS
For our discussion of successive approximations we will need certain
subspaces intermediate between SR and L2 (R). Let H once again be given
by Eq. (41). We begin by noting that
(., H.) >0 (71)
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for all non-zero . # SR if the determinants
M1=det(ADD), (72)
M2=det \ADDADX
ADX
AXX + , (73)
ADD ADX AD
M3=det \ADX AXX AX+ (74)AD AX A
are all positive. This is obvious, since
ADD ADX AD D
H= 12(D X I ) \ADX AXX AX+\X+ . (75)AD AX A I
Somewhat more subtly, (72) remains valid if M1>0, M2>0, and
M3>&
M 322
2?
. (76)
To prove this it suffices to note that
(., H.) =
1
2
M1(L{, !., L{, !.) +
M3 (2?)&1 M 322
2M2
(., .) , (77)
where L{, !=D&{X&!I,
{=
&ADX+iM 122
M1
(78)
and
!=
&AD+iM &122 (ADDAX&ADXAD)
M1
. (79)
We will call such H positive. If H and H$ are both positive then
(u, H$.)C(., H.) (80)
for some constant C independent of .. To see this, set
H"=H&*H$ (81)
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For * sufficiently small H" is positive, so
(., H.) &*(., H".)>0. (82)
We can take C to be the reciprocal of the supremum of such *. It is
possible, though not terribly enlightening, to give an explicit expression for
this C in terms of ADD , ADX , AXX , AD , AX , A, A$DD , A$DX , A$XX , A$D , A$X ,
and A$. It is also possible to show that this C cannot be improved, though
this is irrelevant to our present purposes. All we need for what follows is
that C is a locally bounded function of ADD , ADX , AXX , AD , AX , A, A$DD ,
A$DX , A$XX , A$D , A$X , and A$.
It follows from (80) that
(., (H$)k .) Ck(., Hk.) (83)
for any positive integer k. We define a norm & &k on SR by
&.&2k=(., H
k.) (84)
and we define Vk to the closure of SR in L2(R) with respect to this norm.
From this definition it is clear that S is dense in Vk . It follows from (83)
that the space Vk and the topology induced by the norm & &k are inde-
pendent of which positive H is used.
If H is positive and U belongs to G then U&1HU is also positive. Taking
H$=U&1HU in (83) we see that
&U.&kC k2 &.&k . (85)
In other words, G acts on Vk by bounded operators. D and X are both
bounded operators from Vk to Vk&1 .
5. SUCCESSIVE APPROXIMATIONS
Our main goal in this section is to prove a sharpened version of the
following theorem.
Theorem 3. If .,  # SR then
(, U(t, =) .) r :

k=0
ck (t, =) =k (86)
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where U(t, =) is the solution operator for the Schro dinger equation,

t
(U(t, =) .)+2?iHU(t, =) .=0, U(0, =) .=. (87)
for the Hamiltonian
H=H0+=W (88)
with H0 and W quadratic polynomials in D and X.
We are only interested in the case
H=
1
2
D2+
=
2
X 2 (89)
but the general case is no harder to prove.
We wish to relate U(t, =) to the solution operator U0 (t)=U(t, 0) for the
Hamiltonian H0 . The familiar formula for first order linear constant coef-
ficient inhomogeneous ordinary differential equations suggests the integral
equation
U(t, =) .=.&2?i= |
t
0
U0 (t&s) WU(s, =) . ds. (90)
An easy calculation shows that this equation indeed holds for . # SR .
Repeated application of this identity gives
U(t, =) .= :
m&1
k=0
(&2?i=)k |
7k
U0 (t&tk) W } } } U0 (t2&t1) WU0 (t1) .
+(&2?i=)m |
7m
U0 (t&tm) W } } } U0 (t2&t1) WU(t1 , =) ., (91)
Where the integrals are over the simplices
7l=[(t1 , ..., t l) # Rl : 0t1 } } } tlt]. (92)
Thus we see that
(, U(t) .)= :
m&1
k=0
ck (t) =k+rm (t, =) =m, (93)
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where
ck (t)=(&2?i)k |
7k
(, U0 (t&tk) W } } } U0 (t2&t1) WU0 (t1) .) (94a)
rm (t, =)=(&2?i)m |
7m
(, U0 (t&tm) W } } } U0 (t2&t1) WU(t1 , =) .) (94b)
We now use the fact the W is Hermitian while the Hermitian conjugate of
U0 (s) is U0 (&s) to move some of the operators from . to ,
ck (t)=(&2?i)k |
7k
(WU0 (tk$+1&tk$+2) } } } WU(tk&t) ,
U0 (tk$+1&tk$) W } } } WU0 (t1) .) , (95a)
rm (t, =)=(&2?i)m |
7m
(WU0 (tm$+1&tm$+2) } } } WU(tm&t) ,
U0 (tm$+1&tm$) W } } } WU(t1 , =) .) . (95b)
This is permissible because  # SR . The results of the preceding section
allow us to conclude that
|ck (t)|Ak, k$ (t) &.&k$ &&k&k$ , (96a)
|rm (t, =)|Bm, m$ (t, =) &.&m$ &&m&m$ , (96b)
where the constants Ak, k$ (t) and Bm, m$ (t, =) are locally bounded functions
of their arguments.
We now drop the assumption that . and  belong to SR in favor of the
weaker assumption . # Vm$ and  # Vm" . We set m=m$+m" and k$=
min(k, m$). Since SR is dense in both Vm$ and Vm" we can find a sequence
.l and SR which tends to . in the norm & &m$ and a sequence l in SR
which tends to  in the norm & &m" . From the estimates (96a) and (96b)
we see that
lim
l  
ck, l (t)=ck (t), (97a)
lim
l  
rm, l (t, =)=rm (t, =), (97b)
where ck (t) and rm (t, =) are defined by Eqs. (95a) and (95b) and ck, l (t) and
rm, l (t, =) are the corresponding expressions with . and  replaced by .l
and l . We derived Eq. (93) on the assumption that . and  belong to SR ,
401SINGULAR PERTURBATION SERIES
so it might not apply now that we have weakened this assumption. We can,
however, safely apply this equation to .l and l ,
(l , U(t, =) .l) = :
m&1
k=0
ck, l (t) =k+rm, l (t, =) =m. (98)
The norms & &m$ and & &m" are stronger than the L2 norm and U(t, =) is a
bounded operator so
lim
l  
(l , U(t, =) . l) =(, U(t, =) .). (99)
Combining the preceding three equations we see that Eq. (93) does hold
under our weakened hypotheses. Thus we have proved the following strong
form of Theorem 3
Theorem 4. Let H and U(t, =) be as in Theorem 3. If . # Vm$ and  # Vm"
then
(, U(t, =) .) = :
m&1
k=0
ck (t) =k+O(=m). (100)
where m=m$+m" and the constant implicit in the O(=m) is locally bounded
as a function of t.
We remark that the proof given above depends critically on the
hypotheses . # Vm$ and  # Vm" . The theorem is false without these
hypotheses. In fact, the main point of this paper is to find a substitute for
Theorem 4 when these hypotheses are violated.
One could use the results of Section 2 to give explicit integral kernels for
ck (t) and rm (t, =). It can be shown that the resulting formulae agree with
those obtained from the m’th order Taylor expansion with respect to = of
the integral kernel for U(t, =) derived in Section 3. For our purposes,
however, it is sufficient to know that an expansion of the general form
(100) exists.
6. LOG-POWER SERIES
This section is fairly technical. There is, however, a fairly simple idea
guiding all the calculations. Suppose we suspect that a function, given, for
example, by a definite integral, satisfies a differential equation with a
regular singular point at 0. Suppose further that we believe that the roots
of the indicial polynomial are all integers. Then the method of Frobenius
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shows that the general solution is a log-power series. This solution depends
linearly on a finite number of parameters which can be expressed as limits
of differential operators applied to the function, as the argument tends to
the singular point. Once these are determined all the coefficients in the
log-power series can be calculated using the method of undetermined
coefficients.
The method described above is very elegant in principle, but it is a great
nuisance to implement in practice. For a complicated integral, depending
on a large number of auxiliary parameters, even the first step, the deter-
mination of the differential equation, is prohibitively difficult. The idea of
this section is that one can avoid the determination of the differential
equation and the indicial equation.
The method we employ is to relate the given function to simpler func-
tions with similar singularities. In effect one determines only those terms of
the differential equation which contribute most to the singularity and then
applies Picard’s method of successive approximations to this simpler, but
still singular, differential equation. The goal is to reduce the study of the
differential equation satisfied by the given function to the study of the
inhomogeneous Euler equation, without knowing the explicit form of
the former equation. This is necessarily a somewhat subtle operation.
The purpose of this section is to prove Theorem 5 below, which plays the
same role in the theory of log-power series that Taylor’s theorem plays for
ordinary power series. In order to state Theorem 5 we need some notation.
For 0<x<1, let
x(k)=xk \log x&2 :
k
j=1
j&1+ (101)
This is a negative, increasing function of x. The symbol x(k) is intended to
suggest an analogy with the k th power of x. More concretely, defining
operators E and S by
(Ef )(x)=xf $(x), (102a)
(Sf )(x)=(Ef )$ (x), (102b)
we see that
Sxk=k2xk&1, (103a)
Sx (k)=k2x (k&1). (103b)
We can now state our main theorem.
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Theorem 5. Suppose that f is smooth on the interval (0, X), X<1, and
that there is a positive constant C such that
|(Smf )(x)|<&C log x (104)
for all 0<x<X. The limits
ak=(k !)&2 lim
x  0+
(ES kf )(x) (105)
and
bk= lim
x  0+
[(k !)&2 (Skf )(x)&ak log x] (106)
exist for all k<m and
} f (x)& :
m&1
k=0
(akx (k)+bkxk) } &C(m!)2 x(m). (107)
Before beginning the proof we pause for some remarks. We only assume
f to be smooth on the open interval (0, X). Nothing is assumed about the
derivatives near the endpoints beyond the estimate (104). The existence of
the limits (105) and (106) is proved, not assumed. The error estimate (107)
depends only on the constant C in (104). The same is true of the rate of
convergence of the limits in (105) and (106). The hypothesis X<1 is simply
a matter of convenience; the theorem is a local theorem, describing the
behavior of f just to the right of 0, so we can restrict our attention to any
convenient interval with 0 as a left endpoint.
We introduce some more notation. For any l we suppose that x1 , ..., xl
are real numbers satisfying 0<x1x2 } } } xl<X. As a consequence of
this convention, any result proved for x1 , ..., xl remains true when these
variables are replaced by x:(1) , ..., x:(l ) where :(1), ..., :(l ) are positive
integers satisfying :(1):(2) } } } :(l ). We call this observation the
reordering principle.
Integrating be parts twice we find, at least for g and h smooth on (0, X),
|
x2
x1
g(x)(Sh)(x) dx&|
x2
x1
(Sg)(x) h(x) dx
= g(x2)(Eh)(x2)&(Eg)(x2) h(x2)& g(x1)(Eh)(x1)+(Eg)(x1) h(x1).
(108)
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The reordering principle then implies
|
x3
x2
g(x)(Sh)(x) dx&|
x3
x2
(Sg)(x) h(x) dx
= g(x3)(Eh)(x3)&(Eg)(x3) h(x3)& g(x2)(Eh)(x2)+(Eg)(x2) h(x2).
(109)
Henceforth we will use the reordering principle without comment. Taking
(108) and (109) with the same h but with different g’s, distinguished by
subscripts, we find
|
x3
x2
g23 (x)(Sh)(x) dx+|
x2
x1
g12 (x)(Sh)(x) dx
&|
x3
x2
(Sg23)(x) h(x) dx&|
x2
x1
(Sg12)(x) h(x) dx
= g23 (x3)(Eh)(x3)&(Eg23)(x3) h(x3)& g23 (x2)(Eh)(x2)
+(Eg23)(x2) (x2)+ g12 (x2)(Eh)(x2)&(Eg12)(x2) h(x2)
& g12 (x1)(Eh)(x1)+(Eg12)(x1) h(x1). (110)
Choosing
g23 (x)=x (0)3 &x
(0), (111a)
g12 (x)=x (0)3 &x
(0)
2 , (111b)
we find
|
x3
x2
(x (0)3 &x
(0))(Sh)(x) dx+|
x2
x1
(x (0)3 &x
(0)
2 )(Sh)(x) dx
=h(x3)&h(x2)&(x(0)3 &x
(0)
2 )(Eh)(x1). (112)
The special cases h(x)=k&2xk and h(x)=k&2x(k) are of particular interest,
|
x3
x2
(x (0)3 &x
(0)) xk&1 dx+|
x2
x1
(x (0)3 &x
(0)
2 ) x
k&1 dx
=k&2xk3&k
&2xk2&k
&1 (x (0)3 &x
(0)
2 ) x
k
1 (113)
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and
|
x3
x2
(x (0)3 &x
(0)) x (k&1) dx+|
x2
x1
(x (0)3 &x
(0)
2 ) x
(k&1) dx
=k&2x (k)3 &k
&2x (k)2 &(x
(0)
3 &x
(0)
2 )(k
&1x (k&1)1 &k
&2xk&11 ). (114)
Using the fact that xk is positive and increasing while x (k) is negative and
increasing we obtain the estimates
|
x3
x2
|(x (0)3 &x
(0)) xk&1| dx+|
x2
x1
|(x (0)3 &x
(0)
2 ) x
k&1| dxk&2xk3 (115)
and
|
x3
x2
|(x (0)3 &x
(0)) x (k&1)| dx+|
x2
x1
|(x (0)3 &x
(0)
2 ) x
(k&1) (x)| dx
&k&2x (k)3 . (116)
Returning now to general smooth functions h we define
w(x1 , x2 , x3)=h(x3)&h(x2)&(x (0)3 &x
(0)
2 )(Eh)(x1). (117)
Equation (112) then provides the integral representation
w(x1 , x2 , x3)=|
x3
x2
(x (0)3 &x
(0))(Sh)(x) dx
+|
x2
x1
(x (0)3 &x
(0)
2 )(Sh)(x) dx (118)
for w(x1 , x2 , x3). Suppose now that h satisfies an estimate of the form
|(Sh)(x)| &cx(k&1) (119)
for all 0<x<X. Estimating the absolute value of the integral in (118) by
the integral of the absolute value, and using the inequality (114), we obtain
the estimate
|w(x1 , x2 , x3)| &ck&2x (k)3 . (120)
From the integral representation (118) we see that
w(x1 , x3 , x4)&w(x2 , x3 , x4)=w(x1 , x2 , x2). (121)
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Applying the estimate (120) to the right hand side of (121) we find
|w(x1 , x3 , x4)&w(x2 , x3 , x4)|&ck&2x (k)2 . (122)
The right hand side of (122) is independent of x1 and tends to 0 as x2 tends
to 0 from the right. Cauchy’s convergence criterion thus shows that
lim
x1  0
+
w(x1 , x2 , x3) (123)
exists. From (120) we see in addition that
| lim
x1  0
+
w(x1 , x2 , x3)| &ck&2x (k)3 . (124)
Using the integral representation (118) once again we see that
w(x1 , x2 , x4)&w(x1 , x3 , x4)=w(x1 , x2 , x3). (125)
Estimating the right hand side of (125) by means of (120),
|w(x1 , x2 , x4)&w(x1 , x3 , x4)|&ck&2x (k)3 . (126)
We already know that the limits of both w(x1 , x2 , x4) and w(x1 , x3 , x4) as
x1 tends to 0 from the right exist so
| lim
x1  0
+
w(x1 , x2 , x4)& lim
x1  0
+
w(x1 , x3 , x4)|&ck&2x (k)3 . (127)
The right hand side of (127) is independent of x1 and tends to 0 as x2 tend
to 0 from the right. Another application of Cauchy’s convergence criterion
shows that
lim
x2  0
+
lim
x1  0
+
w(x1 , x2 , x3) (128)
exists. From (124) we see that
| lim
x2  0
+
lim
x1  0
+
w(x1 , x2 , x3)|&ck&2x (k)3 . (129)
So far we have used only the representation (118). Now we consider
(117). The existence of the limit (123) implies the existence of the limit
lim
x1  0
+
(Eh)(x1) (130)
while the existence of the limit (128) implies that of
lim
x2  0
+
[ f (x2)&[ lim
x1  0
+
(Eh)(x1)] log x2]. (131)
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Calling the limits (130) and (131) A and B respectively we see that (129)
asserts that
|h(x3)&Ax (0)3 &B|&ck
&2x (k)3 . (132)
We prove Theorem 5 by induction on m. If m=0 then the hypotheses
and conclusion coincide so there is nothing to prove. By the inductive
hypothesis we may assume that the theorem holds with Sf in place of f and
m&1 in place of m. This means that the limits
a~ j=( j !)&2 lim
x  0+
(ES j+1f )(x). (133)
and
b j= lim
x  0+
[( j !)&2 (S j+1f )(x)&a~ j x(0)] (134)
exist and that
} (Sf )(x)& :
m&2
j=0
(a~ jx( j)+b j x j) }&C(m&1)!2 x(m&1). (135)
Clearly
a~ j=( j+1)2 aj+1 (136)
and
b j=( j+1)2 bj+1 (137)
Using Eq. (103a) we rewrite (135) as
|(Sh)(x)| &C(m&1)!2 x(m&1) (138)
where
h(x)= f (x)& :
m&1
k=1
(ak x(k)+bkxk). (139)
From Eq. (132) we conclude that
|h(x)&Ax(0)&B|&C(m !)2 x(m) (140)
where
A= lim
x  0+
(Eh)(x) (141)
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and
B= lim
x  0+
[h(x)&x(0)] (142)
The equations
A=a0 (143)
and
b=b0 (144)
follow immediately from (139), so (140) is exactly (107), and the proof of
Theorem 5 is complete.
7. DEFINITE INTEGRALS
In this section we consider integrals of the general form
I=|
+
&
|
+
&
xaybzcwd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w2)$2 e i_w2&i{z2 dx dy, (145)
where
z=x+ y, (146a)
w=x& y. (146b)
Here a, b, c, and d are integers; :, ;, #, and $ are complex; and x, y, _, and
{ are real.
The integral converges when the real parts of A, B, C, and D are all
negative, where
A=b+c+d+;+#+$+1, (147a)
B=a+c+d+:+#+$+1, (147b)
C=a+b+d+:+;+$+1, (147c)
D=a+b+c+:+;+#+1. (147d)
Under these conditions the integral is absolutely convergent uniformly in
the variables _ and {, so I is a bounded function of these two variables. The
convergence is locally uniform in :, ;, #, and $ so I is an analytic function
409SINGULAR PERTURBATION SERIES
of these variables. Soon we will show that when _ and { are both nonzero
I extends to an analytic function for arbitrary complex A, B, C, and D.
Since I depends on 10 parameters it would be inconvenient to list all of
them at every occurrence. We therefore list only those which are not as in
Eq. (145). Thus, for example, I(a+1, $&2) means
|
+
&
|
+
&
xa+1ybzcwd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w2) ($&2)2 ei_w2&i{z2 dx dy.
In later sections we will not need anything as general as (145). In fact we
will need only the special case where
c=d=#=$=0
and both : and ; are negative integers. Unfortunately the only technique
at our disposal is integration by parts, and this leads naturally to an induc-
tion on c and d. We will also need to extend various identities beyond the
region where the integral converges. For this reason we must allow com-
plex :, ;, #, and $. One could, of course, allow complex _ and { with
Im _0 and Im {0, but this accomplishes little since the interesting
values of _ and {, the real values, lie on the boundary of the region of
analyticity.4
The following identities are obtained by expanding one of the factors
1+u2 where u is one of x, y, z, or w.
I(:+2)=I(a+2)+I, (148a)
I(;+2)=I(b+2)+I, (148b)
I(#+2)=I(c+2)+I, (148c)
I($+2)=I(d+2)+I. (148d)
The identities
I(c+1)=I(a+1)+I(b+1), (149a)
I(d+1)=I(a+1)&I(b+1) (149b)
are proved using Eqs. (146a) and (146b).
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4 The situation would change drastically if one could find an explicit analytic continuation
in the variables _ and {. It seems likely the method of Barnes [1] can be extended to give
such a continuation, but the technical difficulties involved are formidable. It was to avoid
these complications that we developed the purely real-variable theory of log-power series in
Section 6.
To prove nontrivial identities we must resort to integration by parts.
From the equations
0=|
+
&
|
+
&
2

z
[xaybzcwd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w2)$2 ei_w2&i{z2] dx dy,
(150)
0=|
+
&
|
+
&
2

w
[xaybzcwd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w2)$2 ei_w2&i{z2] dx dy,
where the partial derivative with respect to z is to be understood as the
derivative with w held constant and vice versa, we see that
aI(a&1)+bI(b&1)+2cI(c&1)+:I(a+1, :&2)
+;I(b+1, ;&2)+2#I(c+1, #&2)&4i{I(c+1)=0, (151)
and
aI(a&1)&bI(b&1)+2dI(d&1)+:I(a+1, :&2)
&;I(b+1, ;&2)+2$I(c+1, $&2)+4i_I(d+1)=0. (152)
These calculations are valid wherever all the integrals converge. For (151)
we require
Re A< &1, Re B<&1, Re C<0, Re D< &1. (153)
If, instead, we merely have
Re A<0, Re B<0, Re C<0, Re D<0 (154)
then al terms in (151) except 4i{I(c+1) are given by convergent integrals.
We now suppose that {{0. We can then use Eq. (151) to define I(c+1)
whenever the conditions (154) are satisfied. In this way I becomes well-
defined whenever
Re A<1, Re B<1, Re C<0, Re D<1. (155)
Equation (151) now holds whenever (154) is satisfied, either because of the
integration by parts argument given above or by definition, depending on
whether (153) is satisfied or not. It is clear from Eq. (151) that the extended
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function is analytic in :, ;, #, and $ and bounded in _. We can then use
Eq. (151) once again to extend the definition of I to the region
Re A<2, Re B<2, Re C<0, Re D<2. (156)
This extension is again analytic in :, ;, #, and $ and bounded in _.
Continuing in this way we can extend I to the region
Re C<0, {{0 (157)
In an entirely analogous way we may use Eq. (152) to extend I to the
region
Re D<0, _{0 (158)
as an analytic function of :, ;, #, and $ and a bounded function of t. We
can also use both (151) and (152) in combination to extend I to an analytic
function of :, ;, #, and $ with no restrictions on A, B, C, and D. This func-
tion will not, in general, be bounded either as a function of _ or {. Since
all of these extensions are analytic for (A, B, C, D) in a connected subset
of C4, and since they all agree in the nonempty open region (154),
we conclude that any two of them agree on their common domain of
definition.
The behavior of I as both _ and { tend to 0 is quite complicated, but we
do not need to investigate this further. We do, however, need to under-
stand what happens as one of these variables tends to 0, the other
remaining bounded away from 0. To determine the behavior as { tends to 0
we calculate I{ and {(I{). Differentiation under the integral sign gives
I
{
=&iI(c+2) (159)
and
2{
I
{
=|
+
&
|
+
&
xaybzcwd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w2)$2 2{

{
e i_w2&i{z2 dx dy. (160)
Since
\2{ {&z

z+ ei_w2&i{z2=0, (161)
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we find
2{
I
{
=|
+
&
|
+
&
xaybzc+1wd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w)$2

z
ei_w2&i{z2 dx dy. (162)
The partial derivative here is to be understood as the derivative with w held
constant. Integration by parts yields
&2{
I
{
=|
+
&
|
+
&

z
[xaybzc+1wd (1+x2):2 (1+ y2);2
_(1+z2)#2 (1+w2)$2] e i_w2&i{z2 dx dy (163)
or
\2{ {+c+1+ I+
a
2
I(a&1, c+1)+
b
2
I(b+1, c&1)
+
:
2
I(a+1, c+1, :&2)+
;
2
I(b+1, c+1, ;&2)+#I(c+2, #&2)=0.
(164)
Using the relations (148a), (148b), and (148c) we may rewrite this as
\2{ {+c+#+1+ I+
a+:
2
I(a&1, c+1)+
b+;
2
I(b+1, c&1)
&
:
2
I(a&1, c+1, :&2)&
;
2
I(b&1, c+1, ;&2)&#I(#&2)=0.
(165)
Using the relations (149a) and (149b) we obtain the formula
\2{ {+a+b+c+:+;+#+1+ I
=
a+:
2
I(a&1, d+1)&
b+;
2
I(b+1, d&1)+
:
2
I(a&1, c+1, :&2)
+
;
2
I(b&1, c+1, ;&2)+#I(#&2). (166)
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The proof given above for Eqs. (159) and (166) is valid only for suitably
restricted A, B, C, and D, but both sides are analytic functions of :, ;, #,
and $, so we may remove these restrictions.
The device of allowing complex values for :, ;, #, and $ has now served
its purpose, so we will now restrict our attention to integral :, ;, #, and $.
Let Wn denote the space of finite linear combinations of I with Dn. All
the functions in W&1 are, bounded uniformly in {. From Eq. (159) we see
that

{
Wn /Wn+2 . (167)
From Eq. (166) we see that
\2{ {+m+ Wn /Wn (168)
and that
\2{ {+m+ Wn /Wn&1 (169)
if m=n. Combining these relations, we conclude that
\2{ {+1+\2

{+\2{

{
&1+\2{ {+ W0 /W0 . (170)
Making the change of variable {=u2 we see that

u \u

u+

u \u

u+ W0 /W0 . (171)
Now we can apply the results of Section 6. Theorem 5 shows that if f # W0
then there are functions ak (_) and bk (_) and constants Cm such that
} f (_, {)& :
m&1
k=0
(ak (_) {k2 log {+bk{k2) } &Cm {m2 log {. (172)
A more refined argument would show that ak=0 for k odd.
8. CONCLUSION
We will say that a smooth function is nicely behaved at infinity if it and
its derivatives of all orders possess asymptotic expansions at both plus and
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minus infinity, i.e. if there are constants a., k, + and a., k, & such that, for all
positive integers l and m,
d l.
dxl
=(&1) l :
m
k=0
(k) l a., k, +x&k&l+O(x&m&l&1) (173)
for large positive x and
d l.
dxl
=(&1) l :
m
k=0
(k) l a., k, &x&k&l+O(x&m&l&1) (174)
for large negative x. Here we use Pochammer’s notation
(z) l= ‘
l&1
j=0
(z+ j). (175)
Defining
.~ m (x)=.(x)& :
jm
[b j, m, . (1+x2)& j+cj, m, .x(1+x2)& j&1], (176)
where
bj, m, . = :
2lm&k
[a., j+2l, ++(&1)k a., j+2l, &]
(( j+2l )2) l
(1) l
(177a)
cj, m, .= :
2lm&k
[a., j+2l, +&(&1)k a., j+2l, &]
(( j+2l+1)2) l
(1) l
, (177b)
we see that .~ m # Vm . We can write (, U(t, =).) as a sum of nine terms,
T1 = :
j, j $m
bj $, m, .bj, m, ( (1+x2)& j, U(t, =)(1+x2)& j $) (178a)
T2= :
j, j $m
bj $, m, . cj, m, ( (1+x2)& j, U(t, =) x(1+x2)& j $&1) (178b)
T3= :
j, j $m
cj $, m, .b j, m, (x(1+x2)& j&1, U(t, =)(1+x2)& j $) (178c)
T4= :
j, j $m
cj $, m, .c j, m, (x(1+x2)& j&1, U(t, =) e(1+x2)& j $&1) (178d)
T5= :
jm
bj, m, ( (1+x2)& j, U(t, =) .~ m) (178e)
T6= :
jm
cj, m, (x(1+x2)& j&1, U(t, =) .~ m) (178f)
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T7= :
j $m
b j $, m, .( m , U(t, =)(1+x2)& j $) (178g)
T8= :
j $m
cj $, m, .( m , U(t, =) x(1+x2)& j $&1) (178h)
T9=( m , U(t, =) .~ m). (178i)
The terms T5 through T9 are all inner products of functions in V0=L2 (R)
with either .~ m or  m , so Theorem 4 gives an expansion of the form
T= :
m&1
k=0
Bk =k+O(=m). (179)
For terms T1 through T4 for use the explicit integral kernel k(x, y) for
U(t, =) given in Eq. (70). Thus T1 through T4 are all of the general form
T=|
+
&
|
+
&
xayb(1+x2):2 (1+ y2);2 k(x, y) dx dy. (180)
Defining
_=
?|
2
cot \|t2 + , (181a)
{=
?|
2
tan \|t2 + , (181b)
we see that
T== \&18+\
sin |t
| +
&12
I(a, b, 0, 0, :, ;, 0, 0, _, {) (182)
where I is the integral of Section 7. We therefore have an expansion
T== \&18+\
sin |t
| +
&12
:
m&1
k=0
(A$k (_) {k2 log {+B$k (_) {k2)
+O(&{m2 log {) (183)
which coefficients A$k (_) and B$k (_) which are analytic functions of _. It
follows that
T= :
m&1
k=0
(A"k (t) |k log |+B"k (t) |k)+O(&|m log |). (184)
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Thus
(, U(t, =) .) = :
m&1
k=0
(ak (t) =k2 log =+bk (t) =k2)+O(&=m2 log =) (185)
and Theorem 1 is proved.
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