Because of the capacity of capturing both the spatial and angular information of the light rays simultaneously, light field images (LFIs) contain richer scene information compared with conventional images, but at the cost of huge volume. This paper proposes a novel LFI sparse compression framework driven by convolutional neural network (CNN). The epipolar plane image (EPI) super-resolution is for compensating the information loss caused by sparse sampling and the decoder-side sub-aperture images (SAIs) quality enhancement is for compensating the information loss caused by lossy compression. Specifically, we choose those SAIs both in odd rows and odd columns as our key SAIs and compress them using standard video encoder. For those non-key SAIs, we predict them using decompressed key SAIs by taking advantage of the special structure of EPI. The low-resolution EPIs generated from the sparse SAIs are super-resolved by a CNN and the outputs, high-resolution EPIs, are used to rebuild the dense SAIs. Moreover, in order to improve the quality of the predicted SAI, we add decoder-side quality enhancement before prediction. We propose a multi-scale dense residual network (MSDRN) to implement both EPI super-resolution and quality enhancement. Transfer learning strategies are used to improve the training performance of quality enhancement. The experimental results show the superior performance of the proposed framework over existing methods in terms of rate-distortion performance.
I. INTRODUCTION
Light Field (LF) is becoming the most recent research focus due to its extraordinary advantages in terms of free viewpoint visualization. It is regarded as a promising technique for the future 3D TV, because different from conventional stereoscopic technologies, LF is able to provide high quality 3D images with full parallax and continuous viewing angle without any need of additional devices such as dedicated glasses.
LF was represented as seven dimensional plenoptic function in 1991 [1] , which describes a set of light rays traveling in every direction through every point in 3D space from a The associate editor coordinating the review of this manuscript and approving it for publication was Shiqi Wang. geometric optics perspective. The 7D function is denoted as L (x, y, z, θ, ∅, γ , t), where (x, y, z) denotes spatial coordinate, (θ, ∅) denotes emitting angle, γ denotes wavelength and t denotes time. However, such high dimensional data are difficult to record and handle in practice. Thus, the LF model has been simplified twice for practical usage. In the first simplification, wavelength γ and time t were removed from plenoptic function by introducing some constraints. Levoy and Hanrahan [2] and Michael et al. [3] further reduced the plenoptic function to four dimension by assuming that the LF was measured in a space free of occlusions. The most common solution to the representation of an 4D LF is to parameterize the light rays by the coordinates of their intersections with two planes placed at arbitrary positions. An oriented light ray defined in the system travels and intersects the spatial plane (x, y) and the angular plane (s, t), denoted as L (x, y, s, t).
4D LF model is the prototype of LF camera, which are constructed by placing an additional micro-lens array at the front of the sensor plane of a conventional camera. The micro-lenses diverge the focused light rays onto the imaging sensor, therefore, there is a micro-lens image beneath every micro-lens, which is shown in Fig. 1 . The raw form light field image (LFI) consists of a lot of micro-lens images whose number is consistent with that of micro-lenses in the LF camera. The pixels inside each micro-lens image record the lights from different directions, but according to the optical property of convex lens, the pixels from the same location of each micro-lens image record the intensity and color information of parallel light rays. Therefore, if we extract one pixel from each micro-lens image in the same location and combine them together in the same relative positional relationship as the micro-lens images, we can get a set of sub-aperture images (SAIs), which represent different perceptions of a 3D scene.
LF camera can capture the 4D LF of a scene by a single exposure, which provides a richer representation of real-world scenes than conventional camera because both spatial and angular information are recorded. Because of such additional information, LFIs can be used in many interesting applications, such as depth estimation [4] , 3D reconstruction [5] , virtual/augmented reality [6] and so on. With the development of LF technology, consumer handhold LF cameras have entered market, such as Lytro and Raytrix. The raw LFI generated by Lytro camera contains 5368 × 7728 pixels and each pixel possesses 24 bits. After decomposing, the angular resolution of SAIs array is 15 × 15 and the spatial resolution of each SAI is 434 × 625, which indicates that the data size of a single LFI are totally 15 × 15 × 434 × 625 × 24 ≈ 175 MB. Therefore, the rich scene description also results in extremely high-resolution and the sheer size of volume of LFIs, which brings new challenges on how to efficiently store and transmit such massive amount of complex data.
In order to efficiently deliver LF content over real world networks, an efficient compression schemes for LF becomes of paramount importance. However, existing compression standards, such as joint photographic experts group (JPEG) and high efficiency video coding (HEVC), are originally designed for the general images and videos, and not directly suitable for the complex and unique structure of LFI. So many researchers are trying their best to find an efficient solution to compress this specific image. Previous works on LFI compression can be mainly classified into two categories: raw LFI based compression methods and SAIs based compression methods. There are two types of correlations exist in LFI: angular correlation which refers to the correlation among pixels within each micro-lens image, and spatial correlation which refers to the correlation among pixels within each SAI. The purpose of compression is to remove these two kinds of correlations.
Raw LFI based compression methods [8] - [16] usually directly compress the raw form LFI using image coding tools or intra coding mode of video coding tools with additional predictive strategies. However, the special structure of raw form LFI (shown in Fig. 1 ) makes the spatial correlation difficult to remove. So more and more researchers pay their attentions on SAIs based compression methods. According to the strategies they adopt, SAIs based compression methods can be divided into two categories: pseudo-video sequence based methods and sparse coding methods. Specifically, for those pseudo-video sequence based methods [17] - [28] , all SAIs from an LFI are arranged as a pseudo-video sequence in various scan orders, such as zig-zag, spiral, raster, parallel, and then compressed using a video encoder with some specific predictive structures, aiming to explore the potential of video encoders on removal of the two kinds of correlations. But pseudo-video sequences are different from traditional videos after all. The SAIs extracted from one raw form LFI possess extremely similar content, because the adjacent SAIs record the same scene from different viewing angles and they have extremely small parallax, which makes the standard video encoder unable to exploit the angular correlation efficiently. No matter how sophisticated the predictive structural design is, there will always be some correlations between SAIs that have not been removed. So sparse coding methods have received a lot of attention in recent years, and a large number of scholars have proposed related algorithms [29] - [40] .
The main idea of sparse coding is to encode a small number of key SAIs instead of all of them, and then predict or reconstruct those non-key SAIs at the decoding end. In this way, a large portion of the angular correlation has been removed before the SAIs are sent to the encoder, which is responsible for further removing the correlation between the key SAIs. Compared to compressing all SAIs with encoder, the sparse coding method can more completely remove the angular correlation. This paper proposes a novel sparse compression framework for LFI. Similar to most sparse coding schemes, we divide dense SAIs into key and non-key SAIs. At the encoding side, we only need to compress and transmit the pseudo-video sequence composed of key SAIs. At the decoding side, the special structure of epipolar plane image (EPI) is used to predict and reconstruct the non-key SAIs. Specifically, we extract the low-resolution EPIs from the decoded sparse SAIs and then put them into the super-resolution network to generate the high-resolution EPIs, which can be used to reconstruct dense SAIs through a reverse process of generating EPI.
However, the quality of reconstruction of non-key SAIs depends to a large extent on the quality of the key SAIs at the decoder. The loss of SAIs quality at the decoding side is mainly due to the quantization in lossy compression, so if we can recover the distortions to some extent without increasing the amount of data of the stream, the quality of reconstructing SAIs will be improved, which will also indirectly lead to an increase in compression efficiency. This paper mainly focuses on this aspect compared to our previous work [7] . Via convolutional neural network (CNN), we can recover the distortions of decoded key SAIs without extra information. Since CNN can learn from a large amount of data how to map from distorted SAIs to clear SAIs, the additional information is placed in the network parameters rather than the bit stream. So decoder-side quality enhancement network is arranged as the first step at the decoding end, the outputs of which are used to predict the non-key SAIs. In order to implement both EPI super-resolution and decoder-side quality enhancement, we design a multi-scale dense residual network (MSDRN), which extracts features with multi-scale filters and passes the outputs of the front layers to the back layers as inputs. Low-level and high-level features extracted from different depths are fused before reconstruction. Both local and global skip connections are employed in MSDRN. A large number of experiments have proved the superiority of our proposed compression framework and the effectiveness of the network. In addition, the transfer learning strategies are used in the training of quality enhancement network, which proves to be very effective. Since the compression distortions in B frame include intra and inter prediction distortions, if we pre-train the network, which is used to enhance the quality of B frames, with I frames that only contain intra prediction distortion, the final trained network will perform better. Compared with the existing methods, the major contributions of this paper are demonstrated as follows:
• We propose a LFI sparse coding framework, which combines CNN-based EPI super-resolution with LFI compression.
• We consider the effect of compression distortions and embed the decoder-side quality enhancement in the compression framework to improve the compression performance.
• We propose a MSDRN to implement both EPI super-resolution and decoder-side quality enhancement. And the transfer learning strategies are used in the training of quality enhancement network. The rest of this paper is organized as follows. Sec. II briefly reviews existing LFI compression methods, CNN-based single image super-resolution methods and CNN-based quality enhancement methods for single image or video sequence. Sec. III details the proposed sparse coding framework, including the overall coding process and how to reconstruct non-key SAIs using EPI. Sec. IV analyzes the problem when only the simple sparse coding framework described in Sec. III is used, and proposes several solutions. The effects of different solutions are compared through experiments, and the final optimal one is obtained. Sec. V presents the structure of the proposed MSDRN and its training details, and the transfer learning for decoder-side quality enhancement network is also discussed in this section. Extensive experiments and comparisons are carried out to verify the compression performance of our proposed framework in Sec. VI. Finally, the conclusion and future works are discussed in Sec VII.
II. RELATED WORK A. LFI COMPRESSION
As we said before, LFI compression methods can be classified into two categories: raw form LFI based compression methods and SAIs based compression methods. Next we introduce the first class. Li et al. [8] proposed a sparse compression scheme. In their method, the bit stream only contains three parts: the coded sparse images set, its associated disparities and the residue from prediction using the reconstructed LFI. In the same year, they proposed a displacement intra prediction scheme with a maximum of two hypotheses that is further integrated into the intra coding of HEVC [9] . But their methods are specifically designed for the focused plenoptic image. Actually, the unfocused plenoptic image is the form in which a large number of LFIs exist and most compression methods are designed for the latter, including ours.
Conti et al. [10] made use of the self-similarity (SS) compensated prediction concept to explore the inherent correlation. They also integrated bi-predicted SS estimation and SS compensation into the intra coding of HEVC. Perra and P. Assuncao [11] proposed an efficient coding scheme, in which the raw LFI is preprocessed firstly and the generated pseudo-temporal sequence of frames is compressed by standard HEVC. Jin et al. [12] , [13] reshaped the raw LF image before compression, which can improve the spatial correlations among the spatially adjacent blocks and make the reshaped LF image more friendly to the block based hybrid encoding architecture. Monteiro et al. [14] proposed two additional prediction tools to the HEVC: the first one is local linear embedding based prediction, in which the current coding block is predicted by combining the k-nearest neighbor patches from the reconstructed area; and the second one is self-similarity prediction, in which the best match between the current coding block and an already reconstructed area of the image is signaled by a shift vector. Zhong et al. [15] proposed an L1-optimized prediction algorithm that linearly predicts the micro-lens images based on the neighboring reconstructed ones. Monteiro et al. [16] proposed a method that relies on a two-stage block-wise high order prediction model, where each image block is intra predicted from a reference in the causal area of the image. However, these methods based on raw LFI cannot exploit the spatial correlation well due to the spatial structure of micro-lens image.
SAIs based compression methods can be divided into two categories: pseudo-video sequence based methods and sparse coding methods, and the difference between them is whether all SAIs are encoded with the video encoder. Dai et al. [17] proposed a SAIs streaming scheme to compress LFIs, in which the line and rotation scan mappings are adopted to further improve compression efficiency. Similarly, Zhao et al. [18] proposed a novel hybrid scan order to rearrange SAIs into an image sequence. Next year, Hariharan et al. [19] proposed a circular reordering approach where the redundancy between frames is maximized and exploited by low-delay HEVC predictive coding. Liu et al. [20] set the center SAI as an I-frame, and the remaining SAIs are regarded as P-frame or B-frame in a symmetric 2D hierarchical structure. An empirical bit allocation scheme is proposed, in which different quantization parameters (QPs) are assigned to different types of frames. Li et al. [21] partitioned all SAIs into four quadrants and encoded them hierarchically. The distance between the current SAI and its reference SAIs is treated as the criteria to select better reference frames for each SAI. In [22] , they also proposed an optimal bit allocation algorithm taking the influence of the various SAIs on the following encoding SAIs into account to further exploit the inter correlations among various SAIs. Based on previous works, Zhang et al. [23] proposed an adaptive prediction structure that is determined by the differences between scale-invariant feature transform descriptors of SAIs.
Additionally, Jiang et al. [24] , [25] proposed a homography-based low-rank approximation method, which jointly searches for a set of homographies best aligning the SAIs and for the low-rank approximation matrices. Depending on how much the disparity across views varies from one depth plane to another, one global homography or multiple homographies are used to align the SAIs and the LF lowrank representation is compressed by HEVC. Jia et al. [26] improved the performance of the pseudo sequence based LFI compression by optimizing SAIs rearrangement, enhancing illumination compensation and adaptive reconstruction filtering. Ahmad et al. [27] presented a genetic compression scheme, in which each SAI is interpreted as a frame of a multi-view sequence and multiview high efficiency video coding (MV-HEVC) is used to encode the pseudo multiview sequence. A disparity correlation based prediction structure is designed in [28] . With the prediction scheme, LFIs are partitioned into SAIs to form a synthesized sequence, and then coded by HEVC and MV-HEVC. However, these pseudo-video sequence based methods cannot remove the angular correlation efficiently because all SAIs are involved in compression and they possess extremely similar content.
Hawary et al. [29] encoded a selected set of SAIs in a base layer as a video sequence using HEVC and transmitted it to the decoder. The non-selected SAIs are then reconstructed from the decoded subset of SAIs, by exploiting the LF sparsity in the angular continuous Fourier domain. Zhao and Chen [30] proposed a new prior, called linear approximation prior that reveals intrinsic property among the SAIs, which indicates that a certain SAI can be approximated with a weighted sum of other SAIs. Based on the previous work, Bakir et al. [31] proposed a sparse coding method, in which the first sparse set of SAIs is encoded by joint exploration model (JEM), the second sparse set of SAIs is estimated using a linear approximation, and the deep learning is used to reconstruct those missing SAIs. At the same year, another LFI compression method based on deep learning is proposed [32] , in which those unselected SAIs are reconstructed from the coded neighboring SAIs and a multi-view joint enhancement network is introduced to improve the coding performance. Jiang et al. [33] proposed a LFI compression scheme using depth image-based rendering approach, in which only four SAIs at the corners are transmitted and the others are synthesized.
Also based on depth map but selecting denser SAIs, Huang et al. [34] proposed to sparsely compress LFI using multi-view video plus depth coding architecture, in which the depth map is preliminarily estimated based on EPI, and a small number of selected SAIs are encoded with their corresponding depth maps. The unselected SAIs are synthesized by depth image-based rendering technique on the decoder side. Meanwhile, they designed a pixel-variationtendency-based weighted filter to achieve depth optimization [35] . Rizkallah et al. [36] encoded the residuals between the synthesized and original views using graph transforms. These residuals are grouped into super-pixels using the simple linear iterative clustering (SLIC) algorithm [37] and then graph transforms are applied on each super-pixel followed by quantization and entropy coding. Jia et al. [38] presented a LFI compression framework driven by generative adversarial network based SAI generation and cascaded hierarchical coding structure. Chen et al. [39] proposed an LF codec with disparity guided sparse coding over a learned perspective-shifted LF dictionary based on selected structural key SAIs, in which only the residuals of non-key SAIs, disparity map and the key SAIs need to be compressed into the bit stream. Hou et al. [40] proposed a new hybrid framework, in which SAIs are partitioned into two groups: key SAIs and non-key SAIs. Bi-level view compensation is used to exploit the inter-view correlation and the bits allocated to each group are optimally determined via model-based rate distortion optimization.
B. CNN-BASED SINGLE IMAGE SUPER-RESOLUTION
A critical step in the proposed sparse coding framework is EPI super-resolution, so here is a brief introduction to the work of CNN-based single image super-resolution. Dong et al. [41] demonstrated that a CNN can be used to learn a mapping from low-resolution to high-resolution image in an end-toend manner. To resolve the problem of slow training convergence, Kim et al. [42] first introduced the residual network for training much deeper network architectures and achieved superior performance. In the same year, they proposed a deeply-recursive convolutional network, which repeatedly applies the same convolutional layer as many as desired while the number of parameters remains the same [43] . Next year, Tai et al. [44] proposed a deep recursive residual network, in which residual learning is adopted, both in global and local manners, to mitigate the difficulty of training very deep networks and recursive learning is used to control the model parameters. Tong et al. [45] presented a network following two principles: the feature maps of each layer are sent to all subsequent layers, providing an effective way to combine the low-level features with high-level features to boost the reconstruction performance; and the dense skip connections are used to alleviate the vanishing-gradient problem of very deep networks. Laplacian pyramid super-resolution network (Lap-SRN) was proposed by Lai et al. [46] to progressively reconstruct the sub-band residuals of high-resolution images. Each pyramid level takes coarse-resolution feature maps as input, predicts the high-frequency residuals, and transposed convolutions are for upsampling. By removing unnecessary modules in conventional residual networks, enhanced deep super-resolution network (EDSR) [47] achieved a significant performance improvement. Recently, to fully exploit the image features, multiscale residual network (MSRN) [48] introduced convolution kernels of different sizes based on the residual block. Similar to [45] , a novel residual dense network [49] was proposed to make full use of the hierarchical features from all the convolutional layers.
C. CNN-BASED QUALITY ENHANCEMENT
Quality enhancement is used to approximately map the blurred images to the clear ones and also means to reduce the compression distortions on the decoder side in this paper. Dong et al. [50] proposed a shallow network for seamless attenuation of different compression artifacts, which is the earliest use of deep learning for quality enhancement. Next year, Dai et al. [51] redesigned the variable-filter-size residue-learning CNN (VRCNN) to improve the performance and to accelerate network training. Mao et al. [52] designed a symmetrical network composed of multiple layers of convolution and deconvolution operators. To accelerate the training, convolutional and deconvolutional layers are symmetrically linked with skip-layer connections. Wang et al. [53] built the deep CNN-based auto decoder (DCAD) to boost the coding efficiency. Galteri et al. [54] utilized the generative adversarial network (GAN) to recover the original image from a disturbed version, which produces images with more photorealistic details than mean square error (MSE) or structural similarity index matrices (SSIM) based networks. Yang et al. [55] , [56] proposed the Quality Enhancement CNN (QE-CNN) method, in which QE-CNN-I and QE-CNN-P models are trained to reduce the distortions of HEVC I and P frames, respectively. Meng et al. [57] proposed the multichannel long-short term dependency residual network (MLS-DRN), which introduces the update cell that can select the short-term and long-term dependency information adaptively. Yang et al. [58] investigated the quality fluctuation existing across compressed video frames and enhanced the low quality frames using the neighboring high quality frames. Residual highway convolutional neural network (RHCNN) [59] was proposed to improve the quality of reconstructed frame, which is composed of several residual highway units. But all these networks either ignore the multi-scale features or neglect to fully use information of each convolutional layer.
III. LFI SPARSE COMPRESSION FRAMEWORK VIA CNN-BASED EPI SUPER-RESOLUTION A. OVERVIEW
First of all, we give a general introduction of the proposed sparse compression framework. As illustrated in Fig. 2 , the proposed coding framework is composed of two parts: the encoder and decoder. On the encoder side, dense SAIs are generated by decomposing the raw LFI, which are divided into two categories: key SAIs and non-key SAIs. We select those SAIs both in odd row and odd column as the key SAIs that constitute the sparse SAIs, and those non-key SAIs are rebuilt on the decoder side. By combining two adjacent columns of key SAIs, the multi-view pseudo-video sequences are generated. Then we use the multi-view extension of HEVC, MV-HEVC, to compress them. Compared with compressing a single pseudo-video sequence using HEVC, this way can remove the angular correlation to a greater extent. The process of multi-view pseudo-video sequences generation is shown in Fig. 3(b) . On the decoder side, a reverse process is carried out firstly. The bit stream is decoded by MV-HEVC decoder and decoded multi-view pseudo-video sequences are decomposed into decoded sparse SAIs. However, these key SAIs contain some distortions due to the lossy compression. We use decoder-side quality enhancement network to reduce this compression artifacts, so the quality of the reconstructed dense SAIs can be improved without increasing the amount of data. Low-resolution EPIs can be extracted from the enhanced sparse SAIs, including row-and column-EPIs. To rebuild the non-key SAIs, these low-resolution EPIs need to be super resolved by the EPI super-resolution network. Row-and column-EPIs are super resolved by two EPI super-resolution networks respectively. A reverse process to EPIs extraction can convert the high-resolution EPIs into dense SAIs. We evaluate the proposed sparse compression framework by computing the differences between the reconstructed dense SAIs and the original dense SAIs pixel by pixel. Next, we will introduce the details of the key SAIs compression and how we use the enhanced sparse SAIs to rebuild the dense SAIs. As for the quality enhancement, we will leave it to the next section.
B. KEY SAIS SELECTION AND COMPRESSION
As shown in Fig. 3 (a), all blocks represent SAIs decomposed from raw LFI. We use the EPFL LF dataset as our LF data, the angular resolution of which is 15 × 15. Due to the consideration of view vignetting, optical distortion and sensor noise appearing on SAIs at the border, we discard these SAIs that are not suitable for display. The SAIs on the border marked by gray blocks are discard, yet the orange blocks represent the key SAIs that are compressed by the MV-HEVC encoder. The rest of SAIs are predicted by key SAIs on the decoder side. The key SAIs are chosen under consideration of a trade-off between bitrate reduction and reconstruction SAIs' quality. All the key SAIs are involved in predicting neighboring non-key SAIs both in horizontal and the vertical directions, and only one non-key SAI unknown between two adjacent key SAIs in the same row or column also avoids the inaccurate prediction.
The sparse sampling already reduces the data volume to a large extent, but there is still unavoidable redundancy left among key SAIs. To efficiently compress the key SAIs, we arrange them as multi-view pseudo-video sequences with vertical zig-zag scan order as mentioned in [18] and compress them using MV-HEVC encoder. As shown in Fig. 3 (b) and Fig. 3 (c), these key SAIs can produce three pseudo-video sequences or a single pseudo-video sequence, which can be compressed by MV-HEVC and HEVC encoder respectively. Since the SAIs do represent images of the scene viewed from different angles, their content has a lot of similarities. Not only inter-view but also inter-video prediction is used in MV-HEVC when a certain SAI is coded as B frame, so the angular correlation can be removed more completely than using HEVC. In addition, MV-HEVC encoder compresses the three pseudo-video sequences simultaneously, which saves a lot of time compared with compressing a long pseudo-video sequence. Therefore, we take the way shown in Fig. 3(b) as our final strategy to compress the key SAIs.
C. EPI SUPER-RESOLUTION VIA CNN TO REBUILD DENSE SAIS
In [60] , LF reconstruction can be modeled as learning-based angular detail restoration on the 2D EPI. Inspired by the pioneer, we super resolve the low-resolution EPIs via CNN to rebuild the dense SAIs. Here we discuss the process of reconstructing those non-key SAIs on the decoder side via CNN-based EPI super-resolution. A 4D LFI can be represented as L (x, y, s, t) ∈ R (H ·W )×(P·Q) , where (x, y) represents spatial domain, and (s, t) represents angular domain. H and W are the width and height of each SAI respectively. In addition, P and Q are the number of rows and columns respectively. Because we only select those SAIs both in odd rows and odd columns, the decoded sparse LF expression becomes L (x, y, s, t) ∈ R (H ·W )×( P/2 · Q/2 ) . The quality enhancement CNN do not change the dimension of sparse SAIs, so the enhanced sparse SAIs also can be expressed in the same way. Low-resolution row-and column-EPIs are extracted from the enhanced sparse SAIs, and the generation method of EPIs can be seen in Fig. 4 . When a specific row in the sparse SAIs array is chosen, we can get a threedimensional L s i . Next, x is fixed and LF samples are gathered together by swapping the position of y and t, so L x j s i is the final 2D row-EPI. The column-EPI generation method is similar to the row-EPI. Equation (1) and (2) show these two processes, respectively. Images in the red and green boxes are the rowand column-EPI respectively in Fig. 4 .
We super resolve the low-resolution EPIs L x j s i and L y j t i using MSDRN, which will be introduced later. The networks used to super resolve row-and column-EPIs possess the same structure but different parameters. Because row-and column-EPI are generated in slightly different ways, and they reflect scene's horizontal and vertical disparity respectively, we try to super resolve these two kinds of EPIs with two separate networks. As shown in Table 1 , there are three networks, in which row-CNN means that the network is trained with only row-EPIs, column-CNN is trained with only column-EPIs and row-column-CNN is trained with both kinds of EPIs. The best performance occurs when row-EPIs are super resolved by row-CNN and column-EPIs are super resolved by column-CNN. When we super resolve the column-EPIs using row-CNN or super resolve the row-EPIs using column-CNN, the performances become worse, which verifies the inference that row-EPI and column-EPI have some intrinsic differences. If we use row-column-CNN, it will perform well on both kinds of EPIs, which demonstrates the robustness of MSDRN. However, its performances are not as good as the dedicated networks. So the dedicated networks are used in our final compression framework as illustrated in Fig. 2 .
Before feeding to the network, we resize the EPI L x j s i and L y j t i to desired resolution using bicubic interpolation. Table 2 shows the comparison results of with and without bicubic interpolation for the input image, and the latter means that low-resolution image is padded with zero. From the peak signal-to-noise ratio (PSNR) value we can conclude that bicubic interpolation preprocessing facilitates the process of mapping from low-resolution EPI to accurate high-resolution EPI. The outputs of network are clear high-resolution EPIs H x j s i and H y j t i , then an inverse process of EPI generation is performed. A large number of EPIs are gathered together and the transformation of matrix dimension converts them into SAIs. Equation (3) illustrates the reconstruction process of SAIs depicted as square blocks containing four-pointed stars in Fig. 3(a) . And (4) shows the process of reconstructing SAIs depicted as square blocks containing rhombus in Fig. 3(a) . H row and H col are comprised of odd rows and odd columns of the final reconstructed dense SAIs, respectively. For more unambiguous explanation, we enclose the blocks belonging to H col with blue lines.
After two reconstruction processes mentioned above, there are still some remaining non-key SAIs that are not rebuilt as we can see in Fig. 3(a) , because these SAIs have no adjacent key SAIs. For these SAIs, we predict them using surrounding reconstructed SAIs. As illustrated in Fig. 3(a) , the last remaining SAIs can be predicted by either the row direction neighboring SAIs (the first way) or the column direction neighboring SAIs (the second way). Considering the differences among various LF images' content, to avoid the prediction inaccuracy caused by just using one particular direction neighboring SAIs to predict these SAIs, we add a decision condition to the method. The choice of which way used to predict the specific SAI is decided by the PSNR value between the reconstructed SAI and the original one in the same position. Generating these SAIs in different ways results in different PSNR values: PSNR row ∈ R P/2 × Q/2 (using the first way) and PSNR col ∈ R P/2 × Q/2 (using the second way). If PSNR row (s, t) is larger than PSNR col (s, t), the SAI rebuilt in the first way is taken as the final SAI in this position. Otherwise, the SAI rebuilt in the second way is taken as the final SAI in this position. PSNR row and PSNR col are two dimensional matrix, and (s, t) represents the coordinate, in which s = 1, 2, · · · , P/2 and t = 1, 2, · · · , Q/2 . The decision condition can be expressed as (5) , in which R row (x, y, s, t) ∈ R (H ·W )×( P/2 × Q/2 ) and R col (x, y, s, t) ∈ R (H ·W )×( P/2 × Q/2 ) represent those remaining SAIs rebuilt in the first way and the second way respectively and H (x, y, s, t) ∈ R (H ·W )×(P·Q) represents the final reconstructed dense SAIs.
IV. DECODER-SIDE SAIS QUALITY ENHANCEMENT A. PROBLEM ANALYSIS
The quality of reconstructed SAIs directly affects the viewing experience, but lossy compression causes irreversible information loss due to the quantization part of standard video encoder. The larger quantification step induces, the more information loss and the smaller bit stream size. The goal of efficient compression is to improve the quality of reconstruction while decreasing the amount of data. Our decoderside quality enhancement is trying to achieve this purpose. Dense SAIs are composed of two parts: key SAIs and nonkey SAIs, and the latter is predicted by the former, so if we attempt to improve the quality of dense SAIs, the quality of key SAIs should be improved firstly. A critical question is if we can improve the quality of decoded key SAIs without increasing the amount of data, because we all know that extra information needs extra bits. Deep learning method can learn a mapping function between distorted image and clear one, which is the reason why CNN is used extensively in low-level tasks, such as single image super-resolution [41] - [49] and image restoration [50] - [59] . Inspired by these works, an idea come to us. A learned CNN carries the extra information needed for improving the key SAIs' quality, from another perspective, which reduces the bitrate and increases the coding efficiency. So we propose two CNN-based schemes to suppress the compression distortions and improve the quality of reconstructed dense SAIs. The first one is proposed in our previous work [7] , but it does not perform so well when the bitrate is high. To remedy this drawback, a new scheme is employed. Here we introduce these two schemes in detail, and compare their performances. 
B. POSSIBLE SOLUTIONS AND EXPERIMENTAL COMPARISON
In the previous scheme, we suppress the compression distortions and super resolve the low-resolution EPIs with the same network, which means that low-resolution rowand column-EPIs are directly generated from the decoded sparse SAIs. So there are some differences on the decoder side of flow diagram compared to Fig. 2 , which is illustrated in Fig. 5 . The outputs of CNN are enhanced high-resolution EPIs. To achieve this purpose, the training data are made with some skills. The input EPIs must contain some distortions and their labels are clear highresolution EPIs. So these two kinds of EPIs are extracted from decoded sparse SAIs and uncompressed dense SAIs respectively. The previous scheme hands two kinds of tasks to a single network. It considers the compression distortions and hence obtains better performance than just using CNN to super resolve the low-resolution EPIs, which is proved by experimental results shown in Table 3 . However, two tasks increase the network's learning burden, and more importantly, compression distortions are more difficult to remove in the form of EPI because they are caused in the form of SAI. Therefore, a new scheme is proposed to overcome these two drawbacks. To reduce the learning burden, we assign quality enhancement and super-resolution to two networks respectively. To make the distortion reduction easier, we move forward this step and enhance the SAIs before the EPIs are extracted just as illustrated in Fig. 2 . The training data production process is different from the previous scheme, taking the decoded sparse SAIs as input images and the uncompressed SAIs in the same position as their labels to train the decoder-side quality enhancement CNN. Table 3 shows the performances of various QPs when reconstructing the dense SAIs without enhancement or with different enhancement schemes. From the comparison results, we can conclude that quality enhancement can improve the reconstructed dense SAIs' quality without increasing bitrate, and the new scheme is superior to the previous scheme, especially when the bit rate is low. 
V. MSDRN AND TRANSFER LEARNING STRATEGIES A. MSDRN ARCHITECTURE
In this work, we propose MSDRN to implement both SAI quality enhancement and EPI super-resolution. The reason why these two tasks can share the same network architecture is they all belong to low-level tasks, which usually restore some information that is lost in the input image. So our network is also useful to other low-level tasks. The complete architecture of our proposed model is shown in Fig. 6 . The input and output of network depend on what the network is used for. When it is used to super resolve the low-resolution EPI, the input and output are low-and high-resolution EPI respectively. When it is used to enhance the decoded SAI, the input and output are distorted SAI and undistorted SAI respectively. The whole network can be divided into two parts: feature extraction part and image reconstruction part. In the feature extraction part, different levels features are extracted from different depths. And the multi-scale dense residual blocks (MSDRBs) are connected in series to extract these hierarchical features.
Above the complete architecture, MSDRB is shown in detail, which is the key component of our proposed network. First of all, residual structure is used in the block, which is called local skip connection. It can be described as:
where F d−1 and F d represent the input and output of the d-th MSDRB. C 3 denotes the output of third 1 × 1 convolutional layer and it is also the residual learned by this block. By adding the local skip connection, the learning burden can be reduced and convergence speed becomes faster, which is proved in many works [45] , [47] , [49] . Besides residual structure, the dense connection is also adopted in the MSDRB, which can be formulated as: 
where σ denotes the ReLU activation function. C 1 , C 2 and C 3 represent outputs of the first, second and third 1 × 1 convolutional layer, and w 1 , w 2 , w 3 , b 1 , b 2 , b 3 are their weights and biases. M 1 , M 2 and M 3 are outputs of the first, second and third multi-scale block (MSB), which will be introduced later.
[M 1 , F d−1 ] refers to the concatenation of the feature maps. From the formulation, we can see that the features extracted from the front layers are introduced directly to the back layers in a concatenation way, which can make the features from each layer sufficiently utilized. After the concatenation of the features from preceding layers and current layer, a 1 × 1 convolutional layer follows, which can reduce the number of parameters of the network greatly. To acquire the image features on different scales, we extract the features using three kinds of convolution kernels, which is reflected in the structure of MSB illustrated in Fig. 7 . Assuming that the input of MSB is C n−1 and the output is M n , so the operation of MSB can be defined as:
where w 7×7 , b 7×7 , w 5×5 , b 5×5 , w 3×3 , b 3×3 are weights and biases of different convolutional layers with different kernel sizes. These features extracted by convolution kernels of different sizes are fused in a concatenation way. After feature extraction, the second part of MSDRN is image reconstruction. For the low-level tasks, input and output images are highly correlated. So if we can fully exploit the features of the input image and use them to reconstruct the output image, the quality of reconstruction will be more satisfactory. Furthermore, we find that the feature maps extracted from shallow network reflect more texture information, whereas the feature maps extracted from deep network reflect more semantic information. Therefore, we design a way to let the low-level features also participate in reconstructing the output image. As shown in Fig. 6 , features extracted from different depths are directly sent to the end of the network. By the way, the architecture of feature extraction also follows the principle of parameter sharing. Those preceding MSDRBs used to extract low-level features also contribute to extracting high-level features, which greatly reduces the number of parameters. Then these features are concatenated together and a 1 × 1 convolutional layer is used to reduce the number of feature maps and adaptively weight the different levels features. At the end of the network, the image reconstruction also adopts residual structure. The final output image is the sum of learned residual and the input image, which can be formulated as:
where I in and I out denote the input and output of MSDRN. R is the learned residual, which is related to the features extracted from different depths:
where Rec represents the function of residual reconstruction, which includes features fusion and re-extraction. D denotes the total number of MSDRBs constituting the final MSDRN.
There is always a ReLU activation function following every convolutional layer, and for concision, they are omitted in the network structure diagram. Except the last 3 × 3 convolutional layer in the image reconstruction part, all other convolutional layers possess the same number of output feature maps, which is 64. The training data generation methods are described in next section. Given a training set x (i) ,x (i) N i=1 , where N is the number of training examples andx (i) is the ground truth high-resolution EPI or uncompressed SAI of the input low-resolution EPI or decoded SAI x (i) , the loss function is:
Our goal is to learn a model f that can minimize L. The training detail is introduced in next section.
B. TRANSFER LEARNING STRATEGIES FOR QUALITY ENHANCEMENT 1) TRANSFER INTRA TO INTER
Decoder-side quality enhancement is for restoring the compression distortion introduced by video encoder. The direct way to train the network is to take the decoded SAIs as training data. But we all know that when the pseudo-video sequence is encoded by video encoder in random access mode, almost all the key SAIs are regarded as B frames. Different from I frame, which is coded only in intra-frame way, B frame is coded in both intra-and inter-frame way so it contains two kinds of distortions: intra-frame distortion and inter-frame distortion. If we train the network in the way we described before, the network will be forced to learn these two kinds of distortions from scratch. The learning burden will be too heavy to achieve great performance. Like we did before, to reduce the learning burden we separate the EPI superresolution task and quality enhancement task and assign them to two separate networks, which achieves better performance. For the same reducing learning burden purpose, we adopt transfer learning strategy to train the SAIs quality enhancement network. The first transfer learning strategy is to let the network learn how to restore the intra-frame distortion firstly, and then learn how to restore the inter-frame distortion based on that. Specifically, we train a network using I frames firstly, and then the parameters of the pre-trained network are used to initialize another network. The second network is trained by using B frames. By doing this, two kinds of distortions are learned successively rather than simultaneously, which can achieve better performance.
2) TRANSFER HIGH TO LOW QUALITY
The degree of distortion of the SAIs depends on the QP setting. When QP is high, the compression distortion is severe, and the quality of decoded SAIs is low, and vice versa. After experiments, we find that if we train the network using images with varying degrees of distortion, the effect of learning is not as good as using images with a single degree of distortion. The reason is that the learning burden is too heavy. So we train four separate networks to process the SAIs of different QPs: 22, 27, 32 and 37. These four networks are all used to enhance the quality of SAIs, and the only difference among them is that they restore different degrees of distortion, so there are some commonalities among them. Restoring high quality SAIs is easier than restoring low quality SAIs. If we train the networks following the principle of ''easy-to-hard transfer'', the learning burden can be reduced for hard task. The second transfer learning strategy is to let the network learn to restore the SAIs with relatively light distortion firstly, and then learn to restore the SAIs with relatively severe distortion. Specifically, we first train a network to restore the SAIs with QP = 22, and then another network used to restore the SAIs with QP = 27 is initialized by the parameters of the first network. By analogy, the latter network is initialized by the previous trained network. This progressive training method can better learn the mapping from distorted image to undistorted one.
VI. EXPERIMENTAL RESULTS

A. DATASET
To verify the effectiveness of our proposed LFI compression framework and show the superiority of the designed network architecture, some LFIs are tested as the objects. We use the EPFL dataset provided by [61] for training and test. The LFI dataset consists of 118 LFIs taken by the Lytro camera, which are classified into various categories based on their contents. We choose 12 LFIs for test and the rest of them are used to train the networks. The specific 12 LFIs are chosen because most LF compression methods, such as [20] , [39] , [40] , take them as test images and it is for the convenience of comparison. These test LFI thumbnails are shown in Fig. 8 . The dense SAIs are extracted from raw form LFI by using Light Field Matlab Toolbox [62] . The angular resolution and spatial resolution of the 4D LF is 15 × 15 and 434 × 625 respectively. Because these SAIs will be compressed by standard video encoder, which can only accept the YUV format image and its side length should be integer multiple of 8. Therefore, the original RGB data are downsampled to YUV 420 and the spatial resolution is adjusted to 432 × 624 in a clipping way.
B. TRAINING DETAILS
The training data are separately generated for EPI superresolution and SAI quality enhancement. Because both of them are supervised learning, the training data consist of a set of training examples. Each example is a pair consisting of an input image that we call ''data'' and a desired output image that we call ''label''. For EPI super-resolution task, the ''data'' are low-resolution EPIs extracted from uncompressed sparse SAIs and the ''labels'' are high-resolution EPIs extracted from uncompressed dense SAIs. For SAI quality enhancement task, the ''data'' are the decoded SAIs and the ''labels'' are the corresponding uncompressed SAIs. For the data augmentation and learning speed, in practice the ''data'' and ''labels'' are small patches cropped from big training images. And no matter what task it is, we only focus on the training of the luminance channel in this paper. About the depth of MSDRN, the more MSDRB the network possesses, the better training result we can get, but it also means more parameters and slower convergence speed. We train the EPI super-resolution network with the number of MSDRB = 3, 4, 5 and 6. After experiments, we find that when D is less than 5, the performance improvement is considerable with the increase of D. However, with the further growth of D, the improvement is not that obvious, which can be seen in Table 4 . So considering a tradeoff between speed and performance, we choose to connect 5 MSDRBs in series in the final MSDRN for EPI super-resolution. As for decoder-side quality enhancement network, we set D to 3 because the performance of this kind of task is limited by massive massage loss and too deep network cannot play its capability.
We train the models with ADAM [63] optimizer by setting β 1 = 0.9, β 2 = 0.999, and =10 −8 . We set mini-batch size as 256. The learning rate is initialized as 10 −4 and decreases by factor of 10 every 3 × 10 5 iterations for EPI superresolution network and 1.3×10 5 iterations for SAI quality enhancement network. The total iteration times are 3.5×10 5 and 1.7×10 5 respectively. We implement the networks via Caffe [64] framework and train them using Tesla P100-PCIE GPU.
C. EFFECTIVENESS OF THE LFI COMPRESSION FRAMEWORK
In this section, we evaluate the proposed compression framework on 12 LFIs from EPFL dataset. Four methods are chosen for performance evaluation:
1) HM-P-Main: In this method, all SAIs of a LFI are arranged as a pseudo-video sequence in column scan order. Only the first frame is set as I frame and the rest of frames are all set as P frames. The HM (HEVC Model) codec is used to compress the entire sequence. The codec is set to ''Low-delay P-Main'' mode and QP value is set to 22, 27, 32 and 37. 2) Liu et al.: Proposed in [20] , in which the SAIs of a LFI are first reordered and then each assigned a different compression parameter. The center SAI is compressed as I frame and the remaining SAIs are compressed as P or B frames in a symmetric 2D hierarchical structure. Each SAI is assigned a layer, with different QP values and different prediction relationships separately assigned for each layer. The sequence is compressed with JEM software. 3) Zhao et al.: Our previous work [7] , in which part of the SAIs are arranged as a pseudo-video sequence and compressed by HEVC. CNN-based EPI super-resolution is used to predict those non-key SAIs. In order to be consistent with our proposed method and highlight the point, we arrange SAIs as three pseudo-video sequences and they are compressed by MV-HEVC in this implementation. 4) Proposed: This work is based on our previous work.
Compared with [7] , we consider the influence of compression distortions and add a decoder-side quality enhancement network to improve the performance.
In addition, MSDRN is a newly designed network and transfer learning strategy is used when training the quality enhancement networks. The rate-distortion curves for the four competing methods are shown in Fig. 9 . Although different LF images possess different amount of data and texture characteristics, the R-D curves basically show the same trend for our proposed method, which demonstrates the universality and robustness of our method. As the bit rate increases, the performance of our proposed method becomes better. Compared with HM-P-Main and Liu et al. [20] , our proposed method shows a huge advantage. It is worth noting that LFI 01, 03 and 10 have relatively smooth texture compared with other LFIs, so the HM-P-Main performs so well and even exceeds Liu et al. [20] . However, our proposed method is still far superior to it, due to the superiority of our compression framework. Sparse coding strategy can save the bit stream to a large extent and CNN-based EPI super-resolution is used to predict those non-key SAIs. Combining them together can achieve great performance of LFI compression. Next, we compare the proposed method with Zhao et al. [7] , and stable improvement is achieved, which proves that decoder-side quality enhancement and newly designed MSDRN play an important role. Table 5 shows the BD-PSNR and BD-rate comparisons [65] of the proposed method with reference to HM-P-Main, Liu et al. [20] and Zhao et al. [7] respectively. As can be seen, an average 66.9% bit rate reduction and VOLUME 7, 2019 2.85 dB PSNR increase can be achieved for proposed method compared with HM-P-Main, 53.6%, 1.74 dB achieved compared with Liu et al. [20] , and 17%, 0.51 dB achieved compared with Zhao et al. [7] .
For more complete comparison, we choose the state-ofthe-art method SC-SKV [39] and Hou et al. [40] as our comparison subject. The former also adopts sparse coding architecture and only five SAIs are selected as key SAIs. They use a LF dictionary and disparity map to predict the LF. The latter adopts CNN-based angular super-resolution approach to explore the heterogeneous inter-view correlation and rate distortion optimization is introduced to improve the performance. Because they also compare their methods with HM-P-Main, we can compare with each other through the BD-PSNR/BD-rate results. Table 6 lists the BD-PSNR and BD-rate results from their papers and ours. From the table we can see that SC-SKV [39] achieves outstanding performance on individual LFIs, such as LFI 06, 07 and 11 these natural images, but its performance is very unstable compared with ours. For LFI 01 and 10, these scenes are similarly arranged with very sparse foreground objects in front of large uniform backgrounds. The performance declines dramatically for these images or even worse than HM-P-Main. As for Hou et al. [40] , their performance on the test LFIs is also unstable. For LFI 03 and 09, the performance is far worse than HM-P-Main, and the overall performance is also unremarkable. Our method outperforms HM-P-Main in almost equal amount for all kinds of scenes, which means that the performance of our method does not depend on the content of LFI. Overall, our method is significantly superior to SC-SKV and Hou et al. [40] .
D. SUPERIORITY OF THE MSDRN
To demonstrate the superiority of the proposed MSDRN, we compare it with two networks: RHCNN [59] and the VDSR [42] . The first network is used to restore the distortion introduced by HEVC encoder, which is the same as our quality enhancement network, so we compare their capability of restoring the decoded SAIs. The last network is for single image super-resolution, which is similar to our EPI superresolution network, so we compare the accuracy of their output high-resolution EPIs. We implement the networks according to the structure illustrated in their papers.
For fair comparison, the transfer learning strategies we used to train our quality enhancement networks are also used when training the RHCNN. The training processes and all other training details also maintain consistent except the network structure. Table 7 shows the results of restoration, in which PSNR values represent the average quality of 12 test LFIs. From the table we can see that there is a great improvement comparing with RHCNN under various QPs. However, there is still a question whether the performance improvement is due to the increase in the number of parameters. To find out the truth, the number of parameters need to be calculated for these networks. The calculation formula is:
where P denotes the total amount of parameters, f is the filter size, c in and c out represent the channel number of input and out features maps. Table 8 lists the number of parameters of these networks, and RHCNN has more parameters and worse performance, which can prove that the great performance of MSDRN depends on not just the increase in the number of parameters, but more importantly the improvement in structural design. To compare with VDSR, we train it to super resolve the low-resolution EPI and the training detail is also the same as training MSDRN. As we said before, row-EPI and column-EPI are super resolved by two separate networks, so there are four trained networks in total for comparing MSDRN and VDSR. The accuracy of predicted high-resolution EPI is measured by the PSNR values in Table 9 . From the difference in PSNR values, we can see that MSDRN outperforms VDSR to a large extent, especially in super resolving the column-EPI. Of course, the amount of parameter is not equal, but when we keep deepening the VDSR, the performance is still mediocre, which means that the structure of VDSR limits its best performance and our MSDRN possess the capability to improve the performance of EPI super-resolution.
E. EVALUATE THE TRANSFER LEARNING STRATEGIES
The overall training process is shown in Fig. 10 , in which PT means pre-trained network, QE means quality enhancement network, and the numbers behind them represent QP values. The red arrows indicate the correct process for training. QE-22 is initialized by PT-22, which follows the first transfer learning principle: transfer intra to inter. QE-27 is initialized by QE-22, which follows the second transfer learning principle: transfer high to low quality. QE-32 and QE-37 are also initialized by following the second principle. The yellow arrows indicate a comparison experiment used to demonstrate the effectiveness of the first and the second transfer learning strategies.
1) TRANSFER INTRA TO INTER
In order to pre-train the networks, we use 500 images from BSDS500 dataset [66] to produce training data. To use dataset more efficiently, we adopt some data augmentation strategies that are widely used. First, each image is scaled by a factor of 0.9, 0.8, 0.7 and 0.6. Second, each image is rotated by a degree of 90, 180 and 270. So after augmentation, our training data are 5 × 4 = 20 times of the original one. These ordinary images are compressed by HECV encoder in all intra mode and QP is set to 22, 27, 32 and 37, so there is only intra-frame distortion contained in these images. The PT-22, -27, -32 and -37 are trained with these images firstly so the networks learn to restore the intra-frame distortion only. Subsequently, the networks QE-22, -27, -32 and -37 are trained based on these pre-trained ones as indicated by the yellow arrows in Fig. 10 . To do that, we need to produce some images compressed in inter-frame way. The SAIs of the training LFIs are arranged as pseudo-video sequences and they are compressed in random access mode, so the decoded SAIs contain both intra-frame and inter-frame distortion. After initialization, these networks are trained with these SAIs, so they continue to learn to restore the inter-frame distortion. To verify the effectiveness of this transfer learning strategy, we set up a comparison experiment. Table 10 shows the results of quality enhancement with and without the first transfer learning strategy. The PSNR values are computed by uncompressed SAIs and the enhanced SAIs. From the table we can see that the average PSNR values are all improved for all SAIs and QPs. So the conclusion can be got that the first transfer learning strategy plays an important role.
2) TRANSFER HIGH TO LOW QUALITY
After adding the second transfer learning strategy, QE-27, -32 and -37 are still be trained with the same decoded SAIs. The change is that they are initialized by QE networks instead of the PT ones. Training order and the transfer method are as indicated by the red arrows in Fig. 10 . To verify the effectiveness of the second transfer learning strategy, we compare the results of quality enhancement with the first and both transfer learning strategies. As shown in Table 10 , due to the QE-22 does not use the second transfer strategy, we only compare the rest three QPs. From the PSNR values we can see that the average PSNR values are all improved, which can demonstrate the effectiveness of the second transfer learning strategy.
When compare the results of quality enhancement with both and no transfer learning strategy, we can find that all PSNR values get improved for all QPs and the improvement is more obvious with the increase of QP value. So after using two transfer learning strategy, the performance will be absolutely improved without exception.
VII. CONCLUSION AND FUTURE WORKS
This paper proposes a LFI sparse compression framework and introduces deep learning into it. On the encoder side, part of SAIs are chosen as the key SAIs, which are compressed by MV-HEVC in the form of pseudo-video sequence. CNN-based EPI super-resolution can map a low-resolution EPI to a high-resolution EPI, which can help to predict those non-key SAIs on the decoder side. In order to improve the performance, distortion introduced by lossy compression needs to be suppressed. CNN-based decoder-side quality enhancement is introduced to enhance the decoded SAIs. To implement these two tasks, MSDRN is designed, which combines different scale features, adopts dense connection structure and fuses features from different depths to reconstruct the final output. To further improve the performance, two kinds of transfer learning strategy are used to train the quality enhancement network. Experimental results show that our proposed compression framework is significantly superior to other existing methods. About the assessment method for LFI, we believe the distortion in angle domain cannot be assessed appropriately, so a more suitable assessment method needs to be studied in our future works. In addition, the degree of sparse sampling remains to be discussed in the future.
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