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Abstract 
This paper presents an intuitive procedure for the shape and sizing optimisations of open and 
closed thin-walled steel sections using the graph theory. The goal is to find shapes of 
optimum mass and strength (bi-objectives). The shape optimisation of open sections is treated 
as a multi-objective all-pairs shortest path problem, while that of closed sections is treated as 
a multi-objective minimum mean cycle problem. The sizing optimisation of a predetermined 
shape is treated as a multi-objective single-pair shortest path problem. Multi-colony ant 
algorithms are formulated for solving the optimisation problems. The verification and 
numerical examples involving the shape optimisations of open and closed thin-walled steel 
sections and the sizing optimisation of trapezoidal roof sheeting are presented. 
 





Thin-walled steel sections, whether hot-rolled or cold-formed, are well-established 
construction products that have been widely used in various structural systems owing to their 
versatility in design, economical production and fast installation. Finding optimum shapes of 
thin-walled steel sections is currently a problem of strong interest, where optimisation is 
aimed at achieving efficient use of the steel material either by maximising the desirable 
properties of the section for a given mass or by minimising the mass for a given application.  
With regard to cold-forming, the sheet steel can be formed into many shapes to suit structural 
and constructional requirements. This is particularly true for the newly invented method 
called chain-die forming [1]. Chain-die forming is not only able to form shapes that are not 
feasible with the traditional roll forming method, but also results in negligible residual 
stresses. It therefore opens up the possibility of forming new shapes that have not been 
previously considered. The primary objective should therefore be discovering optimum 
shapes to suit particular applications rather than determining optimum dimensions of standard 
shapes, which can now be achieved with the aid of the Direct Strength Method [2]. If the 
design search space is limited to one or a number of predetermined shapes, it is highly 
probable that the search result will be sub-optimal.  
While the design variables in sizing optimisation are the dimensions of a predetermined 
shape [3-12], the vector of design variables in shape optimisation represents the boundary of 
the structural domain [13-17]. A major challenge in shape optimisation is the large number of 
design variables and constraints that need to be taken into account. Choosing an appropriate 
shape from a large number of possible shapes and dimensions entails a large combinatorial 
optimisation problem that is discrete in nature.  
The structural performance of a thin-walled steel section depends not only on the 
characteristics of their components, but also on their relative locations and connectivity 
(topology). In this regard, graph theory based methods are powerful means to represent 
structural systems so that their geometry and topology can be understood clearly [18-23]. 
Graph theory based methods are readily formulated for a wide range of structural problems as 
a result of interaction with other fields of mathematics, and can be applied to a wide range of 
combinatorial optimisation problems [21-26]. 
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This paper presents the graph theory approach for optimum shape discovery of open and 
closed thin-walled steel sections. The section strength is used as a generic term, and 
depending on the instance may mean the strength with respect to compression, flexural, 
torsional or shear action effects. While the present study does not consider the issues of 
various buckling modes as they are outside the scope of the paper, the concept is capable of 
incorporating them. 
There are a number of methods available for dealing with discrete optimisation problems, 
such as the branch and bound method, simulated annealing, genetic algorithm and ant colony 
optimization. However, the Ant Colony Optimisation (ACO) algorithm is particularly suited 
to the present study since it has been proven to be one of the most robust stochastic meta-
heuristics for solving large combinatorial optimisation problems which can be reduced to 
finding the shortest paths through graph theory models [27]. This biology-inspired algorithm 
is very suitable for modeling geometry related optimization problems [26, 28-29]. 
This paper formulates ACO algorithms for shape optimisations of open and closed thin-
walled steel sections based on the graph theory approach. Verification and numerical 
examples are included to demonstrate the application of the presented methodology. 
2 The Graph Theory  
One advantage of the graph theory approach to optimisation problems is that a continuous 
optimisation problem can be transformed into a discrete one, where the variables belonging to 
the space Rn are finite dimensional. In fact, the graph theory approach can be considered as a 
link between discrete spaces and continuous ones. By employing the graph theory, the shape 
optimisation problem becomes a combinatorial optimisation problem of discrete space. 
In general, an instance of a combinatorial optimisation problem Π is a triple (S, f, Ω), in 
which S is the set of candidate solutions, f is the objective function that assigns an objective 
function value f(s) to each candidate solution s∈ S, and Ω is a set of constraints. A feasible 
solution is one that belongs to the set Ŝ S of candidate solutions and satisfies the constraints 
Ω. The goal is to find the globally optimum solution among feasible solutions s*∈ Ŝ.  
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2.1 Definition of terms 
A graph G(N, E) consists of a set of nodes N and a set of edges E, with a relation of incidence 
that associates each edge with a pair of nodes as its ends. As shown in Fig. 1, a path P of 
graph G is a finite sequence whose terms are alternately nodes and edges, in which no edge or 
node appears more than once. A cycle C is a path for which the starting node and the ending 
node are the same; i.e. a cycle is a closed path. The length of a path (or cycle) L is the number 
of its edges.  
 
Fig. 1 A path and a cycle on directed graphs 
2.2 Multi-Objective Shortest Path Problem 
In the graph theory, the shortest path problem is the problem of finding a path from a 
specified node called the source, to a second specified node, called the destination (or target), 
such that the sum of the weights (or lengths) of its constituent edges is minimised. It is 
relevant to a wide variety of real world applications, such as in telephone routing, material 
distribution, salesperson routing, investment strategies and personnel scheduling. The shortest 
path problem is an NP-hard combinatorial optimisation problem, which means that it is 
strongly believed that they cannot be solved to optimality within polynomially bounded 
computation time. To practically solve large instances, one often has to use heuristics that 
returns near-optimal solutions in a relatively short time [30].  
Consider a weighted undirected graph G(N, E). Let the number of nodes Nn   and the 
number of edges Em  . Each edge eij	 ∈ E is assigned a cost (or length) of cij. If cij has 
multiple criteria, the problem is called a multi-objective shortest path problem. In this case 
the edge eij has associated values ij
kc , in which k ∈	 {1, 2, …, r}, for each criterion k. 
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Obviously, for undirected graphs ji
k
ij
k cc  . The adjacency set A(i) for node i is the set of all  
edges incident from i, that is A(i)={(i, j)ǀ(i, j)∈E}. The integer programming formulation for  



















































it eeNji  (5) 
Equation (1) represents the objective and Eq. (2) defines the binary variable eij. Equations (3) 
through (5) are the constraints.  
Equation (3), as an ordinary flow conservation constraint, states that for all nodes except for 
the source and target points, the edges leaving them are equal to the edges entering them. 
Equations (4) and (5) state that the difference between the number of edges leaving the 
source and target points and the number of edges entering them, respectively, is one. In other 
words, the edges are not on a cycle. In a generalised form of the problem, called the all-pairs 
shortest path problem, the shortest paths from every possible source to every possible target 
are determined in order to form the shortest path matrix that gives the shortest path between 
every pair of vertices. 
2.3 Multi-Objective Minimum Mean Cycle Problem 
The minimum mean cycle problem is an NP-hard classical problem in combinatorial 
optimisation and has many applications in goods distribution and transportation networks 
[32]. In the minimum mean cycle problem, the goal is to find a cycle whose ratio of length 
(or cost) to number of arcs is the minimum.  
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For an undirected graph G = (N, E), each edge eij	∈ E is assigned multi criteria cost ij
kc , in 
which k ∈	{1, 2, …, r}. The aim is to find a cycle Γ that minimises the mean cost of the cycle. 










































ij eeNi  (8) 
Equation (6) is the objective and Eq. (8) is an ordinary flow conservation constraint stating 
that for all nodes, edges leaving them are equal to the edges entering them. It guarantees that 
the selected edges are on a cycle. 
3 Problem Definitions 
Consider a cross-section of an arbitrary shape (whether open or closed section) lying in the x-
y plane under a general set of actions resulting in compression, flexural, torsional and shear 
action effects, as shown in Fig. 2. The cross-section, defined by n nodes and m elements 
(edges) connecting the nodes, has a uniform and constant wall thickness. The problem is to 
find the shape that has the optimum mass and section strength. As previously mentioned, 
“section strength” is a generic term that corresponds to the imposed action effects.  
In the present problem, to minimise the mass is to minimise the cross-section area A. Since 
the thickness of the cross-section is uniform and constant, the mass minimisation of the 
section reduces to the length minimisation of the section. The dimensional constraints on the 
elements (edges) of a cross-section may be defined considering the effective width (or depth) 





Fig. 2 Nodal coordinates of an arbitrary cross-section of constant thickness 
Some design standards including AS/NZ 4600 [33] specify that the section properties such as 
the second moment of area and the torsion constant are to be determined by discretising the 
cross-section into small elements. In the present case, the section properties can be 
determined from the nodal coordinates used to define the cross-section. Since the section 
properties are functions of the nodal coordinates and the connectivity between the nodes, the 
shape optimisation problem becomes the problem of determining the optimum nodal 
coordinates and connectivity on the x-y plane that result in the optimum total length of the 
elements and section strength.  
The first steps in an optimisation problem are to identify the design variables and to define 
the related state variables. In the present problem, the variables are the nodal coordinates of 
the cross-section and their connectivity that turn into discrete and binary variables, 
respectively, by being mapped onto a graph. The idea is to represent a cross-section as a 
mathematical graph, which is made up of members (sub-graphs) having one-to-one 
relationship with the physical design. Any changes to the graph reflect same to the cross-
section, so the shape optimisation of the graph is equivalent to the shape optimisation of the 
cross-section.  
For an arbitrary cross-sectional shape of constant thickness t depicted in Fig. 2, which 
comprises nodes N1 through Nn located on the coordinates (i1, j1) through (in, jn), the cross-
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sectional area A, the centroid coordinates xG and yG. and the second moments of area I can be 





























































































d  (or 
iY
d ) are the distance between the principal axis X (or Y) and the centroid of the 




I  are the second moments of area of the ith edge about its 
local axes. Other geometric properties of the cross-section can be determined in a similar 
manner. 
The present approach comprises defining the graph representing the section being optimised, 
and applying the corresponding graph theory. Consider a graph G(N, E) having a diagonal 
grid pattern in which every pair of distinct nodes are connected by a unique edge, as shown in 
Fig. 3. The graph is formed in such a way that every node or edge on the graph is a potential 
node or edge of a cross-section. The length and width of the graph are defined to be equal to 
the maximum permitted dimensions of the optimised section. The minimum distance between 
two adjacent nodes is equal to the required accuracy ε. Since an increase in accuracy (smaller 





Fig. 3 A grid pattern for shape optimisation 
3.1 Shape optimisation of an open section 
The shape optimisation of an open section is treated as an all-pairs shortest path problem, 
which is represented by Eq. (1). Each edge on the graph is assigned a cost equal to its length 
L(P), and a path is assigned a cost equal to the inverse of the section strength 1/SG. A path 
therefore encompasses two cost criteria. For example, in the optimisation of a section for 
flexural rigidity, each path is assigned two costs equal to its total length and to the inverse of 
its second moment of area, respectively. The objective function for shape optimisation of an 







),((  (12) 
The shape optimisation of an open section in the present study becomes a bi-objective all-
pairs shortest path problem, in which the objectives are functions of the nodal coordinates. 
Both objectives are scalar functions that depend on discrete design variables.  
3.2 Shape optimisation of a closed section 
The shape optimisation of a closed section is treated as a minimum mean cycle problem, 
which is represented by Eq. (6). In order to be consistent with the standard formulation of the 
minimum mean cycle problem, each edge on the graph is assigned a cost equal to the square 
of its length L2(Γ), and a cycle is assigned a cost equal to the product of its length and the 
inverse of the section strength L(Γ)/SG. The resulting objective function for shape 









),((  (13) 
In this case, the shape optimisation of a closed section becomes a bi-objective mean cycle 
minimisation problem, in which the objectives are functions of the nodal coordinates.  
3.3 Special cases of shape optimisation 
In many instances, the required section strength is already determined and the aim is to find 
the shape of minimum mass that provides the required strength. In this case, the optimisation 
problem can be converted into a single objective problem where the required strength can be 
treated as a behavioral constraint on the state variable. For example, in the shape optimisation 
of a section for flexural rigidity, if the required second moment of area is predetermined, then 
the only objective is mass minimisation while the required second moment of area is treated 
as a constraint. 
The present methodology can also be readily applied to the shape optimisation of steel 
sheeting profiles. Steel sheeting profiles can be treated as open sections with the two ends 
predetermined (for example as a result of being fixed on purlins). In this case, the problem 
becomes a single-pair shortest path problem as the source and destination nodes are fixed, 
which is much simpler than an all-pairs shortest path problem. 
3.4 Sizing optimisation 
In contrast to a shape optimisation problem, a sizing optimisation problem with discrete 
design variables is more difficult to solve than a similar problem with continuous design 
variables. However, structural optimisation methods employing the zero-one based decision 
making scheme are capable of dealing with the sizing optimisation problem using discrete 
variables [34, 35]. In a sizing optimisation problem, there are a finite number of variables 
along with some constraints defining the boundary of the cross-section. Fig. 4 illustrates the 
variables of some standard sections. Depending on the problem at hand, each variable defined 




Fig. 4 Variables for standard sections of constant thickness 
In order to define a graph model for dimension optimisation, the first step is to discretise the 
search space for each variable. To that end, each variable xi is bounded between [Min(xi), 
Max(xi)] with interval (accuracy) of ε, then each variable xi rests in the set of [Min(xi), 
Min(xi)+ε, …, Max(xi)-ε, Max(xi)], which contains mi = ((Max(xi) - Min(xi))/2) + 1 possible 
conditions. If the number of variables is v, the graph corresponding to the sizing optimisation 
problem consists of n = v + 1 nodes and  imvm  edges as shown in Fig. 5 [28]. Any path 
through the graph represents a section with known dimensions. The objective functions are 
formulated in the same manner as those shown in the preceding sections on shape 
optimisation. 
 
Fig. 5 A Graph for sizing optimisation 
The problem of sizing optimisation becomes a multi-objective single-pair shortest path 
problem whose aim is to find the shortest path between a specific pair of nodes. Therefore, 
the integer programming formulation for sizing optimisation is the same as that for the shape 




4 Problem Formulations 
A multi-objective optimisation problem f = (f1, f2,…, fQ) is a problem of finding a vector of 
decision variables that satisfies the constraints and optimises the vector function f whose 
elements f1 through fQ represent the Q number of objective functions, which are usually in 
conflict with each other. In the present graph theory approach, the objective of the shortest 
path problem is to find a shape for the thin-walled steel section that has the minimum mass 





















where W is the section's mass. Depending on the problem at hand, a section strength SG may 
mean the strength with respect to axial compression, flexural, torsional or shear action 
effects. In practice, the parameters that represent the section strength are mostly the second 
moments of area, the torsion constant or the cross-sectional area. Equation (14) is the basis of 
the shape optimisation problem. 
Geometric constraints in shape optimisations of thin-walled steel sections may be governed 
by design standards, manufacturing and/or construction requirements. For example, the 
Australian cold-formed steel standard AS/NZ 4600 [33] may impose dimensional limitations, 
such as the maximum width to thickness ratio of the plate element.  
In the present study, the optimum solution is the one that provides the best compromise 
between two potentially conflicting objectives of mass minimisation and strength 
maximisation. One approach to determining the solution is to find the Pareto-optimal set, or 
at least a good approximation of it.  
Pareto optimality is an economics concept invented by Vilfredo Pareto (1848-1923) that finds 
applications in engineering. In a Pareto improvement, at least one objective is achieved 
without sacrificing any other objective. A solution is Pareto optimal when no further Pareto 
improvements can be made. A Pareto-optimal set is a set of Pareto optimal solutions.  
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Having established a Pareto-optimal set, the final solution may be selected according to the 
personal intuition of the decision maker. The alternative approach is to formally assign 
weights or priorities to each objective before solving the problem so that the multi-objective 
optimisation problem is transformed into a single-objective problem (as the various 
objectives are combined into one through their weighted sum). 
5 Multi-objective Ant Colony Optimisation (ACO) 
A general ACO algorithm consists of three stages as shown in Fig. 6. In the first stage, the 
evaluation functions, pheromone trails and data are initialised. In the second stage, ants start 
constructing the solution using the random proportional rule. The third stage is to evaluate the 
solutions and update the pheromone trails according to their fitness values to help succeeding 
ants select a better path. The second and third stages cycle until all ants have finished 
constructing their solutions and the termination criterion is met. 
 
Fig. 6 Algorithm skeleton for multi-objective ACO   
Multi-colony ACO algorithm [36] is used for multi-objective optimisation problems. There is 
an independent family of ants for each objective function, and the ants within each family 
search for optimum solutions to their assigned objective function. This search is carried out 
using a cooperation mechanism, where any information updated by an ant becomes available 
for all the other ants within the same family. Solutions proposed by a family are also 
transmitted to ants belonging to the other families, and the recipient ants then modify them to 
suit their respective objective functions. When all families have participated in constructing 
solutions, non-dominated solutions receive pheromone for the next iteration [37]. It enables 
finding several members of the Pareto optimal set in a single run instead of a series of runs, 
which is the case for some of the conventional stochastic processes. Computational results 
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suggest that the multi-colony approach leads to improved performance when compared to the 
use of a single colony with single heuristic information. 
For a multi-objective problem with Q objectives, multiple pheromone information is defined 
for each objective, and weights are used to aggregate them into a single value for each family. 
Each edge j in a solution Sq for the objective function fq has its own pheromone matrix Sj
q  
and heuristic information matrix Sj
q  that describe the desirability of choosing edge j. Given 
the construction graph, pheromone and heuristic information matrices, the probability with 










































k N  is the feasible neighbourhood of ant k, given the current state vector S ={S1, 
S2, …, SQ};  and β are two parameters determining the relative influence of the pheromone 
trail and the heuristic information, and q is the value that weighs the relative importance of 
the qth objective function. Thus, the qth objective is not considered when 0q , and it is the 
only one considered when 1q . 
In multiple ACO algorithm, the set of weight vectors that each colony applies in order to 
aggregate its multiple pheromone information represents a region in the objective space on 
which the colony focuses the search. For the bi-objective case, as represented by Eq. (14), a 
single value λ is enough to define each weight vector {1 - λ, λ}, as Q = 2. In this case, Eq. 


















In multi-objective problems, as in single objective ones, the iteration-best or best-so-far 
strategy can be used for pheromone update by taking the best solutions from a candidate set 
including all solutions found in the current iteration or since the start of the algorithm. In this 
case, the straightforward criterion is the Pareto optimality and thus the best solutions of the 
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candidate set are those that are non-dominated, or in other words, those solutions that belong 
to the Pareto set. As each objective defines the solution components in a different way, the 
selected solutions update each pheromone matrix differently because each solution 
component has its own meaning for every pheromone matrix [36]. In this strategy, only the 
best solutions with respect to each objective are selected to update the pheromone 
information. Then, each pheromone matrix, associated with each objective, is updated by the 
solution with the best value for the corresponding objective. Therefore, the minimum number 
of ants allowed to update the pheromone information in a colony is equal to the number of 
objectives. Since an ant cannot update the pheromone information of more than one colony, 
each pheromone matrix focuses on one objective, thus the aggregation of all of them by 
means of a weight vector regulates the relative importance of each objective. 
In the pheromone updating stage of multi-objective ACO, some special care must be taken to 
guarantee an acceptable convergence. For pheromone depositing, the only restriction is that 
the total solution cost cannot be used for this purpose, because the values of different 
objective functions are not comparable, and the amount of deposited pheromone must be 
ensured to be independent for each family. Otherwise, some objectives are implicitly 
considered to be more important than the others. With regard to the pheromone evaporation 
procedure, any method can be used although more efficient techniques would of course be 
preferred. 
5.1 Multi-objective ACO algorithm for shape optimisation  
The bi-objective ACO algorithm formulated for the present problem is a Max-Min Ant 
System (MMAS) algorithm [38], performed in the following steps: 
Stage 1- Initialise Data: 
In this stage, before starting the iterative part of the algorithm, the required data is initialised 
in the following manner. 
1. Read instance: The mechanical properties of the steel, maximum cross-sectional 
dimensions allowed, and accuracy needed are defined. 
2. Build construction graph: The grid pattern construction graph is formed in such a way 
that every node/edge on the graph is a potential node/edge of a cross-section. For this 
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purpose, some geometrical, manufacturing and construction constraints, which may 
determine the shape boundaries, are applied to form the construction graph. 
3. Represent ants: The number of families is equal to the number of objectives, i.e. two 
families for a bi-objective problem. The number of ants per family must be set in 
accordance with the termination criterion such that the exploration and exploitation 
processes are balanced [39]. In this algorithm, the number of ants for each family is set to 
be as many as the number of graph nodes.   
4. Set heuristic information: If there is a preference for some forms or edge orientations, or 
if there are constraints on the shapes or edges, the arrays of the heuristic matrix 
corresponding to those constraints receive higher values that give them higher probability 
of being chosen. If there is no preference or constraint, heuristic matrices for each 
objective can be defined as ][][ ijij
q d , where dij is the distance between nodes i and j.  
5. Set parameters: Parameters like α, β and , which determine the relative influence of the 
pheromone trail, the heuristic information, and the relative importance of each objective 
function, respectively, are determined. The evaporation rate ρ ∈	 0,	1 is defined for all 
colonies. The parameters α, β and ρ are considered to be constant for all objectives. For 
MMAS, useful hints for defining efficient values for α, β and ρ can be found in [39].  
6. Initialise pheromone trails:  MMAS limits the possible range of pheromone trail values to 
the interval [qτmin, 
qτmax]. Also, the pheromone trails are initialised to the upper pheromone 
trail limit, which, together with a small pheromone evaporation rate, increases the 
exploration of tours at the start of the search [40]. As a good estimate, the lower level is 
set to be qτmin= 
qτmax /a, in which the variable a is a parameter that can be calculated based 
on the quality of solutions [38].  
Stage 2- Construct Ant Solutions 
The stage of construction graph continues iteratively until the termination criterion is met. 
There is no general termination criterion applicable for all ACO algorithms. Depending on 
the optimisation problem, some criteria such as the maximum CPU time, the maximum 
number of solutions generated, the percentage deviation from a lower/upper bound from the 
optimum, and the maximum number of iterations without improvement in solution quality, or 
a combination of them can be set as the termination criterion. This stage of the algorithm is 
performed as follows: 
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1. Empty ant's memory: All the edges and nodes of the graph are marked as unselected. 
2. Place ants on initial positions: For the bi-objective problem of shape optimisation, two 
ants are allocated to each node: one ant belonging to the mass minimisation family, and 
the other to the strength maximisation family (minimisation of inverse strength).  
3. Construct solutions: Ants start constructing their solutions independently using Eq. (16). 
For constructing the trails for each problem, the ants have to comply with the 
corresponding constraints. Ants select nodes one after another to create a path (or cycle) 
which represents a cross-section. In order to make the paths (or cycles) more realistic, 
constraints on the ants’ movement and/or nodes selection can be applied. For example, in 
order to obtain smooth and realistic bends, and control the minimum size of the bends, 
there can be a constraint such that ants are only allowed to select the nodes whose 
adjacent nodes have not been selected yet.  
4. Save solutions information: The costs for all solution are explored; best-so-far and 
iteration-best solution solutions for each family are determined. 
Stage 3- Update Pheromone Trails 
Iterative pheromone update continues until the termination criterion is met. This stage is 
performed in two steps as follows: 
1. Pheromone evaporation: The pheromone evaporation on all edges and for all objectives 




q  )1(   (17) 
2. Pheromone deposit: The pheromone evaporation is followed by the deposit of new 






q  .  (18) 
where Cbestqij
bestq .. /1  , and q.bestC is the cost of best-so-far or iteration-best solution for 
the objective q. Both best-so-far and iteration-best ants are allowed to deposit pheromone, 
but only for their own pheromone matrix and independently from the other families. 
Experimental results indicate that for small instances it may be best to use only iteration-
best pheromone updates, while for large ones with several hundreds of nodes the best 
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performance is obtained by giving an increasingly stronger emphasis to the best-so-far 
tour [38, 39]. 
5.2 Multi-objective ACO algorithm for sizing optimisation  
The procedure of the ACO algorithm for sizing optimisation is similar to that for shape 
optimisation described in the preceding section. However, there are some differences in 
certain steps as detailed in the following: 
 Build construction graph: The construction graph is formed in such a way that the number 
of nodes is equal to the number of design variables plus one, and the number of edges is 
determined according to the maximum and minimum possible values for each variable and 
the accuracy required. 
 Represent ants: If the number of graph's edges is m and the number of nodes is n, the 
number of ants for each family is set to be the nearest integer to m/(n - 1). 
 Set heuristic information: If there is a preference for some sizes or if there are constraints, 
the arrays of the heuristic matrix corresponding to those sizes or constraints receive higher 
values that give them higher probability of being chosen. If there is no preference or 
constraint, heuristic matrices for objectives can be removed from the computation process 
(β = 0).  
 Place ants on initial positions: Two families of ants are placed on the source node of the 
graph. Since the algorithm deals with a single-pair shortest path problem, the ants always 
restart their search from the source node in each iteration. 
6 Numerical Examples 
6.1. Verification example 
In order to verify the present methodology, a closed thin-walled section is optimised for 
minimum mass (first objective) and maximum second moments of area about both principal 
axes (second objective). The section has 1 mm wall thickness and is subject to a constraint 
that the elastic section modulus cannot exceed 660 mm3 by more than 5%. In this case, the 
globally optimum section is known to be a circular hollow section with a diameter of 30 mm 




Fig. 7 Two best Pareto-optimal solutions for verification of the methodology  
A 25 mm by 25 mm grid graph with diagonal edges and minimum resolution of ε = 1 mm is 
defined for constructing a quarter of the section. Fig. 7 shows the two best “optimum” shapes 
(the first two members of the Pareto-optimal set). 
6.2. Shape optimization of open and closed sections for elastic section modulus 
In this example, an open and a closed thin-walled section under transverse loading are 
optimised for minimum mass (first objective) and maximum elastic section modulus about 
the major axis (second objective). The geometric data and constraints are: 
 Wall thickness: t = 1 mm 
 Maximum cross-sectional height: 100 mm. 
 Maximum cross-sectional width: 80 mm. 
 Maximum ratio of flat width to wall thickness, b/t :  60 
 Minimum resolution (accuracy): ε = 2 mm 
 Closed sections are doubly-symmetric and open sections are singly symmetric  
The material properties and the strength constraints are as follows: 
 Elastic modulus: 200 GPa 
 Yield stress: 300 MPa 
 Poisson’s ratio: 0.3 
 Minimum second moment of area about the major axis: 6.6×105 mm4  
 Maximum second moment of area about the minor axis: 1.32×105 mm4 
The present bi-objective optimization problems are summarised in Table 1. 
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Table 1. Optimisation problem of Example 6.2 
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Since the closed sections are doubly-symmetric and the open sections are mono-symmetric, 
only a quarter of the closed section and one half of the open section are modeled. The 
construction graph for the closed section problem is 40 mm by 50 mm, and for the open 
section problem is 80 mm by 50 mm.  
 
In the case of the doubly symmetric graph (closed section), ants, initially located at the nodes 
along the vertical axis of symmetry (the source nodes), move towards the nodes along the 
horizontal axis of symmetry (the destination nodes). There is no need for ants to be initialised 
at all nodes since the source nodes and the destination nodes of optimum solutions must lie 
on the coordinate axes, resulting in a reduced number of ants required to search the solutions. 
In the case of the singly symmetric graph (open section), ants only need to be initialised at the 
nodes along the axis of symmetry as the source nodes. Ants are not allowed to choose another 
node on the axis of symmetry in order to avoid an invalid open section.   
 
The parameters applied to the ACO algorithm are shown in Table 2. In each step of the 
algorithm, basic analysis is required to calculate the geometrical properties of the obtained 
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sections based on the nodal coordinates. In order to obtain smoother bends, ants are only 
allowed to select a node whose adjacent nodes have not been selected yet.   
 
Table 2: Parameters for ACO Algorithm for Example 6.2 
Number 
of ants 




1200   3  5  0.5 0.01  4.4 9.6  1.1  4.5  
 
The termination criterion for this problem is met when the improvement in the solution 
quality is less than 2% after ten consecutive iterations. The optimum shapes are the best-so-
far solutions. Figs. 8 and 9 show the three best “optimum” shapes (i.e. the first three members 
of the Pareto-optimal set), obtained after 893 iterations, for a quarter of the closed section and 
one half of the open section, respectively.  
 
In order to accentuate the difference between the obtained open sections, Fig. 9 has been 
drawn by moving all the sections towards the y axis so that the starting and ending points lie 
on the x and y axes, respectively. The drawn paths are therefore not exactly the paths chosen 














Fig. 9 The three first Pareto-optimal solutions for the open section 
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6.3. Sizing optimization of trapezoidal roof sheeting 
Consider a trapezoidal steel roof-sheeting panel that is used to support solar modules as 
shown in Fig. 10. The aim is to optimise the dimensions of the trapezoidal panel in order to 
minimise its mass (first objective) and maximise its elastic section modulus about the major 
axis (second objective). Four design variables are involved in the optimization: rib height 
(V1), rib width (H1), rib slope (θ) and flat pan midpoint height (V2).  
 
The known geometric data and constraints are given in the following: 
 The sheeting thickness is 0.6 mm. 
 The panel is fixed at nodes A and B, and there are no vertical displacements at points 
C, D, E, and F. 
 The span W between supports A and B is 1000 mm. 
 The width of the flat pan H2 is 400 mm. 
 The rib height V1 may range from 15 to 50 mm. 
 The maximum flat pan midpoint height V2 is 20 mm.  
 Maximum flat width to wall thickness ratio is 500. 
 Minimum resolution: 1 mm for V1, H1 and V2; and 1° for θ 
The material properties and the strength constraint are as follows: 
 Elastic modulus: 200 GPa 
 Yield stress: 300 MPa 
 Poisson’s ratio: 0.3 
 Minimum second moment of area: 2×104 mm4 
 
 




The single-pair shortest path problem is summarised in Table 3. The construction graph for 
this problem consists of five nodes as shown in Fig. 11. The parameters applied to the ACO 
algorithm are shown in Table 4. In each step, structural analysis is required to determine the 
geometric properties and action effects for the obtained sections.  
 
Fig. 11 Construction Graph for Sizing Optimization 
 
Table 3: Optimization problem of Example 6.3 
Objective Function 


































it eeNji  
Serviceability 
Constraint 







mmVmm 5015 1   
mmV 200 2   
mmH 4002   
 
Table 4: Parameters for ACO Algorithm for Example 6.3 
Number 
of ants 




5   3  5  0.5 0.05  3.1 8.9  0.9  4.1  
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The termination criterion is met when the improvement in the solution quality is less than 2% 
after ten consecutive iterations. The first three solutions in the Pareto optimal set, obtained 
after 419 iterations, are shown in Table 5. 















 17  19  17 70  20026 2189  4866  
18 20 17 72 20748 2253 4991 
18 20 17 72 20473 2236 4961 
 
 
7 Summary and concluding remarks 
A graph theory based method is a powerful means to represent a structural system so that its 
geometry and topology can be understood clearly. The developments of some robust 
metaheuristics such as ant colony algorithms in recent decades have enabled the analyst to 
deal with large graph theory based problems. This paper presents a new methodology for 
shape and sizing optimisations of thin-walled steel sections using the graph theory approach.  
The optimisation problem is defined as a multi-objective problem that aims to minimise the 
mass and maximise the section strength. The shape optimisation of an open section is treated 
as a multi-objective all-pairs shortest path problem, while that of a closed section is treated as 
a multi-objective minimum mean cycle problem. The sizing optimisation of a predetermined 
shape is treated as a multi-objective single-pair shortest path problem.  
Ant colony based optimisation algorithms are among of the most robust meta-heuristics for 
solving large combinatorial optimization problems which can be reduced to finding the 
shortest paths through graph theory models. The two conflicting objectives of mass 
minimisation and strength maximisation are handled using the Pareto-optimal set. This paper 
has demonstrated the applications of the resulting algorithms to shape and sizing 
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optimizations of open and closed thin-walled steel sections including roof sheeting, 
accounting for geometric and strength constraints. 
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