Introduction
The comparison of two regression curves is a fundamental problem in applied regression analysis. In many cases of practical interest (after rescaling the covariable into the unit interval) we end up 1 with a s a m p l e o f N = n 1 + n 2 observations Y ij = f i (X ij ) + i (X ij )" ij j = 1 : : : n i i = 1 2 (1.1) where X ij (j = 1 : : : n i ) are independent observations with positive density r i on the interval 0 1] (i = 1 2) and " ij are independent identically distributed random variables with mean 0 and variance 1: In equation (1.1) f i and i denote the regression and variance function in the i-th sample (i = 1 2): In this paper we are interested in the problem of testing the equality of the mean functions, i.e.
H 0 : f 1 = f 2 versus H 1 : f 1 6 = f 2 :
(1.2) Much e ort has been devoted to this problem in the recent literature see e.g. H ardle and Marron (1990) , King, Hart and Wehrly (1991) , Hall and Hart (1990) , Delgado (1993) , Young and Bowman (1995) , Hall, Huber and Speckman (1997) , Dette and Munk (1998) or Dette and Neumeyer (1999) ]. Most authors concentrate on equal design points and a homoscedastic error see e.g. H ardle and Marron (1990) , Hall and Hart (1990) , King, Hart and Wehrly (1991) , Delgado (1993) ]. Kulasekera (1995) and Kulasekera and Wang (1997) proposed a test for the hypothesis (1.2) which is applicable under the assumption of di erent designs in both groups, but requires homoscedasticity in the individual groups. In principle this test can detect alternatives which converge to the null at a rate N ;1=2 (here N = n 1 +n 2 denotes the total sample size), but in the same papers these authors mention some practical problems with the performance of their procedure, especially with respect to the accuracy of the approximation of the nominal level. To our knowledge the problem of testing the equality of two regression curves in the general heteroscedastic model (1.1) with unequal design points was rstly considered by Dette and Munk (1998) who considered the xed design and proposed a consistent test which can detect alternatives converging to the nu l l a t a r a t e N ;1=4 under very mild conditions for the regression and variance function (i.e. di erentiability is not required). Recently Dette and Neumeyer (1999) proposed several tests for the hypothesis (1.2) which are based on kernel smoothing methods and applicable in the general model (1.1). These methods can detect alternatives converging to the null at a rate (N p h) ;1=2 where h is a bandwidth (converging to 0) required for the estimation of nonparametric residuals. It is the purpose of the present paper to suggest a new test for the equality of the two regression curves f 1 and f 2 which can detect alternatives converging to the null at a rate N ;1=2 and is applicable in the general model (1.2) with unequal design points and heteroscedastic errors. The test statistic is based on a di erence of two m a r k ed empirical processes based on residuals obtained under the assumption of equal regression curves. We prove weak convergence of the underlying empirical process to a Gaussian process generalizing recent results on U-processes of Pollard (1987, 1988) to two-sample U-statistics. The asymptotic null distribution of the test statistic depends on certain features of the data and the nite sample performance of a wild bootstrapversion is investigated by means o f a s i m ulation study. We nally note that marked empirical processes have already been applied by Delgado (1993) and Kulasekera (1995) and Kulasekera and Wang (1997) for testing the equality o f t wo regression functions. However, Delgado's (1993) approach sensitively relies on the assumption of equal design points and homoscedastic errors because the marked empirical process is based on the di erences of the observations at the joint design points. The method proposed in this paper uses two marked empirical processes of the residuals for both samples, where the residuals are obtained from a nonparametric estimate of the (under H 0 ) joint regression function from the total sample. Moreover, in the case of equal design points the basic statistic considered here essentially reduces to the test statistic considered by Delgado (1993) . On the other hand the methods proposed by Kulasekera (1995) and Kulasekera and Wang (1997) require a homoscedastic error distribution. Moreover, these authors mention some practical problems because the performance of their procedure depends sensitively on the chosen smoothing parameters for the estimation of the regression curves and larger noises yield levels substantially di erent from the nominal level. As a by-product of this paper we will prove that the problem with the accuracy of the approximation of the nominal level is partially caused by a substantial mistake in the proof of Theorem 2.1 and 2.2 in Kulasekera (1995) , because this author ignores the variablitiy caused by the nonparametric estimation of the regression function in the application of Donsker's invariance principle. The present paper is organized as follows. Section 2 introduces the marked empirical processes, the corresponding test statistics and gives their asymptotic behaviour. Some comments regarding the test of Kulasekera (1995) and a clari cation of its asymptotic properties are given in Section 3. The nite sample behaviour of a wild bootstrap version of the discussed procedures is studied in Section 4 which also gives a result regarding the consistency of a wild bootstrap. Finally, all proofs are deferred to the appendix.
A marked empirical process and its weak convergence
Recall the formulation of the general two sample problem (1.1). We assume that the explanatory variables X ij (j = 1 : : : n i ) are i.i.d. with positive density r i on the interval 0 1] (i = 1 2): The regression functions f 1 f 2 and the densities r 1 r 2 are supposed to ber ( 2) times continuously di erentiable, i.e. r i f i 2 C r ( 0 1]) i = 1 2: (2.1) Throughout this paper letr
denote the density estimator from the combined sample X 11 : : : X 1n 1 X 21 : : : X 2n 2 where h denotes a bandwidth satisfying Gasser, M uller and Mamitzsch (1985) ]. We assume that there exists a decomposition of the nonnegative axis of the form 0 1) = m j=1 a j;1 a j ) (0 = a 0 < a 1 < : : : < a m;1 < a m = 1) such that for some " 2 f;1 1g the function "K is increasing on the interval a 2j a 2j+1 ) and decreasing on the interval a 2j+1 a 2j+2 ): A straightforward argument s h o ws thatr (x) P ;! r(x) : = 1 r 1 (x) + 2 r 2 (x) (2.5) as N ! 1 provided that sizes of the individual samples satisfy
where i 2 (0 1) i = 1 2: The Nadaraya-Watson estimator of the regression function see Nadaraya (1964) or Watson (1964) ] from the combined sample is de ned bŷ
and consistently estimates f(x) : = 1 r 1 (x)f 1 (x) + 2 r 2 (x)f 2 (x) r(x) :
Note that under the null hypothesis of equal regression curves we have f 1 = f 2 = f: other hand the form ofR (2) N is attractive because it reduces for equal design points (i.e. n 1 = n 2 , X 1j = X 2j , j = 1 : : : n 1 ) to the process considered by Delgado (1993) . The following proposition indicates that the marked empirical processes de ned in (2.10) and (2.11) are useful for testing the hypothesis (1.2) of equal regression curves. The proof is given in the appendix. Proposition 2.1. Assume that (2.1), (2.3), (2.4) and (2.6) are satis ed, then
Note that Z t 0 (f 1 (x) ; f 2 (x))r 1 (x)r 2 (x) dx = 0 8 t 2 0 1] if and only if the hypothesis (1.2) is valid. Consequently, a test for the hypothesis of equal regression curves could be based on real valued functionals of the processes (2.10) and (2.11) such as (i = 1 2)
The asymptotic distribution of these statistics can beobtained by the continuous mapping theorem see e.g. Pollard (1984) ] and the following result which establishes weak convergence of the processesR r 2 (x) dx: (2.13) Remark 2.3. It is worthwhile to mention that the statement of Theorem 2.2 does not depend on the speci c smoothing procedure used in the construction of the processes. For example, a 5 local polynomial estimator see Fan (1992) or Fan and Gijbels (1996) ] can be treated similarly but with a substantial increase of the mathematical complexity. Note that local polynomial estimators have various practical and theoretical advantages such as a better boundary behaviour and they require weaker di erentiability assumptions on the design densities. We used the Nadaraya-Watson estimator because for this type of estimator the proof of the VC-property for certain classes of functions is much simpler compared to local polynomial estimators see, for example, the proof of Lemma 5.2a]. Nevertheless Theorem 2.2 remains valid for local linear (or even higher order) polynomial estimators and we used local linear smoothers in the simulation study presented in Section 4. 3 Some remarks on related tests
As pointed out in the introduction the application of empirical processes has already been proposed by several authors. Among many others we refer to An and Bing (1991) , Stute (1997) , who considered the problem of testing for a parametric form of the regression and to the recent work of Delgado and Gonz alez-Manteiga (1998) , who used this approach in the construction of a test for selecting variables in a nonparametric regression. In the context of comparing regression curves empirical processes were already applied by Delgado (1993) and Kulasekera (1995) , Kulasekera and Wang (1997) and recently in an unpublished report by Cabus (2000) . Delgado considered equal design points (i.e. n 1 = n 2 X 1i = X 2i and a homoscedastic error distribution) and the process R
N reduces in this case to the process introduced by Delgado (1993) . Kulasekera (1995) and Kulasekera and Wang (1997) discussed the case of not necessarily equal design points and homoscedastic (but potentially di erent) errors in both samples. In this case these authors proposed a test also based on a marked empirical process and investigated its nite sample performance by means of a simulation study. In the same papers Kulasekera (1995) and Kulasekera and Wang (1997) mention some di culties with respect to the practical performance of their procedure. They observed levels substantially di erent from the nominal levels in their study and explained these observations by the sensitive dependency on the bandwidth. We will demonstrate in this section that these de ciencies are partially caused by the use of incorrect (asymptotic) critial values. To be precise consider the model (1.1) in the case of a xed design X ij = t ij (j = 1 : : : n i i = 1 2) satisfying a Sacks and Ylvisacker (1970) condition Z t ij 0 r i (t)dt = j n i j = 1 : : : n i i = 1 2 (3.1) e 1i = Y 1i ;f 2 (t 1i ) i = 1 : : : n 1 e 2j = Y 2j ;f 1 (t 2j ) j = 1 : : : n 2 :
The corresponding partial sums are given by
and the following result speci es the asymptotic distribution of these marked empirical processes.
Theorem 3.1. If the assumptions (2.1), (2.3), (2.4), (2.6) and (3.1) are satis ed, then under the null hypothesis of equal regression curves the marked empirical process 1 de ned in (3.2) converges weakly to a centered Gaussian process with covariance function m 12 (s t) =
where R 1 (t) = R t 0 r 1 (x) dx denotes the cumulative distribution function corresponding to the design density r 1 :
Similarly, the process 2 converges weakly to a centered Gaussian process with covariance function m 21 (s t):
Note that Kulasekera (1995) considered a homoscedastic error and claimed in his proof of Theorem 2.1 Kulasekera (1995) ] weak convergence of i to a centered Gaussian process with covariance functionm i (s t) = 2 i (s^t) which is usually di erent from m i 3;i (s t) an exception is the case of the uniform design and equal homoscedastic variances in both groups]. For these reasons some care is necessary if the test of Kualsekera is applied. We nally remark that Kulasekera (1995) and Kulasekera and Wang (1997) discussed several related tests and similar comments apply to these procedures. In the case of a random design the processes (3.2) have to bemodi ed because in this case the observations are not necessarily ordered. A minor modi cation given by N de ned by (3.4) converges weakly to a centered Gaussian process with covariance function m 12 (R 1 (s) R 1 (t)) where m 12 is 8 de ned in (3.3) and R 1 denotes the distribution function of X 1j : Similarly, the process (2) N converges weakly to a centered Gaussian process with covariance function m 21 (R 2 (s) R 2 (t)) where m 21 (s t) = m 12 (t s) and R 2 is the distribution function of X 2j :
A rather di erent method to the problem of comparing regression curves was recently proposed by Cabus (2000) , who considered the U-process
2 IfX 1i t X 2j tg: (3.5) Note that this approach is similar to a method introduced by Zheng (1996) in the context of testing for the functional form of a regression. Cabus (2000) proved weak convergence of the process p N U N to a centered Gaussian process with covariance function 1 4( 1 2 ) 2 H
(1) (s t) de ned in (2.12). It also follows from Cabus (2000) that the asymptotic behaviour with respect to local alternatives is exactly the same as for the processR Hall and Hart (1990) ] that in similar problems of speci cation testing the rate of convergence of the distribution of the test statistic is usually rather slow. Additionally the asymptotic distributions of the Gaussian processes obtained in Theorem 2.2, 3.1 and 3.2 usually depend on certain features of the data generating process and cannot be directly implemented in practice. For this reason we propose in this section the application of a resampling procedure based on the wild bootstrap see e.g. Wu (1986) ] and prove its consistency see Theorem 4.1 below]. The nite sample properties of the resulting tests are then investigated by means of a simulation study. To be precise letf g (x) denote the Nadaraya-Watson estimator of the regression function from the total sample de ned in (2.7) using the bandwidth g > 0 where this dependency has now beenmade explicit in our notation. De ne nonparametric residuals bŷ 
where throughout this section the index means that the process has beencalculated from the bootstrap sample (4.5). Note that we use the bandwidth h for the calculation of the test statistic (which is indicated by the extra index inf h andr h ) and a bandwidth g for the calculation of the residuals. Let K The consistency of this procedure follows from the continuous mapping theorem and the following result, which establishes asymptotic equivalence (in the sense of weak convergence) of the processes p NR For the sake of comparison we will also discuss tests based on the approach proposed by Kulasekera (1995) and Cabus (2000) . More precisely, we use the generalization of Kulasekera's approach to the random design case and reject the hypothesis of equal regression curves for large values of the statistic L N = maxf sup
where the processes 4.8) where U N is the process introduced by Cabus (2000) and de ned by (3.5). The wild bootstrap version of these tests is essentially the same as explained in the previous paragraph and an analogue of Theorem 4.1 can be established following the steps of its proof in the appendix. In our investigation of the nite sample performance of these procedures we considered a uniform density for the explanatory variables X 1i and X 2j (i.e. r 1 r 2 1) homoscedastic errors in both samples given by 2 1 (t) = 0:5 2 2 (t) = 0:25 and the sample sizes (n 1 n 2 ) = (25 25) (25 50) (25 100) (50 25) (50 50) (50 100): For the regression functions we used the following scenario
where the rst case corresponds to the null hypothesis of equal regression curves. For the estimation of the regression functions from the total and individual samples we used a local linear estimator see Fan and Gijbels (1996) by Kulasekera (1995)] shows that this procedure is comparable with the test based on the marked empirical processR (1) N except in the case of the oscillating alternative f 2 (x) ; f 1 (x) = sin(2 x) 11 which is nearly not detected by L N see N is more powerful than the test based on C N in all considered cases, especially under the oscillating alternative ( i v ) see Table 4 .2 and 4.4]. Based on these observations and additional simulation results (which are not displayed for the sake of brevity) we recommend to use functionals of the marked empirical processR (2) N in the problem of testing the equality of regression curves. n 1 n 2 25 50 100 2.5% 5% 10% 2.5% 5% 10% 2.5% 5% 10% 
Proofs
For the sake of brevity w e restrict ourselves to a consideration of the processR e ij = i (X ij )" ijr (X ij ) + f(X ij )r(X ij ) ;f(X ij )r(X ij ) (5.1)
and observing f 1 = f 2 under H 0 we obtain by a straightforward calculation the decomposition R 
For the covariance we obtain by a straightforward but cumbersome calculation .9) can beestablished see Billingsley (1968) Billingsley (1968) . We now apply (5.10) for the random variables
A straightforward but cumbersome calculation yields In order to prove Lemma 5.2 and 5.3 we need some basic terminology from recent U-processes theory. For more details we refer to Pollard (1987, 1988) or Pollard (1984 for every xed nite subset F of S: We nally note that VC classes are euclidean see Pollard (1984) , Lemma II 25] and that sums of euclidean classes are euclidean see Nolan and Pollard (1987) , Corollary 17].
Proof of Lemma 5.3
We will restrict ourselves to the process V N considered in (5.13), the remaining case (5.14) is very similar and left to the reader. Recalling the de nition of V N in (5.6) we obtain the decomposition V N (t) = V uniformly with respect to t 2 0 1] where U n 1 is a U-process de ned by U n 1 (') := p n 1 n 1 (n 1 ; 1)
with i = ( X 1i " 1i ) and symmetric kernel '( i j ) = " 1j K X 1i ; X 1j h ; hr 1 (X 1j ) 1 (X 1j )IfX 1j tg (5.24) + " 1i K X 1i ; X 1j h ; hr 1 (X 1i ) 1 (X 1i )IfX 1i tg: Following Nolan and Pollard (1988) we introduce the notation ' 1 (x) = E '( 1 2 )j 2 = x] and obtain a Hoe ding decomposition for the process U n 1 i.e. U n 1 (') = U n 1 ( ') + 2 p n 1 It can be shown by a tedious calculation and similar arguments as in Noland and Pollard (1987) , Lemma 16, and Pollard (1984) , Examples II26,II38 that the class F and the induced class PF = f' 1 j ' 1 (x) = E '( 1 2 )j 2 = x] ' 2 F g (5.29) are euclidean. Note that the proof of this property requires the special assumption on the kernel K stated in the paragraph following equation (2.4) see Pollard (1984) , Example II 38 and problem II 28, who considered the case of a decreasing kernel function on 0 1) which is a special case of the situation considered here]. It therefore follows that for > 0 the covering integral satis es J ( Q Q F F ) a 1 ; b 1 ( log ; ) J ( Q PF P F ) a 2 ; b 2 ( log ; )
21
(for given constants a 1 b 1 a 2 b 2 ) and consequently the assumptions of Theorem 5 in Nolan and Pollard (1988) 
h )r 1 (x) dx ; hr 1 (X 1i ) 1 (X 1i )IfX 1i tg :
(5.32)
To this end we make the dependence of the bandwidth from the sample size explicit by writing h = h n 1 and introduce the notation We use similar arguments as given in the proof of Theorem 37 in Pollard (1984, p. 34) . To be precise de ne and assume without loss of generality 0 < k 1 < P F 1 < k 2 : By the strong law of large numbers we have IP(jP n 1 F 1 ; P F 1 j > k 1 2 ) N!1 ;! 0 where P n 1 is the distribution with equal masses at the points 1 : : : n 1 : Therefore it is su cient to prove the assertion (5.31) on the set fjP n 1 F 1 ;P F 1 j k 1 2 g for which k 1 2 < P n 1 F 1 < k 1 2 + k 2 : The following calculations are restricted to this set without mentioning this explicitly. Let P n denote the symmetrization of P n see Pollard (1984) , p. 15], then we obtain for " n 1 = " 2 n 1 n 1 (" > 0) IP sup '2Fn 1 jP n 1 (')j > 8" n 1 ( k 1 2 + k 2 ) 4IP sup '2Fn 1 jP n 1 (')j > 2" n 1 ( k 1 2 + k 2 ) (5.34) 4IP sup '2Fn 1 jP n 1 (')j > 2" n 1 P n 1 F 1 : with positive constants A and V:The rst term can betreated similarly as in Pollard (1984, p. 34 ) and converges to 0: The treatment of the second term is di erent because' 2 F n 1 does not necessarily implies j'j 1: We obtain for the expectation E sup
h n 1 )r 1 (x) dx ; h n 1 r 1 (X 1i ) Proof. The proof essentially follows the arguments given in the proof of Lemma 5.3a and we will restrict ourselves indicating the main di erence, which is a derivation of an analogue of the estimate (5.30). Because V
N and V
N are U-processes formed from two samples the results derived in the proof of Theorem 5 of Nolan and Pollard (1988) are not directly applicable. For this reason we indicate the derivation of an analoguous result for two sample U-processes. The application of this result to the two sample U-processes obtained from V (2) N and V (3) N completes the proof of Lemma 5.3b and follows by exactly the same arguments as given in the proof of Lemma 5.3a.
To be precise let P Qdenote distributions on the spaces X and Y and consider a class of real valued measurable functions F de ned on X Y such t h a t ( P Q)(') = 0 for all ' 2 F . Assume that there exists an envelope F of F such that (P Q)(F) < 1: Let X 1 : : : X 2n P and 24 and P n and Q m as the empirical distributions based on 1 : : : n and 1 : : : m respectively, it can beshown by similar arguments as in Nolan and Pollard (1988) In the speci c situation of V which can either be represented as a degenerate one-sample U-process `= k = 1 and`= k = 2 ] or a degenerate two-sample U-process `= 1 k = 2 and`= 2 k = 1]: It now follows either by the arguments in the proof of Theorem 5 in Nolan and Pollard (1988) Note that ' 1 (x) = E '( 1 2 )j 2 = x] = 0 w h i c h implies' = ' and PF = f0g which i s o b viously euclidean. A cumbersome calculation shows that F is also euclidean and the arguments in the proof of Theorem 5 i n N o l a n a n d Pollard (1988) The proof essentially follows the proof of Theorem 2.2 and we will only sketch the main arguments. For the sake of simplicity w e restrict ourselves to the processR The assertion of Theorem 4.1 now follows from (5.57) and (5.55) which demonstrate that it is su cient to consider the asymptotic behaviour of the process T 0 N ( ) de ned in (5.56). But this process can be treated with the conditional multiplier theorem in Section 2.9 of van der Vaart and Wellner (1996) , which establishes that conditionally on Y N the process T 0 N converges to the same Gaussian process Z (1) in probability as the process T N discussed in the proof of Theorem 2.2. The proof of Theorem 4.1 is now concluded giving some more details for the proof of the auxiliary results in Lemma 5.4 and 5. The terms U (`) N i j (i `= 1 2) can betreated by Theorem 37 in Pollard (1984) . More precisely, for the rst term we note (note that we made the dependency of the bandwidth on the sample size explicit, i.e. h = h n 1 ):
Now F n 1 is a subset of a VC-class and the arguments used in the Theorem 37 of Pollard (1984) yield for the sequences 
