Abstract-Growing interest in modeling large, complex networks has spurred significant research into generative graph models. Kronecker-style models (e.g. SKG and R-MAT) are often used due to their scalability and ability to mimic key properties of real-world networks. Although a few papers theoretically establish these models' behavior for specific parameters, many claims used to justify their use are supported only empirically. In this work, we prove several results using asymptotic analysis which illustrate that empirical studies may not fully capture the true behavior of the models.
I. INTRODUCTION
The increasing availability of large relational data has brought network science to the forefront of a diverse set of fields like business, sciences, and engineering. Due to privacy concerns and the need for large-scale test data, using random graph models to evaluate new algorithms or techniques has become common practice. One popular family of such models, which we refer to as Kronecker-style models, is based on using a small "seed" or initiator matrix to generate a fractal structure of edge probabilities. This family includes stochastic Kronecker graphs (SKG) [1] , [2] , the Recursive-MATrix (R-MAT) generator [3] , and several variants of each [4] , [5] .
The widespread adoption of Kronecker-style models [6] , [7] , [8] has been motivated by empirical evidence showing the generated networks replicate important properties of real world networks, including degree and eigenvalue distributions, diameter, and density [1] , [2] . Further, the initiator matrix can be learned from a real-world network using KRONFIT [9] ; empirical evaluation shows that using the fitted parameters on a dozen datasets, synthetic SKG graphs mimic real-world degree distributions and small diameters. To complement the work measuring properties of generated data, a number of papers have proven explicit expressions for computing the expected value of some graph invariant (e.g. degree distribution [10] and number of isolated vertices [5] ). Finally, a few papers have considered the limiting behavior of these modelscharacterizing the emergence of a giant component and proving constant diameter [11] , and proving that SKG cannot generate graphs with power-law degree distributions [12] .
Here we show that asymptotic analysis of Kroneckerstyle models not only offers formal guarantees on limiting behavior, but practically-relevant restrictions on their usage. Specifically, we focus on two properties of these models: (1) equivalence/inequivalence among variants and (2) their coreperiphery structure, as measured by degeneracy.
Our first result addresses the common practice of using distinct variations of Kronecker-style models interchangeably, despite the lack of formal proofs of equivalence. Moreno et al. [13] recently challenged these assumptions and proved that without careful consideration, two Kronecker-style models will not necessarily sample from the same distribution given analogous input parameters. We show in Section III that in the limit, several widely-used variants of the R-MAT models are indeed equivalent (Theorem 1). However, we also prove that their edge probabilities diverge from those of SKG, and show these differences are experimentally observable even at small scales 1 . Our second contribution yields insight into the core-periphery structure of graphs generated by these models, as measured by the degeneracy. Empirical studies [5] have suggested that the degeneracy of Kronecker-style models cannot grow large without increasing the number of isolated vertices. We disprove this in Section IV by showing that for fixed average degree, these models produce graphs whose degeneracy grows asymptotically with the number of vertices irrespective of the number of isolated vertices. However, our results also imply that this behavior appears slowly, averting the occurrence of deep cores even for graphs with hundreds of thousands of vertices (and causing misleading empirical evidence).
II. PRELIMINARIES
Omitted proofs are marked with and can be found in the long version of this paper 2 . We assume that all graphs are simple (no parallel edges or self-loops) and undirected unless otherwise specified. Directed graphs will be denoted by an arrow (e.g. G). Let G n denote the set of all n-vertex graphs. A random graph model is a sequence of probability measures (P n ) n∈N over the space (G n , 2 Gn ). For convenience we consider n-vertex graphs whose vertices are numbers 0 to n − 1 represented by binary bitstrings. For bitstrings i, j of equal length we use #ab(ij) to denote the number of positions in which a occurs in i when b occurs in j, i.e.,
A. Kronecker-style Models
Stochastic Kronecker: In 2005, Leskovec et al. [1] introduced the Stochastic Kronecker random graph generator (SKG) as a means of modeling real-world data. Taking an initiator matrix M 1 with values in the interval [0, 1] (not necessarily summing to 1) and a natural number k, SKG starts by generating a probability matrix M k , such that
where ⊗ is the tensor (Kronecker) product. A directed graph can then be sampled from M k by flipping one biased coin per matrix entry to obtain an adjacency matrix. In keeping with prior work, we assume M 1 = a b c d ; such a 2 × 2 initiator matrix has been most widely adopted in the literature (including [5] , [10] , [11] , [12] ). R-MAT erasure and rethrow models: Independent of SKG, in 2004, Chakrabarti et al. [3] introduced the Recursive MATrix (R-MAT) graph generator. Similar to SKG, R-MAT starts with an initiator matrix M and natural number k, with the restriction that M = α β γ δ and α + β + γ + δ = 1; we will also assume (without loss of generality) that α β, γ, δ. A 2 k ×2 k directed adjacency matrix is then constructed by iteratively "throwing" m arcs recursively into quadrants of the adjacency matrix based on the probabilities from M ; we call this method the general R-MAT process. Starting with a graph G 0 on 2 k vertices with no arcs, at each step 1 i m we generate a random arc e i by flipping two biased coins C 1 , C 2 for k rounds where P[C 1 = 1] = γ + δ and P[C 2 = 1] = β + δ. The head of e i is the bitstring formed by concatenating the results of C 2 , and the tail is obtained using C 1 . We then either add e i to the graph or rethrow the edge (detailed below) to obtain G i . The probability of an arc being selected is a function of the bitstrings of its endpoints. For vertices u, v we define the weight of the (potential) arc uv as
Note that the probability of an arc existing in G m is not necessarily its weight; rather, the probability can be computed from its weight and proper model-dependent scaling.
Given that we are generating simple graphs and a thrown arc may land in an occupied cell, we now define two existing implementations of the general R-MAT process. In the erasure model R-MAT , the repeated arc is ignored, resulting in a generated graph with strictly less arcs than the number thrown. In the rethrow model R-MAT ⊕ , this arc is "rethrown" until it lands in an unoccupied cell. These two models are not strictly identical, since the probability distribution across unoccupied cells changes with each added arc in the rethrow model. R-MAT is equivalent to the original formulation of the R-MAT model [3] , and R-MAT ⊕ is consistent with the description of the R-MAT model in [2] .
Converting parameters between SKG and R-MAT:
Historically, R-MAT has been treated as an O(m) run time drop-in replacement for SKG (e.g., in [2] , [5] , [14] ), but the details of converting parameters between models require some care. Let a b c d be a SKG initiator matrix, then each arc uv is added independently at random with probability
and the expected number of arcs in the final graph is 
1/k . Note that in order to satisfy SKG's constraint that a 1 (and given that α > β, γ, δ) we require that θα = μ 1/k 2α 1 and thus α
This latter term converges to 1/2 when k → ∞ and μ is a constant independent of n. Since it is generally accepted that real-world networks are sparse, we will restrict ourselves to constant μ in the rest of this paper. In conclusion, the translation from R-MAT to SKG parameters is possible whenever α < 1/2, μ is a constant, and k is large enough. A new R-MAT model: In addition to the parameter space limitations, arc generation differs significantly between SKG and R-MAT. Specifically, arcs occur in SKG independently while the existing i−1 arcs influence the placement of the i th arc in R-MAT ⊕ and R-MAT . To study whether this difference in mechanics results in dissimilar models, we introduce a coin-flipping model, R-MAT $ . This model is not intended for practical usage, but to bridge the gap between the previous R-MAT models and SKG in mathematical analysis .
First, note that the probability of an arc uv occurring t times in the R-MAT process follows the binomial law
where ω uv is defined in Equation 1. Therefore the arc uv exists after m arcs have been thrown with probability
Utilizing this fact, we define the R-MAT $ model:
with α, β, γ, δ 0 and α + β + γ + δ = 1, a natural number k, and a positive real number μ, R-MAT $ generates a graph with 2 k vertices by flipping every potential arc uv independently at random with probability 1
B. Analytical tools
Hamming slices: Since the bitstring representation of the vertices in Kronecker-style models encodes information about the edges between them, it will be useful to group the vertices by properties of their bitstrings. The Hamming weight of a vertex is the number of ones in its bitstring label. We define a
Hamming slice F to be the set of all vertices whose bitstrings have Hamming weight exactly . We also denote F and F as the set of vertices with bitstrings of Hamming weightat most and at least , respectively. Asymptotic equivalence: Two random graph models (P n ), (Q n ) are asymptotically equivalent if for every sequence of events (E n | E n ∈ 2 Gn ) n∈N it holds that
Degeneracy, cores, and dense subgraphs: Recent work on community structure in complex networks has pointed to some sort of "core-periphery" structure in many real networks (e.g. [15] , [16] , [17] ), often exemplified using the k-core decomposition, a popular tool in visualization and social network analysis (see e.g. [18] , [19] , [20] ).The k-core of a graph is the maximal induced subgraph in which all vertices have degree at least k. The core-periphery structure of a network is often characterized in terms of the depth of its coredecomposition (largest k such that the k-core is non-empty), an invariant known as the degeneracy.
In particular, the existence of a subgraph of density > d implies that the host graph is not d-degenerate. In the asymptotic setting, a dense subgraph is a sequence of subgraphs whose edge density diverges in the limit; the existence of such a substructure implies that for every integer d the generated graphs past a certain threshold size are not d-degenerate. We will call graph models that contain dense subgraphs asymptotically dense.
III. RELATIONSHIPS OF KRONECKER-STYLE MODELS
We begin this section by proving that all of the aforementioned variants of R-MAT are equivalent asympotically. We then show that equivalent input parameters to R-MAT $ and SKG do not generate equal probability distributions over the arcs. To further validate this proof, we provide an empirical result highlighting the difference between the models.
A. Equivalence of R-MAT variants
where at least three entries are non-zero and μ log(n)/2 the models R-MAT , R-MAT ⊕ and R-MAT $ are asymptotically equivalent for appropriate scalings of the parameter μ.
To prove this, we first establish that-in the sparse case-the erasure and rethrow models result asymptotically in the same process. We start by estimating the probability that an arc lands on an occupied cell and therefore is handled differently in the erasure and rethrow models. In the remainder of this section, we fix an initiator matrix α β γ δ and let ρ 1 ρ 2 ρ 3 ρ 4 be its entries ordered by size. As before we denote by k the number of Kronecker-multiplications and by μ the density parameter. The following lemma holds even with a superlinear number of arcs and we state it in that generality, however, our subsequent application will assume a linear number of arcs. 
A consequence of Lemma 1 is that the probability that the i th arc in the R-MAT process will hit an occupied arc is at most
. We use this result to calculate the order of expected collisions in R-MAT .
Lemma 2. The expected number of erased arcs in R-MAT
k n) with high probability.
Proof. Let m = μn and consider the sequence ( G i ) 
. The expected number of erased arcs is therefore
and by the usual concentration arguments the actual value is bounded by this quantity with high probability.
For example, with ρ 1 +ρ 2 1/2 we expect that only a constant number of arcs will be erased and with Figure 1) . We now use Lemma 2 to prove the asymptotic equivalence of R-MAT ⊕ and R-MAT . Proof. We first generate the sequence ( G i ) m 1 with m = μ n using the erasure model. By Lemma 2, the resulting graph G m will have, with high probability,
we simply add the first μn arcs in the same order, reinterpreting an erasure as a rethrow.
Using the probability of an arc's existence in the R-MAT process, we can similarly relate R-MAT and R-MAT $ .
Proof. We first generate the sequence ( G i ) m 1 with m = μn using the erasure model. As observed above, the probability that an arc e is present is P[e ∈ G ] = 1 − (1 − ω e ) m , which is exactly the probability that the arc is contained in G $ .
B. Differences between R-MAT and SKG
We naturally ask ourselves whether Theorem 1 holds for SKG and R-MAT. Our primary observation will be that while most arc-probabilities in the models converge, the speed of this convergence depends on the respective arc-weights. To demonstrate this skew, let us first introduce a variant on Bernoulli's inequality. For brevity's sake, we use the symbol which indicates that the following lemma is true if all appearances of are simultaneously replaced by either or .
Lemma 5 ( ). For every function f : R → R
+ and integer t 1 with f (1) 1 it holds that (1 − x)
Since equality is reached exactly whenever f (t) = (1 − (1 − x) t )/x, we see that the approximation f (t) = t is best for very small x. This suggests for weights ω e = Θ(n −2 ) that the binomial arc-probability in R-MAT models is best approximated by 1 − (1 − ω e ) m ∼ (m − log m) · ω e , which is reasonably close to the corresponding arc probability mω e in the SKG model. For an arc weight of ω e = Θ(n −1 ), however, we have that
e m·ω e ≈ 2 3 m·ω e . Hence arcs with large weight will have significantly different probabilities in SKG compared to the R-MAT models. Since this difference is inhomogeneous in all interesting cases it cannot be remedied by simple scaling of probabilities.
On the positive side, most arc probabilities are reasonably similar in both models and we can prove a weaker kind of equivalence between R-MAT and SKG. The following relationship between R-MAT $ and SKG extends via Theorem 1 to the other two R-MAT variants. Note that the factor 2/3 in the following is chosen for convenience and can be replaced by any fixed number in (0, 1).
Proof. We apply Lemma 5 using f (t) = 2t/3 and obtain that 
holds. For every arc e we then have that (2m/3) · ω e 1 −
Note that the upper and lower bounds are exactly the respective probabilities for the arc e in G
2 ] and the coupling is straightforward.
To supplement the theoretical claim that 'equivalent' parameters to SKG and R-MAT ⊕ generate unequal probability distributions over the arcs, we would like to demonstrate that this probability difference translates into observable differences between the models. The biggest discrepancy between probabilities occurs in arcs with large weight, which roughly translates to arcs in the lowest Hamming slices 3 . Figure 2 shows that the average number of arcs in the lowest Hamming slices is noticeably larger when using the R-MAT ⊕ model. Since this statistic can differentiate between the two models the common approach of using R-MAT and SKG interchangeably needs to be scrutinized.
IV. DEGENERACY OF KRONECKER-STYLE MODELS
In keeping with prior results about degeneracy in random graph models [21] , [22] , we will analyze how the degeneracy changes as we grow the graph size while holding the average degree constant. Specifically, we want to resolve whether the 3 This effect is strongest when α, β are much larger than γ and δ. Fig. 2 : Distribution of the difference between number of edges in the subgraph induced on the |F 6| vertices of highest degree in graphs generated by R-MAT ⊕ and SKG. Ten graphs were generated using parameters μ = 6 and (0.45, 0.275, 0.275, 0) for each size. degeneracy is bounded (converges to a constant) or unbounded (grows arbitrarily large with the size of the graph).
Since degeneracy is a property of undirected graphs we will only consider symmetric initiator matrices of the form α β β δ in the following. The edge uv is then present in the final graph if at least one of the arcs uv, vu is contained in the generated digraph. Due to Theorem 2 we can translate any results for SKG that hold independently of the value of μ (as long as μ does not scale with k) to the R-MAT models and vice versa. We focus on SKG here since it is much easier to analyze. Note that in the symmetric case we have that the edge uv is added with probability 2mω uv . The following expression will be crucial in all following calculations. Fix a constant τ ∈ (0, 1) and consider a vertex x ∈ F τk . The expected number of edges from x to vertices in F τk (including a loop to itself) is then given by
We derive the following lower bound on Λ τ :
Lemma 6 ( ). Assuming that β/α − δ/β 1/e, it holds that
For β/α − δ/β > 1/e the two bounds swap.
Corollary 1.
Assume that β/α−δ/β 1/e and fix 0 < τ < 1.
For every vertex x ∈ F τk it holds that
The above bounds are general, but suffer from the usual shortcomings of approximating binomial coefficients by simpler functions. The following bounds are geared towards special parametric ranges and can be taken in conjunction to obtain a more complete picture of the parameter space:
Corollary 2 ( ). For every 0 < ε < 1 and τ min{ε, 1/2} it holds that
We can prove an analog to Lemma 6 and Corollary 1 to obtain upper bounds using the same techniques. Note that the bounds on τ and Λ τ differ slightly.
Lemma 7 ( ). Assuming that β/α − δ/β 1, it holds that
For β/α − δ/β > 1 the two bounds swap. For every vertex x ∈ F τk it holds that
We will now relate the quantity E[deg τk (·) ] to the existence of dense and sparse subgraphs and apply the above bounds to identify parametric ranges in which these structures are asymptotically unavoidable.
A. Lower Hamming slices are dense
Let G be the undirected graph generated by SKG with parameters α β β δ , μ and k. A simple observation with respect to the density of R-MAT models is that for α 1/2, the Hamming slice F 1 is asymptotically dense: the expected density of F 1 is ∼ 2μk(2α) k (β/α), which goes to infinity as k grows and hence produces a dense subgraph. We hence ask for α < 1/2 whether the lower Hamming slices are asymptotically dense. Let us write F k := |E(G[F k ])| to denote the number of edges whose endpoints both have Hamming weight at most k in G. We define the density D τk = F τk /|F τk |. Let us first relate this density to the expected number of neighbors a vertex has in lower Hamming slices.
Lemma 8. For every 0 < τ < 1 it holds that
with high probability.
Proof. We have that and the claim follows from concentration arguments.
It follows that E[deg τk (·) ] is crucial for the density of graph generated by Kronecker-style models: if there exists a τ ∈ (0, 1) such that this quantity diverges, then the generated graph contains a dense subgraph with high probability. In particular, such graphs have unbounded degeneracy. We used the family of lower bounds derived in Corollary 2 in order to map out a parametric region that is guaranteed to generate asymptotically dense graphs, cf., Figure 3 . Note that in the whole range, the lower bounds for dense subgraphs predict a density that grows like k Θ(1) c k with c typically around 1.2. For such moderately exponential functions it is unsurprising that experimental approaches have failed to identify dense subgraphs: for typical ranges of k, the polynomial terms easily dominate.
B. Higher Hamming slices are degenerate
We saw in the previous section that Kronecker-style models often generate asymptotically dense graphs. Our proof located this density in the lower Hamming slices and the question whether the higher slices are sparse arises naturally. Here we show not only that the higher slices are often sparse, we show that they exhibit a sparse structure: if we iteratively remove vertices of low degree, this process will remove all vertices in F τk , for some fixed τ depending on the input parameters. We can rephrase this idea in terms of core-structures: Using the upper bounds established in Corollary 3 we can map out what fraction of the higher Hamming slices can be expected to form only sparse connections with higher slices. Figure 4 demonstrates how generator matrices in which β is (roughly) at least as large as α/2 will result in graphs in which a significant fraction of the vertices fall outside the denser cores.
V. CONCLUSIONS We presented two asymptotic results pertaining to the structure of Kronecker-style models: (1) a characterization of the conditions under which variants of this model family are asymptotically equivalent, and (2) that some members of this family can produce deep core structures and dense subgraphs which are atypical for real-world networks. The latter had not been detected by empirical methods and our asymptotic bounds provide a putative explanation for this fact: the scales at which dense subgraphs and deep cores become apparent lie beyond the usual experimental settings.
