Abstract This paper studies the problem of computing labeled orthogonal drawings. A label is modeled as a rectangle of prescribed size and it can be associated with either a vertex or an edge. Several additional optimization goals are taken into account. Namely, the labeled drawing can be required to have either minimum total edge length, or minimum width, or minimum height, or minimum area. We present ILP models to compute optimal drawings with respect to the first three requirements and an algorithm that is based on these models and computes a drawing of minimum area (the compaction problem is known to be NP-complete in general). We also exhibit different heuristics for computing compact labeled orthogonal drawings and experimentally validate their performance.
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The increasing demand of visualization technologies to display maps and schemas with textual or multimedia content associated with vertices and/or edges has been motivating a significant research effort towards designing algorithms and systems that display labeled drawings of graphs. Among the application domains where these technologies are relevant Cybergeography (Web maps and Internet maps), Software Engineering (UML schemas), and Information Systems (data-base schemas, organization charts). (See also [5, 10] for more application domains). At a first sight, one might think that computing a labeled drawing of a graph is "yet-another-version" of the well-known labeling placement problem that has attracted a lot of research in the computational geometry and cartography communities (see, e.g. [7, 8, 9, 16, 12, 17] and the on-line bibliography of Strijk and Wolff [20] ). Namely, one possible approach for solving the problem is that of removing the labels, computing a drawing, and putting back the labels. However, this approach has several drawbacks in practice. For example, most graph drawing algorithms and systems draw all vertices as boxes having the same (usually quite small) size: if labels have to be drawn inside vertices (such as in a UML schema), a global re-scaling of the drawing may be required at each label insertion. Further, if the graph to display is large (such as a portion of the Web graph), then most graph drawing systems would try to draw groups of edges close with each other so to avoid unnecessary wastes of space on the computer screen. However, this strategy may contrast with the necessity of adding large textual labels on the edges in a post-processing phase while maintaining readability and compactness of the diagram.
On the other hand, the graph drawing labeling problem allows more flexibility than the labeling placement problem. While in the latter problem the geometry of the map to be labeled is fixed and given as part of the input, in the graph drawing context the geometry is part of the output. This observation has suggested a radically different approach to the problem, based on computing a drawing of the input graph by taking into account also the space needed for adding the labels [1, 3, 13, 15] . This paper studies the problem of computing labeled orthogonal drawings. A label is modeled as a rectangle of prescribed size and it can be associated with either a vertex or an edge. Several additional optimization goals are taken into account. Namely, the labeled drawing can be required to have either minimum total edge length, or minimum width, or minimum height, or minimum area. Previous papers on this subject include the seminal paper by Klau and Mutzel [13] who present a first ILP model for computing orthogonal drawings of minimum total edge length where vertices can have labels, and the work in [1] where different heuristics for computing orthogonal drawings of small area with labels on the edges are presented. Both the problems of computing orthogonal drawings of minimum area or minimum total edge length are NP-complete, even when edges and vertices are not labeled [19] . An overview of the main contributions of this paper is as follows.
• An ILP model for orthogonal drawings with labels both on the edges and on the vertices is presented. Given a labeled orthogonal representation H, the ILP model can be used to compute a labeled orthogonal drawing of H with minimum total edge length. Variants of the model are also presented that compute a drawing of minimum width or of minimum height. We remark that the model in this paper is the first ILP model for edge labeling of orthogonal representations. Concerning the vertex labeling, our model is different from that proposed by Klau and Mutzel [13] . They map a vertex v to a point and draw a label of v as a box whose perimeter contains v. We also map a vertex v to a point but we draw the label of v as a box that contains v. Our model is motivated by applications in which vertices are identified with the labels, such as drawing UML diagrams and ER-diagrams,.
• We describe a strategy for computing a labeled orthogonal drawing with minimum area among those preserving a given orthogonal representation. Our approach is based on computing several solutions of the ILP model for the width minimization under a certain constraint on the height of the drawing. We remark that our solution strategy is markedly different from standard integer quadratic programming techniques, which appear to be not as effective as our for handling the specific problem of area minimization. We experimentally observe that the number of ILP solutions required by our algorithm is quite small (about 5) and that this number does not seem to depend on the number of vertices of the input graph.
• The algorithm of the item above is also used for the computation of optimal area drawings of orthogonal representations with no labels. As far as we know, no other algorithm is known in the literature to this aim, except for some specific classes of orthogonal representations [2] .
• We design new heuristics for computing labeled orthogonal representations. These heuristics are based on different implementations of a common local search schema and are built on the experience of previous labeling heuristics [1] .
• Finally, the results of an experimental analysis for both labeled and unlabeled orthogonal drawings are presented. We evaluate the performance of our labeling heuristics by using the ILP model to compute the optimal solution. The analysis shows a different degree of compromise between solution time and quality for the different heuristics. Also, we compare the results of existing heuristics that compute unlabeled orthogonal drawings with small area against the optimum. This is the first time that an experimental evaluation of this type is carried on. We recall a previous experimental work that studies heuristics for orthogonal drawings of small total edge length [11] .
The remainder of this paper is organized as follows. In Section 2 we define labeled orthogonal drawings. A set of mathematical properties characterizing the class of labeled orthogonal drawings we are interested on is given in Section 3. Based on this characterization we construct the inequalities of the ILP model; because of space limitations, a complete description of the model can be found in the Appendix. Section 4 describes the algorithm for computing labeled and unlabeled orthogonal drawings with optimum area. The new heuristics for computing labeled orthogonal grid drawings are presented in Section 5. Results of our experimental study are discussed in Section 6. Some open problems are listed in Section 7.
Labeled Orthogonal Drawings
We assume familiarity with graph theory [6] , graph planarity [18] , and graph drawing [5, 10] . Let G = (V, E) be a 4-planar graph. An orthogonal drawing of G is a drawing of G such that each vertex of G is mapped to a distinct point of the plane and each edge of G is drawn as sequence of horizontal and vertical segments between its end-vertices. An orthogonal grid drawing of G is an orthogonal drawing such that vertices and bends are mapped to points of an integer grid. An orthogonal representation of G is an equivalence class of planar orthogonal drawings of G, such that: (i) For each edge (u, v) of G all the drawings of the class have the same sequence of left and right turns (bends) along (u, v), while moving from u to v. (ii) For each vertex v of G, and for each pair {e 1 , e 2 } of clockwise consecutive edges incident on v, all the drawings of the class determine the same angle between e 1 and e 2 . Loosely speaking, an orthogonal representation defines a class of planar orthogonal drawings that may differ only for the length of the edge segments.
Let L = {λ} be a set of rectangular labels of given integer width w(λ) and integer height h(λ). We assume that each element of L is associated with one edge of G and that no two labels are associated with the same edge. Each element of L is an edge-label. Let N = {ν} be a set of rectangular labels of given integer width w(ν) and integer height h(ν) such that each element of N is associated with one vertex of G and that no two labels are associated with the same vertex. Each element of L is a vertex-label. In the following we shall sometimes use the term "label" instead of vertex-label or edge-label when the context does not give rise to ambiguities.
Consider the triple (G, L, N ). A labeled orthogonal drawing Γ of (G, L, N ) is a drawing such that: (i) G is represented as a planar orthogonal drawing, and (ii) each label in L ∪ N is represented as a rectangle. Notice however that according to this definition a labeled orthogonal drawing might have undesirable overlaps between pairs of graphic features (for example a label of an edge may intersect another edge). The following definitions specify what a good labeling should be.
Definition 1
An edge e ∈ Γ with associated an edge-label λ ∈ L is properly labeled if:
(EL1) λ is a rectangle in Γ with height h(λ) and width w(λ) (EL2) λ has only one side s contained in one segment i of e, and s is properly contained in i. We say that λ is drawn on i.
Note that (EL2) implies that there is an intersection between λ and the segment on which λ is drawn.
Definition 2 A vertex v ∈ V with associated a vertex-label ν ∈ N is properly labeled if: (VL1) ν is a rectangle in Γ with height h(ν) and width w(ν) (VL2) v lies inside or on the perimeter of ν. We say that ν is drawn on v.
Note that (VL2) implies that there is an intersection between ν and each segment incident on the vertex associated with ν.
Definition 3 A labeled drawing Γ is properly labeled if: (EL) Each edge of Γ is properly labeled (VL) Each vertex of Γ is properly labeled (NI) There is no overlap between a label and any other element of the drawing, except for the intersections implied by labels drawn on edges or vertices. Figure 1 shows a triple (G, L, N ) and a corresponding properly labeled drawing. 
An ILP Model for Labeled Orthogonal Drawings
Let G be a 4-planar graph and let H G be an orthogonal representation of G. Let L and N be a set of labels for the edges and for the vertices of G respectively. In this section we present an ILP model to compute a properly labeled orthogonal grid drawing Γ of (G, L, N ) such that Γ has minimum total edge length among all drawings with shape defined by H G . As it will be better explained in Section 4, the model can be modified to minimize either the width or the height of the drawing; also it can be used as a basic component for an algorithm that computes a drawing of minimum area among those whose shape is defined by H G .
For reasons of space, we describe in this extended abstract the mathematical foundation and the main ideas behind our model, which consists of about fifty sets of equations. The interested reader is referred to the Appendix for more details. We start by defining the notation that is needed in the model (Subsection 3.1); then we show a characterization of properly labeled orthogonal drawings and describe the idea behind the ILP model (Subsection 3.2).
Notation
We need a mathematical formalism for translating the conditions described by Definitions 1, 2, and 3 in the ILP model. We introduce first some notation for segments of Γ representing edges of G. Then we focus on the labels and consider relations between labels, vertices and edges. We use a notation that is similar to that introduced in previous works on the same topic [14, 13] .
Let Γ be a (not necessarily properly) labeled orthogonal drawing of (G, L, N ). Let X h = {χ h } and X v = {χ v } be the set of the maximal horizontal and vertical chains of edge segments of Γ, respectively. Note that a chain may consist of a single point which we treat as a zero-length segment. Let S h be the union of the segments of all the maximal horizontal chains, and let S v be the union of the segments of all the maximal vertical chains. Let S = S h ∪ S v . We enumerate the edge segments of Γ by associating each element i of S with a distinct positive integer number, called index of i. We denote by f irst(χ h ) and f irst(χ v ) the segment of minimal index in χ h and χ v , respectively. Given a horizontal (resp. vertical) segment i of Γ, we denote by C(i) its x-coordinate (resp. y-coordinate). Each non-zero length segment i ∈ S is bounded by two maximal chains orthogonal to i denoted by sup(i) and inf (i) with
denote the x-coordinate and the y-coordinate of vertex u, respectively. Let λ ∈ L be an edge-label associated with an edge e of G. Label λ can be drawn on any of the segments representing e. We denote as S(λ) be the set of segments of e and as S(L) the set of all candidate segments for all edge-labels, i.e. S(L) = ∪ λ∈L S(λ). We say that λ overlaps a segment i ∈ S(λ) if the intersection between i and one of the two sides of λ parallel to i is not empty. Note that if λ is drawn on i then λ overlaps i (see (EL2) in Definition 1). However, if λ overlaps i but the drawing is not properly labeled, then λ may be not drawn on i.
For each edge-label λ and for each edge segment i ∈ S(λ), we define a 4-tuple
of segments. Roughly, the elements of Σ i,λ describe the position of the sides of the rectangle representing λ with respect to i. The elements of Σ i,λ are defined as follows (in our notation o, O stand for "orthogonal" and p, P stand for "parallel"). : 
Similar definitions are given for vertex-labels. Given a vertex v ∈ Γ and its vertex-label ν ∈ N , let S(ν) be the set of edge segments incident on v. 
Finally, we need a notation for defining notions like "top", "bottom", "left" and "right" to express constraints that avoid intersection between our geometric objects. For an edge-label λ ∈ L, we define a
4-tuple t(λ), b(λ), l(λ), r(λ) where t(λ) is the top-most horizontal side of the rectangle representing λ, b(λ) is the bottom-most, l(λ) is the left-most vertical side, and r(λ) is the right-most. Similar definition for a vertex-label ν ∈ N and corresponding t(ν), b(ν), l(ν), r(ν). For a segment
i ∈ S, if i ∈ S h then t(i) = b(i) = i, l(i) = inf (i), r(i) = sup(i); else, if i ∈ S v then t(i) = sup(i), b(i) = inf (i), l(i) = r(i) = i.
The ILP model
We provide a set of six properties that translate the definition of properly labeled orthogonal grid drawing by using the notation of Subsection 3.1. The ILP model is then built up by setting up a suitable objective function and by expressing each of the properties as a set of linear inequalities and integral constraints. We use the notion of signed distance δ. For each ordered pair of parallel segments
The six properties are as follows.
. We call such a triplet the position of λ.
At least one of the following conditions is verified:
( (5) α is an edge segment and β is a label drawn on α. (6) α is an edge segment incident on a vertex v, and β is the label associated with v. (PLD6) All vertices and bends have integer coordinates.
As proved in the next theorem, Properties (PLD1) -(PLD6) characterize a properly labeled orthogonal drawing.
Theorem 1 Let G be a 4-planar graph, L be a set of labels for the edges of G, and N be a set of labels for the vertices of G. A labeled orthogonal grid drawing Γ of (G, L, N ) is properly labeled if and only if Properties
(PLD1) -(PLD6) hold.
Sketch of Proof:
We only need to prove that Properties (PLD1) -(PLD5) characterize the set of properly labeled orthogonal drawings of G. Property (PLD6) guarantees that these drawings are on an integer grid.
Let Γ be a properly labeled orthogonal drawing of (G, L, N ), and let λ be a label of Γ. Property (PLD1) immediately follows from Properties (EL1) and (EL2). In fact, (EL2) implies that there is one side of λ properly contained in one (and only one) segment i. This determines the position of λ. Hence λ overlaps i, and σ and from the definition of δ, the equalities of Property (PLD1) follow. The first part of Property (PLD2) is implied by the fact that if (λ, i, z) is the position of λ, then one side of λ parallel to i is properly contained in i. The last part of Property (PLD2) is derived from the planarity of Γ. Property (PLD3) is a direct consequence of Property (VL1), and Property (PLD4) immediately follows from Property (VL2). Finally, Property (PLD5) is guaranteed both from the planarity of Γ and from Property (NI) of Γ.
Suppose that Properties (PLD1)-(PLD5) hold for Γ. We need to prove that no two edge segments of Γ intersect, except at common end-points (that is, the drawing of G in Γ is planar), and that Properties (EL), (VL), and (NI) hold. Let e be an edge of Γ with associated a label λ ∈ L. Properties (PLD1) and (PLD2) imply (EL1) and (EL2) for e. In fact (PLD1) guarantees that λ overlaps i (because δ(σ
. Also, the equality of (PLD1) imply (EL1), that is, λ is drawn as a rectangle of prescribed width and height. Observe that, (PLD1) also implies that for any other triplet (λ,
implies that the segment of Σ i,λ that overlaps i is properly contained in i. Property (VL1) is a direct consequence of Property (PLD4), and Property (VL2) immediately follows from Property (PLD5). Finally, the planarity of the drawing of G in Γ and Property (NI) are guaranteed by the orthogonal relations of Property (PLD5) (see [13, 2] ).
2
Based on Theorem 1, an ILP model that minimizes the total edge length has the following objective function
and consists of about fifty groups of constraints which implement Properties (PLD1) -(PLD6) and that are reported in the Appendix.
Namely, in the implementation of the ILP problem we can omit the integral constraints on the coordinates of vertices and bends, which improves the efficiency of the computations. With a technique similar to that presented in [14] , it can be proved that the solutions of the resulting MILP problem are always grid drawings.
The total number of variables and inequalities of the ILP model is O((n + b)
2 ) where n and b are the number of vertices and bends of Γ, respectively.
We remark that, as a special case, if there are no edge-labels and no vertex-labels then the model becomes equivalent to the one described in [14] that studies the optimal compaction problem of unlabeled orthogonal grid drawings.
Finally, we remark that it is easy to modify the model in order to minimize the width or the height of the drawing. For example, the model for width minimization is obtained by changing the objective function and by adding some constraints as described below. We denote by w Γ and h Γ the width and the height of the bounding box of Γ, expressed in terms of grid points.
M in (w
Γ ) h max > C(i) h min ≤ C(i) ∀i ∈ S h , w max > C(i) w min ≤ C(i) ∀i ∈ S v , h Γ = h max − h min , w Γ = w max − w min .
Optimizing the Area
Let G be a 4-planar graph and let H G be an orthogonal representation of G. Let L and N be a set of labels for the edges and for the vertices of G respectively. In this section we present an algorithm to compute properly labeled orthogonal grid drawings of (G, L, N ), with optimal area among those that preserve the orthogonal representation H G . Note that, as a particular case, the algorithm can be used to compute a planar orthogonal grid drawing of an unlabeled graph G, optimizing the area within a given orthogonal representation of G. As far as we know, no other algorithm is known in the literature to this aim, except for some specific classes of orthogonal representations [2] . Clearly, since computing a planar orthogonal grid drawing with minimum area is an NP-complete problem also when the orthogonal representation is fixed [19] , the computation time required by our algorithm is in general exponential in the number of vertices of the input graph. Our idea exploits the ILP model of the previous section. Before describing the best approach we have designed, we provide a simpler strategy that can be used to compute optimal area drawings.
If the height h of the drawing is fixed, a drawing with minimum area corresponds to a drawing with minimum width. Hence, in this case we can run a computation over the modified ILP model for computing a drawing with minimum width within height h. If we know a lower bound m h and an upper bound M h on the height of a drawing with optimal area, we can think of running a computation over the modified ILP model for each value of h in the range m h − M h , and choose the drawing with minimum area among those computed. In particular, m h can be fixed as the number of vertical segments in a vertical path between two connected horizontal chains of H G ; a vertical path goes from the bottom chain to the top chain, traversing vertical and horizontal connected segments. Also, M h can be fixed as the number of horizontal segments of H G plus the heights of all labels. This strategy requires to compute a number of solutions of the ILP model that is linear in the number of vertices of the graph. In practice, this can be very expensive especially for large graphs. We adopt a more efficient algorithm, that experimentally needs few computations over the ILP model.
Roughly speaking, this algorithm begins by computing a drawing Γ with minimum width among the drawings with height less than M h + 1. Also, it requires that Γ has the minimum height among all drawings with the same width as Γ. Observe that Γ is a solution of a variant of the ILP model for width minimization described in Section 3, where the objective function is changed to M in (w Γ + 1 M h · h Γ ) and a new constraint h Γ < h m is added. After Γ has been computed, the algorithm recursively proceeds by looking for a new drawing with the same properties as Γ among those of height less than the height of Γ. The algorithm stops when it fails searching such a drawing.
We are now ready formally describe the algorithm. We start by giving some preliminary definitions. Let Γ be a properly labeled orthogonal grid drawing of (G, L, N ) preserving the orthogonal representation H G .
Definition 4 Γ is a properly labeled orthogonal grid drawing with minimum width constrained to h m if:
2. Γ has the minimum width among the drawings with height less than h m .
3. Γ has the minimum height among the drawings having width w Γ .
Let W (h m ) be the set of the properly labeled orthogonal grid drawings with minimum width constrained to h m , and let
Lemma 1 A properly labeled orthogonal grid drawing of (G, L, N ) has minimal area only if it belongs to W Sketch of Proof: Suppose for a contradiction that there exists a properly labeled orthogonal grid drawing Γ ∈ W having the minimum area. In particular, for
This implies that at least one of properties 2 and 3 of Definition 4 is false, that is, there exists a drawing Γ such that or w Γ < w Γ and h Γ ≤ h Γ , or w Γ = w Γ and h Γ < h Γ . In both cases the area of Γ is less than the area of Γ , a contradiction.
Lemma 1 can be used to prove the following. The algorithm for computing a properly labeled orthogonal grid drawing of minimum area is based on Theorem 2. In the pseudo-code Min-Width(h m ) is a subroutine that computes and returns a properly labeled orthogonal grid drawing with minimum width constrained to h m , if such a drawing exists, and null otherwise.
Algorithm OptArea Input: A triplet (G, L, N ) and an orthogonal representation H G Output: A properly labeled orthogonal grid drawing Γ opt of (G, L, N ) with minimum area within
Theorem 3 Let G be a 4-planar graph and let H G be an orthogonal representation of G. Let L and N be a set of labels for the edges and for the vertices of G respectively. Algorithm OptArea computes a properly labeled orthogonal grid drawing of (G, L, N ) with minimum area within H G .
Sketch of Proof:
At the beginning, the algorithm computes a drawing having minimum width constrained to M h + 1, where M h is an upper bound to the height of every optimal area drawing. At the general step, the algorithm attempts to compute a new drawing that has minimum width constrained to h m , where h m is set equal to the height of the previously computed drawing. This procedure correctly explores the set of possible optimal solutions. In fact, suppose that Γ and Γ are two consecutive drawings computed by the algorithm. Drawing Γ is computed as a drawing having minimum width constrained to h m = h Γ , hence h Γ > h Γ . In the successive steps the algorithm does not take into account the values of h m between h Γ and h Γ . This is correct because, from Definition 4, it cannot exist an optimal area drawing Γ such that h Γ > h Γ > h Γ . In fact, if Γ exists it would be w Γ < w Γ that contradicts the assumption that Γ has the minimum width constrained to h m = h Γ . Finally, the algorithm keeps the best drawing computed with this procedure.
Since the widths of the drawings iteratively computed by the algorithm are increasing, h m can be update to w
We experimentally observed that in most cases the number of algorithm iterations reduces significantly.
Heuristics for the Area
As the computation of the optimal area requires the solution of several ILPs, there is room for a wide range of heuristic methods, offering a different degree of compromise between solution time and quality. In a previous work [1] we presented and experimented several greedy heuristics for the area compaction, and identified the best among them as max-ratio-delta-area. Moreover, we investigated a local search algorithm and a GRASP technique based on it, which consistently improved upon the greedy heuristic results. However, compared with the optimal value computed by Algorithm OptArea, we found that there further improvements are possible. In the following we propose and analyze the behaviour of some methods, all within the local search framework, devised by assembling in different ways the tools developed in [1, 4] .
Local search is a framework from which an algorithm can be derived once a few items are instanciated, that is, the generation of a start solution, the neighbourhood which is searched at each step, the way of looking for a better solution in this neighbourhood, and the evaluation function used for solutions ranking. Usually, the actual cost function is used for this purpose, although the evaluation of the exact cost of a solution may be a hard problem itself, as it is in our case.
The start solution of all our local search algorithms is computed by max-ratio-delta-area. The combinatorial structure of the problem can be exploited to define a neighbourhood structure as follows. We consider as our feasible solution space X, the 2 |S(L)| vectors describing all the possible positions for the edge-labels of G. We consider any such vector x as the representative of a class of grid orthogonal properly labeled drawings with the same label position. The area of the minimum area drawing in this class yields the cost of the vector x, denoted as a(x). Given x ∈ X, we define as its neighbourhood N (x) the set of vectors x obtained by vector x changing the position of one label. Namely, for one label we can either change the segment on which it is drawn or we can flip the label with respect to the segment on which it is drawn. Therefore |N (x)| = |S(L)|. Note that, N (x) is an extension of the neighbourhood function used in [1] .
Concerning the objective function, since computing a(x) requires solving a possibly NP-Hard problem, we approximate a(x) by two functions that we denote by c(x) and g(x), defined as follows:
• g(x) returns the area of the drawing Γ obtained by greedy procedure max-ratio-delta-area once that its degrees of freedom have been restricted according to vector x; • c(x) returns the area of Γ compacted by the algorithm in [4] . This algorithm uses expanded vertices to model edge labels and is based on flow techniques. In what follows the algorithm of [4] will be referred to as Flow-Cmp.
As it will be shown in Section 6, Flow-Cmp provides a good approximation of minimum area orthogonal grid drawing and it is more reliable than OptArea concerning average running time. However, its running time is still high if used within an iterative framework where the cost function has to be evaluated several times at each step. On the other hand, the greedy cost function provides a loose estimate of a(x) but is extremely rapid. The temptative of compromising between good approximation of a(x) and low computing time lies behind the mixed approaches described in the following.
• Our benchmark is a classic local search that uses g(x) as the evaluation function. It is straightforwardly improved by adding at the end of each step k the evaluation of the current solution x k by way of function c(x), and returning the best of these values. Let LSg denote this algorithm. Note that the returned solution is not necessarily the last point visited, i.e. the local optimum according to g(x); indeed, the sequence {c(x k )} is not monotonically decreasing.
• At the opposite side lies procedure LSc which uses c(x) as the evaluation function and converges to one if its local optima.
• In between the two, we set up a hybrid procedure LSgc exhibiting a computational burden at each step close to LSg, while yielding a monotonically decreasing sequence of values according to c(x) and returning a local optima with respect to it. LSgc is obtained by alternating the use of c(x) and g(x) as follows; as far as {g(x k )} exhibits a monotone trend with respect to {c(x k )}, then N (x k ) is inspected by using function g(x) and so is selected the next point in the sequence, x k+1 . Once that the strict monotonicity is violated, i.e. {g(x k )} > {g(x k+1 )} while {c(x k )} ≤ {c(x k+1 )}, or a local optimum of g(x) has been reached, then N (x k ) is reinspected according to c(x) and a new point is computed from which the search is resumed. The process stops when a local optimum of c(x) is reached.
Experimental Results
We implemented Algorithm OptArea in the C programming language, and we used CPLEX for solving the ILP in the Min-Width soubroutine. We performed several experiments with two main targets: Target 1 Use Algorithm OptArea for computing optimal area drawings of unlabeled orthogonal representations, and compare the areas of such drawings with those computed by well known heuristics in the literature. Although experiments in this sense have been previously computed for the minimization of total edge length [11] , this is the first experimentation that evaluates the effectiveness of compaction heuristics against an optimal algorithm in terms of area drawings of planar orthogonal representations. Target 2 Compare the performance of Algorithm OptArea against several heuristcs for properly labeled orthogonal drawings, both in terms of area drawings and in terms of CPU-time.
For both targets, we used a test suite of 300 randomly generated graphs, each graph having vertices with degree at most four. Since previously experiments in the literature (see, e.g. [11, 14] ) have shown that the difficulty of compaction problems often depends on the density (the number of edges divided the number of vertices) of the graphs, we generated 100 graphs for each of the following density values: 1.2, 1.4, and 1.6. The graphs have a number of vertices in the set {10, 20, . . . , 100}. For each fixed number of vertices and density value, we generated 10 graphs with uniform probability distribution. Also, for each graph we computed a planar orthogonal representation with the well known algorithm that minimizes the number of bends [21] . For Target 2, we also associated to each graph of the test suite a set of rectangular labels randomly generated with uniform probability distribution. The dimensions of each label are in the range 1 − 5.
The experiments have been performed on a PC Pentium III, 800MHz, 512MB RAM, Windows NT, and CPLEX 7.1.
About Target 1, we compared Algorithm OptArea with the heuristic in [2] . We recall here that this heuristic first performs a decomposition of the faces of the orthogonal representation adding a minimal number of dummy edges and then applies flow techniques for compacting the orthogonal representation. Actually, in order to improve the area of the drawings computed by this heuristic, we also applied on those drawings the one-dimensional compaction algorithm described in [4] . Figure 4 (a) compares the area of the drawings computed by the heuristic with the area of the drawings computed by Algorithm OptArea. Figure 4(b) shows the CPU-time of Algorithm OptArea. Both results confirm the behaviour observed in other experiments on the total edge length: (i) The running time needed for computing drawings optimally compacted increases for decreasing density; this is because the structure of the orthogonal representation for low density requires a high number of possible orthogonal configurations to be considered. However, even the most difficult instance was computed by Algorithm OptArea in about 40 minutes. (ii) The area of the drawings computed by the compaction heuristic is a quite good approximation of the optimum area drawings for high density values. About Target 2, we compared the performances of Algorithms OptArea, Flow-Cmp, LSg, LSc, and LSgc, described in Section 4. We first observed that the running time required for computing the optimal area drawings with labels on the edges increases significantly for many instances. In order to reduce the time needed by the experiments, we decided to stop each computation after a certain running time. Namely, we set up to T = 150 minutes the maximum running time accepted for a computation. Algorithm OptArea found the optimal solution within time T for all graphs with up to 40 vertices. It fails in the computation of an optimal solution within time T for a few instances with 50, 60, and 70 vertices. A small number of graphs with more than 70 vertices have been successfully computed whithin time T . Hence, in the following we show the data only for graphs with up to 70 vertices. Charts 5(a) and 5(b) show the gap between the area of the drawings computed by the four heuristics and the optimal area. Chart 5(c) compares the CPU-time of all algorithms. Algorithm LSg offers a good trade-off between efficiency and effectiveness for the instances with the highest number of vertices. Algorithms LSc and LSgc have a very similar performance, both in terms of efficiency and in terms of effectiveness. However, the local search implemented for Algorithms LSc usually needs a smaller number of iterations to find the solution. Also, we remark that these two heuristics produce a good approximation of the optimum for all the density values, although they need a quite high running time for the biggest instances. Finally, all the heuristics we have implemented significantly improve the previous heuristic Flow-Cmp.
We conclude the section by observing that Algorithms OptArea required a small number of computations over the ILP model for all instances of the test suite: about 5 in the average.
Open Problems
There are several problems that we plan to investigate in the near future. Some of them are: (i) Refine our ILP model in order to reduce the computation time spent to find an optimal solution. (ii) Extends the ILP model to graphs with high degree vertices. (iii) Design new heuristics for the labeling problem.
Appendix
In this appendix we provide details about the ILP model presented in Section 3. In the next sub-section we formulate the edge labeling problem as an ILP model, which allows us to compute a properly orthogonal grid drawing Γ of (G, L, N ) with minimum total edge length within a given orthogonal representation H G of G. The model can be easily modified to minimize either the width or the height of the drawing (see Section 4). Then, we extend the ILP model to capture also vertex labeling.
In the description of the model, denote by F = {f } the set of faces of H G and by S(f ) the set of segments bounding f . Given a triplet (λ, i, z), we denote by ϕ(λ, i, z) the face λ is lying on; note that z = p if σ i,λ P is properly contained on i, and z = P otherwise.
Edge labeling
We introduce five sets of variables in order to model segments coordinates, labels position on segments, and the relative position of pairs of edge segments of the same face, of labels and edge segments of the face the label is lying on, and of pairs of labels lying on the same face.
is the variable associated with either the x-coordinate of i if i is vertical or with its y-coordinate if i is horizontal. Variables X SS (i, j, k), X LS (i, j, k) and X LL (i, j, k) refer to condition k in Property (PLD5), i.e. if they are set to one, then the relative condition holds. Not all pairs need to be considered in order to avoid undue intersections: as shown in [14] , it is sufficient to impose conditions on pairs of orthogonal segments only, zero-lengths included. Moreover, conditions on segments of orthogonal intersecting maximal chains are redundant. To model the last case we need the extend the notation introducing χ(i) as the maximal chain i belongs to, and X ⊥ (i) as the union of all maximal chains intersecting χ(i).
The following constants will be used throughout the model to bound from above the distance between segments lying on the same face, either edge-segments or label-segments.
The following ILP model minimizes the total edge length over all feasible properly labeled orthogonal grid drawings.
M in
Next we show how constraints 2-27 implement the properties of Section 3, and how the model can be seen as an extension of the one provided in [14] for unlabeled graphs.
First, note that if there are no edge-labels i.e. L = ∅ the model reduces to 1, 3, 12, 13 and 25, which is equivalent to the model introduced in [14] . Constraints 3 ensure that segments belonging to unlabeled edges have non zero length, while constraints 12 and 13 avoid undue intersections between edge segments.
Recall that the segments in Σ i,λ model the four sides of a possibly degenerate rectangle. Then, it is easy to see that constraints 2, 4-9, ensure Property (PLD1). Indeed, constraints 2 requires that only one triplet is selected for each label, and constraints 4-9 guarantee that the label is mapped to a rectangle of given width and height with one side having the same coordinate of the segment on which the label is drawn; for unselected triplets, both segments parallel to the edge segment lie on it, and all four label segments have zero length, as their sup and inf have same coordinate.
Constraints 10, 11 ensure that the label side lying on the supporting segment is properly contained on it, i.e. the coordinates of both their sup and both their inf differ for at least one grid unit, respectively. This, together with constraints 3 enforces Property (PLD2)
Recall the meaning of t(i), b(i), l(i) and r(i) of an edge segment i; constraints 12, 13 ensure Property (PLD5) for pairs of edge segments by enforcing at least one among conditions 1-4; hereafter we show how constraints 14-16 and 17-19 enforce the same property for pairs of edge segments and labels and for pairs of labels, respectively.
Let λ be a label and (λ, i, z) its position, i.e. Y (λ, i, z) = 1; Property (PLD5) must be enforced for segments in S (ϕ(λ, i, z) ) only, other than the supporting segment i. Indeed, constraint 14 requires that at least one among conditions 1-4 holds for any such segment j; on the other hand, constraint 15 is such that if the label is drawn in a different position (Y (λ, i, z) = 0), then all X LS (i, j, k) are set to zero and no condition is enforced on λ and j. Constraints 16 implement condition k of Property (PLD5), provided that the associated X LS (i, j, k) = 1.
The family of constraints 17-19 enforces Property (PLD5) on any two labels λ and λ lying on the same face, that is, only provided that both variables Y (λ , i, z) and Y (λ , j, q) are set to 1, with ϕ(λ , i, z) = ϕ(λ , j, q); in such case, constraints 19 implement conditions 1-4; otherwise, all X LL (i, j, k) are set to zero, and constraints 19 hold for any feasible value of the coordinate variables.
Eventually, constraints 20 and 21 enforce segments in each horizontal and vertical maximal chain χ h and χ v to have the same coordinate. Different solutions with same objective function value can be obtained by a vertical (horizontal) translation of a given solution. Such degeneracy is avoided by fixing the coordinate of one vertical chain and one horizontal chain; this is enforced by constraints 22 and 23.
At last, all Y , X SS , X LS and X LL are required to be binary; note that this is sufficient for coordinates integrality provided that all parameters h(λ) and w(λ) are integer. Indeed, once variables Y have been fixed, labels may be seen as additional faces, so that the problem reduces to minimizing the total edge length of an orthogonal grid drawing of a given shape, a problem for which such property holds.
Vertex labeling
The model can be extended to deal with vertex-labels. Three additional sets of variables must be introduced to enforce (PLD5) on vertex-labels and edge segments, on vertex-labels and edge-labels, and among vertexlabels themselves, respectively. Namely:
• Let X N S (ν, j, k), k = {1, 2, 3, 4} be the binary variables associated with the relative position of a label ν and an edge segment j.
• Let X N L (ν, j, k), k = {1, 2, 3, 4} be the binary variables associated with the relative position of a vertex label ν and an edge-label drawn on j.
• Let X N N (ν, µ, k), k = {1, 2, 3, 4} be the binary variables associated with the relative position of two vertex labels ν and µ. The following constants will be used to bound from above the distance between a vertex-label and other entities within the same face, either edge segments or labels:
The ILP model introduced in Section 7 is extended by adding the following constraints: (40) 
Constraints 28 and 29 impose proper dimensions on the four sides of the rectangle mapping a vertex-label. Constraints 30-31 ensure that the vertex lies within the label, boundary included. Our model generalizes the one proposed in [13] when at most one label is allowed for each vertex. In fact, in our model the vertex-label may properly intersect the vertex and its incident segments. Our framework can be extended to deal with multiple vertex-labels.
Constraints 32-35 enforce Z(s, ν, v), s ∈ {1, . . . , 4} to be equal to 1 if and only if the upper, right, left, lower side of ν lies above, right of, left of, under v, respectively.
The three sets of constraints, 36-38, 39-41, and 42-44, enforce at least one among conditions 1-4 of Property (PLD5) on a vertex label and an edge segment of an intersecting face, on a vertex label and an edge-label lying on an intersecting face, and on pairs of vertex-labels sharing one intersecting face, respectively.
