Introduction.
The purpose of this paper is to characterize the well posed
Cauchy problem for a system of linear partial differential equations in a complex domain.
In particular, one of our interests is to investigate matrices of linear partial differential operators normalizable in the time derivative, and another one is to show the necessity of non characteristicness of the initial hyperplane for the well posed Cauchy problem.
For that purpose the determinant theory for matrices of linear partial differential operators due to Sato and Kashiwara plays an important role. In particular, characterizations of invertible matrices, which will be give in Section 2, play the most crucial role. The author would like to express his thanks to the referees for their careful reading of the manuscript and useful advices.
2. Determinant theory. We give in this section a brief summary of the determinant theory of matrices of linear partial differential operators due to Sato and Kashiwara [18] (see also Hufford [7] ), and give characterizations of invertible matrices.
and put The detailed proofs were given by Andronikov [3] .
We define orderƒÐA by (2.6) orderƒÐA=degƒÌ(detƒÐA) (x, ƒÌ) and call it the order of A(x. D). shows that The purpose of this section is to show the following: By the above choice of {si, tj}, we see that the left hand side of this equation depends only on
, where ƒÊ
, etc., and t(¥ ¥ ¥) denotes the transposed vector of(¥ ¥ ¥).
Therefore the above equation is rewritten as (3.7)
is a known vector by the Cauchy data. 
More precisely, we have: 
Hence, in this case the equation.
• (3.14) PROOF. Let A(x, D) = (Ai j). We take a system of integers {si, tj} such that We put 
For that purpose we use the following: Then by Volevic's lemma (cf. [12] , [20] ), there exists a system of integers {tj} N+lj=1 such that orderDBij•¬tj-ti (i,j=1,2, ¥ ¥ ¥,N+l). Then it is easy to check that orderD1 C =orderD1 A. By taking a system of integers {s'i,t'j}i,j=1 ¥ ¥ ¥,N+1 defined by
S'N+1=Si0 and t'N+1=Si0+1 ,
we easily see that orderDCO(x, D2) = orderDA0(x, D2). More precisely, by taking a system of integers {p'i, q'j} defined by We now recall a terminology used in Mizohata [15] or [12] . We set B(x, D2)=(Bij) . Then the matrix L=D1Im+B(x, D2) is said to be Kowalevskian in Volevic's sense if there is a system of integers {tj}mj=1 such that (7.4) (7.5) detƒÐL=m ‡"j=0 lj(x, ƒÌ2)ƒÌ1m-j with l0-1 .
The following theorem by the author is fundamental. 
