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Resumen
En este proyecto se describe el proceso de KDD con un e´nfasis principal en la
fase de interpretacio´n de los resultados y generacio´n del conocimiento. Para esto, en
primer lugar hace una revisio´n del estado del arte y se presentan tres herramientas
que ayudan a la interpretacio´n de las clases descubiertas al ejecutar un proceso de
miner´ıa de datos como son el CPG, el TLP y el aTLP. Y luego el termo´metro como
una herramienta que permite introducir el conocimiento a priori de los expertos
para transferir la polaridad sema´ntica de las variables al TLP. Luego se explica
brevemente del proceso de KDD y se introduce la herramienta Java-Klass como un
software que brinda un conjunto de herramientas para ayudar a los expertos en el
proceso de miner´ıa de datos.
A continuacio´n, este documento se enfoca principalmente en describir el modelo
de termo´metro propuesto originalmente en [Canudes Solans, 2016] para variables
nume´ricas y el proceso de generacio´n automa´tica del TLP a partir de este; si-
guiendo con esta l´ınea, se propone un modelo visual y estructural para extender
los termo´metros a variables cualitativas as´ı como las modificaciones al proceso de
generacio´n automa´tica del TLP para que sea posible generarlo con el termo´metro
extendido y las modificaciones realizadas en java para que el sistema trabaje con
los termo´metros para los dos tipos de variables y sin perder la funcionalidad origi-
nal. Al final se hace un ana´lisis de un caso real de aplicacio´n de esta herramienta
sobre datos relativos a un proyecto desarrollado para la OMS sobre los sistemas
de salud mental en pa´ıses en v´ıas de desarrollo, as´ı como una comparacio´n entre el
TLP generado a partir del termo´metro extendido con el que en su d´ıa propusieron
los expertos y se concluye que el termo´metro generado aproxima bastante bien al
original.
Palabras Clave: termo´metros, sema´foros, interpretacio´n, KDD, miner´ıa de
datos.
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Cap´ıtulo 1
Introduccio´n
1.1. Contexto
Los avances tecnolo´gicos en la adquisicio´n, almacenamiento y procesamiento
de la informacio´n han resultado en un enorme crecimiento de las bases de datos
en pra´cticamente todos los a´mbitos, desde bases de datos de negocios, estad´ısticas
gubernamentales, me´dicas, entre otros[Hand, 2007][Goebel and Gruenwald, 1999];
sin embargo, e´ste crecimiento ha hecho que hoy en d´ıa sea casi imposible su ana´lisis
manual para obtener conocimientos va´lidos que soporten a la toma de decisiones.
En este a´mbito, las te´cnicas de miner´ıa de datos brindan una herramienta pode-
rosa para el descubrimiento del conocimiento a partir de los datos, dichas te´cnicas
por lo general siguen un proceso completo de ana´lisis previo de los datos, limpieza,
imputacio´n de errores, datos faltantes y correccio´n de formatos para luego proceder
al descubrimiento de informacio´n utilizando me´todos estad´ısticos, redes neuronales
o me´todos de aprendizaje automa´tico. [Zhu, 2007] Finalmente se realiza un post
proceso de la informacio´n encontrada para obtener el conocimiento u´til para la
toma de decisiones.
A pesar de que en el proceso de miner´ıa de datos y descubrimiento de la in-
formacio´n se pueden automatizar algunas etapas, en la mayor´ıa de las a´reas o
aplicaciones reales pra´cticas, es muy importare la intervencio´n humana para enri-
quecer los datos con conocimiento externo brindado por los expertos en cada a´rea
de estudio[Prather et al., 1997]. Ba´sicamente el experto ejerce un papel fundamen-
tal en las siguientes etapas: agregar informacio´n u´til o bases de conocimiento a
priori, para dar contexto a los datos y para interpretar los resultados obtenidos al
aplicar una te´cnica espec´ıfica[Zhu, 2007].
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En este contexto es importante contar con herramientas que ayuden a incorporar
conocimiento a priori del experto al sistema, as´ı como a interpretar los resultados
obtenidos. Este proyecto propone una intervencio´n sobre el software Klass que con-
tribuye a facilitar esta tarea poco estudiada. En el cap´ıtulo 2.2 se describe Klass
como un software de soporte a los procesos integrales de data science e incorpo-
ra un mo´dulo espec´ıfico de interpretacio´n automa´tica de clases que incluye entre
otros la construccio´n de sema´foros a partir de las distribuciones condicionadas de
las variables. Por otro lado, el termo´metro es una herramienta de transferencia de
la sema´ntica de las variables al sistema que funciona actualmente para variables
nume´ricas. Tanto el sema´foro como el termo´metro se alimentan con informacio´n
brindada por los expertos en el a´rea de estudios. El proyecto extendera´ el modelo
del termo´metro a las variables cualitativas y cerrara´ el ciclo de interpretacio´n de
clases trasladando la informacio´n sema´ntica del termo´metro a la construccio´n de
sema´foros bajo distintos esquemas de conexio´n entre las dos herramientas.
1.2. Motivacio´n
En [Gibert et al., 2008a, Gibert and Conti, 2015] se describen los sema´foros o
en ingle´s Traffic Ligth Panel (TLP) como una herramienta simbo´lica de mucha
utilidad para el post-proceso de los resultados de un ana´lisis cluster. Los TLP aso-
cian los colores de un sema´foro con las tendencias de las variables de cada clase
para ayudar al entendimiento y la conceptualizacio´n de las clases descubiertas.
Asimismo, [Canudes Solans, 2016] presenta el termo´metro como una herramienta
para modelar el conocimiento previo de los expertos permitiendo inyectar al siste-
ma informacio´n relativa a la interpretacio´n de las variables desde un punto de vista
sema´ntico y manteniendo el modelo visual de los TLP. A partir de un termo´metro
se puede clasificar el rango de los valores de una variable cuantitativa en intervalos
de tres zonas de colores (verde, amarillo y rojo) donde el rojo representa valores
problema´ticos o poco adecuados de la variable en el problema estudiado de acuerdo
al conocimiento de los expertos, y el verde se asociara´ a los valores ma´s bene´volos.
De igual forma, aqu´ı se presenta un me´todo para transferir el conocimiento a prio-
ri introducido en los termo´metros a las herramientas de conceptualizacio´n de las
clases. De esta forma se automatiza la interpretacio´n del cluster en te´rminos de la
sema´ntica original de las variables.
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Los termo´metros presentados en [Canudes Solans, 2016] so´lo permiten transfe-
rir la sema´ntica de variables nume´ricas, sin embargo, como se muestra en
[Gibert and Corte´s, 1997], es posible realizar un cluster con variables cuantitativas
y cualitativas usando te´cnicas mixtas, por lo que los TLP ya permiten trabajar
con estos dos tipos de variable, por lo tanto, es importante extender los termo´me-
tros para que sea posible recodificar variables cualitativas y luego transferir este
conocimiento a los TLP automatizando su construccio´n y completando el ciclo de
interpretacio´n de los resultados.
1.3. Objetivos
1.3.1. Objetivo General
En este trabajo se cubre un doble objetivo:
Generalizar el mo´dulo de termo´metro presentado en [Canudes Solans, 2016]
a variables cualitativas.
Estudiar el impacto de utilizar la informacio´n de los termo´metros en la cons-
truccio´n de los sema´foros respecto a su formulacio´n original basada en las
distribuciones condicionadas de las variables respecto a las clases.
Para ello se afrontan los siguientes objetivos espec´ıficos:
1. Extender los termo´metros a variables cuantitativas.
2. Crear un me´todo de recodificacio´n de variables cualitativas basada en termo´me-
tros que asigne un co´digo a las modalidades de la variable segu´n los colores
del termo´metro.
3. Flexibilizar la implementacio´n del TLP basado en termo´metros actual para
que: a) admita termo´metros que incluyan variables cualitativas, b) permita
trabajar con termo´metros que no incluyan todas las variables del TLP o
puedan contener variables adicionales.
4. Comparar el TLP generado automa´ticamente a partir de los termo´metros
generalizados con el TLP que se crear´ıa de forma manual con ayuda del
experto a partir de las distribuciones condicionadas de las variables respecto
a las clases.
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1.4. Trabajos Previos y estado del arte
En esta seccio´n se presenta un resumen de los trabajos realizados previamente
y que han servido como base para la realizacio´n de este proyecto.
1.4.1. Trafic Ligth Panels
En [Gibert et al., 2008a] se presentan los TLP como una herramienta de gran
utilidad para facilitar la interpretacio´n de las clases resultantes al aplicar un pro-
ceso de clusterizacio´n. En este trabajo se usa esta herramienta en el estudio de
un caso real para descubrir patrones de respuesta a los tratamientos de rehabilita-
cio´n para pacientes con dan˜o cerebral. Luego de aplicar un proceso de Knowledge
Discovery in Databases (KDD)(Descubrimiento de conocimiento en bases de da-
tos), y de introducir una base de conocimiento Knowledge Base (KB) a priori, el
sistema recomienda 4 clases que luego de la interpretacio´n, y desde el punto de
vista me´dico, se corresponden con diferentes patrones en el nivel de incremento
de respuesta al tratamiento. Con los resultados obtenidos se crea un Class Panel
Graph (CPG) que consiste en una representacio´n gra´fica en forma de panel que
contiene las variables en las columnas y las clases en las filas en el que se muestran
las distribuciones condicionadas de las variables para cada clase en forma de histo-
grama o de boxplots mu´ltiples (como se muestra en el ejemplo de la figura 1.1). Al
final se abstrae el CPG asociando colores a las casillas del CPG segu´n su tendencia
central y el significado de las variables y se transforma en un TLP para ayudar al
experto en la conceptualizacio´n final de las clases. Con se evidencia el TLP como
una herramienta muy u´til para presentar los resultados de la clusterizacio´n a un
experto sin conocimientos te´cnicos y facilitar la interpretacio´n de las clases y su
conceptualizaci´ın fundamental para despue´s asignar acciones o decisiones a cada
clase.
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Figura 1.1: Ejemplo de un Class Panel Graph
En [Gibert et al., 2012b][Gibert et al., 2012a] se proponen me´todos para auto-
matizar la creacio´n del TLP en los se divide el rango de cada variable en 3 intervalos
que representan 3 niveles cualitativos y se corresponden con los co´digos de color
de los sema´foros. La divisio´n de los intervalos es creada a partir de una tabla de
sema´ntica de polaridad explicada en el mismo art´ıculo.
1.4.2. Annotated Trafic Ligth Panels
En [Gibert and Conti, 2015] se presenta una mejora para los TLP presentados
anteriormente y se denomina annotated Traffic Ligth Panel (aTLP), los cuales sir-
ven para gestionar la incertidumbre intr´ınseca que se produce cuando se interpretan
los prototipos resultantes de una clusterizacio´n. El CPG se limitaba a representar
la tendencia central de las variables en las clases pero el ana´lisis de las variables
asociadas se ten´ıa que hacer con unas tablas de estad´ıstica ba´sicas condicionadas
a las clases con el propio software proporcionado que presenta entre otros las des-
viaciones t´ıpicas de cada variable en cada clase. Los aTLP asocian a los colores
del sema´foro con dos dimensiones del (tono y saturacio´n) que sirven para medir
la tendencia central y la pureza de los prototipos basa´ndose en los Coeficientes de
Variacio´n (CV) y un modelo de incertidumbre. En este sentido los colores puros re-
presentan baja o nula variabilidad en la tendencia central de las variables, mientras
que los colores ma´s obscurecidos representan un incremento en la heterogeneidad y
por consecuencia una perdida de fiabilidad en la toma de decisiones basadas en las
casillas ma´s oscuras del TLP. En [Gibert and Conti, 2015] se presenta un modelo
de ca´lculo automa´tico de la saturacio´n de cada color calculado en base a los coefi-
cientes de variacio´n o al factor de incertidumbre de cada variable en cada clase. En
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la figura 1.2 se muestra el modelo de gradacio´n o pe´rdida de pureza de los colores
para coeficientes de variacio´n en un intervalo entre [0,1].
Figura 1.2: Modelo de gradacio´n de los colores. Fuente [Gibert and Conti, 2015]
Para esto se utiliza el modelo RGB que representa los colores como un vector de
3 componentes, descomponiendo los colores en cantidades de rojo, verde y amarillo,
cada componente toma valores entre 0 y 255 en donde 0 representa la ausencia del
color y 255 la presencia del color con la ma´xima saturacio´n. Como ya se ha dicho,
en el aTLP los colores puros representan CV nulos, mientras que para los colores
ma´s obscuros el CV = 1. Este ser´ıa el valor de entrada de la columna x de la figura
1.2 y permitir´ıa determinar el vector RBG de una clase Para calcular el grado de
de-saturacio´n de un color de acuerdo al coeficiente de variacio´n se usan las siguieres
ecuaciones:
Para los colores rojo y verde(Primarios): S(x) = 80 + 125(1−x) + 50(1−x)2
Para el amarillo (Color compuesto): S ′(x) = 180 + 180(1−x)−143(1−x)2 +
38(1− x)3
Por lo tanto, para cada celda en el TLP en donde las filas representan las clases
C de la variable catego´rica de clase, y las columnas la variable asociada Xk, el color
de la celda es denotado como hCk y es expresado con el modelo RGB de la siguiente
forma:
hCk(x) = (S(CVXk |C), 0, 0) para las celdas con valores no favorables o rojos.
hCk(x) = (0, S(CVXk |C), 0) para las celdas con valores favorables o verdes.
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hCk(x) = (S
′(CVXk , S(CVXk |C), 0) para las celdas con valores neutrales o
amarillo.
Para determinar el valor de x se usa un identificador de la variacio´n interna de
la clase como se indica en [Gibert and Conti, 2015]. Si Xk es nume´rica x = CV |C
siendo C la clase de la que se quiere calcular el coeficiente de variacio´n. Si Xk
es cualitativa, se corresponde a la propagacio´n de valores distintos a la frecuencia
dominante de la clase. Es decir, para una clase identificada mayoritariamente como
mujeres, se corresponder´ıa a la proporcio´n de hombres que contiene la clase.
1.4.3. Termo´metros
En [Canudes Solans, 2016] introduce el uso del termo´metro como una herra-
mienta de adquisicio´n de conocimiento experto relacionado con la interpretacio´n
de la polaridad sema´ntica de cada variable. En la seccio´n 2.3.2 se presenta el for-
malismo del termo´metro con detalle. En [Canudes Solans, 2016], se propone un
modelo de termo´metros en el que el rango de las variables cuantitativas es divi-
dido en los 3 intervalos descritos de forma que el primer intervalo se corresponde
con los valores ma´s pro´ximos a los mı´nimos de la variable, el segundo interva-
lo para los valores intermedios y el tercer intervalo con los valores ma´s pro´ximos
a los ma´ximos de la variable. El usuario transmite al sistema a trave´s de esta
herramienta visual en que´ sentido han de interpretarse los valores extremos de
las variables nume´ricas. En l´ınea con los trabajos de automatizacio´n del TLP en
[Gibert et al., 2012b][Gibert et al., 2012a], en [Canudes Solans, 2016] se propone
un modelo para transferir la sema´ntica de las variables expresada en un termo´me-
tro al sema´foro con la posibilidad de asignar el color verde o rojo del sema´foro
tanto al primero como al u´ltimo intervalo, de acuerdo al criterio del experto. Al
final, se describe un me´todo para construir automa´ticamente el TLP a partir de
la informacio´n almacenada en el termo´metro, relativo exclusivamente a variables
nume´ricas, y se expone un caso pra´ctico de construccio´n automa´tica del TLP en el
que se concluye que el resultado obtenido es considerado correcto por los expertos
y que Klass reproduce el sema´foro de forma fidedigna.
1.5. Organizacio´n del documento
El documento actual estara´ compuesto por la siguiente estructura:
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Capitulo 1: Introduccio´n. Contexto, motivacio´n, estado del arte y obje-
tivos.
Capitulo 2: Metodolog´ıa y Antecedentes El proceso de KDD, intro-
duccio´n a Java-KLASS, antecedentes y trabajo realizado.
Capitulo 3: Caso de estudio Ejemplo de una aplicacio´n pra´ctica en donde
se clasifican datos de la Organizacio´n Mundial de la Salud (OMS) relativos
a los sistemas de salud mental.
Capitulo 4: Conclusiones y Resultados Finales. Evaluacio´n de resul-
tados, argumentos de conclusio´n y trabajos futuros.
Acro´nimos Una seccio´n que incluye un listado de los acro´nimos utilizados
en la redaccio´n del documento.
Bibliograf´ıa. Se incluye toda la documentacio´n utilizada.
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Cap´ıtulo 2
Metodolog´ıa y Antecedentes
En este cap´ıtulo se describe en primer lugar el marco teo´rico del proceso de
KDD, luego se hace una breve introduccio´n a la herramienta java-Klass y al final
se describe el trabajo realizado en este proyecto.
2.1. El proceso de KDD
En [Leiva and S, 2018], se refieren al descubrimiento de conocimiento a par-
tir de las bases de datos (KDD) como el proceso de “identificar patrones patro-
nes va´lidos, novedosos, potencialmente u´tiles y principalmente entendibles”. En
algunas ocasiones se usa el te´rmino miner´ıa de datos o data mining para refe-
rirse a esta actividad, sin embargo, la miner´ıa de datos es tan solo una etapa
en la cual se aplican algoritmos para descubrir modelos o patrones dentro del
proceso de KDD[Fayyad et al., 1996, Gibert et al., 2012b]. Recientemente a KDD
se ha insertado en un marco ma´s referencial que incorpora el apoyo a la toma
de decisiones como parte del proceso y que se ha dado a llamar Ciencia de Da-
tos [Gibert et al., 2018]. El proceso de KDD comporta una serie de pasos que inclu-
yen: un ana´lisis previo de los datos, limpieza, seleccio´n de las variables apropiadas,
transformacio´n, introduccio´n de conocimientos a priori, optimizaciones necesarias
y una interpretacio´n correcta de los resultados que redunda en la produccio´n de
conocimiento accionable. El proceso completo se puede ver en la figura 2.1.
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Data Target Data Preprocessed 
 Data 
Transformed  
Data Patterns Knowledge
Selection
Pre-
Processing
Trans-
formation
Data
Mining Interpretation
Figura 2.1: Esquema completo del proceso de KDD. Adaptado de [Fayyad et al., 1996]
Todos estos pasos se pueden ejecutar de forma iterativa con el fin de depurar o
mejorar el proceso en s´ı. Cuando se habla de encontrar patrones va´lidos, se refiere a
que el modelo debe funcionar para nuevos datos con cierta certeza[Fayyad et al., 1996].
De igual forma se requiere que los patrones sean novedosos, u´tiles y atendibles para
el usuario final o el propietario[Leiva and S, 2018].
A continuacio´n se dividira´ el proceso de (KDD) en 7 pasos principales y se
explicara´ sus funcionamiento y componentes.
2.1.1. Comprender el dominio y definir las metas de la apli-
cacio´n
El primer paso en todo proceso de (KDD) aprender y entender el dominio de
la aplicacio´n y definir el alcance y las limitaciones del estudio a realizar. Luego,
se debe recopilar toda la informacio´n y bases de conocimiento previas que puedan
ser importantes. Como ya se ha mencionado anteriormente, el conocimiento previo
es fundamental para enriquecer los datos. Aqu´ı se debe reconocer las principales
fuentes de informacio´n y quien las controla, de igual forma, se deben incluir los
metadatos relacionados y dimensionar la cantidad de datos y formatos.
2.1.2. Creacio´n del dataset objetivo
Un dataset es un conjunto de mediciones tomadas de algu´n ambiente o proceso.
En otras palabras, se puede decir que un dataset es una coleccio´n de n objetos
relacionados en donde cada objeto tiene un nu´mero de las mismas p mediciones,
por lo tanto se puede construir una matriz de datos de n*p en donde n representa
el nu´mero de filas de la matriz o de mediciones tomadas en un a´mbito (pacientes
me´dicos, clientes de un banco, d´ıas de mediciones de un feno´meno, etc). Cada fila
puede ser referida como un individuo, un caso, una entidad, un objeto, dependiendo
del caso de estudio. Por otra parte, la p representa el nu´mero de mediciones hechas
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sobre cada objeto o las columnas de la matriz, dependiendo del contexto de estudio
se las suele llamar, variables, atributos o campos[Hand, 2007]. En la tabla 2.1 se
muestra un ejemplo de ba´sico de dataset.
ID Edad Educacio´n Sexo Ocupacio´n Ingresos
145 45 Grado Universidad M Me´dico 45000
23 ?? Instituto M Camarero 10000
718 20 Secundaria F Estudiante ??
52 45 Ma´ster F Ejecutivo 38000
415 45 Grado Universidad M Artista 30000
23 ?? Instituto M Artesano 15000
612 45 Grado Universidad F Programador 35000
931 45 Doctorado F Docente 41500
441 45 ?? M Granero 18000
7 ?? Ma´ster M Ingeniero 41000
Tabla 2.1: Ejemplo de dataset.
Aunque por lo general el conjunto de mediciones sobre un objeto suele ser el
mismo, esto no necesariamente ocurre siempre, por ejemplo a determinados pa-
cientes de un hospital se les puede aplicar un diferente nu´mero y tipo de tests o
diferentes tratamientos. Por otro lado, los datos requeridos para construir un da-
taset no siempre se encuentran en una u´nica fuente, estos pueden estar dispersos
entre bases de datos relacionales, documentos, correos electro´nicos, bases de datos
de transacciones, registros de procesos o fuentes menos t´ıpicas como clips de video,
fotograf´ıas, bases de datos geogra´ficas entre otros. Por lo que en este paso lo ma´s
importante es seleccionar e integrar los datos relevantes para el estudio de todas
fuentes heteroge´neas, y luego homogeneizar los formatos para facilitar su proceso
y ana´lisis[Leiva and S, 2018].
2.1.3. Limpieza y Pre-proceso de los datos
El dataset objetivo creado en el paso anterior, por lo general esta´ incompleto
y/o “sucio”, es decir que contiene datos o valores de atributos faltantes (missings)y
tienen ruido, inconsistencias, errores y datos aislados (outliers). Los datos “sucios”
pueden alterar los modelos descubiertos produciendo resultados inva´lidos o no con-
fiables. El objetivo de este paso es mejorar la calidad de los datos por es importante
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usar el conocimiento previo para elegir estrategias correctas para eliminar o tratar
los valores de atributos faltantes, los outliers y las inconsistencias.
Por lo que se refiere al preprocesamiento, los nuevos contextos de big data
y sistemas complejos que se trata actualmente requieren de la combinacio´n de
un nu´mero importante de operaciones previas al ana´lisis que se deben organizar
correctamente para mantener la consistencia de la base de datos y asegurar el
correcto ana´lisis de los missings. En [Gibert et al., 2016] se aporta una propuesta
metodolo´gica para abordar el preprocesameinto de propo´sito general.
Valores faltantes o missings
Los missings esta´n presentes en casi todos los datasets en las aplicaciones reales,
esto puede pasar por diferentes razones y pueden tener diferente naturaleza. De
igual forma se pueden encontrar missings de manera totalmente aleatoria, es decir
que no siguen ningu´n patro´n en los datos, estos pueden ser producidos por errores
humanos, fallos temporales en sensores, valores faltantes forzados, entre otros; o
pueden existir missings no aleatorios, que son producidos por causas identificables
y se pueden producir ya sea porque los datos han sido eliminados a propo´sito, por
datos que no han sido proporcionados, porque para ciertos valores no es posible
obtener su medicio´n, entre otros[Gibert et al., 2016].
El tratamiento de los missings en la actualidad puede ser automatizado por
muchos software de miner´ıa de datos, sin embargo, es importante conocer que tipo
de tratamiento van a recibir los datos faltantes y evaluar si es el correcto para los
datos y para los objetivos del estudio. En muchos casos, principalmente cuando los
missings no aparecen de forma aleatoria, una mala decisio´n tomada por el software
de forma transparente puede tener graves consecuencias para el ana´lisis.
Una mejor forma de tratar los missings es la imputacio´n que consiste en una
serie de te´cnicas de estimacio´n para convertir los datos faltantes en informacio´n
va´lida, las diferentes te´cnicas dependen de la naturaleza de la variable y esta´n
ampliamente documentadas en [Gibert et al., 2016].
En el caso que nos ocupa, se ha utilizado la te´cnica MIMMI [Gibert, 2014].
Datos aislados o outliers
“Los outliers son instancias con valores muy extremos en una o ma´s variables”
[Gibert et al., 2016, Gibert et al., 2008b], adema´s, los outliers pueden tener cierta
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dimensionalidad, es decir, puede que el valor de una variable en particular no re-
presente un outlier pero al combinar 2 o ma´s variables, la relacio´n entre estas puede
ser inusual, en la figura 2.2 se puede ver un ejemplo en donde se observa mejor lo
explicado.
Dependiendo de la te´cnica de miner´ıa de datos aplicada al estudio, algunas pue-
den ser ma´s o menos robustas a la precencia de outliers, para las menos robustas es
fundamental su identificacio´n y tratar de forma adecuada cada outlier, caso contra-
rio el modelo descubierto puede estar alterado. El tratamiento para los outliers de-
pendera´ de su naturaleza y las te´cnicas esta´n documentadas en [Gibert et al., 2016].
Figura 2.2: Ejemplo de un outlier en la combinacio´n de 2 variables. Fuente:
https://madhureshkumar.files.wordpress.com/2015/06/multivariate-
outlier-example.jpg
2.1.4. Transformacio´n de los datos
En algunos casos una o varias variables no esta´n en el formato mas conveniente
para realizar la miner´ıa de datos, por ejemplo al crear un dataset a partir de ma´s
de una fuente de datos, es posible que ciertos aspectos como unidades de medida o
formas de representar una variable sean diferentes en ciertos grupos de observacio-
nes, en estos casos es crucial homogeneizar las instancias. De igual forma se pueden
hacer transformaciones para mejorar la interpretabilidad de los datos o porque el
me´todo de data mining as´ı lo requiere, sin embargo, en [Gibert et al., 2016] sugie-
ren que en ocasiones estas u´ltimas transformaciones no son recomendadas, en lugar
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de esto es mejor buscar una te´cnica de data mining que se acople mejor a la natu-
raleza de las variables. En [Gibert et al., 2016] se puede encontrar un estudio ma´s
profundo de las transformaciones que se pueden realizar a las variables o instancias
del dataset.
2.1.5. Miner´ıa de datos (Data minig)
Luego de realizar las transformaciones necesarias, el siguiente paso es la miner´ıa
de datos, en esta etapa se estudian con profundidad los datos para descubrir los
patrones o modelos existentes, la herramienta fundamental para el data mining son
los algoritmos. Esta etapa puede ser dividida a la ves en 3 pasos como se explica a
continuacio´n:
1. En primer lugar se debe definir el propo´sito del modelo requerido, es decir,
se debe decidir si sobre los datos se requiere aplicar una clasificacio´n, una
regresio´n o algu´n otro me´todo estad´ıstico, o una clusterizacio´n.
2. El segundo paso consta en elegir el algoritmo apropiado que va a ser usado
para el descubrimiento de patrones[Fayyad et al., 1996], en este paso se debe
responder a las siguientes preguntas[Leiva and S, 2018]:
¿Que´ algoritmo es el ma´s apropiados para buscar patrones a los datos?.
Por ejemplo si se desea hacer una clasificacio´n se puede elegir entre KNN
o random forest.
¿Cua´les son los para´metros y criterios de evaluacio´n?. Por ejemplo el
nu´mero de clases requeridas o la precisio´n del algoritmo.
Al final se debe preguntar si el algoritmo y para´metros elegidos cumplen
con el objetivo general del KDD.
3. El paso final es utilizar el algoritmo para buscar patrones y modelos siguiendo
los para´metros establecidos, este proceso por lo general esta´ automatizado.
En [Gibert et al., 2010c] se presenta un mapa conceptual con las principales
te´cnicas de miner´ıa de datos y varios criterios para apoyar la seleccio´n del me´todo
ma´s adecuado para usar en cierta aplicacio´n.
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2.1.6. Interpretacio´n de los resultados
En esta etapa se interpretan los modelos y patrones hallados en los datos, las
te´cnicas de presentacio´n o visualizacio´n son importantes para obtener resultados
u´tiles. “La calidad de las decisiones tomadas a partir de los procesos de KDD no
solo depende de la calidad de los resultados en s´ı, sino de la calidad del sistema
de comunicar dichos resultados de una manera comprensible para la persona que
toma las decisiones”.[Gibert et al., 2008b] La interpretacio´n de los resultados debe
ser realizada con ayuda de los expertos en el a´rea de estudio y de acuerdo a los
objetivos del ana´lisis. De ser necesario, desde este paso se puede volver a cualquiera
de los pasos anteriores para hacer refinaciones o mejoras al proceso.
La presente tesis se acerca a esta linea de interpretacio´n y recoge algunos de los
trabajos como CPG[Gibert et al., 2005] o TLP[Gibert et al., 2008a]
2.1.7. Uso del conocimiento descubierto
En u´ltimo paso consta de documentar el conocimiento adquirido, reportarlo a
las partes interesadas e incorporar y usar la informacio´n descubierta para la toma
de decisiones.
2.2. Introduccio´n a Java-KLASS
Klass es un software que brinda un compendio de herramientas para ayudar a
los expertos en el proceso de miner´ıa de datos. Klass fue originalmente propuesto y
disen˜ado en la Facultat d’Informa`tica de Barcelona (FIB) por Karina Gibert como
un software orientado a la clasificacio´n automa´tica de dominios poco estructurados
en su trabajo de tesis de licenciatura [Gibert, 1991] y luego en su tesis doctoral
[Gibert, 1995] en la de´cada de los 90. El software fue en primer lugar desarrollado
en LISP y se ejecutaba sobre UNIX, pero luego fue re-escrito en Java puesto que
presentaba ventajas como:
Posibilidad de entregar un ejecutable sin el co´digo fuente. Esto en su versio´n
original presento´ problema ya que al ser LISP un lenguaje interpretado no era
generar un ejecutable y para usar Klass hab´ıa que entregar el co´digo fuente.
Portabilidad y posibilidad de ejecutarse en cualquier sistema operativo.
Eliminacio´n del costo de las licencias de LISP
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Desde su aparicio´n Klass ha ido incorporando nuevas funcionalidades como
parte de trabajos de fin de Ma´ster, proyectos del grupo de investigacio´n, tesis Doc-
torales, o de trabajos en varias asignaturas tanto en los grados de estad´ıstica como
de ingenier´ıa en informa´tica en la Universitat Polite`cnica de Catalunya (UPC) o la
Universitat Illes Balears (UIB). Luego de su re codificacio´n en java paso´ a Llamar-
se Java-KLASS y es utilizado hasta la actualidad para proyectos de investigacio´n,
docencia y estudios en diferentes a´mbitos por lo que es importante con cada actua-
lizacio´n o nuevas herramientas que se agregan mantener un registro de las versiones
y asegurarse de que las funcionalidades anteriores continu´en funcionando.
2.2.1. Funcionalidades de Java-KLASS
En este apartado se presenta un listado de las funcionalidades que ofrece Java-
KLASS hasta su ma´s reciente versio´n.
Representacio´n de matrices de datos, variables cuantitativas, cualitativas y sema´nti-
cas y manejo de metadatos.
Seleccio´n de variables e individuos basada en criterios para generar submatrices
basado en muestreo aleatorio.
Recodificacio´n o discretizacio´n de variables y generacio´n de variables nuevas.
Gestio´n de bases de conocimiento.
Gestio´n y visualizacio´n de ontolog´ıas.
Gestio´n y visualizacio´n de termo´metros.
Estad´ıstica descriptiva extensa univariante, bivariante y trivariante de los datos y
de distribuciones condicionadas (CPGs)
Visualizacio´n 3D.
Ana´lisis dina´mico[Gibert et al., 2010a].
Ca´lculo de distancias con me´tricas de distintas familias como: Euclidiana, absoluta,
Minkovski, mixta de Gibert [Gibert et al., 2005], ralambondrainy, Gower, Gowda-
Diday, Ichino-Yaguchi, mixta de Gibert generalizado, Chi-cuadrada, Hamming ge-
neralizado, super concept-base.
Clusterizacio´n automa´tica con me´todos jera´rquicos cla´sicos, basados en reglas,
en ontolog´ıas, con me´todos basados en densidades como BDSCAN o OPTICS
[Molla´ Santiago, 2014] o me´todos escalables como CURE.
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Interpretacio´n de clases v´ıa TLP, IRBBP [Gibert et al., 2012b, Gibert et al., 2013]
[Gibert and Conti, 2016, Gibert et al., 2008a] y conceptualmente CCEC
Evaluacio´n de bases de conocimiento Base de Conocimiento (BV)
Me´todos de interoperabilidad.
Gestio´n de Sistemas heteroge´neos que incluye informacio´n nume´rica, cualitativa,
sema´ntica, BV, ontolog´ıas
2.2.2. Cronolog´ıa
A continuacio´n se presenta la evolucio´n de Java-KLASS a trave´s del tiempo en
la cual se explican las versiones y que incorpora cada una de ellas.
Feb. 1991KLASS v0. Tesina Karina Gibert. “KLASS. Estudi d’un sistema d’ajuda
al tractament estad´ıstic de grans bases de dades”. Clasificacio´n de matrices de datos
heterogeneas con la distancia mixta de Gibert [Gibert, 1991].
Nov. 1994 KLASS v1. Tesis Karina Gibert. “L’us de la informacio´ simbo`lica
en l’automatitzacio´ del tractament estad´ıstic de dominis poc estructurats”. Es
una ampliacio´n de KLASS v0 que incorpora la clasificacio´n basada en reglas
[Gibert, 1995].
Jul. 1996 KLASS v1.1. PFC Xavier Castillejo. Incorpora a KLASS.v1 una in-
terfaz de ventanas independiente con un sistema que facilita el uso de KLASS
desde SUN y desde PC a usuarios que desconocen Lisp y UNIX. Llamaremos
xcn.KLASS al nu´cleo Lisp de esta nueva versio´n y xcn.i en la interfaz C
[Castillejo, 1996].
Oct. 1997 jj.KLASS. PFC Juan Jose´ Ma´rquez y Juan Carlos Mart´ın. Incorporan a
la versio´n KLASS.v1 nuevas opciones para el tratamiento de datos faltantes, la po-
sibilidad de trabajar con objetos ponderados e implementan un test no parame´trico
de comparacio´n de clasificaciones[Ma´rquez and Martın, 1997].
Sep. 1999 KLASS v1.2. PFC Xavier Tubau (versio´n Beta). Incorpora a la versio´n
xcn.KLASS el mo´dulo de comparacio´n de clasificaciones de jj.KLASS, la me´trica
mixta y Ralambondrainy y prepara la formulacio´n de tres ma´s para su posterior
implementacio´n. Llamaremos xt.KLASS al nu´cleo Lisp de esta nueva versio´n y
xt.i en la interfaz C asociada [Tubau, 1999].
1999-2000 KLASS + v1. PFC Silvia Bayona. Fusio´n definitiva de la versio´n
xt.KLASS con jj.KLASS. Incorpora adema´s un mo´dulo de ana´lisis descriptivo de
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los datos, tambie´n de las clases resultantes, reorientando KLASS hacia un propo´sito
ma´s general y menos especializado. Llamaremos sbh.KLASS al nu´cleo Lisp de esta
nueva versio´n y sbh.i en la interfaz C asociada [Bayona, 2000].
2000-2002 KLASS + v2. PFC Josep Oliveras. An˜ade a sbh.KLASS las me´tricas
mixtas pendientes (Gower, Gowda-Diday y Ichino-Yaguchi). Llamaremos joc.KLASS
a esta nueva versio´n.
2000-2003 jr.KLASS +. Tesis doctoral Jorge Rodas. Integra KLASS + v.2 y
Columbus, que se introduce ma´s adelante[Rodas-Osollo, 2004]
2000-2003 Investigacio´n Anna Salvador y Fernando Va´zquez. Desarrollo de CIA-
DEC, que se introduce ma´s adelante [Gibert and Salvador, 2000] [Va´zquez and Gibert, 2002].
2002-2003 Java-KLASS v0. PFC Ma. del Mar Colillas. Versio´n Java del mo´dulo
de ana´lisis descriptivo e integracio´n con CIADEC y Columbus.
2003-2005 Java-KLASS v0.22. Colaboracio´n con Mar Colillas. Ampliacio´n del
ana´lisis descriptivo e introduccio´n de herramientas de gestio´n de datos (definicio´n
de ordenaciones en los informes, posibilidad de varias matrices de objetos en el
sistema simulta´neamente, cambio de matriz activa).
2005-2006 Java-KLASS v1.0. Colaboracio´n con Mar Colillas. Incluye la lectura
y visualizacio´n de dendograma aislados, as´ı como la generacio´n de particiones a
partir de ellos.
2006-2007 Java-KLASS v2.0. PFC Jose Ignacio Mateos. Ampliacio´n de Java-
KLASS con un mo´dulo de ca´lculo de distancias para diferentes tipos de matrices
de datos, incluyendo las que combinan informacio´n cualitativa y cuantitativa, tra-
tamiento de missing y creacio´n de submatrices.
2006-2007 Java-KLASS v3.0. PFC Roberto Tuda. Incluye un mo´dulo de clasifi-
cacio´n automa´tica por me´todos jera´rquicos, utilizando todas las distancias imple-
mentadas en la v2.0 y una opcio´n para estudiar agregaciones de objetos paso a paso.
Se crea la opcio´n de poder seleccionar el directorio de trabajo predeterminado. Se
le agrega la opcio´n de an˜adir y guardar objetos con peso.
2006-2007 Java-KLASS v4.0. PFC Laia Riera Guerra. Introduccio´n, gestio´n y
evaluacio´n de Bases de Conocimiento. Ampliacio´n de Java-KLASS con un mo´du-
lo de transformacio´n de variables que permite discretitzacions, recodificacio´n y
ca´lculos aritme´ticos con variables nume´ricas. Por u´ltimo, esta versio´n incluye la
definicio´n de submatrices v´ıa filtros lo´gicos sobre los objetos, la edicio´n de metain-
formacio´n de las variables de la matriz, eliminacio´n de variables e importacio´n de
archivos en formato .dat esta´ndar.
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2.007 Java-KLASS v5.0. PFC Andreu Raya. Incluye la clasificacio´n condicio-
nada, la clasificacio´n basada en reglas y funcionalidades de divisio´n de la base
de Datos y de gestio´n de a´rboles de clasificacio´n (o dendograma) asociados a las
diferentes matrices de datos.
2.007 Java-KLASS v6.0 Trabajo de investigacio´n Tutelada Alejandro Garc´ıa.
Clasificacio´n basada en reglas exo´genas. Intenacionalitzacio´n y localizacio´n de a
tres idiomas (Catala´n, Ingle´s y Castellano). Fusio´n de matrices.
2008 Java-KLASS v6.4. Trabajo de Ma´ster Alfonso Bosch Sansa, Patricia Garc´ıa
Gime´nez, Ismael Sayyad Hernando. Boxplot-based discretization, Boxplot-based
Induction rules.
2008 Tesis doctoral Alejandra Perez. Caracterizacio´n por condicionamientos suce-
sivos, metodolog´ıa que induce automa´ticamente a conceptos asociados a las clases
descubiertas.
2008 Tesis doctoral Gustavo Rodr´ıguez. Clasificacio´n basada en reglas para estados
que permite ana´lisis de sistemas dina´micos.
2008: Java-KLASS v7.0.: TRT Alejandro Garc´ıa Rudolph. Fusio´n de matrices y
gestio´n de variables activas.
2009: Java-KLASS v8.: Tesis de ma´ster de Ester Lozano. Criterios Best Local
Concept and no close world Assumption del CCECS. PT Alejandro Garc´ıa Ru-
dolph. Clasificacio´n basada en reglas para estados.
2010: Java-KLASS V8.1.: Pra´ctica SISPD. Narcis Maragall. Boxplot Based In-
duction Rules
2012: Java-KLASS v8.6.: Pra´ctica SISPD. Pau. metodolog´ıa CCECS.
2012: Java-KLASS v9.: Pra´ctica SISPD. Marco Villegas. Criterios CCECS.
2013 Java-KLASS v10.: Pra´ctica SISPD. Emili Boronat. Traffic Light Panel.
2014: Java-KLASS v11.: Proyecto final de Carrera Ingenier´ıa Informa´tica FIB.
Sheila Molla`. DBSCAN, OPTICS, 3D Visualization.
2014: Java-KLASS v12.: Practica SISPD. Jonathan Moreno. Optimizacio´n de
expresiones lo´gicas.
2015 Java-KLASSv15.: Practicas IKPDI + SISPD Sergio Santamaria y Daniel
Gibert y otros pra´cticas Gestio´n de ONTOLOGI´AS, distancias sema´nticas. Clasi-
ficacio´n basada en ontolog´ıas.
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2016 Java-KLASSv16.: TFG Valerio Di Matteo (U. La Sapienza, Roma, Ita-
lia). Muestreo y Escalabilidad: Generacio´n de variables aleatorias, extraccio´n de
muestras aleatorias sobre la matriz de datos, k-Nearest Neighbour, CURE.
Jun 2016 Java-KLASSv17.: TM David Canudes + practicas IKPD des2015: Ges-
tio´n termo´metros + automatizacio´n de TLPs.
Nov 2016 Java-KLASSv18.: pra´cticas IKPD: Implementacio´n de TLPs anota-
dos. Primeras infraestructuras para gestionar variables multivaluadas (desarrollo y
concatenaciones)
Mar 2018 Java-KLASSv18.2.: TM Luis Daniel Pe´rez Tamayo: Gestio´n de varia-
bles multivaluadas y consolidacio´n trabajo anterior.
May 2018 Java-KLASSv18.3.: TM Carlos Luis Jordan y TM Johnny Avila:
termo´metros cualitativos y conexio´n con sema´foros, y reorganizacio´n de todos los
me´todos de induccio´n de conceptos.
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Figura 2.3: Cronolog´ıa de Klass. Parte 1
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Figura 2.4: Cronolog´ıa de Klass. Parte 2
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2.3. Trabajo Realizado
2.3.1. Introduccio´n
En esta seccio´n se presenta una explicacio´n exhaustiva del trabajo realizado para
extender los termo´metros a variables cualitativas y el proceso para generar el TLP a
partir de estas variables. En primer lugar se explica en forma de resumen la concep-
tualizacio´n de las clases, la interpretacio´n mediante sema´foros y el funcionamiento
de los termo´metros con variables nume´ricas presentado en [Canudes Solans, 2016]
y luego se detallan las modificaciones realizadas tanto en la interfaz gra´fica, como
en las funciones o clases de nu´cleo. Al final se presentan los sema´foros generados a
partir de los termo´metros extendidos.
2.3.2. Antecedentes
Este trabajo descanza principalmente sobre dos herramientas previas, el TLP
[Gibert et al., 2008a] y el termo´metro [Canudes Solans, 2016]
Concepcio´n original del TLP
En la seccio´n 1.4.1 se han introducido el CPG como una herramienta de Java-
KLASS que ayuda a la conceptualizacio´n de las clases resultantes de una cluste-
rizacio´n en donde se muestra de forma compacta las distribuciones condicionadas
para cada clase y variable. El objetivo del CPG es extraer informacio´n u´til para
interpretar las clases identificando que´ variables representan particularidades para
cada clase con respecto a las otras[Gibert et al., 2008a]. Sin embargo, la represen-
tacio´n basada en histogramas o mu´ltiples boxplots, en aplicaciones reales, puede
ser dif´ıcil de analizar para expertos sin conocimientos te´cnicos como me´dicos, so-
cio´logos entre otros; para esto, se han disen˜ados los sema´foros como una forma ma´s
simbo´lica e intuitiva de representar la informacio´n relevante para cada variable y
facilitar la interpretacio´n de las clases descubiertas.
El TLP es construido a partir del CPG identificando tres niveles cualitativos
a las variables y asignando un color cada para nivel (verde, amarillo y rojo) de
acuerdo a la sema´ntica de la variable. El TLP muestra el nivel cualitativo domi-
nante para cada variable dentro de cada clase, el nivel cualitativo dominante se
puede encontrar de dos formas: identificando el nivel cualitativo de la media o la
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mediana en la clase, o, identificando el nivel cualitativo de la moda en la clase. De
esta forma se abstrae la representacio´n basada en histogramas o mu´ltiples boxplots
y se presenta la informacio´n de forma simbo´lica que sea de mayor entendimiento
para los expertos no te´cnicos.
Adema´s de esto, en [Canudes Solans, 2016] se introduce un nuevo color (violeta)
para representar variables con missings o que no se puedan representar con los 3
colores antes descritos.
Termo´metros para variables nume´ricas
Los termo´metros se han disen˜ado como una herramienta para representar los
valores de una variable cuantitativa en un rango de tres zonas de colores de acuerdo
al conocimiento previo de los expertos sobre el a´rea de estudio. Se han elegido tres
zonas de colores (verde, amarillo y rojo) para mantener relacio´n con los colores
del sema´foro. Las zonas de colores elegidos sirven para representar la sema´ntica de
la variable, el verde representa valores ma´s positivos o benevolentes a la hora de
hacer una interpretacio´n, el amarillo valores neutrales y el rojo los valores menos
positivos o benevolentes. En la figura 2.5 se muestra el disen˜o propuesto para el
termo´metro.
Figura 2.5: Disen˜o del termo´metro. Fuente: [Canudes Solans, 2016]
El Disen˜o de los termo´metros se puede re-ordenar de forma que el verde este´
mas cercano a los valores mı´nimos de la variable y el rojo a los valores ma´ximos,
de esta forma se puede representar el hecho de que un valor cercano al mı´nimo
en un dato pueda ser bueno o malo a la hora de hacer una interpretacio´n. Como
un ejemplo de esto, en [Gibert and Conti, 2015] se hace un estudio de una planta
de tratamiento de aguas residuales en el que se presenta una tabla de polaridad
sema´ntica en donde para ciertas variables como la concentracio´n de amoniaco en
el afluente de la planta piloto, un valor cercano al mı´nimo es considerado como
benevolente, mientras que para otras variables como la temperatura de las aguas
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residuales, un valor cercano al ma´ximo es considerado como benevolente.
El objetivo de los termo´metros es que a partir de la informacio´n de las zonas
de color introducida para cada variable se pueda generar automa´ticamente el TLP
por lo que es importante la intervencio´n del experto para definir en el sema´foro
los puntos de corte en el rango de la variable en donde su sema´ntica cambie para
valores buenos, neutrales o malos de acuerdo a lo expuesto anteriormente.
Disen˜o visual de los termo´metros
En la figura 2.6 se puede observar un panel con varios termo´metros nume´ricos. Su
disen˜o ha sido pensado para cumplir con las caracter´ısticas expuestas en apartados
anteriores. Se puede ver que cada termo´metro tiene una barra que representa los
valores de cada variable y en la que se pueden establecer los l´ımites o cortes de
cada zona de color, dichos l´ımites se pueden ingresar tambie´n de forma manual
en los cuadros de texto a la derecha del termo´metro. Siendo un coloreado directo
cuando cuando el rojo esta´ los valores mı´nimos de la variable. De igual forma se
puede invertir los colores del termo´metro para que los valores cercanos al mı´nimo
se puedan representar con el verde y los cercanos al ma´ximo con el rojo, en lo que
en KLASS se denomina coloreado inverso.
Figura 2.6: Termo´metro en Java-KLASS.
Estructura original de los termo´metros
Para trabajar con el disen˜o propuesto, se ha pensado en una estructura en forma
de matriz de datos en donde cada fila representa un termo´metro para cada variable
y las columnas representan las caracter´ısticas del termo´metro. En la tabla 2.2 se
muestra la estructura de los termo´metros para variables nume´ricas.
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Termo´metro
Nu´m Termo´metro
Propiedades del Termo´metro
Nom.Var mı´nim limit1 limit2 ma´xim ordenacio´n
1 varA 0 10 30 50 R-Y-G
2 varB 0 1000 2000 4000 R-Y-G
... ... ... ... ... ... ...
Ti varI 0 25 75 120 R-Y-G
... ... ... ... ... ... ...
Tn VarN 0 0.05 0.25 0.5 G-Y-R
Tabla 2.2: Estructura de los termo´metros nume´ricos. Fuente:[Canudes Solans, 2016]
Como se puede observar, se almacena para cada termo´metro, los valores mı´nimo
y ma´ximo de las variables y los 2 cortes para cada zona de color, tambie´n se alma-
cena el ordenamiento de los colores. La estructura en forma de matriz de datos es
conveniente puesto que se pueden exportar las caracter´ısticas de los termo´metros
a un archivo CSV para que puedan ser recuperados luego por si se necesita volver
a trabajar con ellos.
Generacio´n del TLP a partir de los termo´metros
Para la generacio´n de los sema´foros a partir de los termo´metros en primer lugar
se debe asociar una variable catego´rica que generalmente aunque no necesariamente
es el resultado de una clasificacio´n o una clusterizacio´n, con las variables nume´ricas
que se pudrieron o no haber usado para el proceso de descubrimiento de las clases.
Discretizacio´n
A partir del conocimiento previamente ingresado por los expertos en los termo´me-
tros, el siguiente paso consiste en discretizar las variables nume´ricas segu´n las zonas
de color ya definidas. para ello se crea una nueva variable cualitativa Zk que asigna
para cada observacio´n o instancia el co´digo del color que le corresponda, segu´n el
termo´metro, de acuerdo al siguiente me´todo. Que en KLASS se denomina discre-
tizacio´n basada en termo´metros y esta´ definido para variables nume´ricas.
Sea X la variable y {x1, x2, x3, ..., xn} el conjunto de valores que pueda tomar di-
cha variable en una observacio´n espec´ıfica. Para todo xi ∈ X, se aplica el algoritmo
1:
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Algoritmo 1 Algoritmo de discretizacio´n de variables usando termo´metros
Entrada: xi, limit1, limit2, coloreado: variable observada y propiedades del
termo´metro
Salida: cod: co´digo de color correspondiente (r,y,g,v)
1: si (xi 6= NaN) Y (xi ∈ X) entonces
2: si (xi ≤ limit1) entonces
3: si coloreado=directo entonces
4: cod ⇐ “r”
5: si no
6: cod ⇐ “g”
7: fin si
8: si no, si (xi > limit1) Y (xi ≤ limit2) entonces
9: cod ⇐ “y”
10: si no, si (xi > limit2) entonces
11: si coloreado=directo entonces
12: cod ⇐ “g”
13: si no
14: cod ⇐ “r”
15: fin si
16: fin si
17: si no
18: cod ⇐ “v”
19: fin si
Dado el termo´metro mostrado en la figura 2.7 para una variable dada, el resul-
tado de aplicar el algoritmo de discretizacio´n se puede ver en la tabla 2.3
Figura 2.7: Termo´metro en Java-KLASS.
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xk Zk
2.13 g
3.95 r
NaN v
2.51 g
2.80 y
2.02 g
4.15 g
3.0 y
2.10 g
Tabla 2.3: Resultado de plicar la discretizacio´n sobre el termo´metro de la figura 2.7
Generacio´n de Tablas cruzadas
En el siguiente paso consiste en crear una tabla cruzada en donde las filas repre-
sentan las modalidades de la variable catego´rica, que por lo general son las clases
descubiertas, y en las columnas los valores de una nueva variable generada que
son los co´digos de colores que se han obtenido en la discretizacio´n de la variable
nume´rica asociada. El nu´mero que se coloca en cada celda es el nu´mero de obje-
tos de la clase que representan el color de la columna. En la tabla se observa el
resultado de crear la tabla 2.4 cruzada para una variable dada.
Variable de Clase Variable Zk
Modalidad R Y G V Total
C1 90 45 23 0 158
C2 18 72 36 5 131
C3 26 4 61 0 91
C4 81 19 8 4 112
... ... ... ... ... ...
Ci 12 7 32 45 96
... ... ... ... ... ...
Cn 7 51 29 0 87
Tabla 2.4: Ejemplo de tabla cruzada
Asignacio´n de colores
Luego de construir la tabla cruzada, se busca el ma´ximo nu´mero que aparece en
cada fila para asociar al color correspondiente. Esto corresponde a identificar el
Johnny A´vila Montalvo 28
CAPI´TULO 2. METODOLOGI´A Y ANTECEDENTES
color dominante en la clase , que determinara´ el color de la celda en el sema´foro.
En caso de empate, el algoritmo original asigna el color de forma aleatoria. En la
figura se muestra la asignacio´n de colores a partir de la tabla cruzada Mk = P×Zk.
La tabla S(P ) contiene 2 columnas: 1) las modalidades de P (clases) y la segunda
el color asignada para una clase C ∈ P , h(C) = argmax(Fc), donde Fc es la fila c
de Mk
Figura 2.8: Asociacio´n de colores.
El resultado de la tabla mostrada en la figura 2.8 representara´ directamente
una columna del TLP, luego se vera´ que la asignacio´n aleatoria de colores en casos
de empate genera ciertas disfunciones que se han corregido en esta tesis con una
modificacio´n de este criterio.
Generacio´n del TLP
Como el resultado de aplicar el proceso anterior se tiene la asignacio´n del color
para una variable nume´rica asociada a cada modalidad de la variable catego´rica,
para generar el TLP final, so´lo basta con repetir el proceso desde la discretizacio´n
a la asignacio´n de colores para cada variable nume´rica que se requiera representar.
En la siguiente tabla se puede ver un ejemplo de un TLP completo.
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Variable de Clase Variable nume´rica asociada
Modalidad x1 x2 x3 x4 x5 x5 ... xn
C1 ...
C2 ...
C3 ...
C4 ...
... ... ... ... ... ... ... ... ...
Ci ...
... ... ... ... ... ... ... ... ...
Cn ...
Tabla 2.5: Ejemplo de TLP
2.3.3. Desarrollo del termo´metro para variables cualitati-
vas
La experiencia de utilizar el TLP basado en termo´metros en algunos casos
muestra una limitacio´n importante cuando se necesita expresar el significado de
una clase en base a variables nume´ricas y cualitativas simulta´neamente. Hasta el
momento, la determinacio´n del color de las casillas del TLP en variables cualita-
tivas se ha venido realizando manualmente a partir del ana´lisis del CPG y tablas
asociadas. Esta tesis propone extender el termo´metro a variables cualitativas como
ya se ha dicho.
Estructura propuesta para el termo´metro de variables cualitativas
Los termo´metros para variables cualitativas no pueden tener el mismo trata-
miento que para las cuantitativas, primero porque no tienen un rango continuo de
valores sobre los que se pueda establecer l´ımites para las zonas de colores y segundo
porque en muchos casos no se puede establecer un orden lo´gico sobre las modalida-
des de la variable. Por lo tanto, se trata de idear una forma para dar sema´ntica a
las modalidades de cada variable cualitativa, para que luego pueda ser transmitida
a los TLP. En la figura 2.9 se muestra el disen˜o propuesto para el termo´metro de
variables cualitativas
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Figura 2.9: Disen˜o del termo´metro para variables cualitativas.
Al no existir zonas de corte, se ha disen˜ado los termo´metros para las variables
cualitativas de tal forma que todas las modalidades puedan tomar cualquiera de los
3 colores, de esta forma se garantiza que el experto pueda asignar una sema´ntica a
cada modalidad por separado pudiendo aparecer en un mismo termo´metro ma´s de
una vez cada color, as´ı se cumple con la caracter´ıstica que tienen muchas variables
cualitativas que no presentan un ordenamiento lo´gico. Para las variables cualitativas
ordinales se puede representar las modalidades con la ordenacio´n correcta. Para
estos casos, los colores se conectan por grupos de modalidades.
Propuesta de visualizacio´n
En la figura 2.10 se observa en Java-KLASS un panel el termo´metro para varia-
bles cualitativas. Se han creado siguiendo el disen˜o antes propuesto, en l´ınea con el
disen˜o para las variables nume´ricas. El taman˜o de las celdas para cada modalidad
var´ıa dependiendo del nu´mero de modalidades que tenga la variable catego´rica. De
igual forma se han creado los termo´metros para que, de acuerdo a la ordenacio´n
definida por el usuario en la aplicacio´n, en un mismo panel coexistan los dos tipos
de variables, figura 2.11.
Figura 2.10: Termo´metro con variables cualitativas en Java-KLASS
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Figura 2.11: Termo´metro con variables combinadas en Java-KLASS
Formalizacio´n del modelo de termo´metros para variables cualitativas
De igual forma que para las nume´ricas, la estructura de los termo´metros para
variables cualitativas ha sido pensado en forma de matriz de datos pero con la
diferencia de que al no tener un nu´mero fijo de puntos de corte, cada fila de la
matriz tiene una longitud diferente dependiendo del nu´mero de modalidades de la
variable. En la tabla 2.6 se muestra la estructura planteada para los termo´metros
para variables cualitativas.
Termo´metro
N. Ter.
Propiedades del Termo´metro
Nom. Var. Ind. N.Mods Modalidades
1 VarQ1 ”Q” 3 M1;CodM1 M2;CodM2 M3;CodM3
2 VarQ2 ”Q” 8 M1;CodM1 M2;CodM2 ... M8;CodM8
3 VarQ3 ”Q” 4 M1;CodM1 M2;CodM2 ...
... ... ... ... ... ... ... ...
N VarQn ”Q” 5 M1;CodM1 M2;CodM2 ... M5;CodM5
Tabla 2.6: Estructura de los termo´metros para variables cualitativas
En la primera columna se almacena el nu´mero de termo´metro.
La segunda columna almacena el nombre de la variable catego´rica
La tercera columna contiene la letra “Q” que indica que es una variable
catego´rica
La cuarta columna almacena el nu´mero de modalidades de la variable cuali-
tativa
Desde la quinta columna en adelante se almacena cada modalidad con su
co´digo de color correspondiente
El indicador agregado en la columna 3 se ha planteado para que puedan alma-
cenarse tanto variables catego´ricas como nume´ricas en el mismo archivo CSV. En
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la figura 2.12 se puede observar un archivo CSV que contiene termo´metros para los
dos tipos de variable.
Figura 2.12: Archivo CSV con termo´metros para variables cuantitativas y cualitativas
Objeto en java de los termo´metros
Partiendo de los modelos de termo´metros antes propuestos, se han disen˜ado los
objetos en java y se realizado una modificacio´n al modelo de clases original descrita
en [Canudes Solans, 2016] que se presenta en la figura 2.13.
Figura 2.13: Disen˜o original del diagrama de clases de los termo´metros
Con base en este modelo, se ha generalizado la clase “Thermometer” y se han
creado las clases “ThermometerN” y “ThermometerQ” que heredan de ella para
introducir los termo´metros para variables cualitativas al disen˜o original, con esta
generalizacio´n se asegura que la funcionalidad original siga intacta y que no se
tengan que hacer mayores cambios en el modelo, para esto, el sistema verifica con
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que tipo de termo´metro esta´ trabajando y actua´ acorde a la funcionalidad de cada
uno. En la figura 2.14 se muestra el diagrama de clases modificado.
Figura 2.14: Disen˜o original del diagrama de clases de los termo´metros
La clase “ListOfThermometers” contiene una lista con un termo´metros para
cada variable, con la generalizacio´n se logra que la lista pueda contener termo´me-
tros para variables cualitativas y cuantitativas. Adema´s, la clase antes mencionada
esta´ relacionada con el gestor de la matriz y e´sta con el gestor de Klass, haciendo
que los termo´metros sean accesibles desde cualquier parte de la aplicacio´n.
La clases “FileCSV” sirve para exportar los termo´metros a un archivo CSV,
mientras que la clase y “BuilderCSVThermometer” sirve para importar termo´me-
tros desde un archivo CSV, de igual forma se han modificado las funciones de estas
clases para que sea posible exportar e importar los dos tipos de termo´metro.
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2.3.4. Generacio´n del TLP a partir de los termo´metros pa-
ra variables cualitativas
El proceso de generacio´n automa´tica del TLP a partir de los termo´metros para
variables cuantitativas que se ha descrito en 2.3.2 debe ser modificado puesto que la
asignacio´n de colores para las casillas del TLP se realiza en base a la discretizacio´n
de la variable de acuerdo al su rango de valores y a las zonas de colores definidas
en los termo´metros. Al no poder realizar la discretizacio´n en variables cualitativas,
se debe buscar una nueva forma de asignar un color a las casillas, para esto se ha
utilizado el proceso de recodificacio´n.
Recodificacio´n
Al igual que en el proceso anterior, el primer paso es obtener un co´digo de color
para la variable, pero en lugar de usar la discretizacio´n en donde se obtiene el co´digo
deseado de acuerdo al valor nume´rico de la observacio´n y las zonas de color, para las
variables catego´ricas se usa la recodificacio´n, el objetivo de este proceso es obtener
un co´digo de color de acuerdo al color asignado manualmente a la modalidad de
la variable cualitativa, esta operacio´n se parece a un mapeo directo y se explica a
continuacio´n.
Sea Xk una variable catego´rica y Dk el conjunto de posibles valores k que puede
tomar xk, para todo mm ∈ Dk se aplica el algoritmo 2.
Algoritmo 2 Algoritmo de recodificacio´n de variables usando termo´metros
Entrada: Xk, {Mod1; codMod1,Mod2; codMod2, ...,Modn; codModn}: variable a
tratar y modalidades con el co´digo de color ingresadas en el termo´metro.
Salida: cod: co´digo de color correspondiente (r,y,g,v)
1: encontrado ⇐ FALSE
2: para todo (Mod; codMod ∈ {Mod1; codMod1,Mod2; codMod2, ...,Modn; codModn})
hacer
3: si (Mod=qi) entonces
4: cod ⇐codMod
5: encontrado ⇐ TRUE
6: fin si
7: fin para
8: si encontrado 6= TRUE entonces
9: cod ⇐ “v”
10: fin si
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En el caso de las variables cualitativas se establece una relacio´n modalidad -
color de forma que la variable Zk, que toma los valores en Dz = {r, g, y, v}, es
una agregacio´n de los valores de Xk y por la tanto la tabla Mk = P × Zk es una
agregacio´n se las columnas de la tabla P ×Zk. Despue´s de la recodificacio´n se crean
las tablas cruzadas siguiendo el mismo proceso explicado en la seccio´n 2.3.2.
Asignacio´n de Colores
El proceso de asignacio´n de colores despue´s de la recodificacio´n es similar al
explicado en la seccio´n 2.3.2, sin embargo, se hacen una leve modificacio´n para
distinguir entre cualitativas binarias y no binarias.
Variables Cualitativas binarias: El te´rmino binarias se usa para hacer re-
ferencia a las variables cualitativas que tienen u´nicamente dos modalidades,
por ejemplo, una variable de este tipo puede expresar la presencia o la au-
sencia de cierta prote´ına en la sangre en un test me´dico. El problema aqu´ı es
que al poder asignar solo un color por cada modalidad, no es posible generar
directamente un sema´foro para esta variable con los tres colores que han des-
crito. Esto puede representar un problema en casos pra´cticos, como se vera´
mas adelante, cuando al construir un TLP manualmente puede ser que el
experto asigne 3 colores para una variable binaria. En este tipo de variables
se presupone que por lo general la una modalidad de la variable puede ser
expresada por el experto como bene´vola y se le asigna el color verde, mierras
que la otra modalidad como male´vola y se le asigna el color rojo, por lo que
no existe el color amarillo o neutral.
Para que sea posible generar automa´ticamente un sema´foro con tres colores
a partir de un termo´metro para una variable binaria se ha introducido una
nuevo te´rmino llamado gamma (γ) y para la asignacio´n del color se usa el
proceso indicado a continuacio´n:
Dada una fila de la tabla cruzada descrita en 2.3.2, en donde numR representa
el nu´mero de rojos, numG el nu´mero de verdes, numV el nu´mero de violetas o
missings, y total la suma de verdes, rojos y violetas, como se ha dicho antes,
el nu´mero de amarillos deber´ıa ser igual a cero (0). El color para el sema´foro
es asignado de acuerdo al algoritmo 3.
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Algoritmo 3 Algoritmo asignacio´n de color para variables cualitativas binarias
Entrada: numR, numV , total, γ: fila de la tabla cruzada y gama.
Salida: color: color correspondiente (r,y,g,v)
1: si (numV < numR) Y (numV < numG) entonces
2: si (numR > numG) entonces
3: si (numR/total ≥ γ) entonces
4: color ⇐ “r”
5: si no
6: color ⇐ “y”
7: fin si
8: si no, si (numR > numG) entonces
9: si (numG/total ≥ γ) entonces
10: color ⇐ “g”
11: si no
12: color ⇐ “y”
13: fin si
14: si no
15: color ⇐ “y”
16: fin si
17: si no
18: color ⇐ “v”
19: fin si
Un ejemplo de la aplicacio´n del proceso para asignacio´n del color explica-
do anteriormente se muestra en la tabla 2.7, para realizar el ejemplo se ha
asignado un valor de γ = 0,6
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Tabla cruzada para la variable binaria
Variable de clase P
r y g v total Color
C1 15 0 12 0 27
C2 7 0 6 1 11
C3 4 0 16 0 20
C4 18 0 16 0 34
C5 19 0 3 4 26
C6 4 0 3 10 17
C7 2 0 18 0 20
Tabla 2.7: Aplicacio´n del algoritmo de asignacio´n de color con un valor de γ = 0,6
Variables cualitativas no binarias: la asignacio´n de colores para las
variables cualitativas con ma´s de dos modalidades se hace igual que en el
caso de las variables nume´ricas.
Gestio´n de empates
Otra modificacio´n que se ha realizado al algoritmo de generacio´n del TLP a
partir de termo´metros original es que en caso de existir empate entre algu´n color
con el amarillo o entre los tres colores en la tabla cruzada explicada en la seccio´n
2.3.2, no se asignara´ un color de forma aleatoria sino se opta por un modelo ma´s
conservador y se da preferencia al color amarillo La opcio´n anterior introduc´ıa un
cierto indeterminismo en el TLP que para aplicaciones reales no era bien recibido.
Al eliminar la aleatoriedad, se asegura que la generacio´n del TLP siempre repro-
ducible el nu´mero de veces que se requiera.
Formalizacio´n:
Sea un TLP en donde las filas C ∈ P representan una clase de la variable ca-
tego´rica P y Xk la variable asociada. Sea Zk el resultado de discretizar o recodificar
la variable Xk de acuerdo a su termo´metro, y sea Fc ∈ Mk una fila de la matriz
cruzada Mk = P ×Zk, Fc = {ncr, ncg, ncy, ncv} donde ncr, ncg, ncy, ncv son las veces
que aparece el color rojo, verde amarillo o violeta respectivamente en la clase C
representando a esta fila de la matiz. El color de la celda es denotado como Sc y es
expresado de la siguiente forma:
Dado una clase C ∈ P, Sc se modifica respecto a su definicio´n original si Fc
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presenta empate.
Si (card[argmax(Fc)] > 1) ∧ (argmax(Fc) = 3) entonces SC = y
En donde “3” es el sub´ındice de la columna del amarillo.
Flexibilizacio´n de la Generacio´n del TLP basada en termo´metros
La generacio´n automa´tica del TLP propuesta en [Canudes Solans, 2016] se ha
disen˜ado para que funcione si y solo si existe previamente un termo´metro para
todas las variables nume´ricas asociadas a la variable catego´rica o de clase que se
quieran representar con los sema´foros. En este trabajo se propone un cambio a
este proceso y se flexibiliza la generacio´n de los sema´foros para que se aproveche el
conocimiento previo que puede existir para las variables nume´ricas y cualitativas
y se pueda generar el TLP con los termo´metros existentes y con variables que no
tenga un termo´metro asociado. Para estas u´ltimas se crea una fila completa de
celdas amarillas para que el experto pueda editarla luego segu´n su criterio en el
post proceso de los resultados.
2.3.5. Fomalizacio´n del proceso generalizado
El proceso final de creacio´n del TLP se explica a continuacio´n:
Sean {X1, X2, X3, ..., XK} las variables cualitativas o cuantitativas que se quie-
ren representar en un TLP, T = {t1, t2, t3, ..., tK} el panel de termo´metro disponi-
ble, en donde tk, k ∈ {1 : K} es el termo´metro para la variable Xk, y sea P una
variable catego´rica que actu´a como variable de clase para la construccio´n del TLP.
La generacio´n del cuadro sema´foro se compone del vector S = {s1, s2, s3, ..., sK} en
donde Sk es el sema´foro basado en tk. La construccio´n es la siguiente:
1. Fase de Discretizacio´n/Recodificacio´n
Si Xk es nu´merica y tk = r1, r2, o ∈ T entonces crear Zk = dis(Xk, tk)
Si Xk es catego´rica y tk = {(m1; q1), (m2, q2), ..., (mnk, qnk)} ∈ T enton-
ces crear Zk = rec(Xk, tk)
Si tk /∈ T entonces crear Zk = {y, y, y, ..., y}
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En donde nk = card(Dk), Zk es una nueva variable resultante de la recodifica-
cio´n o discretizacio´n de Xk segu´n su tipo original, y dis(Xk, tk) y rec(Xk, tk)
son las operaciones de discretizacio´n, recodificacio´n. Si el panel de termo´me-
tro no contiene un termo´metro para la variable Xk, se aplica amarillo a todas
las clases y el usuario lo editara´ manualmente. Estos procesos se describen a
continuacio´n.
Discretizacio´n:
Dado {x1, x2, x3, ..., xN} el conjunto de valores que puede tomar la va-
riable nume´rica Xk para un conjunto de N individuos, y tk = {r1, r2, o}
el termo´metro para la variable Xk en donde r1 y r2 son los puntos
de corte del termo´metro y o es la polaridad sema´ntica de la variable
(o ∈ {directa, inversa}). Para todo xn, n ∈ [1 : N ], se define zn como la
observacio´n discretizada que obtiene de la siguiente manera:
• Si xn ∈ Xk
◦ Si xn ≤ r1
 Si o = directa entonces zn =“r”
 Si o = inversa entonces zn =“g”
◦ Si (xn > r1) ∧ (xn ≤ r2)→ zn =“y”
◦ Si xn > r2
 Si o = directa entonces zn =“g”
 Si o = inversa entonces zn =“r”
• Si xn es missing entonces zn =“v”
Recodificacio´n:
Dado {x1, x2, x3, ..., xN} el conjunto de modalidades que puede tomar la
variable catego´rica Xk y tk = {(mm; qm),∀m ∈ Dk}: q ∈ Dz en donde
(mm, qm) es el par modalidad-color que se almacena en el termo´metro
para variables cualitativas. Para todo xn, n ∈ [1 : N ], se define zn a la
observacio´n recodificada que obtiene de la siguiente manera:
Siendo tk = {mm, qm}m=1:nk
• Si (xn = mm) entonces Zk = qm
• Si xn es missing entonces Zk = “v”
Asignacio´n de amarillo:
Dado {x1, x2, x3, ..., xN} el conjunto de valores que puede tomar la va-
riable nume´rica o catego´rica. Para todo xn, n ∈ [1 : N ], se define zn a la
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observacio´n asignada a amarillo que obtiene de la siguiente manera:
zn = “y”
2. Fase de creacio´n de la matriz cruzada
Mk = P × Z =

n11 n12 n13 n14
n21 n22 n23 n24
n31 n32 n33 n34
...
nc1 . . . ncq . . .

En donde ncq, c ∈ P representa el nu´mero de veces que aparece el co´digo de
color q ∈ Dz = {r, g, y, v} para la clase C. Y nC =
∑4
q=1 ncq, N =
∑
∀c∈P nc.
3. Fase de asignacio´n de color Sea Fc ∈ Mk una fila de la matriz anterior, El
color de la celda es denotado como SC y es expresado de la siguiente forma:
Variables cualitativas binarias
• Si argmax(Fc) = 4 entonces SC = v
• Si (argmax(Fc) = 3) entonces SC = y
• Si argmax(Fc) = 1
◦ Si nc1/nC ≥ γ entonces SC = r
◦ Si nc1/nC < γ entonces SC = y
• Si argmax(Fc) = 2
◦ Si nc2/nC ≥ γ entonces SC = g
◦ Si nc2/nC < γ entonces SC = y
En donde r,g,y,v son los colores rojo, verde, amarillo y violeta respecti-
vamente.
Resto de variables
• Si card[argmax(Fc)] = 1 entonces SC = qargmax(Fc)
• Si card[argmax(Fc)] > 1 ∧ (argmax(Fc) = 3) entonces SC = y
En donde qargmax(Fc) es el color asignado de acuerdo a la posicio´n que
ocupa q en Dz = {r, g, y, v}
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Cap´ıtulo 3
Caso de Estudio
3.1. Introduccio´n
En este cap´ıtulo se usan los sema´foros de variables catego´ricas y nume´ricas para
la generacio´n automa´tica del TLP y la interpretacio´n de las clases resultantes al
aplicar un proceso de Profiling a los sistemas de salud mental de pa´ıses en v´ıas de
desarrollo. Para esto, se utilizan los datos brindados por la OMS que es la entidad
directora y coordinadora de la salud de dentro del Sistema de las Naciones Unidas.
Al decir sistemas de salud mental se hace referencia a las“Estructuras y todas
las actividades cuyo proposito primario es promover, mantener o restaurar la salud
mental. Los sistemas de salud mental incluyen a todas las organizaciones y recursos
que se enfocan en mejorar la salud mental”. Los datos utilizados provienen de un
estudio realizado en pa´ıses de bajos o medios ingresos, o en ingle´s Low and middle
income countries (LAMIC), con el objetivo de probar si una mayor depresio´n en
madres jo´venes en estos pa´ıses es una causa importante de la mortalidad de los
neonatos.
En primer lugar se describe los datos utilizados, luego se modelan los sema´foros,
se realiza la generacio´n automa´tica del TLP y se presentan los resultados obtenidos
con la generalizacio´n de termo´metros realizada en e´ste proyecto.
3.2. Descripcio´n de los datos de la OMS
La base de datos denominada “WHO-AIMS v2.2” compila un conjunto de 42
pa´ıses clasificados como LAMIC seleccionados entre febrero de 2005 y febrero de
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2008 esta´ compuesta por 22 facetas, 155 ı´tems y 256 variables y tiene en cuenta los
siguientes dominios:
La pol´ıtica y el marco legislativo del pa´ıs.
Los servicios de salud mental.
La salud mental en la atencio´n primaria.
Los recursos humanos.
La informacio´n pu´blica y los v´ınculos con otros sectores.
La monitoreo e investigacio´n.
Adema´s de esto cuenta con indicadores compuestos adicionales dados por la OMS
y conocimiento previo de los expertos.
3.3. Clasificacio´n o profiling de los sistemas de
salud mental
En [Gibert et al., 2010b] se describe un evaluacio´n de la base de datos “WHO-
AIMS” de acuerdo a la siguiente metodolog´ıa:
1. En primer lugar se hace un ana´lisis del dataset utilizado similar al que se
realiza en la seccio´n anterior.
2. Despues, con ayuda de los expertos se selecciona un primer conjunto de va-
riables que contienen la informacio´n caracter´ıstica de los 6 dominios descritos
anteriormente, y que adema´s esta´n relacionadas con los indicadores com-
puestos (variables de decisio´n) de la OMS y con el conocimiento previo de los
expertos.
3. En el siguiente paso, con las variables seleccionadas, se realiza la imputacio´n
de los datos faltantes o missings utilizando el me´todo MIMMI, este proceso
se encuentra ampliamente documentado en [Gibert, 2014].
4. A continuacio´n se introducen variables que representan el nivel de ingreso
de los pa´ıses segu´n los datos de la clasificacio´n del banco mundial, la re-
gio´n geogra´fica a la que pertenece cada pa´ıs y el conocimiento previo de los
expertos para generar un conjunto de reglas.
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5. A continuacio´n se realiza un ana´lisis cluster basado en reglas utilizando el cri-
terio de Ward [Murtagh and Legendre, 2014] y las me´tricas mixtas de Gibert
[Gibert and Corte´s, 1997].
6. Como parte de este proyecto se han reproducido los resultados de [Gibert et al., 2010b]
usando la nueva versio´n de Java-KLASS. Como resultado de este proceso se
obtiene el a´rbol mostrado en la figura 3.1 el cual ha sido tallado en 7 clases.
Figura 3.1: CAJ: A´rbol general de clasificacio´n tallado en 7 clases.
A continuacio´n en la tabla 3.1, se muestran las clases descubiertas y los pa´ıses
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pertenecientes a cada clase y en la figura 3.2 se muestra un mapa de los pa´ıses
pintados con el color de su clase correspondiente.
Clase Objetos
C18 Afghanistan, Burundi, Congo, Eritrea, Ethiopia, Nigeria, South-Africa, Uganda
C22
Albania, Azerbaijan, Dominican-Repu, El Salvador, Georgia, Guatemala, Kosovo,
Moldova, Nicaragua, Paraguay, Ukraine, Uzbekista´n
C19
Bangladesh, Bhutan, India - Uttarakhand, Maldives, Nepal, Sri-Lanka, Thailand, Timor
-Leste
C6 Chile, Panama, Uruguay
C21 China-Hunan, Mongolia, Philippines, Vietnam
C20 Egypt, Iran, Iraq, Morroco, Tunisia, West-Bank
Latvia Latvia
Tabla 3.1: Clasificacio´n de los servicios de salud mental en los distintos pa´ıses
Clases
C18
C19
C20
C21
C22
C6
Latvia
West
Bank
Figura 3.2: Mapa de los pa´ıses con su clase correspondiente.
7. El siguiente paso es la interpretacio´n de las clases, para esto, con ayuda de
los expertos se han elegido 14 variables relevantes para la toma de decisiones,
en la tabla 3.2 se describen las variables seleccionadas.
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Variable Significado Tipo de Variable
Incgroup Nivel de ingreso del pa´ıs. Cualitativa
totprofmh
Nu´mero total de profesionales dedicados a la salud mental
en el pa´ıs por cada 10000 habitantes.
Cuantitativa
usmhexperca Gasto en salud mental per ca´pita en USD. Cuantitativa
treatpre
Parte de la poblacio´n diagnosticada y atendida por cada 100000
habitantes.
Cuantitativa
capratiosch Cobertura del tratamiento de la esquizofrenia. Cuantitativa
d2f11i1closepsybeds
Camas psiquia´tricas ubicadas en o cerca de la ciudad ma´s grande
(proporcio´n per ca´pita).
Cuantitativa
d1f5i2exmhos Gasto en hospitales mentales. ( %) Cuantitativa
d2f6i71mhrec10y
Proporcio´n de pacientes que permanecen en hospitales psiquia´tricos
durante 10 an˜os o ma´s.
Cuantitativa
comcarewor Proporcio´n de usuarios tratados en hospitales mentales. Cuantitativa
lundpararectrail
Ratio entre consultas externas y d´ıas en que el paciente esta´ hospita-
lizado, indica si el sistema de salud da prioridad a mantener al pacien-
te o ingresarlo lo ma´s pronto posible.
Cuantitativa
D3f1i3Manuals
Disponibilidad de manuales de tratamiento y evaluacio´n en atencio´n
primaria.
Cualitativa
Legisl Presencia de legislacio´n. Cualitativa - Binaria
Polplanr Presencia de un plan de salud menta.l Cualitativa - Binaria
d6f1i6govmhrep
Informe sobre salud mental publicado por el departamento de salud
del gobierno.
Cuantitativa
Tabla 3.2: Descripcio´n de las variables usadas para la interpretacio´n
Con las variables descritas anteriormente, el siguiente paso es crear el CPG
que se muestra en la figura 3.3. A partir del gra´fico mencionado, para realizar
la interpretacio´n,se analiza el CPG y se construye el TLP, para lo cual se
asigna el color verde a los valores de las variables que indiquen sistemas de
salud ma´s desarrollados, en la figura 3.4 se muestra el TLP resultante creado
manualmente con ayuda de los expertos.
Figura 3.4: TLP creado manualmente con ayuda de los expertos
Como resultado de este proceso, se obtiene los 7 perfiles de sistemas de salud
mental que se describen de la siguiente forma (Descripciones tomadas literalmente
de [Gibert et al., 2010b]):
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Clase Latvia (Latvia) “En esta clase se observa un alto de ingresos segun
la variable “Incgroup”, un alto gasto en salud mental y alto nu´mero de recursos
humanos y materiales, aunque un sistema altamenete dirigido hacia la atencio´n
hospitalaria de acuerdo a la variable “lundpararectrail”. Es un sistema altamente
descentralizado (las camas para pacientes hospitalizados se distribuyen en el pa´ıs,
valores bajos en la variable “d2f11i1closepsybeds” ), con una buena covertura (la
cobertura de trastornos esquizofre´nicos es la ma´s alta), pero se basa en gran medida
en la hospitalizacio´n de los pacientes en hospitales psiquiatricos. El componente de
atencio´n primaria de salud probablemente no esta´ bien desarrollado. Los datos del
sistema de informacio´n se difunden y esta´n disponibles en el informe del departa-
mento de salud mental. Segu´n la opinio´n del experto, parece que este sistema de
salud tiene algunos problemas de eficiencia con respecto a los gastos excesivos en
la atencio´n hospitalaria”. De aqu´ı, se define a la clase como: “Sistema mental
rico pero basado completamente en hospitales mentales.”
C6 (Chile, Panama,Uruguay): “Estos pa´ıses se encuentran en el grupo de in-
greso medio alto. La disponibilidad de recursos no es tan alta como en “Latvia”,
sin embargo esta´n bien equipados, con mayores gastos en salud mental per ca´pita
que otros grupos. Existe un equilibrio entre la atencio´n hospitalaria y la atencio´n
ambulatoria (para´metro de “lundpararectrail”), y tanto los contactos ambulatorios
como los de internacio´n son bastante altos. La proporcio´n de pacientes a largo
plazo que permanecen en un hospital psiquia´trico durante 10 an˜os es la ma´s al-
ta, lo que muestra una funcio´n del hospital psiquia´trico dirigida a la atencio´n a
largo plazo que deber´ıa proporcionarse mejor en las instalaciones residenciales. La
prestacio´n de servicios en te´rminos de atencio´n comunitaria se esta´ desarrollando,
como lo demuestran los altos contactos ambulatorios. Esta configuracio´n, aunque
ma´s orientada a la comunidad que otros tipos, no muestra un patro´n de .equilibrio
de la atencio´n”sino un sistema de cuidado mixto donde el desarrollo de la aten-
cio´n ambulatoria y primaria coexiste con la atencio´n hospitalaria para grupos de
poblacio´n espec´ıficos.”. La clase C6 se define como: “Sistemas de salud mental
bien desarrollados.”
C22 (Albania, Azerbaijan, Dominican Rep., Ukraine, El Salvador, Georgia,
Guatemala, Kosovo, Moldova, Nicaragua, Paraguay, Ukraine, Uzbekistan): “Estos
pa´ıses se encuentran en el grupo de ingresos medios bajos (excepto Uzbekista´n, que
tiene un bajo nivel de ingresos). Esta clase contiene el conjunto de todos los an-
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tiguos pa´ıses sovie´ticos y los latinoamericanos con menos recursos. Relativamente
alta disponibilidad de recursos humanos (mayor que otras clases excepto “Latvia”),
pero un nu´mero bajo de hospitales psiquia´tricos aunque con los gastos relativos ma´s
altos en estos hospitales a pesar de que el gasto en salud mental per ca´pita es bajo.
La cobertura de tratamiento de la esquizofrenia es moderado. Una tendencia a los
valores promedio en el para´metro “lundpararectrail” y un porcentaje bastante alto
de pacientes a largo plazo que permanecen en un hospital psiquia´trico 10 an˜os o
ma´s. Las camas au´n se concentran en las principales ciudades, ma´s que C6 y C21,
aunque menos que en otros grupos. Algunos indicadores de la atencio´n comunitaria
esta´n creciendo (existen documentos de pol´ıticas o planes, algunos de ellos tambie´n
tienen legislacio´n, pero la mayor´ıa de ellos no tienen un informe gubernamental
en cuanto a la salud mental). Esto muestra algu´n desarrollo del sistema de salud
mental.”. La definicio´n de esta clase es: “Sistemas de bajos recursos basados
en la institucionalidad.”
C21 (Mongolia, Hunan (China), Philippines, Vietnam): “Estos pa´ıses, en te´rmi-
nos de recursos se encuentran en el grupo de ingresos bajos y de ingresos medios
bajos. Muestran un gasto muy bajo en salud mental per ca´pita, mientras que el gasto
relativo en hospitales psiquia´tricos no es tan bajo, siendo mayor que C6 o C20. La
disponibilidad de recursos humanos es inadecuada, pero casi todos los pocos recur-
sos disponibles esta´n en los hospitales psiquia´tricos. La atencio´n ambulatoria esta´
poco desarrollada. La cobertura del tratamiento de la esquizofrenia es ma´s alta que
C19. “lundpararectrail” ligeramente ma´s alto que otras clases, como C19. Menor
concentracio´n que en C19 de camas hospitalarias / psiquia´tricas cerca de la ciudad
ma´s grande.La prestacio´n de servicios de este sistema de salud es fra´gil: aunque hay
planes o pol´ıticas disponibles, a menudo falta una legislacio´n espec´ıfica. El sistema
de informacio´n no produce informes, pero todos los pa´ıses tienen manuales para
el tratamiento en atencio´n primaria”. esta clase se describe como: “Sistemas de
salud mental enfocados en la hospitalizacio´n, sin atencio´n ambulato-
ria”
C20 (Egypt, Iraq, Iran, Morocco, West Bank, Tunisia): “Estos pa´ıses, en te´rmi-
nos de recursos se encuentran en el grupo de ingresos medios bajos. Los sistemas
de salud mental en estos pa´ıses muestran aspectos contradictorios: por un lado, la
atencio´n ambulatoria se esta´ desarrollando (este grupo tiene las cifras ma´s altas
del indicador de “lundpararectrail”); por otro lado, este grupo muestra el porcenta-
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je ma´s alto de pacientes tratados en hospitales psiquia´tricos, aunque el nu´mero de
pacientes que permanecen en los hospitales psiquia´tricos durante 10 an˜os es inter-
medio. La concentracio´n de camas hospitalarias alrededor de la ciudad ma´s grande
no es tan alta. El porcentaje de gastos en hospitales psiquia´tricos es el ma´s bajo
entre las clases con cuidados limitados. Todos los pa´ıses tienen un plan o pol´ıtica.
Solo algunos tienen legislacio´n sobre salud mental. Es probable que sea un grupo
prometedor en te´rminos de posibilidades de ir hacia la atencio´n comunitaria. Segu´n
la opinio´n de los expertos, la existencia de asociaciones familiares y planes y pol´ıti-
cas son indicadores de esta transicio´n. Los expertos con conocimiento local sobre
estos pa´ıses informaron que la urbanizacio´n crece ra´pidamente, la atencio´n comuni-
taria sigue siendo de´bil y la construccio´n de hospitales es la solucio´n de emergencia
para el crecimiento inminente de la poblacio´n.”. Con estos datos, se define a esta
clase como: “Sistemas de salud en el borde entre cuidado comunitario y
cuidado institucionalizado”
C19 (Bangladesh, Nepal, Sri Lanka, Bhutan, India-Uttarane, Maldives, Sri Lan-
ka, Thailand, Timor Leste): “Estos pa´ıses se encuentran en el grupo de ingresos
bajos y de ingresos medios bajos. Recursos humanos bajos, cobertura de tratamiento
de la esquizofrenia muy baja, el valor ma´s pequen˜o del para´metro de “lundpararec-
trail” (excepto “Latvia”). Gastos relativamente altos en los hospitales psiquia´tricos.
Las camas psiquia´tricas ubicadas en o cerca de la ciudad ma´s grande son ma´s al-
tas que otras clases, excepto C18. Con un estado promedio de descentralizacio´n
de recursos (en lo que respecta a las cifras de camas para pacientes hospitaliza-
dos cercanos a la ciudad principal), la estructura para la prestacio´n de servicios
no esta´ bien desarrollada, pero no es tan pobre como en otros sistemas de salud
mental (C18) a menudo carecen de legislacio´n, pero algunos pa´ıses tienen docu-
mentos de pol´ıticas o planes y la mayor´ıa de ellos tienen informes del gobierno y
manuales para la atencio´n primaria. Este grupo parece representar a los pa´ıses que
estaban en escasez y, como no ten´ıan una estructura hospitalaria bien establecida,
evolucionan con otras fo´rmulas, como tratar de desarrollar la salud mental en la
atencio´n primaria. Un experto local confirma que esos pa´ıses buscan alternativas,
ya que no pueden costear la construccio´n de hospitales psiquia´tricos, pasando a
sistemas descentralizados no basados en la comunidad”. Estos sistemas se definen
como: “Sistemas de salud que funcionan desde la escazes”.
C18 (Afghanistan, Burundi, Congo, Ethipia, Nigeria, South Africa, Uganda):
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“Estos pa´ıses se encuentran principalmente en el grupo de bajos ingresos, aunque
el gasto en hospitales psiquia´tricos es elevado. Presentan un nivel favorable para
los indicadores de “lundpararectrail” (ma´s atencio´n ambulatoria), esto se debe a la
escasez general de todos los servicios (incluida la atencio´n hospitalaria).”. Estos
paises se definen como “Sistemas de salud mental ba´sicos.”
3.4. Aplicacio´n del termo´metro para variables nume´ri-
cas
El modelado de los termo´metros para variables cuantitativas o nume´ricas esta´
documentado con detalle en [Canudes Solans, 2016], sin embargo, aqu´ı se hace un
resumen de este proceso.
En la figura 3.5 se puede observar el modelo conceptual del experto sobre los
datos de la OMS. El concepto que se utiliza para decidir la polaridad de la variable
es el nivel de desarrollo de los sistemas de salud mental, en donde, como ya se
ha mensionado, sistemas con ma´s recursos, orientados a la inclusio´n social y a la
atencio´n domiciliaria de los pacientes mentales son considerados ma´s desarrolla-
dos, mientras que sistemas con menos recursos y orientados a la hospitalizacio´n o
reclusio´n de los pacientes mentales son considerados menos desarrollados. En es-
te contexto, valores bajos en el para´metro “lundpararectrail” representan sistemas
con preferencia a la hospitalizacio´n de los pacientes sobre la atencio´n domiciliaria
lo cual indica menos desarrollo por lo que se pinta de rojo. Siguiendo este concepto,
valores bajos en la variable “d2f6i71mhrec10y” son pintados de verde puesto que
representa un nu´mero pequen˜o de pacientes hospitalizados por 10 an˜os o ma´s, lo
que significa que el sistema esta´ ma´s desarrollado y orientado a la inclusio´n social.
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Figura 3.5: Modelo conceptual de los termo´metros para variables nume´ricas. Fuente:
[Canudes Solans, 2016]
A partir de este modelo, se ha creado el termo´metro en Java-KLASS de la figura
3.6 y se ha generado el TLP que se muestra en la figura 3.7. A partir de este TLP
se puede hacer una descripcio´n de los perfiles parecida a la realizada en la seccio´n
anterior aunque solamente basada en las variables nume´ricas, el siguiente paso sera´
introducir las variables catego´ricas al termo´metro con la generalizacio´n realizada
en este proyecto y verificar los resultados.
Figura 3.6: Termo´metro creado en Java-KLASS.
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Figura 3.7: TLP generado a partir de los termo´metros para variables nume´ricas.
3.5. Aplicacio´n del termo´metro para variables cua-
litativas
Al igual que con las variables nume´ricas, el concepto principal para dar un co-
lor a cada modalidad de las variables catego´ricas es el nivel de desarrollo de los
sistemas de salud mental, de aqu´ı, sistemas en pa´ıses con mayor nivel de ingresos
econo´micos, con presencia de legislacio´n y planes de salud mental para los ciudada-
nos son considerados ma´s desarrollados, mientras que, los pa´ıses con menor ingreso
econo´mico, sin una legislacio´n ni planes para la salud mental para los ciudada-
nos son considerados menos desarrollados. En la figura 3.8 se puede ver el modelo
conceptual que el experto ha proporcionado para los datos de la OMS para las
variables cualitativas. Aqu´ı, la modalidad “LOW” o bajo en la variable “Incgroup”
representa a un pa´ıs con pocos ingresos econo´micos por lo que esta´ pintada de
rojo, por otra parte, la presencia de leyes y de planes de salud mental representan
sistemas ma´s desarrollados por lo que las modalidades “Present” de las variables
“Legisl” y “Polplanr” esta´n coloreadas de verde.
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Figura 3.8: Modelo conceptual de los termo´metros para variables cualitativas.
3.6. Creacio´n de los termo´metros en Java-KLASS
A partir de los modelos conceptuales, se introduce este conocimiento en el mo´du-
lo de termo´metros de Java-KLASS y se crean los termo´metros para todas las varia-
bles descritas anteriormente. En la figura 3.9 se puede observar el panel con todos
los termo´metros creados por el usuario, los termo´metros para variables nume´ricas
permiten establecer los l´ımites para cada color en el rango de la variable, mientras
que los termo´metros para variables cualitativas permite establecer un color para
cada modalidad.
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3.7. Construccio´n del TLP a partir del termo´me-
tro completo
Con la informacio´n almacenada en el termo´metro anterior, se puede generar au-
toma´ticamente el TLP, para esto, se utilizara´n las clases descubiertas en el proceso
del ana´lisis cluster y se las asociara´ con las variables que se ha almacenado en el
panel de termo´metro. A pesar de que el proceso de generacio´n del TLP es trans-
parente para el usuario, aqu´ı se mostrara´n todas las fases de la generacio´n para 4
variables de ejemplo “Incgroup”, “totprofmh”, “usmhexperca” y “legisl” siendo dos
catego´ricas y dos nume´ricas. Finalmente se mostrara´ el cuadro sema´foro completo.
1. Fase de discretizacio´n/recodificacio´n: En la figura 3.10 se muestran las
variables recodificadas o discretizadas segu´n su tipo a partir del termo´metro
en Java-KLASS. En las 4 primeras columnas de la imagen se pueden ver los
valores de las variables originales y las 4 siguientes columnas representan las
variables recodificadas o discretizadas en el mismo orden.
Figura 3.10: Fase de recodificacio´n/discretizacio´n
2. Fase de creacio´n de tablas cruzadas: En la figura 3.11 se pueden ver
las tablas cruzadas generadas con la herramienta de ana´lisis bivariante de de
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Java-KLASS, se han marcado los ma´ximos de cada fila, en caso de existir
empate se marca ma´s de una celda.
Figura 3.11: Tablas cruzadas
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3. Fase de asignacio´n del color: En la figura se observa el TLP construido
para las variables de ejemplo. En este caso no se ha ingresado un valor de
gamma (γ) por lo que se tomara´ el valor por defecto de 0.5. Adema´s, se puede
evidenciar que se han gestionado los empates y para las filas en donde exist´ıa
ma´s de un valor igual al ma´ximo se ha dado prioridad al amarillo.
Figura 3.12: TLP generado
4. Generacio´n del TLP completo: En la figura se puede observar el TLP
basado en el termo´metro, construido con todas las variables que se han des-
crito para la interpretacio´n en la tabla 3.2. En este caso se ha introducido un
valor de gamma (γ) de 0.75
Johnny A´vila Montalvo 58
CAPI´TULO 3. CASO DE ESTUDIO
Figura 3.13: TLP generado a partir de los termo´metros en Java-KLASS con γ = 0,75
En la figura 3.14 se muestra las estad´ısticas ba´sicas por clases generado con
la herramienta de ana´lisis descriptivo de Java-KLASS, los valores resaltados con
amarillo muestran los empates en la asignacio´n de color y se puede comprobar que
en el TLP para esas casillas se ha asignado el color amarillo. Asimismo, se ha asig-
nado el amarillo en las celdas del TLP que representan a las variables cualitativas
binarias que no superan el umbral de gamma (γ), esto se puede ver en los valores
resaltados con verde del ana´lisis descriptivo.
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Figura 3.14: Ana´lisis descriptivo por clases
3.8. Comparacio´n con el TLP original
En esta seccio´n se hace una comparativa del TLP original construido manual-
mente con ayuda de los expertos que se muestra en la seccio´n 3.1 con los TLPs
generados automa´ticamente con Java-KLASS. Para ello se han creado los siguientes
TLP basados en termo´metros:
I: TLP basado en termo´metros para variables nume´ricas sin gestio´n de em-
pates.
II: TLP basado en termo´metros para variables nume´ricas con gestio´n de
empates.
III: TLP basado en termo´metros completo con gestio´n de empates con
gamma=0.75.
IV: TLP basado en termo´metros completo con gestio´n de empates con gam-
ma=0.50.
V: TLP basado en termo´metros completo con gestio´n de empates con gam-
ma=0.85.
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En la figura 3.15 se muestra las configuraciones usadas para cada TLP, se han
marcado con color azul las celdas que presentan diferencias con el TLP original.
Luego se muestra una tabla comparativa 3.3 en donde se puede observar que el
caso II que incluye el me´todo de gestio´n de empates ha sido beneficioso par los
termo´metros de variables nume´ricas, aumentando el porcentaje de celdas y variables
iguales respecto al original. Al incluir las variables cualitativas aumenta el nu´mero
de celdas diferentes, aunque 3 de las variables cualitativas aparentan ser robustas,
para las otras 2 variables cualitativas binarias, la que ma´s se acerca al original es
la que tiene un valor de gamma (γ) de 0.85, pero se esta´ estudiando la posibilidad
de calcular el gamma (γ) o´ptimo para cada variable cualitativa independiente, lo
que da lugar al caso VII.
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Figura 3.15: Comparacio´n de TLPs generados con diferentes configuraciones
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Comparacio´n
TLP Comparado
I II III VI V VI
Celdas de diferente color 6 4 12 15 11 9
Variables diferentes 5 3 6 7 6 5
Celdas Comparadas 56 56 98 98 98 98
Variables Comparadas 9 9 14 14 14 14
% de celdas iguales 89 92 88 84 89 92
% de variabless iguales 44 66 57 50 57 64
Tabla 3.3: Tabla de comparacio´n de TLPs respecto al original basado en expertos
No obstante, con el sema´foro anotado se puede obtener una informacio´n adi-
cional para valorar si estas diferencias son muy relevantes o no en funcio´n de la
pureza de la clase.
3.8.1. Comparacio´n entre TLPs anotados
Como se puede observar el TLP completo que mejor se ajusta al original es el
que tiene un gamma (γ) de 0.85, a continuacio´n se anota este TLP de la forma que
se explica en la seccio´n 1.4.2 y se vuelve a comparar con el TLP original tambie´n
anotado. En la figura 3.16 se muestran los dos aTLPs en los que se han sen˜alado
con azul las celdas diferentes. Puede observarse que en todos los casos la celdas
distintas esta´n obscurecidas, esto quiere decir que son celdas con ruido o, expresado
formalmente, presentan unos CVs elevados. Sin embargo, para algunas celdas como
por ejemplo en la variable “legisl” para las clases C21 y C19, el aTLP generado
a partir del termo´metro presenta colores ma´s puros en las celdas diferentes, esto
tambie´n se evidencia con claridad en la variable “treatpre” (columna 4) para la
clase C21 (fila 4), esto quiere decir que el TLP basado en termo´metros presenta
colores que se acercan ma´s a la tendencia central localmente mayoritaria de las
variables asociadas en cada clase.
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Figura 3.16: Comparacio´n del aTLP original con el generado con γ = 0,85
3.8.2. Verificacio´n de los perfiles a partir del TLP generado
A partir de la descripcio´n de los perfiles de los sistemas de salud mental descri-
tos para cada clase en la seccio´n 3.1, a continuacio´n se analiza cada uno de ellos y se
discute que no deber´ıan estar en la descripcio´n o que conceptos deber´ıan incluirse
de acuerdo al TLP generado automa´ticamente en este proyecto.
Clase Latvia: La clase “Latvia” no tiene cambios ya que todas las celdas del
TLP son iguales.
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C6: En esta clase se ha dicho que son sistemas de cuidados mixtos donde la
atencio´n ambulatoria y primaria coexiste con la atencio´n hospitalaria, sin embargo
la variable “D3f1i3Manuals” muestra valores bajos(se ha coloreado de rojo) por lo
que se puede decir que la atencio´n primaria esta´ menos desarrollada que la aten-
cio´n ambulatoria y hospitalaria. De igual forma se puede agregar estos sistemas no
presentan reportes al departamento de salud mental de los gobiernos.
C22: En esta clase el para´metro “treatpre” se ha pintado de rojo por lo que se
puede agregar que la cobertura de atencio´n a los pacientes mentales es deficiente.
Las dema´s variables no presentan diferencias.
C21: En el perfil de esta clase se ha dicho anteriormente que el nu´mero de
recursos humanos es inadecuado, sin embargo, este para´metro se ha pintado de
amarillo lo que significa que esta´ a la altura de las clases C6 y C22. De igual forma,
la cobertura de atencio´n a los pacientes mentales es superior al de la clase C22;
anteriormente se hab´ıa dicho lo contrario.
C20: En esta clase se puede agregar que los sistemas de salud mental no tienen
una adecuada cobertura al tratamiento de la esquizofrenia.
C19, C18: Estas clases no presentan cambios en cuanto a su coloracio´n, por lo
tanto la interpretacio´n es la misma.
3.9. Discusio´n
Determinar el valor de gamma (γ) adolece de los mismos problemas que corres-
ponden a todos los algoritmos que tienen para´metros de entrada, que es, encontrar
un buen criterio para determinar con que valor de gamma (γ) para construir los
sema´foros. Gamma (γ) es fa´cil de interpretar porque tiene que ver con el ruido que
aceptamos en una clase para asignarla un color determinado, esto intuitivamente
es fa´cil de entender y fa´cil determinar gamma de acuerdo al coste de la asignacio´n
equivocada. En un problema real cualquiera un experto ser´ıa capaz de decir hasta
que tolerancia podr´ıa aceptar de variacio´n dentro de la clase respecto al color asig-
nado para e´l poder asumir los costes del tratamiento equivocado de los elementos
que se asignan un color diferente. El hecho de que las gammas ma´s adecuadas pue-
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dan ser distintas en una variable o en otra nos ponen en una situacio´n de tener que
determinar estas gammas con un criterio que ya no sea general para todo el caso
de estudio, entonces se plantea una l´ınea de investigacio´n futura que es ver con que
criterio se podr´ıa determinar gamma de forma automa´tica utilizando solamente in-
formacio´n interna de la muestra, ya que, la variable o los resultados con los que se
esta´n comparando ahora, que han servido para hacer benchmarking, en una aplica-
cio´n real no se tendra´n, sera´n exactamente el resultado que se intenta obtener, por
lo que no se puede asignar gamma como si se estuviera en un entorno supervisado
por lo tanto ser´ıa interesante ver como la informacio´n interna de las variaciones
internas de cada una de las clases crean criterios para asignar una gamma local a
cada una de las variables cualitativas.
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Conclusiones
4.1. Conclusiones
A lo largo de este proyecto, se ha analizado el proceso de KDD con un e´nfasis
principal en la fase de interpretacio´n de los resultados y generacio´n del conocimien-
to. Para esto, en primer lugar se ha realizado una revisio´n del estado del arte y
se han presentado tres herramientas que ayudan a la interpretacio´n de las clases
descubiertas al ejecutar un proceso de miner´ıa de datos como son el CPG, el TLP
y el aTLP. De igual forma se ha introducido el termo´metro como una herramienta
que permite introducir el conocimiento a priori de los expertos para transferir la
polaridad sema´ntica de las variables al TLP. Luego se ha hecho una breve explica-
cio´n del proceso de KDD y una introduccio´n a la herramienta java-Klass como un
software que brinda un conjunto de herramientas para ayudar a los expertos en el
proceso de miner´ıa de datos.
A continuacio´n, este documento se ha enfocado principalmente en describir
el modelo de termo´metro propuesto originalmente en [Canudes Solans, 2016] para
variables nume´ricas y el proceso de generacio´n automa´tica del TLP a partir de estos;
siguiendo con esta l´ınea, se ha propuesto un moldeamiento visual y estructural
para extender los termo´metros a variables cualitativas as´ı como las modificaciones
al proceso de generacio´n automa´tica del TLP para que sea posible generarlo con
el termo´metro extendido. Al final se ha presentado un caso practico en donde se
analizan los datos de la OMS respecto a los sistemas de salud mental en pa´ıses en
v´ıas de desarrollo. Finalizando este proyecto se ha comprobado que los objetivos
espec´ıficos planteados al principio se han cumplido completamente como se describe
a continuacio´n:
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1. Extender los termo´metros a variables cuantitativas: Se ha presentado el mo-
delo visual y estructural para los termo´metros para variables cualitativas as´ı
como las modificaciones realizadas en el diagrama de clases de java para que
se generalicen los termo´metros y se ha comprobado que el sistema no pierda
la funcionalidad original y que a la vez sea capa´s de funcionar con las nuevas
caracter´ısticas de los termo´metros para variables cualitativas.
2. Crear un me´todo de recodificacio´n de variables cualitativas basado en termo´me-
tros que asigne un co´digo a las modalidades de la variable segu´n los colores
del termo´metro: El algoritmo de recodificacio´n propuesto funciona de manera
similar a una asignacio´n directa en el que se crea un co´digo de color de acuer-
do al color asignado manualmente a cada modalidad de la variable cualitativa
en el termo´metro.
3. Flexibilizar la implementacio´n del TLP basado en termo´metros actual para
que: a) admita termo´metros que incluyan variables cualitativas, b) permita
trabajar con termo´metros que no incluyan todas las variables del TLP o pue-
dan contener variables adicionales: Las modificaciones realizadas al proceso
de generacio´n del TLP original periten cumplir con estos dos requerimien-
tos, adema´s de esto, se ha incluido la gestio´n de empates como un modelo
conservador que asigna el amarillo en el caso de existir empates en la asigna-
cio´n de color evitando as´ı la aleatoriedad del modelo anterior en estos casos.
Asimismo, se ha incluido el para´metro gamma (γ) a las variables cualitativas
binarias para que sea posible generar un sema´foro con los tres colores a partir
de una variable con u´nicamente dos modalidades.
4. Comparar el TLP generado automa´ticamente a partir de los termo´metros
generalizados con el TLP que se crear´ıa de forma manual con ayuda del ex-
perto a partir de las distribuciones condicionales de las variables respecto a
las clases: En el caso de estudio se ha realizado la comparacio´n del TLP
creado manualmente con ayuda de los expertos a partir del CPG y un ana´li-
sis estad´ıstico ba´sico de las variables asociadas, con varios TLPs con distintas
configuraciones que se han generado automa´ticamente a partir del termo´me-
tro para variables cualitativas y cuantitativas. Aqu´ı se ha observado que las
modificaciones realizadas para la gestio´n de los empates aproximan de me-
jor manera el TLP generado al original, y que en general la construccio´n de
el TLP basado en termo´metros brinda una aproximacio´n bastante buena al
TLP original. De igual forma se evidencia como el para´metro gamma (γ) sirve
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para ajustar mejor las variables cualitativas binarias. Al anotar los TLPs se
evidencia que el TLP que se ha construido a partir del termo´metro presen-
ta colores ma´s brillantes en las celdas que presentan diferencias con el TLP
original, esto quiere decir que el TLP generado automa´ticamente a partir del
termo´metro ajusta mejor a las tendencias centrales de las variables en cada
clase.
Otra conclusio´n importante a la que se ha llegado con del caso de estudio, es
que, a partir de que se han extendido los sema´foros y los termo´metros ahora
se puede trabajar transmitiendo esta sema´ntica original que los expertos le
dan a las variables directamente en el sema´foro. Que el sema´foro sea un ele-
mento de interpretacio´n de clases que directamente esta´ en consonancia con
la conceptualizacio´n que tiene el experto de las variables que esta´ manejando,
esto acerca a la herramienta a los co´digos de interpretacio´n del experto y por
tanto facilita que la compresio´n de las clases sea ma´s directa.
A parte de que el proyecto ha servido para esto, otra cosa importante es
que se ha visto, de alguna manera, como las diferentes configuraciones que se
han estudiado realmente reproducen bastante bien lo que hab´ıan hecho los
expertos manualmente al principio. El sema´foro original estudiado ha sido
construido exclusivamente observando las distribuciones condicionadas que
aparecen en el CPG, y por tanto, con un criterio bastante ma´s intuitivo;
entonces, constatar que con elementos de tipo ma´s computacional o ma´s
cient´ıficos y criterios objetivables se llega a reproducir bastante bien algo que
esta´ expresando la intuicio´n del experto es una contribucio´n de esta tesis que
tiene repercusiones en los procesos de interpretacio´n automa´tica de clases.
4.2. Futuras l´ıneas de investigacio´n
Los siguientes trabajos o lineas de investigacio´n pueden ser abordados en el
futuro en el marco de este proyecto:
1. Al poder realizar una interpretacio´n visual completa de las clases con el TLP
generado partir de los termo´metros extendidos, se puede hacer un ana´lisis
comparativo con otras herramientas de conceptualizacio´n de clases que pre-
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senta java-KLASS como la induccio´n de reglas basada en boxplots o la con-
ceptualizacio´n jera´rquica (CCEC).
2. Como se menciona en la seccio´n 3.9, al realizar la comparacio´n con del TLP
original con el generado en el ana´lisis del caso pra´ctico se ha evidenciado que
se puede necesitar un ajuste diferente en el para´metro gamma (γ) para cada
variable, por lo tanto, en un futuro se plantea una l´ınea de investigacio´n futura
que es ver con que criterio se podr´ıa determinar gamma de forma automa´tica
utilizando solamente informacio´n interna de las variaciones internas de cada
una de las clases para crear criterios con el fin de asignar una gamma local a
cada una de las variables cualitativas.
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