Some problems of quantum information, cloning, estimation and testing of states, universal coding etc., are special example of the following 'state convertibility' problem. In this paper, we consider the dual of this problem, 'observable conversion problem'. Given families of operators {L θ } θ∈Θ and {M θ } θ∈Θ , we ask whether there is a completely positive (sub) unital map which sends L θ to M θ for each θ. We give necessary and sufficient conditions for the convertibility in some special cases.
Introduction

Problem treated in the paper
Some problems of quantum information, cloning, estimation and testing of states, universal coding etc., are special example of the following 'state convertibility' problem. Consider parameterized families of density operators E = {ρ θ } θ∈Θ , F = {σ θ } θ∈Θ , each on a finite dimensional Hilbert space H and K, respectively. Then the question is whether there is a completely trace preserving positive (CPTP) map Φ such that ∀θ ∈ Θ, Φ (ρ θ ) − σ θ 1 ≤ e θ ,
where e θ are small non-negative numbers. Its errorless version is to find whether there is a CPTP map Λ such that ∀θ ∈ Θ, Φ (ρ θ ) = σ θ .
In this paper we consider its 'dual' problem, or 'observable convertibility' problem. Denote by L (H) the set of all the linear operators over H (dim H < ∞ unless otherwise mentioned) and I H is the identity element of L (H). Consider sets of positive operators, where |Θ| < ∞ (Θ = {1, · · · , |Θ|}) and L θ and M θ is acting on d-dimensional space H and d ′ -dimensional space K. respectively. Our question is whether there is a complete positive (CP) (sub)unital or unital map Λ such that Λ (L θ ) = M θ , ∀θ ∈ Θ.
(3)
Motivation
One application of the problem treated here is the question of the order structure of POVMs treated in [3] : If POVM {E i } i∈I and {F i } i∈I satisfies ∀i ∈ I, Λ (E i ) = F i for certain CP unital map Λ, the latter can be made from the former by a physical transformation. Thus {E i } i∈I is more useful than {F i } i∈I for any tasks, obviously. To check the relation holds, one instead can check (3) by setting Θ = I\ {i 0 }, and L θ = c θ E θ , M θ = c θ F θ , where c θ ∈ R. In this case, Λ considered is a CP unital map Λ. Sometimes, we are interested in sub-POVMs, or sets of positive operators with θ∈Θ L θ ≤ I H .
For example, in case of detection of unknown states {ρ θ } θ∈Θ , sometimes we allow the answer "I don't know". Then, if L θ corresponds to the answer 'ρ θ is the true state', the sum θ∈Θ L θ is smaller than or equal to I H , and I H − θ∈Θ L θ corresponds to "I don't know". In this case, transformation by a CP subunital map is of interest. Suppose (3) holds for a CP subunital map Λ and θ∈Θ M θ is smaller than or equal to I K .Then the measurement corresponding to {M θ } θ∈Θ is realized by the one corresponding to {L θ } θ∈Θ in the following manner. Given an input state ρ, we perform the measurement
If the measurement result is 'proceed' we apply the measurement corresponding to {L θ } θ∈Θ . Also, (3) is related to the 'state conversion' problem. Let us define S ∈ L (H) and T ∈ L (K) by
and define
(Note that in 'state conversion' problem, we can suppose supp S = H and supp T = K without loss of generality.) If (2) holds for a CP trace preserving map Φ, the map Λ (X) :
is CP and unital, and Λ satisfies (3) and
So existence of a CP unital map with (3) is necessary condition for existence of a CPTP map with (2) . Conversely, if (3) holds for a CP unital map Λ, the CP map Φ defined by
satisfies (2) . Φ is trace preserving if and only if (7) holds. Another link to state convertibility problem is as follows. It is known that the existence of CPTP map with (2) is equivalent to, when |Θ| < ∞,
holds for any parameterized family of positive operators {L θ } θ∈Θ with L θ ≤ 1 and for any probability distributions p θ on Θ. Here, Λ moves all over the CP trace preserving maps, or all over the CP trance non-increasing maps. To solve this problem, the knowledge about {Λ * (L θ )} θ∈Θ when Λ * moves over all the CP (sub)unital maps will be of some help.
Notations, conventions, and a small technical point
Here we add some more notations used in the paper. In this paper d = dim H < ∞ unless otherwise mentioned. A map Λ from L (H) to L (K) is said to be unital if Λ (I H ) = I K , and subunital if Λ (I H ) ≤ I K . By definition, any unital map is subunital. P H is the projection onto the vector space H. A , λ max (A) and λ min (A) denotes the operator norm, the largest eigenvalue, and the smallest eigenvalue, respectively. Also, sp (A) := λ max (A) − λ min (A). A 1 is the trace norm of A,
In dealing with 'observable convertibility', there is a subtle point which was absent in 'state convertibility' problem. In the latter, the input Hilbert space H and the output Hilbert space K could be any space which contains θ∈Θ supp ρ θ and θ∈Θ supp σ θ , respectively. This is not the case in case that Λ is a unital map. The reason is as follows.
Let Λ be a linear map from L (H) to L (K), and let H ′ and K ′ be Hilbert spaces with H ′ ⊂ H and K ⊂ K ′ . Then the restriction of Λ to L (H ′ ) nor the imbedding the range of Λ into K ′ is not unital in general. So even if there is a CP map with (3) and Λ (I H ) = I K , there might not be any Λ with and Λ (I H ′ ) = I K ′ . Therefore, not only the sets of the observablesÊ = {L θ } θ∈Θ and F = {M θ } θ∈Θ , the choice of underlying Hilbert spaces H and K is important part of the problem.
In dealing with problem, an easy and useful necessary condition for (3) is Λ (L θ ) = M θ for each θ ∈ Θ 0 , where Θ 0 is a subset of Θ. In case that θ∈Θ0 supp L θ is strictly smaller than θ∈Θ supp L θ , one may be tempted to replace H by θ∈Θ0 supp L θ . But this is not possible, as mentioned above. This is one reason why we also pay attention to conversion by subunital map. In this case one can freely chose underlying Hilbert space, giving tractable necessary conditions for existence of a unital map with (3).
2 An application to a 'state conversion' problem
In the what follows, we do not assume tr ρ θ = tr σ θ = 1. Thus u θ and v θ may not be normalized.) Denote by U and V the family {u θ } θ∈Θ and {v θ } θ∈Θ , respectively. Denote by G U and G V the Gram matrix of U and V, respectively, that is, To show link between 'state conversion' and 'state conversion', we give another proof of Theorems 1-2, in case that U and V are linearly independent.
if and only if there is a matrix
Suppose supp θ∈Θ ρ θ = H and supp θ∈Θ σ θ = K without loss of generality, so that dim
where {e θ } θ∈Θ and {f θ } θ∈Θ is a complete orthonormal basis of H and K, respectively. Then S and T satisfy (4). It is easy to check {L θ } θ∈Θ and {M θ } θ∈Θ defined by (5) are orthonormal projections,
Suppose there is a CPTP map with (2) . Then, a CP map Λ defined by (6) is unital and satisfies (3), so it is a 'dephasing map',
where H = [H θ,θ ′ ] satisfies (10). It is easy to see
Also Λ satisfies (7),
Therefore, (9) is necessary. Conversely, if (9) holds, the map defined by (12) is a CP unital map, and satisfies (3) and (7). Also, the CP map defined by (8) is trace-preserving and satisfies (2) . Thus (9) is sufficient. Thus we obtain Theorems 1 in case that U and V are linearly independent.
Next, suppose there is a CPTP map Φ ′ with (11) exists. We also suppose |e θ = |f θ without loss of generality. Then, by [9] , the map
should be an example of such a map, where U 1 and U 2 are unitary operators defined by
Then Φ ′ maps a pure state to another pure state only if Λ * does so. In turn, Λ * maps a pure state to another pure state only if it does not change the pure state. Therefore, we have Theorems 2 in case that U and V are linearly independent.
Conversion between rank-1 operators
In this section,
be the dual system (if exists) of U and
Lemma 4 Suppose that V is linearly independent. Then a positive operator
Also, there is a CP unital map Λ satisfying (3) . Then U is also linearly independent.
Proof. If C is identical to |v θ v θ |, (13) is trivially true. If (13) holds, the positive operator C has to have null space spanned by v
Therefore, C is constant multiple of |v θ v θ | . The constant factor is fixed by the condition v 
These lead to contradiction if u θ0 is in the span of U. Therefore, U should be linearly independent.
The proof of the following lemma is almost immediate.
Lemma 5 There is a CP map Λ satisfying (3) holds if and only if
where W i 's are Kraus operators of Λ.
The following theorem is almost a dual of Theorem 1.
Theorem 6 Suppose that V is linearly independent. Then there is a CP subunital map Λ * satisfying (3) if and only if there is a matrix
Proof. By Lemma 4, U = {|u θ } θ∈Θ is also linearly independent. Without loss of generality, we suppose H = span U and K = span V, and thus
Let us denote by [U] and [V] the matrix whose θ's column vector is |u θ and |v θ , respectively. Observe they are square matrices and invertible. So the condition (14) is rewritten as
or equivalently
A CP map Λ * given by the Kraus operators (17) is subunital if and only if
where
V , we have the assertion.
The following theorem can be proved in almost parallel manner as the previous theorem. But to make the relation with Theorem 1, we give the proof using Theorem 1.
Theorem 7 Suppose that V is linearly independent, and span
V = K, span U = H.
Then there is a CP unital map Λ * satisfying (3) if and only if there is a matrix
Proof. Since by Lemma 4, {|u θ } θ∈Θ is also linearly independent,
Therefore, replacing v θ and v ↑ θ in (13) by u θ and u ↑ θ respectively, we have
Thus, we can use Theorem 1. Noticing
V , we obtain the asserted condition.
Below, [G U ] Θ1,Θ2 means submatrix of G U that corresponds to the rows with index in Θ 1 and the columns with index in Θ 2 . Also, U Θ1 , V Θ1 ,Ê Θ1 , andF Θ1 means restriction of the range of θ to Θ 1 of U, V,Ê, andF .
Lemma 8 Suppose that U and V satisfy all the conditions of Theorem 6. Then, there is a CP unital map Λ satisfying (3) only if
for any Θ 1 ⊂ Θ.
Proof. We show the assertion using induction about |Θ|. When |Θ| = 1,
Thus by (44), we have the assertion. Next, suppose that the assertion is true for Θ 1 such that |Θ 1 | ≤ |Θ| − 1. (Without loss of generality, Θ 1 ⊂ Θ.) Observe that the any subfamily U Θ1 and V Θ1 satisfy all the conditions of Theorem 6. (Here we replace Θ in (3) with Θ 1 .) Then by the hypothesis of the induction, (19) holds for any subset Θ 1 = Θ. So it remains to show (19) for Θ 1 = Θ. Since
where Θ 2 = Θ\ {θ}, Theorem 6 implies that 
Proof. By Theorem 6, existence of a CP unital map Λ with (3) is equivalent to the existence of a complex number η with |η| ≤ 1 and
or equivalently, (20) and
Maximizing the LHS of the this expression moving η so that |η| ≤ 1, we obtain (21).
Lemma 10 Suppose that u θ = v θ for each θ ∈ Θ. Then there is a CP subunital map Λ satisfying (3) exists only if
Proof. Since Λ is subunital, its norm does not exceeds 1 by Lemma 22. Since
Theorem 11 Suppose that u θ = v θ for each θ ∈ Θ.
Then there is a CP subunital map Λ satisfying (3) exists if and only if they are unitary equivalent.
Proof. By Lemma 10,
Also, (14) leads to
Inserting (23) to (22) and equating the coefficients, we have
Suppose
Then, by Lemma 21,
Therefore,
Inserting (23) into the above equation and equating the coefficients, we obtain
On the other hand, if u θ | u θ ′ = 0, v θ | v θ ′ = 0 by (24). Thus, (25) holds in this case, too.
By Theorem 1, (24) and (25) means that U and V are convertible by CP trace preserving maps back and forth. Therefore, by Theorem 1, we have the assertion.
Using theory of operator algebra more intensively, we give another proof of Theorem 11 below. Denote by Ê and F the *-algebra generated bŷ E = {L θ } θ∈Θ andF = {M θ } θ∈Θ , respectively. Since each of them is a finite dimensional representation of a finite dimensional C * -algebra, by Lemma 23, for some unitary operators U 1 and U 2 ,
Here, we used the convention that d 1,n = 0 in Ê does not have a component isomorphic to L (C n ). P 1,n and P 2,n denotes the projection onto the subspace U 1 C n ⊗ I d1,n and U 2 C n ⊗ I d2,n , respectively. Proof. Since each L θ is a rank-1 operator, d 1,n is 0 or 1, for all n. So
By ( Therefore, by Lemma 23, the restriction of Λ * to Ê is unitary equivalent to
In fact, as is shown below,
Suppose there is an n 0 such that d 1,n0 = 0 and d 2,n = 0. Observe that rank L θ = 1 for all θ implies that P 1,n L θ P 1,n = 0 holds only for a single n for each θ. Therefore, there is at least one θ such that
Finally, observe that d 2,n is 0 or 1 by the same reason as d 1,n is 0 or 1. This means that restriction of Λ * toÊ is unitary equivalent to the identity operator. Therefore,Ê andF are unitary equivalent.
Projectors
Modifying the second proof of the above theorem slightly, we obtain similar result for the case where rank L θ = 1 and M θ is a constant multiple of a projector.
Let us divideÊ into κÊ κ , so that the following conditions are satisfied;there is a sequence
It is easy to check that Ê κ does not break into direct sum of smaller subalgebras. In fact, by the first condition, if |u θ u θ |, |u θ ′ u θ ′ | are the elements of Ê κ , so are |u θ u θ ′ | and |u θ ′ u θ |. Thus, Ê κ is nothing but the linear operators on the space spanned by U = {u θ } θ∈Θ .
Proposition 12 Suppose that L θ = |u θ u θ |, M θ is a constant multiple of projector, and
there is a CP subunital map Λ satisfying (3) exists if and only if there is a system
When L θ is also not of rank 1, still one can state something. The proof of the following proposition is straightforward, thus omitted. 
where U 1 , U 2 are unitary, and b n,θ = 0 and d 2,n = 0 unless a n,θ = 0 or d 1,n = 0. 
From rank-1 operators to arbitrary operators
Theorem 14 Suppose U = {u θ } θ∈Θ is
linearly independent. Then there is a CP subunital map Λ with (3) exists if and only if there are operators
with (26) and
Proof. Λ is CP if and only if
where we put
Equating this with θ,θ ′ ∈Θ M θ,θ ′ ⊗|e θ e θ ′ | and solving about θ,θ ′ ∈Θ Λ (|e θ e θ ′ |)⊗ |e θ e θ ′ |, we have
Therefore, Λ is subunital if and only if
The map Λ is unital if and only if the equality in the above inequality holds. Thus we have (28).
Remark 15 Suppose
M θ = |v θ v θ |, for each θ ∈ Θ. Then,
by (23), (26) and (27) become
θ,θ ′ ∈Θ H θ,θ ′ |v θ v θ ′ | ⊗ |e θ e θ ′ | ≥ 0, θ,θ ′ ∈Θ |v θ v θ ′ | H θ,θ ′ G −1 U θ,θ ′ ≤ I K ,
respectively. The first inequality is verified by
The second inequality can be rewritten as
Hence, if V = {v θ } θ∈Θ is linearly independent, we obtain (15).
Inserting some M θ,θ ′ satisfying (26) into (27), one obtain sufficient condition for (3) to hold for a CP subunital map Λ * . For example,
and so on. But obtaining the necessary and sufficient condition for (26) and (27), or for (26) and (28), is quite non-trivial task, in general. So in the next subsection, we deal with an easy case, the case of |Θ| = 2 and dim H = dim K = 2.
2-dimensional and |Θ| = 2 case
In this section, we work on the case of |Θ| = 2 and dim H = dim K = 2. First, we note that the problem is reduce to the case of rank L θ = 1 and L θ = 1 (θ = 1, 2). Observe that (3) for a CP map Λ is equivalent to
Choose t 1 and t 2 so that L 1 − t 1 L 2 and L 2 − t 2 L 1 is rank-1 positive operator, the problem is reduced to the case of rank L θ = 1 (θ = 1, 2). Since multiplying constant to the input and the output does not change the problem, L θ = 1 (θ = 1, 2) can be assumed without loss of generality, too. Theorem 18 (randomization criteria)Let e θ ≥ 0, θ ∈ Θ. There is a CP (sub)unital map Λ satisfying 
holds for any subset Θ 0 of Θ with |Θ 0 | < ∞, any probability distribution {p θ } θ∈Θ0 on Θ 0 , and any family of operators
Here, Λ 1 and Λ 2 moves over the set of all
respectively. This in turn equivalent to that
holds for any subset Θ 0 of Θ with |Θ 0 | < ∞, any probability distribution {p θ } θ∈Θ0 on Θ 0 , and any family of operators {X θ } θ∈Θ on K with X θ 1 ≤ 1, ∀θ ∈ Θ.
Proof. Since 'only if' part of the statement is trivial, we prove 'if' part. Let
where p is a measure whose support is with finite cardinality (The support of p is Θ 0 ). Obviously, f 1 is bilinear and continuous. The set of all CP (sub)unital maps is obviously compact, since H and K are finite dimensional (even if they are infinite dimensional separable Hilbert space, the set is compact with respect to a topology which makes f 1 continuous in Λ 1 . ) Also, by the assumption, min Λ1 f 1 (Λ 1 , {X θ }) ≤ 0 for each {X θ } θ∈Θ (let Λ 2 be the identity map in (32)). Therefore, by Lemma 17,
which is lower semi-continuous, convex in Λ 1 , and linear in p. By Lemma 17,
which means existence of (sub)unital map satisfying (31).
Commutative case
In this section we suppose that
where {e i } and {f i } are a complete orthonormal basis of H and K, respectively. 
This is equivalent to
Also, there is a CP subunital map satisfying (3) if and only if
Proof. By Theorem 18, existence of CP unital map Λ satisfying (3) is equivalent to sup
where P moves over the set of all column stochastic matrices, P j,i ≥ 0, i P j,i = 1. Observe sup
Hence,
holds for any x θ,j . This is equivalent to (35) . (36) is obtained by replacing x θ by −x θ . When Λ is subunital, P in (39) is column sub stochastic, P j,i ≥ 0, i P j,i ≤ 1. Therefore,
Thus we obtain (37). (36) is obtained by replacing x θ by −x θ .
Note that the condition
is a necessary condition of (35). In fact, by
combining (35) and (36) leads to (40). Thus, (35) implies (40). But, suppose
, and
both of which are not related to λ max (L 1 ). Thus if λ max (L 1 ) ≤ −λ min (L 1 ) and λ max (M 1 ) ≤ −λ min (M 1 ), (40) cannot be a sufficient condition. Another necessary condition is
Observe that one of λ max (L) = L or λ max (L) = sp (L) − L is always true. Therefore, the combination of (40) and (42) If Λ is CP and unital, these inequality holds without the restriction (43), due to almost parallel argument.
Since C = max {λ max (C) , −λ min (C)} for a Hermitian operator C, the inequality C ≥ Λ (C)
holds for any CP subunital map Λ and any Hermitian operator C without the restriction (43).
B Multiplicative domain and finite dimensional C * -algebra
This section is based on Section 3 of [7] . When Λ is completely positive from L (H) to L (K), we have Schwartz inequality
The multiplicative domain M Λ of of completely positive map Λ is a set of operators on H such that
Remark 20 When Λ is a positive map which may not be 2-positive, we have to replace Λ * in the above expressions with Λ * S defined by 
Also, If π is a non-degenerate *-representation of a finite dimensional C * -algebra above, then there are cardinal numbers d 1 ,· · · , d k so that it is unitarily equivalent to I (d1)
