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Abstract
Recent progress in pre-trained neural language models has significantly improved
the performance of many natural language processing (NLP) tasks. In this paper we
propose a new model architecture DeBERTa (Decoding-enhanced BERT with dis-
entangled attention) that improves the BERT and RoBERTa models using two novel
techniques. The first is the disentangled attention mechanism, where each word
is represented using two vectors that encode its content and position, respectively,
and the attention weights among words are computed using disentangled matrices
on their contents and relative positions. Second, an enhanced mask decoder is used
to replace the output softmax layer to predict the masked tokens for model pre-
training. We show that these two techniques significantly improve the efficiency of
model pre-training and performance of downstream tasks. Compared to RoBERTa-
Large, a DeBERTa model trained on half of the training data performs consistently
better on a wide range of NLP tasks, achieving improvements on MNLI by +0.9%
(90.2% vs. 91.1%), on SQuAD v2.0 by +2.3% (88.4% vs. 90.7%) and RACE by
+3.6% (83.2% vs. 86.8%). The DeBERTa code and pre-trained models will be
made publicly available https://github.com/microsoft/DeBERTa.
1 Introduction
The Transformer has become the most effective neural network architecture for neural language
modeling. Unlike recurrent neural networks (RNNs) that process text in sequence, Transformers
apply self-attention to compute in parallel every word from the input text an attention weight that
gauges the influence each word has on another, thus allowing for much more parallelization than
RNNs for large-scale model training [1]. Since 2018, we have seen the rise of a set of large-scale
Transformer-based Pre-trained Language Models (PLMs), such as GPT [2, 3], BERT [4], RoBERTa
[5], XLNet [6], UniLM [7], ELECTRA [8], T5 [9], ALUM [10], StructBERT [11] and ERINE [12] .
These PLMs have been fine-tuned using task-specific labels and created new state-of-the-art in many
downstream natural language processing (NLP) tasks [13, 14, 15, 16, 17, 18].
In this paper, we propose a new Transformer-based neural language model DeBERTa (Decoding-
enhanced BERT with disentangled attention) which has been proven to be more effective than
RoBERTa and BERT as a PLM and after fine-tuning leads to better results on a wide range of NLP
tasks.
DeBERTa makes two modifications to the BERT model. The first is the use of a disentangled attention
mechanism for self-attention. Unlike BERT where each word in the input layer is represented using
a vector which is the sum of its word (content) embedding and position embedding, each word in
DeBERTa is represented using two vectors that encode its content and position, respectively, and the
attention weights among words are computed using disentangled matrices based on their contents
and relative positions, respectively. This is motivated by the observation that the attention weight of a
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word pair depends on not only their contents but their relative positions. For example, the dependency
between the words “deep” and “learning” is much stronger when they occur next to each other than
when they occur in different sentences.
Second, we enhance the output layer of BERT for pre-training. The output softmax layer of BERT
is replaced with an Enhanced Mask Decoder (EMD) to predict the masked tokens during model
pre-training. This is motivated by mitigating a mismatch between pre-training and fine-tuning.
While fine-tuning, we use a task-specific decoder that takes the BERT output as input and produces
the task labels. However, while pre-training we do not use any task-specific decoder and instead
simply normalize the BERT output (logits) via softmax. We thus treat the pre-training task, masked
language model (MLM), the same as any fine-tuning task, and add a task-specific decoder, which is
implemented as a two-layer Transformer decoder and a softmax output layer, for pre-training.
We will show through a comprehensive empirical study that these two techniques substantially
improve the efficiency of pre-training and the performance of downstream tasks. Compared to
RoBERTa-Large, a DeBERTa model trained on half the training data performs consistently better
on a wide range of NLP tasks, achieving improvements on MNLI by +0.9% (90.2% vs. 91.1%), on
SQuAD v2.0 by +2.3%(88.4% vs. 90.7%), and RACE by +3.6% (83.2% vs. 86.8%).
2 Background
2.1 Transformer structure
A Transformer-based language model is composed of stacked Transformer blocks [1]. Each block
contains a multi-head self-attention layer followed by a fully connected positional feed-forward
network. The standard self-attention mechanism lacks a natural way to encode word position
information. Thus, existing approaches add a positional bias to each input word embedding so that
each input word is represented by a vector whose value depends on its content and position. The
positional bias can be implemented using absolute position embedding [1, 2, 4] or relative position
embedding [6, 19]. It has been shown that relative position representations are more effective for
natural language understanding and generation tasks [20, 21]. The proposed Disentangled Attention
mechanism differs from all existing approaches in that we represent each input word using two
separate vectors that encode a word’s content and position respectively, and attention weights among
words are computed using disentangled matrices on their contents and relative positions.
2.2 Masked Language Model
Large-scale Transformer-based PLMs [4, 5, 22] are typically pre-trained on large amounts of text to
learn contextual word representations using a self-supervision objective, known as Masked Language
Model (MLM). Specifically, given a sequenceX “ txiu, we corrupt it into X˜ by masking 15% of its
tokens at random and then train a language model parameterized by θ to reconstructX by predicting
the masked tokens x˜ conditioned on X˜:
max
θ
logpθpX|X˜q “
ÿ
iPC
logpθpx˜i “ xi|X˜q (1)
where C is the index set of the masked tokens in the sequence. The authors of BERT propose to
keep 10% of the masked tokens unchanged, another 10% replaced with randomly picked tokens and
the rest replaced with the [MASK] token. In DeBERTa, we use a MLM decoder for masked token
prediction and replace the 10% masked but unchanged tokens with their position embedding vectors
in the decoder.
3 Approach
3.1 Disentangled Attention
For a token at position i in a sequence, we represent it using two vectors, tHiu and tPi|ju, which
represent its content and relative position with the token at position j, respectively. The calculation of
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the cross attention score between tokens i and j can be decomposed into four components as
Ai,j “ tHi,Pi|ju ˆ tHj ,Pj|iuᵀ
“HiHᵀj `HiP ᵀj|i ` Pi|jHᵀj ` Pi|jP ᵀj|i
(2)
That is, the attention weight of a word pair can be computed as a sum of four attention scores
using disentangled matrices on their contents and positions as content-to-content, content-to-position,
position-to-content, and position-to-position 1.
Existing approaches [19, 21] to relative position encoding use a separate embedding matrix to
compute the relative position bias in computing attention weights. This is equivalent to computing
the attention weights using only the content-to-content and content-to-position terms in (2). We argue
that the position-to-content term is also important since the attention weight of a word pair depends
not only on their contents but on their relative positions, which can only be fully modeled using both
the content-to-position and position-to-content terms. Since we use relative position embedding, the
position-to-position term does not provide much additional information and is removed from (2) in
our implementation.
Taking single-head attention as an example, the standard self-attention [1] can be formulated as:
Q “HWq,K “HWk,V “HWv,A “ QK
ᵀ
?
d
Ho “ softmaxpAqV
where H P RNˆd represents the input hidden vectors, Ho P RNˆd the output of self-attention,
Wq,Wk,Wv P Rdˆd the projection matrices, A P RNˆN the attention matrix, N the length of
input sequence, and d the dimension of hidden state.
Denote k as the maximum relative distance, δpi, jq P r0, 2kq as the relative distance from token i to
token j, which is defined as:
δpi, jq “
#
0 for i´ j ď ´k
2k ´ 1 for i´ j ě k
i´ j ` k others
(3)
We can represent the disentangled self-attention with relative position bias as (4), whereQc,Kc and
Vc are the projected content vectors generated using projection matricesWq,c,Wk,c,Wv,c P Rdˆd
respectively, P P R2kˆd represents the relative position embedding vectors shared across all layers
(i.e., staying fixed during forward propagation), and Qr and Kr are projected relative position
vectors generated using projection matricesWq,r,Wk,r P Rdˆd, respectively.
Qc “HWq,c,Kc “HWk,c,Vc “HWv,c,Qr “ PWq,r,Kr “ PWk,r
A˜i,j “ QciKcj ᵀlooomooon
(a) content-to-content
` QciKrδpi,jqᵀlooooomooooon
(b) content-to-position
` KcjQrδpj,iqᵀlooooomooooon
(c) position-to-content
Ho “ softmaxp A˜?
3d
qVc
(4)
A˜i,j is the element of attention matrix A˜, representing the attention score from token i to token
j. Qci is the i-th row of Qc. K
c
j is the j-th row of Kc. K
r
δpi,jq is the δpi, jq-th row of Kr with
regarding to relative distance δpi, jq. Qrδpj,iq is the δpj, iq-th row of Qr with regarding to relative
distance δpj, iq. Note that we use δpj, iq rather than δpi, jq here. This is because for a given position
i, position-to-content computes the attention weight of the key content at j with respect to the
query position at i, thus the relative distance is δpj, iq. The position-to-content term is calculated as
KcjQ
r
δpj,iq
ᵀ. The content-to-position term is calculated in a similar way.
Finally, we apply a scaling factor of 1?
3d
on A˜ which is important for stabilizing model training [1],
especially for large-scale PLMs.
1In this sense, our model shares some similarity to Tensor Product Representation [23, 24, 25] where a word
is represented using a tensor product of its filler (content) vector and its role (position) vector.
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3.1.1 Efficient implementation
For an input sequence of length N , it requires a space complexity of OpN2dq [19, 20, 21] to store
the relative position embedding for each token. However, taking content-to-position as an example,
we note that since δpi, jq P r0, 2kq and thus the embedding of all possible relative positions are
always a subset ofKr P R2kˆd, then we can reuseKr in the attention calculation for all the queries.
In experiments, we set the maximum relative distance k to 512 for pre-training. The disentangled
attention weights can be computed efficiently using Algorithm 1. Let δ be the relative position matrix
according to (3), i.e. δri, js “ δpi, jq. Instead of allocating a different relative position embedding
matrix for each query, we multiply each query vectorQcri, :s byKᵀr P Rdˆ2k, as in line 3´5. Then,
we extract the attention weight using the relative position matrix δ as the index, as in line 6 ´ 10.
To compute the position-to-content attention score, we calculate A˜pÑcr:, js, i.e. the column vector
of the attention matrix A˜pÑc, by multiplying each key vector Kcrj, :s by Qᵀr , as in line 11 ´ 13.
Finally, we extract the corresponding attention score via the relative position matrix δ as the index, as
in line 14´ 18. In this way, we do not need to allocate memory to store a relative position embedding
for each query and thus reduce the space complexity to Opkdq (for storingKr andQr).
Algorithm 1 Disentangled Attention
Input: Hidden stateH , relative distance embedding P , relative distance matrix δ. Content projec-
tion matrixWk,c,Wq,c,Wv,c, position projection matrixWk,r ,Wq,r.
1: Kc “HWk,c,Qc “HWq,c, Vc “HWv,c,Kr “ PWk,r ,Qr “ PWq,r
2: AcÑc “ QcKᵀc
3: for i “ 0, ..., N ´ 1 do
4: A˜cÑpri, :s “ Qcri, :sKᵀr
5: end for
6: for i “ 0, ..., N ´ 1 do
7: for j “ 0, ..., N ´ 1 do
8: AcÑpri, js “ A˜cÑpri, δri, jss
9: end for
10: end for
11: for j “ 0, ..., N ´ 1 do
12: A˜pÑcr:, js “Kcrj, :sQᵀr
13: end for
14: for j “ 0, ..., N ´ 1 do
15: for i “ 0, ..., N ´ 1 do
16: ApÑcri, js “ A˜pÑcrδrj, is, js
17: end for
18: end for
19: A “ AcÑc`AcÑp`ApÑc?
3d
20: Ho “ softmaxp A?3d qVc
Output: Ho
3.2 Enhanced Mask Decoder
During standard BERT pre-training, we feed the final hidden vectors corresponding to the masked
tokens to an output softmax over the vocabulary. During fine-tuning, we feed the BERT output into a
task-specific decoder, which has one or more task-specific decoding layers, plus a softmax layer if the
output is probabilities. To mitigate the mismatch between pre-training and fine-tuning, we treat MLM
the same as other downstream tasks, and replace the output softmax of BERT with an Enhanced
Mask Decoder (EMD) which contains one or more Transformer layers and a softmax output layer.
This makes DeBERTa, which combines BERT and EMD for pre-training, an encoder-decoder model.
The model architecture of the DeBERTa for pre-training is designed to meet several requirements.
First, the encoder should be much deeper than the decoder since the former is used for fine-tuning.
Second, the number of parameters of the encoder-decoder model needs to be similar to that of BERT
so that the pre-training cost is at the same level as BERT. Third, the pre-trained encoder of DeBERTa
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should be similar to BERT such that their fine-tuning costs and performances on downstream tasks
are comparable.
Take the 12-layer BERT base model as a baseline for comparison. The architecture of DeBERTa
for pre-training, used in our experiments, is composed of an encoder that consists of 11 layers of
Transformer, a decoder that consists of 2 Transformer layers whose parameters are shared and a
softmax output layer. So the model has a similar amount of free parameters as BERT base2. After the
DeBERTa model is pre-trained, we stack the 11-layer encoder and one decoder layer to recover the
standard BERT base architecture for fine-tuning.
In addition, we make a small but important modification on the encoder output vectors before we feed
them into the EMD for prediction during MLM pre-training. The authors of BERT [4] propose to not
replace all masked tokens with the [MASK] token, keeping 10% of them unchanged. Although this
is motivated by mitigating the mismatch between fine-tuning and pre-training since [MASK] never
occurs in the input of downstream tasks, the method suffers from information leaking i.e., predicting
a masked token conditioned on the token itself. To address the issue, we replace the encoder output
vectors of those masked but unchanged tokens with their corresponding absolute position embedding
vectors before we feed them into the decoder for prediction.
4 Experiment
This section evaluates DeBERTa on various NLP tasks.
4.1 Main Results
Following the previous papers on BERT, RoBERTa and XLNet, we report our results using large and
base models.
4.1.1 Performance on Large Models
Model Model CoLA QQP MNLI-m/mm SST-2 STS-B QNLI RTE MRPCSize Mcc F1/Acc Acc Acc Acc Acc Acc Acc
BERTlarge 335M 60.6 91.3 86.6/- 93.2 90.0 92.3 70.4 88.0
RoBERTalarge 355M 68.0 92.2 90.2/90.2 96.4 92.4 93.9 86.6 90.9
XLNetlarge 340M 69.0 92.3 90.8/90.8 97.0 92.5 94.9 85.9 90.8
DeBERTalarge 390M 69.5 92.3 91.1/91.1 96.5 92.5 95.3 88.1 92.5
Table 1: Comparison results on the GLUE development set.
We pre-train our large models following the setting of BERT [4], except that we use the BPE
vocabulary as [2, 5]. For training data, we use Wikipedia (English Wikipedia dump3; 12GB),
BookCorpus [26] (6GB), OPENWEBTEXT (public Reddit content [27]; 38GB), and STORIES (a
subset of CommonCrawl [28]; 31GB). The total data size after data deduplication[29] is about 78GB.
We use 6 DGX-2 machines with 96 V100 GPUs to train the model. A single model trained with 2K
batch size and 1M steps takes about 20 days. Refer to Appendix A for the detailed hyperparamters.
We summarize the results on eight GLUE [30] tasks in Table 1, which compares DeBERTa with
previous models with around 350M parameters: BERT, RoBERTa, and XLNet. Note that RoBERTa
and XLNet use 160G training data while DeBERTa uses 78G training data. RoBERTa and XLNet are
trained for 500K steps with 8K samples in a step, which amounts to four billion passes over training
samples. We train DeBERTa for one million steps with 2K samples in each step. This amounts to
two billion passes of its training samples, approximately half of either RoBERTa or XLNet. Table 1
shows that compared to BERT and RoBERTa, DeBERTa is consistently better across all the tasks.
Meanwhile, DeBERTa outperforms XLNet in six out of eight tasks. Particularly, the improvements
on MRPC (1.7% over XLNet and 1.6% over RoBERTa), RTE (2.2% over XLNet and 1.5% over
2The disentangled attention layer in DeBERTa has few more free parameters than the self-attention layer in
BERT.
3https://dumps.wikimedia.org/enwiki/
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RoBERTa) and CoLA (0.5% over XLNet and 1.5% over RoBERTa) are significant. Note that MNLI
is often used as an indicative task to monitor the progress of pre-training. DeBERTa significantly
outperforms all existing models of similar size on MNLI and creates a new state-of-the-art (SOTA).
Model MNLI-m/mm SQuAD v1.1 SQuAD v2.0 RACE ReCoRD SWAG NERAcc F1/EM F1/EM Acc F1/EM Acc F1
BERTlarge [4] 86.6/- 90.9/84.1 81.8/79.0 72.0 - 86.6 92.8
RoBERTalarge [5] 90.2/90.2 94.6/88.9 89.4/86.5 83.2 90.6/90.0 89.9 93.4
XLNetlarge [6] 90.8/90.8 95.1/89.7 90.6/87.9 85.4 - - -
Megatron336M [29] 89.7/90.0 94.2/88.0 88.1/84.8 83.0 - - -
DeBERTalarge 91.1/91.1 95.5/90.1 90.7/88.0 86.8 91.4/91.0 90.8 93.8
Megatron1.3B [29] 90.9/91.0 94.9/89.1 90.2/87.1 87.3 - - -
Megatron3.9B [29] 91.4/91.4 95.5/90.0 91.2/88.5 89.5 - - -
Table 2: Results on MNLI in/out-domain, SQuAD v1.1, SQuAD v2.0, RACE, ReCoRD, SWAG,
CoNLL 2003 NER development set. Note that missing results in literature are signified by “-”.
We evaluate DeBERTa on additional benchmarks: (1) Question Answering: SQuAD v1.1 [31],
SQuAD v2.0 [32], RACE [33], ReCoRD [34] and SWAG [35]; (2) Natural Language Inference:
MNLI [36]; and (3) NER: CoNLL-2003. For comparison, we also include Megatron [29] with
three different model sizes: Megatron336M, Megatron1.3B and Megatron3.9B, which are trained using
the same dataset as RoBERTa. Note that Megatron336M has a similar model size as other models
mentioned above4.
We summarize the results in Table 2. Compared to the previous SOTA models with similar sizes,
including BERT, RoBERTa, XLNet and Megatron336M, DeBERTa consistently outperforms them in
all the 7 tasks. Taking RACE as an example, DeBERTa is significantly better than previous SOTA
XLNet with an improvement of 1.4% (86.8% vs. 85.4%). Although Megatron1.3B is 3 times larger
than DeBERTa, we observe that DeBERTa can still outperform Megatron1.3B in three of the four
benchmarks. All the results show the superior performance of DeBERTa in various downstream tasks.
We are confident that DeBERTa can perform even better with a larger model size – we leave it to
future work.
4.1.2 Performance on Base Models
The setting for base model pre-training is similar to that for large models. The base model structure
follows that of the BERT base model, i.e. L “ 12, H “ 768, A “ 12. We use 4 DGX-2 with 64
V100 GPUs to train the base model and it takes about 10 days to finish a single pre-training of 1M
training steps with batch size 2048. We train DeBERTa with the same 78G text data, and compare it
with RoBERTa and XLNet trained using their 160G text data.
We summarize the results in Table 3. Across all three tasks, DeBERTa consistently surpasses
RoBERTa and XLNet, with more improvements than that in large models. For example, on the MNLI
in-domain setting (MNLI-m), DeBERTabase obtains 1.2% (88.8% vs. 87.6%) over RoBERTabase, and
2% (88.8% vs. 86.8%) over XLNetbase.
Model MNLI-m/mm (Acc) SQuAD v1.1 (F1/EM) SQuAD v2.0 (F1/EM)
RoBERTabase [5] 87.6/- 91.5/84.6 83.7/80.5
XLNetbase [6] 86.8/- -/- -/80.2
DeBERTabase 88.8/88.5 93.1/87.2 86.2/83.1
Table 3: Comparison results on MNLI in/out-domain (m/mm), SQuAD v1.1 and v2.0 development
set.
4Although T5 [9] has more parameters (11B), it only reports the test results and it is not comparable with
other models.
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4.2 Model Analysis
In this section, we first present an ablation study to quantify the relative contributions of different
components introduced in DeBERTa. Next, we illustrate the difference in attention patterns between
DeBERTa and its counterpart RoBERTa. Last, we study the convergence property to characterize the
model training efficiency. We run experiments for analysis using the base model setting where the
Wikipedia + Bookcorpus data is used for model pre-training and a model can be pre-trained for 1M
steps with batch size 256 in 7 days on a DGX-2 machine with 16 V-100 GPUs.
4.2.1 Ablation study
To verify our experimental setting, we pre-train the RoBERTa base model from scratch. We call the
re-pre-trained RoBERTa RoBERTa-ReImpbase. To investigate the relative contributions of different
components in DeBERTa, we design three variations:
• -EMD is the DeBERTa base model without EMD.
• -C2P is the DeBERTa base model without the content-to-position term ((c) in Eq. 4).
• -P2C is the DeBERTa base model without the position-to-content term ((b) in Eq. 4). As
XLNet also used relative position bias, this model is close to XLNet plus EMD.
Model MNLI-m/mm SQuAD v1.1 SQuAD v2.0 RACEAcc F1/EM F1/EM Acc
BERTbase [4] 84.3/84.7 88.5/81.0 76.3/73.7 65.0
RoBERTabase [5] 84.7/- 90.6/- 79.7/- 65.6
XLNetbase [6] 85.8/85.4 -/- 81.3/78.5 66.7
RoBERTa-ReImpbase 84.9/85.1 91.1/84.8 79.5/76.0 66.8
DeBERTabase 86.3/86.2 92.1/86.1 82.5/79.3 71.7
-EMD 86.1/86.1 91.8/85.8 81.3/78.0 70.3
-C2P 85.9/85.7 91.6/85.8 81.3/78.3 69.3
-P2C 86.0/85.8 91.7/85.7 80.8/77.6 69.6
-(EMD+C2P) 85.8/85.9 91.5/85.3 80.3/77.2 68.1
-(EMD+P2C) 85.8/85.8 91.3/85.1 80.2/77.1 68.5
Table 4: Ablation study of the DeBERTa base model.
Table 4 summarizes the results on four benchmark datasets. First, comparing RoBERTa with
RoBERTa-ReImp, we observe that they perform similarly across all the four benchmark datasets.
Thus, we can confidently treat RoBERTa-ReImp as a solid baseline for comparison. Second, we
see that removing any one component in DeBERTa results in a sheer performance drop in all the
benchmarks. For instance, removing EMD (-EMD) results in a loss of 1.4% (71.7% vs. 70.3%) on
RACE, 0.3% (92.1% vs. 91.8%) on SQuAD v1.1, 1.2% (82.5% vs. 81.3%) on SQuAD v2.0, 0.2%
(86.3% vs. 86.1%) and 0.1% (86.2% vs. 86.1%) on MNLI-m/mm, respectively. Similarly, removing
either content-to-position or position-to-content leads to consistent performance drops in all the
benchmarks. As expected, removing two components results in even more significant deterioration in
performance.
Figure 1: Comparison of attention patterns of the last layer among DeBERTa, RoBERTa and DeBERTa
variants (i.e. DeBERTa without EMD, C2P and P2C respectively).
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4.2.2 Attention Patterns
To understand why DeBERTa performs differently from RoBERTa, we present their attention patterns
in the last self-attention layer in Figure 1, where we also depict the attention patterns of the three
DeBERTa variants for comparison. Comparing RoBERTa with DeBERTa, we observe two obvious
differences. First, RoBERTa has a clear diagonal line effect for a token to attend to itself, which is not
observed in DeBERTa. This could be attributed to the use of EMD, in which the vectors of the masked
but unchanged tokens are replaced with their position embeddings. This seems to be verified by
examining the attention pattern of DeBERTa-EMD, where the diagonal line effect is brighter than the
original DeBERTa. Second, there are vertical strips in the attention patterns of RoBERTa, which are
mainly caused by high-frequent functional tokens (e.g., “a”, “the”, or punctuation). For DeBERTa, the
strip appears in the first column, which represents the [CLS] token. We conjecture that a dominant
emphasis on the [CLS] token is desirable for a good pre-trained model since the vector of this token
is often used as a contextual representation of the entire input sequence in downstream tasks. We also
observe that the vertical strip effect is quite obvious in the patterns of the three DeBERTa variants.
4.2.3 Pre-training Efficiency
To investigate the convergence of model pre-training, we plot the performance of fine-tuned down-
stream tasks as a function of the number of pre-training steps. As shown in Figure 2, for the
RoBERTa-ReImp base model and the DeBERTa base model, we dump a checkpoint every 100K
pre-training steps, and then fine-tune the checkpoint on two downstream tasks (MNLI and SQuAD
v2.0) and report the accuracy and F1 score, respectively. As a reference, we copy the final model
performance of both the original RoBERTa base models [5] and XLNet base models [6] and plot
them as flat dot lines. The results show that DeBERTa consistently outperforms RoBERTa-ReImp
during the course of pre-training, and converges faster.
(a) Results on MNLI development (b) Results on SQuAD v2.0 development
Figure 2: Pre-training performance curve between DeBERTa and its counterparts on the MNLI and
SQuAD v2.0 development set.
5 Conclusions
This paper presents two techniques to improve BERT pre-training. The first technique is the disentan-
gled attention mechanism that represents each word using two vectors that encode its content and
position, respectively, and computes attention weights among words using disentangled matrices on
their contents and relative positions. The second is an enhanced mask decoder that replaces the output
softmax layer to predict the masked tokens for MLM pre-training. Using both of these techniques,
the new pre-trained language model DeBERTa outperforms RoBERTa and BERT on a wide range of
downstream NLP tasks.
This work demonstrates the potential of exploring disentangled word representations for self-attention
and the use of task-specific decoders for improving language model pre-training.
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A Appendix
A.1 Dataset
Corpus Task #Train #Dev #Test #Label Metrics
General Language Understanding Evaluation (GLUE)
CoLA Acceptability 8.5k 1k 1k 2 Matthews corr
SST Sentiment 67k 872 1.8k 2 Accuracy
MNLI NLI 393k 20k 20k 3 Accuracy
RTE NLI 2.5k 276 3k 2 Accuracy
WNLI NLI 634 71 146 2 Accuracy
QQP Paraphrase 364k 40k 391k 2 Accuracy/F1
MRPC Paraphrase 3.7k 408 1.7k 2 Accuracy/F1
QNLI QA/NLI 108k 5.7k 5.7k 2 Accuracy
STS-B Similarity 7k 1.5k 1.4k 1 Pearson/Spearman corr
Question Answering
SQuAD v1.1 MRC 87.6k 10.5k 9.5k - Exact Match (EM)/F1
SQuAD v2.0 MRC 130.3k 11.9k 8.9k - Exact Match (EM)/F1
ReCoRD MRC 101k 10k 10k - Exact Match (EM)/F1
RACE MRC 87,866 4,887 4,934 4 Accuracy
SWAG Multiple choice 73.5k 20k 20k 4 Accuracy
Token Classification
CoNLL 2003 NER 14,987 3,466 3,684 8 F1
Table 5: Summary information of the NLP application benchmarks.
‚ GLUE. The General Language Understanding Evaluation (GLUE) benchmark is a collection
of nine natural language understanding (NLU) tasks. As shown in Table 5, it includes question
answering [31], linguistic acceptability [37], sentiment analysis [38], text similarity [39], paraphrase
detection [40], and natural language inference (NLI) [36, 41, 42, 43, 44, 45]. The diversity of the
tasks makes GLUE very suitable for evaluating the generalization and robustness of NLU models.
‚ ReCoRD is a commonsense Question Answering dataset. Each example consists of a news article,
drawn from CNN and DailyMail, and a Cloze-style question about the article in which one entity is
masked out [34].
‚RACE is a large-scale machine reading comprehension dataset, collected from English examinations
in China, which are designed for middle school and high school students [33].
‚ SQuAD v1.1/v2.0 is the Stanford Question Answering Dataset (SQuAD) v1.1 and v2.0 [31, 32]
are popular machine reading comprehension benchmarks. Their passages come from approximately
500 Wikipedia articles and the questions and answers are obtained by crowdsourcing. The SQuAD
v2.0 dataset includes unanswerable questions about the same paragraphs.
‚ SWAG is a large-scale adversarial dataset for the task of grounded commonsense inference, which
unifies natural language inference and physically grounded reasoning [35]. SWAG consists of 113k
multiple choice questions about grounded situations.
‚ CoNLL 2003 is an English dataset consisting of text from a wide variety of sources. It has 4 types
of named entity.
A.2 Pre-training Dataset
For DeBERTa pre-training, we use Wikipedia (English Wikipedia dump6; 12GB), BookCorpus
[26] 7 (6GB), OPENWEBTEXT (public Reddit content [27]; 38GB) and STORIES8 (a subset of
6https://dumps.wikimedia.org/enwiki/
7https://github.com/butsugiri/homemade_bookcorpus
8https://github.com/tensorflow/models/tree/master/research/lm_commonsense
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CommonCrawl [28]; 31GB). The total data size after data deduplication[29] is about 78GB. For
pre-training, we also sample 5% training data as the validation set to monitor the training process.
A.3 Implementation Details
Following RoBERTa [5], we adopted dynamic data batching. We also include span masking[46] as
the additional masking strategy with the span size up to three. We list the detailed hyperparameters
of pre-training in Table 6. For pre-training, we all use Adam [47] as the optimizer with weight decay
[48]. For fine-tuning, even though we can get better and robust results with RAdam[49] on some
tasks, e.g. CoLA, RTE and RACE, we all use Adam[47] as the optimizer for a fair comparison. For
fine-tuning, we trained each task with a hyper-parameter search procedure, each run will take about
1-2 hours on a DGX-2 node. All the hyperparameters are presented in Table 7. The model selection
is based on the performance on the task-specific development sets.
Our code is implemented based on Huggingface Transformers9, FairSeq10 and Megatron[29]11.
Hyper-parameter DeBERTalarge DeBERTabase DeBERTabase´ablation
Number of Layers 24 12 12
Hidden size 1024 768 768
FNN inner hidden size 4096 3072 3072
Attention Heads 16 12 12
Attention Head size 64 64 64
Dropout 0.1 0.1 0.1
Warmup Steps 10k 10k 10k
Learning Rates 2e-4 2e-4 1e-4
Batch Size 2k 2k 256
Weight Decay 0.01 0.01 0.01
Max Steps 1M 1M 1M
Learning Rate Decay Linear Linear Linear
Adam  1e-6 1e-6 1e-6
Adam β1 0.9 0.9 0.9
Adam β2 0.999 0.999 0.999
Gradient Clipping 1.0 1.0 1.0
Gradient Clipping 1.0 1.0 1.0
Number of DGX-2 nodes 6 4 1
Training Time 20 days 10 days 7 days
Table 6: Hyper-parameters for pre-training DeBERTa.
Hyper-parameter DeBERTalarge DeBERTabase
Dropout of task layer {0,0.1,0.15} {0,0.1,0.15}
Warmup Steps {50,100,500,1000} {50,100,500,1000}
Learning Rates {5e-6, 8e-6, 9e-6, 1e-5} {1.5e-5,2e-5, 3e-5, 4e-5}
Batch Size {16,32,48,64} {16,32,48,64}
Weight Decay 0.01 0.01
Maximun Training Epochs 10 10
Learning Rate Decay Linear Linear
Adam  1e-6 1e-6
Adam β1 0.9 0.9
Adam β2 0.999 0.999
Gradient Clipping 1.0 1.0
Table 7: Hyper-parameters for fine-tuning DeBERTa on down-streaming tasks.
9https://github.com/huggingface/transformers
10https://github.com/pytorch/fairseq
11https://github.com/NVIDIA/Megatron-LM
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A.4 Handling long sequence input
With relative position bias, we choose to truncate the maximum relative distance to k as in (3). Thus
in each layer, each token can attend directly to at most 2pk ´ 1q tokens and itself. By stacking
Transformer layers, each token in the l´th layer can attend to at most p2k ´ 1ql tokens implicitly.
Taking DeBERTalarge as an example, where k “ 512, L “ 24, in theory, the maximum sequence
length that can be handled is 24528. This is a byproduct benefit of our design choice and we found it
is beneficial for the RACE task. A comparison of long sequence effect on the RACE task is shown in
table 8.
Sequence length Middle High Accuracy
512 88.8 85.0 86.3
768 88.7 86.3 86.8
Table 8: The effect of handling long sequence input for RACE task with DeBERTa
Long sequence handling is an active research area as of late, there are a lot of works built on the
Transformer to optimize its performance on long sequence handling[20, 50, 51, 52]. One of the
potential future works is to extend DeBERTa to deal with extremely long sequences and compare it
with existing approaches.
A.5 Model complexity
With Disentangled Attention, we introduced three additional parameters Wq,r,Wk,r P Rdˆd
and P P R2kˆd. The total increase in parameter is 2L ˆ d2 ` 2k ˆ d. For the large model
pd “ 1024, L “ 24, k “ 512q, this introduces about 49M additional parameters, which is an
increment of 13%. For the base modelpd “ 768, L “ 12, k “ 512q, this introduces about 14M
additional parameters, which is an increment of 12%.
The additional computational complexity is OpNkdq due to the calculation of the additional position-
to-content and content-to-position attention scores. Compared with BERT or RoBERTa, this intro-
duces about a 30% increase in computation. Compared with XLNet which also uses relative position
embedding, the actual computation cost is about 15%. A further optimization by fusing the attention
computation kernel could significantly reduce this additional cost. For EMD, since the decoder in
pre-training only reconstructs the masked tokens, it does not introduce additional computation for
unmasked tokens. In the situation where 15% tokens are masked and we use only two decoder layers,
the additional cost is 0.15ˆ 2{L which results in an additional computational cost of only 3% for
base model(L “ 12) and 2% for large model(L “ 24) in EMD.
A.6 Attention Patterns
We provide three more examples to illustrate the difference in attention patterns between DeBERTa
and RoBERTa.
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Figure 3: Comparison on attention patterns of the last layer between DeBERTa and RoBERTa.
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Figure 4: Comparison on attention patterns of last layer between DeBERTa and its variants (i.e.
DeBERTa without EMD, C2P and P2C respectively).
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