In this paper, we show a local Blaschke-Petkantschin formula for a Riemannian manifold. Namely, we compute the Jacobian determinant of the parametrization of (n + 1)-tuples of the manifold by the center and the radius of their common circumscribed sphere as well as the (n + 1) directions characterizing the positions of the n + 1 points on it. We deduce from it a more explicit two-term expansion when the radius tends to 0. This formula contains a local correction with respect to the flat case which involves the Ricci curvatures in the (n + 1) directions.
Introduction and result
A Blaschke-Petkantschin formula is a rewriting of the (m + 1)-fold product of the volume measure for 1 ≤ m ≤ n which is based on a suitable geometric decomposition of a m-tuple of points, see the historical papers [Bla35] and [Pet35] . In particular, it provides the calculation of the Jacobian of the associated change of variables in an integral. Classically, the geometric decomposition consists in fixing the linear or affine subspace which contains all the points, integrate over all m-tuples in that subspace and then integrate over the Grassmannian of all subspaces, see [SW08, Chapter 7] . There exists another kind of formulas of Blaschke-Petkantschin type with a spherical decomposition: the sphere containing all the points is fixed, we integrate over the positions of the points on the sphere and then integrate over the Grassmannian of all subspaces spanned by the sphere and over the radius and center of the sphere.
This can be described as follows in the Euclidean space. For almost every set of points x 0 , . . . , x n ∈ R n , there exists a unique circumscribed ball. This makes it possible to define the change of variables (x 0 , . . . , x n ) → (r, z, u 0 , . . . , u n ), given by the relations
where z ∈ R n and r > 0 are the circumcenter and radius respectively of the circumscribed ball of x 0 , . . . , x n and where u 0 , . . . , u n ∈ S n−1 indicate the respective positions of the points x 0 , . . . , x n on the boundary of that ball, S n−1 being the unit-sphere of R n . The calculation of the Jacobian of this change of variables dates back to Miles [Mil70, Formula (70) ]. It provides the following equality of measures, see also [Møl94, Proposition 2.2.3] for a more general statement with (m + 1) points, 1 ≤ m ≤ n: dx 0 . . . dx n = n!∆ n (u 0 , u 1 , . . . , u n )r n 2 −1 drdz dvol
where ∆ n (u 0 , u 1 , . . . , u n ) is the n-dimensional Lebesgue measure of the simplex spanned by the unit vectors u 0 , u 1 , . . . , u n and where vol (S n−1 ) is the spherical Lebesgue measure of S n−1 . In general, for any Riemannian manifold M , we denote by vol (M) the measure associated with the Riemannian volume form of M .
The formula (1) was extended by Miles to the case of the unit-sphere in dimension two [Mil71b, Theorem 3 .2] then in any dimension [Mil71a, Theorem 4] . Let S n k be the n-dimensional sphere centered at the origin and of radius 1/k. Again, for almost all (n + 1)-tuple of points in S n k , we denote by z and r ∈ (0, π 2 ) the center and radius respectively of the associated geodesic circumscribed ball and by 02 Laboratoire MODAL'X, EA 3454, Université Paris Nanterre, 200 avenue de la République, 92001 Nanterre, France. E-mail: achapron@parisnanterre.fr u 0 , . . . , u n the respective positions of the points on the boundary of that ball. The equality of measures below is then a slight modification of Miles's formula when replacing S n with S n k :
= n!∆ n (u 0 , u 1 , . . . , u n ) sin(kr) k
The aim of this paper is to extend the spherical Blaschke-Petkantschin formulas (1) and (2) to a general Riemannian manifold M , i.e. decompose the product measure dvol (M) (x 0 ) . . . dvol (M) (x n ) through a geometric decomposition based on the smallest geodesic circumscribed ball containing the (n + 1) points x 0 , . . . , x n . One of our goals is to use this formula for calculating mean values of PoissonVoronoi tessellations in a manifold [CCE18] . Indeed, Blaschke-Petkantschin formulas are already a key tool to study the characteristics of such tessellations in the Euclidean case [Møl94] and in the spherical case [Mil71b] . In the hyperbolic case, Isokawa used for n = 2 [Iso00b] and n = 3 [Iso00a] formulas of the flavour of Blaschke-Petkantschin even though they were not clearly stated.
We start by completing the work for manifolds with constant sectional curvature. For k > 0, let H n k be the n-dimensional hyperbolic space of curvature −k 2 . The next proposition provides the spherical Blaschke-Petkantschin formula when M = H n k .
Proposition 1.1. For every k > 0 and n ≥ 1, the following equality of measures is satisfied.
Now let M be a Riemannian manifold of dimension n and vol (M) be its associated Riemannian measure. For any z ∈ M , we denote by T z M the tangent space of M at z, by ·, · z the associated scalar product and by exp z the exponential map at z. Since the geometric transformation and the Jacobian calculation will be done in a vicinity of a fixed point z, we can assume that M is a compact set even if it means replacing M by a compact neighborhood of z. We recall that thanks to the Hopf-Rinow theorem, the compacity of M guarantees that M is geodesically complete, which implies that the exponential map exp z is defined on the whole tangent space T z M . Let us now define the set T n M = {(z, u 0 , . . . , u n ) such that z ∈ M, u i ∈ T z M with norm 1, i = 0, . . . , n} and let us introduce the function
where
For fixed (z, u 0 , . . . , u n ) ∈ T n M and fixed 1 ≤ i ≤ n, we denote by γ i the geodesic
We denote by J Φn the Jacobian of Φ n , i.e. the function which satisfies the equality of measures
We provide a formula for J Φn in terms of several explicit Jacobi fields. To do so, we use a precise connection between Jacobi fields and derivatives of curves defined through the exponential map, see Lemma 2.1 below.
, is a (n − 1) × (n − 1) real matrix which satisfies for l, m = 1, . . . , n − 1,
m being the Jacobi field along γ i withJ
Moreover, when r tends to 0,
where Ric z (u i ) denotes the Ricci curvature at z of u i and f (r) = o(g(r)) means that lim r→0 f (r) g(r) = 0. As expected, since the manifold can be approximated at first order by the tangent space at z, the first term of the expansion (6) corresponds to the Euclidean case. Moreover, when M has constant sectional curvature, (6) is consistent with both (2) and (3) for small r. Let us note that for r small enough, the Jacobian given by (5) is different from zero almost everywhere which implies thanks to the inverse function theorem that Φ n is a local C 1 -diffeomorphism. As emphasized earlier, the Euclidean spherical Blaschke-Petkantschin formula was extended to provide the geometric decomposition of the (m + 1)-fold product of the Lebesgue measure on R n , for any m = 1, . . . , n. We recall below this general formula, see e.g. [Møl94, Proposition 2.2.3]. Let G(n, m) denote the Grassmanian of m-dimensional space of R n endowed with its Haar measure vol (G(n,m)) and let us consider the set
Then the change of variables defined by
with x i = z + ru i , satisfies the equality of measures
m is an explicit constant depending only on n and m. Going back to our manifold setting, it seems delicate to extend Theorem 1.2 to the decomposition of an (m + 1)-fold measure for any m. However, we are able to derive formulas of this type for the manifold M in the special cases m = 1 and m = (n − 1) in Propositions 1.3 and 1.4 respectively. Indeed, in these particular cases, we can identify the Grassmanian with the unit sphere S n−1 and this makes it possible to write expansions of the Jacobian determinant. 
In particular, we notice that the first term of the expansion in (7) is exactly the Jacobian in the Euclidean case since ∆ 1 (u, −u) is equal to 2.
Let us define the set
. . , u n−1 ∈ T z M with norm 1 and v⊥{u 0 , . . . , u n−1 }}. Proposition 1.4 (Case m = (n − 1)). The Jacobian J Φn−1 of the function
. . . . . .
The paper is structured as follows: we start with some geometrical preliminaries in Section 2. Section 3 is devoted to the case m = n with the proofs of Theorem 1.2 and Proposition 1.1 which is a corollary of Theorem 1.2. The particular cases m = 1 and m = (n − 1) are derived in Sections 4 and 5 respectively. The paper ends with some concluding remarks.
Geometrical preliminaries
In this section, we introduce some useful notation and we survey several fundamental definitions and results from the theory of Riemannian geometry. For more details, we refer the reader to the reference books such as [DC92] , [Lee97] and [Ber03] . 
For sake of simplicity, we omit in the notation of the exponential map the dependency on the manifold M which should be implicit anyway.
Riemann curvature tensor and curvatures. Let us denote by R (M) the Riemann curvature tensor of M that is for x ∈ M and for u, v, w ∈ T x M ,
where ∇ denote the Levi-Civita connection. Let u,v be two unit vectors of the tangent space T x M with u, v x = 0. The sectional curvature of the plane spanned by u and v is defined through the identity
Now let u be a unit vector of T x M and let us extend it to an orthonormal basis {u 1 , . . . , u n−1 , u} of
Note that Ric
(u) does not depend on the choice of the basis.
Jacobi fields. A Jacobi field along a geodesic γ is a vector field J verifying the Jacobi equation
where the derivative of J is understood in the sense of the covariant derivative with respect to the Levi-Civita connection. In particular, along γ, there exists a unique Jacobi field with given J(0) and
We recall without proof the following general result which connects the derivative of the exponential map to the Jacobi fields [DC92, p. 119] . This is a key tool of the proofs of Theorem 1.2, Proposition 1.3 and Proposition 1.4.
Lemma 2.1. Let γ be a geodesic, c a curve on M such that c(0) = γ(0) and V a vector field along c such that
where J is the unique Jacobi field along γ with
In the case of manifolds with constant sectional curvature, Jacobi fields have an exact expression [DC92, p113] . The particular case of the hyperbolic space H n k , stated in the following lemma, is the main argument of the proof of Proposition 3.
Lemma 2.2. Let γ be a geodesic of H n k and V be a parallel vector field along γ with norm 1 such that γ ′ (t), V (t) γ(t) = 0 and V (t) = 1. Then the vector field defined by
is the unique Jacobi field of H n k along γ which satisfies J(0) = 0 and J
Parallel transport. Let V be a vector field along a curve γ. V is called a parallel vector field if V ′ (t) = 0 for all t, in the sense of the covariant derivative. Now, for any u ∈ T γ(0) , there exists a unique parallel vector field V along γ such that V (0) = u, called the parallel transport of u along γ. In this paper, V (t) will be denoted by u(t). Note that the parallel transport is a linear isomorphism from T γ(0) M to T γ(t) M which preserves the scalar product.
3 Proof of Theorem 1.2 and Proposition 1.1
Proof of (5)
Let us fix (z, u 0 , . . . , u n ) ∈ T n M . We endow the tangent space T z M with an orthonormal basis {e 1 , . . . , e n } and write
In order to write the Jacobian matrix of Φ n , we need to introduce well-adapted bases of the tangent spaces T xi M for i = 0, . . . , n. To this end, for each i we consider an orthonormal basis of
Step 1: derivatives with respect to r. Since
1 (r), we notice that the column vector of the coordinates of ∂xi ∂r in the basis V (i) (r) is
Figure 1: The function Φ n and the bases V (i) (r)
where 0 n−1 = (0, . . . , 0). In the rest of the paper, we identify for sake of simplicity a vector (resp. a linear transformation) with its column vector in a natural basis (resp its matrix with well-chosen natural bases).
Step 2: derivatives with respect to z. Let us consider the submatrix with size n × n ∂xi ∂z . First, we notice that the entry ∂xi ∂z l,m is the projection onto v (i) l (r) of the derivative of x i with respect to z in the direction e m . Secondly, applying Lemma 2.1 to γ(t) = γ i (t) = exp z (tu i ), c(s) = γ(s) = exp z (se m ) and V as the parallel transport of u i along c, we obtain that the derivative of x i with respect to z in the direction e m is J 
We deduce from these two observations that
Now thanks to [DC92, Chapter 5, Proposition 3.6], we can do the following calculation:
In particular, (15) shows that the first line of the submatrix A (i) is equal to u T i . In other words, we can rewrite A (i) as
where 'n/a' only means that the submatrix of A (i) under its first line does not need to be explicit in the rest of the proof.
Step 3: derivatives with respect to u i . The submatrix ∂xi ∂ui has size n × (n − 1). Again the entry 
An application of [DC92, Chapter 5, Proposition 3.6] shows that v 
In particular, we get for every 2 ≤ l, m ≤ n,
Step 4: rewriting of the Jacobian determinant. The Jacobian determinant J Φn of Φ n can be written as 
Combining this equality with (14), (16) and (17), we obtain that
where for sake of simplicity, we have written 0 for any zero matrix independently of its size. We can then apply a permutation of the lines so that the lines (1|u T i |0) appear in the first (n + 1) lines of a new matrix which is a block lower triangular matrix and which has the same determinant as the Jacobian determinant up to a possible minus sign:
Using the fact that n!∆ n (u 0 , · · · , u n ) = det
Proof of (6)
We now derive from (5) the expansion (6) for small values of r. This only requires to expand det B (i) . To do so, we expand the coefficients of B (i) given by (18) in Lemma 3.1 below.
Lemma 3.1. The coefficients of B (i) satisfy, for l, m = 2, . . . , n,
where K(u i , v 
Because v 
Consequently, usingJ
The Jacobi fieldJ 
where R is the Riemann curvature tensor. Combining this with the facts that v 
Finally, using again the fact that v
is a parallel transport, we show that the third derivative of f
Thanks to [DC92, p.115] and the equality γ
1 (r), we notice that
Consequently, using thatJ
m , we deduce from the two previous equalities that when l = m, Going back to the proof of (6), let us show that the determinant of B (i) has the required expansion
Indeed, we can rewrite the determinant as
where S n−1 denotes the set of permutations of {1, · · · , (n − 1)} and sgn(σ) is the signature of the permutation σ. For sake of simplicity, we use the same notation σ for a permutation of either the set {1, · · · , (n − 1)} or the set {2, · · · , n}. It then follows from (21) and (10) that
(29) It remains to show that for all σ = Id,
Since σ = Id, at least two indices, say 2 and 3 satisfy 2 = σ(2) and 3 = σ(3). Let us rewrite the product as
Now, thanks to (22), the first two terms satisfy
Looking at both (21) and (22), we observe that the remaining terms behave like r n−3 at most, i.e. there is a positive constant C such that for r small enough,
Thus inserting (32) and (33) into (31), we obtain (30) which, combined to (29), implies in turn (28). The expansion (6) is now a direct consequence of both (5) and (28).
Proof of (3)
Recall that J Φn (z, r, u 0 , u 1 , . . . , u n ) denote the Jacobian determinant of the function Φ n . To prove (3) it suffices to prove that, when M = H n k ,
We proved in Section 3.1 that in a general manifold,
where B (i) are (n − 1) × (n − 1) matrices with coefficients
m (r) is the unique Jacobi field withJ
m . Now Lemma 2.2 provide exact expression of these Jacobi fields. Indeed, applying Lemma 2.2 to γ = γ i and V (t) = v (i) m (t), we obtaiñ
Inserting (36) into (35), it follows that
so that
where Id (n−1) denotes the identity matrix of size (n − 1). Combining (38) and (34), we obtain
which establishes the equality of measures (3).
Proof of Proposition 1.3
Let us calculate the Jacobian determinant of the function Φ 1 given in Proposition 1.3. To do so, let us consider an orthonormal basis of T z M , V = {v 1 , . . . , v n } where v 1 = u. We consider the bases
n (r)} obtained by parallel transport of the basis V along γ i (t) = exp z ((−1) i tu).
Step 1: derivatives with respect to r. As in the proof of (5), the column vector of the coordinates of ∂xi ∂r in the basis V (i) (r) is
Step 2: derivatives with respect to z. Again, we show that the submatrix with size n × n, ∂xi ∂z satisfies
m is the unique Jacobi field along γ i such that J 
Step 3: derivatives with respect to u i .
∂xi ∂u with size n × (n − 1) satisfies
m is the unique Jacobi field along γ i such thatJ
Again, the first line of B (i) is identically equal to zero, which means that we can rewrite B (i) as
Step 4: rewriting of the Jacobian determinant. We recall that the Jacobian determinant is (20), we can rewrite the matrix up to a possible minus sign in front of the determininant as the following block lower triangular matrix:
Step 5: expansion of the coefficients of the determinant. As in the proof of (6), the required expansion (7) of the determinant follows from the expansion of each of its coefficients. This is done in the following lemma.
Lemma 4.1. The coefficients of A (i) and B (i) satisfy for l, m = 2, . . . , n
Proof of Lemma 4.1. We omit the proof for the coefficients of B (i) as it is very similar if not identical to the proof of Lemma 3.1.
Let us show the first two expansions. To do so, we consider the function f
In particular, we notice that u n i = 0 for every 0 ≤ i ≤ (n − 1). For sake of simplicity, we will use in the rest of the paper the notation u i for the (n − 1)-dimensional line vector (u 1 1 , . . . , u n−1 1
).
Then for each i, we introduce an orthonormal basis of
n = v, and we do the parallel transportation of this basis V (i) (r) = {v
n (r)} along the curve γ i (t) = exp z (tu i ).
Step 1: derivatives with respect to r. Again, the column vector of the coordinates of ∂xi ∂r in the basis
Step 2: derivatives with respect to z. We consider the submatrix ∂xi ∂z . We recall that for 1 ≤ l, m ≤ n
Step 3: derivatives with respect to u i . We first recall that u i is a vector from the (n − 1)-dimensional subspace {v} ⊥ of T z M . The submatrix ∂xi ∂ui is then equal to
where B (i) is the (n − 1) × (n − 2)-matrix such that for every 1 ≤ l ≤ (n − 1) and 1 ≤ m ≤ (n − 2),
m being unique Jacobi field along γ i such thatJ
Step 4: derivatives with respect to v. When comparing to the proof of (5), we observe that this step is new. The submatrix ∂xi ∂v has size n × (n − 1) and
is the projection onto v 
In this new basis, we define the vector u s i bỹ
Now, the derivative of x i with respect to v in the direction v m , is obtained by applying Lemma 2.1 with γ = γ i , c(s) = z and V (s) =ũ i (s) that is
This, with (51), implies that , for every 1 ≤ l, m ≤ (n − 1),
m is the unique Jacobi field along γ i such thatJ 
Step 5: rewriting of the Jacobian determinant. Thus, the Jacobian determinant of Φ n−1 , J Φn−1 is 
Considering (48), (49), (50) and (52), we can then apply the same permutation of the lines as in the proof of (5) so that the determinant is up to a possible minus sign equal to the determinant of a new matrix which is a block lower triangular matrix:
where D is the n(n − 1) × n(n − 1)−matrix given by
Step 6: expansion of the coefficients of the determinant. In Lemma 5.1 below, we provide estimates for the coefficients of the matrix D when r → 0.
Lemma 5.1. The coefficients of D satisfy for l = 2, . . . , n, m = 2, . . . , (n − 1)
the final expansion. To this end, let us define the set of permutations
(n−1),m for j = 2, . . . , n, and τ : {2, . . . , n} → {0, . . . , (n − 1)}\{i} is some bijection,
m,m for j = n + k(n − 2) + m where k = 0, . . . , (n − 1), m = 1, . . . , (n − 2)}.
Since only the integer i and the bijection τ have to be chosen, the cardinality of S is n × (n − 1)! = n! . We can then split det D into two terms
Observe that considering σ∈S sgn(σ)
D σ(j),j instead of det D is equivalent to considering the determinant of a new matrixD with entriesD l,m = D l,m as soon as there is a permutation σ ∈ S , such that σ(m) = l andD l,m = 0 otherwise, that is σ∈S sgn(σ)
Now, rearranging the lines so that the lines (A
(n−1),(n−1) |0) appear in the first n lines of a block upper triangular matrix. Then, up to a possible minus sign
where E is the n × n-matrix defined by
and F is a n(n − 2) × n(n − 2)-diagonal matrix with diagonal entries
1,1 , . . . , B
(n−2),(n−2) , . . . , B
(n−1) 1,1
, . . . , B
(n−1) (n−2),(n−2) ).
To conclude for the expansion of det D, it suffices now to prove that the second sum in (65) has a negligeable contribution, that is This could be applied in principle to any m. However, the practical difficulty comes from the calculations of the partial derivatives with respect to the vector space which belongs to the Grassmanniann. We would require a simple analytic way to describe the elements of the Grassmannian and rewrite the associated Haar measure, only it seems out of reach. For that matter, the classical Blachke-Petkantschin formula in the Euclidean space was not derived via a direct analytic calculation of the Jacobian but through the use of a classical Fubini-type exchange formula for the Haar measures on Grassmannians, see e.g. [SW08, Theorem 7.1.1], combined with an induction argument, see [SW08, Theorem 7.2.1]. Moreover, when it becomes possible to make explicit the Haar measure as in the case m = n, we observe that it adds extra Jacobi fields as min(m, n+ 1 − m) increases and that the final expansion of the determinant involves a more and more intricate second term which does not seem to have a simple geometrical meaning.
Uniformity of the expansions
When M is a compact Riemannian manifold, it is possible to show that the expansion of the Jacobian determinant provided by (6) is uniform with respect to z, u 0 , u 1 , . . . , u n . To do so, we need the two following steps: -check carefully that each remainder in the expansions of the coefficients in Lemma 3.1 is uniform, -show that this uniformity of the remainder is preserved during the calculation of the determinant.
The first step requires in particular to rewrite a Taylor expansion with a Lagrange-type remainder for each scalar product involving a Jacobi field.
The uniformity of the Jacobian expansion plays a key role in the on-going work [CCE] on mean asymptotics for a Poisson-Voronoi tessellation in M , when applying a Blaschke-Petkantschin change of variables and integrating over u 0 , . . . , u n and/or over z.
