This paper is concerned with the distributed fault estimation problem for a class of uncertain stochastic systems over sensor networks. The norm-bounded uncertainty enters into the system in a random way governed by a set of Bernoulli distributed white sequence. The purpose of the addressed problem is to design distributed fault estimators, via available output measurements from not only the individual sensor, but also its neighbouring sensors, such that the fault estimation error converges to zero exponentially in the mean square while the disturbance rejection attenuation is constrained to a give level by means of the H ∞ performance index. Intensive stochastic analysis is carried out to obtain sufficient conditions for ensuring the exponential stability as well as prescribed H ∞ performance for the overall estimation error dynamics. Simulation results are provided to demonstrate the effectiveness of the proposed fault estimation technique in this paper.
Introduction
Over the past decades, fault diagnosis and isolation (FDI) and fault-tolerant control problems have attracted much attention owing to the increasing security and reliability demand of modern control systems. However, in practice, it is generally difficult to obtain the accurate information of the size and shape of the fault from an FDI strategy only. It is fortunate that fault estimation technique is capable of providing the exact information of the size of the fault, thereby helping reconstruct the fault signals. As such, fault estimation is further needed for the purpose of active fault tolerant control. So far, considerable research attention has been devoted to the theoretical research on the fault estimation problem, and a variety of fault estimation approaches have been developed in existing literature, see e.g. (Ding 2008; Jiang, Staroswiecki, and Cocquempot 2006; Kulcsar and Verhaegen 2012; Nobrega, Abdalla, and Grigoriadis 2008; Yan and Edwards 2007) and the references therein. For example, in Jiang, Staroswiecki, and Cocquempot (2006) , Xu, Jiang, and Shi (2012) , Zhang, Jiang, and Cocquempot (2008) , the problems of fault estimation have been investigated by applying adaptive fault diagnosis observers that can improve the CONTACT Hongli Dong hongli.dong@nepu.edu.cn rapidity of fault estimation. In Yan and Edwards (2007) , the sliding mode observer-based fault estimation method has been presented to realize fault reconstruction. In Dong et al. (2014) , the finite-horizon fault estimators have been designed for time-varying systems. It is worth mentioning that, in the existing literature concerning system fault estimation problems, nearly all fault estimators have been designed in a centralized way, which may cause lower reliability than distributed framework. Recently, because of the rapid development of wireless sensor networks, the distributed filtering or estimation problem for sensor networks has received considerable research interest from system analysts, computer scientists and communication engineers, and a great number of estimator design algorithms have been proposed in the literature. Recent advancement on the distributed filtering in sensor networks is referred to Shen et al. (2011) , Bertrand and Moonen (2010) , Sayed (2008, 2010) , Huang, Ho, and Lu (2012) , Speranzon et al. (2008) . Different from the centralized filtering framework, distributed estimation schemes over sensor networks have more redundancies and higher reliability since, whenever some sensors occur non-recoverable fault, other sensors can still provide the estimation signal. For distributed filtering/estimation problems, the information available on an individual node of the sensor network is not only from its own measurement, but also from its neighbouring sensors measurements according to the given topology. As such, the key issues in designing distributed filters depend upon how to cope with the complicated coupling issues between one sensor and its neighbouring sensors and how to reflect such couplings in the filter structure specification. It should be pointed out that, compared to the fruitful results on the distributed state estimation problems over sensor networks, the corresponding results on distributed fault estimation problems have been very few due to the mathematical/computational complexities.
On the other hand, with rapid development of network technologies, the randomly occurring phenomena induced by networks have been thoroughly investigated for filtering, control and fault detection problems of networked systems. However, in comparison with those frequently investigated network-induced phenomena including packet dropouts (Wang, Shen, and Liu 2012) , communication delays (Luo et al. 2015; Wei et al. 2014) , signal quantization (Fu and Xie 2005) , randomly occurring sensor saturations (Wang, Shen, and Liu 2012) and randomly occurring non-linearities , the randomly occurring uncertainties in the control/estimation communities have not yet received much research attention despite its practical significance in wireless mobile communications. In reality, the parameter uncertainties may occur in a probabilistic way and are randomly changeable in terms of their types and/or levels due to the random occurrence of networked-induced phenomena such as random network-induced structural changes, repairs of components, changing subsystem interconnections or sudden environment changes. Note that in Hu, Chen, and Du (2014) , some initial research results have been presented to study the reliable control and state estimation for systems with randomly occurring uncertainties. Unfortunately, the distributed fault estimation problem has not been properly investigated so far for the sensor networks, not to mention the case where randomly occurring uncertainties are also involved. Thus, the main purpose of this paper is to fill in this gap.
To summarize, in this paper, we focus on investigating the distributed fault estimation problem with randomly occurring uncertainties over sensor networks. A set of distributed fault estimators are designed such that the estimation error dynamics is exponentially mean-square stable and achieves a prescribed H ∞ performance. The main contribution of this paper lies on that the distributed fault estimation problem is first investigated with randomly occurring uncertainties in the sensor network-based framework. The rest of this paper is arranged as follows. In Section 2, a class of discrete-time dynamic plant with a network of n sensors is introduced and the problem under consideration is formulated. In Section 3, based on the semi-definite programme method and the Lyapunov stability theory, a new sufficient condition is obtained for the solvability of the considered distributed fault estimation problem. In Section 4, a simulation example is presented to illustrate the main results acquired. Finally, conclusions are drawn in Section 5.
Notation. The notation used in this paper is fairly standard except where otherwise stated. R n denotes the n-dimensional Euclidean space and R n×m represents the set of all n × m real matrices. l 2 [0, ∞) is the space of square summable sequences. The notation X ≥ Y (respectively, X > Y), where X and Y are real symmetric matrices, denotes that X −Y is positive semi-definite (respectively, positive definite). M T represents the transpose of M. I and 0 denote the identity matrix and zero matrix, respectively with compatible dimension. x describes the Euclidean norm of a vector x. In symmetric block matrices, " * " is used as an ellipsis for terms induced by symmetry. 1 n := [1, 1, . . . , 1] T ∈ R n . Matrices, if they are not explicitly specified, are assumed to have compatible dimensions.
Problem formulation
In this paper, we suppose that the n sensor nodes are distributed in space on the basis of a fixed network topology represented by a directed graph G = (V, E, A) of order n with the set of nodes V =1, 2, . . . , n, the set of edges E ∈ V × V, and the weighted adjacency matrix A = [a ij ] with non-negative adjacency element a ij . An edge of G is denoted by ordered pair (i, j). The adjacency elements associated with the edges of the graph are positive, i.e. a ij > 0 ⇐⇒ (i, j) ∈ E which means that sensor i can obtain information from sensor j. Also, we assume that a ii = 1 for all i ∈ V, and therefore (i, i) can be regarded as an additional edge. The set of neighbours of node i ∈ V plus the node itself are denoted by
Consider the following class of discrete-time stochastic uncertain systems:
where
The real-valued matrix A represents the norm-bounded parameter uncertainty of the following structure A = H a F(k)N (2) where H a and N are known real constant matrices and F(k) is an unknown matrix function satisfying the following condition
The stochastic variable α(k) ∈ R in (1), which characterizes the phenomenon of randomly occurring uncertainties, is a Bernoulli distributed white sequence taking values on either 0 or 1 with
whereᾱ ∈ [0, 1] is a known constant. In this paper, the measurement outputs from the ith sensor are described by
where y i (k) ∈ R n y is the output measured by sensor i from the plant, v(k) ∈ R n v is the measurement noise signal which is assumed to be arbitrary belonging to l 2 [0, ∞).
Throughout the paper, we assume that all the matrices mentioned above, i.e. A, D, G, C i , E i and H i , are known matrices with appropriate dimensions. In this paper, the following structure is adopted on sensor node i:
wherex i (k) ∈ R n x is the state estimate on sensor node i and r i (k) ∈ R l is the so-called residual that is compatible with the fault vector f (k). Here, matrices K ij and H ij are the fault estimator parameters on node i to be determined. The initial values of estimator x i (0) (i = 1, 2, · · · , n) are assumed to be known vectors.
Remark 1: The fault estimator structure in (6) establishes the communications between sensor node i and its neighbouring nodes, in which the sensor nodes are distributed over a spatial region. It is worth mentioning that (6) represents a quite general estimator model structure. To see this, we assume n = 1, the fault estimator (6) can be reduced tô
which has been widely adopted for fault estimator design in the literature. For convenience of later analysis, we denotē
Obviously, since a ij = 0 when j / ∈ N i ,K andH are two matrices that can be expressed asK ∈ T n x ×n y ,H ∈ T l×n y (10)
, we have the following augmented system to be investigated:
wherẽ
Our aim in this paper is to design a set of fault estimator of the form in (6) on each node i of the sensor network for system (1). In other words, we are going to find the parameters K ij and H ij such that the following two requirements are satisfied simultaneously:
(a) (exponentially mean-square stability) The zero solution of the augmented system (11) is exponentially mean-square stable; (b) (H ∞ performance) Under zero initial conditions, for a given disturbance attenuation level γ > 0 and all non-zero ξ(k), the fault estimation errorr(k) from (11) satisfies the following condition:
Remark 2: The average H ∞ performance (13) over the n estimators for n sensors is a constraint adopted from the classical H ∞ control theory. It means that the average energy gains from the average energy of all disturbances on the target plant and sensor network to the average energy of all fault estimation errors should be less than a given disturbance attenuation level γ . Such an average H ∞ performance index is more appropriate to quantify the overall performance of the distributed estimators than the conventional central H ∞ performance constraint.
Main results
In this section, let us investigate the distributed fault estimation for system (1) with n sensors whose topology is determined by the given graph G = (V, E, A) . The following lemmas will be needed in establishing our main results.
Lemma 1: (Schur Complement) Given constant matrices S 1 , S 2 , S 3 where S 1 = S T 1 and 0 < S 2 = S T 2 , then S 1 + S T 3 S −1 2 S 3 < 0 if and only if
Lemma 2: (S-procedure) Let S = S T and H and E be real matrices of appropriate dimensions with F satisfying FF T ≤ I, then S + HFE + E T F T H T < 0, if and only if there exists a positive scalar ε > 0 such that S + ε −1 HH T + εE T E < 0 or equivalently,
Lemma 3:
The following theorem guarantees that the estimation error system (11) is exponentially mean-square stable with an H ∞ performance γ . Theorem 1: For given fault estimator parameters K ij , H ij and a prescribed H ∞ index γ > 0, the estimating dynamics in (11) is exponentially mean-square stable and also satisfies the H ∞ performance constraint (13) if there exists a positive definite matrix P > 0 satisfying
Proof: Choose the following Lyapunov function for system (11):
The difference of the Lyapunov function is given as follows:
Calculating the difference of V (η(k)) along the trajectory of system (11) and taking the mathematical expectation with ξ(k) = 0, we have
It follows from (16) thatÃ T PÃ + g A T P A − P < 0 and, subsequently,
Finally, we can confirm from Lemma 1 of Wang, Shen, and Liu (2012) that the dynamic system (11) is exponentially mean-square stable.
To establish the H ∞ performance, we assume zero initial conditions and introduce the following index:
Furthermore, it follows from (16) that
for all non-zero ξ(k). By considering zero initial conditions, the above inequality implies that
which is equivalent to (13), and the proof is now complete.
We are now in a position to provide the specific design method for distributed fault estimator in the following theorem. Theorem 2: Let a positive scalar γ > 0 be given. For the discrete-time stochastic uncertain system (1) and sensors (5), the fault estimator dynamics in (11) is exponentially mean-square stable and satisfies the H ∞ performance constraint (13) if there exist a positive definite matrix P > 0, the matrixX ∈ R (n+1)n x ×nn y ,H ∈ R nl×nn y and a positive constant scalar satisfying 26) and the other parameters are defined in (8) and (12). Moreover, if the above inequality is feasible, the matrixK is given as follows:
Accordingly, the desired filter parameters K ij and H ij (i = 1, 2, . . . , n, j ∈ N i ) can be obtained from (9). Proof: In order to reduce unnecessary conservatism, we rewrite the parameters in Theorem 1 in the following form
Applying the Schur Complement Lemma, the inequality (16) can be expressed as
, we rewrite (29) in terms of Lemma 2 as follows:
Letting P = diag{P 1 , P 2 , . . . , P n } and noting PÊ 0K =X, from Lemma 3, it is easy to verify that the conditionsK ∈ T n x ×n y is satisfied. Applying S-procedure, (25) can be obtained by (30) after some straightforward algebraic manipulations. The proof of this theorem is now complete. 
Numerical example
In this section, a numerical example is given to verify the effectiveness of the proposed distributed fault estimation with randomly occurring uncertainties over sensor networks.
The sensor network is represented by a directed graph G = (V, E, A) , with the set of nodes V = {1, 2, 3, 4}, set of edges E = {(1, 1), (2, 1), (2, 2), (3, 1), (3, 3) , (4, 2), (4, 3), (4, 4)}, and the following adjacency matrix In this example, the probability of the randomly occurring uncertainty is taken as α = 0.8, the following parameters of the desired distributed fault estimator can be obtained by solving (25) The optimal performance index is γ * = 1.021. In the numerical example, the exogenous disturbance inputs ω(k) = exp( − 0.2k)sin(k), v(k) = sin(10k+1) 3k+1 , the initial value of the state x(0) is selected as 0.6 0.3 0.6 T . The fault to be estimated is f (k) = exp(−k)sin(10k). Figure 1 plots the simulation result on the fault signal and its estimate. Figure 2 shows the fault estimation error. The simulation result has confirmed the effectiveness of the distributed fault estimation technique presented in this paper.
Conclusions
In this paper, we have dealt with the distributed fault estimation problem for a class of uncertain stochastic systems over sensor networks. The randomly occurring uncertainties are modelled by the Bernoulli distributed white sequences with known conditional probabilities. The distributed fault estimators have been designed for the fault dynamics to be exponentially mean-square stable and the fault estimation errors to satisfy the H ∞ performance constraint. Finally, a simulation example has been presented to illustrate the main results obtained. 
