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ABSTRACT
It is not uncommon to hear a person of interest described by
their height, build, and clothing (i.e. type and colour). These
semantic descriptions are commonly used by people to de-
scribe others, as they are quick to relate and easy to under-
stand. However such queries are not easily utilised within
intelligent surveillance systems as they are difficult to trans-
form into a representation that can be searched for automat-
ically in large camera networks. In this paper we propose a
novel approach that transforms such a semantic query into an
avatar that is searchable within a video stream, and demon-
strate state-of-the-art performance for locating a subject in
video based on a description.
Index Terms— Semantic Search, Object Tracking, Lo-
calisation, Channel Representation
1. INTRODUCTION
A significant challenge in law enforcement and security is lo-
cating people based on a semantic description, such as may
be given by an eye-witness to a crime. At present, searching
for a person based on this form of description is a manual task
that involves either combing through hours of CCTV footage,
or having officers on the ground looking. The recent Boston
Marathon bombing provides an example of how challenging
this task is, as it took the FBI 3 days to search CCTV footage
based on eye-witness reports and release suspect photographs
to the public [1]. However recent developments in soft bio-
metrics [2, 3] and attribute matching [4] are leading to the
development of automated approaches to locate a specific per-
son from a semantic description [5, 6], having the potential to
improve security and save countless hours of labour.
Although a small number of approaches have recently
been proposed, they are limited in their utility, either due to:
their design as a database indexing system for post event anal-
ysis and thus an inability to support live data; their reliance on
object detection methods which makes their deployment in
crowded and unconstrained environments very challenging;
and/or due to the simplistic region based method in which
they match queries to the subject.
In this paper we propose a new approach to locate a sub-
ject from a semantic description. We show how a search
query can be generated in the form of a channel representation
that incorporates information about clothing colour and type,
while allowing for a degree of uncertainty. State-of-the-art
performance is achieved using these multi-channel models in
combination with a recent single object tracking approach [7]
which uses the channel representation as a template to locate
the person of interest.
The remainder of the paper is organised as follows: Sec-
tion 2 outlines existing work; Section 3 presents our proposed
approach; Section 4 presents the evaluation and the paper is
concluded in Section 5.
2. PRIORWORK
While several approaches have been proposed to locate a per-
son from a semantic query, the majority of these approaches
are detection based [5, 8, 9, 10], in that they first require the
person (or in the case of [10], the vehicle) to be detected using
a computationally expensive object detection routine (such
as [11, 12]). Following this detection, traits are extracted and
stored in a database, allowing later processes to search for an
entity within this index.
A variety of traits are used including clothing colour [5,
8, 9], gender and the presence of luggage [8], and facial at-
tributes (i.e. bald, hair, hat) [9]; while [10] incorporates de-
tails on the vehicle size, it’s location and direction of travel.
While promising results are obtained for all systems, the eval-
uations of these approaches are piecemeal, and a rigorous
evaluation using a standard database is not performed. Fur-
thermore, these approaches are all reliant on object detection,
limiting utility in crowded environments. In an unconstrained
surveillance environment, person detection remains a chal-
lenging problem with state of the art approaches [13] still
prone to false alarms and missed detections, whilst also be-
ing computationally expensive.
In contrast to detection and indexing based approaches,
the techniques proposed in [6, 14, 15] are designed to work
with a live video feed. Motivated by a desire to reduce con-
frontations between rival sporting fans, D’Angelo and Duge-
lay [14] developed a system to detect situations where sup-
porters of one team are located near supporters of a second,
based on known colour quantities (i.e. jersey colours) within
a crowded scene. While not specific to a single individual,
the system did have some success in accurately gauging when
two possibly hostile groups were converging on each other.
Denman et al. [6] and Halstead et al. [15] sought to in-
terrogate the scene directly to locate people who matched a
given description. This technique allowed for a query to be
searched for, within a live video feed without the use of detec-
tion routines. Colour (torso and leg) and height features are
used to construct an avatar, which the system subsequently
uses to search the video feed, using a particle filter to de-
tect and track the subject. However the approaches of [6, 15]
also have several limitations, largely arising from the use of
a small number of traits which leads to the incorrect localisa-
tion of several subjects due to factors including incorrect trait
attachment (torso as legs, and background as torso) and cases
where the background is confused for an individual (i.e. the
background is the same approximate colour as the target).
The approach proposed in this paper adapts and expands
the query representation used in [15] by firstly combining
clothing type and colour, and secondly by employing a chan-
nel representation (CR) to model the query. Through the use
of a CR we are able to capture the spatial characteristics of the
appearance while also allowing for a degree of uncertainty.
We utilise the CR within a recent state-of-the-art single object
tracker [7], and adopt a particle filter like approach to locate
and track the person of interest.
3. PROPOSED APPROACH
The recent single object tracking approaches of [7, 16] have
demonstrated state-of-the-art performance using a simple dis-
tribution field [16] or channel representation [7]. Further-
more, the template used by these approaches is well suited
to being generated from a description rather than an image
patch. The nature of these template representations is such
that they model an estimated appearance, incorporating un-
certainty about the exact colour, or location. In this section
we outline our proposed approach: the process of generating
the avatar as a channel representation is outlined in Section
3.1; the search process is presented in Section 3.2; and details
on how scale is accounted for are given in Section 3.3.
3.1. Generating an Avatar
We generate an avatar from a set of characteristics that de-
scribe the target subject. In this approach, we consider the
following three traits and categories:
• Torso clothing type: long sleeve shirt, short sleeve/sleeveless
shirt.
• Leg clothing type: long trousers/skirt/dress, shorts (or
short skirt/dress).
• Torso and leg clothing colour: black, blue, brown, grey,
green, orange, pink, purple, red, white, yellow.
We denote these four components as Ttype and Ltype for the
torso and leg clothing type; and Tcolour and Lcolour for the
torso and leg colour.
To generate an avatar, we sum a set of learned components
that relate to the selected traits. The average appearances for
different body regions and clothing types are learned using a
set of manually annotated silhouettes (see Section 4.1 for de-
tails). Silhouettes are resized to the same height, and edges
are zero padded to the same width. Following this, all exam-
ples belonging to a given class (i.e. torso regions for ‘long
sleeve shirt’) are used to learn the appearance by simply aver-
aging the examples,
Ac =
1
N
N∑
n
ac(n), (1)
where Ac is the average appearance of component c; ac(n)
is the nth example image; with N examples in total. In this
manner, we learn the appearance of the two torso clothing
types and corresponding torso skin regions; the two leg cloth-
ing types and leg skin regions; and the head skin regions.
Colour models are trained for each of the target colours
and skin (i.e. 12 colours in total) using the colour patches
provided by [15]. GMMs with up to 12 components (deter-
mined using the BIC) are trained in the LAB colour space.
A confusion matrix is also computed using the test patches
provided in [15], which is used when generating the expected
colour of a region.
Using the learned appearances and colour models, we
then generate an avatar that describes the target subject’s ap-
pearance. An occupancy mask that indicates the likelihood
of a person being at a location is generated by combining the
learned silhouettes for the target modes,
Askin = Ats,Ttype +Als,Ltype +Ah, (2)
Atorso = Atc,Ttype , (3)
Alegs = Alc,Ltype , (4)
where Ats,Ttype and Atc,Ttype are the appearance of the torso
skin (ts) and clothing (tc) regions for the selected torso type,
Ttype; Als,Ltype and Alc,Ltype are the appearance of the leg
skin (ls) and clothing (lc) regions for the selected leg type,
Ltype; and Ah is the average appearance of the head.
A set of colour masks, Cn, that correspond to a channel
representation are then generated as follow,
c(x, y, n) = Atorso(x, y)× P (n|Tcolour)
+Alegs × P (n|Lcolour) +Askin × P (n|Scolour),
(5)
Cn(x, y) =
c(x, y, n)
Atorso(x, y) +Alegs(x, y) +Askin(x, y)
, (6)
where Cn(x, y) is a pixel, x, y, in the nth channel (i.e.
representing the nth colour) of the channel representation;
Tcolour, Lcolour and Scolour are the selected torso, leg and
skin colours; P (n|Tcolour) is the likelihood of colour n being
the target colour, Tcolour, and is estimated using the earlier
computed confusion matrix. Note that when generating the
channel representation we normalise using the sum of the
masks (i.e. Atorso(x, y) + Alegs(x, y) + Askin(x, y)) to
ensure that it sums to 1. This process will generate a mask
for each colour, with the mask’s content determined by the
likelihood of the colour being observed at each pixel. This
likelihood is driven by two factors: the colour in the target
query, and the confusability of that colour.
Finally, a combined mask that represents the likelihood of
each pixel belonging to the person is created,
AP = min(1.0, As +Atc,Ttype +Alc,Ltype), (7)
where min is an operator that takes the minimum of two val-
ues. Importantly in this combined mask, we do not use the
normalised masks for the components, as we wish to ensure
that pixels that are unlikely to contain the target have a low
weight. This mask is used as an auxiliary channel in the CR
to weight the contribution of each pixel to the overall similar-
ity. An example avatar is shown in Figure 1.
(a) (b) (c) (d) (e)
Fig. 1. An Example Avatar for the query ‘Tall, pink shorts,
black short sleeve shirt’: (a), (b) and (c) show the masks for
the leg clothing, torso clothing and skin regions respectively.
These masks are generated based on the type of clothing se-
lected, and are combined to create (d) and (e). (d) shows the
overall occupancy mask, and (e) shows the expected colour at
each location. Note that the most likely colour for every pixel
is given in (e), even though some pixels are very unlikely to
belong to the person as shown by (d).
3.2. Searching for a Target
A particle filter-like approach is used to search for the target.
A small number of particles are created at random locations
within the field of view, and the single object tracking ap-
proach of [7] is used to refine the location of each. The simi-
larity of each refined particle location to the target model and
a stored background model is computed, based on which the
particle set is refreshed and the current position of the target
is estimated.
We first transform input images into a channel representa-
tion where the channels are given by the culture colour space,
In(x, y) = P (n|I(x, y)), (8)
where In is the nth channel of the channel representation;
P (n|I(x, y)) is the likelihood of the pixel I(x, y) being the
nth colour, and is computed using a lookup table that contains
the likelihoods for the whole colour space computed using the
learned GMMs 1. As per [7], each channel is then convolved
with a Gaussian filter.
A gradient descent search is then performed to find the
particle location (Xp, Yp) within a local region that minimises
SF =
N,X,Y∑
n,x,y
|Cn(Xp + x, Yp + y)− In(x, y)| ×AP (x, y),
(9)
where SF is the similarity of the foreground to the template;
Cn(x, y) is the nth channel of the template (i.e. search query)
and X and Y are the width and height of the template, and
N is the number of channels. Note that AP is used to weight
the summation such that pixels that are more likely to belong
to the person are given a greater weight. Although this search
will converge on an optimal location, it is only guaranteed to
be locally optimal [16]. To overcome this, multiple particles
are refined using this search process, after-which particles are
filtered in preparation for the next input frame.
As the particles move during the search process, we do not
require dense collections of particles around target locations
as is the case for a particle filter. We use a two stage filter-
ing process, where first particles which record a poor match
are removed, after-which particles which are located nearby
another are removed.
One of the limitations observed in systems such as [6, 15]
is that locations in the background can be well matched to the
target. To overcome this we take inspiration from the notion
of universal background models as used in biometrics. We
store an average channel representation for the background
which is progressively updated every frame,
Bn(x, y, t) = α×Bn(x, y, t−1)+(1−α)×In(x, y), (10)
where Bn(x, y, t) is the n channel in the background channel
representation at time t; and α is the learning rate. Using this
stored background model, we compute the similarity of the
template to the target location in the background,
SB =
N,X,Y∑
n,x,y
|Bn(Xp + x, Yp + y)− Tn(x, y)| ×AP (x, y),
(11)
and use this similarity to determine if the particle is a better
match to the background or the foreground,
SR = SB/SF . (12)
If SR ≤ 1, the particle is discarded, as it is more like the back-
ground than the foreground. Remaining particles are then fil-
tered such that if two particles lie within a distance, d, the
particle with the lower value of SR is removed. The location
of the target subject is given by the particle that yields the
highest value of SR.
1The lookup table is pre-computed for computational efficiency
3.3. Compensating for Scale
An additional parameter for the search query is the target
height. To incorporate this and to account for perspective
distortion with the images, we utilise camera calibration in-
formation. We use Tsai’s camera calibration [17], which is
provided with the dataset of [15]. A resolution parameter, R,
in pixels per meter, is used to generate the template and re-
sized target patches when searching. The target template is
set to a height (in pixels) of R × H , where H is the target
query height in meters. When comparing the template to an
image, the local region around the initial estimated position
(i.e. Xp, Yp) is resized to the same resolution.
4. EVALUATION
4.1. Database and Evaluation Protocol
We use the database and evaluation protocol outlined in [15].
This database consists of 110 video clips with semantic
queries and the correct match annotated at every frame. As
in [15], we evaluate our proposed approach by measuring the
localisation accuracy using the ratio of the logical AND of
the detected and ground truth regions over the local OR of
the same regions. Avatar models are trained using a set of
person images extracted from the background videos in [15]
(i.e. they do not overlap with the queries). In total, we use
images of 103 people from the same 6 camera network2. An
example of the annotation is shown in Figure 2.
(a) Hair (b) Clothing
(Legs)
(c) Clothing
(Torso)
(d) Skin
Fig. 2. Example of the annotation of a subject into their con-
stituent parts. Note that in the skin mask we annotate the head
(red), arms (blue) and legs (green) separately.
4.2. Results
Performance of the proposed approach is shown in Table 1 for
a number of parameter settings. By default, we set the num-
ber of particles to 20, the resolution, R, to 20 (i.e. 1 meter is
scaled to 20 pixels), and Gaussian blur kernel width and stan-
dard deviation to 3 and 1.5 respectively. Table 1 shows the ef-
fect of varying each of these parameters individually, and it is
clear that with the exception of extreme values (i.e. very low
resolution or particle numbers, no Gaussian blurring), perfor-
mance is consistent.
Comparing the proposed approach to that of [15], the pro-
posed approach achieves state-of-the-art results with a relative
performance improvement of 31% (a best average localisation
2Please contact the authors for this annotated data
Parameter Value Average Localisation
Number of Particles
5 0.30
10 0.35
20 0.37
40 0.37
Resolution
(R)
5 0.25
10 0.36
20 0.37
40 0.34
Gaussian Blur
Kernel
(Width, Std. Dev.)
N/A 0.26
2,1 0.35
3,1.5 0.37
7,3 0.38
Table 1. Performance of the proposed approach when param-
eters are varied.
of 0.38 compared to 0.29 for [15]). Figure 3 shows the num-
ber of sequences that achieve above a given threshold and it
can be clearly seen that the proposed approach is able to better
locate the majority of queries. For instance, for the proposed
approach 56% of queries are located with an average accu-
racy greater than 0.4, while only 32% can be located with the
same level of accuracy for [15].
Fig. 3. The percentage of sequences above a given accuracy
level.
5. CONCLUSIONS
In this paper we have proposed a new approach to locate a
person in video from a semantic query. This approach gen-
erates a searchable query in the form of a channel represen-
tation, which can then be used by a gradient descent process
to locate the target subject; and achieves state-of-the-art per-
formance on the dataset of [15]. Future work will consider
how other traits such as texture and luggage can be incorpo-
rated into this process, along with ways to incorporate pose
and multiple views to further improve performance.
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