Concentrations of atmospheric pollutants are strongly influenced by meteorological parameters like rainfall, relative humidity and wind advection. Thus accurate specifications of the meteorological fields, and their effects on pollutants, are critical requirements for successful modelling of air pollution. In terms of their applications, pollutant concentration models can be used in different ways; in one, short term high resolution forecasts are generated to predict and manage urban pollution. Another application of dynamical pollution models is to generate outlook for a given airbasin, such as over a large city. An important question is application-specific model configuration for the meteorological simulations. While a meso-scale model provides a high-resolution configuration, a global model allows better simulation of large-sale fields through its global environment. Our objective is to comparatively evaluate a meso-scale atmospheric model (MM5) and atmospheric global circulation model (AGCM) in simulating different species of pollutants over different airbasins. In this study we consider four locations: ITO (Central Delhi), Sirifort (South Delhi), Bandra (Mumbai) and Karve Road (Pune). The results show that both the model configurations provide comparable skills in simulation of monthly and annual loads, although the skill of the meso-scale model is somewhat higher, especially at shorter time scales.
Introduction
Atmospheric pollution models, either interfaced or coupled with dynamical models of atmosphere, can provide powerful tools for many applications. A number of models of varying complexity have been proposed in the recent past to estimate the concentration of pollutants in the atmosphere [1] [2] [3] . In addition to their sources, concentrations of pollutants are also strongly influenced by meteorological parameters like rainfall, relative humidity, and wind speed. Thus accurate specifications of the meteorological fields, and their effects on pollutants, are critical requirements for successful modelling of air pollution. In terms of their applications, pollutant concentration models can be used in different ways; in one, short-term high-resolution forecasts are generated to predict and manage urban pollution [4] ; interfaced with geographical information system (GIS), such model can provide powerful tools for pollution management. Thus a GIS-based air pollution modeling in developed [5] to measure the concentration of carbon monoxide (CO) and nitrogen dioxide (NO 2 ) for six highways of Tehran for each vehicle. Another application of dynamical pollution model is to generate outlook for a given Air basin, such as over a large city. The focus of the present work is on the latter application; the objective is to comparatively evaluate two dynamical model configurations in simulating four species of pollutants over different locations.
A critical requirement for successful simulation of spatial and temporal variability of pollutants is prescription of the meteorological fields at high spatiotemporal resolution. Such high-resolution simulation of meteorological fields requires use of meso-scale atmospheric models. The mesoscale models today can support horizontal grid spacing down to a few hundreds of meters. For air quality applications 2 ISRN Meteorology for urban mesoscale modeling, wind direction and wind speed are important factors for advection and diffusion of pollutants [6, 7] . However, although air pollution modeling has seen significant improvements in recent years in general [8] [9] [10] , the use of dynamical, in particular, meso-scale models for modeling pollution is relatively still limited in many aspects [11, 12] . In addition to simulation and forecasting of urban air pollution at short time scales, dynamical models can also help in generating seasonal outlook of pollution concentrations. However, such applications necessarily require a larger domain, not generally practical with meso-scale model with high resolution. At the same time, while the advantages of using meso-scale models to support high spatial resolution are obvious, there are dynamical and physical reasons to believe that a global atmospheric circulation model (AGCM) may be an equally good or even better alternative for certain applications. In particular, a meso-scale model may not be the best tool for seasonal outlook in view of its limited domain. An AGCM, on the other hand, has the ability, at least in principle, to support long lead due to its global setting. In the present work, we assess the skill of simulation of air pollution using a meso-scale atmospheric model (MM5) and an AGCM with equal lead (24 hours) over a number of urban sites.
It was shown that an air pollution model, driven by either NCEP reanalysis or by the AGCM-generated fields, can successfully reproduce the concentrations for the Delhi Air basin [13, 14] . We adopt the same mathematical representation of dynamics of the species as in our earlier study, [13, 14] . The pollution model is then driven by location-specific sources and sinks.
In Section 2 we briefly describe the Air basin and various pollution data used for the present study. The air pollution model, already described in [13, 14] , is outlined in Section 3, while brief descriptions of the AGCM configuration and mesoscale models are given in Section 4. The analysis procedure is described in Section 5 and the results are presented in Section 6. Section 7 contains our conclusions and perspectives.
The Air basin and Pollution Data
We consider three pollutants for our present study: respirable suspended particulate matter (RSPM), sulphur dioxide (SO 2 ), and nitrogen dioxide (NO 2 ). The major sources of these pollutants in urban area are emissions from vehicles, industries, and domestic appliances. However, relative contribution of these sources varies from one urban location to another. The air pollution model has been evaluated for Delhi as a whole in our earlier study [13, 14] . In this study we extend the scope of the model to include different locations: ITO (Central Delhi), Sirifort (South Delhi), Bandra (Mumbai), and Karve Road (Pune).
Mumbai is India's largest city (by population) located on the west coast. Air Quality Monitoring Network of MPCB (Maharashtra Pollution Control Board) collects air quality data at three stations in Mumbai; Sion, Mulund, and Bandra. We have considered the simulations for the Bandra Station because of availability of daily data for all the 365 days for the year 2010.
Pune is a growing city situated at 18 • to 19.2 • latitudes and 73.2 • to 75.1 • longitudes. The main source of air pollution for Pune is vehicular emission; there is an increase by nearly 300 vehicles everyday in Pune district [15] . We have used the observed pollution data for Karve Road, compiled by MPCB, Mumbai.
The numbers of vehicles for Bandra and Karve Road (Table 1) were taken from data compiled by Mumbai Environmental Social Network and Pune Municipal Corporation 2007, respectively. We have used data on the number of vehicles of 2007 for Pune city for the simulation of the concentration of the year 2010 due to the unavailability of data for that year. Average distances traveled by different vehicles for the two cities (Table 1) were taken from data compiled by the Centre for Science and Environment (http:// old.gobartimes.org/july1999/gtimes cov3.htm). The data for emission rates of different pollutants for different vehicular type ( Table 2 ) were adopted from [16, 17] .
Collection Method of Observed Air Pollutants' Concentration.
Sampling and measurement of air pollutants is generally known as air quality monitoring. Air quality monitoring is an integral component of any pollution control programme. Air quality measurement is generally carried out in two different situations. One is ambient air quality measurement, where the pollutant levels in the ambient atmosphere are measured. The second type of measurement generally deals with the pollutants emitted from a source. In our study, the validation is carried out against the ambient air quality data generated by the Central Pollution Control Board, India (CPCB), for the period 2000-2005. Some details of the measurements are given in Table 3 .4 [19, 20] . The sample for RSPM is collected for every 8 hours throughout the day while the sampling period of SOx and NOx is 4 hourly. CPCB compiles the data from its network and provides daily values of pollutants over Delhi.
High-volume sampler (HVS) is used for sampling large volumes of an atmosphere for collection of samples of respirable dust particulate matter (PM 10 ) by respirable dust sampler (RDS) [21, 22] . HVSs, having impingers (bubbler trains) in series with sodium tetrachloromercurate as absorbing solution, were operated at an average flow rate of 0.5 L/min. for collection of SO 2 [23] for 24 h. In the case of collection of NOx, sodium hydroxide was used as absorbing solution and collected at an average flow rate of 0.5 L/min for 24 h [24] . The impinger samples were put in ice boxes immediately after sampling and transferred to a refrigerator prior to analysis [25] . The samples were analysed spectrophotometrically, using West and Gake methods and Jackob and Hocheiser's modified methods for analysis of SOx and NOx, respectively [26] . RSPM is computed after weighing the filter paper before and after sampling. The filter paper was conditioned in a dry atmosphere before weighing [27] .
The Air Pollution Model
The mathematical representation of dynamics of a species as well as the sources and sinks is as described in [13, 14] . However, we outline them here for completeness. The basic dynamics of a species is governed by the continuity equation for a scalar variable [8, 28] ; to apply our model to the Delhi Air basin, we consider area-averaged concentration (s) of species in an atmospheric area (μg m −3 ). As in [13] , we neglect the transport of pollutants in the vertical due to advection [29] at daily and longer time scale, although it may have important contribution at short time scales.
We consider the same formulations for the sources and the sinks as in [13, 14] . The sources of species concentrations are vehicular exhaust (S V ) wind-blown dust (S W ) and domestic appliances (S D ); the primary sinks of species are precipitation (S P ) and removal due to advection (S A ). As the downward settling time due to gravity is generally longer than a day, we do not include this term explicitly in the present formalism; however, effect of gravity is considered implicitly in prescribing the initial conditions, as described in the next section. The continuity equation is then integrated with observed concentration on day 1 as the initial condition for the second day forced by daily values of meteorological variables; the initial values of concentration for subsequent days are obtained from model simulations for the previous day [14] .
While the basic equation is same for all the species, the forms of source and sink functions are chosen for each species [14] . It was shown that [14] both vehicular and domestic sources make significant contributions to daily values of concentrations, although the contribution from the vehicular sources was found to be by far the larger. Further, the contribution also varied with the season; the improvement due to inclusion of nonvehicular sources was found to be more significant for the winter months in Delhi [14] , perhaps due to practices like more fossil fuel burning in these months. In the present work we shall therefore only discuss results with all sources. In the present work we have not considered active chemistry for the species; thus the work should be considered a minimal forecast model, especially for SO 2 and NO 2 .
Meteorological Forecast Models

The AGCM Configuration, Model Domain, and Initial
Conditions. We adopt an AGCM with variable resolution (stretched coordinate with a zoom), which allows relatively higher resolution (zoom) over a chosen domain in a continuous and dynamically consistent manner. The principle and the formulation as well as validation of the model adopted here (LMDZ.3 from LMD, France), including formulation of variable resolution, have been described in detail in earlier works [30, 31] . The variable resolution is prescribed as a continuous variation (stretching) in the resolution with respect to a point using a function like a sine or tanh (used here). The vertical coordinate is hybrid sigma system with 19 levels in the present version. The model physics in the present study uses a diurnal cycle, a land surface module, and convective parameterization scheme of Tiedtke [32] . The model has been tested and validated for the Indian region at different scales [33] [34] [35] . We use a configuration similar (except in resolution) to the one used in [34, 35] for possible future coupling of the pollution model to an AGCM configuration validated for monsoon forecasting. [36] . This fifthgeneration Pennsylvania State University/National Center for Atmospheric Research (PSU/NCAR) is a non-hydrostatic, terrain-following sigma-coordinate model, with extensive documentation and validation [37] , designed to simulate or predict mesoscale and regional-scale atmospheric circulation. Detailed description of it is available at http://www .mmm.ucar.edu/mm5/. The most useful feature of the MM5 model is its flexibility in terms of many options that are user specified. The combination of multiple-nest capability, four-dimensional data assimilation technique, and a variety of physics options makes the model capable of simulation on smaller spatial scales, limited mainly by data resolution, quality, and computer resources [38] . The model allows options for parameterization of various processes like cumulus convection, planetary boundary layer (PBL), and radiative forcing. All simulations in this study were carried out with a single domain; the integration time step in seconds was chosen on the basis of 3 * dx criteria, where dx is grid size.
Mesoscale Model (MM5). The present study uses the non-hydrostatic version of meso-scale model MM5, version 3 developed originally by Anthes and Warner
The relaxation boundary conditions [38] were used in all the simulations wherein outer row and column were specified by time-dependent values, whereas next four points are relaxed towards the boundary values with a linearly decreasing (away from boundary) relaxation constant. We have carried out simulation with AGCM fields with 192 × 144 grid points with a zoom factor of 2 over the zoom centre. This provides a resolution of about 50 km around the selected locations. The time step of integration was adopted as that for the high-resolution simulation [34] to avoid any numerical bias. The simulations with MM5 meteorological field are also carried out with about 30 km resolution for a comparison with simulations using AGCM fields. Table 3 summarizes the model configuration and various options used by MM5 in the present study (http:// www.mmm.ucar.edu/mm5/). Initial and boundary conditions every 6 hours are obtained from the National Centers for Environmental Prediction Global Forecast System (NCEP GFS) (final) global-gridded analysis (FNL). For each forecast the model was integrated for 24 hours with the initial field at 0000 UTC of the previous day. The initial conditions were adopted from the daily fields of NCEP Reanalysis [39] for the respective years. The SST field was prescribed as the climatological monthly mean fields from the AMIP (http://www-pcmdi .llnl.gov/projects/amip/AMIP2EXPDSN/BCS OBS/amip2 bcs.htm) dataset. Forcing methodology and physical parameterizations applied in MM5 and AGCM models in the present study are shown in Table 3 .
Multiscale Analysis and Validation
In the present case, the skill in simulating the pollutants depends both on the quality of simulation of the meteorological fields by the AGCM and MM5 and the process model for pollution. We first consider an optimum AGCM configuration. It is well known that AGCM simulations are sensitive to choice of resolution [40, 41] , parameterization scheme [34] , and other parameters. However, optimization of the model configuration can significantly improve skill [35] . It should be noted, however, that systematic bias in the AGCM simulations can be removed through calibration and optimization of processes in the pollution model that involve Yes No these processes. The optimization of the AGCM configuration is carried out by comparing simulations for a given year (2000) with observations over Delhi for rainfall, wind, and temperature. It may be noted, however, that the effects of the simulated meteorological fields on the simulation of the pollutants depend on the strengths of the parameters in the pollution model; these semiempirical parameters are used to optimize the skill.
To optimize the pollution model, we consider the error
where S s (i, α) and S o (i, α) are, respectively, the simulated and observed values of daily concentrations for the day i, for a given value of the parameter α. We then carry out a search procedure to arrive at the combination that provides minimum error given by (1) . The search procedure is carried out by searching for a value of the parameter, through simultaneous variations in all the parameters in prescribed ranges varied within its range of uncertainty, to produce optimum performance (minimum error) on a few (15) (16) (17) (18) (19) (20) days spread across a year (2000), and then the set of the parameters were then kept constant for the other days and the other years. The values of the coefficients for static and dynamic sources used in earlier studies with dynamical fields from NCEP reanalysis ( [13] and [14] ) were recalibrated for AGCM-generated fields as well as for the MM5 model. These values for static and dynamic sources for ITO (Delhi) and Sirifort (Delhi) are described in Tables 4(a) and 4(b), while for Bandra (Mumbai) and Karve Road (Pune), these coefficients were recalibrated (Tables 4(a) and 4(b)). However, the differences between the two sets of parameters either for static or dynamic sources and sinks (Tables 4(a) and 4(b), resp.) are marginal. Thus a transition from NCEP reanalysis to AGCM for the meteorological fields involves no structural We have thus carried out optimization of these processes for each species independently.
Error Measures.
Although our focus is on daily and monthly loads of pollutants, we have carried out our analysis at different scales of the three species. The absolute error in forecast for day i and year n is given by
We examine the average absolute error, defined as
where N is the number of years and X F (i, n) and X O (i, n) are forecast and observe values of daily concentration for year n and day i, respectively.
The monthly load, S M (m) for a year n, is defined as
where S(i, m) is the concentration for ith day and mth month of nth year. The error between monthly observation and simulations is defined as
where S F (i, m) and S o (i, m) are the forecast and observe concentration for ith day and mth month. The average error between monthly observation and simulations is defined as
6. Results we have considered the annual cycles in daily rainfall from the two model configurations (Figure 1 ). In each case, the simulation is compared with observations averaged from four meteorological profilers over the Delhi region installed under the CSIR Climate Observation and Modelling Network (COMoN). Under COMoN, there are four 32-meter meteorological profilers at four locations over Delhi: NPL, Hindon, Narela, and Rajokri. It may be seen that both models generate simulations comparable to observations, although the correlation coefficients between daily rainfall from observation and simulation are significant: above 99% (95%) confidence level for the degrees of freedom involved. It is also clear that the simulations capture the differences among the rainfall at different locations, primarily due to different grid points involved in creating station averages.
Comparison of Simulation of Concentrations with MM5
and AGCM. Seasonal variations in RSPM, SO 2 , and NO 2 levels over ITO (Delhi) year 2010 are depicted in Figure 2 . The concentrations are high in winter months and premonsoon months and are low during monsoon months in both observed and simulated cycle. A plausible explanation for these results may be found by examining meteorological conditions. The monsoon results in large amount of precipitation and high wind speeds. Frequent rains wash down RSPM (Figure 2 (Figure 2 , middle and bottom panels); high wind speeds allow the pollutants to disperse. Thus the period from July to September is cleaner period in the year.
During May-June, the winds over Delhi turn westerlies, bringing the dust from Thar Desert and arid regions to the west of Delhi [13] . Again the winter maxima appear to be significantly controlled by domestic sources [13, 14] .
It may be seen that the meteorological fields derived from the two models affect the variability (correlation coefficients in the brackets) in the simulation of pollutant levels over ITO (Delhi). The correlation coefficients between observed and simulated values of pollutants are higher with MM5generated fields than those with AGCM-derived fields. However, the correlation is significant for both cases at 99% confidence level for the degrees of freedom involved.
To examine the effectiveness of the model for different time periods, we have simulated the fields for the years 2007, 2009, and 2010 over the location ITO (Delhi) for which data is available on RSPM, SO 2 , and NO 2 for the month of January ( Figure 3) . A comparison of daily values of simulated RSPM, SO 2 , and NO 2 for the three years with MM5 and AGCM fields shows close agreement. It may be seen that the correlation coefficients for all the cases are comparable. The simulations with the two meteorological fields match the overall trends well, although neither model is able to capture some of the observed peaks in 2007 and 2009. Unlike that in the years 2007 and 2009, RSPM shows an increasing trend in the month of January, 2010, in observation. It is interesting that this trend is captured by both simulations, but somewhat better with the AGCM-derived fields, as is evident by higher correlation coefficients for the latter case. This indicates that this characteristic for 2010 is a result of large-scale atmospheric circulation and supports our earlier hypothesis that the global circulation model may provide a better candidate for driving the pollution model in same cases. Consistent with this scenario, the AGCM-derived fields do not show better correlation for 2007 and 2009, for which the observed pollutants have no prominent trends.
Observed data on SO 2 and NO 2 over the location Siri Fort (Delhi) could be accessed for the duration January-March for the year 2010. A comparison of these observations with simulations from MM5-and AGCM-derived fields shows (Figure 4 ) that the simulations follow the observed features quite closely in general. However, for both SO 2 and NO 2 , the simulations fail to capture the spikes in concentrations: in March for SO 2 and in January for NO 2 .
Comparison of the two simulations over Bandra (Mumbai) for the year 2010 ( Figure 5) shows that AGCM is less successful than MM5 in generating the observed concentrations. The improvement due to use of MM5-generated fields is prominent except for RSPM as reflected by the correlation coefficients. The concentrations of RSPM are lower during monsoon months and higher in winter months as expected; however, a similar seasonal variation is also noticed in NO 2 over Bandra (Mumbai) ( Figure 5 , bottom panels). Once again, both models fail to capture most of the observed spikes; however, the correlation between observed and simulated RSPM with MM5 is slightly lower than that for AGCM. This indicates that atmospheric processes primarily control the overall seasonal variations of the pollutants over this location. The large amounts of precipitation in monsoon months reduce atmospheric pollution through wet deposition processes ( Figure 5 ). During the winter, atmospheric dispersion is typically low, and therefore the pollutants will not be as widely dispersed. Another reason for high pollution level in winter is that most of the industries are located in north and north-eastern part of Mumbai. The predominant wind in winter is north and north-east and predominant wind direction in winter cause high pollution levels in Mumbai. Since in our present formalism, we have not included industry as a source, so the forecast values are lower than the observed values, especially for RSPM and NO 2 . It should be noted that, unlike the case for Delhi, the AGCM configuration was not optimized for Bandra (Mumbai). Thus, the relatively poor performance of AGCMderived fields over Bandra (Mumbai) could be a reflection of this fact.
Prominent seasonal cycles in RSPM and NO 2 are also seen ( Figure 6 ) at Karve Road (Pune). The simulated concentrations follow the observed variability quite closely, as a comparison of daily observed and simulated values of RSPM, SO 2 , and NO 2 shows. It is interesting to note that the quality of the simulations with MM5 and AGCM is comparable for all the three pollutants.
A comparison of monthly average values of three pollutants over ITO (Delhi), computed by averaging respective daily values, shows both configurations to possess comparable skill (Figure 7) , with nearly equal values of average errors over 12 months (numbers in the brackets). This indicates that the variability of the concentrations at monthly scale can be captured well by using either a meso-scale model or an AGCM. The monthly averaged values for Bandra (Mumbai) and Karve Road (Pune) for 2010 ( Figure 8 , left and right panels, respectively) also support similar conclusions. Although each of these locations exhibits distinct observed seasonal cycle, the simulations reproduce them reasonably well.
A summary of skill in the simulation of annual load of pollutants at three sites by MM5 and AGCM shows comparable error with respect to respective observations ( Table 5) . Although the errors with MM5 fields are marginally lower than those with AGCM fields, there is no systematic 14 ISRN Meteorology difference: the absolute errors, averaged over the 365 days, are quite small for all the cases.
Conclusions
The results of the present study show that given the local sources, especially vehicular data, the air pollution model driven by meteorological fields can reproduce observed features quite well. Although the model has been initially developed and tested for the Delhi Air basin, it works well also for the two other locations, Bandra (Mumbai) and Karve Road (Pune). As expected, the errors are more at daily scale; however, the simulations closely follow the observed features at monthly scale (Figures 7 and 8 ); thus these model configurations provide powerful tools for studying air pollution over different Air basin.
The results also show that both AGCM and the mesoscale model provide comparable performance. This is not surprising since AGCM has the advantage of better simulating the large-scale features of the meteorological fields (close to global setting) while a meso-scale model has the advantage of higher spatial resolution. This is evident from the results for the month of January for 2007, 2009, and 2010 over Delhi (Figure 3) ; while both models perform comparably for 2007 and 2009; the AGCM-derived fields simulated the unusual behaviors in 2010 better.
The spikes in observation, such as for SO 2 over Karve Road (Pune), may represent special events which if regular such as the color festival "Holi" need to be included in the model. Dust particles in the colours used during Holi result in the increase levels of particulate matters. Again burning of fire crackers during the light festival "Diwali" results in high levels of air pollution. The absence of these spikes in simulations is primarily responsible for the errors in monthly averaged values (Figures 7 and 8 ) and the annual load ( Table 5) .
As noted earlier, the AGCM-derived fields performed relatively poorly over Bandra (Mumbai) and Karve Road (Pune). While this could be due to general performance of the AGCM over these locations, it is possible that model optimization that was carried out for Delhi but not for the other two locations has an important role to play; this is certainly an important avenue for future development.
