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Abstract: A new all-weather land surface temperature (LST) product derived at the Satellite
Application Facility on Land Surface Analysis (LSA-SAF) is presented. It is the first all-weather
LST product based on visible and infrared observations combining clear-sky LST retrieved from
the Spinning Enhanced Visible and Infrared Imager on Meteosat Second Generation (MSG/SEVIRI)
infrared (IR) measurements with LST estimated with a land surface energy balance (EB) model to fill
gaps caused by clouds. The EB model solves the surface energy balance mostly using products derived
at LSA-SAF. The new product is compared with in situ observations made at 3 dedicated validation
stations, and with a microwave (MW)-based LST product derived from Advanced Microwave
Scanning Radiometer-Earth Observing System (AMSR-E) measurements. The validation against
in-situ LST indicates an accuracy of the new product between -0.8 K and 1.1 K and a precision between
1.0 K and 1.4 K, generally showing a better performance than the MW product. The EB model shows
some limitations concerning the representation of the LST diurnal cycle. Comparisons with MW LST
generally show higher LST of the new product over desert areas, and lower LST over tropical regions.
Several other imagers provide suitable measurements for implementing the proposed methodology,
which offers the potential to obtain a global, nearly gap-free LST product.
Keywords: land surface temperature; all-weather; infrared; microwave; surface energy balance
1. Introduction
Land surface temperature (LST) translates the response of land surface to environmental factors
and constrains the energy exchanges at the land–atmosphere interface [1–3]. It is an essential variable
for computing longwave surface-emitted radiation, as well as for estimating turbulent fluxes of latent
and sensible heat; in some regions, the amplitude of the diurnal cycle of LST is strongly correlated to soil
moisture [4,5]. One of the benefits of LST is that it may be observed by remote sensors on-board polar
orbiting and geostationary platforms, ensuring global coverage with very good temporal sampling,
especially in the case of geostationary platforms [6]. The availability of long-term satellite data records
is now providing unique opportunities to derive climate-related information from satellite-derived LST,
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particularly its diurnal cycle, and in regions with sparse surface station data coverage. This motivated
the inclusion of LST in the list of essential climate variables [7], which underlines its relevance for
climate applications. In an attempt to increase the use of LST for climate-related studies, Good [8]
explored relationships of LST and near-surface (2 m) air temperature over a number of standard weather
stations worldwide. LST is also useful for assessing and improving parameters in surface schemes
of numerical weather prediction (NWP) and Earth system models to provide more accurate surface
and near-surface diagnostics [9–11]. It has been recognized that land surface models often struggle
to correctly represent clear sky skin temperature (Tskin), particularly regarding its diurnal amplitude
over arid and semi-arid regions with an underestimation of daytime and a small overestimation of
night–time values [10–13]. Johannsen et al. [11] showed that inaccuracies in the representation of
vegetation cover could largely explain the biases observed over the Iberian Peninsula. However, it
is unclear if other factors could be contributing to the observed bias. Alternative causes include: 1)
a misrepresentation of surface processes and land-atmosphere interactions in surface schemes and
2) inaccuracies in the main forcing variables and surface parameters (e.g. radiative fluxes and soil
moisture).
The main limitation of LST products based on infrared (IR) remote-sensing measurements is
that they can only be retrieved under clear sky conditions [14]. An example of such products is
the operational LST product retrieved from the Spinning Enhanced Visible and Infrared Imager on
Meteosat Second Generation (MSG/SEVIRI) by the Satellite Application Facility on Land Surface
Analysis (LSA-SAF, http://lsa-saf.eumetsat.int) which has been available since 2004 [15]. The LSA-SAF
standard LST product is based on a generalized split-window algorithm [16] and has been extensively
validated against independent sources, including in situ observations [15,17–20].
There have been some attempts to provide all-weather LST products, mostly using (1) statistical
and interpolation methods (2) products based on microwave (MW) measurements and (3) surface
energy balance (EB) methods [21]. The first kind of methodologies usually rely on ancillary information
such as land cover, elevation, day of year, a diurnal cycle model, or data from another sensor [22,23].
However, they generally provide LST estimates corresponding to clear sky situations and, therefore,
are affected by the so-called clear-sky bias [24]. MW products are more common since there have
been multiple operational MW instruments for decades, allowing the production of long-term data
records. The most used instrument for these retrievals has been the Advanced Microwave Scanning
Radiometer-Earth Observing System (AMSR-E) [21,25–31], but MW LST products have also been
derived for the Special Sensor Microwave Imager (SSM/I) [32–36] and even for the Microwave Imager
on Tropical Rainfall Measurement Mission (TRMM) [37]. Nonetheless, those products have their own
issues, mostly related to inherent difficulties associated to the properties of MW radiation [25], as well as
their currently low temporal and spatial sampling. The sensing depth of microwave radiation depends
on the characteristics of the soil, most notably: composition, moisture content, or vegetation cover and
characteristics [35,38–41]. In contrast to IR LST, derived from the emitted radiation emanating from
the top micrometers of the soil, the MW LST corresponds to radiation integrated over a transmissive
surface, which can be of the order of a few centimeters for dry soils [39,41]. Furthermore, moist
surfaces and snow pack pose challenges to the determination of surface emissivity in those spectral
regions [42,43]. The retrieval itself is more affected by uncertainties in this parameter because, contrary
to IR observations where the emitted radiance is proportional to T4, in the MW spectral region there is
a linear dependency to temperature [25]. When compared to IR estimates under clear sky conditions,
MW often presents significant differences, which may be 2 K or larger [26]. MW measurements are
relatively insensitive to clouds, although they may be affected by ice particles inside deep convective
clouds, since these scatter MW radiation (especially higher frequencies). Synergies between clear-sky
thermal IR data with MW for cloudy sky have recently been proposed with promising results. For
example, Andre et al. [44] combined Moderate Resolution Imaging Spectroradiometer (MODIS) and
SSM/I brightness temperatures over the circumpolar Arctic and reported root mean squared differences
(RMSDs) of 2 K when comparing their retrievals to five experimental sites of the EU-PAGE21 project
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(https://www.page21.eu/). Since MODIS and SSM/I do not have the same overpass times, they were
synchronized by fitting a diurnal cycle model derived using ERA-Interim data [45]. Duan et al. [21]
proposed a retrieval scheme using AMSR-E together with MODIS (both of which are onboard Aqua),
and showed performances of about 4 K for cloudy scenes, when compared to 4 in situ stations over
the Heihe River Basin in China. In order to reduce the uncertainty in merged MW and TIR LST,
Zhang et al. [46] developed a pixel-based method that fully utilizes the spatial interrelationships
between neighboring temperatures and merges the two LST types in the temporal and spatial domains.
By applying their approach to AMSR-E/AMSR2 and MODIS LST over a study area in China, they
generated an 11-year data record of 1-km daily all-weather LST, which had an accuracy of 1.29–2.71 K
compared to in situ LST obtained over diverse land surfaces [46].
The third methodology to derive LST estimates under cloudy conditions, i.e. surface EB-based
methods, is somewhat less popular as it tends to be computationally more demanding and requires
additional ancillary data, which makes it harder to implement operationally. Jin and Dickinson [47]
proposed an algorithm using LST information from neighboring clear-sky pixels together with sensible,
latent and longwave fluxes, which were parameterized as a function of skin temperature. The method
was applied to data collected during the First International Satellite Land Surface Climatology Project
(ISLSCP) Field Experiment (FIFE) and the Boreal Ecosystem-Atmosphere Study (BOREAS) (https://www.
gewex.org/data-sets-international-satellite-land-surface-climatology-project-islscp/). The estimation
of the fluxes required meteorological information, which was obtained from nearby meteorological
weather stations. Once the fluxes were determined, skin temperature was estimated by solving the
surface EB equation. This method assumes that cloudy skin temperature can be estimated by adjusting
a corresponding clear-sky value to the different radiative and flux inputs induced by the cloud. The
method was extended to MSG/SEVIRI retrievals by Lu et al. [48], taking advantage of the high temporal
sampling of the sensor. However, the method relies on estimates of solar radiation and, therefore, is
limited to daytime scenes; furthermore, it also depends on the availability of nearby meteorological
weather station information, which limits its global applicability. Leng et al. [49] also developed an
EB model, which was used to estimate evapotranspiration over all-sky conditions. In the cloudy-sky
component of their scheme, surface net radiation is estimated as a function of the incoming shortwave
radiation and surface albedo. Fraction of vegetation cover was used to parameterize soil heat flux.
However, the method was not specifically devoted to LST estimation.
Although LST was the first product to be released by the LSA-SAF, the service now encompasses
a wide range of satellite-based quantities over land surfaces [50], such as emissivity [51], albedo [52],
radiative fluxes [53], vegetation state [54–56], actual evapotranspiration (ET) [57] and reference
evapotranspiration [58], and fire-related variables [59–61]. To produce ET, the surface EB for each
MSG/SEVIRI pixel is solved using an algorithm derived from the surface scheme used operationally
by the European Center for Medium-range Weather Forecast (ECMWF), namely the Tiled ECMWF
Scheme for Surface Exchanges over Land with revised hydrology (H-TESSEL) [62–65] and slightly
modified [66]. As further detailed below, the model makes use of remote-sensing data (mainly from
MSG/SEVIRI and from the Advanced Scatterometer, ASCAT) to maximum extent: amongst others,
the model outputs (LST and surface turbulent fluxes) are strongly constrained by remote-sensing
surface albedo, leaf area index, incoming radiation fluxes, and soil moisture. Some of the inputs are
not available as satellite products and, therefore, obtained from global numerical weather forecasts
(ECMWF, in this case). Since the model produces a skin temperature as a byproduct, and some of the
aforementioned applications would benefit from an all-weather LST product, a new LSA-SAF product
was developed using this skin temperature to fill in gaps caused by clouds in the standard IR-based LST
product (LSA-001). The rationale for this approach is to maintain level 2 LST estimates for clear-sky
pixels, while adding higher level LST estimates over cloudy pixels, i.e. LST values estimated with the
surface energy balance model, which relies as much as possible on LSA-SAF products. This will be
the first operational all-weather LST product that uses a surface EB model constrained by visible and
infrared observations to extend a standard IR LST product to cloudy pixels.
Remote Sens. 2019, 11, 3044 4 of 28
Here we describe the methodology to derive the new all-weather LST product. The approach is
applied to MSG/SEVIRI observations, thereby laying the ground for the first all-weather LST product
to be generated by the LSA-SAF. Section 2 describes the LSA-SAF all-weather LST, the AMSR-E LST
and the in situ LST datasets and provides a brief description of the algorithms used to derive them. In
Section 3 an inter-comparison between the different datasets used in this work is performed, namely
between IR LST and EB model skin temperature in clear sky situations (Section 3.1), IR/EB model
surface temperature datasets, and in situ (3 stations; focus on the representation of the diurnal cycle,
see Section 3.2). Furthermore, the proposed all-weather IR/energy-balance LST is compared with
the MW-based LST product in terms of spatial coherence and dependence on land cover (shown in
Section 3.3). A general discussion of the results is presented in Section 4 while Section 5 provides some
final conclusions.
2. Methodology and Datasets
2.1. Satellite Application Facility on Land Surface Analysis (LSA-SAF) All-Weather Land Surface
Temperature (LST)
The product proposed here consists of half-hourly retrievals of LST for every MSG/SEVIRI land
pixel, regardless of cloud coverage. The product will be made available through the LSA-SAF portal
(http://lsa-saf.eumetsat.int/) in near real time and will be distributed in HDF5 (Hierarchical Data
Format) format, similarly to the remaining LSA-SAF products. A product quality flag will provide
information about the cloud cover and other relevant information impacting the retrieval (depending
if the pixel was considered cloudy or clear sky), such as quality of the emissivity estimates, high total
water vapour amounts or satellite viewing angles.
For the entire year of 2010, a set of all-weather LST was generated for the MSG/SEVIRI pixels used
in the colocations with in situ stations. For the purpose of spatial comparisons, full-disk retrievals for
10 days in January and 10 days in July 2010 were produced, encompassing Europe, Africa and part
of South America (Figure 1). This particular period was chosen for validation and inter-comparison
purposes, because the corresponding in situ and MW datasets were already available. The wide
area being covered ensures representativeness of the environmental conditions within those months,
while the choice of months allows investigating differences between dry and rainy seasons. The
all-weather LST dataset consists of a combination of LSA-SAF standard LST product derived from
thermal IR brightness temperatures, and cloudy sky estimates obtained with the surface energy balance
(EB) model. The former is made available by the LSA-SAF at the temporal and spatial resolution of
MSG/SEVIRI (15 min; 3-km sample distance at nadir) from 2004 onwards. The latter follows the new
approach, which is described in Section 2.1.2, and has been generated at full MSG/SEVIRI spatial
resolution but with temporal sampling reduced to 30-minutes (corresponding to the LSA-SAF EB
model temporal resolution). Since the time-slot shown in Figure 1 corresponds to a daytime retrieval
over the MSG/SEVIRI disk, cloudy regions (masked in the standard operational LST product) appear
generally as colder regions, when compared to the neighboring pixel. The most striking feature of the
new product is the nearly full coverage of the MSG/SEVIRI disk.
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Figure 1. Example the standard Satellite Application Facility on Land Surface Analysis (LSA-SAF)
infrared (IR) land surface temperature (LST) product based on the Spinning Enhanced Visible and
Infrared Imager on Meteosat Second Generation (MSG/SEVIRI) measurements (left), compared to the
corresponding all-weather LST counterpart (right). Data from 29 Sep 2016 1100UTC.
2.1.1. Clear Sky
The standard IR-based LSA-SAF LST product is only generated for clear-sky pixels, as clouds
are opaque to infrared radiation. There are several empirical algorithms to retrieve LST from remote
sensing data described in the literature [14,67,68]. The operational LST produced by the LSA-SAF uses
a generalized split-windows algorithm specifically tuned to MSG/SEVIRI [16,19,69]:





















where TIR1 and TIR2 are the top-of-atmosphere brightness temperatures in the split-window channels
(10.8 and 12.0µm for MSG/SEVIRI), ε and ∆ε are their surface emissivity average and difference,
respectively; and Ai, Bi and C are model coefficients. These coefficients are determi ed a priori by
class of viewi g zenith angle (VZA) and t tal column water vapor (TCWV). ε is estimated with the
vegetation cover met od [51], where the effective e issivity for each pixel is calculated as an average
between the vegetati n and the bare soil emissivities (εveg and εbs, respectively) weighted by the
fractio of vegetation cover (FVC) within the pixel, also provided by the LSA-SAF:
ε = εvegFVC + εbs(1− FVC) (2)
Values of εveg and εbs are taken from pre-computed lookup tables, where these values, together
with an estimation of their uncertainty, are available per land cover type and per channel. These were
estimated through the convolution of spectral emissivities available from published libraries (e.g., [70])
and MSG/SEVIRI channel response functions, considering a set of natural and man-made materials
that are most common within typical land-cover types. A full description of the methodology, and
lookup tables may be found in [19,51,71]. It should be noted that Equation (2) can be extended easily to
the case of mixed pixels with water (or snow) and vegetated (or bare ground) surfaces. However, given
the limitations in the estimation of FVC in those cases, we consider a climatological FVC when snow is
detected (εbs is set to a “snow” value), while all cases where more than half of the pixel is covered by
coastal or inland water are treated as “pure” water pixels (FVC set to 0 and εbs is set to a “water” value).
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2.1.2. Cloudy Sky
For cloudy pixels, a surface EB model approach is used to derive surface temperature. In order
to provide estimates of evapotranspiration, the surface energy balance is solved every 30 min using
the LSA-SAF ET v2 algorithm (see respective Algorithm Theoretical Basis Document ATBD available
from http://lsa-saf.eumetsat.int/). A brief description of this EB model is given below; a more complete
description may be found in [57,72–74]. A schematic representation of the model is provided in
Figure 2.
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Figure 2. LSA-SAF surface energy balance model. Over each tile the model is solved for a variety of
inputs including downwelling radiative fluxes (S↓, L↓), surface albedo (α), vegetation properties (all
from LSA-SAF), surface and root zone soil moisture (hydrology SAF) and near surface meteorological
variables from ECMWF (U, V, Ta and Qa). Separate schemes are used for wildfire and urban tiles. All
quantities obtained from satellite have an MSG icon next to them. The related definitions are provided
in the main text.
Each MSG/SEVIRI pixel is considered to be composed of homogeneous tiles corresponding to
different surface types, e.g. bare soil, several classes of low and high vegetation, water, snow, rocks
and urban surfaces. The surface energy balance is solved for each tile i separately:
Rni = Hi + LEi + Gi, (3)
where Rni is net radiation, Hi is sensible heat, LEi is latent heat and Gi is ground heat flux for the
i-th tile of within a pixel. All these terms are parameterized as a function of several other variables
and the reader is referred to the product ATBD for the specific details. The fraction of each tile
within a MSG/SEVIRI pixel and its respective parameters are determined from the ECOCLIMAP-II
database [75,76].
Net radiation (Rni) is determined for each tile from the shortwave and longwave fluxes at the
surface:





where α is (pixel) surface albedo, ε is (pixel) broad-band infrared emissivity, S↓ and L↓ are the (pixel)
downward shortwave and longwave fluxes at the surface, respectively, σ is the Stefan–Boltzmann
constant and Tsk,i is the skin temperature of the i-th tile. Skin temperature is also involved in the
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estimation of latent and sensible heat fluxes, which are obtained using a resistance approach, combining
the effects of: (1) the stomatal aperture, modeled using the canopy resistance rc, conditioned by
environmental stress, which in turn depends on factors such as the LAI, S↓, unfrozen soil water content
and atmospheric water pressure deficit, as well as plant physiological characteristics; and (2) the
aerodynamic resistance ra, which depends on the stability of the atmosphere and turbulence intensity.












where ρa is air density, cp is the specific heat of dry air at constant pressure, Tsk,i and Ta are skin and air
temperatures (at tile and pixel level, respectively), g is the acceleration of gravity and za is the height at












where Lv is the latent heat of vaporization and qa and qsat are the specific humidity and the specific
humidity at saturation, respectively. Finally, the heat flux into the ground (Gi) is parameterized as a
function of net radiation and LAI. Skin temperature and turbulent heat fluxes are adjusted iteratively
to meet the surface energy balance, given the prescribed satellite and numerical weather prediction
model inputs.
Land surface parameterization schemes similar to the one that is used here have been widely
used to represent surface fluxes at various spatial and temporal scales in numerical prediction models
(e.g., [62–65]). In contrast to these, the model is run at SEVIRI pixel scale exploiting as much as possible
inputs derived from satellite observations, most of them retrieved by LSA-SAF from MSG/SEVIRI
observations. These include incoming radiation at the surface, namely shortwave and longwave
downward radiation fluxes [50,53,77,78], albedo [52], and vegetation related parameters such as the
LAI [50].
For pixels with active fires, identified using LSA-SAF fire radiative power [60], the skin temperature
is not estimated. A snow mask is also used (MSG/SEVIRI-based distributed by the Hydrology SAF,
H-SAF; http://h-saf.eumetsat.int) for the identification of non-permanent snow pixels. The clear-sky
15-minute LST is itself used to help inferring the soil moisture content in arid in semi-arid regions,
where the morning heating rate of the surface relates to soil moisture [5,79,80]. The information on soil
moisture is further complemented with H -SAF soil moisture data (product identifier H14 SSM, also
known as SM-DAS-2; [81]), based on observations made by the Advanced SCATterometer (ASCAT) on
board Metop satellites. Near- surface meteorological fields such as 2 m air temperature and specific
humidity, surface pressure and wind speed at 10 m are retrieved from the latest available ECMWF
operational forecasts (up to 24 hours) and resampled to the MSG/SEVIRI grid. The ECMWF data are
available hourly and the set of fields closest in time to SEVIRI observations is used. The forecasts
(current operational model has a horizontal resolution of about 9 km) are bi-linearly interpolated to the
SEVIRI geostationary projection; air temperature is further corrected using a constant lapse rate to
account for differences between model and pixel topography.
The surface energy balance is solved under all-sky conditions and, therefore, skin temperature is
also produced for all weather conditions. There are very few situations for which the model does not
converge after a sufficiently large number of iterations (it stops after 100 iterations). In these cases, the
model does not provide a valid skin temperature value. In all other cases (except for active fire pixels as
stated above), EB model skin temperature is used to fill the cloudy pixels in the clear sky LST product.
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2.2. Microwave-Based Advanced Microwave Scanning Radiometer-Earth Observing System (AMSR-E) LST
An alternative approach to obtain LST under all-sky conditions consists in the use of microwave
observations, as these are nearly unaffected by clouds. MW LST data used here corresponds to the
dataset developed by Jimenez et al. [25], where a neural-network approach is applied to brightness
temperatures measured by the AMSR-E instrument on-board Aqua satellite at 18.7, 23.8, 36.5 and 89.0
GHz. The effective mean resolution of the product is 12 km (footprint size of the 36.5 GHz channel),
but information from the channels with larger footprints also affects the retrieval. The AMSR-E LST is
produced twice-daily for almost all weather conditions at equator crossing times of 1:30 AM/PM.
For this dataset, several limitations have been identified by Jimenez et al. [25]: (1) less reliable
retrievals can occur in regions where the emissivity can depart from the assumed climatological
value such as surfaces with very low emissivity, potentially flooded areas, snow/ice surfaces with
changing conditions (e.g., melting), and coastal pixels; (2) the radiation reaching the sensor may
include emissions from subsurface layers, specially over dry sandy areas; and (3) the ice phase of deep
convective clouds may scatter microwave radiation.. The latter conditions are flagged by looking for
cloud scattering signals in the 89 GHz channel.
Ermida et al. [26] performed comparisons of clear-sky LSTs for AMSR-E and MODIS and a few
geostationary sensors. They found good agreement between MW and IR estimates, except in arid
and semi-arid regions, where differences of up to 6–7 K were reported, and in snow covered areas,
where LST differences may reach 20 K. The main advantage of the AMSR-E dataset compared to the
MODIS counterpart is its much larger frequency of successful retrievals: the authors showed that for
frequently cloudy pixels, the increase in coverage in AMSR-E compared to MODIS exceeds 250%.
Based on comparisons made against a training database used to calibrate the neural network
algorithm, Jiménez et al. [25] reported an expected precision of 2.8 K or better for almost 75% of the
global land surface. A comparison with in situ stations spread across a wide range of biomes and
climates showed a RMSD of around 4 K, which is larger than that reported for MODIS (around 2.4 K),
but with nearly 3 times more sampling due to its ability to measure LST even under cloudy conditions.
For the purpose of comparison with MSG/SEVIRI-based all-weather LST, we consider LST derived
from AMSR-E [25] for the whole year of 2010.
2.3. In Situ LST
The LST estimates from the LSA-SAF MSG/SEVIRI (level-2) product are routinely validated against
dedicated in situ stations, equipped with upward and downward looking longwave radiometers,
the “KT15.85 IIP” produced by Heitronics GmbH, Wiesbaden, Germany. This type of instrument
measures thermal infrared radiance in the 9.6 – 11.5 µm interval with a 0.03 ◦C resolution and ±0.3 ◦C
accuracy over the corresponding temperature range. In this work, data from three permanent LST
validation stations operated by Karlsruhe Institute of Technology (KIT) are used. These are located
within the MSG/SEVIRI disk (Figure 3): Évora (Mediterranean, Portugal), Kalahari (Steppe, Namibia)
and Gobabeb (Desert, Namibia). This study considers all data collected by stations dedicated to LST
validation for this period over the MSG/SEVIRI disk. Due to the relatively large pixel size, stations need
to be located in large homogeneous landscapes, where in situ “point-measurement” (e.g. covering an
area of 10 m2) are representative of the about 25 km2 corresponding to the MSG/SEVIRI pixel scale.
The in situ LST (here referred to as Ts) is estimated from the measured upward radiance L↑(Ts,λ)
corrected for the downward radiation L↓(λ) reflected by the surface and local surface emissivity
ε(λ) [17,18,20,82]:
B(λ, Ts ) =
[




In (7), surface emissivity is either estimated from the corresponding value for the 10.8 µm
MSG/SEVIRI channel, combining vegetation and bare ground emissivities of the land cover attributed
to the pixel containing the station, or set to a constant value, e.g. at the Gobabeb desert site [83,84].
Remote Sens. 2019, 11, 3044 9 of 28
Surface temperature is then derived with the inverse Planck function, at the central wavelength of the









where c1 = 1.191044 × 10−8 W m sr−1 cm−4, c2 = 1.438769 K cm, and λc = 10.55 µm is the center
wavelength of the downward looking radiometer.
Evora is located within an oak tree woodland, where temperature contrasts between tree canopies
and the sunlit and shaded understory may be high, especially during the dry summer season. Such
contrasts may lead to significant directional effects that should be taken into account when upscaling
the in situ measurements to pixel scale [18,85]. Following Ermida et al. [18], Evora in situ LST is
upscaled using a geometric model to simulate the satellite-viewed fractions of tree canopy and sunlit
and shaded ground, taking into account the illumination and viewing geometries and a typical tree
shape for the region. These fractions are then used in combination with the available measurements
of tree canopy, sunlit ground and air temperatures (used as proxy for shaded ground temperature)
to estimate the LST as would be retrieved by the satellite. However, it must be stressed that while
MSG/SEVIRI IR LSTs are retrieved directly from the measured thermal emissions at a given viewing
geometry, EB estimates correspond to an average of tile skin temperature, which assumes tile fractions
based on the ECOCLIMAP-II database and disregards any shadowing effects. Therefore, the correction
method developed by Ermida et al. [18] is only applied to the in situ clear sky values used for the
validation of clear sky LST values retrieved via the split-windows algorithm. The validation of EB skin
temperature makes use of in situ observations upscaled using known fractions of tree canopies/open
ground around the station. Clear sky pixels over the station sites are identified using the MSG/SEVIRI
cloud mask. For Gobabeb and Kalahari no such corrections are needed since there are very few surface
elements casting shadows.
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Figure 3. Locations of the dedicated LST validation stations used in this study. The colors in the
right-hand plots represent the land cover types from the International Geosphere-Biosphere Programme
(IGBP) database [86].
A summary of all the datasets used in this study is provided in Table 1.
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Table 1. Characteristics of the products used in this study. All datasets are available for the full year of
2010, except the energy balance (EB) model TSk; for the latter, full disk retrievals were performed for 10
days in January and 10 days in July; for the full year, retrievals every 30 min were performed for the
pixels matched with the in situ stations.
Source (Product ID) Original Resolution(spatial/temporal) Comments
EB model TSk
LSA-SAF
(LSA-311) 3 km at nadir/30 min Byproduct of LSA-311
IR LST LSA-SAF(LSA-001) 3 km at nadir/15 min Clear sky only
IR+EB model LST LSA-SAF(LSA-005) 3 km at nadir/30 min
All-weather LST
presented here






descending orbits MW; All-weather LST
2.4. Statistical Metrics
In this study, for the comparison with in situ data, we use robust statistics recommended by the
Committee on Earth Observation Satellites Working Group (CEOS) on Calibration and Validation-Land
Product Validation (LPV) Subgroup for validation of Land Surface Temperature Products [82,87]. The
median error, µ, which is a measure of the accuracy is given by:
µ = median(LSTsat − Ts), (9)
where LSTsat stands for satellite LST and TS represents in situ LST. The median of the absolute residuals,
σ, reports on precision and is given by:
σ = median
(∣∣∣LSTsat − µ∣∣∣), (10)







where N represents the sample size.
For the comparison of satellite datasets, the traditional average (bias) and standard deviation
(STD) of LST differences are used instead of the robust metrics.
3. Results
3.1. Infrared (IR) and Energy Balance (EB) Model Comparison in Clear Sky Situations
Figure 4 shows a direct comparison between EB model skin temperature and IR LST (over clear
sky scenes). Such comparisons for clear sky cases, while taking into account uncertainty in IR LST,
are helpful in providing insights into model capabilities and weaknesses. This is important for future
model improvements, in particular over areas where in situ observed data used for model calibration
are scarce. The mean differences were computed using the full 10-day period processed for January
and July 2010, respectively, but accounting only with cases where both EB skin temperature and IR
LST are simultaneously available. Daytime and nighttime cases were analyzed separately, averaging
half-hourly timeslots between 00:00UTC and 02:30UTC for nighttime and between 12:00UTC and
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14:30UTC for daytime. In general, the results in Figure 4 are similar to those found in previous
comparison studies between model skin temperature and satellite LST [10,11,88,89]. Namely, they
show a tendency for model surface temperatures to have a lower daily amplitude, particularly over
arid and semi-arid regions – see the strong negative daytime bias of −4 to −7 K over the Iberian
Peninsula in July, of −2 K to −4 K over part/most of Northern Africa in July/January and of −1 K to −5
K in Southern Africa in January. The nighttime bias over the same areas/months suggests that model
surface temperature stays warmer than IR LST, also in agreement with the aforementioned model
comparisons, although the results presented here show a higher level of detail. Indeed, here we run
an EB model at high spatial resolution (MSG/SEVIRI pixel scale) and force it with a combination of
satellite and ECMWF data, which may contribute to the differences in the results. The information
contained in Figure 4 is complemented by Figure 5, which shows the corresponding histograms of the
instantaneous differences for the same period and area. Daytime differences show a positively skewed
distribution, i.e. for January (July) 1.7% (6.3%) of the datapoints are above 10 K, while only 1.2% (0.9%)
are below –10 K. The mode of both distributions (January and July) is −1.5 K (for 1 K histogram bins).
Since the frequency of larger positive differences in July increases, the absolute median difference
decreases from 1.2 K (negative) in January to 0.0 K in July. During nighttime, these larger differences
are less frequent and the distributions are less skewed. For January (July) only 0.4% (0.9%) of the
differences exceed 10 K, while 0.2% (0.1%) have values below –10 K. Furthermore, for January the
negative bias is reduced (µ = –0.3 K), while it is slightly positive (µ = 0.6 K) for July.
Remote Sens. 2019, 11, x FOR PEER REVIEW 11 of 28 
 
surface temperature stays war er than IR LST, also in agreem nt with the aforementioned model 390 
comparisons, although the results presented here show a higher level of detail. Indeed, here we run 391 
an EB model at high spatial resolution (MSG/SEVIRI pixel scale) and force it with a combination of 392 
satellite and ECMWF data, which may contribute to the differences in the results. The information 393 
contained in Figure 4 is complemented by Figure 5, which shows the corresponding histograms of 394 
the instantaneous ifferences for the same period and area. Daytime differences sh w a positively 395 
skewed distribution, i.e. for January (July) 1.7% (6.3%) of the datapoints are above 10 K, while only 396 
1.2% (0.9%) are below –10 K. The mode of both distributions (January and July) is −1.5 K (for 1 K 397 
histogram bins). Since the frequency of larger positive differences in July increases, the absolute 398 
median difference decreases from 1.2 K (negative) in January to 0.0 K in July. During nighttime, these 399 
larger differences are less frequent and the distributions are l ss skewed. For January (July) only 0.4% 400 
(0.9%) of the differences exceed 10 K, while 0.2% (0.1%) have values below –10 K. Furthermore, for 401 
January the negative bias is reduced (𝜇 = –0.3 K), while it is slightly positive (𝜇 = 0.6 K) for July. 402 
 403 
Figure 4. Mean difference between EB model skin temperature (𝑇 ) and IR LST (clear sky only), as 404 𝑇  minus LST. Data averaged over a 2 h 30 period around the time indicated in each plot, and 405 
averaged over 10 days for January and 10 days for July 2010. 406 
Areas with frequent cloud cover (see e.g., the tropics, mid-latitudes winter) tend to exhibit a 407 
clear positive bias, which needs to be further investigated. Figure S1 shows the number of data points 408 
used to compute the median differences in Figure 4. Over some of the aforementioned regions (e.g., 409 
Central Africa in July, where the Intertropical Convergence Zone lies) the number of EB versus IR 410 
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Figure 5. Histograms of the instantaneous clear sky differences of TSk − LST in Figure 4 (units: K). The
red dashed line denotes the median difference. Also indicated are the values of the median difference,
µ, the median of the absolute residuals, σ, the root mean squared difference (RMSD) and the nu ber of
pixels used in the comparison.
Areas with frequent cloud cover (see e.g., the tropics, mid-latitudes winter) tend to exhibit a clear
positive bias, which eeds to be further investigated. Figure S1 shows the number of data points
used to compute the median differences in Figure 4. Over some of the aforementioned regions (e.g.,
Central Africa in July, where the Intertropical Convergence Zone lies) the number of EB versus IR LST
matchups decreases significantly, with large areas with less than 6 matchups. There, IR LST is more
prone to cloud contamination, which may contribute to the observed positive bias.
Possible reasons for the observed discrepancies are discussed in Section 4. Note that clear-sky
EB model skin temperature is not used in the proposed all-weather LST product. Comparisons were
also performed using the full month of July of 2018 (since all the inputs were readily available for
that period) and the obtained patterns are very similar to those shown in Figure 4 (not shown), with
exception of a reduced positive bias over West Africa at 13UTC. This reduction could be related to the
higher sampling available for the comparison. This confirms the systematic character of these biases
and the need for further model improvements.
3.2. IR and EB Model In Situ Comparisons
3.2.1. Time Series
To illustrate the general behavior of the different products, Figure 6 provides time-series of the
various LST datasets for Evora (in situ with and without directional correction, IR split-window
LST, all-weather EB model Tsk and AMSR-E LST), for a spring (23 March–7 April 2010) and summer
(7–22 August 2010) period. The area surrounding Evora station experiences strong seasonal (and
inter-annual) vegetation variability as the understory grows and desiccates. This introduces some
emissivity variability as well as significant temperature contrasts between surface elements, particularly
during summer. A correction that accounts for directional effects was introduced in order to improve
comparisons with MSG/SEVIRI level 2 clear-sky LST estimates [18,90]. The adjusted time series (shown
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in green) show differences to the original in situ estimate up to 2 K, with lower LST values around
the daily maximum for the periods shown. This is plausible since the non-adjusted in situ values
correspond to a composite of sunlit ground and tree canopy temperatures and do not include the
fraction of shaded areas observed by MSG/SEVIRI.Remote Sens. 2019, 11, x FOR PEER REVIEW 13 of 28 
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Figure 6. LST products over Evora station: IR clear-sky LST (red line), EB model (all-weather) TSk (blue
line), in situ LST without directional correction (black line), in situ LST with directional correction to
MSG/SEVIRI viewing angle (in green) and AMSR-E LST (yellow diamonds). Spring is characterized
by mild temperatures and high soil moisture (top panel), and summer is characterized by warm
temperatures and low soil moisture (bottom panel).
The IR LST follows the in situ curve quite closely, with some negative differences for partly cloudy
days (these differences are quantified below). The EB model skin temperature seems to ‘overshoot’ at
the daily maximum by a few degrees, whereas at nighttime it gets cooler than in situ observations for
some days (e.g., 2–3 Apr, 12–13 Aug), and armer for others (e.g., 9–10 Aug). Regarding the AMSR-E
all-weather LST product, at nighttime in August there is a clear overestimation of in situ LSTs. At
daytime these differences are reduced, i.e. AMSR-E LST does not show the overshooting behavior of
EB model TSk and of IR LST (see days 7, 13–16, 19–20 and 22 of August). Note that some days (e.g. 27
or 29 of March) do not show any AMSR-E values, which is due to the fact that the closest measurement
was too far from the station (i.e. more than 12 km away). AMSR-E revisiting time is generally between
1 to 2 days.
In Figure 7 the EB model skin temperature (separated into clear sky and cloudy sky cases) is
evaluated against in situ estimates for the 3 stations, as well as the IR LST (for clear sky only) and
the derived all-weather LST product i.e., IR LST (clear sky) + EB Tsk (cloudy sky). The matchups are
performed using the nearest neighbor of the station, except for Gobabeb, where a specific pixel in the
vicinity of the station, the so-called Tidbit01 location, was used to avoid the effect of the sand dunes
surrounding the station [17,20]. Each plot of Figure 7 contains the summary statistics described in
Section 2.4, and global summary statistics are shown in Table 2. All datasets are sampled in 30 min
frequency for the matchups. Colocations are only possible when all datasets are available. If any of the
inputs for the IR LST and EB models are unavailable at the time of the processing, or are of low quality,
all-weather LST cannot be obtained. In situ stations also contain missing data.
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Figure 7. Scatterplots comparing the various LST estimates and matched-up in situ LST. Left to
right column: clear-sky EB model skin temperature, cloudy-sky EB model skin temperature, IR LST
(clear-sky) and all-weather LST product (IR LST + Cloudy Sky EB model skin temperature). Top to
bottom row: Evora, Kalahari, Gobabeb. Also shown are summary (robust) statistics: median difference
(µ), median absolute deviation (σ), root-mean-square differences (RMSD), and number of matchups
(#points). Colors denote data point density, computed over a 100 × 100 grid. Axes are common to
all panels.
Table 2. Overall average summary statistics (each in situ station was weighted by its number of
available observations for each case), for the skin temperature (clear-sky and cloudy sky), for the IR
LST and for the all-weather LST (IR LST for clear sky + EB Skin Temperature for cloudy sky).
Accuracy (µ, K) Precision (σ, K) RMSD (K)
EB TSk (clear sky) 0.4 2.2 3.8
EB TSk (cloudy sky) −0.2 2.0 3.8
IR LST 0.2 1.0 2.2
All-weather LST 0.1 1.2 2.7
The comparison of clear sky EB model TSk and IR LST statistics complements the results shown
in Figure 4, and shows that the IR LST outperforms the EB model Tsk for all stations, both in terms
of accuracy, precision and uncertainty, supporting its use for clear sky cases in the all-weather LST
product. The clear sky Tsk RMSD may be up to 2 K higher than that obtained for the IR LST, with larger
differences for Kalahari and Gobabeb stations. Considering the cloudy cases, the Tsk estimated bias
was found to range between –1.0 K and +0.6 K, close or below what was found for Tsk and IR LST clear
sky cases, while the RMSD ranged between 2.9 and 4.9 K. The latter value was obtained for the desert
site in Gobabeb, where the frequency of cloudy cases is the lowest (less than 13%). It should be noted
that cloudy LST scatter plots of the desert stations show higher dispersion of the points for higher
values of LST. This indicates that these observations are likely performed under broken clouds, which
may lead to discrepancies between point measurements and the pixel scale estimates.
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The all-weather product (IR split-window LST for clear sky + EB model skin temperature for
cloudy cases, right column in Figure 7) shows statistics that are well within the acceptable range for
LST products (see overall statistics in Table 2), with a mean accuracy of 0.1 K, precision of 1.2 K, and a
RMSD of 2.7 K. These values are only slightly worse than the standard IR LST retrieval (whose statistics
for 2010 are: 0.2 K accuracy, 1.1 K precision and 2.2 K uncertainty). For Evora and Kalahari stations,
the new all-weather product increases the number of available samples by around 60% compared to
IR LST.
3.2.2. Median Diurnal Cycle of Error
Figure 8 shows the diurnal cycle of the median of the differences between the IR LST and the
EB model skin temperature and the corresponding in situ, for each station and season (December,
January and February—DJF; March, April and May—MAM; June, July and August—JJA; September,
October and November—SON). The IR LST itself shows a somewhat pronounced error in diurnal cycle,
reaching generally lower values (often negative) at nighttime and larger (positive) during daytime,
when spatial heterogeneity becomes larger and directional effects become non-negligible. For example,
in MAM over Kalahari, satellite IR LST overestimates in situ LST by about 3.5 K at daytime and
underestimates it at nighttime by about 1.2 K. The clear sky component of the EB model, TSk, shows a
somewhat similar behavior, but with larger amplitudes and, in some cases, with large phase differences
(i.e. its maximum is reached earlier in the diurnal cycle, when compared to other estimates). This is
more pronounced for Kalahari and Gobabeb stations. For Kalahari in DJF the model overestimates in
situ surface temperature by about 6 K in the early morning, whereas for IR LST the largest differences
are found around noon. This is consistent with the larger dynamic LST range at that time of day.
Over these three stations, the results suggest that the model struggles to reproduce in situ surface
temperature for drier seasons/locations, e.g. for Evora in Winter (DJF) the differences are smaller than
in Summer (JJA), when the landscape surrounding the station is much drier.
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Figure 8. Diurnal cycle of the median differences between satellite and in situ surface temperature
estimates (K) for each station and season (December, January and February DJF, April and ay—MAM,
June, July and August—JJA and September, October and November—SON). IR LST is represented in
red, and the clear (cloudy) sky cases of EB skin temperature are represented in blue (green). Values
were averaged over 3h. Axes is common to all panels.
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Regarding the cloudy sky (EB model) TSk, the signal is somewhat different in Kalahari and
Gobabeb, suggesting that it is caused by different factors, including the diurnal sampling of cloudy
conditions (e.g., Gobabeb has frequent morning fog but almost no clouds in the afternoon). The bias
usually changes sign in the late afternoon, with almost all cases showing a more or less negative
median difference. These may be partly explained by the occasional presence of opaque convective
clouds, which directly affect the inputs of the EB model such as the shortwave and longwave surface
radiative fluxes. During the early morning, the model generally overestimates the in situ values by a
few degrees. These comparisons are currently being used to tune the EB model in terms of its internal
parameterizations, in order to improve the representation of the amplitude and the phase of the TSk
signal, which could lead to improvements of other variables obtained from the EB model (such as
surface turbulent fluxes).
3.3. Comparison to AMSR-E
3.3.1. In Situ Comparisons
The full year of 2010 LST retrievals from AMSR-E LST was compared with both the IR LST + EB
model TSk All-Weather LST product and with in situ LST data from the aforementioned stations. The
AMSR-E estimates used here were already validated against in situ [25] and independent measurements
over clear sky pixels [26]. The purpose of this section is to assess the quality of the new all-weather
LST product by comparing it to the performance of an alternative product.
Data from the 3 sources were carefully collocated in order to ensure similar sampling between
MSG/in situ and AMSR-E/in situ comparisons. For all AMSR-E swaths in 2010, the closest pixel to
the station was determined and only considered if its distance was less than 5 km. Then the in situ
value closest in time (i.e. 30 s or less apart) was determined. To ensure similar sampling, the closest
MSG/SEVIRI-based all-weather LST value (i.e. at most 7.5 min and 5 km apart) is determined and
collocated to its in situ counterpart in the same way. If any of the collocated values are invalid, then all
of them are disregarded. This way, the same sampling in the comparisons is ensured, with similar
MSG/SEVIRI and AMSR-E observation conditions.
Figure 9 shows both all-weather LST products plotted against the corresponding in situ LST from
each station. Due to the much lower number of AMSR-E observations, the number of matchups is
much smaller than in Section 3.2. The scatterplots were separated into clear/cloudy and day/night cases
and the results are summarized in Table 3. The EB+IR-based product presents accuracies between
–0.4 and +1.5 K, while the corresponding values for the MW LST lie between –4.4 and +1.1 K. The
MW LST accuracy index is largest at Gobabeb (indicating larger differences to in situ), presenting
negative values for both day and night-time. Although the reasons for the poorer comparison over
Gobabeb for all cases in Figure 9 are still unclear, it may be due to 1) contamination of the retrieval by
the nearby sand dunes, particularly considering the spatially coarser AMSR-E pixels; 2) the sensitivity
of the MW signal to the subsurface, particularly in dry soils, while the in situ LST represents skin
temperatures [41]. For Kalahari, the median error of the IR+EB LST is relatively low, but when results
are separated into day and night retrievals, they show a positive bias of around 3.5 K at daytime and a
negative bias of –1.5 K (–2.5 K) for clear-sky (cloudy) cases. It must be taken into account that Aqua’s
afternoon overpass time corresponds to the time of day at which the errors are higher (see Figure 8).
The values of the AMSR-E estimates are less precise than the MSG/SEVIRI-based all-weather LST,
most likely due to the larger AMSR-E pixel size, which makes the in situ value less representative of
the satellite observations. The RMSDs are comparable for Evora, but for Kalahari and Gobabeb the
AMSR-E RMSD increases by about 0.8 K and 3.0 K with respect to MSG/SEVIRI estimates.
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Figure 9. Energy balance (EB) + infrared (IR) based all-weather LST (blue) and microwave (MW)-based
all-weather LST (red) against in situ LST estimates, for Aqua satellite overpasses at the three stations
(rows). Axes are common to all panels.
Table 3. Summary statistics for the point comparisons of the MSG/SEVIRI IR+EB and AMSR-E products
with collocated in situ estimates from 3 stations.
Station Accuracy (µ, K) Precision (σ, K) RMSD (K) # Points
MSG/SEVIRI AMSR-E MSG/SEVIRI AMSR-E MSG/SEVIRI AMSR-E
Evora 1.5 1.1 1.6 2.3 3.3 3.5 429
Kalahari −0.4 0.9 2.4 2.8 3.7 4.5 449
Gobabeb 0.2 −4.4 1.0 1.8 2.1 5.1 325
3.3.2. Spatial Comparisons
In order to provide a more thorough evaluation of the new product against independent all-weather
LST estimates, AMSR-E retrievals for the days mentioned in Section 2.1 (i.e. 10 days in January and 10
days in July 2010) were collocated with MSG/SEVIRI over a 0.15◦ regular grid, which is approximately
the resolution of AMSR-E retrievals. Lower quality estimates of the AMSR-E LST product (described
in Section 2.2) were identified using its quality flags and then removed. Again, the closest MSG/SEVIRI
retrieval in time was used (if available), with time differences of up to 7.5 minutes.
Figure 10 shows the median differences (calculated over January 2010 in the top row, and July
in the bottom row) between MSG/SEVIRI-based and AMSR-E based all-weather LST products. The
retrievals were further separated into day and night-times and cloudy and clear-sky. The central part
of Africa is widely covered by clouds and shows an area of positive differences (i.e. MSG/SEVIRI
warmer than AMSR-E), which is more pronounced in daytime; this area moves northward following
the mean location of the ITCZ in July. In the July cloudy case, the southern Sahel shows a high positive
median difference that stands out during nighttime, which may be related to unusually cold AMSR-E
LST from convective cloud contamination or wet soils due to rain events or flooding, which would
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lower emissivity. This effect may actually affect MW estimates everywhere, when soil moistening
due to rain or flooding happens. Over desert areas, median differences are generally negative, with
some smaller areas of positive differences. At daytime, any biases due to MW sub-surface emission
are likely to be positive, i.e., AMSR-E LST being colder because emission originates from typically
colder sub-surface layers, so other factors should be responsible for the observed differences. The
uncertainty of MSG/SEVIRI based LST also tends to be higher in those regions, mainly because under
dry atmospheres the sensitivity of the IR LST retrieval algorithm to uncertainty in surface emissivity
is large (e.g., [19]). These results are in general agreement with the clear sky-only comparisons of
Ermida et al. [26].
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Figure 10. Median differences between MSG/SEVIRI and AMSR-E based LST estimates for (left)
daytime clear sky (cent r-left) daytime cloudy (center-right) nighttime clear sky (r ght) night-time
cloudy. All AMSR-E quality flags were applied. Data from January 2010 (top row) and July 2010
(bottom row). issing v ues are hown in white.
Table 4 summarizes the statistics of these comparisons, separated into clear and cloudy cases, day
and night, for Janu y and July. The clear and cloudy tatistics e comparable especially in terms
of RMSD (smaller during nighttime). The bias is generally negative in the clear sky cases (except in
January, night-time case). Moreover, it is larger during daytime for the cl ar sky cases; and larger i
the nighttime for cloudy cases, which could be e to lower r liability of the cloud m sk as visible
c a nels are not available.
In Figure 11 the MSG/SEVIRI–AMSR-E differences are analyzed by land-cover type, for January
and July, separated into day/nighttime and for clear/cloudy conditions. Land-cover types from the
IGBP database [86] were aggregated into more general classes to simplify the analysis (forest, mixed
forest, closed shrub lands, savannas, grass lands, permanent wetlands, croplands and newly vegetated
areas, urban, snow and ice, barren, open water and inland water). This dataset was re-projected to the
regular grid used to perform the comparisons and the most frequent land cover class for each grid
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point is considered. Due to re-gridding and land cover class aggregation, some differences between
the land cover used in the processing of each dataset may be present.
Table 4. Summary statistics for the MSG/SEVIRI AMSR-E all-weather LST differences, for clear sky
versus cloudy sky pixels, separated into day and night retrievals, for the whole MSG/SEVIRI disk. All


















January Day –2.6 3.2 5.3 235324 Day 0.5 3.2 5.2 451657
Night 0.2 2.0 3.6 295802 Night 1.3 2.0 3.9 479401
July Day –1.6 3.3 5.6 318424 Day 0.4 3.1 5.3 556763
Night –1.3 2.0 3.7 435619 Night 0.9 1.9 4.0 503576
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Figure 11. Comparison between MSG/SEVIRI-based and AMSR-E all-weather LST products by
land-cover type. The top row shows the values for daytime and the bottom values for nighttime.
Results for clear sky (left columns) and cloudy pixels (right column). Blue indicatesµ for January and red
the corresponding values for July; whiskers represents σ, and numbers indicate the available matchups.
For clear-sky pixels, the daytime bias is negative for all land cover classes (in January and July),
except forests and wetlands (in July). Classes with significant seasonal variability of vegetation
(e.g. grasslands) show larger differences in the statistics between January and July, possibly due to
differences in how surface emissivity is taken into account in the retrieval algorithms. However, other
factors may play a role, namely a larger spatial heterogeneity often experienced by those land-cover
types (e.g., closed shrubs, grass) during the dry season, which may increase directional effects and
lower representativeness. Standard deviations are in general larger for the July case, except for mixed
forest. Different seasons may be mixed up within each land class/month, as contributing pixels may
originate from very different geographic areas within the MSG/SEVIRI disk. For the cloudy case,
daytime biases are generally smaller in magnitude and show positive and negative signals depending
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on land cover class and month. Over grasslands and barren soils, there are very large differences
between the two periods. This could be an artifact produced by poor detection of deep convection by
AMSR-E and/or by MSG/SEVIRI. The majority of those pixels is located over or south of the Sahel,
which experiences a pronounced seasonal cycle affecting both surface and atmospheric conditions.
Under the influence of the ITCZ (July in this area) there are frequent deep convective clouds, not always
properly flagged, which produce large amounts of precipitation. These in turn may also affect surface
emissivity, particularly in the case of the MW product. Large areas of positive bias are also found north
of the Caspian and Black seas (cf. Figure 10), at the edge of the MSG/SEVIRI disk, particularly for
cloudy cases. These regions are also characterized by frequent continental convection, especially in
the afternoon.
The night-time bias for clear sky cases shows some dependence on season, although in general
MSG/SEVIRI is colder than AMSR-E. The standard deviations are somewhat smaller than those for the
daytime case, as expected. The night-time cloudy cases show a different picture, with IR+EB model
LST being warmer than AMSR-E for all land covers.
4. Discussion
The proposed all-weather LST, based primarily on MSG/SEVIRI observations, represents a
considerable leap forward, since it overcomes one of the main limitations of IR products, namely
missing LST for cloudy scenes. One of its advantages is that any remote-sensing imager capable of
providing the inputs to the EB model as well as the IR LST estimates for clear sky sky is suitable for
the proposed product. This is the case for most imagers on current geostationary satellites (e.g. the
Geostationary Operational Environmental Satellite (GOES)-R operated by the National Oceanic and
Atmospheric Administration (NOAA), Himawari operated by the Japan Meteorological Agency, or
MSG/SEVIRI Indian Ocean Coverage, operated by the European Organisation for the Exploitation of
Meteorological Satellites – EUMETSAT) and polar orbiters (e.g. the Visible Infrared Imaging Radiometer
Suite – VIIRS – operated by National Aeronautics and Space Administration (NASA)/NOAA, MODIS
operated by NASA, MetOp operated by EUMETSAT, Sentinel-3 operated by the European Space
Agency).
For clear skies, a standard retrieval methodology for IR sensors with two adjacent channels in the
split-window region of the electromagnetic spectrum is used. Since this is a well-established method,
its performance and limitations are well known and documented in the literature [17,19,69,91,92].
Figures 6 and 7 show that this methodology usually performs well in clear sky situations. Furthermore,
IR LST provides a better representation of the diurnal cycle in terms of its amplitude and phase.
Although the LST retrieval in cloudy sky cases uses a diagnostic model of the surface energy
balance, the main forcing is provided by products generated from observations of the same sensor
(MSG/SEVIRI), which constrain the physical model to produce more realistic LST estimates than
schemes forced with inputs from an atmospheric model. The comparison of the EB model skin
temperature with IR LST for clear sky cases (Figure 4) revealed some of the caveats that one might
expect from such products. Apart from differences in cloud classification in the two datasets (discussed
below), high aerosol loads (which are generally not well-accounted for) may also introduce errors into
IR LST, and also into estimates of short-wave (and to a lesser extent long-wave) incoming radiation.
It is known that aerosol loads are often underestimated (e.g., [93]), as is the case over northwest
Africa in July (lower left panel in Figure 4). This explains the high positive bias at daytime: the
underestimation of aerosol loads may actually lead to an underestimation of IR LST (attenuation of IR
radiances not properly accounted for) and to an over-estimation of skin temperature (essentially due
to overestimating solar radiation).
There are many other factors that may explain differences between clear sky EB LST and IR LST,
ranging from model parameters (e.g., land cover, associated emissivity and roughness values) and
model inputs (both ECMWF and satellite) to algorithm differences. Relatively large diurnal cycles of EB
LST over inland waters (see positive/negative daytime/night-time bias over Lakes Victoria or Malawi,
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in Figure 4), which could be due to a too simplistic representation of lakes, e.g. by not considering
mixing within a lake’s upper layers [94]. The relative simplicity of IR LST retrieval compared to EB
LST estimation also allows a better understanding of error sources and their propagation to LST values.
All these factors sustain the option to use a combination of IR LST and the EB model skin temperature
to generate an all-weather LST by the LSA-SAF.
The validation of the EB skin temperatures estimated under cloudy conditions with in situ
observations yielded somewhat better summary statistics than for clear-sky conditions, except for
Gobabeb, which has significantly fewer clouds than Kalahari or Evora. Furthermore, when IR-based
LST and EB TSk are blended into an all-weather LST, the RMSDs against in situ data range between
2.2 and 3.1 K, which corresponds to an increase of 0.1 to 0.8 K compared to the RMSD of the clear
sky IR LST. It is worth noting that the accuracy (bias) of the two LST products is considerably better
than 2 K for clear skies as well as for cloudy skies. Moreover, the RMSD is only slightly above 2.5 K,
the threshold value of the Climate Monitoring-SAF LST climate data record [95]. Guillevic et al. [82]
proposed tighter thresholds of 1 K for both precision and uncertainty for an LST product to be useful
for climate applications. However, existing LST products rarely achieve this target accuracy and it is
also difficult to identify reference measurements with equally low uncertainties (e.g., [17,92]). The
RMSD value of the proposed method (2.7 K) is slightly higher than that of the IR LST equivalent (2.2
K), therefore still being useful for a variety of weather and climate applications.
The comparison with in situ LST from 3 validation stations showed that the EB model skin
temperature presents larger errors during mid-day, sometimes with a change of sign, particularly
for the two African stations (Figure 8). The exact reasons still need to be identified, and will help to
improve the model. Furthermore, factors such as precipitation, cloud type and amount also complicate
the retrieval of the model inputs, thereby increasing their uncertainty. Problems in the representation
of surface parameters in numerical models have already been acknowledged in the literature [9,10].
Downward short- and long-wave radiative fluxes may be estimated from satellite observations,
mainly through their cloud signatures. Within the LSA-SAF, these are estimated every 30-minutes
from MSG/SEVIRI measurements on a pixel-by-pixel basis. The respective algorithms described in
Geiger et al. [53] and in Trigo et al. [50] make use of bulk parameterization schemes combined with
information on cloud cover and type. When validated against 6 in situ stations spread across the
MSG disk, the biases of LSA-SAF Downwelling Surface Shortwave and Longwave Flux products
mostly within the target accuracy of 10% [50,53,77]. Furthermore, the two fluxes form a consistent
dataset derived from the same source data, where errors in cloud amount and type tend to partially
compensate each other [50,77].
One of the main (and harder to account for) sources of uncertainty in any LST retrieval is the
presence of undetected clouds [96], which usually introduce negative biases into IR LST products. If the
cloud mask algorithm fails to detect a cloudy or partly cloudy pixel, the cloud top temperature instead
of the surface temperature is measured (or a mix of the two), which then causes the observed negative
biases. This is likely to happen near cloud edges or under broken cloud, which may explain some of
the large positive median differences observed for clear-sky LST in Figure 4, since these occur over
areas where sampling is reduced due to increased cloud coverage. Comparing Figure 4 and Figure S1,
this seems to be the case for Europe and South-Central Africa in January and for Central Africa, Eastern
Brazil and Central Europe in July. Cloud contaminated pixels may affect spatial aggregation, e.g. when
upscaling MSG/SEVIRI all-weather LST and AMSR-E LST to a common grid. Over partly cloudy areas
this can, therefore, increase the bias between two satellite products. Cloud contamination can also affect
comparisons between satellite and in situ data, since it impacts the representativeness of radiometric
in situ measurements at the satellite pixel scale and, therefore, increases the dispersion in scatterplots.
In the EB model, under overcast situations, thermal balance should be more easily reached, and
directional effects are less important [97]. The simulation of clouds in numerical models, particularly
those overlapping in time and space with those identified at satellite pixel scale is challenging. The
impact of differences in cloud classification on mismatches between ECMWF model screen variables
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and MSG/SEVIRI radiation fluxes, as well as their impact on the estimation of turbulent fluxes and skin
temperature, is not yet well known. However, the errors in the downward short- and long-wave fluxes
tend to partially compensate for each other. Nevertheless, it should be noted that comparisons over
areas where cloud frequency is high (e.g. as in Figure 4) are less robust, since the number of (clear sky)
matchups is necessarily much lower. Overall, the errors due to cloudy sky situations are acceptable
especially considering the increase in the number of available satellite LST data.
The validation of land surface products is usually performed against in situ estimates and
against alternative estimates of the same variable retrieved from other sensors, mainly for consistency
verification. Therefore, we used LST derived from AMSR-E as an alternative remote-sensing all-weather
product to illustrate the regimes under which the retrieval is less certain and to assess the consistency
between the two products derived with very different methodologies/observations. This is particularly
interesting since the AMSR-E LST product is also quite recent. Although it was already compared
against in situ [25], and IR LST from other sensors [26], the comparison of AMSR-E LST with the EB
model LST extends the previous comparison to cloudy sky cases over large geographical areas. As
described in [25], MW LST has its own issues, which need to be accounted for in any comparison
with IR skin temperature. The quality of the AMSR-E product may be affected by situations that lead
to variations of surface emissivities in the MW window, namely flooded surfaces and moist regions
such as permanent wetlands, snow and ice or coastal areas, as well as by MW penetration depth. The
expected deep convection impact on the MW retrievals was also noticed in this study. Failure to detect
such situations impacted some of the comparisons, but it was also useful to discuss possible retrieval
deficiencies in both AMSR-E and all-weather LST products. A more elaborate MW scheme to detect
cloudy situations [98] is currently under development. Another factor to take into account is the 12 km
resolution of AMSR-E, which is considerably coarser than MSG/SEVIRI resolution (3 km at nadir). This
complicates comparisons with in situ LST even further, since over heterogeneous surfaces such point
values become less representative with increasing pixel scale. One important advantage of the new IR
+ EB all-weather LST over existing MW products is its ability to finely sample the diurnal LST cycles.
5. Conclusions
Combining IR LST retrievals with skin temperatures obtained from an EB model yielded very
promising results, particularly when compared to in situ LST obtained under all-sky conditions at
three dedicated LST validation stations operated by the Karlsruhe Institute of Technology (Gobabeb
and Kalahari stations, both in Namibia, and Evora, Portugal). The comparison of LST retrieved with
the proposed method against in situ LST showed an overall accuracy between –0.8 K and 1.1 K, a
precision between 1.0 K and 1.4 K and total uncertainty between 2.2. and 3.1 K, with some variations
between stations associated with their representativeness on the satellite pixel scale. These statistics
are within the range that is generally accepted for satellite IR LST products. In certain locations, the
land surface model does not represent the LST diurnal cycle well (overestimation in the late morning
and under-estimation in the late-afternoon/early-night in the dry season, particularly over areas with
high seasonal vegetation variability). This behavior is currently under investigation and can hopefully
be mitigated in future product versions.
The comparison of the IR+EB model all-weather LST and the AMSR-E LST against in situ LST
showed that the former generally provides more accurate and precise LST estimates; an exception was
station Evora, where AMSR-E showed a better accuracy (1.1 K for AMSR-E vs. 1.5 K for the IR + EB
model product). To some extent this was expected, since AMSR-E has a considerably larger footprint
than SEVIRI, and AMSR-E LST retrieval is physically more constrained. Compared to the AMSR-E
product, the IR + EB model product provides a more detailed sampling of the diurnal LST cycle (since
AMSR-E is onboard a polar orbiter). Spatial comparisons between both products showed that over
moister areas, e.g. within the ITCZ, all-weather IR+EB model LSTs are generally warmer than AMSR-E
LSTs, while over arid or semi-arid areas they are generally colder.
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While the uncertainty budgets of IR-based LST have already been well studied in detail (see [19]
for LSA-SAF standard LST product), such an exercise is still needed for the EB LST approach. The
nature of the EB model and its larger variety of input data increase the complexity of error propagation
for cloudy-sky LST estimates. However, such an exercise will help our understanding of the results
presented here and will allow us to study the main sources of uncertainties in more detail and to
identify aspects of the EB LST that can be improved. The main sources of uncertainty identified in
this study are: cloud detection, the characterization of surface emissivity (mainly for IR retrieval), soil
moisture information and surface net radiation (for the EB model). High aerosol loads affect both IR
LST retrievals and various EB model inputs.
Finally, it should be stressed that the overall methodology is applicable to any remote-sensing
imager capable of providing the inputs to the EB model as well as the IR LST estimates for clear
sky situations. Thus, the presented method has the potential to provide a global, (nearly) gap-free
all-weather LST product.
Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/11/24/3044/s1,
Figure S1: Number of data points used for the mean difference calculation, for each panel in Figure 4. White pixels
denote no valid data points.
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