The vestibular system is our sixth sense and is important for spatial perception functions, yet the sensory detection and discrimination properties of vestibular neurons remain relatively unexplored. Here we have used signal detection theory to measure detection thresholds of otolith afferents using 1 Hz linear accelerations delivered along three cardinal axes. Direction detection thresholds were measured by comparing mean firing rates centered on response peak and trough (full-cycle thresholds) or by comparing peak/trough firing rates with spontaneous activity (half-cycle thresholds). Thresholds were similar for utricular and saccular afferents, as well as for lateral, fore/aft, and vertical motion directions. When computed along the preferred direction, full-cycle direction detection thresholds were 7.54 and 3.01 cm/s 2 for regular and irregular firing otolith afferents, respectively. Half-cycle thresholds were approximately double, with excitatory thresholds being half as large as inhibitory thresholds. The variability in threshold among afferents was directly related to neuronal gain and did not depend on spike count variance. The exact threshold values depended on both the time window used for spike count analysis and the filtering method used to calculate mean firing rate, although differences between regular and irregular afferent thresholds were independent of analysis parameters. The fact that minimum thresholds measured in macaque otolith afferents are of the same order of magnitude as human behavioral thresholds suggests that the vestibular periphery might determine the limit on our ability to detect or discriminate small differences in head movement, with little noise added during downstream processing.
Introduction
For decades, the neural processes underlying vestibular function have been primarily studied in relationship to reflexes, and these efforts were dominated by the use of linear systems analysis tools. In contrast, relatively little has been done to understand the neural basis of perception related to self-motion and spatial orientation around psychophysical threshold, in which linear systems analysis tools are rather limited (for review, see MacNeilage et al., 2008) . For otolith system function, in particular, we have a limited understanding of the neural mechanisms underlying sensory psychophysics (De Vrijer et al., 2008; Zupan and Merfeld 2008; MacNeilage et al., 2010a,b) . More recently, questions related to vestibular neuronal thresholds have started to be explored in central neurons (Gu et al., 2007; Liu et al., 2010) . However, neither central responses nor perception can be well understood and modeled without a quantitative characterization of the sensory detection and discrimination properties of otolith afferents. The few studies using approaches beyond classical linear control system tools in the vestibular periphery have all focused on semicircular canals Hoffman 1999, 2001; Sadeghi et al., 2007) . In contrast, otolith afferents have only been quantified using linear systems analyses (gerbil: Dickman et al., 1991; Purcell et al., 2003; cat: Loe et al., 1973; Anderson et al., 1978; squirrel monkey: Fernández et al., 1972; Fernández and Goldberg 1976a-c; pigeon: Si et al., 1997 ; macaque monkey: Angelaki and Dickman 2000; Angelaki et al., 2004; Jamali et al., 2009; chinchilla: Goldberg et al., 1990a,b) .
Using such linear control system approaches, otolith afferents have been characterized in terms of preferred direction (PD) in three dimensions (3D) (Fernández and Goldberg 1976a) , response dynamics (Fernández and Goldberg 1976c; Goldberg et al., 1990a; Si et al., 1997; Angelaki and Dickman 2000; Purcell et al., 2003) , and coding of net gravito-inertial acceleration (Angelaki and Dickman 2000; Angelaki et al., 2004) . Here we explore for the first time direction thresholds of linear acceleration in the macaque peripheral vestibular system. Direction detection thresholds, defined as the peak acceleration/deceleration that allows direction discrimination with a probability of 84% correct, were measured by comparing mean firing rates centered on response peak and trough (full-cycle detection thresholds). The goal of this analysis was to evaluate how reliably each afferent fiber can discriminate peak from trough (e.g., leftward from rightward) linear acceleration, a property that is functionally relevant for naturalistic, commonly experienced, transient (start/ stop) movements. In addition, we also compared peak/trough firing rates with spontaneous activity (half-cycle detection thresholds). In the real world, such a stimulus would correspond to either the start or stop of constant velocity translation. Characterization of linear acceleration thresholds in the vestibular periphery is fundamental for understanding information processing within the central vestibular system and how neuronal sensitivity can constrain behavioral sensitivity and perceptual thresholds during linear acceleration (Benson et al., 1986; Zupan and Merfeld 2008; MacNeilage et al., 2010a,b) .
Parts of this work have been published previously in abstract form (Yu et al., 2011) .
Materials and Methods
Experiments were conducted using a 6-degree-of-freedom motion platform (Moog 6DOF2000E). Data were collected in two male rhesus monkeys (Macaca mulatta) which were chronically implanted with a plastic head-restraint ring and a guide tube platform, as described in detail previously (Meng et al., 2005; Gu et al., 2006; Yakusheva et al., 2008) . All surgical procedures were performed under sterile conditions in accordance with institutional and National Institutes of Health guidelines.
We recorded extracellular neural activity of single otolith afferents using high-impedance, epoxy-coated tungsten microelectrodes (FHC). Electrodes were inserted into 26-gauge transdural guide tubes and advanced by a remote-controlled microdrive (FHC). The vestibular nerve was isolated beneath the auditory meatus as it entered the brain (Haque et al., 2004) . Raw neural activity was amplified, filtered (0.1 Hz to 10 kHz), and passed through a dual time-amplitude window discriminator (BAK Electronics). The spike train of each vestibular afferent was analyzed offline. Single units were identified based on waveform shape, latency, and amplitude. Only well-isolated neurons were included for analyses.
Experimental protocol. Each otolith afferent was first tested during 0.5 Hz oscillations along the three cardinal axes, i.e., lateral [LR; peak, 0.1 G, where G ϭ 981 cm/s 2 ], naso-occipital (NO; peak, 0.1 G). and dorsoventral (DV; peak, 0.07 G). These responses were used to characterize the PD of the cell in 3D. In addition, the spontaneous activity was also recorded for 20 s with the animal upright and stationary. After completion of this "classification" battery of tests, the main experimental protocol consisted of 1 Hz sinusoidal oscillations at different peak linear acceleration amplitudes (0.005, 0.01, 0.02, 0.04, 0.08, and 0.16 G). Most cells were tested with Ͼ40 cycles at each linear acceleration amplitude. For a few cells in initial experiments, this protocol was delivered first along the cardinal direction (i.e., LR, NO, or DV) that the cell responded the most (based on the classification 0.5 Hz sinusoids). For most of the neurons, however, this 1 Hz variable-stimulus-amplitude protocol was first delivered along the LR direction, then the NO direction, and last (if isolation was maintained) along the DV direction. Only for some neurons (17 of 49), data from all three directions were collected. By comparing responses to different linear acceleration magnitudes, we could measure the smallest stimulus amplitude that an ideal observer could detect based on the firing rate of the particular neuron. All data were collected in complete darkness, and animals were always sitting upright relative to the motion platform and gravity.
Data analysis. Sinusoidal responses during the 0.5 Hz linear accelerations along the cardinal directions (classification protocol) were first quantified using instantaneous firing rate (IFR), computed as the inverse of the interspike interval (ISI) (see Fig. 1 A) . We then stacked responses to repeated stimulus cycles into a single IFR cycle. Gain and phase were then calculated by fitting both neural response (clipped off at zero response) and stimulus with a sine function (first and second harmonics and direct current offset) using a nonlinear least-squares algorithm (Levenberg-Marquardt methods). Response amplitude was then measured to be half the peak-to-trough first harmonic modulation of the sinusoidal fit. Neuronal gain for translation was computed as the ratio of response modulation amplitude over the stimulus (in units of spikes/s/G). Phase was expressed relative to peak linear acceleration. These gain values along the three cardinal directions were subsequently used to compute the threedimensional PD and its response gain based on a cosine model for response tuning (Fernández and Goldberg, 1976b) . The response phase used in summary plots (see Fig. 2 ) is the phase along the cardinal direction that gave the largest response. Note that, given the sinusoidal stimuli, here we define response peak as the "excitatory" and response trough as the "inhibitory" component of the modulation of the cell around spontaneous activity.
For the threshold calculations, we converted the firing rate during the variable-magnitude 1 Hz sinusoidal stimulation into a continuous function using either (1) a low-pass filter with a Kaiser window and cutoff frequency greater than the stimulus frequency by 0.1 Hz (Sadeghi et al., 2007; Jamali et al., 2009 ) (see Fig. 1 B, gray lines) or (2) a spike density function with a variable width, . The first method was used for the main threshold analyses (see , whereas the latter method was used to illustrate that the exact neuronal threshold values measured depended on the analysis method used (see Fig. 9 ). For the same reason, we also varied the temporal window during which mean firing rates were computed in Figure 9 (the main analyses used a temporal window of 100 ms).
Our first goal was to measure direction detection thresholds, i.e., the sensitivity of neurons to changes in the direction of linear acceleration for each cardinal direction. To do this, we needed to compare distributions of firing rates (across multiple cycles) for each trough and peak of response modulation along each cardinal direction of translation. These distributions were then subjected to receiver operating characteristic (ROC) analysis to compute discriminability (Gu et al., 2007 (Gu et al., , 2008 . To measure the timing of response peak and trough (because response phase is generally non-zero), we shifted the time of each zero-crossing of the stimulus according to the phase of the measured neural response, using the phase estimated from the sinusoidal fit. Thus, for each cycle of motion, we computed two firing rates, each centered on trough and peak (see bars in Fig. 3A ), corresponding to each half-cycle of the neural response. Translation directions for these two half-cycles corresponded to opposite stimulus directions, such that each stimulus cycle yielded two firing rates representing headings that differed by 180°.
Having transformed neural responses into firing rates for each direction of motion, we then used ROC analysis (Britten et al., 1992; Gu et al., 2007) to compute a neuronal direction detection threshold that quantifies the ability of an ideal observer to discriminate between two opposite directions of motion based on the firing rates of a particular cell (fullcycle detection thresholds). This was done by constructing and comparing firing rate distributions for pairs of directions (i.e., left and right during LR motion) for each stimulus amplitude (e.g., 0.005, 0.02, 0.04, 0.16 G, etc.) (see Fig. 3B ). For each pair of symmetrically spaced "comparison" directions, distributions of firing rates were compiled and an ROC metric (Green and Swets, 1966) was computed. The proportion of "one choice" (i.e., rightward during LR motion), taken as the area under the corresponding ROC curve, was then plotted against stimulus amplitude, yielding a neurometric function. The neurometric function was fit by a cumulative Gaussian function (see Fig. 3D ), and neuronal threshold was defined as the SD of the Gaussian, which corresponded to 84% correct performance.
In addition, linear acceleration half-cycle detection thresholds were computed in a similar way but, rather than comparing left and right distributions with each other, we instead compared each of the peaks (excitatory detection threshold) and troughs (inhibitory detection threshold) with a similar time course of spontaneous activity (100 ms intervals sampled randomly from the 20 s spontaneous activity trial; see above, Experimental protocol). Whereas the goal of the previous analysis was to evaluate how reliably the neuron can discriminate peak from trough activation (e.g., left from right linear acceleration), the goal of this analysis was to characterize how reliably the neuron can discriminate peak or trough activation from spontaneous activity. Theoretically, if (1) mean peak and trough responses are symmetrically spaced around spontaneous activity and (2) the spike count variability of peak, trough, and spontaneous activity are all equal, then half-cycle detection thresholds should be twice as large as full-cycle detection thresholds (because differences in firing rate distribution means for half-cycle analysis would be half those for full-cycle detection threshold analysis).
To quantify the linearity of magnitude tuning curves, we fitted both linear (y ϭ bx ϩ a) and quadratic (y ϭ cx 2 ϩ bx ϩ a, where y is peak/ trough firing rate, and x is peak/trough linear acceleration amplitude) equations to the magnitude tuning curves for each stimulus direction tested (see Fig. 7 ). The relative quality of the fits was evaluated using the Akaike information criterion (AIC) (Akaike, 1992) :
where N is the number of data points, K is the number of model parameters, and SS is the sum squared error. The AIC depends on both the goodness-of-fit and the number of independent parameters included in each model. The best model based on this criterion is the one with the lowest AIC value. Thus, for cells with a lower quadratic AIC (compared with the linear AIC), the difference in sum squared error between the linear and quadratic models is greater than that expected based on the difference in the number of parameters, implying that the model with more parameters (quadratic) provides a better characterization of the data. Analysis of background activity. To classify otolith afferents based on discharge regularity, the distribution of ISIs recorded during spontaneous activity was used to compute the coefficient of variation (CV): CV ϭ ISI / ISI , where ISI and ISI were the mean and SD of the ISI distribution. Because CV varies with the mean ISI, we used a normalized measure, CV*, to classify otolith afferents (Goldberg et al., 1990a,b; Jamali et al., 2009) . Neurons with CV* Ͻ0.10 were classified as regular, whereas those with a CV* Ͼ0.10 were classified as irregular.
Results

Basic response characteristics
We recorded from 49 otolith afferents in two rhesus macaques (21 cells in monkey K and 28 cells in monkey H). As illustrated by plotting IFR for one example cell in Figure 1 A, each fiber was first characterized in terms of its spontaneous activity and its modulation during 0.5 Hz linear acceleration oscillations along each of the cardinal axes, LR (top), NO (middle), and DV (bottom). From these responses, three-dimensional PD, gain, and phase were computed using a cosine-tuning model. Basic response characteristics are summarized in Figure 2 . Response gains of otolith afferents showed a strong dependence on discharge regularity, quantified by the normalized CV* (see Materials and Methods). As also shown in previous studies (Fernández and Goldberg, 1976a-c; Goldberg et al., 1990a,b; Jamali et al., 2009) , the more irregular the firing rate of the fiber, the higher its gain (Fig. 2 A) and the larger the phase lead relative to linear acceleration (Fig. 2 B) . Both of these relationships were significant (gain vs CV*, r ϭ 0.86, p Ͻ 0.001; phase vs CV*, r ϭ 0.76, p Ͻ 0.001, type II regression). Gains at 0.5 Hz varied from Ͻ30 spikes/s/G to Ͼ300 spikes/ s/G, and this range is consistent with previous studies (Goldberg et al., 1990a,b; Jamali et al., 2009) .
In our sample, there were 36 regular otolith afferents (CV* Ͻ 0.1) and 13 irregular otolith afferents (CV* Ͼ 0.1). The substantially higher proportion of regular otolith afferents is consistent with previous reports (Fernández et al., 1972; Fernández and Goldberg, 1976a; Goldberg et al., 1990a,b) . Linear acceleration gains (0.5 Hz) averaged 41.49 Ϯ 1.72 and 219.65 Ϯ 1.36 spikes/s/G for regular and irregular otolith afferents, respec-tively (geometric means Ϯ SD). Response phase relative to linear acceleration averaged leads of 1.60 Ϯ 7.45°(regular) and 28.34 Ϯ 16.11°(irregular). Gain and phase differences between regular and irregular otolith afferents were significant (Wilcoxon's test, p Ͻ 0.001). These gain and phase values are similar to those reported previously in chinchilla (Goldberg et al., 1990a) , squirrel monkey ( B, Response phase (measured during linear acceleration along the cardinal axis that elicited the largest response for each cell) as a function of CV*. C, PD vector distribution in three-dimensional space (all magnitudes have been normalized to a gain of 1). D, Scatter plot of the difference between response peak and spontaneous activity versus the difference between spontaneous activity and response trough (averaged over 100 ms; see Materials and Methods). Data are only shown for the largest response amplitude (1 data point per cell). Dotted line, Unity slope; solid line, type II linear regression. E, Distribution of spontaneous firing rates. Open symbols/bars illustrate neurons (all irregular fibers) with silencing of activity during the inhibitory response. Different symbols in A, B, and D are used for different animals (squares, monkey K; circles, monkey H).
The preferred translation response directions are illustrated in Figure 2C . Of these, 21 had PDs within Ϯ30°of the horizontal plane and were thus classified as "utricular" afferents. The remaining 28 fibers were characterized as "saccular" afferents. As illustrated in Figure 2 D, which plots the mean firing rate (100 ms window) centered around the response peak minus spontaneous activity versus spontaneous activity minus the respective mean firing rate centered around the response trough, inhibitory responses (corresponding to decreases in firing rate from spontaneous activity during response trough) were lower in magnitude compared with excitatory responses (response peak) (paired t test, p Ͻ 0.001). Linear regression slope was 1.13 [95% confidence interval (CI) ϭ 0.94, 1.35]. Two utricular and two saccular afferents (all irregularly firing) silenced their activity during a portion of the inhibitory response cycle ( Fig. 2 A, B ,D, open symbols). Mean spontaneous discharge rate for our sample of otolith afferents was 69.2 Ϯ 33.6 spikes/s (Fig. 2 E) , consistent with previous reports (squirrel monkey: Fernández and Goldberg, 1976a; chinchilla: Goldberg et al., 1990a; rhesus monkey: Jamali et al., 2009 ). There was no significant difference in gain, phase, or spontaneous activity between utricular and saccular afferents (Wilcoxon's test, p ϭ 0.10, p ϭ 0.45, p ϭ 0.63, respectively), also consistent with previous findings (Fernández and Goldberg, 1976a; Jamali et al., 2009) .
Having established that our sample of macaque otolith afferents had all of the basic response properties similar to those reported previously in the literature, our presentation will next focus on the main goal of this study, which was to measure otolith detection thresholds.
Full-cycle direction detection thresholds
The goal of this analysis (full-cycle direction detection thresholds) was to evaluate how reliably each fiber can discriminate peak from trough activation (e.g., leftward from rightward linear acceleration). The main experimental protocol used 1 Hz linear acceleration oscillations at different amplitudes (0.005-0.16 G), as illustrated for the example otolith afferent in Figure 1 B. LR stimulation was tested in 39 (79.6%) of the cells, NO stimulation was tested in 31 (63.3%) of the cells, and DV direction was tested in 25 (51.0%) of the cells. To quantify full-cycle detection thresholds, we first converted the firing rate into a smooth, continuous function using a Kaiser filter (Sadeghi et al., 2007) , as illustrated in Figure 1 B (gray curves superimposed on IFR) and then applied ROC analysis to measure the sensitivity of the cell in discriminating oppositely directed linear accelerations (i.e., left/right, front/ back, and/or up/down).
We have illustrated the ROC analysis procedure using the LR direction responses of our example cell. The continuous response variable was converted into a two-alternative forced-choice (2AFC) format by measuring mean firing rate during 100 ms time window centered around the peak and trough of the sinusoidal modulation (Fig. 3A) . This was done for each response cycle and for each stimulus magnitude. We then grouped together all firing rates within each peak (filled bars) and trough (open bars), starting with the largest stimulus magnitude (0.16 G) and extending all the way to the smallest stimulus magnitude (0.005 G), as illustrated in Figure 3B . This example cell increased its firing rate during rightward (positive) linear acceleration ( Fig. 3C , black circles and line).
The purpose of the ROC analysis is to quantify the sensitivity of the neuron to small changes in the direction of linear acceleration (i.e., how reliably the neuron can discriminate activation resulting from oppositely directed linear accelerations, such as acceleration from deceleration) and to measure the smallest linear acceleration magnitude for direction detection based on an ideal observer. For this purpose, one needs to quantify the overlap of two firing rate distributions, corresponding to each pair of peak/trough responses (Fig. 3B ). When the stimulus magnitude is large (i.e., 0.16 G), the firing rate distributions do not overlap. As a result, an ideal observer would be able to distinguish whether a given firing rate came from the leftward or rightward distribution with a high degree of certainty. However, when the stimulus magnitude is small (i.e., 0.005 G), the firing rate distributions overlap extensively, thus making the task of an ideal observer difficult. Note that discriminability is determined by the separation of these two distributions, i.e., it depends on both the mean difference and the variance of the two distributions (this property is discussed further below).
This intuition is quantified using ROC analysis (Britten et al., 1992; Gu et al., 2007; Liu et al., 2010) . For each pair of peak/trough response distributions, an ROC value is computed that reflects the probability that an ideal observer could accurately report whether the linear acceleration was "rightward" or "leftward" based on a draw from the firing rate distribution of the neuron. "Neurometric" functions can then be constructed by plotting ROC values for each pair of stimulus magnitudes (Fig. 3D ). Quantification of this relationship captures the sensitivity of the neuron to directional signals in the same manner that psychometric functions capture perceptual sensitivity to directional signals in a 2AFC task (MacNeilage et al., 2010b) . The neurometric function is summarized by fitting a cumulative Gaussian function to the data (Fig. 3D , black circles and line). Neuronal direction detection threshold is then defined as the SD of the underlying Gaussian fit (corresponding to 84% correct). Thus, for each stimulus direction tested in each cell, we obtain a neuronal threshold. This particular example cell modulated significantly ( Fig. 1 A) , exhibited approximately linear response tuning (Fig. 3C) , and had relatively small direction detection thresholds ( Fig. 3D ) for all three cardinal stimulus directions: ϭ 18.64 cm/s 2 (LR), 30.41 cm/s 2 (NO), and 30.41 cm/s 2 (DV).
The direction detection thresholds for all of the macaque otolith afferents are summarized in Figure 4 (see also Table 1) . When compared as two groups, irregular otolith afferents were characterized by lower thresholds than regular otolith afferents (geometric mean Ϯ SD, 16.05 Ϯ 2.32 vs 30.33 Ϯ 2.23 cm/s 2 , respectively; Wilcoxon's test, p Ͻ 0.001; Fig. 4 A, marginal histograms). However, there was no significant dependence of threshold on CV* (Fig. 4 A; AN-COVA, F (1,93) ϭ 0.31, p ϭ 0.58) or spontaneous activity (ANCOVA, F (1,93) ϭ 0.24, p ϭ 0.63). In addition, we found no significant threshold difference for LR, NO, and DV stimulus directions (ANCOVA main effect, F (2,93) ϭ 0.13, p ϭ 0.88; Table 1 , Fig.  4A, different colors) . Thresholds, however, did depend on the absolute value of the difference between the tested direction and the three-dimensional PD of the cell [Fig. 4B, ⌬(3D Ϫ PD) ], such that the smallest threshold was observed when the tested direction was parallel or anti-parallel to the PD of the cell [i.e., when ⌬(3D Ϫ PD) ϭ 0°or 180°]. This result is not surprising because the closer to the PD, the larger the neuronal gain, thus the smaller the neuronal threshold.
Because neuronal threshold depends on the direction of the linear acceleration stimulus relative to the direction of maximal gain, it is important to estimate direction thresholds for stimulation along the PD of the cell. We approached this question in two different ways. First, Figure 4C shows the distribution of thresholds along the cardinal direction that was the closest to the PD of the cell in 3D. Neuronal thresholds averaged 17.35 Ϯ 1.58 and 10.13 Ϯ 1.67 cm/s 2 (geometric mean Ϯ SD) for regular and irregular otolith afferents, respectively (Wilcoxon's test, p ϭ 0.006; Table 1 ). Second, we folded the data along the 90°abscissa of Figure 4 B, such that we could now fit a linear regression to the threshold dependence on ⌬(3D Ϫ PD) ( Fig. 4 D) . The intercept of a type II regression fitted to the data gives an estimate of the 49) . A, Neuronal threshold as a function of CV*, color coded according to stimulus direction (LR, magenta; NO, blue; DV, green). Marginal histograms on the right show threshold distributions, separately for regular (black) and irregular (red) otolith afferents (arrows illustrate geometric means). B, Neuronal threshold as a function of the absolute difference between the tested direction and the three-dimensional PD of the cell, ⌬(3D Ϫ PD), with data from each cell shown for one to three motion directions. Vertical dashed line marks ⌬(3D Ϫ PD) ϭ 90°(i.e., tested direction perpendicular to the PD of the cell). C, Distribution of neuronal threshold along the maximum response direction (i.e., the cardinal direction that was closest to the three-dimensional PD of the cell). Arrows illustrate geometric means. D, Data in B folded around 90°, such that type II linear regression (solid) lines can be fit to the data, separately for regular (black) and irregular (red) afferents. Black symbols/bars, Regular otolith afferents (CV* Ͻ 0.1); red symbols/bars, irregular otolith afferents (CV* Ͼ 0.1). Different symbols are used for different animals (squares, monkey K; circles, monkey H). population neuronal threshold for ⌬(3D Ϫ PD) ϭ 0, i.e., along the PD. These values (Ϯ95% CI) were 7.54 (4.70 -11.16) and 3.01 (1.44 -6.06) cm/s 2 for regular and irregular afferents, respectively ( Table 1 ). Note that irregular otolith afferents have consistently lower thresholds, independently of ⌬(3D Ϫ PD).
Neuronal thresholds can depend on two properties that determine how much the two ROC distributions overlap (Fig. 3B) : the difference in their means and their width (variance). The difference in the distribution means is directly related to the slope (steepness) of the magnitude tuning curve (Fig. 3C ), a parameter that is related to response gain. In addition to the difference in the means, the variance of the spike count also influences the extent of overlap between the two choice distributions. In principle, higher sensitivity could arise either attributable to a sharp magnitude tuning curve (i.e., high gain) or a low response variance. Thus, to understand how neuronal sensitivity varies among cells, we have considered each of these factors separately. Figure 5, A and B , plots neuronal threshold as a function of slope and variance, respectively. A significant correlation exists only for slope ( Fig. 5A ; type II regression, p Ͻ 0.001) but not for variance ( Fig. 5B ; type II regression, p ϭ 0.10). An ANCOVA applied to these data showed that this conclusion was true for both regular and irregular otolith afferents (interaction term be-tween slope/variance and fiber type, p ϭ 0.77). When plotted as a function of CV*, both slope and variance scaled with CV* (Fig.  5C ,D; type II regression, p Ͻ 0.001). Thus, at 1 Hz, irregular afferents have both higher slope and higher variance than regular afferents. The fact that irregular afferents have lower thresholds than regular otolith afferents suggests that, at least for 1 Hz, the higher slope counterbalances the higher response variance. It is possible that threshold differences between regular and irregular otolith afferents depend on frequency. Specifically, gain increases with frequency are larger for irregular than regular afferents, but whether and how spike count variance varies with frequency is currently unknown. If spike count variance is independent of frequency, then it is likely that irregular afferents have lower thresholds at high frequencies and higher thresholds at low frequencies than regular otolith afferents.
Half-cycle detection thresholds
The analyses summarized above compute the sensitivity of an ideal observer to detect linear acceleration direction (i.e., left/ right, fore/aft, or up/down) based on the spike count activity of otolith afferents. In addition, it is of interest to also characterize how reliably the neuron can discriminate peak or trough activation from spontaneous activity (half-cycle detection thresholds). This comparison can be made using a similar (ROC) analysis, in which the excitatory (peak) or inhibitory (trough) response of each fiber is compared with its spontaneous activity.
Other than differences in magnitude, results from half-cycle detection threshold analyses were overall similar to those reported above for full-cycle detection thresholds (Fig. 6 , Table 2 ). Regular afferents tended to have higher half-cycle thresholds than irregular otolith afferents (Wilcoxon's test, p Ͻ 0.001 for excitatory detection, p ϭ 0.07 for inhibitory detection), although there was no significant dependence of threshold on CV* (Fig.  6 A, ANCOVA, F (1,93) ϭ 2.49, p ϭ 0.12; Fig. 6 B, F (1,93) ϭ 2.57, p ϭ 0.11). In addition, we found no significant difference in half-cycle threshold for LR, NO, and DV stimulus directions (ANCOVA main effect, F (2,93) ϭ 0.04, p ϭ 0.96; Table 2 , Fig. 6 A, different colors). Half-cycle excitatory detection thresholds did not depend on spontaneous firing rate (Spearman's rank correlation, p ϭ 0.13 for excitatory detection and p ϭ 0.29 for inhibitory detection).
The relationship between excitatory and inhibitory detection thresholds is shown in Figure 6C . On average, inhibitory halfcycle thresholds were twice as large as excitatory half-cycle thresholds (paired t test, p Ͻ 0.001), and the 95% CI of the linear regression slope did not include 1 (type II linear regression; r ϭ 0.61, p Ͻ 0.001, slope ϭ 2.04, 95% CI ϭ 1.45, 2.88). Similar to the full-cycle direction detection thresholds, half-cycle detection thresholds depended only on excitatory/inhibitory neuronal firing rate slope (type II regression, p Ͻ 0.001) but not on variance (type II regression, p Ͼ 0.25). An ANCOVA applied to these data showed that this conclusion was true for both regular and irregular afferents (interaction terms between slope/variance and fiber type, p ϭ 0.73). Half-cycle excitatory detection thresholds along the cardinal direction that was the closest to the PD of the cell in 3D averaged 28.42 Ϯ 1.56 and 17.43 Ϯ 1.89 cm/s 2 (geometric mean Ϯ SD), for regular and irregular otolith afferents, respectively (Wilcoxon's test, p ϭ 0.04). Inhibitory half-cycle detection thresholds along the cardinal direction with the largest gain averaged 40.37 Ϯ 2.21 and 27.87 Ϯ 2.32 cm/s 2 (Table 2) .
Similar to the full-cycle thresholds, half-cycle detection thresholds depended on the difference between the tested direction and the three-dimensional PD of the cell (Fig. 6 D) , such that (Fig. 4C) 17.35 Ϯ 1.58 (geometric SD) (n ϭ 30) 10.13 Ϯ 1.67 (geometric SD) (n ϭ 11) Three-dimensional PD (intercept in Fig. 4D) 7.54 (4.70 -11.16) (95% CI) 3.01 (1.44 -6.06) (95% CI) a This average includes one data point with very high threshold, whose ⌬ (3D Ϫ PD) ϭ 90°(see Fig. 4D ). Figure 3B . C, Correlation of magnitude tuning curve slope and D, median variance with CV*. Black symbols, Regular otolith afferents (CV* Ͻ 0.1); red symbols, irregular otolith afferents (CV* Ͼ 0.1). Different symbols are used for different animals (squares, monkey K; circles, monkey H). Solid lines illustrate type II linear regressions plotted through all data (all directions, all neurons).
the smallest threshold was observed when the tested direction was parallel or anti-parallel to the PD of the cell. The intercepts of a type II linear regression on folded ⌬(3D Ϫ PD) half-cycle excitatory detection thresholds are 16.77 (12.01-22.13, 95% CI) and 5.94 (2.34 -16.42, 95% CI) cm/s 2 for regular and irregular afferents, respectively ( Table  2 ). Note that excitatory/inhibitory thresholds were not significantly different when extrapolated along the PD (overlapping 95% CIs; Table 2 ).
Nonlinearities in magnitude tuning curves
The large inhibitory half-cycle thresholds (some Ͼ Ͼ500 cm/s 2 ; Fig. 6 B) prompted us to further investigate potential nonlinearities, already suggested by Figure 2 D. Amplitude nonlinearities were reported previously for large linear accelerations (Fernández et al., 1972; Fernández and Goldberg 1976a,b) . Representative magnitude tuning curves from six otolith afferents showing evidence for nonlinear magnitude tuning curves are shown in Figure 7A -F. Some otolith afferents exhibited clear inhibitory response saturation, even for the low linear acceleration amplitudes used here. To quantify these nonlinearities, we fitted both linear and quadratic equations to these firing rate versus linear acceleration amplitude relationships. Figure 8 A summarizes in a scatter plot format the relationship between the correlation coefficients from the linear (R 2 _L) and quadratic (R 2 _Q) model fits. The quadratic model fit was significantly better (based on AIC; see Materials and Methods) than the linear model fit in 78 of 96 tuning curves ( Fig. 8 A, filled symbols) , whereas the linear model provided as good a fit for only 18 of 96 (19%) tuning curves ( Fig. 8 A, open symbols) . With the exception of a few tuning curves along directions with very small gains (Ͻ10 spikes/s/G), the quadratic model fit gave R 2 _Q Ͼ 0.7 (Fig. 8 B) . The improvement in correlation coefficient with the quadratic model (R 2 _Q Ϫ R 2 _L) did not depend on CV* (r ϭ 0.09, p ϭ 0.4, type II regression) but was larger for directions with lower gain than directions with higher gain (Fig. 8C, Dir3 vs Dir1, respectively). Indeed, the mean R 2 _L for cardinal directions with the largest response gain was R 2 _L ϭ 0.96 Ϯ 0.008 (SE) (range, 0.78 -1). Nevertheless, as illustrated in Figure 8D , the ratio of excitatory half-cycle to inhibitory half-cycle thresholds is significantly correlated with the improvement in correlation coefficient, R 2 _Q Ϫ R 2 _L (r ϭ Ϫ0.44, p Ͻ 0.001, type II regression; directions with gain Ͻ10 spikes/s/G were excluded). That is, the larger the inhibitory response saturation, the larger the difference between the two half-cycle thresholds.
Dependence on analysis parameters
As important as it might be to correlate neuronal firing rate properties with perceptual measures, caution is called for when neural data are not simultaneously collected along with behavioral data (Gu et al., 2007 (Gu et al., , 2008 . This is particularly problematic because (1) it is unclear which firing rate property is decoded by downstream neurons and perceptual neural correlates and (2) there are multiple ways of quantifying firing rates. To illustrate the latter point, we have plotted geometric mean Ϯ SD of population fullcycle direction detection thresholds (filled symbols/solid lines indicate regular otolith afferents; open symbols/dashed lines indicate irregular otolith afferents) as a function of analysis window size (i.e., the temporal window for computing peak, through, and spontaneous firing rates) for different filtering methods used to analyze neural responses (Fig. 9 ). Although the window size for Figure 6 . Summary of half-cycle detection thresholds (n ϭ 49). A, B, Neuronal threshold for excitatory (A) and inhibitory (B) responses as a function of CV*, color coded according to stimulus direction (LR, magenta; NO, blue; DV, green). Marginal histograms on the right show threshold distributions, separately for regular (black) and irregular (red) otolith afferents (arrows illustrate geometric means). C, Scatter plot comparing excitatory with inhibitory half-cycle detection thresholds. Dotted line marks unity slope. Solid line plots type II linear regression. D, Excitatory detection threshold as a function of the absolute difference between the tested direction and the three-dimensional PD, ⌬(3D Ϫ PD), folded around 90°, such that type II linear regression (solid) lines can be fit to the data, separately for regular (black) and irregular (red) afferents (same format as in Fig. 4 D) . Black symbols/bars, Regular otolith afferents (CV* Ͻ 0.1); red symbols/bars, irregular otolith afferents (CV* Ͼ 0.1). Different symbols are used for different animals (squares, monkey K; circles, monkey H).
computing mean firing rates for ROC distribution comparisons has overall a very small effect on neuronal threshold, the filtering parameters used to compute spike count are critical to determining the actual values of the computed neuronal threshold. In the presentation here, we have used the Kaiser filter for two reasons:
(1) because it has been previously used by the only other study computing peripheral vestibular thresholds (for semicircular canal afferents; Sadeghi et al., 2007) , and (2) because it gives the smallest neuronal threshold (Fig. 9, black solid line) , likely because of reducing the variance attributable to stronger filtering.
At present, we are agnostic about the neuronal parameters used by the brain to extract behavioral measures. Thus, it is not our goal to make an intelligent choice about the different analysis options. However, the variability shown in Figure 9 illustrates that it will be unfair to directly and quantitatively compare the absolute numbers of neuronal thresholds with various psychophysical measures. Although extreme caution is advised for making direct comparisons, the present findings are the first to Figure 8 . Summary of nonlinearities in magnitude tuning curves. A, Scatter plot of quadratic and linear correlation coefficients (R 2 _Q and R 2 _L, respectively) fitted to magnitude tuning curves of all cardinal directions tested (unity dotted line is also shown). B, Scatter plot of quadratic correlation coefficient (R 2 _Q) versus response gain along the respective direction. C, Bar graph of mean Ϯ SD difference between the two correlation coefficients (R 2 _Q Ϫ R 2 _L) grouped according to maximum (Dir1) and minimum (Dir 3) cardinal response direction, summarized separately for regular (black bars) and irregular (red bars) afferents. D, Scatter plot of the difference between the two correlation coefficients (R 2 _Q Ϫ R 2 _L) versus the ratio of excitatory half-cycle to inhibitory half-cycle threshold (data from directions with gain Ͻ 10 spikes/s/G have been excluded). Solid line illustrates type II linear regression. For illustrative purposes, correlation coefficient differences Ͻ 0.001 have been set at R 2 _Q Ϫ R 2 _L ϭ 0.001. Black symbols/bars, Regular otolith afferents (CV* Ͻ 0.1); red symbols/bars, irregular otolith afferents (CV* Ͼ 0.1). Different symbols are used for different animals (squares, monkey K; circles, monkey H).
quantitatively characterize both spike count variability and neuronal sensitivity around psychophysical threshold in the peripheral otolith system. These data will form the basis for comparing neuronal discriminability in central vestibular neurons. Notably, the reported lower thresholds for irregular compared with regular otolith afferents persist and remain a consistent finding, regardless of the method used to measure mean firing rate.
Discussion
We have measured linear acceleration detection thresholds using ROC analysis to quantify how reliably macaque primary otolith afferents can discriminate activation resulting from oppositely directed linear accelerations (e.g., acceleration from deceleration). Such full-cycle direction detection thresholds averaged 17.35 Ϯ 1.58 cm/s 2 (0.0177 G, regular otolith afferents) and 10.13 Ϯ 1.67 cm/s 2 (0.0103 G, irregular otolith afferents) along the cardinal axis with maximum response. When extrapolated along the PD, full-cycle detection thresholds were 7.54 cm/s 2 (0.0077 G, regular afferents) and 3.01 cm/s 2 (0.0031 G, irregular afferents). The fact that irregular otolith afferents have lower thresholds than regular afferents might appear surprising because of their higher response variability (Fig. 5D ). Lower thresholds are observed because irregular afferents have sufficiently higher gains at 1 Hz, a fact that outweighs the higher variance in their contribution to neuronal sensitivity. We have also measured half-cycle detection thresholds by comparing peak and trough responses with spontaneous activity. Theoretically, if (1) mean peak and trough responses are symmetrically spaced around spontaneous activity and (2) the spike count variability of peak, trough, and spontaneous activity are all equal, then half-cycle detection thresholds should be twice as large as full-cycle detection thresholds (because firing rate distribution means would differ by half as much as those for full-cycle detection thresholds).
Indeed, half-cycle detection thresholds were approximately double (Table 2) , although inhibitory half-cycle thresholds were twice as large as excitatory half-cycle thresholds because of amplitude nonlinearities. Importantly, we also show that the actual values of neuronal threshold might be of lesser importance than the general patterns of responsiveness and comparisons between groups of afferents (i.e., regular/irregular, direction of motion). This is because it is unknown what parameter of neural firing is used and decoded by the brain to detect or discriminate motion. This has been illustrated by varying the analysis window size and the firing rate filter and comparing population thresholds as a function of these parameters ( Fig. 9 ). While keeping these caveats in mind, we next compare the present findings with perceptual thresholds of linear acceleration from human psychophysical studies.
Perceptual detection thresholds of linear acceleration
The initial studies characterizing perceptual detection thresholds during linear motion resulted in a wide range of reported values (1.4 -18 cm/s 2 ). This diversity in reported thresholds was primarily attributable to the use of multiple psychophysical methods and equipment (Walsh, 1961 (Walsh, , 1962 Young and Meiry, 1968; Greven et al., 1974; Jones and Young, 1978 ) (for review, see Guedry 1974) . Here we will focus our discussion on four studies that have used similar stimuli (a single discrete movement having a bell-shaped linear velocity profile and biphasic acceleration trajectory that approximates a single sine wave) and quantitative methods based on signal detection theory (Benson et al., 1986; Zupan and Merfeld, 2008; MacNeilage et al., 2010a,b) . Benson et al. (1986) used 3 s discrete displacements to discriminate the direction of LR, NO, and DV movements. They reported 67% correct thresholds of 0.006 G for discriminating movement along the LR and NO axes in upright subjects and 0.015 G for DV axis movement in supine (back-down) subjects. The authors also reported sharp decreases of behavioral threshold as a monotonic function of stimulus duration during bellshaped velocity profiles ranging in duration from 1 to 7 s (Guedry, 1974; Benson et al., 1986 ) (i.e., higher frequencies of motion). More recently, using a 4 s biphasic acceleration stimulus and a one-interval left/right discrimination task, Zupan and Merfeld (2008) reported slightly lower linear acceleration thresholds (0.005 G) along the LR axis.
Later, MacNeilage et al. (2010b) also measured direction discrimination thresholds during LR and DV movements using a task and analysis similar to the one used by Benson et al. (1986) . Subjects experienced a single 1 s movement and indicated whether the movement was in the positive or negative direction along that axis (i.e., leftward or rightward and upward or downward), whereas displacement (and thus peak acceleration) was varied from trial to trial according to a staircase procedure. The percentage of responses for one alternative was plotted as a function of the linear acceleration amplitude, and threshold was defined as the SD () of the best-fitting cumulative Gaussian (corresponding to 84% correct, similar to the present analysis). Human direction discrimination thresholds averaged 6.3 Ϯ 2.5 cm/s 2 (0.006 G) for inertial motion along the LR axis and 9.7 Ϯ 3.4 cm/s 2 (0.01 G) for inertial motion along the DV axis (with the subject sitting upright), and this difference was statistically significant (MacNeilage et al., 2010b) . The DV threshold was even higher in ear-down orientations, in agreement with the findings of Benson et al. (1986) . There was no difference between LR and DV directions for amplitude discrimination thresholds around a pedestal of 0.03 G (MacNeilage et al., 2010b) .
MacNeilage et al. (2010a) also quantified minimum linear acceleration for absolute detection in a set of experiments characterizing canal/otolith interactions in the earth-horizontal plane during 2 s curved path motion. Perceptual detection thresholds (dЈ ϭ 1) averaged 7.07 Ϯ 5.05 cm/s 2 (0.007 G) for translation along the NO axis (MacNeilage et al., 2010a) . Because all trials included actual platform motion, these measurements avoid the confound of background vibration and other extraneous cues that otherwise challenge quantification of vestibular detection thresholds. Both MacNeilage et al. (2010a,b) studies used a motion platform identical to the one used here, although the motion profile was a transient bell-shaped linear velocity (1 or 2 s in duration). In addition, note that, in the study by MacNeilage et al. (2010a) , subjects were presented with both peak and trough (biphasic linear acceleration stimulus), and they could perform the task by detecting either one.
Direct comparisons between these psychophysical studies and the present findings are not possible because of at least three reasons: (1) neuronal threshold values depend on analysis parameters ( Fig. 9); (2) there might be potential differences between humans and monkeys; and (3) there are fundamental differences in stimulus design. In particular, the coarse direction discrimination threshold experiments discussed above (Benson et al., 1986; Zupan and Merfeld, 2008; MacNeilage et al., 2010b) used transient linear displacements with biphasic linear acceleration profiles to discriminate the direction of the linear displacement (or linear velocity). Although these stimuli and task design parallel the one used in our neurometric analysis (e.g., the ideal observer must discriminate peak from trough activation, i.e., acceleration vs deceleration), in the psychophysical experiments, the order of acceleration/deceleration had to be identified also to specify the direction of the linear displacement. In contrast, here we have measured only the sensitivity to discriminating the direction of linear acceleration and not the order of acceleration/ deceleration. In fact, individual otolith afferents do not carry information about the order of acceleration/deceleration, a critical property that arises only centrally in vestibular cells in which neuronal activity carries linear velocity signals (Fetsch et al., 2010; Chen et al., 2011a) .
Differences between detection thresholds along different axes
Unlike utricular receptors, the saccular system is biased at rest because saccular afferents are stimulated by the constant force of gravity. Thus, saccular afferents will modulate around the 1 G force of gravity. Higher gains for otolith afferents preferring horizontal versus vertical axes have been reported previously in the squirrel monkey (Fernández et al., 1972; Fernández and Golberg, 1976a) , although no such difference has been observed in the rhesus monkey (present study; Jamali et al., 2009) . Perhaps surprisingly, we found that not only gain and phase but also response thresholds of cells preferring vertical directions (presumably saccular afferents) were comparable with those preferring horizontal directions (presumably utricular afferents).
These findings are unexpected compared with what has been known previously from human psychophysics. As summarized above, coarse direction discrimination thresholds have been consistently reported to be lower for horizontal than vertical linear accelerations. In particular, Benson et al. (1986) reported thresholds of 0.006 G for lateral and fore/aft movements but significantly larger thresholds (0.015 G) for vertical translations (Benson et al., 1986) . One of the reasons for this large difference was that DV thresholds were tested in supine (back-down) position, and we now know that tilted subjects have overall higher thresholds (MacNeilage et al., 2010b) . However, significant differences were also reported by MacNeilage et al. (2010b) using a similar LR/DV task with subjects upright (0.006 vs 0.097 G).
The present findings demonstrate that the higher vertical linear acceleration direction discrimination thresholds in perception do not represent a property of the vestibular periphery. It is thus possible that these behavioral differences are attributable to either central processing or cognitive factors. Future experiments must test linear acceleration detection thresholds in other areas, most importantly vestibular-responding areas in the cortex, such as parieto-insular vestibular cortex (Guldin and Grüsser, 1998; Chen et al., 2010; Liu et al., 2011) , medial superior temporal area (Gu et al., 2006 (Gu et al., , 2007 Fetsch et al., 2010; Chen et al., 2011a) , and ventral intraparietal area (Schlack et al., 2002; Chen et al., 2011a,b) .
