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I. Introduction
M olecular crystals are solids in which the atoms group together in 
well-defined stable entities arranged in some periodic way. In general, 
these entities can be molecules or molecular ions, but in this paper we 
mainly restrict ourselves to crystals built from neutral molecules. The 
binding forces keeping the atoms together in the molecules are much
* P resen t  address :  V a n ’t H o ff  L abo ra to r iu m  voo r  F y s is c h e -e n  Colloidchem ie, 3584 C H  
U trech t ,  T he  N e th e r lan ds .
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stronger than the van der Waals forces that cause the condensation of the 
molecules in the crystal. As a consequence, the atoms in the solid take 
part in two types of  motions that, to a good approximation, can be as­
sumed to be uncoupled. First, they perform rapid oscillations around 
instantaneous positions in such a way as to keep the positions, orienta­
tions, and geometries o f  the molecules nearly unchanged. These motions 
are called intramolecular vibrations. In the solid, when their frequencies 
are slightly shifted by the crystal field and they are very weakly coupled, 
they are called vibrons. Second, the equilibrium positions of the atoms 
undergo displacem ents that are such that they amount to translations and 
rotations of the molecules as a whole. These motions, the intermolecular 
vibrations, usually called lattice vibrations, are much slower than the 
intramolecular vibrations, and they are the subject of this paper.
Because we are dealing with molecules, two types of lattice vibrations 
can be distinguished: translational and rotational. In order to describe 
these motions we have to know the potential energy of the crystal, ex­
pressed as a function of the cen ter  o f  mass positions and the orientations 
of all molecules. In Section II, we give a fairly detailed description of the 
different ways in which the potential can be expressed, each way having 
its own merits, depending on the subsequent calculations in which it has 
to be used.
Depending on the charac ter  o f  the molecular motions, one can distin­
guish several physical situations. In most cases, the molecules are 
trapped in relatively deep potential wells. Then, they perform small trans­
lational and orientational oscillations around well-defined equilibrium po­
sitions and orientations. Such motions are reasonably well described by 
the harmonic approximation. The collective vibrational excitations of  the 
crystal, which are considered as a set of harmonic oscillators, are called 
phonons. Those phonons that represent pure angular oscillations, or libra­
tions, are called librons. F o r  some properties it turns out to be necessary 
to look at the effects o f  anharmonicities. Anharmonic corrections to the 
harmonic model can be made by perturbation theory or by the self-consis­
tent phonon method. These  m ethods, which are summarized in Section 
III under the name quasi-harmonic theories, can be considered to be the 
standard tools in lattice dynamics calculations, in addition to the har­
monic model. They are only applicable in the case of fairly small ampli­
tude motions. Only the simple harmonic approximation is widely used; 
the calculation of  anharm onic corrections is often hard in practice. For 
detailed descriptions of  these m ethods, we refer the reader to the books 
and reviews by M aradudin et al. (1968, 1971, 1974), Cochran and Cowley 
(1967), Barron and Klein (1974), Birman (1974), Wallace (1972), and Cali- 
fano et al. (1981).
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A second situation occurs when the molecules perform angular oscilla­
tions, usually with large amplitudes, around one of a set of equilibrium 
orientations and randomly jum p  from one orientation to the other. Som e­
times the librations are so violent that the molecules perform more or less 
hindered rotations. An extrem e case is solid hydrogen, at normal pres­
sure, in which the free-molecule rotations are only weakly perturbed and 
one speaks of  rotons instead of librons. In all these cases the molecular 
crystal is called orientationally disordered or plastic, in contrast with the 
ordered or localized crystals discussed in the preceding paragraph. The 
only s tandard  m ethod to deal with this type of molecular motion is the 
mean field or (time-independent) H artree  approximation. By using the 
mean-field single-particle states as a basis, the collective motions of all 
molecules in the crystal can be described via the random phase approxi­
mation or t im e-dependent H artree  method. These methods are outlined in 
Section IV. Mostly the centers o f  mass of the molecules are thought of as 
being fixed. This approximation will rarely be justified in practice, how­
ever. M ost molecular crystals are ra ther closely packed, which forces the 
molecules to separate  before they can substantially change their orienta­
tions. As a result, there will be considerable coupling between the transla­
tional vibrations of  the molecules and their rotational motions and mixing 
of the translational phonons and librons. The effects of such coupling on 
the properties o f  molecular crystals have been discussed by Michel and 
co-w orkers (Michel and N audts ,  1978; de Raedt et al., 1981; Michel, 
1984), and by Raich et al. (1983) and illustrated by semiempirical model 
calculations. A way to deal with this coupling via the time-dependent 
H artree  m ethod has been proposed by ourselves (Briels et a l .y 1984). This 
extension of  the theory  is included in Section IV.
All the lattice dynamics m ethods that we have ju s t  mentioned neglect 
the exchange of  identical molecules. The mean-field method, for instance, 
is based on the H artree  approximation rather than on the H a r t re e -F o c k  
model. This concerns, of course, the exchange of identical nuclei, since 
we are dealing with the nuclear motions and the effects of electron ex­
change are already contained in the intermolecular potential used. In 
practically all cases, even for the lightest nuclei, the nuclear wave func­
tions have negligible overlap and the exchange effects may be safely 
omitted.
L et us now discuss to what extent the lattice vibrations are important 
for the m acroscopic  properties o f  molecular crystals. First of all, we have 
to consider the zero-point vibrations, i.e., the energy difference between 
the quantum -m echanical ground state of the system and the minimum of 
its potential energy. Since the van der Waals interactions among the 
molecules are ra ther  weak, their zero-point motions affect the cohesion
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energy of  the crystal to a nonnegligible extent. Second, the characteristic 
excitation energies o f  the lattice vibrations are of the same order of magni­
tude as k BT  (&b being the Boltzmann constant) in most experimental cir­
cum stances. The excited states are populated and thus contribute to the 
properties o f  the system. Their effective contributions are strongly depen­
dent on the size of the excitation energies and may vary considerably 
from one system  to the other. As an illustration, let us briefly discuss the 
phase transition betw een the ordered and disordered modifications that 
often exist for the same material. Usually the ordered phase is therm o­
dynamically stable at low tem peratures , the plastic phase at high tem pera­
tures. The stability of the ordered phase is mainly due to the packing of 
the molecules in such a m anner that the ground-state energy of the system 
is as low as possible. The stability of the disordered phase at high tem per­
ature is caused by its excitation energies, which are typically those of 
hindered rotors, being much lower than the excitation energies of the 
ordered phase, which are more like those of  harmonic oscillators. C onse­
quently, the excited states in the plastic phase will be more populated, its 
entropy will be larger, and its free energy (A = E  -  T S ) will be lower at 
high tem perature . It will be clear from this example that in order to give a 
reasonable account of any phase transition, one must accurately calculate 
the ground state and the excitation energies o f  the phases involved. The 
comparison betw een the calculated and observed phase transition tem ­
peratures and pressures yields a sensitive test, both for the potential and 
for the m ethod used to describe the lattice dynamics.
In most cases, the crystal potential is not known a priori. The usual 
procedure  is to introduce some model potential containing several param ­
eters, which are subsequently  found by fitting the calculated crystal p rop­
erties to the observed  data available. This procedure has the draw back 
that the empirical potential thus obtained includes the effects of the ap­
proximations made in the lattice dynamics model, which is mostly the 
harmonic model. It is very useful to have independent and detailed infor­
mation about the potential from quantum-chemical ab initio calculations. 
Such information is available for nitrogen (Berns and van der Avoird, 
1980) and oxygen (W orm er and van der Avoird, 1984), and we have 
chosen the results calculated for solid nitrogen and solid oxygen to illus­
trate in Sections V and VI, respectively, the lattice dynamics methods 
described in Sections III and IV. Nitrogen is the simplest typical molecu­
lar crystal;* as such it has received much attention from theorists and
* H ydrogen  is even  simpler, but solid hydrogen  is very atypical. B ecause  o f  the large 
splitting be tw een  the ro ta tional s ta tes  o f  the free H 2 molecule and the w eak an iso tropy  o f  the 
H 2- H 2 in teraction  potentia l,  the free molecule ro ta tions are nearly unpertu rbed  in the solid. 
This sys tem  has been  ex tensive ly  d iscussed  by van K ran en d o n k  (1983).
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experimentalists  and many data  have been collected. It has several 
phases, o rdered  as well as disordered. Oxygen is especially interesting 
because  it com bines the properties of a molecular crystal with those of a 
magnetic material. It exhibits both structural and magnetic o rder-d iso r-  
der phase transitions.
II. Intermolecular Interactions and the Crystal Hamiltonian
In the B o rn -O p p en h e im er  approximation the potential energy of a 
molecular crystal depends on the internal and external degrees o f  freedom 
of all molecules. As mentioned before, it is a very good approximation in 
most cases to separate  the intramolecular vibrations from the center  of 
mass vibrations and rotations of the molecules, i.e., the lattice vibrations. 
Then one can average the potential energy over the vibrational wave 
functions o f  the molecules and obtain the effective potential for the lattice 
vibrations. If  one wishes to obtain this effective intermolecular potential 
by calculation, it is a good approximation to use the vibrationally aver­
aged molecular geometries from theory or experiment. The (average) ge­
om etry  o f  the molecules in the crystal is usually not very different from 
the free-molecule geometry.
A further  approxim ation, which is applied in almost all practical trea t­
ments, is to write the intermolecular potential for the crystal as a sum 
over m olecular pair potentials. F o r  van der Waals solids— in which the 
electrostatic  interactions, the exchange repulsion, and the London disper­
sion attraction are the main contributors to the potential— this is fairly 
well justified. H ow ever,  when the molecules have large dipole moments 
(in ice, for example) or even more so in ionic crystals, the induction 
(multipole-induced multipole) interactions become substantial, and the 
three-body interaction energy will be comparable in size to the pair en­
ergy. This is because  one has to add pairwise the polarizing electric fields 
from all neighbors in o rder  to calculate the polarization energy of a given 
molecule that is quadratic  in the field strength. M oreover, one has to take 
into account self-consistently the mutual interactions among the induced 
dipole m om ents . In the present paper, we focus on molecules with rela­
tively small dipole m om ents, for which we estimate the exchange, induc­
tion, and dispersion three-and-more-body contributions to be not larger 
than about 10% of  the pair potential (van der Avoird et al., 1980), and we 
further neglect these deviations from pairwise additivity.
In o rder  to be useful in crystal dynamics calculations, the intermolecu­
lar potential must be represented  in a manageable, preferably analytic, 
form. The form chosen  to express the potential will depend on the type of 
application. If, for example, the intermolecular potential is to be deduced
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from the agreem ent betw een calculated and observed crystal properties, 
it is important to have a representation that is as simple as possible, 
depending only on a few param eters. The same requirement has to be 
fulfilled when during the calculation the numerical value of the intermo- 
lecular potential is needed many times, for instance, in classical molecular 
dynamics or M onte Carlo simulations. For  such purposes a represen ta­
tion in terms of  a to m -a to m  interaction potentials is convenient. On the 
o ther hand, if one intends to make statistical mechanics calculations with 
an “cib initio” potential without loosing too much accuracy, an expansion 
of  the potential in terms of  orthogonal symmetry-adapted functions is 
suitable. In the sequel, we briefly describe in Section II,A the a to m -a to m  
potential model, in Section II,B the representation of the potential in 
terms of sym m etry-adapted  functions, and in Section II,C the relation 
between the two formalisms. Finally, in Section II,D we discuss the full 
crystal Hamiltonian.
A. Atom -Atom  Potentials
The concept o f  an a to m -a to m  potential (Kitaigorodsky, 1973) is based 
on the idea that the interaction potential between two molecules P  and P' 
can be approxim ated by pairwise additive interactions between the con­
stituent atoms, a  E  P  and /3 E  P \  which, in practice, are nearly always 
taken to be isotropic, i.e., dependent only on the interatomic distances 
rap-
Vpp■ =  X  I  v x ° M r ai3) (1)
aEP pEP'
The labels X a and denote the types of the atoms a  and /3. Popular 
forms for the a to m -a to m  potentials are the L en n ard -Jo n es  12-6 form
v x*M rap) = A V  -  (2)
and the Buckingham exp - 6  or exp - 6 - 1  form
v x° M r ap) = A xaxp exp ( ~ B x»xpraf3) -  C xoxpr~p(-\-qxoqxpr~p) (3)
The first term  always represents  the exchange repulsion and the second 
term the L ondon  dispersion attraction. The Coulomb term is sometimes 
added in order to represent the electrostatic interactions among mole­
cules, with fractional atomic point charges q x« and q x? used. A lterna­
tively, one has included these electrostatic contributions by adding the 
leading molecular m ultipole-m ultipole  interaction term to an a to m -a to m  
potential o f  12-6 or exp - 6  type.
The interaction param eters  A x«xp, B xoxp, C xox£, and q x° are mostly 
obtained by fitting calculated crystal properties to experimental data. The 
quality o f  the resulting empirical potentials is rather uncertain, however,
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since the fit will try to com pensate  for the inaccuracies in the dynamical 
model used and in the a to m -a to m  model itself. M oreover, the different 
param eters  are often strongly correlated. This implies that such empirical 
potentials are usually not very effective in predicting properties o ther 
than those to which they have been fitted.
In some cases (see van der Avoird et al., 1980, and references therein) 
a to m -a to m  potentials, which are subsequently used to calculate crystal 
properties, have been obtained from an independent source, viz., from ab 
initio quantum-chemical calculations. The individual terms in an a to m -  
atom potential o f  the form in Eq. (3), for example, are then fitted to the 
corresponding interaction energy contributions calculated for a more or 
less extensive set o f  geometries of a molecular pair. It appears that the 
Buckingham form (in Eq. 3) especially can yield a reasonably accurate 
representation  of  an ab initio calculated potential, provided that the indi­
vidual terms are given different force centers (sites) whose positions are 
shifted away from the atomic nuclei and optimized in fitting the ab initio 
data.
It is convenient for further use to summarize the various a to m -a to m  
potentials as given in Eqs. (2) and (3) in the single formula
v x- M r a, )  =  £  ^ y ' ,/CXPW )  (4)
/f,exp
with param eters and distance functions f in)(rap) = r~p (e.g.,
n = 12, 6 , 1) and f {exp\ r af3) =  e x p ( - £ x« V oj8).
B. Intermolecular Potential in Terms of Symmetry-Adapted Functions
In order to describe the orientation of a given molecule we attach a 
rectangular coordinate frame M  to it and specify the Euler angles co = 
{a, ¡3, y} of this frame relative to a fixed global frame G. The position vec­
tor of the center of mass of the molecule is denoted by r. The potential 
betw een two molecules at xP and rP>, respectively, can then be expanded 
(Steele, 1963; Y asuda  and Y am am oto , 1971; Egelstaff, Gray and Gubbins, 
1975; van der Avoird et al., 1980; Briels, 1980) in a complete set of 
functions of the variables a)P, coP', and rPP<, where rPP< is the unit vector in 
the direction of  xPP< — xP< — xP. The coefficients of the expansion depend 
on rPP>, the length of xPP<. As a basis for the expansion we use the prod­
ucts
D l,|) (wp) D ^  ( u p (/=,./,.)/1|/W|V r/ /I2/W2V r 7 ltlyy rr ;
w here the D ^ ( w )  are Wigner functions and C\[){r) is a Racah spherical 
harmonic. F o r  these functions as well as for the Euler angles, we use the 
definitions o f  E dm onds (1957). This expansion can be greatly simplified if 
we exploit the full sym m etry  of the molecular pair.
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In o rder  to incorporate the sym m etry requirements into our expan­
sion, we need the transformation properties of the Wigner functions, both 
with respect to rotations R G(co) o f  the global frame and with respect to 
rotations /?M(co) of the molecular frames. If we rotate the global frame 
through the Euler angles cü, then a scalar quantity that was described in 
the original frame by a function F  will be described in the new frame by 
/?G(co)F; the two functions are related by R G(ùj)F(oj) = F(œ'), where o> 
and co' are the Euler  angles o f  the molecular frame relative to the new and 
old global frames, respectively. Similarly, if we rotate a molecular frame 
through the Euler  angles cô, F  will transform into ÆM(cô)F. With the con­
ventions that we have adopted, the transformed Wigner functions are 
given by
R G(d )D Z (o j)  = 2  (5)
m'
R™(d5 )D 1  (w ) =  2  D %  (a. )D%  (a> ) (6)
n'
The well-known transformation properties o f  the Racah spherical har­
monics can be obtained from the relation
C S ( f )  =  c!2(0, <t>) =  £&(<*>, e, o) (7)
and Eq. (5):
R G(d>)C«\r) = £  C;'!(r)£»:'!„,(cü) (8)
n ï
The expression for the intermolecular potential must satisfy two sym­
metry requirements. First, it must be invariant if we rotate the molecular 
frame of either o f  the two molecules through specific Euler angles c t h a t  
correspond with a sym m etry element of the molecule in question. This 
means that our basis must be invariant under rotations of the outer direct
product group GP ®  Gp>, where GP is the symmetry group of molecule P  
and GP' that of molecule P ' . Acting with the projection opera tor of the 
totally symmetric  irreducible representation of the group GP (of order
# G p ) ,
P  = -^F T  2  (9)
gEGp
on the Wigner functions, and using Eq. (6), we construct linear com bina­
tions
G i  W )  =  2
n
(10)
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which are invariant under the group GP. We choose as the expansion 
basis the set of all products:
G^ \\(oP) G ^ M C ^ ( f Pr). (11)
It may happen that for certain values of / more than one totally symmetric 
combination (10) may exist. In that case, the / index should be understood 
as a composite  label. As an example, we list in Table I, for values of / up 
to 10, the te trahedral rotation functions that transform according to the 
totally symmetric  representation  of  the tetrahedral group T. These func­
tions are normalized such that
(8 tt2) - '  J  day T ^ ( w ) * T ^ ( w )  =  S,,,2 8mi,„2(2/, +  1)-'
The coefficients A ^  in these functions depend on the way in which the 
molecular coordinate frame is fixed on the molecule, for which we use the 
standard convention in this example (see Table I).
TABLE I
T e t r a h e d r a l  R o t a t i o n  F u n c t i o n s "
/ Function
0
3
4 
6
7
8 
9
10
7^ (0 
1 0
T
T
(3
m
(4
til
n r (  6
m
7^ (6
T
T
T
in
(7
m
(8
m
(9
m
T’(9
m
y(IO
m
yMlOj _
m
D (0)^00
= - | / ( 2 ) ' /2{D<3,> -  D % J
= m U2{D'4L + (*)'«(DS!> + d %„)}
i (2 )1/2{D!,6’ -  ( i ) ' /2(D<6» + D<_6> )}
K ¥ ) I/2{(D®, + D % J  -  ( -hV H D tl ,  + D '%,„)}
= - i i ( ¥ ) IQ{(Dg, -  D % J  + ( « ) '« ( /> &  -  D %„)}
= è(33)'/2{D<8,> + (M)I/2(D®, + D®,„) + ( * ) '« ( £ > £ ,  + £»'_8L„)}
=  -  d %„) -  (w h d z  -  d <?>„,)}
- i i ( W 2{ ( D 2  -  D % „ )  -  ( ¿ ) ' I2( D 2 D % „)}
0 m
tb(23I ) i/2{(£>U®) +  D (^ „ )  +
4 m
(A )1/2 (Di'™ + D (10) )u  -6m )
\  494  /  t ^ l O m + D m  )\^  -  10m /J
" The z axis o f  the molecule fixed system  is a two-fold axis; the [1, 1, 1] axis is a threefold axis.
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The second sym m etry  requirem ent that the expression for the inter- 
molecular potential has to meet is that it must be invariant under any 
rotation of  the global coordinate frame. The transformation properties of 
the sym m etry-adapted functions G ^ i u )  under such a rotation are eas­
ily obtained from Eqs. (10) and (5):
We now construct the invariant basis in which we shall expand the inter- 
molecular potential by acting on the products ( 11) with the projection 
opera tor
The summation labels are defined as 1 =  {l\ , /2, h}  and m = {m \ , m 2, m 3}. 
We note again that for certain values o f  l\ and l2 more than one symmetry-
functions.
From  Eq. (15) we observe that the intermolecular potential is com ­
pletely specified by the coefficients v\{rPP>). These expansion coefficients 
can be obtained in various ways. If the intermolecular potential is given in
sions for these coefficients (see Section II,C). If the long-range part of the 
potential is known from perturbation theory calculations in the multipole 
expansion, the expansion coefficients, after some angular m om entum  re­
coupling, can also be obtained from explicit formulas (see van der Avoird 
et a l .y 1980). If  the (short- and intermediate-range) potential is known
(12)
(13)
using the transformation formulas (8) and ( 12) and the relation
The symbols on the right-hand side are 3- j  coefficients.
The expansion of  the intermolecular potential then reads
(14)
X g " > W ) g £ 2W o c £ 3W ' )  (15)
adapted  function G'/J exists and that in this case 2 , includes all these
terms of  a to m -a to m  potentials, it is possible to obtain explicit expres-
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numerically from ab initio calculations for a grid of distances rpp> and 
molecular orientations (dp and cjP' , the expansion coefficients can be 
found by numerical integration for each value of rPP>:
i t f o y . )  =  ( 2 / ,  +  l ) ( 2 / 2 +  l ) ( 2 / 3 +  1 ) ( 8 t t2 ) - 2
X Gy(coP)*G(V(a>r)*V(a>P, a>r , rPF)
H ere we have used the fact that one can always choose to perform the ab 
initio calculations on the pair PP'  in a coordinate frame with the z axis 
along tpp. Then we have rPP> =  (0, </>) =  (0, 0) and C {^ { r PP0 =  8m0. The 
integral can be further simplified by noting that the internal geometry of 
any molecular pair can be specified by at most five Euler angles, so that 
one of the six angles coP, ojP' can also be set to zero and left out of the 
integration. In special cases, even more simplifications can be made. For 
example, if the molecules P  and P' are linear, two more Euler angles can 
be omitted. Once the coefficients v\(rPP>) are calculated for several values 
of rPP>, it is convenient to fit their rPP< dependence by means of simple 
analytic forms (r~n in the long range, e x p ( - B r )  in the short range). For 
further details o f  this procedure  we refer to the review by van der Avoird 
et al. (1980) and the references therein.
Finally, we observe that, in principle, one may truncate the expansion
(15) after a few term s and thus model the anisotropy of the potential (the 
term  I =  {0, 0, 0} is the isotropic part). Simple parameterized rPP> functions 
for the expansion coefficients v\(rPP>) can then be introduced and the 
param eters  can be fitted empirically. The latter procedure is similar to the 
empirical way of obtaining a to m -a to m  model potentials and the same 
questions can be raised regarding the validity of the resulting potentials.
C. Expansion of Atom -Atom  Potentials in
Symmetry-Adapted Functions
In a to m -a to m  potentials the anisotropy of the intermolecular po ten­
tial, i.e., its dependence  on the molecular orientations ojp and (¿>P>, is 
implicitly determ ined by the model. One can make this dependence ex­
plicit by expanding a given a to m -a to m  potential in the form (15). It has 
been dem onstra ted  by Sack (1964), Y asuda and Yamamoto (1971), and 
Downs et al. (1979) that analytic expressions can be derived for the ex­
pansion coefficients V\(rPP>) in (15) for a to m -a to m  potentials (see Section 
II,A) with f {n\ r ap) =  dependence and by Briels (1980) that they can be 
derived for a to m -a to m  interactions with exponential dependence
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f te*v\rap) = e x p ( - r a/3). In order to derive such expressions these authors 
use the tw o-center expansion of the functions:
f i n f e x P ) { r a(3)  =  f ^ P ) ( \ r PP . -  d „  +  d ^ l )
where da is the position vector o f  atom a  relative to the center of mass of 
the molecule P  to which it belongs and d^ is the same vector for atom (3 in 
molecule P f. The result is the formula (Briels, 1980):
/ {",exp)( ^ )  =  2  ( '  h ) g\nlexp)(da , dp , n r )
i \ U i U 0 /
x  2  ( u h h )  c % K f o c ™ ( J P) c % K M  (16)
ra V/771 tri2 m y
with
« ¡ V „ ,  d„, ,„■> -  8, I),’[l] (2, +  1<)2 ' ; )2 , +  [j | ,JT T
oo x ( da \ 2m' ( d a \ 2nn
m,=0 m2=o X1‘PP'
(n — 2 +  I] +  /2 — /3 +  2mi +  2m2) ! 
x (2/| + 2m! + 1)! !(2m ,)!!(2 12 + 2m2 + 1)! !(2/7?2) !!
(n — 2 4- l\ + l2 +  /3 +  2/?71 +  2m2) !!
X
(71 — 2 +  /| + l 2 — ¡1 + 2/771 +  27771)! !
(17)
(18)
for 77 5: 2, and
g,(exp)(</«, />/>') =  ( - i y 2 + ,[l]{(l +  /, +  /2 +  h V ^ d J J ^ d r f K ^ r r r )
4” daJi  ^+ \(da)Ji2(dp)K.i2)(ipp'')
+ dpJi](da)Ji2+\(dp)Ki3(rpp')
— rpp' J ix(da) Ji2(dp) K h +1 (Kpp<)} (19)
We use the abbreviated  notation [I] =  (2/j +  1 )(2/2 + l)(2/3 +  1). The 
functions J/(z)  and K[(z) are related to the modified spherical Bessel
Dynamics of Molecular Crystals 143
functions (Antosiewicz, 1970) of the first and third kind, respectively, by 
J iU)  =  (7r/2z)1/2J/+(i/2)(z) and (tt/2 )K i(z ) = (7r/2z)1/2K/+(1/2)(z). It is in terest­
ing to notice that Eq. (19) is in closed form, whereas Eq. (18) contains an 
infinite sum.
Using the general expressions (1) with (4) for an a to m -a to m  model and 
substituting the tw o-center  expansion (16), we write the intermolecular 
a to m -a to m  potential as
V pp> =  V (ojp, a)p', r pp') = 2  ( A n » )  S  S
I VO 0 0 /  uEP bEP'
x 2  A Y ^ g ^ \ d a , d h , r PP.)
n% exp
x s (
m  \
h h  ^  11 \ 'i
£  c \ }  (du)Z—/ in im \ m 2 m 3/ v«e«
X 2 C^ (dp)) C%KfPr) (20)
H ere  we have partitioned the sums over all atoms a  and (3 in the mole­
cules P  and P'  in the following manner. First, we sum over equivalent 
atoms within the same class a  E  a and (3 E  /?, which have the same 
chemical nature Xa =  X a and =  X h and the same distance da = da and 
d,3 = db to the respective molecular cen ter  of mass. N ext, we sum over
____  A  A
classes a E  P  and b E  P *. The orientations da and dp of the position 
vectors o f  the atom s da and dp, relative to the molecular centers of mass, 
are still given with respect to the global coordinate frame. If we denote the 
polar angles of  da and d^ in the molecule fixed frames by d°a and dp and 
rem em ber that the molecular frames are related to the global frame by 
rotations through the Euler angles coP and a)P-, respectively, we find that
2  c i \ \ d « )  =  2  { 2
aEa  /i i aEa
= k ^ G (i \  W )  (21)
and a similar expression for atoms ¡3 E  b E  P ' . The latter equality, which 
is related to Eq. (10), follows from the fact that the left-hand side must be 
invariant under  all rotations of the molecular point group GP \ these ro ta­
tions ju s t  interchange the equivalent atoms a  E  a. Introducing Eq. (21)
and the corresponding result for atoms ¡3 E  b into Eq. (20), the general 
a to m -a to m  potential is expressed  in the form of Eq. (15), with
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= ( l  Ì  'Ù  s  2  t r e - '  s  / * &
\  U U U /  t iEP /)E />' /».cxn
X/,
«/expp
X ^i"/exp)(£/„, db, rP r ) (22)
D. The Crystal Hamiltonian
N ow  that we have expressed the intermolecular potential, it is easy to 
write down the crystal Hamiltonian. We associate with each point P = 
{n, /} of the lattice a molecule with position vector rP =  R/> + Up. The 
vector Rp denotes the position of  the lattice point P, i.e., R P =  Rn + R, 
with Rn being the position vector of the origin of the unit cell to which P  
belongs and R, the position vector of P  relative to this origin. The dis­
placem ent vector Up describes the position of the center of mass of the 
molecule at P  relative to the lattice point P. The Hamiltonian then reads
l
H  ~  2  {^(up) + L(o)p)} + ~z Vpp'(up > u '^ » wp') (23)
p z p±p '
where
Vpp'(up, cop\ Up', cop') — V(a>p, cop1, Tpp') (24)
In the latter equation rPP> = t P> — rP =  R P -  R P + uP> — uP = RPP + uP> — 
U/>, from which the dependence of VPP> on uP and up follows. In Eq. (23) 
the kinetic energy operators  for the translational and rotational motions 
are defined, respectively, as
T(up) = ~ J m  A(Up) (25)
r /   ^ j  fl(wp) , J  b(top) , Jc(top)
L M  =  ~ u r  + ~ 2 7 T  + ~ 2 i r  (26)
H ere A(up) is the Laplacian and J a , J h , and J c are the com ponents of the 
angular m om entum  opera tor  with respect to the principal a , b, and c axes 
of the molecule; 7fl, ƒ/,, and / c are the principal values of the molecular 
m om ent of inertia. F o r  simplicity we have assumed that the crystal is 
com posed of ju s t  one type of molecules. Otherwise, the molecular mass 
M  and the m om ents of inertia have to carry the sublattice label /, appear­
ing in P  = {n, /}.
The dependence of the potential VPP' on the translational degrees of 
freedom up is ra ther  intricate, and in order to use this potential in lattice 
dynamics calculations, we have to rewrite it in more tractable form. Be­
forehand, we make some rem arks concerning the case when only ro ta­
tional motions are considered. This is useful when the ro ta tion-transla-
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tion coupling is weak, for instance, as in hydrogen or methane crystals, 
or, in general, at certain points o f  high symmetry in the Brillouin zone, 
where the rotation and translation modes are decoupled because of this 
sym m etry. In these cases, the potential for the rotational problem is an 
effective potential in the sense that it can be obtained from the complete 
intermolecular potential by averaging over the translational motions. This 
effective potential can be written in the form of Eq. (15) with coefficients 
(v\{rPP>)) = v\(Rpp'). The crystal Hamiltonian then reads
H  =  U c + 2  { L M  + VP(coP)} + \  2 2  <t>pp'{ajp, cop-) (27)
p*p'
The two-body potential <PFP' consists of those terms that depend on the 
orientations of  both molecules; i.e., <PPP' is equal to VPP> minus the terms, 
with one or both of  l\ and l2 equal to zero. The terms with either l\ or l2 
equal to zero are contained in V>, which depends only on the orientation 
of molecule P, and the isotropic term l\ =  l2 =  0 is ju s t  the constant U c :
=  2 2 2  yo,o,o(Rpp1) =  2  Up (28)
r+p' i1
Vp(oJp) = 2 '  Vm(P)Gm((úp) (29)
/./il
Qppicop, tap.) = 2 '  2' Gn¡l(tap)X“';!i(P, P ')G^(tap.)  (30)
with
1
Vf,(P)  =  (2/ +  l ) - |/2( - i y  2 2  {vi.oARpr)C^(Rpp)*
P'
+ Vojj(Rpp')Cf,(—Rpp)*}
= (21 + l ) - |/2( - l ) '  £  vL0J(Rpp.)C\H(Rpp.)* (31)
P'
X Î ' X i P ,  n  = 2  *(Rpp ) C  ' " ) C (V (R p p ) (32)
h.mj V/77i tïl2 ffly
In Eq. (31) we have used the relation Vqjj(R pp') = ( - l)lvttoj(Rpp') (Briels, 
1980). The primes on the summation signs indicate that the terms with / =
0 have to be omitted.
The term  Vp((op) in Eq. (27) is called the crystal field term. From  Eqs. 
(29) and (31) it is clear that this term is invariant under all rotations of the 
global frame that correspond  to sym m etry operations on the lattice. As a
l\ h  h
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result Vp(cop) contains only linear combinations of the functions 
which transform  according to the totally symmetric representation of the 
site group S P. N o te  that S P contains all rotations around P  that leave the 
point lattice invariant; this group is larger than the point group of the 
crystal, which is not yet defined as long as the equation of motion is not 
solved. The functions adapted  to the site symmetry can be obtained by 
acting with the projection operator:
Ps  =  2  * G( ^ )  (33)
gESp
on the functions G^icop). In Table II we have given the results for the 
octahedral group S P = O, which is the site group of all sites in the fee 
lattice.
In order  to obtain the explicit translational dependence of the com ­
plete intermolecular potential (15), we expand the translationally depen­
dent part o f  Eq. (15) as a Taylor series in the displacement vectors uP and
u / v :
0 > r ) C £ W )  =  £  ( U/a ' , V )a ' {UP'a ] Y'2 v t R r r K ' ^ R r r )Vl "•3 «1 ,c*2
(34)
In principle, the sums over a\ and a 2 must be extended to infinity. In 
practice, we apply the truncation condition a\ + a 2 ^  «max - The terms 
with a\ = a 2 = 0 give rise to the purely rotational part of the Hamiltonian, 
which we have ju s t  treated. The o ther terms can be most easily evaluated 
by applying the gradient formula in spherical tensor form (Edm onds,
1957):
u,, • V F ( R PP. ) C ^ ( R Pr )  = uP £  A,ik( R P r ) F ( R P r )
where A ik is an opera to r  defined by
K21 -  1) 
21 +  1
1/2 d  / +  1
+
dR  R
_ ( / +  1) (2/+ 3)1112 ( d  I 
u+] 21 +  1 . \d R  R (36)
The irreducible tensor  product between the brackets represents the usual 
angular m om entum  coupling
Dynamics of Molecular Crystals 147
[C«'i>(/>,) ®  C "2)(r2)]^»
///1 //#2 //# | v 17 m 2m  i mi —m^
betw een tw o tensors  m, =  /,} and { C ^ ’to ) ;  m 2 =  - / 2,
/2} to an irreducible tensor that transforms as C ^ ’ under rotations of 
the global frame. Applying Eq. (35) repeatedly to Eq. (34), we find after 
some tedious algebra (Briels et al., 1984)
vArPr ) ^ ( r PP.) = £
J Q!i ' OLn
o r  |  , « 2  * *  *
x 2  S ' w l ' W -  I «i - « 2)
TABLE II
T e t r a h e d r a l  R o t a t i o n  F u n c t i o n s  A d a p t e d  t o  t h e  S i t e  G r o u p  O  [S e e  E q . (33)]“
/ Function
0 0 {?  =  T m0
3 0 (r3) = — 2i(2)l/2{7'23) -  T%)
4 0 ?  = m r ' W  + (A ) l/2( r i4) + 7'<- i) }
6 o (r6) =  K 2)l/2{r[,6) -  ( l Y H T f  +  r (ij)}
0 ® = i ( ¥ ) l/2{ ( r f  + r ^ )  -  (A ) l/2(7 t ’) + r®  )}
7 o (7) =  - i / ( ¥ ) 1/2{ ( r ‘7) -  r (_70  +  (H ) ,/2(T<7) -  r™)}
8 O ®  =  K33),/2{ r ®  +  ( U Y H T f  + T<i\) + + T®)}
9 o (9) =  - i / ( l ) l/2{(r<9) -  r (I>) -  ( W /2( ? T  -  r® )}
o f  =  - * < ( ¥ ) l/2{ ( r < 9) -  r (9>) -  ( A ) 1/2( 7 f >  -  t % )}
10 O j a) = i m U2{ T (0im -  ( l ) l/2( r ‘10) +  r (®) -  (jM )l/2( n ,0) +  T -s ) }
0 ™ = + t ^ )  + ( è ) l/2(7’<l0) + r 'J “') -  (fM )l/2(r<100) + r (J?i)]
a T e trahed ra l  ro ta tional functions as in Table  I.
Site group: z-axis is 4-fold axis, [1, 1, 1] d irection  is 3-fold axis.
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with the following recursion relation for the coefficients: 
JW'k. k2U R PP. | a ,  + l, a 2) =  (-l)*2+*3+'3(2j  + l)(2k t + I)
X 2 2  1 k\ k \  \k\ k • ' I f - '
M  r \ 0  0 0 /  \ j '  1 k\ \ I #  y  1
x A kfa iR p p ') j W {^ kl,k'3(Rpp' I a i » a ?) (39)
and an analogous relation to raise the index a 2. The symbols between 
braces are 6 - j  coefficients, which arise from recoupling the spherical 
harmonics (Edm onds, 1957; Brink and Satchler, 1975). The introduction 
of  Eq. (38) into (15) then yields the final expression for the intermolecular 
potential:
V pr iup , cop; up , (or >) =  2  - ~ T ~  2  2  2  j W{i ](RPP> | a \ , a 2)
ai .a*» ^  I * ^ 2  • I k  /
X h h
m in I m2 m-j
x [[C<*"(t?P) 0  C<*2>(i}#,.)P  ®  c m R Pr ) ] ^
A nother, equivalent, form in which the potential can be written is
, ,  , , _  V  (_Mp)“' (w/” )“2 V  V  VVpp {Up,  (Op'y U/5', (Op ) — Z j  --------j----------- j— Z j  Z j  Z j
(40)
rt| ,«2 a ,  ! a ?  :
x B)(i) ( R a. \ , a 2) 2
/ !■> I
m
3 W i > ( < o , > ) 0  O ^ û p ) ] ^
m  | m 2 m-s
x [GW(cor)  0 (41)
The expansion coefficients are related to those of Eq. (40) by
Bf!.klJ2.k2( R Pr  | a , .  a 2) =  ( - 1)*'+*2(2/, + l)(2/2 + 1)
x 2  ( -1 )"  
il,l)
A: I a | « , , a 2) (42)
and they satisfy the recursion relations
\*i(RPr  I «1  + 1, « 2) = ( - \ ) ' +J'+l'+h-(2kt + 1)(2/, + 1)
X 2 k\ kt j , l2 /1 h  I
i ; 1 * :  / ;  /: 1
2 • A h h ( R  pp' )
x Jj l k ^ R p p ‘ I “ i > “ 2) (43)
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These results [(41) and (42)] are obtained from Eq. (40) by angular m o­
m entum  recoupling (Brink and Satchler, 1975); the symbol between 
braces in Eq. (42) is a 9 - j  coefficient. The recursion relation (43) is de­
rived analogously to Eq. (39) (see Briels et a l . , 1984).
By introducing the expanded potential [Eq. (40) or Eq. (41)] into the 
crystal Hamiltonian [Eq. (23)], we can write the latter as
H  =  U c +  £{7X11,0 +  V TP(uP)} + 2 {L (« ,> )  + VRP{a)/>)}
p p 
+  2  V p R{vkp, cop) 4- — 2 2  {Opp'fu/j; Up»)
p ^ ptp'
Qpp'icop', cop') +  Opp'(up, (Op \ Up , ct)p')} (44)
in terms of one-body operators  and two-body operators  affecting the mo­
lecular translations 71, rotations R ,  and their coupling 77?. This partition­
ing can give some physical insight; in specific cases, one can study the 
importance of the different contributions. Just as we did for pure rota­
tional motions, we can use the site sym m etry to simplify the expressions. 
For the crystal field terms V ]P and V p  this can be done exactly as before. 
For the mixed field terms V™ it is som ewhat more difficult; one finds that
v PR(uP, <»P) = x  ( M "  2  2  v V.hSp  I «)
a l\,h ft
x £  C i ' ^ W ^ G i ' ^ W )  (45)
/
where C//,’M), i = 1, .. . ,  /7M, are linear combinations of C (,l) that transform 
according to the unitary representation of the site group S P; n^ is 
the dimension of  this representation. Similarly, i =  1, ar e lin­
ear  combinations of  G\[] transforming in the same way. These functions are
coupled to an invariant o f  S P. An explicit inspection of the separate 
contributions in Eq. (45) is only useful for small values of a maX5 since l\ is 
at m ost equal to a max [see Eqs. (34)-(36)]. Otherwise, the separation 
becom es too complicated to provide any insight. F o r  the two-body terms 
this applies a fortiori.  H ow ever,  even without the partitioning given by 
Eq. (44), the crystal Hamiltonian (23) with the potential expanded by Eq. 
(40) or (41) forms a good basis for discussing any lattice dynamics trea t­
ment.
III. Harmonic and Quasi-Harmonic Theories of 
Lattice Dynamics
In this section we briefly discuss the harmonic and quasi-harmonic 
models that are com m only used to describe the molecular motions, i.e.,
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the lattice vibrations, in molecular crystals. We use the term quasi-har­
monic  for any theory in which the harmonic approximation plays a central 
role, although strictly speaking the quasi-harmonic model (Barron and 
Klein, 1974) is a special theory in this category. We include in this section 
a description of  perturbation theory around the harmonic model and of 
the self-consistent phonon method. In general, as will be clear from the 
following, quasi-harmonic theories are suitable for describing anharmonic 
motions with fairly small amplitudes, for example, the translational m o­
tions in most crystals. If, however, the vibrational amplitudes are larger, 
for instance, for the librational motions, especially of small molecules or 
in the neighborhood of phase transitions, the quasi-harmonic models are 
of very limited value. They break down completely if the molecules per­
form hindered rotations as in plastic crystals. In these cases one must 
resort to completely different treatm ents , which we discuss in Section IV.
A. Harmonic Approximation
The harmonic approxim ation consists of expanding the potential up to 
second order in the atomic or molecular displacements around some local 
minimum and then diagonalizing the quadratic Hamiltonian. In the case of 
molecular crystals the rotational part of the kinetic energy, expressed in 
Euler angles, must be approxim ated, too. The angular momentum opera­
tors that occur  in Eq. (26) are given by
_ / N h i  COS y d  d . d
J a(o>) =  - 7 ---- :— -  —  4- sin y —  +  cot /3 —
i V sin (3 da d/3 dy
_ . , h i  sin y d  d _ d \
J b{cj) = —  +  cos y  -  c ° t  p  — I (46)
i Vsin (3 da d/3 dy)
t ,   ^ =J c\(o) .
/ dy
where =  {a, /3, y} are the Euler angles of the molecule fixed coordinate 
frame relative to the global frame. The harmonic approximation implies 
that one replaces the angles co in Eq. (46) by their equilibrium values o)0 = 
{a0, (3o, 70} and then substitutes the result into the quadratic kinetic en­
ergy expression (26). Thus, one neglects the terms linear in the opera­
tors d/d/3 and d/dy,  which occur in the exact expression (26); these terms 
arise by commuting d/d/3 and d/dy  with the sine and cosine functions of /3 
and y  in the exact Eq. (46). At the same time, the volume element sin ¡3 d a
d(3 d y  becomes sin /30 d a  d(3 d y  and the angular displacement coordi­
nates Aw = a» — o)0 becom e rectilinear and formally run from — co to For
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linear molecules this approxim ation has been applied by Goodings and 
H enkelm an (1971), Schnepp and Jacobi (1972), and Walmsley (1975). 
The crystal Hamiltonian now reads
(47)
r.p' k x
where
Qp — Up
Q KP = Acoìr3
for X =  1 , 2 , 3  
for  X =  4, 5, 6
and
P k _
h d
i d Q Kp
are the m om enta  conjugate to these coordinates. These operators satisfy 
the usual com m utation  rules:
[Qp* Pp'] = ih &kx'
The first term in Eq. (47) represents  the kinetic energy operator. The 6 x 6  
matrices G P follow from the foregoing discussion; they contain the in­
verse molecular mass M ~ ] and the inverse inertia tensor depending on the 
equilibrium angles co0 = {a0, /30, 70} with respect to the global frame. The 
second term  represents  the potential; linear terms are absent because this 
potential is expanded around a local minimum. The 6 x 6  matrices ¥ PiP' 
are defined as the second derivatives
F k X  =
r  p ,p '
d2Vpp.
dQp dQp'~ 0 p'
d2Vpp'
-dQ p d Q KP 0
(48)
taken at the equilibrium positions and orientations. The Hamiltonian (47) 
can easily be diagonalized exactly. First we introduce the operators
12,x(q) = 2 expO'q • R„)^
I
(49)
PH<l) = S  e x p ( - / q  • RnJPp
with P  =  {n, /}, w here N  is the num ber of unit cells in the crystal and q is a 
vector in the Brillouin zone. The Hamiltonian transforms into
H  =  2  H ( q ) (50)
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with
/ /(q) = ^ 2 2  Gf x Pf(q)Pf(qV
z  / \,X '
+  \  2  2  f / / ( q ) ß ? ( q ) ß r  ( q ) f  ( 5 1 )
Z  ƒ,/' X.X'
and
F i . r ' ( q )  =  2  e X P < ' q  • R n )
n
= F r j ( - « Ù  =  (52)
Here we have used the property  that G f> and FPP-, are translationally 
invariant. The commutation rules for the wave-vector-dependent opera­
tors are
[ Q t ( q), P $ ( q')] = ih dLr 6kX 8q.q.
Every ƒƒ(q), depends on 6Z  operators  (q) and 6Z  operators (q) if Z  is 
the num ber of sublattices, i.e., the number of molecules in the unit cell. 
Finally, we introduce linear combinations
Z 6
QM)  = 2 2  (c(q)-|);.xô,X(q)
i = I  X=l
Z 6
(53)
/= I X= I
such that / / ( q) can be written as
^ ( q )  = \ 2 {-Prt (q)/>r(q) + o>Àq)2Ql(<l)QÀq)} (54)
^  r
The coefficients cr(q) =  {cj/ (q), i = 1, ..., Z, X = 1, ..., 6} can be obtained 
from the generalized eigenvalue problem
F(q)cr(q) = G - lcr(q)ov(q)2 (55)
with the normalization condition
c l G - ' c ,  =  drr> (56)
The choice of the transformation (53) ensures that
tôr(q),/V (q')] = i h d r y  8q.q. (57)
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Introducing phonon creation and annihilation operators
aj(q) = [2ftwr(q )] - |/2{wr( q ) 2 rf(q) -  iPr(q)} 
a r( q) = [2/jwr(q )] - |/:{wr(q)(2r(q) + iP*r( q)}
(58)
with the commutation relations
[tfr(q), a).(q')] = òry  ôq<q- (59)
which follow from Eqs. (57) and (58), we can write the Hamiltonian in its 
well-known form:
representing a sum of independent harmonic oscillators whose excitations 
are called phonons. The properties of the crystal can be obtained (see 
Appendix) from the therm odynam ic partition function and its derivatives. 
The partition function for a system of harmonic oscillators reads
with (3 = ( k BT) k B being the Boltzmann constant and T  the tem pera­
ture.
B. Anharmonic Corrections by Perturbation Theory
In contrast with atoms and small molecules, the energy levels of ex­
tended systems almost invariably appear as broad bands. Degeneracy and 
near-degeneracy are the rule ra ther than the exception, and as a conse­
quence, only weak interactions are needed to obtain intermixings of many 
states. This intermixing will also be caused by external perturbations 
applied in m easurem ents ,  such as the electromagnetic fields in spectro­
scopic experim ents. A nother consequence of such close-lying states is 
that many of these states will be thermally populated. The (measured) 
properties of the system are not determined by the expectation values of 
operators  over pure states, but by thermodynamic (Boltzmann) averages. 
These two aspects make it less useful to apply straightforward quantum- 
mechanical perturbation theory to single eigenstates of the Hamiltonian, 
as one mostly does for atoms and molecules. Instead, it is desirable to use 
a perturbation theory that describes the response of the whole system. 
The most powerful theory of  this kind is based on the thermal, or imagi­
nary time, G ree n ’s function.
In the perturbation theory of lattice dynamics one starts from the
q
(60)
Z  =  T r ie -W )  = n n {2 sinh ( \  /3ft®r(q ))} ‘
q r ^  ^
(61)
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harmonic approximation. The cubic and higher terms in the Taylor expan­
sion of  the potential around some local minimum, which are neglected in 
this approxim ation, are taken as perturbations of the harmonic model. 
Accordingly, the Hamiltonian can be written as (Califano, 19 8 1)
/ /  =  / / () + H\
= 2 2  ft«of(q) |«J(q)«r(q) +  5 ]
q r  ^ ^
00
....l i •••» (Qi ) ••• ^ r m(Qm) (62)
ni 3 q i..... q,„
The operators  appearing in the interaction Hamiltonian H\ =  2 “,=3 H m are 
defined as
A r(q) =  a r (  q) + a j ( - q )  (63)
and the coupling constants  <i>r,....rm( q i , .. .^_q,„) are the derivatives of the
potential with respect to the coordinates Q r(q), multiplied by some con­
stant factors. These  coupling constants  differ from zero only when qi + ••• 
+ qm equals a reciprocal lattice vector. In molecular crystals, the differ­
ence betw een the exact rotational kinetic energy and its harmonic oscilla­
tor approxim ation (see Section III,A) should also be considered as a 
perturbation. As far as we know, this has never actually been done, 
however.
The thermal G re e n ’s function, or phonon propagator, that is used in 
lattice dynamics theory is defined as
G r y ( q ;  r )  =  Q ( r ) ( e THA r ( q ) e - THA r i - q ) )
+ ® (-T )(A r>(-q)eTHA r(q)e~TH) (64)
where @ ( t )  is the Heaviside step function and ( X )  denotes the therm ody­
namic average of  an opera to r  X  over the eigenstates of / / ,  i.e.,
( X )  =  Z  ] T r ( X e ~ P H )  (65)
with
Z  =  T r (e-f***)
being the partition function and ¡3 = Using the invariance of the
trace for cyclic perm utations of the operators, one easily dem onstrates 
that the phonon propagator (64) is a periodic function of the imaginary 
time r  with period /3; we may therefore confine the values of r  to the 
interval 0 <  r  <  (3. The time-dependent perturbation expansion of the
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phonon propagator for the Hamiltonian H  =  / / 0 + H\ is given by the 
formula (Fe tte r  and W alecka, 1971)
G r A q; T) =  (S(/3))o' 2  [  d r , ... r  dr„
/j=0 "  • */U J0
X ... ^ p ' / i i ( q M ? . ( - q ) ]> o  (6 6 )
with
A  ( “ I)" fl3 [P
s(/3) =  2  r  L L *■« n / / i ' ... / / M  (67)
,,=o n . jo
where X T denotes the opera tor  X  in the (imaginary time) interaction repre­
sentation
X T = z x p (tH q)X  ex p ( ~ tH q) (68)
and {X)o is the therm odynam ic average of  X  over the eigenstates of the 
unperturbed  Hamiltonian H Q. The so-called time-ordering opera tor  T  
places the operators  to its right in the o rder  of decreasing times, from left 
to right. In troduction  of the anharmonic interaction opera tor H\ =  S ^ = 3 
H m defined in Eq. (62) into the expansions (66) and (67) yields many terms 
of the type written in Eq. (69) below. These can be evaluated by means of 
the (generalized) Wick theorem  (Fetter  and Walecka, 1971; Abrikosov et 
a i ,  1965):
( H A Tr\{qi) A3;;(q2,,)]>o 
=  2  (T[A  3(q,)A 2(q>)])o • ■ • (T[A ^(q,)A ^(q/)]>o (69)
P
The summation runs over all (2/2 — 1)!! pairings of  the operators A^(q,). 
The corresponding expectation value for a product of an odd num ber of 
operators  is zero. The building blocks are the harmonic propagators
{T[A r(q)A£(q')])o =  G®.(q; r  -  r ' )  (70)
given by Eq. (64) for H  =  / / 0; they differ from zero only when q' =  - q  
and r' =  r and can be easily calculated.
The terms in the expansion (66), after substituting Eq. (62) and apply­
ing W ick’s theorem  (69), are usually represented by diagrams, according 
to the following recipe. For  any interaction H m given by Eq. (62) draw 
a vertex with m lines. W hen two operators  A^(q,) and A TJ(qj) are paired
in Eq. (69), the corresponding two lines are connected . The two operators  
y4^(q) and A Tr' (q ')  defining the propagator (64) appear as vertices with jus t
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a single line. As an example we show
qi.n
r  — — O - q o = is 2  2  <1w 2( - q .  q=)T i 'T *■)# I 1 1 ai.cn ri.r>q i q :  n %r 2
<12^*2
r
( — 1 )- r/s r/j
X 4 > r , . r2 . r - ( -q i  , ^ 2 ,  q )  Jo  i / T |  J o ^
x (TIÂ;(q)ÂP ( - q ) ] ) o < m rT,'(qiM;2(-q ,)])o  
x ( r [Â ;] (q 2) Â ^ ( - q 2)])o(r[Â;?(q)i?.(-q)])o (71)
The factor 18 appears because there are 18 pairings consistent with this 
diagram, which all yield the same result; one obtains another 18 diagrams 
with this result by interchanging the vertices t \ and r 2. There are two 
kinds of  diagrams, those with all lines connected to (q, r) and /o r  ( - q ,  r'), 
which are called connected , and those diagrams consisting of a connected 
part and one or more parts connected  neither to (q, r) nor to ( - q ,  /*'), 
which are called disconnected. The summation in Eq. (66) contains the 
contributions from all diagrams, connected or disconnected, that have 
ju s t  two external lines, the (q, /*) and the ( - q ,  /*') lines. It is a simple 
combinatorial problem to dem onstra te  that this sum is equal to (S(p))o 
times the sum over all contributions from connected diagrams only. Thus 
the expansion (66) for the propagator can be simplified to
X { T \H \X H \ nA  r(q)-^ r'( q)])o,connected ( 7 2 )
where the subscript “ co n n ec ted ” indicates that only connected diagrams 
must be taken into account. A final simplification is possible because a 
perm utation of  the interaction vertices of equal order does not affect the 
numerical value of  a diagram. Considering only topologically distinct dia­
grams rem oves the factor \ l n !; this is essential for the derivation of the 
Dyson equation [Eq. (78) below].
In order to relate the thermal or imaginary time propagator to the 
measured properties of the system, we shall need its Fourier components:
Gry(q; io)/) =  /3"1 J* dr  Gr,r (q; r) exp(/o)/r) (73)
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where cot =  2itI(3 1 with integer /, since the thermal propagator has the 
period /3. For the harmonic propagator one derives
icoi) =  8r y (/3h)-' ,
cor(q)- + (oj
= 8r.r.G<0,(q; <o>,) (74)
The Fourier representation of the anharmonic propagator is obtained 
from Eqs. (73) and (72), by using W ick’s theorem (69), together with the 
Fourier representation of the harmonic phonon propagators. The “ tim e” 
integrations can then explicitly be performed, yielding the condition 
2 ,  coj =  0 and a factor /3 at every interaction vertex.
The Fourier components of the imaginary time propagator are defined 
on the imaginary frequency axis. We are interested in the Fourier trans­
form of its real time analog, whose singularities, on the real frequency 
axis, yield the excitation energies of the system. Therefore, we need 
expressions for the Fourier components of the thermal phonon propaga­
tor that can be analytically continued in the complex plane in such a 
m anner that they correctly yield the shifts of the singularities on the real 
axis caused by the perturbation. The perturbation expansion (72), trun­
cated at any finite order n , does not satisfy this requirement. In order to 
calculate the frequency shifts caused by specific interactions, one must 
sum the corresponding diagrams to infinity. The result can be simplified if 
we define a “ p roper”  diagram as a diagram that cannot be broken into 
two parts, each of which as two external lines, by cutting a single phonon 
line. Then the infinite sum can be symbolically written as
where the first contribution, the simple line, is the harmonic result 
5r,r'Gr0)(q; icoi). The second term represents the sum of contributions from 
all proper diagrams, the third term arises from all diagrams consisting of 
two proper parts connected by an intermediate line, and so on. The sec­
ond term is usually written as
=  Gr (q; i t o d S r X v  iw/)GF'(q; /*>,) (76)
thus defining the “ self-energy” matrix S(q; icoi). Then, one can show that 
because of the conditions 2 ,  q, = 0 and 2 ,  a>/ = 0 at any vertex, which 
causes all intermediate lines to have momentum q and frequency co/, the 
third term yields
=  G r0)( q ; /CO,) 2  S r .r " (q ; KO/)
r"
x G<?»(q; /<o,)SrV(q; /co,)G^(q; /co,) (77)
158 W. J. Briels et a!.
This relation can be generalized to diagrams with any number of bubbles, 
and one can sum Eq. (75) to infinity. The result is the Dyson equation:
G(q; /co/) = {1 -  G'°»(q; /<u,)S(q; /co,)}-'G(OI(q; /co,) (78)
All matrices are of dimension 6Z  and the harmonic propagator matrix 
G (0)(q; /co/) is diagonal. The problem of calculating the phonon propaga­
tors thus reduces to the calculation of the self-energy matrices S(q; /co/) 
that contain all anharmonic information. It is not difficult to demonstrate 
that the self-energy matrix is a Hermitian function of co/2 from which it 
follows that its analytic continuation in the complex frequency plane, in 
the neighborhood of the real axis, has the form
lim S(q; co ±  is) =  A(q; co) + /T(q; co)} (79)
F.—> Of
where A and T  are real symmetric and antisymmetric matrices, respec­
tively.
N ow  we can show the explicit relation with experiment. What is usu­
ally measured in spectroscopic or scattering experiments is the spectral 
density function /(co), which is the Fourier transform of some correlation 
function. For example, the absorption intensity in infrared spectroscopy is 
given by the Fourier transform of the time-dependent dipole-dipole cor­
relation function ([¡¿it), fji(0)]). If one expands the observables, i.e., the 
dipole operator in the case of infrared spectroscopy, as a Taylor series in 
the molecular displacement coordinates, the absorption or scattering in­
tensity corresponding to the phonon branch r at wave vector q can be 
written as (Kobashi, 1978)
/q.r(co) ~  lim /{Gr,r(q; co + is) -  Gr,r(q; co -  is)} (80)e—»0 +
Usually it is justifiable to neglect the nondiagonal elements of the self­
energy matrix; if not so, these can be taken into account as a small 
perturbation. Then, we arrive at the result
ƒ ( __________________8cür(q)2r f,r(q; co)__________________
<|r ' {-co2 + cor(q)2 + 2cor(q) Arr(q, co)}2 + 4cor(q)2r r,r(q; co)2
(81)
If Ar r(co) and rr r(co) do not vary much with co, they may be interpreted 
as the frequency shift, i.e., the resonance shifts from cor(q) to cor(q) + 
Arr(q; co), and the bandwidth, respectively. Note that the actual cal­
culation of these quantities will not be easy, however, since the dia­
grams involved contain summations over the entire Brillouin zone [see 
Eq. (71), for instance]. Some simplification may arise from the lattice
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symmetry. A perturbation theory has been developed (Briels, 1983; H a­
mer and Irving, 1984) in which successive perturbation corrections are 
associated with an increasing sequence of clusters on the (real) lattice, 
thus avoiding the multiple sums over the Brillouin zone. Up until now, 
this method has only been applied to relatively simple Hamiltonians.
C. The Self-Consistent Phonon Method
Just as the perturbation theory described in the previous section, the 
self-consistent phonon (SCP) method applies only in the case of small 
oscillations around some equilibrium configuration. The SCP method was 
originally formulated (Werthamer, 1976) for atomic, rare gas, crystals. It 
can be directly applied to the translational vibrations in molecular crystals 
and, with some modification, to the librations. The essential idea is to 
look for an effective harmonic Hamiltonian 7/0, which approximates the 
exact crystal Hamiltonian as closely as possible, in the sense that it 
minimizes the free energy A var. This minimization rests on the therm ody­
namic variation principle:
A var =  A0 +  (H  -  H q)0 >  A (82)
The angle brackets denote a thermal average over the eigenstates of H 0 
[cf. Eq. (65)]. The free energies A and A0 correspond to the Hamiltonians 
H  and 7/0, respectively:
A =  - k % T \n  Z, Z  =  T r[exp(- /3 //)]
A0 =  ~ k BT In Z 0, Z 0 =  T r [ e x p (83)
The exact crystal Hamiltonian H  is given by Eq. (23) and / / 0 is of the form 
given by Eq. (47); the force constants Fpj»  are not given by Eq. (48), 
however, but they are chosen such as to minimize Avar. Neglecting the 
difference between the exact kinetic energy operators [(25) and (26)] and 
their harmonic approximations (see Section III,A), one obtains
H  — //() = -  2  Vpp'(Vp, o)p \ up', o)p>) -  -  ^  ^  F p Kp’QpQp'  (84)
z  i \ r  z  i \ r  a.a'
with effective force constants Fpj»  that still have to be optimized. The 
displacement coordinates Q kP are assumed to be rectilinear, as described 
in Section III,A. The effective harmonic free energy A0 is given by Eq. 
(83) with Z 0 as in Eq. (61). The expectation value of the harmonic poten­
tial, i.e., the second term in Eq. (84), can be written as
-  \  2  2  F P'rD  P'r
Z P,P' A,A'
(85)
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in terms of the effective force constants and the displacement-displace- 
ment correlation functions:
Dp')» =  (QpQp')o  (86)
*
The expectation value of the exact potential, the first term in Eq. (84), is 
somewhat more difficult to calculate. Using the properties of the har­
monic oscillator eventually leads to (Choquard, 1967; Werthamer, 1976)
( Vpp'(Up , COp \ U/>', COp'))o
=  \exp
=  e x p  U  2  ( D p kp Vp Vp +  2 D &  V}, V kr
^  A.A'
+ D p \ p '  V p> V/>')| V pp’(0, co()f,', 0, (i)()p ,) (87)
with Vp =  d/dQp  acting only on VPP' . Substituting the expression for A {) 
and the results (85) and (87) for (H -  H ())() into A Vin [Eq. (82)] and applying 
the minimization conditions
d A wJ d F kP'xP. =  0 
one finds the expression for the optimized force constants:
F k X  _  /  d 2 Vpp' \  KX _  y  /  d 2 V PP' \  ( m
F p r  ~  W i>  d Q xPJ o’ F p 'p' ~  i  \ d Q $  d Q *!o (88)
So, instead of using the second derivatives of the potential in the equilib­
rium configuration as force constants, the SCP method employs the ther­
mal averages of these derivatives. Equation (88) and the corresponding 
dynamical equations, given by the generalized eigenvalue problem (55), 
have to be solved self-consistently. One can do this via the usual iterative 
procedure, starting with trial values for the effective force constants (88), 
which can be taken from the harmonic model. The averaging in Eqs. (82) 
and (88) can be most easily performed (Werthamer, 1976) by first Fourier 
transforming the function to be averaged, next applying Eq. (87), and then 
transforming back to the original coordinates, which yields
( Vpp'(Up , (x)p\ UP', OJp'))o
= I d 6Qp I d 6Q p p p f ( Q p ,  Q p ' ) V p r ( Q p ,  Q%) (89)
and a similar expression for the second derivatives (88). The width of the 
Gaussian probability distribution p PP> is determined by the Hessian of the
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quadratic exponent. This Hessian is the inverse of the 12-dimensional 
matrix
with elements given by Eq. (86). These elements, the displacement-dis- 
placement correlation functions, can easily be calculated by using Eqs. 
(49), (53), and (58). The result for the minimized free energy A var is
The calculation of this quantity, and of the displacem ent-displacem ent 
correlation functions, involves a single summation over all wave vectors q 
in the Brillouin zone.
From  the free energy all thermodynamic properties of the system can 
be calculated. For  example, the entropy is S =  - d A / d T  and the energy is 
E  =  A  + TS. For  more details we refer to the review by W erthamer 
(1976). One important point should be mentioned. Expanding the poten­
tial Vpp'(Qp , ..., Q p') as a Taylor series in the displacement coordinates 
Q p , we observe, using the analog of Eq. (87) for the force constants (88), 
that the odd power terms do not contribute to the effective force con­
stants; the SCP method neglects these terms. Their relative importance 
can, of course, be estimated by perturbation techniques as described in 
Section III,B.
Here we have formulated the SCP method for molecular crystals. We 
could easily include the librations because the orientational dependence 
of the potential VPP> has been explicitly given, in Sections II,B and II,C, in 
terms of the Euler angles (oP and thus in terms of the angular displace­
ments Acop =  cop -  (o0p. In two earlier applications of the SCP method to 
molecular crystals, one has used a to m -a to m  potentials, however, whose 
orientational dependence was implicit and the description of librations 
was still a problem. Raich et al. (1974) in their calculations on a-nitrogen 
(see Section V) have avoided this problem by including the librations 
implicitly. They did this by considering a molecular crystal as a collection 
of atoms interacting via strong chemical bonds with their partners within 
the same molecule and via weak van der Waals potentials with all other
(90)
+ ^  2 j 2 j (Vpp'{up, (op ; up', (op-))o
^ p*p'
(91)
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atoms belonging to neighboring molecules. Then they applied the original 
SCP method to the atomic motions. This approach is, of course, confined 
to the use of intermolecular potentials of the a tom -a tom  type (see Section 
II,A). Wasiutynski (1976) has considered the molecular librations explic­
itly. He has expressed the a to m -a to m  potential as a function of the trans­
lational and librational molecular displacements by writing a linear rela­
tion between these displacements and the atomic displacements. This 
relation holds only for small angular displacements.
IV. Dynamical Models for Large-Amplitude Motions
The methods outlined in the preceding section obviously cannot be 
applied when the molecules in a crystal perform large-amplitude librations 
or even (hindered) rotations. In this case, one has the tendency to em pha­
size the motions of the individual molecules rather than the collective 
motions. Indeed, the most generally applicable method to describe large- 
amplitude motions is the mean field theory (Kirkwood, 1940; James and 
K eenan, 1959), which treats the molecules as moving in a field that repre­
sents the mean interaction with the neighboring molecules. In a quantum- 
mechanical description, it is then possible to use the low-lying single­
particle states to construct a basis for the whole solid in which the 
complete crystal Hamiltonian can be diagonalized. Adaptation of this 
basis to the translational symmetry of the crystal makes this diagonaliza- 
tion practically possible. At the same time, it leads to a labeling of the 
crystal states by the wave vectors in the Brillouin zone, thus reintroduc­
ing the collective aspect of the lattice vibrations. In order to make the 
frequencies of the acoustical lattice modes go to zero when the wave 
vector approaches the center of the Brillouin zone, the crystal Hamilto­
nian has to be diagonalized at the time-dependent Hartree (TDH) or ran­
dom phase approximation (RPA) level (Fredkin and W erthamer, 1965).
A scheme as described here is indispensable for a quantum dynamical 
treatm ent of strongly delocalized systems, such as solid hydrogen (van 
K ranendonk, 1983) or the plastic phases of other molecular crystals. We 
have shown, however (Jansen  ei al., 1984), that it is also very suitable to 
treat the anharmonic librations in ordered phases. Moreover, the RPA 
method yields the exact result in the limit of a harmonic crystal Hamilto­
nian, which makes it appropriate to describe the weakly anharmonic 
translational vibrations, too. We have extended the theory (Briels et a l . , 
1984) in order to include these translational motions, as well as the cou­
pled rotational-translational lattice vibrations. In this section, we outline 
the general theory and present the relevant formulas for the coupled
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problem. First, we briefly sketch some classical methods, however, that 
have been used in the literature to study large-amplitude motions in m o­
lecular systems.
A. Classical Molecular Dynamics and Monte Carlo Methods
In classical mechanics there exist, apart from the mean field theory, 
two popular methods to describe the dynamics of molecular systems, 
viz., the molecular dynamics (MD) method and the Monte Carlo (MC) 
method (Hansen and McDonald, 1976). In both methods the system is 
represented by a finite number, usually about 100 to 300, of molecules. In 
order to reduce boundary effects, this finite system is periodically re­
peated in all directions.
In the MD method (Rahman, 1966; Verlet, 1967) one specifies the 
initial conditions, i.e., the positions and orientations of all molecules and 
their (angular) velocities, and one integrates the classical equations of 
motion numerically by means of some finite difference scheme. The 
choice of  the time step is mainly determined by the error allowed and the 
time scale in which one is interested. Usually, one takes time steps of 
order 10-14 sec and follows the trajectory for some 103 to 105 steps. Along 
the whole or part of the trajectory all kinds of quantities can be averaged. 
The method is especially suitable for calculating time-dependent correla­
tion functions that yield information on the dynamics of the system. An 
example is the so-called intermediate scattering function:
F (q , 0  =  4^  E  O M A q, 0)) (92)
P yP
where N  is the num ber of molecules in the system, and the operator
M P(q, /) =  exp[/q • i>(/)] X  exp[/q • d„(/)] (93)
aGP
is related to the scattering of neutrons with scattering vector q by a 
molecule at the instantaneous position r/>(/). The atoms a  belonging to 
this molecule have (instantaneous) position vectors da(t)  relative to its 
center of mass; these vectors depend on the orientation of the molecule. 
The Fourier transform of this particular correlation function
S(q, co) =  (2tt) - 1 fX dt  F (q, t)ef“' (94)
J —x
is called the dynamic structure factor, and it describes the response of the 
system to a transfer of momentum q and energy ho). By the nature of the
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MD method, the system studied has constant energy. Its temperature can 
be defined via the mean kinetic energy. Other thermodynamic properties 
can be calculated from the numerical derivatives of the energy or by using 
their relations to certain fluctuations of the system. The specific heat, for 
instance, can be obtained from the derivative of the energy with respect to 
the tem perature  or from the temperature fluctuations. It will be clear that 
for these derived quantities the uncertainties are larger than for the trajec­
tory itself.
The M onte Carlo method is most easily explained by means of a 
discrete model. One assumes that the system can only be in a configura­
tion corresponding to one of a finite but large number of grid points on a 
very fine mesh. The idea is to sample this configuration space and to 
calculate various mean values. Even with the largest computers, how­
ever, it is not possible to sample a substantial part of configuration space, 
and the possibility exists that one samples many highly improbable config­
urations. The way to avoid this problem is to generate a Markov chain of 
successive configurations with step probabilities p¡j to get from state i to 
state j .  The probabilities p¡j are chosen such that the stationary state of the 
chain has occupation probabilities in accordance with the canonical 
Boltzmann distribution law. It is also possible to simulate other therm o­
dynamic ensembles, in which case the Boltzmann distribution has to be 
replaced by the appropriate probability distribution. Of course, the re­
quirement jus t  stated is not sufficient to completely specify the transition 
matrix p¡j. Among the possible choices for p¡j the most popular one, 
proposed by Metropolis et al. (1953), leads to the following scheme. 
Given a configuration, randomly generate a new one that differs not too 
much from the previous one and accept it as a sample point if its energy is 
lower than that of the previous state. If its energy is higher, accept it with 
probability exp(—/3 AV¡j), where AV¡j — V(j)  -  V(i).  This method is very 
suitable for calculating static correlation functions. The calculation of 
thermodynamic properties is similar to that in the MD method; one can 
use the derivatives of the mean energy or the average fluctuations. An­
other way is to connect the system reversibly to a model system whose 
properties are known.
Both the MD and MC methods have some limitations that are mainly 
due to the finite size of the system and to the periodic boundary condi­
tions. Generally, when the number of molecules is 100 or more, the fluctu­
ations are sufficiently weak for the average properties to approach the 
bulk properties. Because of the periodic boundary conditions, however, it 
is impossible to study fluctuations with a wavelength that is larger than 
the length of the box. This is most unsatisfactory for two-dimensional
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systems or for systems in the neighborhood of (second-order) phase tran­
sitions, because in these cases the large-scale fluctuations constitute an 
interesting part of the theory. The same limitation holds in MD calcula­
tions for the time-dependent correlations. These may contain spurious 
contributions when local perturbations are not sufficiently damped, so 
that they reappear because of the periodic boundary conditions. Another 
problem occurring especially in small systems is that they can be locked 
in a small region of phase space. Consequently, it is often difficult to 
locate phase transitions, because the system remains in a metastable state 
for a very long time. A third problem is that short-range and long-range 
interactions have to be included via different methods.
B. The Mean Field Model
Just as the self-consistent phonon method, the mean field approxim a­
tion (Kirkwood, 1940; James and Keenan, 1959) is based on the therm o­
dynamic variation principle for the Helmholtz free energy:
Avar =  Ao +  (H  -  H 0)o *  A  (95)
The meaning of the symbols is explained in Section II1,C [Eq. (83)]; 
H  is the exact crystal Hamiltonian [Eq. (23)]. This time, however, we 
choose as the approximate Hamiltonian H () a sum of single-particle Hamil­
tonians:
Ho =  2  H ¥ F(uP , wP) (96)
P
In order to obtain the conditions on H*p ¥{up , cop) that guarantee that / / 0 is 
the best possible Hamiltonian with the form of Eq. (96) in the sense that 
Avar adopts its minimum value, we vary every single-particle Hamiltonian 
by an arbitrary amount hP(uP, coP):
/ƒo H 0 +  h =  2  <*>p ) +  hp(up, ojp)} (97)
p
and calculate the corresponding variation of the free energy:
AAvar A Var(-^0 ^0 A Var(-^o)
=  A ( H q +  h) -  A(Ho)
+ Tr[(H  -  H Q){p(Ho +  h) -  p ( H 0)}]
Tr [ h p ( H 0 + h )] (98)
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This result can easily be obtained by writing the thermodynamic expecta­
tion value of an arbitrary operator X  as
(X)  =  Tr {X p (H )}  (99)
in terms of the density operator
p ( H )  =  Z - ]e-i>H (100)
with
Z  =  Tv e ~PH
To first order in the perturbation h, AAvar must be zero, while to second 
order it must be positive for arbitrary h. In order to calculate AAvar and the 
density operator on which it depends, up to the second order, we can use 
the perturbation expansion
exp { - B ( H $ F +  hP)} =  exp ( - B H ^ )
x  f  Ü !  i" d r | . . .  P  dr„ T[h]i . . .  h )(•} ( I Oi )|  I " I  •  •  * |
„=o n\  J<> Jo
with
h TP = exp ( t H ¥ f )Iip e x p ( - r / /} ? F) (102)
This expansion lies also at the basis of the perturbation expansion given 
by Eq. (66). The time-ordering operator T orders the (imaginary) times tj  , 
..., Tn . For  brevity we have momentarily stopped indicating the depen­
dence of all quantities on the coordinates and ojp. Using the notation 
P p F =  p ( / / p F) and ( X ) mf =  T r ( X p f tF), we readily derive
p ( H ¥ ¥ + hP) =  p ^ F + A p P  + A p P  +  ••• (103)
with
Ap p ] —  p p 1  {f3(hp)MF ~  J o dr\  hp1} (104)
The explicit expression for Ap p ] will not be needed. Using the perturba­
tion expansion (101) in Eq. (98) we arrive, after some algebra (van der 
Avoird et  al.,  1984), at
AAvar = AA var +  AA® + ••• (105)
with
A/4 var = 2  Tr{( Tr + L r +  VVF -  //,“ F) ApJJ>} (106)
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and
AA(Var =  2  Tr{(TP + Lp +  V ^ F -  H ^ )  Ap ? )
P
+ ~z 2 2  T r{A p p ]Vpp' App']}Z p p^'
+ /3_l 2  £  d r \ T\{h)}hp)mh
-  ^/3 2  < M mf (107)
Z
The kinetic energy operators 7> = T(ur ) and Lp =  L(a>p) are defined in 
Eqs. (25) and (26); the mean field potential is given by
V^1F = 2  T r(/>,)( Vpp’p ^ )  =  2  <Vrr)r  (108) 
P’tP p'±p
From the extremum condition that Av4(Var should be zero for arbi­
trary variations hP and thus for arbitrary changes Ap [p in the density 
operator, we derive the expression for the optimized single-particle 
Hamiltonian
H*ph(up, cop) =  T(up) + L(a>p) + ^  ( Vpp'(\ip, a>p'y up>, cop’))p' (109)
r+p
This defines a set of equations for the mean field Hamiltonians H™F. 
These equations have to be solved self-consistently since the therm ody­
namic values within the angle brackets in (109) involve the mean field 
Hamiltonians In principle, all H p F can be different; in practice, we 
impose symmetry relations. Therefore, we choose a unit cell, compatible 
with the symmetry of the lattice introduced in Section II,D, and we put 
equal to H ^ F whenever P' and P  belong to the same sublattice. 
Moreover, we apply unit cell symmetry that relates the mean field Hamil­
tonians on different sublattices. By using the symmetry-adapted functions 
introduced in Section II,B, the latter symmetry can be imposed as fol­
lows. We select a set of molecules constituting the asymmetric part o f  the 
unit cell. Then we assign to all o ther molecules P' Euler angles d)P> 
through which the mean field .Hamiltonian of some molecule P  in the 
asymmetric part has to be rotated in order to obtain H ™F. As a result, we 
find
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n
(1 10)
n
If we substitute these transformation relations into Eq. (109), we observe 
that the latter equation involves only the mean field Hamiltonians of the 
molecules in the asymmetric part of the unit cell.
In order to perform the calculations in practice, we introduce a basis 
in which we diagonalize the mean field Hamiltonians. The density oper­
ators p^1h become diagonal, too, and the calculation of the therm o­
dynamic averages is obvious. The most convenient basis consists of the 
products
D  (,i? (  u p  )m\m 2 (H O
of Wigner functions D (rH]mi(co) and three-dimensional harmonic oscillator 
functions
^fó ,(up) =  A
2 I/2
h l\r2(n-k)(A~U~p)S[w(Up)
U p
(k)r a
with
m o  = n o t  + l)
/ + 
/
a - 1/2
The functions S (m are tesseral (i.e., real combinations of spherical) har­
monics, L f  are Laguerre functions, and T(a)  are gamma functions (Powell 
and Craseman, 1961); k is restricted to 0 <  k <  n and it must have the 
same parity as n. The constant A, in the case of a finite basis, can be used 
to optimize this basis. The matrix elements required in this basis can be 
easily computed from Eq. (14) and the relation
(112)
(113)
0
It a
"2 du  -  AÌ&1“  w («!)1/2(/j j -A  | )
r(a, + i) r ( « 2 + i)
r(i7] 4* b\ +  1) T(a2 + b2 + 1)_
1/2
/max
X 2
/=/„
c — b A I c  — b->\ ( c +  1
at — 1' \a-> — I I
r ( c  +  i ) (114)
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with
fl/ =  i(«f ~  */)» hi =  ki + i  
c =  i(k\  + k2 + a  + 1), d  =  max(«i + /?,, a 2 + ¿ 2) “  c 
f d  if c is half-integer and d  >  0,
^min ] Anax min(iZj , 6b)
^0 otherwise,
The factor u2 in the integrand originates from the volume element in u 
space. Matrix elements of the translational kinetic energy operator T(uP) 
follow from the identity
—A(u/>) =  A 2[-A (A up) + A 2icP] -  A 4u P (115)
The operator between the brackets is the harmonic oscillator Hamilto­
nian, which has the basis functions (112) as its eigenfunctions; the remain­
ing term is taken into account via Eq. (114). The rotational kinetic energy 
operator L { ojp) [Eq. (26)] can be written in terms of the shift operators 
J± =  Ja + iJb the operator J ( , which act on the basis as
J c D ^ i w )  =  m D l l iW  (1|6)
J ±Dl'Jn(aj) =  {(/ +  m)(l  ±  m +  l)}l/2Z>i”±,l(,(<u)
At this point let us make a remark concerning the size of the basis. In 
order to obtain convergence, one must sometimes include (Briels et al., 
1984) basis functions with high values of / and n. High values of / are 
needed in particular when the orientations of the molecules are fairly well 
localized. This leads to a rapidly increasing size of the basis. Two mea­
sures can be taken to simplify the problem. First, one can adapt the basis 
of molecule P  to the site symmetry at P,  which block-diagonalizes the 
secular problem. If this does not sufficiently reduce the problem, the 
mean field model Hamiltonian (96) can be further separated by writing
H ^ f(u p , (op) =  H Tp(uP) +  Hp(wp)  (117)
As a result, we now have two “ particles” at every lattice point P ,  one 
translating and one librating. Expressions for the separate mean field 
Hamiltonian can be derived as before. The translating particle experi­
ences the mean field of all its neighbors, translating and librating, and of 
its accompanying librating particle; for the librating particle this relation 
holds in reverse. The advantage of this separation is that the basis to be 
used in any cycle of the iterative mean field calculation is either a pure 
translational basis or a pure rotational basis, and the secular problems are
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much smaller than before. The price that we pay is the neglect of correla­
tion between the single-particle translations and librations. This correla­
tion is recovered in the RPA calculations described in the following sec­
tion.
Once we have obtained the mean field Hamiltonians, we can calculate 
the thermodynamic properties of the system. The free energy can be 
found from Eq. (95) and other quantities follow from it:
A  =  - k BT  2  In Z f  -  ~ 2  ( V ? F)p
P Z P
S =  -  ^  = *B 2  In Z y F + T-'  2  ( H 7 ) p (US)d i p  p
E = A + T S = ^  ( H " F)p -  \  2  (VpF)/>
P Z  P
The mean field partition function is Z p F = Z(H™h). In order to obtain the 
entropy in its final form, we have used the relation
< » 9>
which follows from Eq. (109).
Before we discuss the stability condition A A  ^  >  0 on the mean field 
solution, we first describe the RPA formalism.
C. The Random Phase or Time-Dependent Hartree Approximation
The mean field model outlined in the preceding section provides us 
with a set of single-particle states
H ^ l ^ p ' )  =  4 * ' | <///?’) (120)
from which we construct the crystal states
i<f> = n i^ ’) (12D
For all a F equal to zero, Eq. (121) represents the ground state of the 
crystal. In order to keep the equations as simple as possible, we have 
again stopped explicitly indicating the coordinates on which all functions 
and operators depend. When the mean field Hamiltonian has the form of 
Eq. (117), the index P,  from now on, must be interpreted as P =  {n, ƒ, K ),
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where K  =  T, L  distinguishes between the translating and librating “ parti­
c les .”
The shortcoming of the mean field method is that it admits no correla­
tion between the motions of the individual particles. This correlation can 
be introduced by m ean s  of the random phase approximation (RPA) or 
time-dependent H artree  (TDH) method. In order to formulate this 
method, we introduce excitation operators (E p ) \  which replace ijjp] by 
i¡t{p ] when applied to the mean field ground state of the crystal; when 
applied to any other state, they yield zero. Then, we write the Hamilto­
nian as a quadratic form in the excitation operators (E ixpY and their Hermi- 
tean conjugates E aP
H  =  2 2  X  { A ap U E apy E aP. +  B p ‘p.(Ep)i (E p .y  +  {B'p'p.yEpEp.} (122)
Linear terms are absent because of the Brillouin theorem. The coeffi­
cients A p  p, and Bp p. can be calculated by equating the nonzero matrix 
elements of the RPÀ Hamiltonian [Eq. ( 122)], in the basis of Eq. (121), to 
the corresponding matrix elements of the exact Hamiltonian [Eq. (23)] in 
the same basis. From  the translational symmetry of the mean field states it 
follows that the A  and B  coefficients do not depend on the complete labels 
P  =  {n, /, K } and P'  =  { n \  K'},  but only on the sublattice labels {/, K )  
and {/', K'}.  The second ingredient of the RPA formalism is that we 
assume boson commutation relations for the excitation and de-excitation 
operators (Raich and Etters, 1968; Dunmore, 1972).
The RPA Hamiltonian [Eq. (122)] can be easily diagonalized. A partial 
diagonalization is already obtained by writing it in terms of operators
£ “*(q) =  2  exp(/q • R „)£? (123)
with P  =  {n, z, K }, adapted to the translational symmetry of the crystal. 
Just as in Section III,A , the commutation relations are preserved under 
this transformation. The next step is to define operators a j(q) that repre­
sent the exact excitation operators of the crystal, which satisfy the equa­
tions of  motion
[H,  fll(q)] =  wx(q)al(q)
(124)
[ƒƒ, a x(q)] =  ~«J\(q)«x(q)
Expressing these operators as
fll(q) = 2  q ) £ “*(q)f + y i j . Æ ( - q ) }  (125)tr .i.K
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leads to the RPA eigenvalue problem for the coefficients x kaiK  and y k iiK:
x -  <I>(q) - i> (q )  \  / x x(q ) \  / x x(q) ,
ajx(q) (126)
s*(q) - x  + ^(q)^ Vyx(q)/ VyA(q)
The diagonal matrix x contains the mean field excitation energies
Xa,i,K;a',ï,K' =  ¿ W  8/,/' ^K,K' “  e {/, K} 1 ( 1 2 7 )
and the elements of the matrix <ï>(q) are defined as
= 2  CXp(/q • R„)(l/f (V/{o,i}{n,/'})p(../,; |^p^r *)
n
+ 8/./' $K,K'C 2  2  (128)
n" /"
with P  =  {0, z, K}, P' =  {n, r ,  a:'}, g  =  {n", z", K}, P c =  {0, z, t f c}, K c is the 
complement of K  and | i =  | ifp*)|¡Pr) . When the mean field problem 
is separated for the translations and librations, as reflected by Eq. (117), 
the matrix 4>(q) will have a block structure. The blocks 4>rr(q) and <I>LL(q) 
correlate the translational and librational motions of the molecules, re­
spectively, and the off-diagonal blocks <ï>TL(q) and <ï>LT(q) account for the 
transla tion-ro ta tion  coupling. The second term of the elements of the 
latter matrices, given by Eq. (128), includes the coupling between the 
single-particle librations and translations. The eigenvalues a>A(q) in Eq. 
(126) provide the excitation energies of the crystal. The eigenvectors can 
be conceived as the polarization vectors that, in general, correspond to 
mixed translational-rotational modes. In using a quadratic Hamiltonian, 
the RPA model is similar to the harmonic model. The motions in the RPA 
model can be strongly anharmonic, however; they may even be hindered 
rotations.
The RPA formalism that we have just  presented only applies at zero 
temperature. It is possible, however, to derive similar eigenvalue equa­
tions for the excitation frequencies ojx(q) by means of the time-dependent 
Hartree method (Fredkin and W erthamer, 1965; Hiiller, 1974; Jansen et  
al., 1984). The TD H  equations are valid for finite temperature; in the limit 
of T —» 0 K, they become identical to the RPA equations. The TD H  matrix 
that replaces the RPA matrix in the eigenvalue equations (126) can be 
written as
M(q) =
-P 0 \  /4>(q) -  x <*>(q) \  _  / - P  0
0 P / V <ï>(q) 4>(q) -  x /  \ 0  P
N(q) (129)
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where the diagonal matrix x is given by
p<«) _  p08) 
P P
~  8p p  §/,/■ 8 K ,K' p(o) _  (a  >  0 ) CI 30)
and the matrix 4>(q) by
®a,B.i,K;a',B',r,K<q) =  2  exp(iq • V{„ , M W ? )
n
C
n" i"
VM  in»,,") >e , e >  f ÿ  p?)  ( 13 D
while P is a diagonal matrix containing population differences:
Pct,p ,i%K ;a ',p ',i ',K ' ~  § a,a' Sp,p ' &i,r Ô /c,* ' [Pp* ~  P'/*] (132)
with
P jf ’ =  (<//l?l|p ^ F|'/ 'p)) =  exp (-J3e5 ? » ) /2  e x p i- jS e ';1) (133)
a
In the limit of T —» 0 K, = 1 and = 0 for f3 >  0; the matrix P 
becomes the unit matrix I, and obviously, the TDH matrix M(q) given by 
Eqs. (129) to (132) reduces to the RPA matrix [see Eqs. (126)—(128)].
D. Stability Conditions for the Mean Field Solution
Just as there exist the so-called Thouless stability conditions on the 
H a r t re e -F o c k  solutions in nuclear physics (Thouless, 1960, 1961; Rowe, 
1970) and in quantum chemistry (Cizek and Paldus, 1971), one has stabil­
ity conditions on the mean field solutions in lattice dynamics problems
(Fredkin and W erthamer, 1965). The mean field solutions are obtained
( i )  _  
var
(2) 
var
Substituting the mean field solution (109) into the equation (107) for 
A A va,., the term with A p p } vanishes and we can express the stability 
condition as
from the condition A =  0 (see Section IV,A). They are stable; i.e., 
they correspond with a local minimum in the free energy if AAB. >  0.
AA® = ^ 2 2 T r { A p f V PP. Ap“ >}
P*P'
+ P 1 2  [() dJ \ T\(hTphp)u[¥ — 2 ft 2  (^p ) mf >  0 (134)
p
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This condition must hold for arbitrary variations hP, with the correspond­
ing changes in the density operators Ap (p as given by Eq. (104). Writing 
Eq. (134) in the main field basis and substituting the matrix elements 
of Eq. (104) in this basis, we find
T
a a ®
Z P P' or.a' (3,(3'
X
_  P (£) 
P P
~  S/3,/3' § P , P '  p[Ci] _  p ( ( 3 )  _ (135)
The matrix elements of the variations in the density operators Ap p ] can be 
interpreted as arbitrary variation coefficients
cajj> = ( W M W P )  (136)
The second-order change in the free energy AA(v2)r thus appears to be a 
quadratic form in these coefficients. If A A  (v2a}r has to be positive for arbi­
trary variation coefficients the Hessian of this form has to be posi­
tive definite. By Fourier transforming the coefficients, the Hessian can be 
block-diagonalized with blocks
^(q) -  x <Mq) 3Hq) 
<f>(q)f f(q) "  g <Mq)+ | (137)
4>(q) <}>(q) <I>(q) -  X
which each have to be positive definite. The matrices x and ^ (q )  are 
defined in Eqs. (130) and (131); the other submatrices have similar defini­
tions (van der Avoird et a i ,  1984), which are not relevant for the conclu­
sion, however. Not only the matrices (137) have to be positive definite, 
but also all of their diagonal submatrices, in particular the matrices N(q), 
defined in Eq. (129), which we obtain from Eq. (137) by omitting the 
central rows and columns. From Eq. (129) it is not difficult to demonstrate 
that the eigenvalues of N(q) will all be positive if and only if the eigen­
values of M(q), which are the RPA frequencies, are all real (van der 
Avoird et al.,  1984). In that case the matrix N(q) is positive definite. 
Therefore, we find the following stability condition: A A!2!  will only be
positive, i.e., the mean field solution will only be stable, if the matrix N(q) 
is positive definite. This implies that all TD H  frequencies must be real. If 
at least one of these frequencies is complex, and one can prove that it will 
be purely imaginary, one finds negative eigenvalues of N(q) and one can 
choose variations Ap (p around the mean field solution p ^ F that make 
A A ^  negative. In that case, the mean field solution does not correspond
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to a local minimum in the free energy, but to a saddle point [or even a 
maximum if all eigenvalues of N(q) would be negative]. Following the 
direction(s) indicated by the variations that make AA(v2a}r negative, one can 
find a mean field solution of  lower free energy.
V. Molecular Motions in Solid Nitrogen
Solid nitrogen is a very suitable system to illustrate the various lattice 
dynamics theories and to verify how well they describe the different 
motions that molecules can perform in a solid. Nitrogen has ordered 
phases in which the molecules librate around well-defined equilibrium 
orientations, as well as plastic, i.e., orientationally disordered, phases. In 
the latter case, the x-ray and neutron diffraction studies (Streib et al., 
1962; Jordan et  al.,  1964; Schuch and Mills, 1970; Powell et al., 1983) 
cannot determine the molecular orientations, and the nature of the molec­
ular motions [i.e., (hindered) rotations or precessions or jum ps between 
different equilibrium orientations] is still uncertain (Schuch and Mills, 
1970; Press and Hüller, 1978; Powell et al., 1983). Even in the ordered 
phases the amplitudes of the molecular librations are not very small, 
however, especially near the o rder-d iso rder  phase transition, where “ ori­
entational melting” takes place. The ordered a  and y  phases that exist at 
low temperature for pressures below and above 4 kbar, respectively, and 
the plastic ß  phase that occurs above T =  35.6 K (at zero pressure) have 
been subject to many experimental investigations. The structures of these 
phases are shown in Fig. 1. The results prior to 1976 have been collected 
by Scott (1976). Additional data are still becoming available, and new 
phases that are stable at higher pressures have been discovered (LeSar et  
al., 1979; Crom er et al., 1981), for which the molecular ordering is not as 
yet well established. All the lattice dynamics methods that we have de­
scribed in Sections III and IV have been applied to the a  and y  phases, the 
methods of Section IV also to the ß  phase. In this section we discuss the 
most characteristic results and compare them, with some emphasis on the 
formalism developed by ourselves, which holds both for small- and large- 
amplitude motions.
A. Theory for Linear Molecules
The orientations of linear molecules, relative to the global frame, can 
be specified by two Euler angles o)P =  {d p , </>/>}; the symmetry-adapted 
functions G^(co/>) that occur in the intermolecular potential [Eq. (15)] 
reduce to Racah spherical harmonics C \ lJ{dp ,  (f>p). If the molecules pos­
sess a center of inversion such as N 2 (when we disregard the occurrence 
of mixed isotopes 14N I5N, the natural abundance of l5N being only 0.37%),
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(a)
a-N2 ,Pa3 (Z = A ) 
a =5.644 A
C
k
(b)
fB-N2 , P 6 3/ m m c  (Z = 2) 
a = 4.050 A, c=6.604 A
Fig. 1. Crystal s truc tures  o f  (a) a-, (b) [3-, and (c) y-nitrogen, according to Scott (1976).
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Y-N2, P42/mmm ( Z = 2 ) 
a = 3.957À, c = 5.109 À
Fig. 1. (Continued)
ju s t  the even I values occur. The expression (26) for the rotational kinetic 
energy becom es simply
L(u)p) =  B J 2(0P , <f>P) (138)
with the rotational constant B =  (2 /)" '  =  (2/xro)-1. For 14N I4N the aver­
age internuclear distance r0 =  1.094 A, the reduced mass \x =  7 amu, and 
B =  2.013 c m -1. The Wigner D^^icop) functions in the orientational basis 
[Eq. ( I l l ) ]  can also be replaced by spherical harmonics C ^ O p , (j)p), with 
further restrictions on / depending on the nuclear perm utation-inversion  
symmetry, which is related to the nuclear spin species. Therefore, for ,4N 
the nuclear spin I  =  1 and the 14N I4N molecules can be classified as ortho-  
N 2 with I  =  0 or I =  2, and rotational basis functions with even /, and 
p a r a - N 2 with I =  1 and a rotational basis with odd /. In lattice dynamics 
calculations (Dunmore, 1972; Jansen et al., 1984; van der Avoird et al.,
1984), one has assumed that the crystal is composed of pure or tho-N 2 or 
pure p a r a - N 2. The difference between the libron frequencies for ortho 
and para crystals is a measure for the quenching of the free N 2 rotations, 
i.e., the degree of orientational localization, caused by the rotational bar­
riers from the anisotropic potential. In most cases, except for the deloca­
lized solutions in /3-nitrogen (van der Avoird et al., 1984), one has found
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very small o r th o -p a ra  differences, which indicate a rather strong locali­
zation.
B. Results from Harmonic and Quasi-Harmonic Models
A large majority of the lattice dynamics calculations on nitrogen have 
employed the harmonic model. Naturally, these calculations concern the
TABLE IIIA
L a t t i c e  F r e q u e n c i e s  i n  a - N 2 ( i n  c m -1 ), T = 0 K, p  =  0
Experim ent"
Semiempirical
harmonic '’
Ab initio 
harm onicc S C P ‘ RPA''
a (Â) 5.644 5.644 5.611 5.796 5.699
n o .  o, o)
£ s
32.3 37.5 42.4 41.1 31.0
Librations Ts 36.3 47.7 52.9 50.7 41.0
Te 59.7 75.2 77.7 73.7 68.0
( A u 46.8 45.9 52.8 49.2 47.2
Translational T„ 48.4 47.7 52.6 49.0 48.8
vibrations F 54.0 54.0 58.9 54.1 55.6
T 69.4 69.5 78.8 73.3 73.1
o)
\a  a /
M  ,2 27.8 29.6 34.9 32.7 27.6
M n 37.9 40.6 46.4 43.8 39.1
Mixed i M  ,2 46.8 51.8 59.1 55.8 50.2
Mi 2 54.9 59.0 64.4 60.4 59.1
62.5 66.4 123 67.6 66.5
1%T 7T 7T\
\  a a a)
Translational
vibrations
r RT 33.9 34.4 37.1 34.7 34.41
34.7 35.7 39.2
WWW
36.5 35.8
^ R  23 68.6 68.3 77.6 72.3 72.3
Librations j R Î 43.6 50.7 58.1 55.2 47.9
* 2 +3 47.2 57.8 61.0 58.4 50.8
rms deviation
of  librational frequencies 10.6 14.8 12.2 5.0
rms deviation
m.
of  translational frequencies 0.6 6.3 2.4 2.1
rms deviation
of  all lattice frequencies 6.1 10.4 7.6 3.4
a F rom  Kjems and Dolling (1975). 
h F rom  Raich and Gillis (1977). 
c F rom  L uty  et al. (1980).
J F rom  Briels et al. (1984).
Dynamics of Molecular Crystals 179
ordered a  and y  phases, although sometimes the translational vibrations 
in the ¡3 phase have been considered, too, with the molecular rotations 
neglected. The only nontechnical difference between these harmonic 
treatments lies in the potentials used, which are practically always empiri­
cal model potentials mostly of the a to m -a to m  and/or quadrupole-quadru- 
pole type (see Section II). It is generally believed that, particularly, the 
phonon frequencies are very sensitive to the shape of the intermolecular 
potential, the translational frequencies to its distance dependence and the 
librational modes to its anisotropy. The experimental phonon frequencies 
from infrared and Raman spectroscopy (for wave vector q = 0) and from 
inelastic neutron scattering (for any q) have been used to optimize the 
param eters in the model potentials. As an example of the most sophisti­
cated work of  this type, we quote the paper by Raich and Gillis (1977). 
The results listed in the second columns of Tables IIIA and IIIB are 
characteristic: fairly good agreement with experiment for the pure transla­
tional phonon frequencies and substantially worse agreement for the li­
brational modes even after optimizing the parameters. The discrepancy 
has been ascribed to the strong anharmonicity and rather large amplitudes 
of the librations, even at the lowest temperatures. A study by Luty et al. 
(1980) using a nonempirical N 2- N 2 s ite-s ite  potential obtained from quan­
tum-chemical ab initio calculations (Berns and van der Avoird, 1980) 
yields similar results (see the third columns of Tables IIIA, B). The over­
all agreem ent in the ab initio treatment, which involves no param eter
TABLE IIIB
L a t t i c e  F r e q u e n c i e s  i n  y - N 2 ( i n  c m - 1 ), T =  0 K, p = 4 k b a r
Experiment"
Semiempirical
harmonic '’
Ab initio 
harm onicc S C P ‘ R P A (/
a (A) 3.957 3.940 4.032 4.100 3.961
c (Á) 5.109 5.086 5.000 5.188 5.104
no, o, o)
r 55.0 50.5 60.1 58.7 67.6
Librations < B ]g 98.1 74.8 89.2 87.9 103.3
105.1 111.2 108.6 124.4
Translational 1r £u 65.0 58.3 71.4 68.7 65.2
vibrations 1[ B lu 103.1 113.8 110.9 114.9
rms deviation 14.2 7.0 6.6 7.9
a F rom  Thiery  and Fabre  (1976) and Fondere  et al. (1981). 
h F rom  Raich and Gillis (1977). 
c F rom  Luty  el al. (1980).
J F rom  Briels et al. (1980).
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optimization, is slightly worse. We shall illustrate, however, that this is 
largely due to the harmonic approximation made in the lattice dynamics 
calculation. We observe, at this point, a weakness of the semiempirical 
procedure: optimizing a parameterized potential by comparing approxi­
mate, mostly harmonic, lattice dynamics results with measured data 
might lead to incorrect potentials and, at the same time, partly hide the 
flaws of the approximate lattice dynamics model.
Harris and Coll (1972), Kobashi (1978), and Kuchta and Luty (1983) 
have used anharmonic perturbation theory (see Section III,B) to study the 
effect of the cubic and quartic anharmonicities on the libron and phonon 
frequencies in a-nitrogen. The results are conflicting, however, and the 
shifts appear to depend very sensitively on the potential. Harris and Coll 
(1972), using only the quadrupole-quadrupole  interactions, find a reduc­
tion of  the libron frequencies by about 12%, whereas Kobashi (1978), 
using a 12-6 a to m -a to m  potential, finds an increase in all libron and 
phonon frequencies by 4 to 14 cm -1, i.e., 7 to 17%. Kuchta and Luty
(1983), using a perturbed uncoupled oscillator model starting from the ab  
initio potential of Berns and van der Avoird (1980), obtain a decrease of 
the harmonic libron frequencies by 18 to 27%. The agreement of the latter 
results, after the perturbation correction, with experimental data must 
probably be regarded as fortuitous, however, since the anharmonic cor­
rections for the librations are too large to be treated by perturbation 
theory up to the second order.
A similar influence of the potential chosen occurs if one tries to calcu­
late the anharmonic effects by the self-consistent phonon (SCP) method. 
The calculation by Raich et al. (1974) is based on the atomic version of the 
SCP method (see Section III,C). Using an empirical 12-6 a tom -a tom  
potential, they found a consistent increase of the harmonic phonon and 
libron frequencies by 3 to 10%. The calculation by Luty et al. (1980), who 
use the SCP method of Wasiutynski (1976) and the ab initio N 2- N 2 poten­
tial o f  Berns and van der Avoird (1980), yields a consistent lowering by 
about the same amount. It is striking (see Tables IIIA,B, fourth columns) 
that the ab initio results for the pure translational phonon frequencies in 
a- and y-nitrogen agree remarkably well with experiment, without any 
param eter optimization, while the librational frequencies and those of the 
mixed modes are still substantially too high. Apparently the anharmonic- 
ity in the distance dependence of the intermolecular potential, which 
affects the translational vibrations, is very well accounted for by the SCP 
method. The orientational dependence of the potential is strongly anhar­
monic. In combination with the fairly large amplitudes of the rotational 
oscillations, this causes the SCP method to fail in describing the libra­
tional motions. This failure may be related to the additional approxima­
tions made in generalizing this method to molecular crystals.
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Raich et al. (1974) and Goldman and Klein (1975) have applied the 
SCP method to the translational phonons in /3-nitrogen. The molecular 
rotations were assumed to be completely free and the effective isotropic 
intermolecular potential used was a rotationally averaged, empirical 
a to m -a to m  12-6 potential. The results of such models that completely 
neglect any translation-ro tation  coupling are mainly of qualitative in­
terest.
C. Large-Amplitude Motions in the Ordered Phases
Since it becam e clear from various observations that the librational 
motions of the molecules, even in the ordered a  and y  phases of nitrogen 
at low tem perature , have too large amplitudes to be described correctly 
by (quasi-) harmonic models, we have resorted to the alternative lattice 
dynamics theories that were described in Section IV. Most of these theo­
ries have been developed for large-amplitude rotational oscillations, hin­
dered or even free rotations, and remain valid when the molecular orien­
tations become more and more localized.
Weis and Klein (1975) made classical molecular dynamics (MD) calcu­
lations for 250 N 2 molecules in a cubic box, with periodic boundary condi­
tions. These molecules were initially arranged in the cubic Pa3 structure 
of a-nitrogen, and they were made to interact via a 12-6 a to m -a to m  
potential. The molecular motions were mainly characterized via the cal­
culated dynamic structure factor SXq, co), which describes the response of 
the system to a transfer of momentum q and energy hœ (see Section 
IV,A). Because for given wave vector q the peaks in S(q, co) can be 
identified with phonons, the results of these calculations could be com ­
pared with (quasi-) harmonic lattice dynamics studies. The phonon fre­
quencies appeared to be substantially different from the quasi-harmonic 
results calculated with the same a to m -a to m  potential, and the tem pera­
ture shifts of some of the peaks were much larger in the MD calculations. 
These differences and the corresponding peak broadenings have been 
ascribed by Weis and Klein to the occurrence of strongly anharmonic, 
large-amplitude motions that cause the breakdown of the quasi-harmonic 
model. At a tem perature , of 35 K, close to the a - f i  phase transition point, 
the MD calculations even indicate the existence of “ quasi-free” rota­
tions.
Jacobi and Schnepp (1972) and Raich (1972) were the first to develop a 
quantum-dynamical model for the large-amplitude librations in a-nitro- 
gen. Their formalism is essentially described in Section IV,C. They first 
calculated single-molecule mean field states that may be localized as well 
as delocalized, depending on the height of the rotation barriers from the 
anisotropic potential. These states were used to construct a basis of exci- 
tonlike wave functions for the whole crystal. The final step in their calcu­
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lation, the diagonalization of the full-crystal Hamiltonian in this basis, 
amounts to diagonalizing the upper left block of the RPA matrix, Eq. 
(126). Therefore, this theory is more approximate than the RPA formal­
ism; one of the consequences is that it does not converge to the harmonic 
solution in the limit of an exactly harmonic crystal Hamiltonian. If the 
excitonlike model were applied to the translational phonons rather than to 
the librations, the acoustical modes would not go to zero frequency for 
q =  0. Employing the full RPA method, as described in Section IV,C, 
ensures the convergence to the correct limits; this method has been ap­
plied to the librations in a-nitrogen by Dunmore (1972, 1976), Raich et al.
(1974), and Mandell (1974, 1975).
All these authors have used semiempirical N 2- N 2 potentials, often 
simplified to the utmost by retaining only pure quadrupole-quadrupole  
interactions or a to m -a to m  12-6 interactions. Moreover, they have al­
ways fixed the molecules with their centers of mass to the lattice points, 
thus neglecting the translational vibrations and the effects of l ib ron- 
phonon coupling. We applied the RPA formalism to a-  and y-nitrogen 
(Jansen et al.,  1984) by using the ab initio potential of Berns and van der 
Avoird (1980). This potential was not approximated by a s ite-s ite  model 
this time, but expanded in symmetry-adapted functions as in Section II,B. 
In a subsequent paper (Briels et al. ,  1984) we extended the theory in order 
to account explicitly for the translational phonons and for l ib ron-phonon 
coupling after expanding the crystal Hamiltonian as in Section II,D. The 
extended formalism is described in Section IV,C. Since this treatment is 
more complete than any of the previous ones, we shall use its results as an 
illustration.
We have started by assuming the observed lattice symmetry and by 
theoretically optimizing the cell parameters for the given ab initio poten­
tial as follows. For  a-nitrogen we have calculated the minimum of the free 
energy in the mean field approximation as a function of the cubic cell
o
param eter  a. This yields the optimum value a =  5.699 A, experimentally
O
(Scott, 1976) a =  5.644 A, and the mean field lattice cohesion energy at 
T =  0 K of AE  = 5.92 kJ/mol, experimentally A E =  6.92 kJ/mol. For the y  
phase we have calculated the free energy A  for several values of the 
tetragonal cell parameters a and c and fitted A (a, c ) by a second-order 
polynomial. On each curve of constant molar volume v =  N a 2c l 2, we 
have determined the optimum a and c by minimizing A.  Using the opti­
mum points and the corresponding free energies, we have calculated the 
pressure as p  =  —SA/dv.  Thus we found at p  = 4 kbar that a = 3.961 Á
o
and c =  5.104 A, in excellent agreement with the experimental values a = 
3.957 Á and c =  5.109 Á (Scott, 1976).
The mean field approximation yields a picture of the single-molecule
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motions as determined by the anisotropic ab initio potential. The orienta­
tional probability distributions in a-  and y-nitrogen are shown in Fig. 2a,b, 
respectively. We clearly observe that the librations of the molecules in the 
a  phase are localized about the cubic body diagonals, i.e., the [ l ,  l ,  l] 
direction and three equivalent directions. In y-nitrogen the N 2 molecules 
appear to librate about the [1, 1 ,0] and [1, - 1 ,  0] directions. Both these 
findings agree with experiment, cf. Fig. 1. For temperatures up to at least 
40 K, these pictures remain qualitatively similar. The amount of delocali­
zation is measured by the decreasing order param eter S =  { P 2(cos 0)) (see 
Fig. 3), with 6 now defined relative to the equilibrium axis. Even at T =
0 K the root-mean-square amplitude of the librations is already substan­
tial, however, about 16° in the a-phase. Similar parameters, including the 
translational vibrations, are listed in Table IV. We observe that the molec­
ular motions, both librational and translational, in y-nitrogen at p  =  4 kbar 
are more restricted than in the a  phase, at zero pressure.
After calculating the ground and excited mean field states of a-  and y- 
nitrogen, we have included the correlation between the molecular mo­
tions, as well as the translational-rotational coupling, by determining the 
eigenvalues of the RPA matrix M(q) [Eq. (129)]. The expansion of the 
potential in the translational displacements (uP) of the molecules [see Eq.
TABLE IV
T r a n s l a t i o n a l  a n d  L i b r a t i o n a l  A m p l i t u d e s  f r o m
M e a n  F i e l d  C a l c u l a t i o n s
a - N 2 7 =  O K  p = 0
(« | | ) I/2 -  0.112 A W|| -  «[i.i.ii
<wi)1/2 =  0.107 A 
(u2)''2 =  0.189 A
a rc c o s« c o s2 0 ) 1/2) =  16.1° 
y - N 2 T — O K  p =  4 kbar
(ufl) ' i2 = 0.100 A U\\ = «[,.1,0] 
{u\ab)m =  0.086 A Ulab =  «[1-1.01 
(« lc> ,/2 =  0.087 A « ic  =  «[0,0,1] 
(u2) 1'2 = 0.159 A
a rc c o s « c o s2 0)l/2) =  12.9° 
asym m etry  param eter  (rotation out o f  ab plane -  rotation
. , , x (sin2 0(sin2 <p -  cos2 <p)) n nc 
in ab p l a n e ) : ------------ (sin^Y ) ------------ =
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(a) y
2
OC- N2 groundstate ^
T= OK
(b) y
2
Y~ N 2 groundstate iJj
T = 0K
Fig. 2. Orientational probability distributions o f  the molecular axes in (a) a-nitrogen and 
(b) ^-nitrogen. Contours  o f  constant  probability for the molecule in the origin, calculated in 
the mean field model, are plotted as functions o f  the polar angles (0, </>) with respect to the 
crystal axes (Fig. I). The angle 6 increases linearly with the radius of  the plots from 0 (in the 
center)  to 7t/2 (at the boundary);  <f> is the phase angle.
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Fig. 3. Temperature dependence of the (mean field) order parameter in a-N2.
(40)] has been truncated at three different levels. Taking a max = 2 corre­
sponds to a harmonic model for the translational phonons; taking a max =  3 
and a max = 4 includes the cubic and quartic anharmonicities, respectively. 
The orientational (cop) dependence of the ab initio potential has always 
been included exactly, which is important because of the large amplitude 
of the librons. Some typical results are shown in Table V. The size of the 
anharmonic corrections to the translational phonon frequencies is com pa­
rable with that o f  the self-consistent phonon corrections calculated with 
the same ab initio potential (Luty et al., 1980); the corrected frequencies 
agree equally well with experiment. There is an important difference, 
however, between our RPA formalism and the SCP method. The latter 
neglects those terms in the potential that depend on the odd powers of the 
molecular displacements. The cubic terms have sometimes been added 
perturbationally (Goldman et al., 1968; Koehler, 1969), but not so by Luty 
et al. (1980). Our formalism includes the effects of the cubic terms directly 
in the mean field and RPA results. In a-nitrogen, however, because of the 
inversion symmetry, they vanish at the mean field level and have no effect 
on the purely translational phonon frequencies of Table V. In the mixed 
phonon-lib ron  modes the cubic corrections mostly lower the frequencies, 
while the quartic corrections are always positive and dominant.
We wish to emphasize that the most essential advantage of the RPA 
method discussed here over the previous (quasi-) harmonic treatments is 
the correct description of the large-amplitude libron modes and the mixed 
l ib ron-phonon  modes. This is reflected by the substantial anharmonic 
corrections in the frequencies of these modes; compare the last column of
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TABLE V
a max D e p e n d e n c e  o f  S o m e  RPA L a t t i c e  F r e q u e n c i e s  f o r  a - N 2
(a  =  5.644 A, T = 0 K)
Frequency  w (cm ')
no, o, o)
Librations
Translations
. /7T 7T \
M l - , - ,  0\(1 ci /
Mixed
g 
r u 
£U 
T u
Ml2
M,2
m ,2
m 12
m ,2
32.8
43.4
71.6 
42.3
48.7
55.7 
73.0
28.8
40.4
52.2
60.0
67.0
32.8
43.4
71.6 
42.3
48.7
55.7 
73.0
25.7
38.5
51.7 
61.2
68.6
32.8
43.4
71.5
50.6
52.7 
60.2 
79.4
28.8
41.5
53.3
63.7
72.0
a H arm onic  model for translations.
Table III with the preceding columns. The new results calculated with the 
ab initio potential agree very well with the frequencies from inelastic 
neutron scattering (Kjems and Dolling, 1975) and from infrared and Ra­
man spectroscopy (Thiery and Fabre, 1976; Fondere et aL, 1981) for all 
types of modes. Also the phonon dispersion relations, displayed in Fig. 4, 
are in good agreement with the neutron-scattering data. Since most of the 
lattice modes are actually mixed libron-phonon modes, this indicates that 
the translation-rotation coupling is correctly included in the RPA for­
malism.
D. The Plastic Phase and the Orientational
Order-Disorder Phase Transition
Lattice dynamics calculations on the plastic /3-nitrogen phase are rela­
tively scarce because, obviously, the standard (quasi-) harmonic theory 
cannot be applied to this phase. Classical Monte Carlo calculations have 
been made by Gibbons and Klein (1974) and Mandell (1974) on a face- 
centered cubic (a-nitrogen) lattice of 108 N 2 molecules, while Mandell has 
also studied a 32-molecule system and a system of 96 N 2 molecules on a 
hexagonal close-packed (/3-nitrogen) lattice. Gibbons and Klein used 12-6
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r  z  m
reduced wave vector coordinate
Zn
Fig. 4. Calculated (TDH) dispersion curves  for c*-N2, for phonon- l ib ron  modes propa­
gating along the [110] direction. The circles correspond  to inelastic neutron scattering data 
m easured  at T = 15 K by Kjems and Dolling (1975).
and 9 -6  a to m -a to m  potentials and fairly high temperatures, T =  96 and 
192 K; they found only complete orientational disorder. Mandell made his 
N 2 molecules interact as pure point quadrupoles, and he showed that even 
the smaller 32-molecule system already yields a fairly realistic o rd e r -  
disorder phase transition.
Another simple, quantum-mechanical, model for the phase transition 
has been proposed by Raich and Etters (1972). They studied N 2 molecules 
on an fee lattice, again interacting as pure point quadrupoles. Using a 
mean field model for the librations in the a  phase, a free rotor model for [3- 
nitrogen, and calculating the corresponding free-energy curves, they 
found an a- /3  phase transition at somewhat too high a temperature. This 
model has been refined by Raich et  al. (1974) and Goldman and Klein
(1975), who applied the self-consistent phonon method to the translational 
and librational motions in the a  phase and to the pure translational 
phonons in the ¡3 phase (cf. Section V,B). The rotational motions in ¡3- 
nitrogen were still assumed to be completely free, however, and any
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transla tion-ro ta tion  coupling was neglected. Classical molecular dy­
namics calculations by Klein et al. ( 1977, 1981) on a 288-molecule model 
for /3-nitrogen at T =  47 K indicate that this coupling is probably impor­
tant, since the translational phonon frequencies derived from these MD 
calculations, while using the same 12-6 a tom -a tom  potential, are sub­
stantially different from the SCP results of Raich et al. (1974). The rota­
tional motions in the /3 phase were found to be “ quasi-free” in the classi­
cal MD model.
Finally, we discuss the mean field and RPA calculations made on /3- 
nitrogen (van der Avoird et  al., 1984) by using the ab initio potential of 
Berns and van der Avoird (1980) again. We started our calculations on 
this phase, ju s t  as those for a-  and y-nitrogen, by assuming the experi­
mentally observed lattice symmetry. Thus, the two molecules in the hex­
agonal unit cell (see Fig. 1) were given translationally equivalent mean 
field solutions. The orientational probability distribution that results for 
the pure ortho-N 2 crystal is shown in Fig. 5a. The ground state of the 
p a ra -N 2 species is twofold degenerate; the average probability distribu­
tion ¿l^il2 + 211//212 is similar to Fig. 5a. This picture suggests that the 
orientational motions in /3-nitrogen are quasi-free precessions around the 
crystal c axis, modulated by small sixfold barriers. In accordance with the 
ideas of Press and Hiiller (1978) and the earlier mean field calculations by 
Dunmore (1976), the precession angle 0 between the molecular axis and 
the c axis is not sharply defined, but it shows a rather broad distribution 
with the maximum at the “ e x p e r im en ta r ’ value of 0 =  56° (Scott, 1976).
The mean field ground state yielding this delocalized picture appeared 
to be unstable, however. This could be concluded from the ensuing RPA 
calculations yielding imaginary libron frequencies and the stability condi­
tions in Section IV,D. We have searched for a stable mean field solution 
by independently varying the orientational wave functions of the two 
molecules in the unit cell, and we have indeed found such a solution, 
which is lower in (free) energy by 0.87 kJ/mol than the previous deloca­
lized solution at T =  0 K. In this new solution the orientations of the N 2 
molecules are clearly localized (see Fig. 5b). They librate about an equi­
librium axis that makes an angle of 52° with the crystal c axis. The equilib­
rium axes for the two neighboring molecules in the hexagonal unit cell are 
not the same, but they are rotated through 180° about the c axis. This 180° 
rotation avoids the steric hindrance between neighbors that would occur 
when the molecules were freely precessing (Schuch and Mills, 1970) and, 
thus, leads to the lower free energy.
The problem with this localized, stable, mean field solution is that it 
has a much lower symmetry than the experimentally observed hexagonal 
symmetry of /3-nitrogen. We have conjectured that the higher symmetry is
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(a) y
X
P~N2 groundstate
T= 0 K
(b) y
X
N2 groundstate ^
T= OK
Fig. 5. Orientational probability distribution of  the molecular axes for the delocalized 
(a) and localized (b) mean field states in /3-nitrogen, (a) applies to both molecules in the unit 
cell, (b) is d raw n for one molecule in the unit cell; the o ther  molecule in the cell is rotated 
over  </> =  180°. The distribution does not change qualitatively up to (at least) T = 70 K; it 
ju s t  becom es slightly wider with increasing tem perature .  Reading of  the con tour  plot as in 
Fig. 2.
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observed because of rapid jum ps of the molecular axes between six local­
ized librational states of the type found in the final mean field calculation. 
The six equilibrium axes will be located at 6 — 52° and </> =  0°, 60°, 120°, 
180°, 240°, and 300°. The characteristic time for these jum ps should be less
▼
than the inverse frequency of the nuclear quadrupole resonance m easure­
ments (de Reggi et al., 1969), i.e., about 10"7 sec. In order to preserve the 
lower energy of the stable mean field solution, the jum ps of neighboring 
molecules must be correlated; two neighbors have the tendency to remain 
180° out of phase in their <fi angles.
With the different models emerging for the molecular motions in the /3 
phase and the mean field model for localized, large-amplitude librations in 
the a  phase (see Section V,C), we have studied the a - f i  phase transition. 
The calculated free-energy curves corresponding with these models are 
shown in Fig. 6. The free energy for the delocalized precession model of 
/3-nitrogen decreases much more steeply, with increasing temperature, 
than that for a-nitrogen. This is caused by the spectrum of the delocalized 
/3-N2 model being like a free rotor, with considerably smaller excitation
T (K)
Fig. 6. Free energy (at zero pressure) for a-nitrogen and /3-nitrogen, in different mean 
field models (closed lines). The dashed free ro tor  curve has been calculated from the iso­
tropic (/ , ,  /2, /3) =  (0, 0, 0) term of  the ab initio potential by adding the free rotor expression 
for the free energy. The dashed ju m p  model curve has been obtained from the localized 
mean field solution (with the full anisotropic potential) by adding an entropy term - k ^ T  In 6 
(see the text).
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energies than the harmonic oscillatorlike spectrum of a -N 2. As shown in 
Fig. 6, a free rotor model for /3-N2 yields almost the same free-energy 
curve as the delocalized precession model. However, both these models 
cannot give a free energy lower than that for a -N 2, and thus a phase 
transition, at any reasonable temperature. On the other hand, the local­
ized librational solution for /3-N? is much lower in energy, but its free- 
energy curve does not sufficiently fall off with temperature to cross the 
a -N 2 curve. Now we invoke the jum ps of the molecules between the 
localized solutions. Ignoring, for the moment, the correlations between 
these jum ps and assuming that each molecule has access to six localized 
states yields an entropy term - k BT In 6. Adding this term to the free- 
energy curve of a particular localized solution leads to the curve in Fig. 6 
marked “ /3-N2 ju m p .” This model predicts an a-/3  phase transition tem ­
perature of 34 K, very close to the experimental value T =  35.6 K.
Starting from the localized mean field wave functions, we have also 
calculated the libron frequencies in /3-nitrogen via the RPA formalism. All 
frequencies appeared to be real, as they should be for a stable mean field 
solution. The infrared spectrum (Medina and Daniels, 1976) shows two 
very broad peaks around 25 to 36 c m " 1 and 50 to 68 cm -1, depending on 
the pressures. The first one has been interpreted as a translational phonon 
band, the second one as a libron band. Neutron scattering (Kjems and 
Dolling, 1975) yields broad peaks at 25 and 64 cm -1 attributed to transla­
tional phonons. We have calculated optical libron frequencies of 34, 41, 
56, and 59 c m -1. The observed broad peaks may well contain these libron 
excitations in addition to the translational phonon bands. We assign the 
broadening of these peaks to the occurrence of more or less random 
transitions, classically called jum ps, between the different localized libron 
states.
In summary, we think that our calculati6ns suggest a model with local­
ized librations and 60° jum ps for the orientational motions in /3-nitrogen. 
This model gives a reasonable account of the c*-/3 phase transition and the 
libron spectrum of /3-N2. A dynamical model for the 60° jum ps, which 
must include strong short-range pair correlations, is still lacking, how­
ever. Possibly this correlation can be introduced by using Jastrov func­
tions (van K ranendonk, 1983).
VI. Dynamics and Magnetism of Solid Oxygen
Oxygen, with its ground state, is one of the few stable molecules 
with a nonvanishing electronic spin momentum. The potential between 0 2 
molecules is not only determined by the usual van der Waals interactions 
occurring between closed shell molecules, but it contains, moreover, the
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coupling between the electronic spins. In addition to their positional and 
orientational coordinates, the 0 2 molecules have an extra degree of free­
dom: the orientations of their triplet spin momenta. Consequently, in the 
solid we must, consider the molecular motions, translational and rota­
tional, as well as the spin dynamics.
This extra degree of freedom makes solid 0 2 one of the most interest­
ing molecular crystals. Even at low pressure one finds three different 
phases: the a  phase between 0 and 23.8 K, the ¡3 phase between 23.8 and 
43.8 K, and the y  phase between 43.8 K and the melting point at 54.4 K. 
These phases have structural as well as magnetic order. The a  and ¡3 
phases are orientationally ordered; the y  phase is plastic. The a  phase is 
antiferromagnetic, with the usual (spin up, spin down) two-sublattice 
structure; a-oxygen is the only homogeneous antiferromagnet known. 
The (3 phase probably has short-range antiferromagnetic order with a 
three-sublattice 120° spin arrangement. The y  phase is paramagnetic, jus t  
like liquid oxygen. Both in the a  and (3 phases the molecules are packed in 
layers, the a - b  planes, with their axes perpendicular to these planes (see 
Fig. 7). In the (3 phase this packing is hexagonal; in the monoclinic a  
phase the hexagons are slightly distorted by a contraction in the a direc­
tion and a dilation in the b direction. This distortion is driven by the 
magnetic coupling: the a-(3  phase transition is called magnetoelastic. The 
spins in the a  phase are preferentially directed in the ±b directions.
Fig. 7. Crystal s tructures  of  (a) a -oxygen  and (b) /3-oxygen, according to De Fotis 
(1981).
(a) a -0 2 C2/m
(b )  P - 0 2 R 3 m
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The excitations in such a magnetic solid are not only due to the lattice 
vibrations, phonons, and librons, but also to the spin waves; the corre­
sponding quasi-particles are called magnons. The magnetic excitations in 
a - 0 2 have been directly observed by infrared and Raman spectroscopy 
and by inelastic neutron scattering. In general, they determine, of course, 
the magnetic properties of the system, susceptibilities, spin flop pro­
cesses, etc. They also affect o ther properties, though, such as the specific 
heat and the thermal expansion coefficients. For the experimental and 
theoretical work prior to 1981 we refer to De Fo tis’s (1981) review, which 
begins by stating that “ the magnetic, structural, thermodynamic and 
spectroscopic properties of the condensed phases of oxygen have been 
under study for nearly a century. Yet important aspects of their behavior 
remain poorly unders tood .” W ork by Slyusarev et al. (1980, 1981), Gaidi- 
dei and Loktev  (1981), Stephens et al. (1983), Meier et al. (Meier et al., 
1982; Meier and Helmholdt, 1984; Meier, 1984), Etters et al. (Etters et al., 
1983; Helmy et al.,  1984), and van der Avoird et al. (van Hemert et al., 
1983; W orm er and van der Avoird, 1984; Jansen and van der Avoird,
1985) has provided additional information.
A. Lattice Dynamics and Spin Wave Calculations
Until very recently, the lattice vibrations in solid 0 2 and its magnetic 
properties have always been treated separately. As far as the packing in 
the crystal and the lattice vibrations are concerned, one can consider the 
0 2 molecules as resembling N 2. An important quantitative difference lies 
in the 0 2 molecule’s quadrupole moment, however, which is about four 
times smaller than that of N 2 (in absolute value). This smaller quadrupole 
moment, together with the exchange coupling between the open-shell 0 2 
molecules (see the subsequent discussion), probably explains why the 
packing in the ordered a  and /3 phases of solid 0 2 (see Fig. 7) is very 
different from the ordered N 2 structures (see Fig. 1) (English and Ven­
ables, 1974; English et al., 1974). The lattice dynamics calculations that 
have been made for a-  and /3-oxygen (Kobashi et al., 1979; Etters et al., 
1983; Kuchta, 1985) are very similar to the standard harmonic calcula­
tions made on solid nitrogen (see Section V); they have used empirical 
a to m -a to m  12-6 or exp - 6  potentials. The calculated optical libron fre­
quencies are generally in reasonable agreement with the experimental 
data. One important observation could not be explained by these calcula­
tions, however, In /3-oxygen there is a degenerate optical (q = 0) libron 
mode of Eg symmetry with a frequency of about 50 cm -1. This mode 
corresponds with the in-phase librations of all 0 2 molecules around the 
crystal a and b axes, and the degeneracy occurs because of the equiva­
lence of these axes in the hexagonal /3 phase. When the hexagonal sym­
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metry is distorted by going through the /3 -a  phase transition, this mode 
will be split, in principle. The librations around the monoclinic b axis in 
a - 0 2 have Ag symmetry; those around the a axis have Bg symmetry. The 
splitting actually observed by Raman spectroscopy is so large, however, 
that it cannot be explained by any of the lattice dynamics calculations. 
The experimental spectrum of a - 0 2 shows two peaks at 43 and 79 c m " ’, 
whereas the lattice dynamics calculations yield a splitting of about 10 
c m -1 at most. The latter result is not surprising in view of the small 
structural distortion that accompanies the /3 -a  phase transition. Most 
authors have assumed, therefore, that the and Bg modes remain very 
nearly degenerate in a - 0 2 and that the higher-frequency peak represents a 
two-libron, two-phonon, or libron-m agnon transition. Experiments by 
Bier and Jodi (1984) indicate, however, that the mode at 43 c m -1 is proba­
bly the Bg mode and the mode at 79 cm “ 1 the A g mode. We shall give an 
explanation of this phenomenon in the next section.
The magnetic properties of a - 0 2, which is the most extensively stud­
ied phase, have always been interpreted on the basis of the following 
phenomenological spin Hamiltonian:
//spin =  -  \  S 2  IJpp Sr  • SP' +  S  (AS ip  +  B S lp ) (139)
L p±p> p
where z  is the preferred magnetization axis, the b axis, the a* axis is the 
orientation of the molecular axes (i.e., the crystallographic c* direction), 
and the y  axis coincides with the crystal a axis. The first term in this 
Hamiltonian is the Heisenberg exchange coupling between the triplet 0 2 
molecules. The dominant, intersublattice exchange coupling is antiferro­
magnetic, i.e., Jpp' <  0, and it occurs between a given molecule and its 
four nearest neighbors in the a - b  plane. In the more recent work, more­
over, the in-plane intrasublattice coupling with the two next-nearest 
neighbors and the interplanar coupling with four additional neighbors 
have been included. The interplanar coupling was found (Burakhovich et  
a l . t 1977; Stephens et a l . f 1983) to be very weak, which makes a-oxygen, 
and /3-oxygen, a quasi-two-dimensional magnetic system. The single-par-•  ^ • • • • 
t id e  term A S ;  is due to the intramolecular sp in-orb it  and sp in-spin  inter­
actions; the free-molecule value of A is equal to 3.96 cm -1 = 5.72 K. This 
term tends to keep the directions of the molecular spin momenta perpen­
dicular to the molecular axes, such that in a- and /3-oxygen the spins will 
lie in the a - b  plane. The additional single-particle term B S j  is then added 
a d  hoc  in order to impose the observed in-plane anisotropy that forces the 
spins to lie parallel to the b axis. Classical dipole models yielding the 
preferred magnetization axis and the order of magnitude of the empirical
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B values suggest that the term BSI  actually represents the magnetic di- 
pole-dipole interactions between the molecular spin moments.
With the use of the phenomenological spin Hamiltonian [Eq. (139)], 
mean field and spin-wave calculations have been made that yield the 
observed magnetic, optical, and thermodynamic properties. The antifer­
romagnetic spin-wave calculations are mostly based on the RPA method 
outlined in Section IV,C. The formalism is very simple in this case, be­
cause the basis for every molecule consists only of the three triplet spin 
states. By taking the mean field ground state on each molecule and the 
first excited state, which provides the single magnon states, the RPA 
equations can be solved exactly for the magnon frequencies. The calcu­
lated properties have been compared with experimental data and the cou­
pling constants 7, A, and B in the Hamiltonian (139) have thus been 
determined empirically. The situation is not very satisfactory, however, 
since the various semiempirical studies on a - 0 2 have yielded substantially 
different sets of coupling constants, depending on the type of experimen­
tal data fitted. The discrepancies have been pointed out most clearly by 
De Fotis ( 1981), but also the more recent studies still yield rather different 
7, A , and B values. Moreover, most of the empirical A and B values in 
solid O2 deviate considerably from the values corresponding with the free- 
molecule zero-field splitting and the magnetic dipole moment, respec­
tively. This is surprising since we expect the distortions of the molecular 
electronic charge distributions, due to the weak van der Waals interac­
tions in the solid, to be minor.
B. The Complete Crystal Hamiltonian and the Coupling
between Lattice Vibrations and Spin Dynamics
In a recent paper (Jansen  and van der Avoird, 1985), two of us have 
proposed replacing the phenomenological spin Hamiltonian (139) by a 
spin Hamiltonian from first principles. By this qualification we mean that 
our Hamiltonian can be derived directly from the known properties of the 
0 2 molecules and their interactions. Such a Hamiltonian, which applies 
not only to a - 0 2, but also to any of the condensed phases, looks as 
follows:
spin 2 j> ¿r
+ 2 2  ( - l ) 'M _ mM S , > ®  S,]®
P m
(2)M (140)
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The irreducible tensor product between two (spherical) vectors is defined 
in Eq. (37). An important feature of this Hamiltonian is that it explicitly 
describes the dependence of the coupling “ constan ts” 7, A ni, and Tm on 
the distance vectors rPP' between the molecules and on the orientations 
coP =  {Op, cf)p} of  their axes, in contrast with the phenomenological H am ­
iltonian ( l 39). Another important difference with the latter is that the 
cid hoc  single-particle spin anisotropy term B S ;., which probably stands im­
plicitly for the magnetic dipole-dipole interactions, has been replaced by 
a two-body operator that correctly represents these interactions. The 
distance and orientational dependence of the coupling parameters 7, A m, 
and Tm has been obtained as follows.
The Heisenberg exchange coupling parameter 7 is a scalar quantity; its 
dependence on xpp>, w/>, and q)P> is described by expanding it in symmetry- 
adapted angular functions, just  as the intermolecular potential in Eq. (15). 
The distance-dependent expansion coefficients have been explicitly ob­
tained from cib initio quantum-chemical calculations (van Hemert et al.,  
1983; W orm er and van der Avoird, 1984). These coefficients could be 
represented by steeply decaying exponential functions of the distance. 
The cib initio calculations refer to ( 0 2)2 dimers with the triplet 0 2 spins 
coupled to a singlet, a triplet, or a quintet. The exchange splitting between 
the dimer spin states has been obtained from a second-quantized h o le -  
particle formalism, generalized to nonorthogonal orbitals (Wormer and 
van der Avoird, 1984), It was found that this exchange splitting could 
indeed be represented accurately by a Heisenberg effective spin Hamilto­
nian. The coupling param eter 7 appeared to depend very sensitively on 
the distance between the 0 2 molecules and, particularly, on their orienta­
tions (see Fig. 8). In Fig. 9 we have plotted the dependence of 7 on the 
librational coordinates in «-oxygen.
The molecular sp in-an iso tropy  term, the second term in Eq. (140), 
depends on the angle between the 0 2 spin momentum SP and the molecu­
lar axis. With respect to the global frame, this dependence can be ex­
pressed as in Eq. (140) with the second-rank tensor
A„,((oP) =  M  V 30  C® (0 , ,  <f>P) (141)
The constant A =  3.96 c m -1 has been obtained from the free-molecule 
zero-field splitting (Mizushima, 1975) and Cj? is a Racah spherical har­
monic with / =  2. The tensor that describes the interaction between the 
magnetic dipole moments g ^ BSp, where g e equals 2.0023 and /xB is the 
Bohr magneton, can be written immediately as
Tm(fpp’) =  —ge^B (/>/>') (142)
In summing this term over the lattice, in the calculations described subse­
quently, the Ewald method (Born and Huang, 1954) had to be invoked.
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Fig. 8. Orientational dependence  o f  the average (spin-independent) exchange interac­
tion energy AE = V{co,>, ojr , rr r ) and the Heisenberg exchange coupling constan t  J(w ,, , (or , 
rPP ) in the 0 2- 0 : d im er at =  6 bohrs. The full lines represent the results o f  all-electron 
calculations; the dashed line refers to a four-electron model. The multipole contributions to 
AE  are now drawn explicitly because they are negligible at rPP- =  6i/0.
Since the 0 2 molecule carries a triplet spin momentum, the spin H am ­
iltonian (140) has to be added to the Hamiltonian (23), which contains the 
kinetic energies and the spin-independent part of the intermolecular 
O2- O 2 potential, in order to obtain the crystal Hamiltonian for solid 0 2. 
The spin-independent O2- O 2 potential can be partly extracted from the ab  
initio calculations on the (0 2)2 dimer by averaging the calculated interac-
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Fig. 9. Variation o f  the (intersublattice) exchange coupling param eter  J  be tween the 
nearest  neighbors in solid a - 0 2 along some normal coordinates  o f  libration. The labels L (t 
and L h refer to librations around the crystal a and b axes,  respectively; see Fig. 7. The plus 
and minus signs denote  in-phase and out-of-phase librations of  the molecules on different 
sublattices.
tions over the dimer spin multiplets. The ab initio calculations do not yet 
contain the long-range dispersion attractions, however, and so the corre­
sponding terms in the potential must still be included semiempirically. 
The approximate solutions for the complete crystal Hamiltonian, which 
describe the coupled lattice vibrations (phonons, librons, mixed modes) 
and spin waves (magnons), can be obtained very elegantly via the mean 
field and RPA methods described in Sections IV,B and IV,C. This has
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actually been done by Jansen and van der Avoird (1985) for a-  and 
/3-oxygen. All they had to add to the formalism applied by Briels et al.
(1984) to solid nitrogen, was to multiply the basis (111) by the triplet spin 
functions
® $ s (o-p) with S =  1 and M s =  1 ,0 ,  - 1
to add a spin term //£(o>) to the mean field Hamiltonian (117) and to 
extend the particle label P  =  {n, /, K }  in the RPA Hamiltonian (122) to 
translations, librations, and spin “ m otions” : K  = {7, L, 5}. This exten­
sion leads to extra  blocks in the RPA eigenvalue equations (126) that 
correlate the spin excitations and couple them to the phonons and librons. 
In principle, one can obtain mixed phonon-l ib ron-m agnon  modes. Such 
modes are not found in solid oxygen, however. The bilinear coupling 
terms between the lattice modes and the single-magnon spin modes van­
ish from the RPA Hamiltonian (122) because of symmetry. The excita­
tions are either pure lattice vibrations, of (mixed) phonon-libron  type, or 
pure magnons. The effective Hamiltonian for the lattice modes is obtained 
from the complete Hamiltonian by spin averaging Eq. (140), i.e., replac­
ing Sp by (S/>), and adding it to Eq. (23). The amplitude of the librations, 
11° in a-oxygen at T =  0 K, appears to be substantially smaller than in 
solid nitrogen. This agrees with the experimental data (Cahill and Leroi, 
1969). The effective spin Hamiltonian is given by Eq. (140) with the cou­
pling constants (J(cop , a)p>, rPP')), (Am(a>p)), and ( Tm(rpp•)) averaged over 
the translations and librations. Proceeding in this way, several of the 
problems outlined in Section VI,A can be solved.
The problem of the splitting of the Eg libron in /3-oxygen into an Ag, Bg 
doublet in a-oxygen appears to have the following explanation. Given the 
small structural distortion at the f3-a  phase transition, this splitting is 
indeed far too large to be obtained from lattice dynamics calculations 
employing the usual spin-independent Hamiltonian (23). The spin order­
ings in ¡3 and a-oxygen are very different, however, yielding a strong 
discontinuity of (SP) • (SP>) at the (3-a  transition. More precisely, one finds 
for the 120° spin arrangement in /3-02 that (SP) • (SP>) — - 0 .5  and for the 
antiferromagnetic ordering in a - 0 2 that (SP) • (SP>) — - 1  for nearest neigh­
bors. Introducing these values into the effective Hamiltonian for the lat­
tice modes, the Heisenberg coupling parameter J(a)P , (oF>, rPP') in Eq. 
(140) gets a very different weight in the /3 and a  phases. We have men­
tioned already that this param eter is extremely anisotropic, and thus it has 
a strong influence on the librational motions (see Fig. 9). The A g mode in 
a - 0 2 indeed obtains a much higher frequency than the Eg mode in (3-0 2, 
while the B g mode is somewhat lowered. Using the anisotropic J ( ojp , cdp> , 
rPP>) from ab initio calculations (W ormer and van der Avoird, 1984) gives
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quantitative agreement with the experimental splitting and shifts. Omit­
ting the Heisenberg term yields a small splitting, just  as in the earlier 
lattice dynamics calculations. This confirms the crucial role of this term in 
the libron-splitting mechanism.
Jansen and van der Avoird (1985) have also made spin-wave calcula­
tions as described earlier. The RPA equations with the effective spin 
Hamiltonian (140), averaged over the translations and librations, could be 
solved analytically for any wave vector q. The optical (q =  0) magnon 
frequencies emerging from these calculations are 6.3 and 20.9 cm -1, in 
reasonable agreement with the experimental values 6.4 and 27.5 cm -1. 
This agreement is very satisfactory if we realize that the spin Hamiltonian 
has been obtained from first principles, with none of its parameters fitted 
to the magnetic data.* We conclude that the RPA model, both for the 
lattice modes and the spin waves, when based on a complete crystal 
Hamiltonian from first principles, yields a realistic description of several 
properties of solid 0 2 that were not well understood before.
Appendix
In this article we have used some of the concepts of quantum-statisti­
cal mechanics. These concepts can, of course, be found in the textbooks 
(Ter Haar, 1966; Feynm an, 1972; McQuarrie, 1976), but the ideas that are 
most relevant to this paper are summarized in this appendix. In particular, 
we prove the thermodynamic variation principle, which has been applied 
several times.
In quantum-statistical physics, jus t  as in the classical counterpart, one 
introduces a density operator p such that the average value of any me­
chanical observable X  can be calculated as
Depending on the boundary conditions imposed on the system and on the 
specific form of p, several ensembles are distinguished. Most often the 
system is assumed to have constant volume V and the density operator is 
chosen to be
* Actually, the long-range dispersion term in the spin-independent potential of  Eq. (23), 
which affects the lattice vibrations and thus the averaged coupling parameters  in Eq. (140), 
has been fitted to obtain the best lattice constan ts  in a -0 2 .  The magnetic data, and the libron 
splitting d iscussed,  are very insensitive to this term, however.
( X )  =  T r (PX ) (A .l)
p = H) (A.2)
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The corresponding ensemble is therefore called canonical. The constant A 
is chosen such that Tr(p) =  1, from which it follows that p can be inter­
preted as defining a probability distribution over the eigenstates of the 
Hamiltonian H.  It is easy to dem onstrate  that
A =  In Z  (A.3)
with Z  = Tr(e~PH) and (3~] =  kBT , kB being the Boltzmann constant. The 
quantity A  corresponds with the Helmholtz free energy of the system. 
The thermodynamic variation principle reads
A <  A0 +  ( H  -  H q)o (A.4)
with the free energy A 0 and the average ()o referring to an approximate 
Hamiltonian Z/0. The inequality holds for any H 0. In the classical limit it is 
a simple consequence of Jen sen ’s inequality known from integration the­
ory (Rudin, 1966). In the quantum-mechanical case, its proof is more 
elaborate (Girardeau and Mazo, 1973; Feynman, 1972). Here we repro­
duce the proof of Girardeau and Mazo and define
Z ( \ )  =  Tr(ex+kY) (A.5)
We need the derivatives of this quantity with respect to The derivatives 
of an exponential operator are given by the rule
A  e H(K)  =  e m M  [ '  d x  e - x H M  d H M  e .x H (K) ( A  6 )
a k  Jo dh
This rule is proved by writing
d k
and demonstrating, via some simple differentiations, that
d F { y )  _  e _yH(k) d H { \ )  ^ v//U)
dy d \
Since
lim F ( y )  =  0
V—0
it follows that
F ( y )  =  £  dx e xHa)
which, fo ry  =  1, proves the rule (A.6). Applying this rule, with H ( \ )  = 
X  + and using the invariance of the trace with respect to cyclic per­
mutations of the operators, one finds for the derivatives of the quantity 
Z(X) defined by Eq. (A.5) that
Z ' ( \ )  =  Tr ( Y e x+kY) (A.7)
Z"(k)  =  T r ( r ^ - f x+u ') (A .8)
Applying the rule (A.6) to Eq. (A .8) and using the cyclic invariance of the 
trace again, it follows for Hermitian operators X  and Y that
Z"(A) =  1' dx  T r i C W C U H  (A.9)
with
C(x) =  e ]l2xiX+KY)Y e ]l2(]~x)iX+KY)
Knowing the derivatives of the quantity Z(X), we can expand it as a 
Taylor series:
Z(X) =  Z (  0) + \ Z ' (  0) + ¿ \ 2Z"(V)
for some X' lying in the interval 0 <  X' <  X. Since the second derivative, 
expressed as in Eq. (A.9), must satisfy the relation
Z 'U )  >  0 (A. 10)
we find the inequality
Z ( l )  >  Z(0) + Z '(0) (A .11)
When choosing
X  =  - P H 0 ~  p ( H  -  H 0)q, Y =  - p ( H  -  Ho) + P ( H  -  H 0)o
it can be shown, using Eq. (A.7), that Z '(0) =  0, and the inequality (A. 11) 
becomes
Tr[exp(—£/ƒ)] =  T r[exp(Z  +  Y) >  Tr[exp(Z)]
=  T r[e x p ( - /3 / /0)] exp ( ~ P ( H  -  H 0)o) (A. 12)
Taking the logarithm of this inequality and multiplying by ~ P ~ { yields the 
thermodynamic variation principle, Eq. (A.4).
When the free energy A  is given as a function of its characteristic 
variables, viz., T and V, it is possible to calculate all thermodynamic 
properties of the system. We list, for instance, the
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(entropy) S  =  -
dA\
dT>
(energy) E  =  A +  TS
(pressure) p  =
(specific heat) C„ =  T =  - T
Cn =  T Z S \  _ r  , 2 TVI * — C v + a/ D
1 ( d V \
(thermal expansion coefficient) a p =  — —  j
1 ( d V \
(compressibility) k t =  ~  y  [—  ) r 
For details we refer the reader to the textbooks mentioned
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