AbstractÐIn this paper, a novel method of pattern discovery is proposed. It is based on the theoretical formulation of a contingency table of events. Using residual analysis and recursive partitioning, statistically significant events are identified in a data set. These events constitute the important information contained in the data set and are easily interpretable as simple rules, contour plots, or parallel axes plots. In addition, an informative probabilistic description of the data is automatically furnished by the discovery process. Following a theoretical formulation, experiments with real and simulated data will demonstrate the ability to discover subtle patterns amid noise, the invariance to changes of scale, cluster detection, and discovery of multidimensional patterns. It is shown that the pattern discovery method offers the advantages of easy interpretation, rapid training, and tolerance to noncentralized noise.
INTRODUCTION

Motivation for Pattern Discovery
P ATTERNS occur in all types of real-life data. The analysis of economic, financial, biomedical, demographic, and diagnostic data usually reveals some type of organization that is different from uniform randomness. Many authors refer to this organization as the structure of the data (see for example, Scott [1] ), or equivalently, the patterns in the data [2] . We will use these intuitive terms interchangeably. With an understanding of the data's organization we can perform useful operations in the space of interest. These operations include the prediction of variable values, classification of previously unobserved samples and assessing the likelihood of a specific event. Therefore, the discovery of patterns is an indispensable step in the understanding of a given data set.
Related Work
Due to noise, sparsity, irregular geometries, and highdimensionality, the uncovering of patterns in a data set can be a monumental task. Consequently, there is much varied literature and past research that is related to our work.
In the realm of pattern discovery in continuous data, existing approaches can be broadly lumped into four categories: kernel-based methods, multilayer perceptrons, exploratory techniques, and clustering-type procedures. These categories are not necessarily disjoint and multiple techniques could very well be applied to a given data set. In pattern recognition, the search for structure is implicitly tied to the problem of classification. In this paper, however, discrimination ability will not be the driving force of discovery, although the results of discovery may be used for classification. We briefly overview each of the above broad class of approaches.
The first category encompasses a large body of literature, ranging from the classical work of Rosenblatt [3] and Parzen [4] to the more recent ideas of localized radial basis functions [5] . In general, these approaches seek a nonparametric description of the data's organization by a weighted summation of locally tuned basis functions. A common advantage of these methods is that with a proper choice of kernel, they provide a smooth density estimate over the space of interest. Contours of the smooth density estimate can reveal valuable information about the structure of the data. Traditional kernel methods are supported by favorable asymptotic properties (see [6] , pp. 91-92), along with the general kernel theorem [1] . Radial basis functions have been shown to possess a universal approximation ability [7] , [8] . Thus, theoretically, given unlimited numbers of hidden units and infinite samples, any pattern governed by a functional relationship can be detected and learned by the network. On the down side, in the absence of astronomical sample sizes, kernel-based nonparametric methods cannot simultaneously uncover both local and global organization in the data [1] . Radial basis function networks suffer from the curse of dimensionality when the intrinsic dimensionality of the data is less than the apparent dimensionality [9] .
Multilayer perceptrons form an internal representation of the data's structure by an iterative training procedure such as back-propagation [10] . In terms of discovery, these networks are also universal approximators of continuous functions [11] . Further, they are most touted for their ability to internally represent arbitrarily complicated and previously unknown structure in high-dimensions amid substantial noise corruption. As pattern discovery mechanisms, some issues come to mind. First of all, perceptron-based neural methods are limited to learning many-to-one functional relationships and the learned representation is only a mean relationship [12] . This becomes a limitation when we consider data which may be multimodal in a one-to-many fashion. Secondly, the discovered dependencies and relationships are encoded incomprehensibly as weights in the trained network. Hinton diagrams [13] and bond diagrams [14] reveal limited insights into the learned representations. Recent work on rule extraction from trained neural networks [15] , [16] strives to shed additional light on the discovered relationships (see [17] for a review). Although the correctness and completeness of the extracted rules can be difficult to verify, results reported in recent literature favorably support this type of discovery process.
Exploratory data analysis embodies a diverse collection of methods. Graphical methods attempt to pictorially illuminate the inherent structure in the data by the use of multiple scatter plots, glyphs, color, and parallel axes plots (see [1] for a review). These visual discovery techniques rely entirely on human interpretive abilities, which are no doubt powerful, but not immune to fatigue, error, and information overload. Projection methods such as principal component analysis (PCA) and projection pursuit (PP) are effective discovery tools when the relationships in the data are linear. When the structure lies on a nonlinear manifold, both methods have difficulty detecting the data's organization [18] , [2] .
Clustering methods seek out a special type of structure, namely, grouping tendencies in the data. In this regard, they are not as general as the other approaches but can provide valuable information when local aggregation of the data is suspected. The self-organizing map [19] is a special type of clustering algorithm [20] with greater discovery powers than traditional clustering methods. Although popular for its visual interpretability, the self-organizing map imposes a topological structure on the data. The assumed spatial topology may not be appropriate for all types of data [9] .
Although no one method will suffice for all kinds of data, the aforementioned discovery techniques do share a common vision of excavating important information from a data set.
A Novel Pattern Discovery Method
In designing a pattern discovery system, some specific requirements come to mind. The discovery process and the representation of the patterns should be transparent and easily interpretable. To account for probabilistic uncertainty in the data, the description of patterns should have a probabilistic indication of statistical relevance. As real data is often noisy, the discovery system must be able to filter random noise from useful information. To alleviate an often vexatious data preprocessing step, the discovery process should not be sensitive to monotonic, linear scaling of the data.
In their attempts to meet these objectives, past methods have often sacrificed interpretability. In this paper, we present a pattern discovery method that aims at meeting the above challenges under a single framework, while remaining fairly transparent. The discovery method is based on the statistically guided construction of events in the sample space. In turn, event construction draws upon residual analysis in contingency tables and recursive partitioning of the sample space. The proposed approach is able to discover nonlinear and multimodal structure which may be overlooked by standard exploratory techniques. It is also generic enough to detect functional relationships as well as clustering tendencies when they exist.
Paper Outline
The remainder of this paper is organized as follows. Section 2 lays down the fundamental definitions in the context of pattern discovery for continuous data. The discovery problem is formulated as a residual analysis problem in categorical data analysis. Section 3 presents the techniques of recursive partitioning and event merging for the purpose of pattern discovery. In Section 4, a probabilistic description of the discovered information is proposed. Section 5 summarizes the entire pattern discovery process with an implementable recursive algorithm. Experimental results are reported in Section 6, highlighting discovery capabilities and properties.
THEORETICAL BACKGROUND
The fundamental concepts and definitions are presented in two groups: those related to patterns and those related to discovery. Many definitions are adapted from probability theory and hypothesis testing.
Patterns
Feature
A feature, , is a random variable which, in general, may be a nominal, ordinal, or numerical attribute or characteristic of an object or process. Our attention will be restricted to numeric features which are continuous-valued.
Event
An event is the elemental construct in the present formulation of pattern discovery. Our definition is analogous to the definition of events for random variables. When dealing with discrete data, the sample space is finite. Events are simply taken to be the elementary events [21] , x, where is the d-dimensional random vector and x is the vector of realizations [22] .
In this paper, we are concerned with continuous data, particularly, the sample space`d. A continuous sample space consists of an uncountable number of realizations. The use of elementary events becomes intractable, especially when defining probabilities [21] . Instead, events are defined as Borel sets. Definition 1. Borel set [23] .
Consider the sample space`d. Let ÀI` i`i`I , i I F F F d. Let s i i Y i be a one-dimensional semiclosed interval. A Borel subset of`d is a d-dimensional rectangle, i, defined as:
by the collection of all such rectangles is a Borel field of`d, written as f`d.
This leads directly to our definition of an event in the continuous sample space,`d.
Hence, an event is just a subspace of the continuous sample space. Fig. 1 portrays an event in`Q defined by the intervals s x , s y , and s z . Here, , , and represent three continuous-valued features. Two more definitions concerning events will be used frequently. The observed frequency, n, of an event, i, is the number of sample data points, x i , that fall inside the volume occupied by i.
Event Association
A d-dimensional event, i, can be interpreted as the association of lower dimensional events. For example, in Fig. 1 , the event i can be viewed as an association of three one-dimensional intervals, s x , s y , and s z . These onedimensional intervals are themselves Borel sets on`and, therefore, valid events. We summarize with a definition.
An event association is a joint occurrence of low-dimensional events. In particular, any d-dimensional event (d ! P), i, can be considered an event association, composed of d onedimensional events (Equation (1) ).
Pattern
In the context of this work, a pattern is simply a significant event or equivalently, if d ! P, a significant event association. Here, the term ªsignificantº is used in the statistical context of hypothesis testing and will be clarified shortly.
Discovery
The discovery problem in a continuous sample space is to search for regions of organization, based on the information provided by the samples, fx i g, i I F F F x, drawn from an unknown population.
To elucidate on the discovery concepts, we first formulate the discovery problem in terms of categorical data analysis. This will allow the use of established and powerful statistical testing tools.
Discovery as Residual Analysis
Suppose that the continuous subspace of interest, &`d, is partitioned into t nonoverlapping regions. By the above definitions, we know that each of these subspaces is an event and, therefore, we label them as i j , j I F F F t. We are interested in discovering which events contain organized information. Equivalently, we want to discover the events which contain information that is not random. This latter viewpoint allows us to formulate the discovery problem as the analysis of a P Â t contingency table, under the assumption of product-multinomial sampling. Consider the P Â t contingency table shown in Table 1 . The columns of the table are labeled with the events, i j , j I F F F t. The first population represents the unknown distribution of the sample under consideration. Across this first row, we enter the actual observed frequencies, n Ij , j I F F F t of each event, i j , j I F F F t. The last column in the right is the row total, n I , where the sign indicates summation over j. This notation is consistent with that of standard contingency table analysis [24] , [25] , [26] , [27] .
Since we desire to identify events which differ from randomness, we construct a second population that is governed by a uniform random distribution. The virtual frequencies across this row are calculated by,
where v j is the hypervolume occupied by event i j , and
is the total hypervolume of the subspace under consideration. As introduced earlier, n I is the actual number of true observations in the sample. Equation (3) assigns the virtual frequencies according to the fraction of the total volume occupied by each event. This is in accordance with our intuitive understanding of a uniform distribution. Note that the sum across the second row, n P , is equal to n I by construction. The bottom row of totals is the sum of the actual and virtual frequencies for each event.
We now have a P Â t table, consisting of two independent multinomial populations. This is a case of productmultinomial sampling. We would like to compare the two populations for significant local differences. In contingency table parlance, this amounts to a test for homogeneity of proportions. The null hypothesis, r H , is given by,
where p ij is the probability of event j for population i.
To detect local departures from this hypothesis, we require estimates of the expected values, m ij , under the assumption that r H is true. We now draw upon a number of standard results for a two-dimensional table with productmultinomial sampling. Since each n ij has a multinomial distribution, the expected value is, m ij n i p ij [24] , [28] , [27] . Assuming the null hypothesis, r H , to be true, the estimate of the common value of p ij is, p ij n j n S From this we obtain as the estimated expected value, m ij n i n j n T Using the definition n j n Ij n Pj , and exploiting the symmetry relations, n I n P and n Pn I , we may specialize (6) to the present table. Doing so, we arrive at
where n Pj is given by (3). Equation (8) is the estimated expected value for the cells in jth column of the contingency table, assuming r H is true. Note that we've dropped the i subscript, as the expected value m is independent of the population i, by virtue of the hypothesis of homogeneity.
Since we are interested in detecting deviations from r H at the level of individual cells, we invoke the adjusted residual test statistic [29] , rather than a global Pearson chisquare statistic. The adjusted residual is an asymptotically standard normal test statistic [29] , [24] . For the cell corresponding to the ith population and jth event, it is defined by [29] ,
is the estimated asymptotic variance of the numerator. For a two-dimensional table, under the assumptions of product-multinomial sampling and homogeneity of proportions, this variance is given by [24] , [25] , ij m ij I À n j n I À n i n IH By applying (7) and the relations, n Pn I and n i n I , (10) is simplified to,
where again the i subscript has been dropped as there is no dependence on the population i.
Recall that only the first row of the contingency table (Table 1) describes the actual data. Hence, we will only compute residuals for the first row of cells. For simplicity of notation, these residuals will be written as r j without the population subscript. Substituting (8) into the numerator of the residual definition, (9), we arrive at the adjusted residual, tailored for our table,
with j defined by (11) . The above statistic is suitable for detecting differences between the event frequencies of the unknown distribution against those of a uniform random distribution. It has been shown that r j À3xHY I in distribution if the assumptions ( [27] , p. 439]) and regularity conditions [30] , ([27] , p. 426) used in the asymptotic derivation ( [29] , p. 211), ([24] , p. 226), [30] hold.
We are now in a position to define a significant event. Let z be the value of the standard normal deviate, $ xHY I, such that z . Let r j be the estimated value of the adjusted residual. The following definitions are analogous to those in statistical hypothesis testing.
An event, i j , is significant at the Â IHH perent significance level, if r j ! z IÀaP .
For example, at the 5 percent significance level, an event i j would be deemed significant if r j ! IXWT. A significant event indicates a breach of the homogeneity hypothesis. Spatially, significant events are parts of the subspace that contain organized data. In this paper, we reserve the terminology, ªsignificant eventº for positively significant events, unless specified otherwise.
An event, i j , is negatively significant at the Â IHH perent significance level, if r j z aP .
Negatively significant events are common in practice. They indicate that the observed frequency of an event is much less than the corresponding virtual frequency of the uniform random distribution. In terms of geometry, these events delineate regions of the subspace, , where the data is organized, but notably sparse.
For the sake of thoroughness, we also give the definition of insignificant events.
An event, i j , is insignificant at the Â IHH perent significance level, if j r j j`z IÀaP .
Insignificant events correspond to events which do not violate the homogeneity assumption at the chosen level of significance. Geometrically, these events demarcate sections of the subspace, , where the data is uniformly random, or lacking in organization.
In this section, we have explained how to construct a P Â t contingency table for pattern discovery. Computing residuals for the cells in the first row of this table, we detect departures from the homogeneity hypothesis. By so doing, we are actually identifying events with observed frequencies not governed by the uniform random distribution. In turn, these events correspond to regions of the original sample space that contain some sort of organized information. In this way, the problem of discovering informative subspaces is posed as a residual analysis problem of detecting departures from the homogeneity of proportions assumption.
Pattern Discovery
In light of the above definitions, pattern discovery is the search for significant events or significant associations among events. Hence, pattern discovery is a mathematical optimization problem where our objective is to size and locate events to maximize the adjusted residual statistic (12) . Unfortunately, the residual statistic is a nonsmooth objective and gradients cannot be computed. Further, the statistic is ill-posed in that cell frequencies cannot be analytically expressed in terms of the event size and location. In the next section of this paper, we discuss a method of obtaining an approximate solution to this optimization problem.
PARTITIONING
Given a data set, fx i Y i I F F F xg, and a set of events, fi j g, the above discussion describes how to assess the significance of each event. We now address the problem of practically constructing events in the given sample space. The following scheme is a recursive approximation in lieu of mathematical optimization.
Partitioning a Subspace &`d: Theoretical Justification
Our approach to event construction is to partition the continuous sample space into nonoverlapping sections. According to the above definitions, we know that such subspaces constitute valid events. However, in practice, we limit our attention to a subspace of`d. Fortunately, partitioning this subspace alone is sufficient for the generation of a Borel field of`d (see Definition 1) . Consider d as the union of the subspace and its complement g iǹ d , i.e.,`d g . We can consider g to be arbitrarily partitioned into countably many nonoverlapping rectangles. In this way, a partition of the subspace always provides a partition for the sample space`d (see Fig. 2 ). This abstract argument will be applied in building a probabilistic description of the data. For now, we may be content that restricting our attention to a subspace, , will not violate the aforementioned Definitions 1 and 2.
Marginal Maximum Entropy Partitioning
In accordance with Definition 1, we must partition into countably many nonoverlapping rectangular regions. Clearly such a partition is not unique. However, since we eventually want to describe the data's organization probabilistically, we desire a technique which maximally preserves the data's probability distribution. One such technique is known as marginal maximum entropy partitioning (MMEP) [31] , [32] . This method segments the subspace of interest while approximately maximizing the overall entropy [33] , r, of the partition.
where i j is the probability associated with event i j and the summation is over all events. The approximate nature of the method is due to the fact that partitioning is not performed in the full dimensionality, but rather marginally along each dimension. Lascurain [32] has shown that this is a reasonable approximation [32] for a number of distributions. It is well known that the entropy of a partition (13) is maximized when all probabilities are equalized [33] , [34] . In the present application, event probabilities can be estimated intuitively by the proportion of samples contained in each event. If we let x be the total number of samples under consideration, then the estimated probability of event i j is j n j ax IR Consequently, the equalization of probabilities translates into an equalization of event frequencies. Therefore, marginal maximization of entropy involves the segmentation of individual axes into one-dimensional intervals such that each contains an approximately equal number of samples. We summarize the procedure of Lascurain [32] below.
Marginal Maximum Entropy Partitioning Procedure (MMEP)
Let i represent the subspace to be partitioned. The partition size will be denoted as . As usual, d is the dimension of the data. Partitioning will produce Â Â F F F Â Otherwise, go to step 3.
The intersection points of the
For ease of visualization, the procedure is illustrated in Fig. 3 with a two-dimensional example (d P), using a partition size of Q, for a total of d Q P events. The data consists of x RS points. The dashed lines indicate the locations of the partition points on each axis. The vertical and horizontal partitions are shown separately on the left side. They are combined to produce the righthand pictorial. Each interval contains xa IS points and the observed frequencies of each event are approximately uniform.
The choice of hypercube partitions is not unique. The hypercube is, however, the simplest geometry which satisfies the definition of an event, requiring only P d parameters for complete specification. To specify a hyperellipsoid, for instance, one would need in the order of d P parameters. Any loss in representational accuracy resulting from the use of simple hypercubes is mitigated by recursive partitioning, described in Section 3.4.
Boundary Refinement
The MMEP method is fairly rigid in that the boundaries of the constructed events must lie on the partitioning planes. For discovery purposes, this is inadequate, as data on curved surfaces will not be well-represented. The left panel of Fig. 4 exemplifies this dilemma with four events, fi I Y F F F Y i R g. A simple enhancement is to adjust the event boundaries to coincide with the maximum and minimum coordinates of the contained data. The adjacent pictorial demonstrates this adjustment. In this way, the location of events can be completely general. Close adherence to the actual data is ensured, despite the restrictive nature of the partitioning scheme. These refined events undoubtedly satisfy the proposed theoretical framework.
Recursive Partitioning
From the above example, it is evident that the constructed events are rather coarse in that they do not effectively capture the organization of the data. To refine the events, we need to extend the above partitioning procedure in a recursive manner. In the present context, recursive partitioning [31] , [35] , [36] , [37] , [38] , [39] , [40] means that we again apply the MMEP procedure to each constructed event. Clearly, it is not meaningful to continue this process indefinitely. Termination conditions are required (see Section 3.6). Moreover, recursive partitioning of every constructed event may not be necessary, especially where there is actually little data or information. Some criterion is needed to guide the process of selective recursive partitioning [31] , [35] .
Unlike previous schemes based upon event covering criteria [31] , [35] , [41] , we use the criterion of significance introduced in Section 2.2.1 to direct the path of recursive partitioning. Plainly put, only events which are significant become candidates for additional partitioning. Fig. 5 . portrays an example of two levels of partitioning. The initial partition is shown on the left, along with the residual values of each event. On the right is the result of recursive partitioning. Here, we have used a 5 percent significance level, so that only events with residuals larger than or equal to IXWT are repartitioned.
Adaptive Partition Size
In the original work on MMEP [32] and early recursive partitioning-based discovery schemes [31] , [35] , there is no mention of how to determine an appropriate partition size, .
Recall that our main objective is to discover organization in the data. Therefore, at each level of partitioning, it makes sense to choose a partition size which yields the most information about the data's structure. Since significant events (both positive and negative) capture the data's organization, we choose the partition size, , to maximize the ratio of significant events to all candidate events. Formally, suppose the sample space is to be partitioned into d events. Let w represent the number of positively and negatively significant events in this partition. Choose such that,
This objective function encapsulates the trade-off between maximizing the number of significant events while minimizing Q, thereby minimizing computational complexity. Intuitively, we see that the value of (15) will increase as Q is incremented integrally from an initial value of unity. However, for large Q, (15) will decrease monotonically. It can be shown that (15) posesses exactly one maximum. Maximization of the above criterion is an integer program and can be solved by the standard branch and bound algorithm [42] . As a simple example, suppose that we were trying to detect the structure of the data in Fig. 6 . The left panel is the result of fixed P Â P partitioning. Much of the structure in the data is lost. The right panel exemplifies the substantial improvement in discovery due to adaptive partitioning at each level of recursion.
Termination Conditions
As alluded to in the explanation of recursive partitioning, criteria need to be established to prevent infinite recursion. We now outline these conditions under which partitioning of an event will cease. More than one condition may be satisfied simultaneously:
Here, Ã is the proportion of events with expected frequency below 5. The first condition states that partitioning should cease at a given level if more than one-fifth of the events have expected frequencies less than 5. This constraint, mentioned in [27] , maintains the validity of statistical testing.
This condition prevents an event, i j , from being partitioned when the expected event frequency, m j , is below the minimum value, min , required for reliable statistical testing. The derivation of this condition is provided in Appendix A.
r j z aP
When an event is negatively significant, it should not be partitioned. In fact, subspaces with little or no data are removed from further consideration.
j r j j`z IÀaP
This last condition halts recursive partitioning when an event is insignificant. Since the event's frequency does not deviate from that of uniformity, there is no need for additional investigation of the subspace.
Event Merging
Although recursive partitioning permits the detection of local organization in the data, two unacceptable complications arise. The first issue is computational. By a straightforward calculation, we see that with increasing levels of recursion, the number of events grows exponentially. Apart from being an exhaustive drain on resources, an overwhelming number of events is unmanageable for tasks such as classification or prediction. Secondly, overlapping events would arise if we were to store every event generated from multiple levels of recursion in a given subspace. From a theoretical perspective, Definitions 1 and 2 prohibit overlapping events.
Fortunately, these problems can be effectively alleviated by merging insignificant events within the current subspace, i, under consideration. Suppose the MMEP procedure is applied to a subspace i, using a partition size , to produce a set of events fi j g,j I F F F d , such that
An index set, , can be formed to identify all the insignificant events.
fj j j r j j`z IÀaP g IT where I j d . Once identified, these insignificant events, fi j gY j P , can be merged into a compound event, i jP i j . The following is a synopsis of the procedure. Assume that the space i has been partitioned by the MMEP procedure.
Event Merging Procedure
1. Identify insignificant events, fi j g P i, j P . The index set, , is defined by (16 , where x is the total number of samples under consideration.
Remove partition boundaries between insignificant
events.
Probability density estimation as in step 2c will be discussed in Section 4. It is included here for completeness. Fig. 7 exemplifies the effect of event merging. The events and their residual values are shown on the left. Again, we use a 5 percent significance level to demarcate the significant events ( r j b IXWT). On the right, the significant events are retained (shown as shaded rectangles) while the insignificant events (j r j j`IXWT) are merged. With regard to the computational problem, event merging offers substantial relief. Suppose that we apply MMEP to i, using a partition size of . Without event merging, MMEP will produce d w j j events, where w represents the number of positively and negatively significant events and j j is the number of insignificant events. With merging, the tally of events reduces to w I. As the number of insignificant events typically far outweighs its significant counterpart, i.e., j j ) w, merging amounts to an order of magnitude reduction in the total number of events stored.
From a theoretical standpoint, there will no longer be overlapping events. The compound events may assume quite arbitrary geometries but are still consistent with the event definitions. The argument is that the compound event is a union of a finite number of events and is therefore itself an event, by virtue of the closure property of f`d.
PROBABILISTIC DESCRIPTION AND SCALE INVARIANCE
After recursive partitioning and residual analysis, the subspace is divided into significant (both positive and negative) and insignificant events. At this point, a probabilistic description of the data's organization can be constructed. Such a description is useful for data interpretation, classification, and prediction. We propose a straightforward discrete density estimate as the appropriate probabilistic characterization of the data's organization.
Probabilistic Description
To simplify notation, we define the event indicator function.
Definition 6. Event Indicator Function.
The indicator function for the event, i j , is defined as,
Here, x P`d is a point in the d-dimensional sample space.
Employing Definitions 3 and 4 for event volume and observed frequency, we can assign to an event, i j , the following probability density estimate,
where, as usual, x is the total number of sample points under consideration. This definition is along the lines of the general nonparametric density estimate of Duda and Hart [6] . Note that this probability density is just the probability estimate of (14), j , divided by the event volume, v j . We see immediately that the normalization condition is satisfied:
To obtain a discrete probability density function (PDF), f, valid for the whole sample space, we recall that the events, i j , do not overlap, and therefore we may write compactly, fx j s j x p j PH where, again, x P`d and s j x is the indicator function previously defined. Note that only one term in the summation will have s j x T H as the data point can only fall into one event. Due to the frequency equalization tendency of the partitioning process, the above discrete density function is scale invariant.
Scale Invariance
We first clarify what we mean by monotonic scaling, a special case of monotone transformations of the coordinate axes ( [43] , pp. 22-24). Suppose we have a data set fx i g, i IY F F F Y xY and each x i P`d.
Definition 10. Monotonic Scaling.
A data set fx i g, i IY F F F Y x is said to undergo a monotonic change of scale to H fx
where k are, in general, d distinct positive constants. In other words, the kth coordinate of every data point is scaled by the same positive factor, k .
By scale invariance, we mean that the probability estimates are invariant to change of scale or equivalently, that the ratio of the densities of any two events is invariant. This concept is formalized below.
Suppose we have two data sets, fx i g P , and H fx
Let H be a monotonically scaled version of , as defined by (21) . Suppose now we apply MMEP to and H . By nature of (15), the same partition size, , will be selected for both data sets. The result of partitioning will be two sets of events fi j g and fi Let fi j g and fi H j g be constructed as above. We will write the probability of an event, i j , explicitly as i j . Then,
where pi j is the probability density value of event i j as given by (18) .
This property is a direct result of MMEP and the chosen density estimate. Verification is provided in Appendix B. A pedagogical example is provided in Fig. 8 , where the scale of one feature is expanded and the other is compressed. The importance of scale invariance in the related area of nonparametric pattern classification was recognized by Devroye [44] and Friedman [38] . Numerous partitioning schemes were designed specifically with this property [39] , [38] , [45] , [31] , [35] . In discovery, this is an equally indispensable property. From a functional perspective, a discovery system should uncover the same patterns (events) from a data set, regardless of how the features may be scaled. Further, the probabilistic description of these patterns should be consistent and independent of scale.
In data preprocessing, the determination of a suitable normalization factor is not always straightforward and linear. Indeed, the process is often laborious and ad hoc. Scale invariant residual analysis offers a structured and objective discovery alternative.
PATTERN DISCOVERY ALGORITHM
We summarize the above discussions by presenting the pattern discovery algorithm based on residual analysis and recursive partitioning. The algorithm draws upon partitioning ideas from [39] , [38] , [32] and the hierarchical methodology of [31] , [35] .
Discovery Algorithm: Residual Analysis and
Partitioning (RAP)
1. Suppose we want to seek patterns in a subspace . Set i . c. Compute the probability density estimate, p j , according to (18) . d. Compute the adjusted residual, r j , using (12).
5. Store, recurse, or continue:
a. If termination condition (4) is met, mark the event as insignificant. If termination condition (1) or (2) is satisfied, store this event as significant or mark it as insignificant, depending on the value of its residual. If condition (3) is true, simply remove this event from further consideration. Proceed to step 5c. b. Recursion. If no termination conditions are met, set i i j and go to step 2. c. Increment j and proceed to examine the next event by returning to step 4. If all events have already been examined, i.e., j d , then go to step 6. It is worthwhile to note that, in theory, and in practice, events with 0 density value, p j H, can be harmlessly discarded.
EXPERIMENTAL RESULTS
The experimental results are organized into two sections.
The first part will elucidate basic properties of the pattern discovery technique while the second part illustrates the application to a multidimensional data set. Experiments with other methods are included only to facilitate the explanation of pattern discovery properties. These experiments are not intended to be an exhaustive comparison with existing approaches. Throughout the discussion, we will demonstrate the ease of interpreting the discovery results. For all experiments, we have used a 5 percent significance level to gauge significant events. Also, in all experiments, the time required for the discovery was negligible, never exceeding 10 seconds. 
Basic Properties
Uniform Random Noise Rejection
To begin, we demonstrate the property of noise rejection when the data contains no organization. Consider the uniform random bivariate data (see Fig. 9 ). As shown on the right side, the system discovers no significant events. This is reassuring since we do not wish to discover structure which does not really exist in a data set. What happens if there is structure embedded in the noise? This leads to the next example.
Discovery Amid Noncentralized Noise
The second example examines the property of noise tolerance in the discovery of nonlinear structure. Fig. 10 shows the nonlinear relationship between intensity and mean angle taken from a physics problem. The governing equation is
where k I I and k P ÀI are constants and is a Gaussian variable with H mean and standard deviation IH ÀQ . From the governing relationship, IY HHH points were generated with additive Gaussian noise. In addition, the data has been corrupted with PSH uniform background noise points xY y with HXVW x PXPR and HXTW y HXUW. Application of RAP resulted in the discovery of 34 events (Fig. 11) . Notice that the noise has essentially been filtered out.
We can proceed to make use of the discovered information for predicting intensity values for given mean angles. Based on the data contained in each event, a centroid point can be computed. These centroids can then be spline-fitted. Although beyond the scope of this paper, it is worthwhile to mention that this spline fitting result could be used for Fig. 9 . Rejection of uniform randomness in discovery. Fig. 10 . Raw data. Fig. 11 . Discovered events.
scientific or functional form discovery or even for nonlinear regression. We can predict intensity values for given mean angles, simply by linearly interpolating between the spline points. The result on a test set is shown in Fig. 12 . We observe that the predicted values quite reasonably resemble the actual points. The important point to note here is that RAP discovery does not perform averaging of the data. The presence of noncentralized background noise, skewed towards the upper portion of the sample space, forces the mean to occur substantially above the actual curve.
To demonstrate this phenomenon, a three-layer feedforward neural network using a mean-square error objective function was trained with this data using the LevenbergMarquardt algorithm. Even when a large number of hidden units is commissioned to learn the data, the sum-of-squared error could not be further reduced (see Fig. 13 ). In fact, with larger networks, over-fitting was observed, resulting in larger errors. This is attributed to the skewness in the data. It is, however, conceivable that a nonaveraging objective may produce more accurate results.
From this example, we observe the important property of robust discovery of nonlinear functional structure in the presence of noncentralized noise.
Scale Invariance
Next, we exemplify the important property of scale invariance. Consider the housing data shown in Fig. 14 in miles and U.S. dollars. The same data is plotted in Fig. 15 , but in kilometers and Japanese yen. This latter data set will be referred to as the scaled housing data. Each sample point represents the value of a home located at a certain distance from the city center. When the RAP algorithm was applied, 13 events were discovered in each of the scaled and unscaled data sets. Fig. 16 and Fig. 17 show the discrete PDFs based upon the discovered events. We observe that the shape of the density function is preserved with scaling. This suggests that the relative magnitude of event density values remains constant, a necessary and sufficient condition for scale invariance. To demonstrate the usefulness of scale invariance, consider the following hypothetical query: Is it more likely to find a $197,132 home that is 7.08 miles from the city center or a $417,045 home that is 3.66 miles from the city center?
Ideally, we should arrive at the same answer, regardless of how the distance (kilometers or miles) and home value (dollars or yen) are specified. In fact, using the pattern discovery PDFs to answer this query, we find that the first home is 2.2 times more likely, regardless of how distance or home value are specified.
In contrast, methods based on distance measures are generally scale sensitive. As an example, consider the probabilistic neural network (PNN) that uses the Euclidean distance. The PNN is chosen for this illustration because like RAP, it directly yields an axiomatically true PDF. Table 2 indicates that a seemingly harmless change of scale has reversed the decision of the PNN (xx I ). Hopefully, the prudent practitioner would normalize the data or optimize the PNN smoothing parameter to mitigate the effects of scale. The consequence of normalizing both data sets is shown in the last row (xx P ). The decision is now invariant to scaling and is consistent with that of RAP. The advantage of RAP is that it can avoid the often ad hoc standardization of feature variables as it is not sensitive to different magnitudes in the features and provides consistent discovery results regardless of arbitrary changes of scale.
Cluster Detection
The last example of this section is concerned with two vital properties of a discovery system, namely interpretability and discovery of subtle organization. In particular, two alternatives for interpretation are exemplified.
Consider the plasma lipid data shown in Fig. 18 and Fig. 19 taken from Scott [1] . Each point represents a measurement of 2 lipid concentrations, triglycerides, and cholesterol, taken from male subjects. It is interesting to note that the data for the diseased subjects is actually multimodal [1] , although visually it appears unimodal. Further, the data for diseased and healthy subjects seems to completely overlap. The organization in this data is undoubtedly obscure and subtle.
Upon application of RAP pattern discovery, we arrive at 18 events for the diseased group and five for the healthy group, as shown in Fig. 20 and Fig. 21 . To obtain a smooth representation of the discrete probability density, Gaussian kernels weighted by their normalized densities 1 are placed on the event centroids. The covariance of each kernel is computed using the points contained in each event. The result is Fig. 22 . Bimodality is unambiguously revealed. Further, note that the healthy and diseased groups are now clearly delineated even though the raw data implied complete overlap. In terms of interpretability, the discovered events can also be viewed as rules which characterize each group. For example, the following rules are derived from the most significant events in each group:
. If the cholesterol level is between 194 and 208 mg/100mL AND the triglyceride level is between 121 and 160 mg/100mL, then the subject is in the healthy group (supported by 10 percent of the healthy cases). . If the cholesterol level is between 172 and 194 mg/ 100mL AND the triglyceride level is between 102 and 126, then the subject is in the disease group (supported by 6 percent of the disease cases).
For the disease data, cluster centers discovered by a selforganizing map (SOFM) and a mixture of Gaussian kernels [46] are shown in Fig. 23 . The SOFM has been included because it is a powerful unsupervised learning algorithm and like RAP, does not require a priori information about the number of clusters. Using topographic maps ranging from R Â R to T Â T neurons, the SOFM finds multiple centers. The centers are determined as the weighted average of the coordinates of the neurons with the highest frequencies of activation. The weights are simply the frequency proportions of the neurons. The numerical values of the centers are provided in Table 3 .
With the bimodal disease data, the results of RAP pattern discovery agree closely to both the findings of Scott [46] , [1] and the results of the SOFM. With the healthy subjects, however, RAP is handicapped by the sparsity of the data, forbidding repeated statistical testing. This accounts for the discrepancies in those cluster centers. RAP pattern discovery does offer some advantages. With Scott's kernel method, 370 kernels are required to furnish continuous densities for the two subject groups, while RAP only needs a total of 23. The evaluation of PDF values is therefore much quicker with the compact representation of RAP. RAP also trains faster than the SOFM, revealing cluster centers in a mere matter of seconds.
In short, we have shown that RAP can detect subtle multimodal structure without a priori knowledge of the number of clusters. The results of discovery can be easily interpreted as continuous contours or as simple rules and are shown to be consistent with those of existing methods.
Multidimensional Data
In the previous section, we illustrated a number of basic properties of RAP pattern discovery. Now, we demonstrate the usefulness of some of these properties in a reallife, multidimensional data set. We consider the fairly well-understood area of thyroid gland disease to allow for easy verification of the discovered patterns. The data is taken from Coomans et al. [47] and consists of three categories, hypothyroidism (deficiency in thyroid hormones), hyperthyroidism (excess of thyroid hormones) and euthyroidism (normal thyroid function). The features are five continuous clinical measurements summarized in Table 4 . The data for each class is displayed using a parallel axes plot [48] in Fig. 24 and Fig. 25 . The application of RAP pattern discovery yielded five significant events for euthyroidism, two for hyperthyroidism, and three for hypothyroidism subjects. To display multidimensional events we use a slightly modified parallel axes plot. As usual, the d-axes are drawn parallel and equally spaced. A d-dimensional event is represented by connecting the endpoints of each one-dimensional interval by a piecewise linear curve. The most significant event in each of the three categories is shown in Fig. 26 , and the upper portion is magnified in Fig. 27 . These plots lend to rapid verification with domain theory. Consider the following observations:
. The features T4 and T3RIA represent the two types of hormones produced by the thyroid gland. As expected, the events suggest that the hypothyroid subjects exhibit a reduced level of these hormones while the hyperthyroid subjects are characterized by abnormally high hormone concentrations. The euthyroid hormone levels fall between those of the two disease states. . The events also suggest that TSH is substantially higher in the hypothyroid case. Again, this is in agreement with physiological principles. In hypothyroidism, the low-functioning thyroid gland produces very few thyroid hormones (T3 and T4). The negative feedback that these hormones normally provide to regulate TSH production is removed and TSH levels soar. The opposite situation occurs in the hyperthyroid case and is also elucidated by the significant events. . The observation that dTSH (hypothyroid)
can be explained with similar reasoning. Note that TRH is a hormone which stimulates the production of TSH. In the hyperthyroid case, there is so much inhibition from the excess thyroid hormones, that additional TRH has little effect on TSH production. The opposite is true for hypothyroidism. In the normal functioning thyroid, TRH does end up increasing the production of T3 and T4, but their negative feedback counteracts the effect of TRH.
Conventional exploratory data analysis, such as parallel axes plots, may qualitatively hint at the separable structure in the T4, T3RIA, and TSH features. However, apart from quantifying this information, pattern discovery also sheds light on the previously obscured structure of the dTSH and RT3U features. The plot of events has two advantages over conventional parallel axes plots of the data. The problem of splotching [1] is overcome by only showing significant events. Unlike thinning procedures [1] , here there is no fear of losing valuable structural information. Secondly, the event plot implicitly carries useful quantitative information about the discovered structure, in terms of event boundaries, significance, and percent support of each event (Table 5) . It is worthwhile to mention that the most significant event need not necessarily be the most frequently supported event. Indeed, significance implies the existence of organization which is not conveyed by simple frequency statistics. As a last remark, we note that, as in the housing example, here, the discovered events can also be easily interpreted as logical rules.
In this last experiment, we have demonstrated the application of RAP pattern discovery to multidimensional data. Relationships in the data are made apparent by uncovering significant events. The parallel axes event plot is uncluttered and facilitates interpretation. The discovered events can be easily validated with available domain theory and provide quantitative information about the data's organization.
CONCLUDING REMARKS
Limitations
For k levels of recursion, partitioning with a fixed will yield d k candidate events for examination. Clearly, for d b S, the number of computations becomes prohibitive even for small . In such instances, the partitioning approximation must be abandoned in favour of a mathematical optimization approach to find significant events in a compact region of the d dimensional space. We stress that the theoretical formulation of significant events via contingency tables applies regardless of dimensionality. In fact, for any value of d b P, the analysis is always twodimensional. Only the partitioning approximation to the optimization problem needs to be replaced by an unconstrained optimization algorithm. A second limitation of partitioning is the inability to directly handle discrete data that have only a few discrete levels. Data preprocessing would be required but such operations may detract from the interpretability of pattern discovery.
Summary
This paper has presented a novel approach to pattern discovery based on the theoretical formulation of a contingency table of events. A framework of events was put forth and discovery was posed as residual analysis. The distinguishing characteristic of RAP pattern discovery is its wide range of applicability and straightforward interpretability. The same algorithm that is used for uncovering functional structure is readily applied to the detection of multiple modes and interpretation of multidimensional data.
With real-life data, it is often difficult to ascertain the suitability of a continuous function model or the number of clusters or the type of embedded noise. Often no a priori evidence is available to even suggest that the underlying structure is spatially contiguous. Unlike the majority of model-based (statistical) and model-free (neural) discovery methods, RAP pattern discovery thrives when these assumptions cannot be readily made. The experiments demonstrated several strengths of the pattern discovery method, including tolerance of noncentralized noise, scale invariance, and rapid training. One of the most significant advantages of RAP over model-free discovery methods is that the results are readily interpreted, either by way of simple rules, contour plots, or parallel event plots.
APPENDIX A 1. TERMINATION CONDITION
In the derivation of the large sample variance of the residual [29] , [27] , [30] , [24] , the central limit theorem is applied to the summation of multinomials, yielding an asymptotically normal distribution. For this approximation to hold, the expected cell frequency should be sufficiently large, typically at least 25 samples. Let min denote this minimum expected cell frequency. We therefore constrain the expected frequency given by (8) , m j I P n Ij n Pj ! min PS
If we substitute for n Pj using (3) and solve for the event volume, v j , we arrive at a lower bound for v j .
v j ! y n I P min À n Ij lower ound PT If the volume of an event falls below this lower bound, partitioning should not proceed. This condition is expressed by the second termination criterion. 
