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The state complexity of a class of operations involving roots
and boolean operations
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LITIS, Université de Rouen,
Avenue de l’Université,
76801 Saint-Étienne du Rouvray Cedex,
France
Abstract. Modifiers are a sets of functions acting on tuple of automata and allowing one to construct
regular operations. We define and study the class of friendly modifiers that describes a class of regular
operations involving compositions of boolean operations and roots. We also give an explicit tight bound
for the state complexity of these operations.
1 Introduction
The state complexity of a regular language is the size of its minimal (complete determinis-
tic) automaton and the state complexity of a regular operation is the maximal one of those
languages obtained by applying this operation onto languages of fixed state complexities.
The research on this subject dates back to the 70s, when in a seminal paper [11], Maslov
gave values (without proofs) of the state complexities of several operations, in particular
of the square root. Since the 90s, this area of research has been very active and the state
complexity of numerous operations has been computed, see e.g [4,5,7,8,9,12] for a survey.
A method that applies to a wide class of operations, called 1-uniform operations, was
described independently in [2] and [3]. This approach consists in describing a 1-uniform
operationas functions, calledmodifiers, actingonautomata satisfying somenice conditions.
It allows us to describe states of the resulting automaton as combinatorial objects and to
compute an upper bound for its state complexity by enumerating them. Therefore, we
obtain a tight bound by exhibiting a witness chosen in a pool of automata, calledmonsters,
whose sets of transition functions contain all possible functions of their states.
Krawetz et al. [10] computed the state complexity of Root(L), the set of words w such
that wi is in L for some positive integer i, which is the same as the state complexity of
square root [2]. This naturally raises the question of whether this result can be generalized
for any compositions of boolean operations and roots.
We show a correspondence between these operations, a class of modifiers, called
friendly, and subsets of eventually periodic boolean sequences. From this correspondence,
we deduce a tight bound for the state complexities of these operations.
The paper is organized as follows. Section 2 contains definitions and notations about
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automata. In Section 3, we recall definitions and basic facts on modifiers and 1-uniform
operations. In Section 4, we define and study friendly modifiers and the operations they
describe, in particular by introducing the notions of standard modifier and characteristic
functions. Our main result is a one to one correspondence between standard friendly
modifiers and operations, also called friendly, obtained by combining roots and boolean
operations. Finally, In Section 5, we give tight bounds for state complexities of friendly
operations.
2 Preliminaries
2.1 Operations over sets and sequences
The cardinality of a finite set E is denoted by #E, the set of subsets of E is denoted by 2E and
the set of mappings of E into itself is denoted by EE. The identity mapping from E into itself
is denoted IdE. For any non-negative integer k, we denote by Ek the set of all k-tuples of
elements of E. The symmetric difference of two sets E1 and E2 is denoted by⊕ and defined by
E1 ⊕ E2 = (E1 ∪ E2)\(E1 ∩ E2). For any positive integer n, let us denote ~n for {0, . . . , n− 1}.
For any two k-tuples of functions φ = (φ1, . . . , φk) ∈ GF11 ×· · ·×GFkk andψ = (ψ1, . . . , ψk) ∈
FE11 × · · · × FEkk , we denote by φ ◦ψ = (φ1 ◦ψ1, . . . , φk ◦ψk) ∈ GE11 × · · · ×GEkk the point by point
composition of ψ by φ. This operation should not be confused with the composition defined
as follow: for any two functions f : E j → E and g : Fk → E and for any 1 ≤ p ≤ j, the pth
composition of g by f is the function f ◦p g : E j+k−1 → E defined by
f ◦p g(e1, . . . , e j+k−1) = f (e1, . . . , ep−1, g(ep, . . . , ep+k−1), ep+ j, . . . , e j+k−1),
for any e1, . . . , e j+k−1 ∈ E.
For any set E, a sequence with values in E is a function u from N into E. For every
p ∈ N, we denote u(p) by up, and the sequence u is often denoted by (up)p∈N. A sequence
u is eventually periodic if there exists a, b ∈N such that, for any integer p ≥ a, gp+b = gp.
2.2 Languages and Automata
Let Σ be a finite set of symbols, called alphabet, the elements of which are called letters. A
word w over Σ is a finite sequence of letters of Σ. Let us denote by ε the empty word. The
catenation of two words u = a1 · · · an and v = b1 · · · bm denoted by u · v or uv is the word
a1 · · · anb1 · · · bn. We define wn inductively as w · wn−1 with w0 = ε.
The set of all finite words over Σ is denoted by Σ∗. A language is a subset of Σ∗. We
define the complementary of a language L ⊆ Σ∗ by cL = Σ∗ \L. For any n ∈N, we also define
the n-th root of a language L by n
√
L = {w ∈ Σ∗ | wn ∈ L}. Notice that 0√L = Σ∗ if ε ∈ L and ∅
otherwise, and 1
√
L = L. By convention, we denote 2
√
L by
√
L.
A complete and deterministic finite automaton (DFA) is a 5-tuple A = (Σ,Q, i, F, δ) where
Σ is the input alphabet, Q is a finite set of states, i ∈ Q is the initial states, F ⊂ Q is the set
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of final states and δ is the transition function from Q× Σ to Q and defined for every q ∈ Q
and every a ∈ Σ. The cardinality of A is the cardinality of its set of states, i.e. #A = #Q.
Let A = (Σ,Q, i, F, δ) be a DFA. A word w ∈ Σ∗ is recognized by the DFA A if δ(i,w) ∈ F.
The language recognized by a DFA A is the set L(A) of words recognized by A. Two DFAs
are said to be equivalent if they recognize the same language.
For any word w, we denote by δw the function q → δ(q,w). Two states q1, q2 of D are
equivalent if for any word w of Σ∗, δ(q1,w) ∈ F if and only if δ(q2,w) ∈ F. This equivalence
relation is called the Nerode equivalence and is denoted by q1 ∼Ner q2. If two states are not
equivalent, then they are called distinguishable.
A state q is accessible in a DFA if there exists a word w ∈ Σ∗ such that q = δ(i,w). A DFA
is minimal if there does not exist any equivalent DFA with less states and it is well known
that for anyDFA, there exists a unique, up to a relabeling of the states, minimal equivalent
one [6]. Such a minimal DFA is obtained fromD by computing Â/∼ = (Σ,Q/ ∼, [i], F/ ∼, δ∼)
where Â is the accessible part of A, and where, for any q ∈ Q, [q] is the ∼-class of the state
q and satisfies the property δ∼([q], a) = [δ(q, a)], for any a ∈ Σ.
2.3 Languages Operations and State Complexity
We consider that a k-ary operation over languages (for short an operation) is a map sending
every k-tuple of languages over the same alphabet to a language over the same alphabet
as its preimage. A k-ary operation is regular if it sends every k-tuple of regular languages
to a regular language. The state complexity of a regular language L denoted by sc(L)
is the number of states of its minimal DFA. This notion extends to regular operations:
the state complexity of a unary regular operation ⊗ is the function sc⊗ such that, for all
n ∈ N \ 0, sc⊗(n) is the maximum of all the state complexities of ⊗(L) when L is of state
complexity n, i.e. sc⊗(n) = max{sc(⊗(L))|sc(L) = n}. More generally, the state complexity
of a k-ary operation ⊗ is the k-ary function sc⊗ such that, for all (n1, . . . , nk) ∈ (N \ 0)k,
i.e. sc⊗(n1, . . . , nk) = max{sc(⊗(L1, . . . , Lk) | for all i ∈ {1, . . . , k}, sc(Li) = ni}. A witness for ⊗
is a a way to assign to each (n1, . . . , nk), assumed sufficiently big, a k-tuple of languages
(L1, . . . , Lk), over the same alphabets, with sc(Li) = ni, for all i ∈ {1, . . . , k}, such that
sc⊗(n1, . . . , nk) = sc(⊗(L1, . . . , Lk)).
2.4 1-uniform morphisms
Let Σ and Γ be two alphabets. A morphism is a function φ from Σ∗ to Γ∗ such that, for all
w, v ∈ Σ∗, φ(wv) = φ(w)φ(v). Notice that φ is completely defined by its value on letters.
Let L be a regular language recognized by the DFA A = (Γ,Q, i, F, δ) and let φ be a
morphism from Σ∗ to Γ∗. Then, φ−1(L) is the regular language recognized by the DFA
B = (Σ,Q, i, F, δ′) where, for all a ∈ Σ and q ∈ Q, δ′(q, a) = δ(q, φ(a)).
A morphism φ is 1-uniform if the image by φ of any letter is a letter.
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3 Modifiers and 1-uniform operations
3.1 Definition and first properties
In [1] and [3], the authors of the respective papers investigated, independently, the same
class of regular operations which are especially handy to manipulate for computing their
state complexities. We recall its definition below.
Definition 1. A k-ary regular operation ⊗ is 1-uniform if, for any k-tuple of regular languages
(L1, . . . , Lk), for any 1-uniform morphism φ, ⊗(φ−1(L1), . . . , φ−1(Lk)) = φ−1(⊗(L1, . . . , Lk)).
We check easily that the 1-uniformity is stable by composition.
Claim. Let φ and ψ be two 1-uniform operations, respectively j-ary and k-ary. Then, for
any integer 1 ≤ p ≤ j, the ( j + k − 1)-ary operator
φ ◦p ψ(L1, . . . , L j+k−1) = φ(L1, . . . , Lp−1, ψ(Lp, . . . , Lp+k−1), Lp+k, . . . , L j+k−1)
is 1-uniform.
Many well-known unary regular operations are 1-uniform. See [3] for a non-exhaustive
list of examples like the complement, the Kleene star, the reverse, the cyclic shift, the
mirror, all boolean operations and catenation among others.
Each 1-uniform operation corresponds to a construction over DFAs, which is handy
when we need to compute the state complexity of its elements. Such a construction on
DFAs has some constraints that are described in the following definitions.
Definition 2. The state configuration of a DFA A = (Σ,Q, i, F, δ) is the triplet (Q, i, F).
Definition 3. A k-modifier is a k-ary operation acting on a k-tuple of DFAs (A1, . . . ,Ak), on the
same alphabet Σ, and producing a DFA m(A1, ...,Ak) such that
– its alphabet is Σ,
– its state configuration depends only on the state configurations of the DFAs A1, . . . ,Ak,
– for any letter a ∈ Σ, the transition function of a in m(A1, . . . ,Ak) depends only on the state
configurations of the DFAs A1, . . . ,Ak and (only) on the transition function of a in each of the
DFAs A1, ...,Ak .
Example 1. For any DFA A = (Σ,Q, i, F, δ), we define
Sqrt(A) = (Σ,QQ, IdQ, {φ ∈ QQ|φ(φ(i)) ∈ F}, δ′),
where for any a ∈ Σ, δ′a(φ) = δa◦φ. ThemodifierSqrtdescribes the classical construction on
DFA for the square root operation on languages [11], i.e. for all DFAA,
√
L(A) = L(Sqrt(A)).
In Figure 2, [i j] represents the function φ such that φ(0) = i and φ(1) = j.
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Fig. 1: A DFA A.
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Fig. 2: The DFA Sqrt(A).
Example 2. For any DFA A = (Σ,Q1, i1, F1, δ1) and B = (Σ,Q2, i2, F2, δ2), we define
Xor(A,B) = (Σ,Q1 ×Q2, (i1, i2), (F1 × (Q2 \ F2) ∪ (Q1 \ F1) × F2), (δ1, δ2))
The modifier Xor describes a construction associated to the symmetrical difference, i.e for
all DFAs A and B, L(A) ⊕ L(B) = L(Xor(A,B)).
Definition 4. A k-modifier m is 1-uniform if, for every pair of k-tuples of DFAs (A1, . . . ,Ak)
and (B1, . . . ,Bk) such that L(A j) = L(B j) for all j ∈ {1, . . . , k}, we have L(m(A1, . . . ,Ak)) =
L(m(B1, . . . ,Bk)). In that case, there exists a regular operation ⊗m such that, for all k-tuples
of DFAs (A1, . . . ,Ak), ⊗m(L(A1), . . . ,L(Ak)) = L(m(A1, . . . ,Ak)). We say that m describes the
operation ⊗m.
We easily check that, for modifiers, 1-uniformity is stable by composition.
Claim. Letm1 andm2 be respectively a j-modifier and a k-modifier describing, respectively,
operations ⊗1 and ⊗2. The modifier m1 ◦p m2 describes ⊗1 ◦p ⊗2.
The correspondence between 1-uniform modifiers and 1-uniform operations is stated
in the following Theorem and proved in [1].
Theorem 1. A k-ary operation ⊗ is 1-uniform if and only if there exists a k-modifier m such that
⊗ = ⊗m.
3.2 Functional notations
When there is no ambiguity, for any symbol X and any integer k given by the context, we
write X for (X1, · · · , Xk). The number k will often be the arity of the regular operation or of
the modifier we are considering.
From Definition 3, any k-modifier m can be seen as a 4-tuple of mappings (Q, i, f, d)
acting on k DFAs Awith A j = (Σ,Q j, i j, F j, δ j) to build a DFA mA = (Σ,Q, i, F, δ), where
Q = Q(Q, i, F) i = i(Q, i, F), F = f(Q, i, F) and ∀a ∈ Σ, δa = d(i, F, δa).
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For the sake of clarity, we do not write explicitly the domains of the 4-tuple of mappings
but the reader can derive them easily from the above equalities. Notice that we do not
need to point out explicitly the dependency of d on Q because the information is already
contained in δa. Notice also that δa indeed only depends on the k-tuple of transition
functions δa and not on any other transition functions. We identify modifiers and such
4-tuples of mappings.
Below we revisit the definition of Sqrt and Xor according to this formalism.
Example 3. Sqrt = (Q, i, f, d) where
Q(Q, i, F) = QQ, i(Q, i, F) = IdQ, f(Q, i, F) = {φ | φ(φ(i)) ∈ F}, d(i, F, φ)(ψ) = φ ◦ ψ
Example 4. Xor = (Q, i, f, d) where
Q((Q1,Q2), (i1, i2), (F1, F2)) = Q1 ×Q2, i((Q1,Q2), (i1, i2), (F1, F2)) = (i1, i2),
f((Q1,Q2), (i1, i2), (F1, F2)) = F1 × (Q2 \ F2) ∪ (Q1 \ F1) × F2,
d((i1, i2), (F1, F2), (δ1, δ2)) = (δ1, δ2).
4 Friendly modifiers and friendly operations
4.1 Friendly modifiers
We first define friendly modifiers, and eventually give a characterisation of the operations
described by friendly modifiers.
Definition 5. We say that a k-modifier m = (Q, i, f, d) is friendly if, for any k-tuple of finite sets
Q, any F such that F j ⊆ Q j for all j, any i ∈ Q1 × · · · ×Qk, and any φ,ψ ∈ QQ11 × · · · ×QQkk ,
d(i, F, (φ1 ◦ ψ1, . . . , φk ◦ ψk)) = d(i, F, φ) ◦ d(i, F, ψ)
The idea of the definition is that d should be a morphism for its third coordinate. For
instance, the modifiersSqrt and Xor are friendly. It is easy to check the following property
of stability.
Proposition 1. Friendly modifiers are stable by composition.
4.2 Standard friendly modifiers
We define the class standard friendly modifiers. The main idea is that to any friendly
1-uniform modifier is associated a standard friendly modifier that is another 1-uniform
modifier describing the same operation. Additionally, Theorem 2, proven later in Section
4.4, shows that any operation described by a friendly modifier is also described by a
unique standard friendly modifier. In other words, standard modifiers is canonical form
for every 1-uniform friendly modifier describing the same operation.
Definition 6. We say that a k-modifier m = (Q, i, f, d) is standard if
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– Q(Q, i, F) = QQ11 × · · · ×QQkk
– i(Q, i, F) = (IdQ1 , . . . , IdQk)
– d(i, F, φ)(ψ) = (φ1 ◦ ψ1, . . . , φk ◦ ψk)
We easily check that a standard k-modifier is friendly. Notice that a friendly standard
k-modifier m = (Q, i, f, d) is entirely defined by its third coordinate f.
Definition 7. Letm = (Q, i, f, d) be a friendly k-modifier. We denote by msf the friendly standard
k-modifier such that fsf(Q, i, F) = {φ | d(i, F, φ)(i(Q, i, F)) ∈ f(Q, i, F)}.
Example 5. Let C be the 1-modifier (QC, iC, fC, dC), with
QC(Q) = Q, iC(Q, i, F) = i, fC(Q, i, F) = Q \ F, dC(i, F, d) = d.
The modifier C is friendly. Furthermore, as it follows the classical construction of the
complement of DFAs, we easily see that it is 1-uniform and describes the regular operation
complement. Figures 3,4 and 5 describe the effect of C and of Csf on a DFA A. In Figure 5,
[i j] represents the function φ such that φ(0) = i and φ(1) = j.
0 1
a, b
a
b
Fig. 3: The DFA A.
0 1
a, b
a
b
Fig. 4: The DFA CA.
[01] [10]
[00]
[11]
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a
a, ba
b b
b
Fig. 5: The DFA CsfA.
Lemma 1. For any 1-uniform friendly k-modifier m, the standard modifier msf describe the same
operation as m.
Proof. Let m = (Q, i, f, d) be a 1-uniform friendly k-modifier. We show that m and msf
describe the same operation, which proves thatmsf is 1-uniform. LetA be a k-tuple of DFA
such that A j = (Σ,Q j, i j, F j, δ j).
A word a1a2 . . . al is in L(mA) if and only if
d(i, F, δa1a2...al)(i(Q, i, F)) = (d(i, F, δal) ◦ d(i, F, δal−1) ◦ . . . ◦ d(i, F, δa1))(i(Q, i, F)) ∈ f(Q, i, F).
Equivalently,
(dsf(i, F, δal) ◦ dsf(i, F, δal−1) ◦ . . . ◦ dsf(i, F, δa1))((IdQ1 , . . . , IdQk)) = δa1a2...al ∈ fsf(Q, i, F).
But this last statement is equivalent to a1a2 . . . al ∈ L(msfA). So L(msfA) = L(mA). ⊓⊔
We denote byMk the set of 1-uniform friendly standard k-modifiers.
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4.3 Characteristic functions
As a standard friendly modifier (Q, i, f, d) is entirely characterized by the map f, which
governs the final states of the output DFA, we first show a regularity property on these
final states when the modifier is 1-uniform. To that aim, we associate to every state of
an output DFA a characteristic function, in such a way that any two states associated to
the same characteristic function have the same finality. These characteristic functions are
represented by k-tuples of eventually periodic sequences with values in {0, 1}.
LetUk be the set of all k-tuples uwhere each u j is an eventually periodic sequencewith
values in {0, 1}. To simplify notation, for all ( j, p) ∈ {1, . . . , k} ×N, we identify (u j)p with u j,p.
Definition 8. Let φ ∈ QQ11 × · · · ×QQkk . We denote by χ
φ
i,F
the k-tuple of sequences u ∈ Uk where,
for any p ∈ N and any j ∈ {1, . . . , k}, u j,p = 1 if φpj (i j) ∈ F j and u j,p = 0 otherwise ; with
the notation φ
p
j
= φ j ◦ . . . ◦ φ j︸        ︷︷        ︸
p times
. We say that χ
φ
i,F
is the charateristic sequence of φ in the state
configuration (Q, i, F).
Notice that, in the above definition, we have u ∈ Uk because φpj (i j) is eventually periodic,
since φ j is a function from a finite set into a finite set.
Example 6. As represented in Figures 6, 7, let (Q1,Q2) = ({0, 1}, {0, 1}), (i1, i2) = (0, 0),
(F1, F2) = ({1}, {0}), φ1(0) = 1, φ1(1) = 0, φ1 = φ2 and u = χφ1,φ2(i1 ,i2),(F1,F2). We have, for all
( j, p) ∈ {1, 2} ×N, u j,p = 1 if and only if p + j is even.
0 1
Fig. 6: A representation of (Q1, i1, F1) with
function φ1
0 1
Fig. 7: A representation of (Q2, i2, F2) with
function φ2
Recall that, if A is any k-tuple of DFA such that the set of states of A j is Q j, the set of the
states ofmA isQQ11 × · · · ×QQkk whenm is standard. The next proposition expresses the fact
that states with the same characteristic sequence have the same finality.
Proposition 2. Let m = (Q, i, f, d) be a 1-uniform standard friendly k-modifier. Let (Q, i, F) and
(Q′, i′, F′) be any two state configurations, φ ∈ QQ11 × · · · × QQkk and φ′ ∈ Q′1Q
′
1 × · · · × Q′
k
Q′
k . If
χ
φ
i,F
= χ
φ′
i,F
, then φ ∈ f(Q, i, F) if and only if φ′ ∈ f(Q′, i′, F′).
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Proof. Suppose that χ
φ
i,F
= χ
φ′
i,F
. Because of the symmetry between φ and φ′ in the lemma,
we only need to show that, if φ ∈ f(Q, i, F) then φ′ ∈ f(Q′, i′, F′). Let us therefore suppose
that φ ∈ f(Q, i, F). Let A and A′ be k-tuples of DFAs with Aℓ = ({a},Qℓ, iℓ, Fℓ, αl) and
A′
ℓ
= ({a},Q′
ℓ
, i′
ℓ
, F′
ℓ
, α′
ℓ
) such that αa = φ and α′a = φ′. Since χ
φ
i,F
= χ
φ′
i′,F′ , for any ℓ ∈ {1, . . . , k},
φ
p
ℓ
(iℓ) ∈ Fℓ if and only if φ′pℓ(i′ℓ) ∈ F′l . Furthermore, αℓa
p
= φ
p
ℓ
and α′
ℓ
ap
= φ′
ℓ
p. Therefore, for
any ℓ ∈ {1, . . . , k}, L(Aℓ) = L(A′ℓ). Since d(i, F, αa)(IdQ1 , . . . , IdQk) = φ and φ ∈ f(Q, i, F), we
have a ∈ L(mA). Furthermore, m is 1-uniform, and so we have a ∈ L(mA′). This implies
that φ′ = d(i′, F′, α′a)(IdQ′1 , . . . , IdQ′k) ∈ f(Q
′, i′, F′), which concludes our proof. ⊓⊔
The above result invites us to represent the third coordinate f of a standard friendly
modifier by a set of characteristic functions. In fact, Proposition 4, proven in Section 4.4,
shows that there is a one-to-one correspondence between standard friendly modifiers and
subsets ofUk. Therefore, we now define an application mod that allows us to compute a
standard friendly k-modifier from any subset ofUk.
Definition 9. For any E ⊆ Uk, we denote by mod(E) the friendly standard modifier (Q, i, f, d)
with, for all state configurations (Q, i, F), f(Q, i, F) =
{
φ ∈ QQ11 × · · · ×QQkk | χ
φ
i,F
∈ E
}
.
As a corollary of Proposition 2, any 1-uniform friendly standard k-modifer can be con-
structed this way from some subset ofUk. In other words,
Corollary 1. The set of 1-uniform friendly standard k-modifiers Mk is a subset of the image of
mod.
Proof. Let m = (Q, i, f, d) be a 1-uniform friendly standard k-modifier. Let E be the set of
all sequences u ∈ Uk such that there exists a state configuration (Q, i, F) and φ ∈ f(Q, i, F)
with χ
φ
i,F
= u. For any state configuration (Q, i, F), if φ ∈ QQ11 × QQkk and χ
φ
i,F
∈ E, then,
by Proposition 2, φ ∈ f (Q, i, F). The converse is obvious, and we have f(Q, i, F) = {φ ∈
QQ11 ×QQkk | χ
φ
i,F
∈ E}. Therefore, m = mod(E). ⊓⊔
4.4 Friendly operations
Examples 1, 2, 3 and 4 show that square root and symmetrical difference can be described
by friendly modifiers, and therefore by standard friendly modifiers. These constructions
naturally extend to any k-th root operation and to any k-ary boolean operation. There-
fore, by Proposition 1, any composition of a k-ary boolean operation and some roots of
languages is described by a standard friendly modifier. These operations are not the only
ones to fall in the scope of our study. For instance, the operation Root [10], defined by
Root(L) =
+∞⋃
p=1
p
√
L, may also be described by a friendly modifier. To capture this kind of
operations, we extend the notion of boolean operations to infinite arity.
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Definition 10. A boolean function is a function from {0, 1}N into {0, 1}. Every boolean function
b defines a boolean operation ⊠b producing a language when acting over sequences of languages in
the following way : for any sequence of languages (Lp)p∈N, a word w is in ⊠b((Lp)p∈N) if and only
if there exists a sequence v in {0, 1}N with b(v) = 1 such that, for all p ∈ N, w ∈ Lp if and only if
vp = 1.
Example 7. Consider the boolean function b defined by, for any sequence v in {0, 1}N ,
b(v) = 1 if and only if, either for all p ∈ N, vp = 1, or for all p ∈ N, vp = 0. We have,
for any sequence of regular languages (Lp)p∈N, w ∈ ⊠((Lp)p∈N) if and only if either for all
p ∈ N, w ∈ Lp, or for all p ∈ N, w < Lp. This assertion translates into an equation as
⊠((Lp)p∈N) =
+∞⋂
p=0
Lp ∪
+∞⋂
p=0
Lcp.
We now have the tools to define friendly operations as the composition of a boolean
operation and some roots of languages, andwe show inProposition 4 that there is a one-to-
one correspondance between friendly operations, 1-uniform standard friendly modifiers
and subsets ofUk.
Definition 11. A k-ary operation over regular languages ⊗ is friendly if there exists a boolean
operation ⊠ such that, for any k-tuples of regular languages L,
⊗(L) = ⊠( 0
√
L1,
0
√
L2, . . . ,
0
√
Lk,
1
√
L1,
1
√
L2, . . . ,
1
√
Lk, . . . ,
p
√
L1,
p
√
L2 . . . ,
p
√
Lk, . . .).
Recall that 0
√
L = Σ∗ if
Definition 12. Let u ∈ Uk. For any k-tuple of regular languages L,we define 〈u, L〉 =
⋂
(p, j)∈N×{1,...,k}
Ep, j
where Ep, j =
p
√
L j if and Ep, j =
p
√
L j
c
otherwise.
We denote by 〈u, ·〉 the k-ary operation over regular languages such that, for any k-tuple of regular
languages L, 〈u, ·〉(L) = 〈u, L〉.
Example 8. Let u ∈ U2 be such that up, j = 1 if and only if p + j is even. Then, for any two
regular languages L1 and L2,
〈u, (L1, L2)〉 = ( 0
√
L1
c∩ 1
√
L1∩ 2
√
L1
c∩ 3
√
L1∩ 4
√
L1
c∩ . . .)
⋂
( 0
√
L2∩ 1
√
L2
c∩ 2
√
L2∩ 3
√
L2
c∩ 4
√
L2∩ . . .)
We denote by Ok the set of k-ary friendly operations.
Definition 13. Let op be the application from 2Uk into Ok such that, for any E ⊆ Uk, op(E)
denotes the friendly k-ary operation
⋃
u∈E
〈u, ·〉.
Notice that 〈u, L〉 is the set of words w such that, for all ( j, p) ∈ {1, . . . , k} ×N}, w ∈ p√L j if
and only if up, j = 1. By remarking that, if L is a regular language then, for any word w, the
sequence u = (ui)i∈N satisfying ui = 1 if w ∈ i
√
L belongs to U1, we show that some of the
expected operations can be simulated images by op of some subset ofUk
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Proposition 3. Any finite composition of roots, union, intersection and complement acts on
regular languages as an operator op(E) for some E ∈ 2Uk .
Proof. Let L be a regular language. We define, for any word w, the sequence u(w) =
(ui(w))i∈N such that ui(w) = 1 if wi ∈ L and 0 otherwise. Since the set of the quotients
(wi)−1L is finite, the sequence ((wi)−1L)i∈N is eventually periodic and so the sequence u(w)
is also eventually periodic. As a consequence op({u ∈ U1 | u j = 1})(L) = j
√
L for any
regular language L. Indeed, if w ∈ j
√
L then u(w) is eventually periodic and u(w)i = 1.
Furthermore, from the construction w ∈ 〈u(w), L〉. In the same way, op({u ∈ U1 | u1 =
0})(L) = Lc, op({(u, v) ∈ U2 | u1 = 1 and v1 = 1})(L1, L2) = L1 ∩ L2, and op({(u, v) ∈ U2 | u1 =
1 or v1 = 1})(L1, L2) = L1 ∪ L2. By iterating these construction, any k-ary operator which
is a combination of i√ , complement, union and intersection can be simulated on regular
languages by the action of an operation op(E) for some E ∈ 2Uk . ⊓⊔
Example 9. If L1, L2 and L3 are regular languages then we have
(
i
√
L1 ∪ L2) ∩ Lc3 = op({(u, v,w) ∈ U3 | (ui = 1 or v1 = 1) and w1 = 0})(L1, L2, L3).
Notice that when acting on 2Σ
∗
the operator op({u ∈ U1 | u j = 1}) is distinct from j
√
L, but
the two operators coincide when acting on regular languages.
The following lemmaproves that there is a one-to-one correspondence between subsets
ofUk and k-ary friendly operations.
Lemma 2. The application op is bijective.
Proof. We first show that op is surjective. Let Vk = ({0, 1}N)k be the set of all k-tuples of
sequences with values in {0, 1}. Let ⊗ be a friendly k-ary operation and ⊠b be a boolean
operation such that, for any k-tuples of regular languages L,
⊗ = ⊠b( 0
√
L1, . . . ,
0
√
Lk,
1
√
L1, . . . ,
1
√
Lk, . . . ,
p
√
Lk, . . . ,
p
√
Lk, . . .).
Let E = {u ∈ Uk | b(u1,0, . . . , uk,0, u1,1, . . . , uk,1, . . . , u1,p, . . . , uk,p, . . . ) = 1} and E′ = {v ∈ Vk |
b(v1,0, . . . , vk,0, v1,1, . . . , vk,1, . . . , v1,p, . . . , vk,p, . . . ) = 1}.
We check that ⊗(L) = (op(E))(L). For any k-tuple of regular languages L, we have
⊗(L) =
⋃
v∈E′
{w ∈ Σ∗ | ∀( j, p) ∈ {1, . . . , k} ×N,w ∈ p
√
L j ⇔ v j,p = 1}.
Notice that the union above is over a set which may involve non eventually periodic
sequences. We prove that it is not actually the case. If A is a k-tuple of DFA with A j =
(Σ,Q j, i j, F j, δ j) such that, for all j ∈ {1, . . . , k}, L(A j) = L j, then w ∈ p
√
L j if and only if
(δw
j
)p(i j) ∈ F j. Therefore, if there exists a word w and a k-tuple of sequences v ∈ Vk such
that, for all ( j, p) ∈ {1, . . . , k} × N, w ∈ p√L j if and only if v j,p = 1, then (δwj )p(i j) ∈ F j if
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and only if v j,p = 1, which implies that (v j,p)p∈N is eventually periodic. To summarize, if
{w ∈ Σ∗ | ∀( j, p) ∈ {1, . . . , k} ×N,w ∈ p√L j ⇔ v j,p = 1} , ∅, then v ∈ Uk. We thus have
⊗(L) =
⋃
u∈E
{w ∈ Σ∗ | ∀( j, p) ∈ {1, . . . , k} ×N,w ∈ p
√
L j ⇔ u j,p = 1} =
⋃
u∈E
〈u, L〉 = (op(E))(L).
We now prove that op is injective. Let E,E′ ⊆ Uk and u ∈ Uk such that u ∈ E and
u < E′. Since, for any j ∈ {1, . . . , k}, (u j,l)l∈N is eventually periodic, the languages L j = {ap |
p ∈ N ∧ u j,p = 1} are regular. We have a ∈ p
√
L j if and only if u j,p = 1. Therefore, from
Definition 12, for any u′ ∈ Uk, a ∈ 〈u′, L〉 if and only if u′ = u. It follows that if ⊗ = op(E)
and ⊗′ = op(E′), then a ∈ ⊗L and a < ⊗′L because u ∈ E \ E′. As a consequence, ⊗ , ⊗′ and
op is injective. ⊓⊔
Example 10. For any regular language L, we have
Root(L) = op({u ∈ U1 | there exists i > 0 such that ui = 1})(L) =
⋃
i≥1
i
√
L.
We now show that any operation described by a friendly modifier is friendly.
Lemma 3. Let E ⊆ Uk,mod(E) describes op(E).
Proof. Letm = mod(E) with m = (Q, i, f, d) and let ⊗ be the operations described by m. Let
A be any k-tuple of DFA with A j = (Σ,Q, i, F, δ). A word a1 · · · an is in L(mA) if and only if
δa1 ···an = (d(i, F, δan) ◦ d(i, F, δal−1) ◦ · · · ◦ d(i, F, δa1))(IdQ1 , . . . , IdQk) ∈ f(Q, i, F).
Equivalently, by Definition 9, χδ
a1 ···an
i,F
∈ E. But by Definition 8, χδa1 ···an
i,F
is the only function
u in E such that, for any (p, j) ∈ N × {1, . . . , k}, (δa1···an
j
)p(i j) ∈ F j if and only if u(p, j) = 1.
Therefore, by Definition 12, a1 · · · an ∈ L(m(A1, . . . ,Ak)) if and only if there exists u in E
such that a1 · · · an ∈ 〈u, L〉. We thus have ⊗(L(A1), . . . ,L(Ak)) =
⋃
u∈E
〈u, (L(A1), . . . ,L(Ak))〉 and
⊗ = op(E). ⊓⊔
For any k-ary 1-uniform modifier m, let desc be the application from Mk to Ok such
that desc(m) denotes the regular 1-uniform operation described by m. The main result
of this section is that all applications of Figure 8 are bijections and that the diagram is
commutative.
Mk Ok
2Uk
opmod
desc
Fig. 8: Commutative diagram for op,mod and desc.
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In other words,
Proposition 4. The application mod is a bijection from 2Uk into Mk, and op and desc are
bijective. Furthermore, desc ◦mod = op.
Proof. First of all, we already know that op is a bijection by Lemma 2. Lemma 3 show
that a friendly standard k-modifier in the image of 2Uk by mod is 1-uniform. Therefore,
by Corollary 1, mod is a surjection from 2Uk into the set of 1-uniform friendly standard
k-modifiers. By Lemma 3, the image ofMk by desc is a subset of Ok. Lemma 3 also proves
that desc ◦mod = op. As a consequence, desc ◦mod is a bijection, and the fact mod is a
surjection implies that both desc andmod are bijections. ⊓⊔
As an obvious consequence of Proposition 4 and Lemma 1, we have :
Theorem 2. Every friendly k-ary operation is described by a unique 1-uniform standard friendly
k-modifier. Conversely, any 1-uniform friendly k-modifier describes a friendly k-ary operation.
5 On the state complexity of friendly operations
We know that the state complexity of the square root operation [2] is sc√(n) = nn − (n2),
and that it is equal to the state complexity of the operation Root [10]. However, our
construction of standard modifiers (Definition 6) gives us obviously an upper bound of
sc⊗(n) ≤ nn for any unary friendly operation ⊗. This raises the question of whether the
state complexity of some unary friendly operation reaches this bound and, if not, whether
one can give an explicit tight bound. Similar questions arise for the general case of k-ary
friendly operationswith the upper bound sc
žk
(n1, . . . , nk) ≤
k∏
j=1
n
n j
j
deduced fromDefinition
6. To answer these questions, we use the notion of monsters defined in [2], the definition
of which is recalled below in a specific case.
Definition 14. For any k-tuple of positive integers n, we denote by Mn the k-tuple of automata
with, for all j ∈ {1, . . . , k},
Mn
j
= ({0, . . . , n1 − 1}{0,...,n1−1} × · · · × {0, . . . , nk − 1}{0,...,nk−1}, {0, . . . , n j − 1}, 0, {n j − 1}, δ j)
where, for all φ ∈ {0, . . . , n1 − 1}{0,...,n1−1} × · · · × {0, . . . , nk − 1}{0,...,nk−1}, δ
φ
j
= φ j.
Example 11. If n = (2), the sequence M(2) is the DFA below
0 1[01], [00]
[11], [10]
[01], [11]
[00], [10]
In this representation, each symbol [ab] denotes the word of the image of a function, i.e.
the function g from {0, 1} into {0, 1} such that g(0) = a and g(1) = b. Each function g is
associated to a single letter, the transition function of which is g.
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5.1 The unary case
We show that the bound nn is not tight by the state complexity of friendly operations and
we give, and prove, an explicit tight bound.
Consider any subset E ⊆ U1, and let ⊗ = op(E) and m = mod(E). Let A = (Σ,Q, i, F, α)
be a DFA with size n ∈ N \ 0. We show that the size of the minimal DFA equivalent to
mA is at most nn − n + 1. For all s, t ∈ Q, let gs,t ∈ QQ such that for all j ∈ F, gs,t( j) = s and
for all j < F, gs,t( j) = t. The Nerode equivalence on the states of mA splits the set of the n2
functions gs,t into at most n2 − n+ 1 classes. The detailed proof of this assertion is given in
appendix. This implies that sc⊗(n) ≤ nn − n + 1, which gives us the upper bound.
We now show that this bound is tight for ž1 = op({0, 01}), where 0 = (0, 0, . . . ) and
01 = (0, 1, 1, . . . , 1, . . . ). Notice that ž1(L) = Root(L)c ∪ {w ∈ Σ∗ | w ∈ k
√
L for any k > 0} if
ε < L and ∅ otherwise. Let w1 = mod({0, 01}). We determine a lower bound for the state
complexity of ž1 by computing the minimal DFA equivalent to w1Mn. By Definition 14
and 6, we immediately see that the alphabet of w1Mn is {0, . . . , n− 1}{0,...,n−1}, and that every
state φ of w1Mn is in {0, . . . , n − 1}{0,...,n−1} and is accessible from its initial state Id{0,...,n−1} by
reading the letter φ. To compute the Nerode equivalence, we need the following result.
Lemma 4. For any n ∈ N \ 0, and any φ,ψ ∈ {0, . . . , n − 1}{0,...,n−1} such that ψ is non-constant
there exists ζ ∈ {0, . . . , n − 1}{0,...,n−1} such that χζ◦φ0,{n−1} ∈ {0, 01} if and only if χ
ζ◦ψ
0,{n−1} < {0, 01}.
Proof. The first case we consider is the case where φ(0) , ψ(0). One of the function φ
and ψ is not constant. We assume that it is ψ. There exists i such that ψ(n − 1) , ψ(i). If
ψ(0) , ψ(n − 1) then we set ζ(φ(0)) = ζ(ψ(n − 1)) = 0 and ζ(ψ(0)) = n − 1 and this implies
χ
ζ◦φ
0,{n−1} = 0 and χ
ζ◦ψ
0,{n−1} = (0, 1, 0, . . . ) < {0, 01}. Symmetrically, if φ(0) , φ(n − 1) then we
obtain our result by permuting the role of ψ and φ in the previous case. Now suppose that
φ(0) = φ(n− 1) and ψ(0) = ψ(n − 1). We set ζ(φ(0)) = ζ(ψ(i)) = n− 1, and ζ(ψ(0)) = iwhich
implies χζ◦φ0,{n−1} = 0
1 and χζ◦ψ0,{n−1} = (0, 0, 1, . . . ) < {0, 01}.
The first case we consider is the case where φ(0) , ψ(0). One of the function φ and ψ is not
constant. We assume that it is ψ. There exists i such that ψ(n − 1) , ψ(i). If ψ(0) , ψ(n − 1)
then we set ζ(φ(0)) = ζ(ψ(n − 1)) = 0 and ζ(ψ(0)) = n − 1 and this implies χζ◦φ0,{n−1} = 0 and
χ
ζ◦ψ
0,{n−1} = (0, 1, 0, . . . ) < {0, 01}. Symmetrically, if φ(0) , φ(n−1) then we obtain our result by
permuting the role of ψ and φ in the previous case. Now suppose that φ(0) = φ(n− 1) and
ψ(0) = ψ(n − 1). We set ζ(φ(0)) = ζ(ψ(i)) = n − 1, and ζ(ψ(0)) = i which implies χζ◦φ0,{n−1} = 01
and χζ◦ψ0,{n−1} = (0, 0, 1, . . . ) < {0, 01}.
If φ(0) = ψ(0) then there exists j > 0 such that φ( j) , ψ( j). We have φ( j) , φ(0) or ψ( j) ,
ψ(0). Suppose thatφ( j) , φ(0) (the other case being treated symmetrically). If j < n−1 then
we set ζ(φ(0)) = ζ(ψ( j)), and ζ(φ( j)) = n − 1. In that case χζ◦φ0,{n−1} = (0, 0, 1, . . . ) < {0, 01} and
χ
ζ◦ψ
0,{n−1} = 0. Finally if j = n − 1 then we set ζ(φ(0)) = ζ(ψ(n − 1)) = n− 1 and ζ(φ(n − 1)) = 0
which implies χζ◦φ0,{n−1} = (0, 1, 0, . . . ) < {0, 01} and χ
ζ◦ψ
0,{n−1} = 0
1. This ends the proof. ⊓⊔
By Definition 9, the above lemma implies that any two distinct states of w1Mn such that
at least one of them is non-constant are distinguishable. Therefore, any non-constant state
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is distinguishable from every other state and the size of the minimal DFA associated to
w1Mn is at least equal to the cardinality of the set of functions of {0, . . . , n − 1}{0,...,n−1} that
are not constant. Thus, for every n ∈ N \ 0, the size of the minimal DFA equivalent to
w1Mn is at least nn − n + 1 , and so we have scž1(n) ≥ nn − n + 1. As a consequence,
Theorem 3. For any friendly operation ⊗, sc⊗(n) ≤ nn − n + 1 and the bound is tight forž1.
Proof. Consider any subset E ⊆ U. Let ⊗ = op(E) and m = mod(E). Let A = (Σ,Q, i, F, α)
be a DFA with size n ∈ N \ 0. We show that sc(L(mA)) is at most nn − n + 1. We first
suppose that i < F. For all s, t ∈ Q, let gs,t ∈ QQ such that for all j ∈ F, gs,t( j) = s and for
all j < F, gs,t( j) = t. When t ∈ F we have χgs,ti,F = 01 if s ∈ F and χ
gs,t
i,F
= odd = (0, 1, 0, 1, . . . , n
mod 2, . . . ) otherwise. Furthermore if t < F then χgs,t
i,F
= 0. LetG = {gs,t | s, t ∈ Q}. We remark
G is stable by external composition that is for any gs,t ∈ G, we have ζ ◦ gs,t = gζ(s),ζ(t) ∈ G.
Let E1 = {0, 01, odd} ∩ E and E2 = {0, 01, odd} \ E1.
If #E1 = 0 (resp. #E1 = 3) then for any s, t ∈ Q then, since χgs,ti,F < E (resp. χ
gs,t
i,F
∈ E) , the state
gs,t is not final (resp. final). Since, G is stable by external composition, all the states in G
are in the same class for the Nerode equivalence. So sc(L(mA)) ≤ nn − n2 + 1 ≤ nn − n + 1.
If #E1 = 1 (resp. #E1 = 2) then we denote by u the unique element of #E1 (resp. #E2).
If u = odd then by remarking that, for any s, s′, t ∈ Q we have χgs,t
i,F
= odd if and only if
χ
gs′ ,t
i,F
= odd, the stability ofG implies that any two states gs,t and gs′,t are not distinguishable
inmA. As a consequence, sc(L(mA)) ≤ nn−n(n−1) ≤ nn−n+1. If u = 01 then, by remarking
that χgs,t
i,F
= 01 if and only if χgt,s
i,F
= 01, the stability of G implies that the states gs,t and gt,s are
not distinguishable for any s, t ∈ Q. So, we have sc(L(mA)) ≤ nn − 12n(n − 1) ≤ nn − n + 1.
Finally, consider the casewhere u = 0. By remarking that χgs,s
i,F
= 0, the stability ofG implies
that any two states gs,s and gs′,s′ are not distinguishable in mA. So, sc(L(mA)) ≤ nn − n + 1.
Now assume that i ∈ F. Then when s < F we have χgs,t
i,F
= 10 = (1, 0, 0, . . . ) if t < F and
χ
gs,t
i,F
= even = (1, 0, 1, 0, . . . , n + 1 mod 2, . . . ) otherwise. Furthermore if s ∈ F we have
χ
gs,t
i,F
= 1 = (1, 1, . . . ). The proof goes symmetrically to the case where i < F, by exchanging
the role of the state s and t in the proof, and replacing all the occurrences of 0 by 1, all the
occurrences of 01 by 10, and all the occurrences of odd by even.
To summarize, in all the cases sc(L(mA)) ≤ nn − n + 1 and so sc⊗(n) ≤ nn − n + 1 for any
friendly unary operation ⊗.
As a consequence of Lemma 4, any non constant state is distinguishable from every other
state. Hence, for every n ∈ N \ 0, the size of the minimal DFA equivalent to w1Mn is at
least nn −n+ 1 , and so we have sc
ž1
(n) ≥ nn −n+ 1. Indeed, there are n constant functions
in {0, . . . , n−1}{0,...,n−1}, and every state ζ ofw1Mn is accessible from the initial state Id{0,...,n−1}
by the letter ζ. It follows that sc
ž1
(n) = nn − n + 1. This ends the proof. ⊓⊔
5.2 The general case
Surprisingly, unlike the unary case, we show that there are friendly operations which
state complexity meet the upper bound
k∏
j=1
n
n j
j
. We exhibit an operation žk and a witness
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such that the DFA obtained by acting on a witness by its associated standard modifier is
minimal. We assume that k ≥ 2, and setžk = op(Ek) with Ek = {0, 01}k \ (0, . . . , 0). By using
Lemma 4, we prove that, for any φ,ψ ∈ {0, . . . , n1 − 1}{0,...,n1−1} × · · · × {0, . . . , nk − 1}{0,...,nk−1}
with φ , ψ, there exists ζ ∈ {0, . . . , n1 − 1}{0,...,n1−1} × · · · × {0, . . . , nk − 1}{0,...,nk−1} such that
χ
ζ◦φ
(0,...,0),({n1−1},...,{nk−1}) ∈ Ek if and only if χ
ζ◦ψ
(0,...,0),({n1−1},...,{nk−1}) < Ek. We thus have :
Theorem 4. For any n ∈ (N \ 0)k, sc
žk
(n) =
k∏
j=1
n
n j
j
and (Mn)n∈(N\0)k is a witness foržk.
Proof. It suffices to show that for any φ , ψ there exists ζ such that χ
ζ◦φ
(0,...,0),({n1−1},...,{nk−1}) ∈ Ek
if and only if χ
ζ◦ψ
(0,...,0),({n1−1},...,{nk−1}) < Ek.
Let ℓ such that φℓ , ψℓ. We have to consider two cases:
If both φℓ and ψℓ are constant functions then we set ζℓ(φ(0)) = 0 and ζℓ(ψ(0)) = nℓ − 1 and
for any i , ℓ we choose ζi as the constant function sending any element to 0. So we have
χ
ζ◦φ
(0,...,0),({n1−1},...,{nk−1}) = (0, . . . , 0) < Ek and χ
ζ◦ψ
(0,...,0),({n1−1},...,{nk−1}) = (0, . . . , 0, 0
1, 0, . . . , 0) ∈ Ek.
If one of the functions φ and ψ then we can use Lemma 4 and deduce that there ex-
ists a function ζ such that χζ◦φℓ0,{nℓ−1} ∈ {0, 01} if and only ifχ
ζ◦ψℓ
0,{nℓ−1} < {0, 01}. We assume
that χζ◦φℓ0,{nℓ−1} ∈ {0, 01} (the other case being obtained symmetrically). We choose each ζi,
with i , ℓ, as the constant function sending any element to ni − 1 and ζℓ = ζ. We
have χ
ζ◦ψ
(0,...,0),({n1−1},...,{nk−1}) = (0
1, . . . , 01, χ
ζ◦ψ
0,{n−1}, 0
1, . . . , 01) < Ek, since χ
ζ◦ψℓ
0,{nℓ−1} < {0, 01}, and
χ
ζ◦φ
(0,...,0),({n1−1},...,{nℓ−1}) = (0
1, . . . , 01, χ
ζ◦φ
0,{nℓ−1}, 0
1, . . . , 01) ∈ Ek because χζ◦φℓ0,{nℓ−1} ∈ {0, 01}. This ends
the proof. ⊓⊔
Notice that in Theorems 3 and 4, the size of the alphabet, depending on n, is un-
bounded. However, the states of the resulting automata are indexed by k-tuples of
functions and the transitions are completely described by the point to point composi-
tions of transformations. Each monoid of transformation being generated by 3 elements,
we can restrict the alphabet by choosing only letters corresponding to generators of
{0, . . . , n1 − 1}{0,...,n1−1} × · · · × {0, . . . , nk − 1}{0,...,nk−1}, and simulate the other transition func-
tions with by composition because the modifier is friendly. So the bounds remain tight for
alphabets of size 3k.
6 Conclusion
We found a tight bound for the state complexity of friendly modifiers, which gives us a
tight bound for the state complexity of infinite unions of intersections of roots. It is very
probable that reducing the size of the alphabet of friendly modifiers to two would lead to
another bound on their state complexity, which remains to be found.
Our future works could be to find other interesting classes of modifiers that are stable by
composition, so that their study may lead to interesting new results. Furthermore they
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could begin to paint an interesting general picture that wewould use as a basis for finding
more general theorems on state complexity.
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