In this article we present some improved results for Chebyshev's functions ϑ and ψ using the new zero-free region obtained by H. Kadiri and the calculated the first 10 13 zeros of the Riemann zeta function on the critical line by Xavier Gourdon. The methods in the proofs are similar to those of Rosser-Shoenfeld papers on this subject.
1 Chebyshev's functions Since Λ(n) = 0 unless n is a prime power, we can write the definition of ψ(x) as follows:
The sum on m is actually a finite sum. In fact, the sum on p is empty if x 1/m < 2, that is, if
(1/m) log x < log 2, or if m > log x log 2 = log 2 x.
Therefore, we have ψ(x) = m≤log 2 x p≤x 1/m log p = p≤x log x log p log p.
This can be written in a slightly different form by introducing another function of Chebyshev. The last formula for ψ(x) can now be restated as follows: 
Note that this inequality implies that
In other words, if one of ψ(x)/x or ϑ(x)/x tends to a limit then so does the other, and the two limits are equal. This remarkable result is called the prime number theorem, and its proof was one of the crowning achievements of analytic number theory.
Relations connecting ϑ(x) and π(x)
In this section we give two formulas relating ϑ(x) and π(x). These can be used to show that the prime number theorem is equivalent to the limit relation π(x) = ϑ(x) log x + x 2 ϑ(t) t log 2 t dt.
(1.5) 
Relations connecting ψ(x) and Π(x)
From Euler
Chebyshev's functions and the Riemann zeta function
The zeta function was introduced in mathematics as an analytic tool for studying prime numbers.
Therefore, it is only natural that some of the most important applications of the zeta function belong to prime number theory. Here we shall be concerned with some of the most important of these applications.
Many problems in prime number theory may be formulated in terms of the functions π, ϑ, and ψ.
Proof. Since
Already Riemann, whose work was in many aspects decades beyond that of his contemporaries, stated the elegant formula, which says that the weighted function ψ is in a certain sense more natural than π and ϑ, since it possesses a (relatively simple) explicit expression, and relates the order of ψ(x) − x to a certain sum over non-trivial zeros of the zeta function; namely 12) where ρ = β + iγ is a non-trivial zero of ζ(s), and
and when x = p m , then in the left-hand side of (1.12) put ψ(x) − 1 2 Λ(x). This explicit expression for ψ(x) was proved by H. von Mangoldt in 1895.
The error term in the prime number theorem
The size of the error term in the prime number theorem depends on the location of zeros of the Riemann zeta function [10] . If
is a zero free region, then an explicit error term in the prime number theorem is
There exists a constant a > 0 such that for x tending to infinity, we have
One can choose a = 1/15 and all constants "O" are effective.
Theorem 1.9 ([5], p. 425).
There exist a positive constant α such that for x infinity we have
(log log x) 1/5 )
The constant "O" is effective and can take α = 0.009. The corresponding asymptotic formulas take place for ϑ(x), ψ(x) and Π(x).
Cheng [2] gives an explicit zero-free region for the Riemann zeta-function derived from the Vinogradov-Korobov method. He proves that the Riemann zeta-function does not vanish in the region
In turn, he showes using these results that for all x > 10
and for x ≥ e e 44.08 , there is a prime between x 3 and (x + 1) 3 .
Theorem 1.10 ([6]).
If
holds with a certain constant B, then for large |t|, ζ(σ + it) = 0 for
(log |t|) 2/3 (log log |t|) 1/3 Taking B = 4.45 gives the zero-free region.
The results of Ingham
ψ(x) = x + O(x exp(−a log x log log x)) (1.13)
π(x) = li(x) + O(x exp(−a log x log log x)) (1.14)
where a is a positive absolute constant.
Let Θ be the upper bound of the real parts of the zeros of ζ(s). Clearly Θ ≤ 1, since there is no zeros in σ > 1. And from the existence of the non-trivial zeros ρ and their symmetry about the line σ = 
Theorem 1.14 ([8], p. 100). We have
2 New Explicit Bounds for Some Functions of Prime Numbers Riemann Hypothesis verified until the 10 13 -th zero by Gourdon (October 12th 2004) [7] .
Recall N (T ), F (T ) and R(T ) be defined as
R(T ) =0.137 log T + 0.443 log log T + 1.588 (2.3) 
Proof. We use the same method as in [11] , and letting r = 29 instead of 8.
Theorem 2.4 ([9]
). The Riemann zeta-function ζ(s) doesn't vanish in the region
In other words, if ρ = β + iγ is a zero of Riemann zeta function, then
Estimates for certain integrals to the Bessel functions
where z > 0, x ≥ 0 and 
If we let x go to 0, then 14] ). Let 1 < U ≤ V , and let Φ(y) be non-negative and differentiable for U <
Let Y be one of U, V, W which is neither greater than both the others nor less than both the others. Choose j = 0
where the error term E j (U, V ) is given by
where q(y) = 0.137 log y + 0.443 y log y log(y/2π)
Define for x ≥ 1 X = log x R 0 where R 0 = 5.69693. Also for positive ν, positive integer m, and non-negative real T 1 and
Lemma 2.8 ( [14] ). Let T 1 and T 2 be non-negative real numbers. Let m be a positive integer.
Let x > 1 and 0 < δ < (x − 1)/(xm). Then
we can use Lemma 2.6 to write bounds for S j (m, δ) in terms of integrals for suitable Φ(y). We note that for m = 0
In the below integral let y = exp(zt/2m)
Also if we let y = exp(X 2 /t), we get
where
is incomplete gamma function.
Theorem 2.9. If log x > 110, then
18)
and
Proof. Take m = 1 and T 1 = T 2 = 0 in (2.8) through (2.13). By Lemma 2.2,
Also, as β = 1 2 for |γ| ≤ A, and the zeros off the critical line occur in pairs which are symmetrical with respect to this line, we have
We appeal to Corollary 2.7 with Φ(y) = φ 1 (y), j = 0, U = A, V = ∞, and W = W 1 , where for
Not that q(Y ) ≤ q(A). Also, as N (A) = F (A), we have
Then, by (2.6) and (2.7), we conclude
As the expression
takes its maximum at
we conclude that
As R(y)/ log y is decreasing for y > e e , (2.19) gives
so that we conclude (2.21) for this case also. Then by (2.20)
As log x ≥ 110 0.0463
, where
By Theorem 13 of [13] ,
Thus, it would appear that for ϑ(x) we should increase ε(x) by 1.43/ √ x. However, we can treat it as in (2.23) to show it is absorbed when we round up some of the coefficients.
Proof. Take
We may assume X ≥ 33.4 or (more accurate x ≥ e 6344 ), since if X ≤ 33.36 or (more accurate
x ≤ e 6343 ), ε * (x) > ε(x). We take m = 1, T 1 = 0, and
As X > 32 we have A < T 2 < e X = W 0 and W 1 < T 2 .
We can treat {S 1 (1, δ) + S 2 (1, δ)}/ √ x and the error terms E j (U, V ) arising from the use of Corollary 2.7, as we did in the proof of the previous theorem. Thus we can proceed as though
Hence, by (2.17), we have in effect
So, effectively
Similarly, we can proceed as though
Write temporarily
Then y is negative, and
So, by splitting the integral in Lemma 2.5 at w = 0, we get
Hence, by (2.4) we get 
Combining with (2.33) and (2.37) gives
So finally by (2.32) and (2.25)
Numerical Bounds for ψ(x) − x for Moderate Values of x
In our main table (at the end of the thesis) we tabulate values of ε against b. These have been determined so that if x ≥ e b , then
Let T 2 = 0 and
We chose also
The zeros for which 0 < γ ≤ D are exactly 620 in number. 
Proof. By (2.9) and (2.44)
Taking Φ(y) = y −1 , j = 0, U = D, V = T 1 , and W = 0 in Lemma 2.6 gives
Then (2.44) together with N (D) = 620 gives
Taking Φ(y) = y −(m+1) , j = 0, U = T 1 , V = ∞, and W = 0 in Lemma 2.6 and using (2.15) gives
Using (2.42) and combining with (2.46) gives and let
47)
Proof. Take T 2 = 0, then S 3 (m, δ) = 0 and by Corollary 2.7 and 2.16,
Theorem 2.13. Let T 1 ≥ D and A ≤ T 2 ≤ exp b/R. Let m be a positive integer and let 
If we use the following bounds for Γ(ν, x) and ν < 1, for large b we get a better bounds than those given in three theorems before the last one;
Bounds for ϑ(x) − x for Large Values of x
Theorem 2.14 ( [14] ). We have ϑ(x) <1.001, 102x, (x > 0), 0.998, 684x <ϑ(x), (x ≥ 1, 319, 007),
Corollary 2.15 ([14]).
We have Theorem 2.20. If ε(x) is defined as (2.18), then
Improved estimates for ψ − ϑ
In this section we give some results from [3] to approximate the difference ψ − ϑ in terms of ψ in quite a simple form. As consequences we deduce some estimates for ψ − ϑ.
Theorem 2.21 ([3]).
For every x > 0 we have
Theorem 2.22 ([3]).
We have
Theorem 2.23 ([3]).
ψ(x) < x + 0.656
Theorem 2.24 ( [3] ).
Theorem 2.25 ([3]).
With the aid of a computer, it can be easily verified that
The results whivh have given so far are strictly elementary. However, in order to estimate ψ(x)−ϑ(x) for x > 10 16 , one needs the following bounds for ψ which were deduced by Schoenfeld [15] , using powerful analytical methods. 
Theorem 2.26 ([3])
. Theorem 2.27. We have
Proof. If 8 · 10 11 ≤ x < e 28 , then we use the table and ϑ(x) < ψ(x). This proves for all x ≥ 8 · 10 11 . For x < 8 · 10 11 , it follows from (4.5) of [13] and Dusart [4] which says ϑ(x) < x in this domain.
If 8 · 10 11 ≤ x < 10 16 , then
Proof. If 8 · 10 11 ≤ x < e 28 , then
We continue to use the We continue again until e 1000 . For x ≥ e 1000 , we apply Theorem 2.9 and note that ε(x) log x < 0.012559, so that
where Proof. If x ≥ 8 · 10 11 we proceed as previous theorem. For x ≥ 8 · 10 11 from table we get.
If 1 < x < 8 · 10 11 , since ϑ(x) < x, we have 
where c 1 = 0.445 and c 2 = 1.592 and c 3 = 8.887 and c 4 = 66.8894. 
Theorem 2.31. If ε(x) is defined as in Theorem 2.9, then
Proof. We need to verify them for x < e 110 . As ε(x) increases for 1 < x < 12644 and decreases for x > 12645. We have 0.0357 < ε(x) < 0.2304221 for 5 ≤ x < e 110 . From the 
For 1 < x < 132, we use direct computation.
From Rosser 1961, For 110 ≤ x < 10
For 71 ≤ x < 110, we use direct computation.
Second method. By Theorem 9 of [14] ψ
where ε 3 is defined in (3.9) of [14] . On the other hand ε 3 (x) < ε(x) for 408 < x < e 190 . By computation for smaller values. The same hold for ϑ(x) − x > −xε(x).
Sharper bounds for |ψ(x) − x| and |ϑ(x) − x|
Lemma 2.32 ( [14] ). If ν ≤ 1, z > 0, and x > 1, we have
Lemma 2.33 ( [14] ). If z > 0 and x > 0, then
Corollary 2.34 ( [14] ). If z > 0 and x > 1, then
Proof. The main part of the proof is concerned with large x in which case the proof is similar to Theorem 2.10, but we ultimately take m = 2 rather than m = 1. In place of (2.26), we let
50) where ν will be specified later. We assume that ν, m, X are such that
from which we deduce
In place of (2.27), we get
and R(T ) = 0.137 log T + 0, 443 log log T + 1.588. Putting
we have
Proceeding as in (2.28) and (2.31) and using (2.53), we find
As R(y)/ log y decrease for y > e e , we have
by (2.54). Then (2.50) and (2.51) yield
where z = 2X √ m and
we have U ′ > 1; also m ≥ 2 since ν ≤ 1.
By Lemma 2.32 and Corollary 2.34
Hence,
We define
If G 0 and G 1 were independent of ν, and hence of T 2 , then the expression inside the first braces would be minimized by choosing
Postponing the reconciliation of this with the previous definition of T 2 , we obtain
The expression inside the last braces is minimized by choosing
(2.67) so that (2.66) becomes
The coefficient
in the next to the last term is minimized by choosing m = 2. For this value we obtain
(2.69)
provided the choice of T 2 in (2.70) is consistent with (2.50) and provided both (2.51) and (2.62) hold when m = 2.
We readily see that T 2 of T 2 = e νX and T 2 just above are equal if and only if ν is such that k(ν) = 1 where
, it is not hard to see that G 1 decreases as ν increases, G 0 is also increasing function of ν. Hence, k(ν) is strictly increasing for increasing ν ∈ (1/ √ 2, 1]. Now k(ν) → 0 as ν → 1/ √ 2 from the right; and we easily see that k(1) > 1 (for all X ≥ 10). As a result there is a unique ν ∈ (1/ √ 2, 1) such that k(ν) = 1. Henceforth, let ν be this number so that ν depends on X; then G 0 , G 1 , Y and T 2 are defined in terms of ν by (7.12), (7.25), (7.10) and (7.5), (7.24b). Of course, (7.17) holds since m = 2. Hence (7.26) will be fully established once it is shown that T ≥ A. We have, for 1/ √ 2 < ν ≤ 1,
(2.74)
If we define for j = 0 and 1,
we see that
Of course ν 0 < ν 1 in all cases. For log x ≥ 4890, we get
for log x ≥ 4890; and for these x, we have ν 0 > 0.9737 > 15/16. It is a simple matter to verify
(2.79)
Taking T 1 = 0 and using Proposition 2.3, we obtain
we obtain that for log x ≥ 4890
for log x ≥ 4890, where
Also by definition of q(y), relation for T 2 , and H(ν)
Further,
By (2.57), we obtain for log x ≥ 4890
Hence, (2.71) yields
As a result of (2.81) one deduce for log x ≥ 4890
The function L(ν) is real valued for ν > 1/ √ 2 and, as is easily seen, has a minimum value at
In addition,
It is clear from the first part of (2.88) that E(x) < 1 for all x. So for log x ≥ 4890
For smaller x we use the table and relation 0 ≤ ψ(x) − ϑ(x) < 1.427 √ x. so that instead of Ω * we use general theorem ε = 8/π....). D=2500, minimize all: Table 6 : |ψ(x) − x| < xε, (x ≥ e b ), ε = C ′ X 1/2 e 
