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7 The vectorial Ribaucour transformation for
submanifolds of constant sectional curvature
D. Guimara˜es and R. Tojeiro
Abstract
We obtain a reduction of the vectorial Ribaucour transformation that preserves
the class of submanifolds of constant sectional curvature of space forms, which we
call the L-transformation. It allows to construct a family of such submanifolds
starting with a given one and a vector-valued solution of a system of linear partial
differential equations. We prove a decomposition theorem for the L-transformation,
which is a far-reaching generalization of the classical permutability formula for the
Ribaucour transformation of surfaces of constant curvature in Euclidean three space.
As a consequence, we derive a Bianchi-cube theorem, which allows to produce, from
k initial scalar L-transforms of a given submanifold of constant curvature, a whole
k-dimensional cube all of whose remaining 2k − (k + 1) vertices are submanifolds
with the same constant sectional curvature given by explicit algebraic formulae. We
also obtain further reductions, as well as corresponding decomposition and Bianchi-
cube theorems, for the classes of n-dimensional flat Lagrangian submanifolds of Cn
and n-dimensional Lagrangian submanifolds with constant curvature c of the com-
plex projective space CPn(4c) or the complex hyperbolic space CHn(4c) of complex
dimension n and constant holomorphic curvature 4c.
The study of isometric immersions of space forms into space forms is a central topic
in submanifold theory, having its origins in the study of surfaces f :M2(c) → Q3(c˜) of
constant Gauss curvature c in three-dimensional space forms of constant sectional curva-
ture c˜. If c 6= 0 (respectively, c = 0), the Gauss and Codazzi equations of such surfaces
reduce to the sin-Gordon or sinh-Gordon equations (respectively, wave and Laplace equa-
tions), depending on whether c < c˜ or c > c˜, respectively. Understanding the complicated
structure of these equations has led to some well-known global nonexistence results as
well as to beautiful transformation theories for the construction of local examples.
The algebraic structure of the second fundamental form of an isometric immersion
f :Mn(c)→ Qn+p(c) of higher dimension and codimension was investigated by E. Cartan
by means of his theory of exteriorly orthogonal quadratic forms. He also studied isometric
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immersions f :Mn(c) → Qn+p(c˜) with c < c˜ by looking at their compositions i ◦ f with
an umbilical inclusion i:Qn+p(c˜) → Qn+p+1(c), and proved that for such an isometric
immersion one must have p ≥ n− 1, and that for p = n− 1 the normal bundle is flat.
Cartan’s algebraic results were later extended to the dual case c > c˜ by Moore [12]. If
p ≤ n− 2, it turns out that the only possible structure for the second fundamental form
is that of a composition f = h ◦ i of an umbilical inclusion i:Mn(c) → Qn+1(c˜) with an
isometric immersion h:U ⊂ Qn+1(c˜)→ Qn+p(c˜) with i(Mn(c)) ⊂ U . If p = n− 1, exactly
one further possibility arises, in which case the immersion has also flat normal bundle.
Flatness of the normal bundle is thus a natural condition for isometric immersions
f :Mn(c) → Qn+p(c˜), and implies that Mn(c) can be locally endowed with principal
coordinates with respect to which the integrability conditions give rise to nonlinear partial
differential equations that reduce to the wave, Laplace, sin and sinh-Gordon equations
when n = 2, p = 1 and c 6= c˜ (see Propositions 1 and 2 below).
For the construction of explicit examples of submanifolds of constant sectional cur-
vature of o space forms with higher dimension and codimension, a useful tool is the
Ribaucour transformation developed in [6] (see also [7]) as an extension of the classical
Ribaucour transformation for surfaces in Euclidean three space. It allows to produce a
family of new submanifolds of constant sectional curvature of a space form starting with
a given one and a solution of a linear system of partial differential equations.
Aiming at a better understanding of the iteration of Ribaucour transformations for
submanifolds, with an eye towards deriving a procedure for the construction of all sub-
manifolds with flat normal bundle, a vectorial version of the transformation was devel-
oped in [2], based on its version in [10] for orthogonal systems, which shed light on its
permutability properties.
In this paper we obtain a reduction of the vectorial Ribaucour transformation that
preserves the class of submanifolds of constant sectional curvature of space forms. It
depends on a linear operator L of a vector space V , so we call it the L- Ribaucour
transformation, or simply the L-transformation. In the scalar case, that is, when V has
dimension one, it reduces to the scalar Ribaucour transformation for submanifolds of
constant sectional curvature studied in [6]. The L-transformation allows to construct a
family of new submanifolds of constant sectional curvature starting with a given one and a
vector-valued solution of a linear system of PDE’s. Proving the existence of L-transforms
of a submanifold of constant sectional curvature with given initial conditions requires
looking for invertible solutions of a certain system of Sylvester-type matrix equations.
We prove a decomposition theorem for the L-transformation, which is a far-reaching
generalization of the permutability formula for the Ribaucour transformation of surfaces of
constant curvature in Euclidean three space. It implies that an L-transformation given by
a diagonalizable operator L is the iterate of n = dimV scalar Ribaucour transformations
of the type considered in [6]. In particular, we show that k such Ribaucour transforms
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of a given submanifold of constant sectional curvature give rise to a whole k-dimensional
cube, all of whose remaining 2k−(k+1) vertices are submanifolds with the same constant
sectional curvature given by means of explicit algebraic formulae. On the other hand, an
L-transformation given by a non-diagonalizable linear operator L yields new submanifolds
of constant sectional curvature that can not be obtained by an iteration of a sequence of
scalar Ribaucour transformations as those in [6].
We develop a further reduction of the L-transformation that preserves the classes of
n-dimensional flat Lagrangian submanifolds of Cn = R2n and n-dimensional submanifolds
with constant curvature c of S2n+1ǫ (c) that are horizontal with respect to the Hopf fibration
π: S2n+1ǫ (c) → M˜
n(4c). Here S2n+1ǫ (c) stands for either the standard Euclidean sphere or
the anti-de-Sitter space time of dimension 2n + 1 and constant curvature c, correspond-
ing to ǫ = 1 or ǫ = −1, respectively, and M˜n(4c) denotes either the complex projective
space CPn(4c) or complex hyperbolic space CHn(4c) of complex dimension n and constant
holomorphic sectional curvature 4c, corresponding to c > 0 or c < 0, respectively. Hori-
zontal n-dimensional submanifolds with constant curvature c of S2n+1ǫ (c) project down to
n-dimensional Lagrangian submanifolds with constant curvature c of M˜n(4c).
The new transformation also depends on an operator P of a vector space V , so we call
it the P -transformation. Proving the existence of P -transforms of a given submanifold
satisfying certain initial conditions now requires investigating under which conditions a
certain Lyapunov-type matrix equation admits invertible solutions. The P -transformation
provides a process to construct a family of n-dimensional flat Lagrangian submanifolds of
Cn and n-dimensional horizontal submanifolds with constant curvature c of S2n+1ǫ (c) start-
ing with a given one and a vector-valued solution of a linear system of partial differential
equations.
We prove a decomposition result for the P -transformation and a corresponding Bianchi
P -cube theorem, which shows how to generate a k-dimensional cube of n-dimensional flat
Lagrangian submanifolds of Cn (respectively, n-dimensional horizontal submanifolds with
constant sectional curvature c of S2n+1ǫ (c)) starting with k such submanifolds. As before,
the remaining 2k − (k + 1) vertices of the cube are given by explicit algebraic formulae.
We also obtain a further reduction of the P -transformation, as well as corresponding
decomposition and Bianchi-cube theorems, that preserves the class of n-dimensional flat
Lagrangian submanifolds of R2n that are contained in S2n−1. These are the lifts by the
Hopf projection π: S2n−1 → CPn−1 of (n − 1)-dimensional flat Lagrangian submanifolds
of CPn−1.
We illustrate the procedures in the paper by applying the P -transformation to the
vacuum solution of the system of partial differential equations associated to n-dimensional
flat Lagrangian submanifolds of Cn. First, starting with scalar Pi-transforms, 1 ≤ i ≤ k, of
the associated (degenerate) submanifold (which are themselves immersed submanifolds),
with Pi 6= ±Pj for 1 ≤ i 6= j ≤ k, we write down the formulae for the remaining
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2k− (k+1) vertices of the corresponding Bianhi P -cube. We also produce an example of
an n-dimensional flat Lagrangian submanifold of Cn by applying the P -transformation to
the vacuum solution with a non-diagonalizable P , which therefore can not be produced
by an iteration of scalar P -transformations.
We point out that the vectorial Ribaucour transformation of flat Lagrangian subman-
ifolds of Cn and CPn−1 was also studied in [15] under a different approach based on the
dressing action of a rational loop group on these immersions.
1 Preliminaries
In this section we recall some known results on systems of partial differential equations
associated to isometric immersions of space forms into space forms, as well as on the
Ribaucour transformation and its vectorial version. Since our study of Lagrangian sub-
manifolds of constant curvature c of CHn(4c) requires working on Euclidean space with
a flat metric of index two, we consider pseudo-Riemannian ambient space forms.
1.1 PDE’s associated to submanifolds of constant curvature
Given an isometric immersion f :Mn → Qn+ps (c) of a Riemannian manifold into a pseudo-
Riemannian space form of constant sectional curvature c and index s, we denote by Nf1 (x)
the first normal space of f at x ∈Mn, which is the subspace of the normal space NfM(x)
of f at x spanned by the image of the second second fundamental form αf at x. We say
that Nf1 (x) is nondegenerate if N
f
1 (x)∩N
f
1 (x)
⊥ = {0}. We also denote by νf(x) the index
of relative nullity of f at x, defined as the dimension of the kernel of αf at x.
The following results are well known (cf. [16] and [6]).
Proposition 1 Let f :Mn(c)→ Qn+ps (c) be an isometric immersion with flat normal bun-
dle and νf ≡ 0. If s ≥ 1, suppose further that N
f
1 (x) is nondegenerate everywhere. Then
p ≥ n and there exist locally principal coordinates (u1, ..., un), an orthonormal normal
frame ξ1, ..., ξp and smooth functions v1, ..., vn and hir, 1 ≤ i ≤ n, 1 ≤ r 6= i ≤ p, with
v1, . . . , vn positive, such that
ds2 =
∑
j
v2jdu
2
j , α (∂i, ∂j) = viδijξi, ∇∂iXj = hjiXi and ∇
⊥
∂i
ξr = hirξi (1)
where ∂i =
∂
∂ui
, Xi = (1/vi)∂i and hij = (1/vi)∂ivj for 1 ≤ i 6= j ≤ n. Moreover, the pair
(v, h), where v = (v1, ..., vn) and h = (hir), satisfies the system of PDE’s{
i) ∂jvi = hjivj , ii) ∂ihij + ∂jhji +
∑n
ℓ=1 hℓihℓj + cvivj = 0,
iii) ∂jhir = hijhjr, iv) ǫj∂jhij + ǫi∂ihji +
∑p
r=1 ǫrhirhjr = 0,
(2)
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where always i 6= j, {ℓ, r} ∩ {i, j} = ∅ and ǫr = 〈ξr, ξr〉 .
Conversely, if (v, h) is a solution of (2) on an open simply connected subset U ⊂ Rn
such that vi > 0 everywhere then there exists an immersion f : U → Q
n+p
s (c) with flat
normal bundle, νf ≡ 0, nondegenerate first normal bundle of rank n and induced metric
ds2 =
∑
i v
2
i du
2
i of constant sectional curvature c.
In the next proposition, Ots(n× p) stands for the subspace of Mn×p(R) of all matrices
V that satisfy V tJV = J˜ , where Jij = ǫiδij and J˜ij = ǫ˜iδij , the ǫi being −1 for s of the
indices 1, ..., p and 1 for the others, and the ǫ˜i being −1 for t of the indices 1, ..., n and 1
for the others.
Proposition 2 Let f :Mn(c) → Qn+ps (c˜), c 6= c˜, be an isometric immersion with flat
normal bundle. Let X1, ..., Xn be an orthonormal frame that diagonalizes the second fun-
damental form of f and let ηi = αf(Xi, Xi), 1 ≤ i ≤ n, be the principal normal vector
fields of f . Assume that
θi = 〈ηi, ηi〉+ c˜− c 6= 0
for 1 ≤ i ≤ n. Then p ≥ n − 1 and there exist locally principal coordinates u1, ..., un
on Mn(c) for f . Moreover, if ξ1, ..., ξp is a parallel orthonormal frame of NfM and Vir,
1 ≤ i ≤ n, 1 ≤ r ≤ p, are defined by
AξrXi = v
−1
i VirXi,
where vi = |∂i| for 1 ≤ i ≤ n, then the triple (v, h, V ), with v = (v1, . . . , vn), h = (hij) for
hij = (1/vi)∂ivj, 1 ≤ i 6= j ≤ n, and V = (Vir), satisfies the system of PDE’s{
i) ∂ivj = hijvi ii) ∂ℓVir = hℓiVℓr,
iii) ∂ihij + ∂jhji +
∑n
ℓ=1 hℓihℓj + cvivj = 0, iv) ∂jhiℓ = hijhjℓ,
(3)
where 1 ≤ i 6= j 6= ℓ 6= i ≤ n. Furthermore, the matrix Vˆ ∈Mn×(p+1)(R) defined by
Vˆir = Vir, 1 ≤ r ≤ p, and Vˆi(p+1) =
√
|c− c˜|vi (4)
belongs to Ots+ǫ0(n × (p + 1)), where ǫ0 = 0 or 1 according to whether c˜ > c or c˜ < c,
respectively, and t is the number of indices for which θi < 0.
Conversely, if (v, h, V ) is a solution of (3) on an open simply connected subset U ⊂ Rn
such that vi 6= 0 everywhere and such that Vˆ ∈ Mn×(p+1)(R), defined by (4) for c˜ 6= c,
belongs to Ots+ǫ0(n × (p + 1)), then there exists an immersion f : U → Q
n+p
s (c˜), with
θi < 0 for t of the indices, that has (v, h, V ) as associated triple and whose induced metric
ds2 =
∑
i v
2
i du
2
i has constant sectional curvature c.
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1.2 The vectorial Ribaucour transformation
If Mn is an n-dimensional Riemannian manifold and ξ is a pseudo-Riemannian vector
bundle over Mn endowed with a compatible connection ∇ξ, we denote by Γ(ξ) the space
of smooth sections of ξ. If ζ = ξ∗ ⊗ η = Hom(ξ, η) is the tensor product of the vector
bundles ξ∗ and η, where ξ∗ stands for the dual vector bundle of ξ and η is a pseudo-
Riemannian vector bundle over Mn, then ∇Z ∈ Γ(T ∗M ⊗ ζ) is given by
(∇ζXZ)(v) = ∇
η
XZ(v)− Z(∇
ξ
Xv)
for all X ∈ X(M) = Γ(TM), v ∈ Γ(ξ). For Z ∈ Γ(ξ∗ ⊗ η), we define Zt ∈ Γ(η∗ ⊗ ξ) by
〈Zt(u), v〉 = 〈u, Z(v)〉, u ∈ Γ(η), v ∈ Γ(ξ).
The exterior derivative dω ∈ Γ(Λ2T ∗M ⊗ ξ) of ω is related to its covariant derivative by
dω(X, Y ) = ∇ω(X, Y )−∇ω(Y,X) = (∇Xω)Y − (∇Y ω)X.
The one-form ω is closed if dω = 0. If Z ∈ Γ(ξ), then ∇Z = dZ ∈ Γ(T ∗M ⊗ ξ) is the
one-form given by ∇Z(X) = ∇ξXZ. In case ξ =M×V is a trivial vector bundle over M
n,
with V a Euclidean vector space, that is, a vector space endowed with an inner product,
then Γ(T ∗M ⊗ ξ) is identified with the space of smooth one-forms with values in V .
The vectorial Ribaucour transformation for Euclidean submanifolds was introduced in
[2], and can be extended to submanifolds of Rn+ps as follows.
Let f : Mn → Rn+ps be an isometric immersion of a simply connected Riemannian
manifold. Let V be a vector space and let ϕ:Mn → V be a smooth map, which we regard
as a section of the trivial vector bundle Mn×V , also denoted by V . Fix an inner product
〈·, ·〉 on V , thus making M × V into a Riemannian vector bundle, which we endow with
the trivial compatible connection ∇ = d. Assume that β ∈ Γ(V ∗ ⊗NfM) is such that
α(X,ωt(v)) + (∇Xβ)v = 0 (5)
for all v ∈ Γ(V ), where ω = dϕ ∈ Γ(TM∗ ⊗ V ), and
[Φu,Φv] = 0 (6)
for all u, v ∈ Γ(V ), where Φ = Φ(ω, β) ∈ Γ(T ∗M ⊗ V ∗ ⊗ TM) is given by
ΦvX := Φ(X)(v) = (∇Xω
t)v −Aβ(v)X. (7)
It follows from (5) that F ∈ Γ(V ∗ ⊗ f ∗TRn+ps ) given by F = f∗ω
t + β satisfies
dF(X)(v) = f∗ΦvX (8)
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for all X ∈ X(M) and v ∈ Γ(V ). Now let Ω ∈ Γ(V ∗ ⊗ V ) be a solution of the completely
integrable first order system
dΩ = F tdF (9)
such that
Ω + Ωt = F tF . (10)
We point out that the integrability conditions of (9) are precisely equations (6) (see [2]),
and that (9) implies (10) up to a parallel section of V ∗ ⊗ V .
Definition 3. If Ω is invertible everywhere, then the isometric immersion f˜ : M˜n → Rn+ps
given by
f˜ = f − FΩ−1ϕ, (11)
where M˜n is the subset of regular points of f˜ endowed with the induced metric, is called
the vectorial Ribaucour transform of f determined by (ϕ, β,Ω) (or, more precisely, by
(ϕ, β,Ω, 〈·, ·〉); see Remark 4 below). We write f˜ = Rϕ,β,Ω(f).
Remark 4. Let 〈·, ·〉∼ be another inner product on V , related to 〈·, ·〉 by 〈·, ·〉∼ = 〈·, B·〉
for some invertible B ∈ V ∗⊗V , which we regard as a parallel section of the trivial vector
bundle V ∗ ⊗ V ,
∇XBv = B∇Xv (12)
for all X ∈ X(M) and v ∈ Γ(V ). The transpose νˆ of ω = dϕ with respect to 〈·, ·〉∼ is
related to its transpose ν = ωt with respect to 〈·, ·〉 by νˆ = νB and, in view of (12), also
the covariant derivatives ∇νˆ and ∇ν are related by
(∇X νˆ)v = (∇Xν)Bv
for all X ∈ X(M) and v ∈ Γ(V ). Thus, if we define βˆ ∈ Γ(V ∗ ⊗NfM) by βˆ = βB, then
Fˆ = f∗νˆ + βˆ = FB
and
ΦˆvX = (∇ˆX νˆ)v −Aβˆ(v)X = ΦBvX.
Hence (5) is satisfied by (νˆ, βˆ), and
[Φˆu, Φˆv] = [ΦBu,ΦBv] = 0
for all u, v ∈ Γ(V ). Note also that the transposes βˆt and βt with respect to 〈·, ·〉∼ and
〈·, ·〉, respectively, coincide, for
〈βˆtξ, v〉∼ = 〈ξ, βˆv〉 = 〈ξ, βBv〉 = 〈βtξ, Bv〉 = 〈βtξ, v〉∼.
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Similarly, Fˆ t = F t, and hence Ωˆ ∈ Γ(V ∗ ⊗ V ), given by Ωˆ = ΩB, satisfies Ωˆt = ΩtB,
dΩˆ = Fˆ tdFˆ and Ωˆ + Ωˆt = Fˆ tFˆ .
Moreover,
f − FˆΩˆ−1ϕ = f − (FB)(B−1Ω−1)ϕ = f − FΩ−1ϕ
and thus (ϕ, β,Ω, 〈·, ·〉) and (ϕˆ = ϕ, βˆ, Ωˆ, 〈·, ·〉∼) give rise to the same vectorial Ribaucour
transform.
If dimV = 1, after identifying V ∗ ⊗ NfM with NfM then ϕ and β become elements
of C∞(M) and Γ(NfM), respectively, and equation (5) reduces to
α(X,∇ϕ) +∇⊥Xβ = 0. (13)
Moreover, Ω reduces to the function Ω = (1/2)〈F ,F〉, where F = f∗∇ϕ + β is the
Combescure transform of f determined by (ϕ, β), and (11) becomes the parameterization
of a scalar Ribaucour transform of f obtained in Theorem 17 of [7]. In this case, since
Ω is determined by ϕ and β we write f˜ = Rϕ,β(f) instead of f˜ = Rϕ,β,Ω(f). The tensor
Φ = Φϕ,β given by (7) reduces in this case to
Φ = Hessϕ− Aβ
and is a Codazzi tensor on Mn that is related to F by F∗X = f∗Φ(X) for all X ∈ X(M).
It is called the Codazzi tensor associated to the Ribaucour transform f˜ .
Given two pairs (ϕ, β) and (ϕ′, β ′) satisfying (13) such that [Φϕ′,β′ ,Φϕ,β] = 0, taking
linear combinations (ϕ˜, β˜) = c(ϕ, β) + c′(ϕ′, β ′), c, c′ ∈ R, yields a one-parameter family
of scalar Ribaucour transforms Rϕ˜,β˜(f) of f , because pairs (ϕ, β) and (ϕ
′, β ′) related by
(ϕ, β) = λ(ϕ′, β ′) for some λ 6= 0 give rise to the same Ribaucour transform. It is called
the associated family determined by Rϕ,β(f) and Rϕ′,β′(f).
The vectorial Ribaucour transformation can be extended to isometric immersions
f :Mn → Qn+ps (c˜) of a Riemannian manifold M
n into a pseudo-Riemannian manifold
of constant sectional curvature c˜ as follows. Here, and in the sequel, i stands for the
umbilical inclusion i : Qn+ps (c˜) → R
n+p+1
s+ǫ0 , where ǫ0 = 0 or ǫ0 = 1 depending on whether
c˜ > 0 or c˜ < 0, respectively.
Definition 5 An isometric immersion f˜ : M˜n → Qn+ps (c˜) is said to be the vectorial
Ribaucour transform of f :Mn → Qn+ps (c˜) with data (ϕ, β,Ω) if F˜ = i◦ f˜ : M˜
n → Rn+p+1s+ǫ0
is a vectorial Ribaucour transform of F = i◦f : Mn → Rn+p+1s+ǫ0 with data (ϕ, β˜,Ω), where
β˜ = i∗β + c˜Fϕ
t.
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In this case, the corresponding vectorial Combescure transform of F is
G = F∗ω
t + i∗β + c˜Fϕ
t
and the tensor Φ = Φ(ω, β) is now given by
ΦvX := Φ(X)(v) = (∇Xω
t)v − Aβ(v)X + c˜ϕ
t(v)X. (14)
Equations (9) and (10) become
dΩ = GtdG (15)
and
Ω + Ωt = GtG, (16)
respectively, and (15) is equivalent to
dΩ = ωΦ. (17)
The following basic properties of the vectorial transformation were derived in [2] when
c˜ = 0. The extension to the case c˜ 6= 0 is straightforward.
Proposition 6. (i) The bundle map
P = I − GΩ−1Gt ∈ Γ((F ∗TRn+p+1s+ǫ0 )
∗ ⊗ F˜ ∗TRn+p+1s+ǫ0 )
is a vector bundle isometry satisfying
PF = F˜ = F − GΩ−1ϕ and f˜∗ = Pf∗D
where
D = I − ΦΩ−1ϕ ∈ Γ(T
∗M ⊗ TM).
In particular, the metrics induced by f and f˜ are related by 〈 , 〉∼ = D∗〈 , 〉.
(ii) The normal connections and second fundamental forms of f and f˜ are related by
∇˜⊥XPξ = P∇
⊥
Xξ (18)
and
A˜Pξ = D
−1(Aξ + ΦΩ−1βtξ), (19)
or equivalently,
α˜(X, Y ) = P(α(X,DY ) + β(Ω−1)tΦ(X)tDY ). (20)
(iii) The Levi-Civita connections of the metrics 〈 , 〉 and 〈 , 〉∼ are related by
D∇˜XY = ∇XDY − (Φ(X)Ω
−1ω − (Φ(X)Ω−1ω)t)(DY ). (21)
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1.3 The decomposition theorem
The following is a straightforward extension for nonflat ambient space forms of a decom-
position property of the vectorial Ribaucour transformation proved in [2] for Euclidean
submanifolds.
Theorem 7 Let Rϕ,β,Ω(f): M˜
n → Qn+ps (c˜) be a vectorial Ribaucour transform of an iso-
metric immersion f :Mn → Qn+ps (c˜) determined by (ϕ, β,Ω) as in Definition 5. For a
direct sum decomposition V = V1⊕ V2, which we assume to be orthogonal after a suitable
change of the inner product on V (see Remark 4), let πj :V → Vj, 1 ≤ j ≤ 2, denote the
orthogonal projection and define
ϕj = πVj ◦ ϕ, βj = β|Vj and Ωij = πVi ◦ Ω|Vj ∈ Γ(V
∗
j ⊗ Vi), 1 ≤ i, j ≤ 2. (22)
Then the triple (ϕj, βj ,Ωjj) satisfies the conditions of Definition 5 for 1 ≤ j ≤ 2, except
possibly for the invertibility of Ωjj. Suppose that the latter condition is also satisfied and
define fj = Rϕj ,βj ,Ωjj (f), Fj = i ◦ fj, Gj = Fj∗ω
t
j + i∗βj + c˜Fjϕ
t
j, where ωj = dϕj, and
ϕ¯i = ϕi − ΩijΩ
−1
jj ϕj , β¯i = Pj(βi − βj(Ω
−1
jj )
tΩtij) and Ω¯ii = Ωii − ΩijΩ
−1
jj Ωji, (23)
1 ≤ i 6= j ≤ 2, where Pj = I−GjΩ
−1
jj G
t
j. Then the triple (ϕ¯i, β¯i, Ω¯ii) satisfies the conditions
of Definition 5 with respect to fj, 1 ≤ j 6= i ≤ 2, and
Rϕ,β,Ω(f) = Rϕ¯i,β¯i,Ω¯ii(Rϕj ,βj ,Ωjj(f)). (24)
Theorem 7 implies that any vectorial Ribaucour transformation whose associated data
(ϕ, β,Ω) are defined on a vector space V can be regarded as the iteration of k = dimV
scalar Ribaucour transformations. We discuss below a consequence of this fact.
The isometric immersions fi:M
n
i → Q
n+p
s (c˜), 1 ≤ i ≤ 4, form a Bianchi quadrilateral
if for each of them the preceding and subsequent ones (thought of as points on an oriented
circle) are Ribaucour transforms of it and the associated Codazzi tensors commute.
A Bianchi cube is a (k + 1)-tuple (C0, ..., Ck), where each Cr, 1 ≤ r ≤ k, is a family of
isometric immersions fαr :M
n
αr → Q
n+p
s (c˜) indexed in the set of multi-indices
Λr = {αr = {i1, ..., ir} ⊂ {1, ..., k} : αr with r distinct elements}
satisfying the following conditions for all 1 ≤ s ≤ k − 1:
(i) Each fαs+1 ∈ Cs+1 with αs+1 = αs ∪ {ij} is a Ribaucour transform of fαs ∈ Cs.
(ii) {fαs−1 , fαs−1∪{il}, fαs−1∪{ij}, fαs+1} is a Bianchi quadrilateral if αs+1 = αs−1 ∪ {il, ij}.
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Theorem 2 in [2] can be easily extended to nonflat ambient space forms as follows.
Theorem 8 Let f :Mn → Qn+ps (c˜) be an isometric immersion and let f1, ..., fk be Rib-
aucour transforms of f none of which belongs to the associated family determined by any
two of the others. Then, for a generic choice of isometric immersions fij :M
n
ij → Q
n+p
s (c˜),
1 ≤ i 6= j ≤ k, such that {f, fi, fj, fij} is a Bianchi quadrilateral, there exists a unique
Bianchi k-cube (C0, ..., Ck) such that C0 = {f}, C1 = {f1, ..., fk} and C2 = {fij}1≤i 6=j≤k.
2 The L-transformation
In this section we obtain a reduction of the vectorial Ribaucour transformation that
preserves the class of submanifolds with constant curvature. First we relate the curvature
tensors of submanifolds that are associated by a vectorial Ribaucour transformation.
Let f : Mn → Qn+ps (c˜) be an isometric immersion and let f˜ = Rϕ,β,Ω(f): M˜
n →
Qn+ps (c˜) be a vectorial Ribaucour transform of f . Set S = Ω
−1βt ∈ Γ(NfM
∗ ⊗ V ) and
define U ∈ Γ(T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ TM) by
U(X, Y ) = Φ(X)S(A(Y ) +
1
2
Φ(Y )S)t.
Given T ∈ Γ(T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ TM), define Tˆ ∈ Γ(A2(T
∗M)⊗A(TM)) by
Tˆ (X, Y ) = (T (X, Y )− T (X, Y )t)− (T (Y,X)− T (Y,X)t).
Proposition 9. The curvature tensors of Mn and M˜n are related by
DR˜(X, Y ) = (R(X, Y )− c˜(X ∧ Y ) + Uˆ(X, Y ) + c˜(DX ∧DY ))D.
Proof: By (19) and (20) we have
DA˜α˜(Y,Z)X = A(X)(α(Y,DZ) + S
tΦ(Y )tDZ)
+Φ(X)S(α(Y,DZ) + StΦ(Y )tDZ).
(25)
From (25) and the Gauss equations for f˜ and f we obtain
DR˜(X, Y )Z = DA˜α˜(Y,Z)X −DA˜α˜(X,Z)Y +D(R¯(X, Y )Z)
t
= R(X, Y )DZ − c˜(X ∧ Y )DZ + A(X)StΦ(Y )tDZ
+Φ(X)SA(Y )tDZ + Φ(X)SStΦ(Y )tDZ −A(Y )StΦ(X)tDZ
−Φ(Y )SA(X)tDZ − Φ(Y )SStΦ(X)tDZ + c˜(DX ∧DY )DZ
= R(X, Y )DZ − c˜(X ∧ Y )DZ + Uˆ(X, Y )DZ + c˜(DX ∧DY )DZ.
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Now define ρ ∈ Γ(V ∗⊗V ), Ψ ∈ Γ(T ∗M⊗V ∗⊗TM)) andQ ∈ Γ(T ∗M⊗T ∗M⊗T ∗M⊗TM)
by
ρ = βtβ − (c− c˜)ϕϕt, (26)
Ψ(Y ) = A(Y )β + (c− c˜)Y ϕt +
1
2
Φ(Y )Ω−1ρ (27)
and
Q(X, Y ) = Φ(X)Ω−1Ψ(Y )t. (28)
Corollary 10. If Mn has constant sectional curvature c, then the same holds for M˜n if
and only if Qˆ vanishes identically.
Proof: First observe that M˜n has constant sectional curvature c if and only if
DR˜(X, Y )Z = cD(〈Y, Z〉∼X − 〈X,Z〉∼Y ) = c(DX ∧DY )DZ.
By Proposition 9 and the fact that Mn has constant sectional curvature c we have
DR˜(X, Y )− c(DX ∧DY )D = (R(X, Y )− c˜(X ∧ Y ) + Uˆ(X, Y )
+c˜(DX ∧DY )− c(DX ∧DY ))D (29)
= ((c− c˜)(X ∧ Y )− (c− c˜)(DX ∧DY ) + Uˆ(X, Y ))D.
Using that D = I − ΦΩ−1ϕ we obtain
X ∧ Y −DX ∧DY = XY t − Y X t −DX(DY )t +DY (DX)t
= X(Φ(Y )Ω−1ϕ)t + (Φ(X)Ω−1ϕ)Y t − (Φ(X)Ω−1ϕ)(Φ(Y )Ω−1ϕ)t
−Y (Φ(X)Ω−1ϕ)t − (Φ(Y )Ω−1ϕ)X t + (Φ(Y )Ω−1ϕ)(Φ(X)Ω−1ϕ)t
= Hˆ(X, Y )
(30)
where H(X, Y ) = Φ(X)Ω−1ϕ(Y − 1
2
Φ(Y )Ω−1ϕ)t. It follows from (29) and (30) that
DR˜(X, Y )− c(DX ∧DY )D = (Uˆ(X, Y ) + (c− c˜)Hˆ(X, Y ))D,
and the proof is completed by checking that U(X, Y ) + (c− c˜)H(X, Y ) = Q(X, Y ).
Looking for triples (ϕ, β,Ω) for which Qˆ = 0 leads to the following definition.
Definition 11. Let f˜ = Rϕ,β,Ω(f): M˜
n → Qn+ps (c˜) be a vectorial Ribaucour transform
of f : Mn(c) → Qn+ps (c˜) determined by (ϕ, β,Ω), with ϕ ∈ Γ(V ), β ∈ Γ(V
∗ ⊗ NfM) and
Ω ∈ Γ(V ∗ ⊗ V ). If there exists L ∈ V ∗ ⊗ V such that
Φ(Y )L+ A(Y )β + (c− c˜)Y ϕt = 0 (31)
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where Φ = Φ(ν, β) is given by (14), and
ΩL+ LtΩt = ρ (32)
with ρ given by (26), then f˜ is said to be an L-vectorial Ribaucour transform of f , or
simply an L-transform of f . We write f˜ = Rϕ,β,Ω,L(f).
Remarks 12. (i) If 〈·, ·〉∼ is another inner product on V , with 〈·, ·〉∼ = 〈·, B·〉 for some
invertible B ∈ V ∗⊗V , then conditions (31) and (32) are satisfied by (ϕ, β,Ω, L, 〈·, ·〉) if and
only if they are satisfied by (ϕˆ, βˆ, Ωˆ, Lˆ, 〈·, ·〉∼), where ϕˆ = ϕ, βˆ = βB, Ωˆ = ΩB and Lˆ =
B−1LB. Thus, in the definition of the L-transformation one may replace (ϕ, β,Ω, L, 〈·, ·〉)
by any quintuple (ϕˆ, βˆ, Ωˆ, Lˆ, 〈·, ·〉∼) related to (ϕ, β,Ω, L, 〈·, ·〉) in this way. Notice that
the transposes of Lˆ and L with respect to 〈·, ·〉∼ and 〈·, ·〉 coincide, for
〈Lˆtv, w〉∼ = 〈v, Lˆw〉∼ = 〈v, BLˆw〉 = 〈v, LBw〉 = 〈Ltv, Bw〉 = 〈Ltv, w〉∼.
(ii) In the scalar case, the L-transformation reduces to the transformation for sub-
manifolds of constant sectional curvature given by Theorem 13 of [6], called the RC-
transformation in that paper, which in turn reduces to the Ribaucour transformation for
constant curvature surfaces in R3 studied by Bianchi [1].
Theorem 13. If f : Mn(c)→ Qn+ps (c˜) is an isometric immersion and f˜ : M˜
n → Qn+ps (c˜)
is an L-transform of f , then M˜n also has constant curvature c.
Proof: We get from (31) that Ψ defined by (27) satisfies Ψ(Y ) = Φ(Y )Ω−1(ρ/2−ΩL), and
hence Q given by (28) reduces to Q(X, Y ) = Φ(X)Ω−1(ρ/2 − LtΩt)(Ω−1)tΦ(Y )t. Using
(32), we obtain Qˆ(X, Y ) = 0, and the statement follows from Corollary 10.
To prove the existence of L-transforms we first write (5) and (31) in the local coordi-
nates given by Propositions 1 and 2.
Lemma 14. Let f :Mn(c)→ Qn+ps (c) be an isometric immersion satisfying the assump-
tions of Proposition 1, and let u1, . . . , un, ξ1, . . . , ξp and (v, h) be, respectively, principal
coordinates on an open subset U ⊂ Mn(c), the orthonormal frame of NfU and the pair
associated to f given by that result. Given ϕ:U → V and β ∈ Γ(V ∗ ⊗NfU), where V is
a Euclidean vector space, define γ1, ..., γn, β
1, ..., βp:U → V by
γi = v
−1
i ω(∂i) and β
r = βt(ξr) (33)
for 1 ≤ i ≤ n and 1 ≤ r ≤ p, where ω = dϕ. Then (ω, β) satisfies (5) and Φ(ω, β) satisfies
(31) if and only if (ϕ, γ1, ..., γn, β
1, ..., βp) is a solution of the linear system of PDE’s
R =

i) ∂iϕ = viγi, ii) ∂iγj = hjiγi, i 6= j
iii) ∂iγi = −
∑
j 6=i hjiγj − ((L
t)−1 − I)βi − cviϕ
iv) ∂iβ
r = hirβ
i, i 6= r, v) ǫi∂iβ
i = −γi −
∑
r 6=i ǫrhirβ
r.
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Proof: Equation (i) of R is equivalent to ω = dϕ. Now we have
ωt(v) =
n∑
i=1
v−1i 〈γi, v〉∂i and β(v) =
p∑
r=1
ǫr〈β
r, v〉ξr, (34)
hence using (1) we obtain αf(∂i, ω
t(v)) = 〈γi, v〉ξi and
(∇∂iβ)(v) =
p∑
r=1,r 6=i
ǫr〈∂iβ
r − hirβ
i, v〉ξr + 〈ǫi∂iβ
i +
p∑
r=1,r 6=i
ǫrhirβ
r, v〉ξi.
Thus (5) is equivalent to (iv) and (v). Moreover, using the third formula in (1), it follows
that Φ = Φ(ω, β) satisfies
Φv (∂i) =
∑
j 6=i
〈∂iγj − hjiγi, v〉Xj + 〈∂iγi +
∑
j 6=i
γjhji − β
i + cviϕ, v〉Xi,
hence (31) reduces to (ii) and (iii).
Remark 15. Lemma 14 also holds for an isometric immersion f :Mn(c)→ Qn+ps (c˜), with
c 6= c˜, satisfying the assumptions of Proposition 2, if system R is replaced by
R∗ =

i) ∂iϕ = viγi, ii) ∂iγj = hjiγi, i 6= j
iii) ∂iγi = −
∑
j 6=i hjiγj − ((L
t)−1 − I)
∑
r ǫrVirβ
r − ((Lt)−1(c− c˜) + c˜) viϕ,
iv) ∂iβ
r = −Virγi, i 6= r.
Definition 16. Let V,W1,W2 be Euclidean vector spaces. Given A ∈ V
∗ ⊗ V , c, c˜ ∈ R,
ψ ∈ V ∗, ν ∈ V ∗⊗W1 and β ∈ V
∗⊗W2, we say that (ψ, ν, β) is A-admissible if the system{
X +X t = νtν + βtβ + c˜ψtψ
XA+ AtX t = βtβ − (c− c˜)ψtψ
(35)
admits a unique solution X ∈ V ∗ ⊗ V , and if such solution is invertible.
Remark 17. Notice that if the inner product 〈·, ·〉 is replaced by 〈·, ·〉∼, given by 〈·, ·〉∼ =
〈·, B·〉 for some invertible B ∈ V ∗⊗V , then (ψ, ν, β) is A-admissible if and only if (ψˆ, νˆ, βˆ),
given by ψˆ = ψB, νˆ = νB and βˆ = βB, is Aˆ-admissible, where Aˆ = B−1AB. Namely,
system (35) has a unique solution X if and only if the corresponding system for (ψˆ, νˆ, βˆ, Aˆ)
has a unique solution Xˆ , and these are related by Xˆ = XB.
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Theorem 18. Let f :Mn(c)→ Qn+p(c˜) be an isometric immersion as in either of Propo-
sitions 1 or 2, depending on whether c = c˜ or c 6= c˜, respectively. Given x0 ∈ M
n(c),
if L is an invertible endomorphism of a Euclidean vector space V and (ψ0, ν0, β0) is an
L-admissible triple, with ν0 ∈ V
∗ ⊗ Tx0M and β0 ∈ V
∗ ⊗ NfM(x0), then there exist an
open neighborhood W of x0 and a unique L-transform f˜ = Rϕ,β,Ω,L(f |W ) of f |W such that
ϕ(x0) = ψ
t
0, ω(x0) = ν
t
0 and β(x0) = β0.
Proof: Let ϕ0, γ01 , ..., γ
0
n, β
1
0 , ..., β
p
0 ∈ V be given by ϕ
0 = ψt0, γ
0
i = v
−1
i ν0(∂i) and β
r
0 =
βt0(ξr). It is immediate to verify, using the fact that (v, h) (resp., (v, h, V )) is a solution
of (2) (resp., (3)), that the compatibility conditions of system R (resp., R∗) are satisfied.
Thus there exists a solution (ϕ, γ1, ..., γn, β
1, ..., βp) of R (resp., R∗) such that ϕ(x0) = ϕ
0,
γi(x0) = γ
0
i and β
r(x0) = β
r
0 for 1 ≤ i ≤ n and 1 ≤ r ≤ p. It follows from Lemma 14 that
ω = dϕ and β given by (34) satisfy (5), (31) and the initial conditions
ϕ(x0) = ψ
t
0, β(x0) = β0 and ω(x0) = ν
t
0.
Since the triple (ψ0, ν0, β0) is L-admissible, the system of equations{
X +X t = νt0ν0 + β
t
0β0 + c˜ψ
t
0ψ0
XL+ LtX t = βt0β0 − (c− c˜)ψ
t
0ψ0
has a unique solution X = Ω0, which is invertible. Let Ω ∈ Γ(V
∗ ⊗ V ) be the unique
solution of (15) with Ω(x0) = Ω0 on an open simply connected neighborhood W of x0
where Ω remains invertible. Using (5) and (17) we obtain
d(ΩL+ LtΩt − ρ)(X) = ωΦ(X)L+ LtΦ(X)tωt − dβt(X)β − βtdβ(X)
+(c− c˜)ω(X)ϕt + (c− c˜)ϕω(X)t
= ω(Φ(X)L+ A(X)β + (c− c˜)Xϕt)
+(ω(Φ(X)L+ A(X)β + (c− c˜)Xϕt))t,
and the right-hand-side vanishes by (31). Thus (32) holds on W since it holds at x0.
It follows that (ϕ, β,Ω) is the unique triple that satisfies the conditions of Definitions 3
and 11 on W , as well as the given initial conditions at x0. Therefore f˜ = Rϕ,β,Ω(f |W ) is
an L-transform of f |W , and it is the unique one defined on an open neighborhood of x0
which satisfies the given initial conditions at x0.
It remains to investigate when (ψ, ν, β) is an L-admissible triple for a given endomor-
phism L, and in particular for which endomorphisms L there exist L-admissible triples.
First, in the next result we give conditions on L and (ψ, ν, β) under which system (35)
has exactly one solution.
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An operator A ∈ V ∗ ⊗ V is said to be nonderogatory if its minimal and characteristic
polynomials coincide, or equivalently, if for each eigenvalue α of A the eigenspace ker(Ac−
αI) of the complexified endomorphism Ac ∈ (V c)∗⊗ V c, V c = V ⊗C, has dimension one.
If a11, . . . , a1n1 , . . . , ap1, . . . , apnp is the Jordan basis of A
c, with ai1, . . . , aini corresponding
to the eigenvalue αi, we call ai1, . . . , aini the generalized eigenvectors associated to αi.
Thus, for 1 ≤ i ≤ p and 1 ≤ ki ≤ ni we have (A
c − αiI)aiki = ai,ki−1, ai0 = 0.
Proposition 19. Let A ∈ V ∗ ⊗ V be nonderogatory, let α1, . . . , αp (resp., γ1, . . . , γq) be
the real (resp., complex) eigenvalues of A, let ai1, ai2, ..., aini (resp., wj1, wj2, ..., wjmj) be
the generalized eigenvectors of A associated with αi, 1 ≤ i ≤ p (resp., γj, 1 ≤ j ≤ q ).
Then system (35) has a solution X ∈ V ∗ ⊗ V if and only if∑ki−1
r=0 〈ai,ki−r, Bai,r+1〉 = 0, i = 1, ..., p and ki = 1, 2, ..., ni (36)
and ∑ℓj−1
r=0 〈wj,ℓj−r, B
cw¯j,r+1〉 = 0, j = 1, ..., q and ℓj = 1, 2, ..., mj, (37)
where
B = (I − At)βtβ − Atνtν − ((c− c˜)I + c˜At)ψtψ,
Bc is its complexification and 〈 , 〉:V c×V c → C is the canonical hermitian inner product
on V c = V ⊗ C. Moreover, if (36) and (37) are satisfied then the solution X is unique.
Proof: Let Xs =
1
2
(X +X t) and Xa =
1
2
(X −X t) be the symmetric and anti-symmetric
parts of X ∈ V ∗ ⊗ V , respectively. Then X is a solution of (35) if and only if
2Xs = ν
tν + βtβ + c˜ψtψ (38)
and
XaA−A
tXa = Bs = (B +B
t)/2. (39)
Let Ψ:A(V )→ S(V ) be the linear map from the space of anti-symmetric endomorphisms
of V into the space of symmetric endomorphisms of V given by
Ψ(Y ) = Y A− AtY.
A necessary and sufficient condition for Ψ to be injective is that A be a nonderogatory
endomorphism (see [14]). Therefore, a solution X of (35) exists if and only if Bs belongs
to the range of Ψ, and in this case X is uniquely determined by X = Xs +Xa, with Xs
given by (38) and Xa the unique element of A(V ) such that Ψ(Xa) = Bs.
Now, Bs belongs to the range of Ψ if and only if its complexification B
c
s belongs to
the range of Ψ regarded as a linear map from A(V c) to S(V c), where V c is endowed with
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the canonical hermitian inner product and S(V c), A(V c) denote the spaces of self-adjoint
and anti-self-adjoint endomorphisms of V c, respectively. This is the case if and only if
Bs, and hence B, belongs to the orthogonal complement of the kernel of the adjoint Ψ
∗
of Ψ with respect to the inner product on V c ⊗ V c given by
〈X, Y 〉 = traceY ∗X
where Y ∗ stands for the adjoint of Y . It is easily checked that
Ψ∗Y = Y At −AY
and that a basis of kerΨ∗ is {Yiki, Zjℓj , Z¯jℓj , 1 ≤ ki ≤ ni, 1 ≤ ℓj ≤ mj}, where
Yiki = aikia
t
i1 + ai,ki−1a
t
i2 + . . . , ai1a
t
iki
, 1 ≤ i ≤ p , and 1 ≤ ki ≤ ni,
and
Zjℓj = wjℓjw
t
j1 + wj,ℓj−1w
t
j2 + . . . , wj1w
t
jℓj
, 1 ≤ j ≤ q and 1 ≤ ℓj ≤ mj .
(cf. [9]). Therefore Bcs ∈ Ψ(A(V
c)) if and only if 〈Bc, Yiki〉 = 0 = 〈B
c, Zjℓj〉 for all
1 ≤ i ≤ p, 1 ≤ ki ≤ ni, 1 ≤ j ≤ q, 1 ≤ ℓj ≤ mj , which are equivalent to (36) and (37).
Remark 20. If (36) and (37) are satisfied then the unique solution X of (35) is X =
Xs + Xa, where Xs is given by (38) and Xa is the unique solution of (39), an explicit
expression of which can be found in [11].
Next, for A and (ψ, ν, β) as in the preceding proposition, we give further sufficient
conditions for the unique solution X of (35) to be invertible, that is, for (ψ, ν, β) to be
A-admissible, under the assumption that (c, c˜) belongs to the subset
D(c, c˜) = R2 \ {(c, c˜) : c˜ < 0 and c ∈ [c˜, 0]}.
Proposition 21. Let A ∈ V ∗ ⊗ V be nonderogatory and let (ψ, ν, β) satisfy conditions
(36) and (37). Set
S =
{
ker ν ∩ ker β, if (c, c˜) = (0, 0);
kerψ ∩ ker ν ∩ ker β, if (c, c˜) 6= (0, 0)
(40)
and Sc = S ⊗C. If (c, c˜) ∈ D(c, c˜), then the unique solution X ∈ V ∗⊗ V of (35) satisfies
kerX = kerX t ⊂ S and A(kerX) ⊂ kerX.
In particular, if
Eαi ∩ S = {0} = Eγj ∩ S
c
for all 1 ≤ i ≤ p and 1 ≤ j ≤ q then X is invertible, and hence (ψ, ν, β) is A-admissible.
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Proof: Subtracting the second equation from the first one in (35), we obtain
X(I −A) + (I − At)X t = νtν + cψtψ.
Therefore, for all u ∈ kerX t we have
0 = |βu|2 + |νu|2 + c˜ψ2(u) = |βu|2 − (c− c˜)ψ2(u) = |νu|2 + cψ2(u).
For (c, c˜) ∈ D(c, c˜), this implies that kerX t ⊂ S. We obtain from (35) that kerX = kerX t
and A(kerX) ⊂ kerX .
The following proposition provides conditions on a nonderogatory endomorphism A
for an A-admissible triple (ψ, ν, β) to exist.
Proposition 22. Let A ∈ V ∗ ⊗ V be nonderogatory. If (c, c˜) ∈ D(c, c˜) \ {(0, 0)}, then
there exists an A-admissible triple (ψ, ν, β) if and only if all real eigenvalues of A with
odd algebraic multiplicity belong to the subset Z(c, c˜) defined as either [κ, 1], [0, 1], [0, κ],
(−∞, κ] ∪ [0,∞), (−∞, 1] ∪ [κ,∞), (−∞, 1] or [0,∞), depending on whether c ≥ c˜ > 0,
0 ≤ c < c˜, c < 0 < c˜, c < c˜ < 0, c˜ < 0 < c, c˜ = c < c or c < 0 = c˜, respectively, with
κ = (c˜− c)/c˜. If (c, c˜) = (0, 0) or (c, c˜) 6∈ D(c, c˜), such a triple always exists.
Proof: Let α1, . . . , αp (resp., γ1, . . . , γq) be the real (resp., complex) eigenvalues of the
nonderogatory endomorphism A, and ai1, ai2, ..., aini (resp., wj1, wj2, ..., wjmj) the gener-
alized eigenvectors of A associated with αi, 1 ≤ i ≤ p (resp., γj, 1 ≤ j ≤ q ). We denote
by Rwjl and Iwjl the real and imaginary parts of wjl, respectively. We will show that,
if (c, c˜) ∈ D(c, c˜) \ {(0, 0)}, then one can choose yiki, y
R
jℓj
, yIjℓj ∈ R, Yiki, Y
R
jℓj
, Y Ijℓj ∈ W1
and ξiki, ξ
R
jℓj
, ξIjℓj ∈ W2, 1 ≤ ki ≤ ni, 1 ≤ ℓj ≤ mj , so that the triple (ψ, ν, β) de-
fined by ψ(aiki) = yiki, ψ(Rwjℓj ) = y
R
jℓj
, ψ(Iwjℓj ) = y
I
jℓj
, ν(aiki) = Yiki, ν(Rwjℓj ) = Y
R
jℓj
,
ν(Iwjℓj ) = Y
I
jℓj
, β(aiki) = ξiki, β(Rwjℓj ) = ξ
R
jℓj
and β(Iwjℓj ) = ξ
I
jℓj
is A-admissible if and
only if A satisfies the conditions in the statement. If (c, c˜) = (0, 0) or (c, c˜) 6∈ D(c, c˜), we
will show that such a choice is always possible.
Claim 23. One can choose yRjℓj , y
I
jℓj
∈ R, Y Rjℓj , Y
I
jℓj
∈ W1 and ξ
R
jℓj
, ξIjℓj ∈ W2, 1 ≤ j ≤ q,
1 ≤ ℓj ≤ mj , so that (37) is satisfied and either (y
R
j1, Y
R
j1 , ξ
R
j1) or (y
I
j1, Y
I
j1, ξ
I
j1) is nontrivial.
Proof: For ℓj = 1, denoting by Rγj and Iγj the real and imaginary parts of γj, respectively,
equation (37) becomes
(1− Rγj )
(
|ξRj1|
2 − |ξIj1|
2
)
+ 2Iγj
〈
ξRj1, ξ
I
j1
〉
− Rγj
(
|Y Rj1 |
2 − |Y Ij1|
2
)
+2Iγj
〈
Y Rj1 , Y
I
j1
〉
+
(
(c− c˜) +Rγj c˜
) (
(yIj1)
2 − (yRj1)
2)
)
+ 2c˜Iγjy
R
j1y
I
j1 = 0
(41)
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and
−Iγj
(
|ξRj1|
2 − |ξIj1|
2
)
+ 2(1− Rγj )
〈
ξRj1, ξ
I
j1
〉
− Iγj
(
|Y Rj1 |
2 − |Y Ij1|
2
)
−2Rγj
〈
Y Rj1 , Y
I
j1
〉
+ c˜Iγj
(
(yIj1)
2 − (yRj1)
2
)
+ 2((c− c˜) + c˜Rγj )y
R
j1y
I
j1 = 0.
(42)
It is easy to see that, for each 1 ≤ j ≤ q, one can choose a solution (ξRj1, ξ
I
j1, Y
R
j1 , Y
I
j1, y
R
j1, y
I
j1)
of both of the preceding equations so that (yRj1, Y
R
j1 , ξ
R
j1) 6= (0, 0, 0) or (y
I
j1, Y
I
j1, ξ
I
j1) 6=
(0, 0, 0). Once ξRjℓj , ξ
I
jℓj
, Y Rjℓj , Y
I
jℓj
, yRjℓj , y
I
jℓj
have been chosen for 1 ≤ ℓj ≤ kj − 1 ≤ mj − 1,
then (37) for ℓj = kj becomes a pair of linear equations on (ξ
R
jkj
, ξIjkj , Y
R
jkj
, Y Ijkj , y
R
jkj
, yIjkj),
which are easily checked to admit a common solution.
Claim 24. If (c, c˜) ∈ D(c, c˜)\{(0, 0)} and αi ∈ Z(c, c˜) then one can choose yiki, Yiki, ξiki,
1 ≤ i ≤ p, 1 ≤ ki ≤ ni, such that (36) is satisfied and (yi1, Yi1, ξi1) 6= (0, 0, 0). The same
statement is true if (c, c˜) = (0, 0).
Proof: Given 1 ≤ i ≤ p, equation (36) for ki = 1 becomes
(1− αi)|ξi1|
2 − αi|Yi1|
2 − ((c− c˜) + αic˜) (yi1)
2 = 0. (43)
One can choose (yi1, Yi1, ξi1) 6= (0, 0, 0) satisfying (43) if the coefficients (1−αi), −αi and
−((c − c˜) + αic˜) are neither all positive nor all negative, which is easily seen to be the
case if (c, c˜) ∈ D(c, c˜) \ {(0, 0)} and αi ∈ Z(c, c˜). Once (yi1, Yi1, ξi1) 6= (0, 0, 0) satisfying
(43) has been chosen, it is easy to check that yiki, Yiki, ξiki, 2 ≤ ki ≤ ni, can be chosen so
that the remaining equations in (36) are satisfied.
Claim 25. Suppose that (c, c˜) ∈ D(c, c˜)\{(0, 0)} and αi /∈ Z(c, c˜) for some i ∈ {1, . . . , p}.
If αi has even algebraic multiplicity then yili = Yili = ξili = 0 for li ≤ ni/2, and one can
choose yili, Yili, ξili, ni/2+1 ≤ li ≤ ni, so that ai1 6∈ kerX, where X is the unique solution
of (35).
Proof: Since αi /∈ Z(c, c˜), the numbers (1 − αi), −αi, −((c − c˜) + αic˜) are either all
positive or all negative. Since ni is even, it is easy to check that a solution (yili, Yili, ξili)
of (36) must satisfy yili = Yili = ξili = 0 for li ≤ ni/2, and that yili , Yili and ξili may be
arbitrarily chosen for li > ni/2. We choose a solution such that (yili, Yili, ξili) 6= (0, 0, 0)
for li = ni/2 + 1. Using that A is nonderogatory, we obtain that the unique solution
X of (35) satisfies 〈Xai1, aili〉 =
〈
Xai1, ajkj
〉
=
〈
Xai1, Rwjℓj
〉
=
〈
Xai1, Iwjℓj
〉
= 0 for
1 ≤ li ≤ ni − 1, 1 ≤ kj ≤ nj and 1 ≤ ℓj ≤ mj , hence
X(ai1) ∈ span {aini}. (44)
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Moreover,
0 = 〈(XaA− A
tXa − Bs)aili , aiki〉 = 〈Xaai,li−1, aiki〉 − 〈Xaaili, ai,ki−1〉
− 〈Bsaili , aiki〉 , 1 ≤ li, ki ≤ ni.
(45)
Using that Bs(aili) = 0 for li ≤ ni/2, we obtain from the preceding relations that
〈Xai1, aini〉 = 〈Xaai1, aini〉 =
〈
Xaai,ni
2
, ai,ni
2
+1
〉
=
〈
Bsai,ni
2
+1, ai,ni
2
+1
〉
/2,
Since (yi,ni
2
+1, Yi,ni
2
+1, ξi,ni
2
+1) 6= (0, 0, 0) and αi /∈ Z(c, c˜), we have〈
Bsai,ni
2
+1, ai,ni
2
+1
〉
= (1− αi)|ξi,ni
2
+1|
2 − αi|Yi,ni
2
+1|
2 − ((c− c˜)− αic˜)y
2
i,
ni
2
+1 6= 0.
Thus ai1 /∈ ker(X).
It follows from Proposition 21 and Claims 23 -25 that, when (c, c˜) ∈ D(c, c˜) \ {(0, 0)},
the real eigenvalues of A with odd algebraic multiplicity belonging to Z(c, c˜) is a sufficient
condition for an A-admissible triple to exist. To complete the proof of Proposition 22 when
(c, c˜) ∈ D(c, c˜) \ {(0, 0)}, it remains to show that this condition is also necessary. In fact,
if αi 6∈ Z(c, c˜) is such that ni is odd, it is easy to check that a solution (yili, Yili, ξili) of
(36) must satisfy yili = Yili = ξili = 0 for li ≤ (ni + 1)/2, and that yili, Yili and ξili may
be arbitrarily chosen for li > (ni + 1)/2. If X is the unique solution of (35), using that
Bs(aili) = 0 for li ≤ (ni + 1)/2 we obtain from (45) that
〈Xaai1, aini〉 =
〈
Xaai,(ni+1)/2, ai,(ni+1)/2
〉
= 0.
In view of (44), this implies that ai1 ∈ kerX .
Now assume that (c, c˜) /∈ D(c, c˜) and suppose that dimW2 ≤ dimW1, the argument
for the case dimW1 < dimW2 being similar. Choose β ∈ V
∗ ⊗W2 so that Rwj1 /∈ ker β,
Iwj1 /∈ ker β, and so that ai1 ∈ ker β only if αi = κ = (c˜ − c)/c˜. Let ν ∈ V
∗ ⊗W1 be
given by ν = λP ◦ β, where P ∈ W ∗2 ⊗W1 satisfies P
tP = I and λ ∈ R/{0}. Under these
conditions, we have ker ν = ker β and νtν = λ2βtβ.
Again, we will show that one can choose yiki, y
R
jℓj
, yIjℓj ∈ R so that the triple (ψ, ν, β),
with ψ defined by ψ(aiki) = yiki, ψ(Rwjℓj ) = y
R
jℓj
and ψ(Iwjℓj ) = y
I
jℓj
, is A-admissible.
Denoting β(ai1) = ξi1, equation (36) for ki = 1 becomes
(1− αi(1 + λ
2))|ξi1|
2 − ((c− c˜) + αic˜)(yi1)
2 = 0,
which always admits a nontrivial solution (yi1, ξi1) 6= (0, 0) if the coefficients (1−αi(1+λ
2))
and −((c − c˜) + αic˜) are both nonzero and have opposite signs, which we can assume to
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be the case by an appropriate choice of λ. It also admits a nontrivial solution if at least
one such coefficient is zero. Notice that when −((c − c˜) + αic˜) = 0, that is, for αi = κ,
this is due to the fact that we have chosen ai1 ∈ ker β when αi = κ.
Denoting β(aiki) = ξiki, 1 ≤ i ≤ p and 2 ≤ ki ≤ ni, it is easy to check that yiki can
be defined so that the remaining equations in (36) are satisfied. For (37), it is sufficient
to replace νtν = λ2βtβ in (41) and (42), denoting β(Rwjℓj ) = ξ
R
jℓj
and β(Iwjℓj ) = ξ
I
jℓj
for
1 ≤ j ≤ q and 1 ≤ ℓj ≤ mj , and proceed as in the proof of that claim. In this way, one
can define ψ in the Jordan basis of A so that (36) and (37) are satisfied and
Eαi ∩ S = {0} = Eγj ∩ S
c (46)
for all 1 ≤ j ≤ q and 1 ≤ ℓj ≤ mj , where S = ker β ∩ kerψ and S
c = S ⊗ C.
Now, for a solution X of (35), for all u ∈ kerX t we have
0 = (1 + λ2)|βu|2 + c˜ψ2(u) = |βu|2 − (c− c˜)ψ2(u) = λ2|βu|2 + cψ2(u).
Choosing λ so that λ2 + 1 6= 1
κ
, the above system only admits the trivial solution |βu| =
ψ(u) = 0, and hence kerX t ⊂ S. Then, we obtain from (35) that kerX = kerX t
and A(kerX) ⊂ kerX . It follows from (46) that kerX = {0}, and hence (ψ, ν, β) is
A-admissible.
In case A ∈ V ∗⊗V is a symmetric endomorphism with k = dim V distinct eigenvalues
(see part (ii) of Remarks 32 below), one has the following more precise statement.
Proposition 26. Let A ∈ V ∗ ⊗ V be symmetric with k = dimV distinct eigenvalues
α1, . . . , αk. Let a1, . . . , ak be eigenvectors of A associated to α1, . . . , αk, respectively. Then
system (35) has a solution if and only if
(1− αi)|β(ai)|
2 − αi|ν(ai)|
2 − ((c− c˜) + αic)ψ(ai)
2 = 0, 1 ≤ i ≤ k. (47)
If these equations are satisfied, then the solution of (35) is unique and given by
〈Xai, ai〉 =
1
2
Gii and 〈Xai, aj〉 =
1
αi − αj
(ρij − αjGij), i 6= j, (48)
where
ρij = 〈β(ai), β(aj)〉 − (c− c˜)ψ(ai)ψ(aj)
and
Gij = 〈ν(ai), ν(aj)〉+ 〈β(ai), β(aj)〉+ c˜ψ(ai)ψ(aj).
Moreover, if (c, c˜) ∈ D(c, c˜) then X is invertible, that is, (ψ, ν, β) is A-admissible, if and
only if (ψ(ai), ν(ai), β(ai)) 6= (0, 0, 0) for all 1 ≤ i ≤ k. Furthermore, there exists an
A-admissible triple (ψ, ν, β) if and only if αi ∈ Z(c, c˜) for all 1 ≤ i ≤ k. If (c, c˜) = (0, 0)
or (c, c˜) 6∈ D(c, c˜), an A-admissible triple (ψ, ν, β) always exists.
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Proof: For a symmetric endomorphism A ∈ V ∗⊗V with k distinct eigenvalues α1, . . . , αk,
it is easily checked that equations (36) reduce to (47). Thus the first assertion follows from
Proposition 19. Equations (48) follow directly from system (35), hence they necessarily
provide the unique solution of (35).
If (c, c˜) ∈ D(c, c˜), that X is invertible if (ψ(ai), ν(ai), β(ai)) 6= (0, 0, 0) for all 1 ≤ i ≤ k
follows from Proposition 21. For the converse, if (ψ(ai), ν(ai), β(ai)) = (0, 0, 0) for some
1 ≤ i ≤ k, it follows from the first equation in (35) that 〈Xsai, ai〉 = 0, hence 〈Xai, ai〉 =
〈Xaai, ai〉 = 0. On the other hand, the second equation in (35) gives
0 = 〈(XA+ AtX t)− βtβ − (c− c˜)ψtψ)ai, aj〉 = (αi − αj)〈Xai, aj〉, i 6= j,
hence Xai = 0. The two last assertions follow from Proposition 22.
Before concluding this section, we compute the pair (v˜, h˜) (resp., the triple (v˜, h˜, V˜ ))
associated to the L-transform of an isometric immersion f :Mn(c) → Qn+ps (c) (resp.,
f :Mn(c)→ Qn+ps (c˜), c 6= c˜).
Proposition 27. Let f :Mn(c) → Qn+ps (c) be an isometric immersion and ξ1, . . . , ξp an
orthonormal frame of NfM as in Proposition 1. Let (v, h) be the pair associated to f . If
f˜ = Rϕ,β,L(f) is an L−transform of f , then ξ˜1, ..., ξ˜p defined by
ξ˜r = P(ξr −
p∑
ℓ=1
ǫℓ〈β
r, L−1Ω−1βℓ〉ξℓ) (49)
is an orthonormal frame of Nf˜M satisfying the conditions of Proposition 1, and the pair
(v˜, h˜) associated to f˜ is given by
v˜j = vj +
〈
βj, L−1Ω−1ϕ
〉
and h˜ir = hir +
〈
βr, L−1Ω−1γi
〉
, (50)
where γ1, ..., γn, β
1, ..., βp are given by (33). In particular, (v˜, h˜) is a new solution of (2).
Proof: By Proposition 6, the metrics 〈 , 〉 and 〈 , 〉∼ induced by f and f˜ , respectively,
are related by 〈 , 〉∼ = D∗〈 , 〉, where D = I − ΦΩ−1ϕ for Φ = Φ(ω, β). It follows from
(31) that
ΦLv∂i = −Aβ(v)∂i = −〈β
i, v〉Xi, (51)
where Xi = v
−1
i ∂i. Thus
D∂i = v˜iXi, (52)
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and the first of formulas (50) follows. Using (1), (20), (34), (51) and (52), we have for
1 ≤ i ≤ n that
α˜ (∂i, ∂i) = P
(
α (∂i, D∂i) + β(Ω
−1)tΦ (∂i)
tD∂i
)
= P
(
v˜iξi + v˜iβ(Ω
−1)tΦ (∂i)
tXi
)
= v˜iP
(
ξi −
∑p
ℓ=1 ǫℓ
〈
βi, L−1Ω−1βℓ
〉
ξℓ
)
hence ξ˜1, . . . , ξ˜n are given by (49). On the other hand, from (1), (17), (18) and equations
iv) and (v) of system R in Lemma 14 we obtain
∇˜⊥∂i ξ˜r = (hir +
〈
βr, L−1Ω−1γi
〉
)P(ξi −
p∑
ℓ=1
ǫℓ
〈
βi, L−1Ω−1βℓ
〉
ξℓ),
which shows that ξ˜1, ..., ξ˜p is an orthonormal frame of Nf˜M satisfying the conditions of
Proposition 1 and that h˜ir is given by (50) for 1 ≤ i ≤ n and 1 ≤ r ≤ p.
Arguing in a similar way one obtains the following result in the case c 6= c˜.
Proposition 28. Let f :Mn(c)→ Qn+ps (c˜), c 6= c˜, be an isometric immersion of a simply
connected Riemannian manifold satisfying the assumptions of Proposition 2, let ξ1, . . . , ξp
be a parallel orthonormal frame of NfM and let (v, h, V ) be the triple associated to f and
ξ1, . . . , ξp. If f˜ = Rϕ,β,L(f) is an L−transform of f , then ξ˜1 = Pξ1, . . . , ξ˜p = Pξp is a
parallel orthonormal frame of Nf˜M , and the triple (v˜, h˜, V˜ ) associated to f˜ and ξ˜1, . . . , ξ˜p
is given by
v˜j = vj −
〈
Bj,Ω
−1ϕ
〉
, h˜ij = hij −
〈
Bj ,Ω
−1γi
〉
and V˜ir = Vir + ǫr
〈
Bi,Ω
−1βr
〉
,
with Bi = −(L
t)−1 (
∑p
r=1 β
rVir − (c− c˜)viϕ). In particular, (v˜, h˜, V˜ ) is a solution of (3).
In the last result of this section we study the inverse of an L-transformation. By
Proposition 13 in [2], if f˜ = Rϕ,β,Ω(f): M˜
n → Qn+ps (c˜) is the vectorial Ribaucour transform
of f :Mn → Qn+ps (c˜) determined by (ϕ, β,Ω) as in Definition 5, then
ϕ˜ = Ω−1ϕ, β˜ = Pβ(Ω−1)t and Ω˜ = Ω−1
satisfy the conditions of Definition 5 for f˜ and f = Rϕ˜,β˜,Ω˜(f˜). The next result states what
else can be said if f˜ is an L-transform of f .
Proposition 29. If f˜ = Rϕ,β,Ω,L(f) is an L-transform, then f = Rϕ˜,β˜,Ω˜(f˜) is an L
t-
transform of f˜ .
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Proof: It follows from (32) that L(Ωt)−1 + Ω−1Lt = Ω−1ρ(Ωt)−1. On the other hand, by
Proposition 3 in [2] we have DΦ˜v = −ΦΩ−1v for all v ∈ V . Hence, using (19) and (31) we
obtain
DΦ˜(X)Lt +DAf˜ (X)β˜ + (c− c˜)DXϕ˜t
= −Φ(X)Ω−1Lt + A(X)β(Ω−1)t + Φ(X)Ω−1βtβ(Ω−1)t + (c− c˜)DXϕt(Ω−1)t
= Φ(X)L(Ω−1)t − Φ(X)Ω−1ρ(Ω−1)t + A(X)β(Ω−1)t + Φ(X)Ω−1βtβ(Ω−1)t
+(c− c˜)Xϕt(Ω−1)t − (c− c˜)Φ(X)Ω−1ϕϕt(Ω−1)t = 0
Moreover,
Ω˜Lt + LΩ˜t = Ω−1βtP tPβ(Ωt)−1 − (c− c˜)Ω−1ϕϕt(Ω−1)t = β˜tβ˜ − (c− c˜)ϕ˜ϕ˜t.
3 A decomposition theorem for the L-transformation
To prove a decomposition theorem for the L-transformation we need the following.
Lemma 30. Under the assumptions of Theorem 7, the tensor
Φ¯i(X) = ∇Xω¯
t
i − A
j(X)β¯i + c˜Xϕ¯
t
i
where ω¯i = dϕ¯i, satisfies
DjΦ¯i(X) = Φi(X)− Φj(X)Ω
−1
jj Ωji, 1 ≤ i 6= j ≤ 2, (53)
where Dj = I − Φ
j
Ω−1jj ϕj
.
Proof: We have
ω¯i(X) = ωi(X)− dΩij(X)Ω
−1
jj ϕj + ΩijΩ
−1
jj dΩjj(X)Ω
−1
jj ϕj − ΩijΩ
−1
jj ωj(X)
= ωi(X)− ωi(Φ
j(X)Ω−1jj ϕj) + ΩijΩ
−1
jj ωj(Φ
j(X)Ω−1jj ϕj)− ΩijΩ
−1
jj ωj(X)
= ωi(DjX)− ΩijΩ
−1
jj ωj(DjX). (54)
Denoting by 〈 , 〉j the metric induced by fj , we obtain
〈ω¯ti(vi), X〉j = 〈vi, ωi(DjX)− ΩijΩ
−1
jj ωj(DjX)〉
= 〈Djω
t
i(vi)−Djω
t
j(Ω
−1
jj )
tΩtij(vi), X〉
= 〈ωti(vi)− ω
t
j(Ω
−1
jj )
tΩtij(vi), D
−1
j X〉j.
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Since D−1j is symmetric with respect to 〈 , 〉j, it follows that Djω¯
t
i = ω
t
i − ω
t
j(Ω
−1
jj )
tΩtij .
Using (21) we get
Dj(∇Xω¯
t
i)(vi) = Dj∇
j
X ω¯
t
i(vi)−Djω¯
t
i(∇
Vi
Xvi)
= ∇Xω
t
i(vi)−∇Xω
t
j(Ω
−1
jj )
tΩtij(vi)− Φj(X)Ω
−1
jj ωjω
t
i(vi)
+Φj(X)Ω
−1
jj ωjω
t
j(Ω
−1
jj )
tΩtij(vi) + ω
t
j(Ω
−1
jj )
tΦj(X)
tωti(vi)
−ωtj(Ω
−1
jj )
tΦj(X)
tωtj(Ω
−1
jj )
tΩtij(vi) + ω
t
j(Ω
−1
jj )
tΩtij(∇
Vi
Xvi)− ω
t
i(∇
Vi
Xvi).
Now,
−∇jXω
t
j(Ω
−1
jj )
tΩtij(vi) + ω
t
j(Ω
−1
jj )
tΩtij(∇
Vi
Xvi) = −(∇Xω
t
j)(Ω
−1
jj )
tΩtij(vi)
+ωtj(Ω
−1
jj )
tΦj(X)
tωtj(Ω
−1
jj )
tΩtij(vi)− ω
t
j(Ω
−1
jj )
tΦj(X)
tωti(vi).
Therefore
Dj(∇X ω¯
t
i) = ∇Xω
t
i − (∇Xω
t
j)(Ω
−1
jj )
tΩtij − Φj(X)Ω
−1
jj ωjω
t
i + Φj(X)Ω
−1
jj ωjω
t
j(Ω
−1
jj )
tΩtij .
On the other hand, from (19) we have
DjA
j(X)β¯i = A(X)βi − A(X)βj(Ω
−1
jj )
tΩtij + Φj(X)Ω
−1
jj β
t
jβi − Φj(X)Ω
−1
jj β
t
jβj(Ω
−1
jj )
tΩtij .
Also,
Dj(X)ϕ¯
t
i = (X − Φj(X)Ω
−1
jj ϕj)(ϕ
t
i − ϕ
t
j(Ω
−1
jj )
tΩtij)
= Xϕti −Xϕ
t
j(Ω
−1
jj )
tΩij
t − Φj(X)Ω
−1
jj ϕjϕ
t
i + Φj(X)Ω
−1
jj ϕjϕ
t
j(Ω
−1
jj )
tΩtij .
Thus
DjΦ¯i(X) = Φi(X)− Φj(X)(Ω
−1
jj )
tΩtij − Φj(X)Ω
−1
jj ωjω
t
i + Φj(X)Ω
−1
jj ωjω
t
j(Ω
−1
jj )
tΩtij
−Φj(X)Ω
−1
jj β
t
jβi + Φj(X)Ω
−1
jj β
t
jβj(Ω
−1
jj )
tΩtij − c˜Φj(X)Ω
−1
jj ϕjϕ
t
i
+c˜Φj(X)Ω
−1
jj ϕjϕ
t
j(Ω
−1
jj )
tΩtij .
(55)
Using that GtjGj = ωjω
t
j + β
t
jβj + c˜ϕjϕ
t
j and G
t
jGi = ωjω
t
i + β
t
jβi + c˜ϕjϕ
t
i we obtain
(Ω−1jj )
tΩtij + Ω
−1
jj ωjω
t
i − Ω
−1
jj ωjω
t
j(Ω
−1
jj )
tΩtij + Ω
−1
jj β
t
jβi − Ω
−1
jj β
t
jβj(Ω
−1
jj )
tΩtij
+c˜Ω−1jj ϕjϕ
t
i − c˜Ω
−1
jj ϕjϕ
t
j(Ω
−1
jj )
tΩtij
= (Ω−1jj )
tΩtij + Ω
−1
jj G
t
jGi − Ω
−1
jj G
t
jGj(Ω
−1
jj )
tΩtij
= (Ω−1jj )
tΩtij + Ω
−1
jj Ω
t
ij + Ω
−1
jj Ωji − (Ω
−1
jj )
tΩtij − Ω
−1
jj Ω
t
ij
= Ω−1jj Ωji.
Substituting this into (55) yields (53).
25
Theorem 31. Let f : Mn(c)→ Qn+p(c˜), (c, c˜) ∈ D(c, c˜), be an isometric immersion and
let Rϕ,β,Ω,L(f): M˜n → Q
n+p(c˜) be an L-transform of f . Assume that L decomposes as
L = L1⊕L2 with respect to an orthogonal decomposition V = V1⊕V2. If (ϕj , βj,Ωij) and
(ϕ¯i, β¯i, Ω¯ii) are given as in (22) and (23), respectively, then (ϕj, βj,Ωjj, Lj) defines an
Lj-transform of f for 1 ≤ j ≤ 2, (ϕ¯i, β¯i, Ω¯ii, Li) an Li-transform of fj for 1 ≤ i 6= j ≤ 2,
and
Rϕ,β,Ω,L(f) = Rϕ¯i,β¯i,Ω¯ii,Li(Rϕj ,βj,Ωjj ,Lj(f)).
The same conclusion holds if (c, c˜) 6∈ D(c, c˜) as long as Ωjj is invertible for 1 ≤ j ≤ 2.
Proof: Since Rϕ,β,Ω,L(f) is an L-transform of f , equations (31) and (32) hold. By the
assumption that L = L1 ⊕ L2, these equations are equivalent to
Θj(X) := Φj(X)Lj + A(X)βj + (c− c˜)Xϕ
t
j = 0 (56)
and
ΩijLj + L
t
iΩ
t
ji − β
t
iβj + (c− c˜)ϕiϕ
t
j = 0, (57)
1 ≤ i, j ≤ 2. Therefore, in order to prove that (ϕj , βj,Ωjj, Lj) defines an Lj-transform of
f for 1 ≤ j ≤ 2 it remains to show that Ωjj is invertible for 1 ≤ j ≤ 2. Assume otherwise,
say, that ker Ω11 6= {0}. Let α1, . . . , αp (resp., γ1, . . . , γq) be the real (resp., complex)
eigenvalues of L, and let ai1, ai2, ..., aini (resp., wj1, wj2, ..., wjmj) be the generalized eigen-
vectors of L associated to αi, 1 ≤ i ≤ p (resp., γj, 1 ≤ j ≤ q ). Since (c, c˜) ∈ D(c, c˜),
by Proposition 21 either there exists 1 ≤ i ≤ p such that ai1 ∈ ker Ω11 ⊂ S1, where S1 is
defined as in (40) for (ψ1 = ϕ
t|V1, ν1 = ω
t|V1, β1 = β|V1), or there exists 1 ≤ j ≤ q such
that aj1 ∈ (ker Ω11)
c ⊂ Sc1. We argue for the first possibility, the argument for the second
one being similar.
Thus we have Lai1 = αiai1, with ai1 ∈ S ∩V1. Since span {ai1, . . . , aini} ⊂ V1, we have
0 = 〈Ω11ai1, aiℓ〉 = 〈Ωai1, aiℓ〉, 1 ≤ ℓ ≤ ni. (58)
On the other hand, from Ω+Ωt = GtG and (32) that Ωsai1 = 0 and L
tΩaai1 = αiΩaai1.
Thus, for all real eigenvalues αj , 1 ≤ j ≤ p, with αj 6= αi, and all complex eigenvalues γj,
1 ≤ j ≤ q, we have
αj〈Ωaai1, ajt〉 = 〈Ωaai1, Lajt − aj,t−1〉
= 〈LtΩaai1, ajt〉 − 〈Ωaai1, aj,t−1〉
= αi〈Ωaai1, ajt〉 − 〈Ωaai1, aj,t−1〉, aj0 = 0, (59)
γ¯j〈Ωaai1, wjk〉 = 〈Ωaai1, Lwjk − wj,k−1〉
= 〈LtΩaai1, wjk〉 − 〈Ωaai1, wj,k−1〉
= αi〈Ωaai1, wjk〉 − 〈Ωaai1, wj,k−1〉, wj0 = 0. (60)
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It follows from (58), (59), (60) and Ωsai1 = 0 that Ωai1 = 0, a contradiction.
We now show that (ϕ¯i, β¯i, Ω¯ii, Li) defines an Li-transform of fj for 1 ≤ i 6= j ≤ 2. We
must prove that
Θ¯i(X) := Φ¯i(X)Li + A
j(X)β¯i + (c− c˜)Xϕ¯
t
i = 0 = Ω¯iiLi + L
t
iΩ¯
t
ii − (β¯
t
i β¯i − (c− c˜)ϕ¯iϕ¯
t
i).
Using (19), (53), (56) and (57) we obtain
DjΘ¯i(X) = Φi(X)Li − Φj(X)Ω
−1
jj ΩjiLi +DjA
j(X)Pj(βi − βj(Ω
−1
jj )
tΩtij)
+(c− c˜)Dj(X)(ϕi − ΩijΩ
−1
jj ϕj)
t
= Φi(X)Li − Φj(X)Ω
−1
jj ΩjiLi + (A(X) + Φj(X)Ω
−1
jj β
t
j)(βi − βj(Ω
−1
jj )
tΩtij)
+(c− c˜)(X − Φj(X)Ω
−1
jj ϕj)(ϕ
t
i − ϕ
t
j(Ω
−1
jj )
tΩtij)
= Φi(X)Li + A(X)βi + (c− c˜)Xϕ
t
i − Φj(X)Ω
−1
jj (ΩjiLi − β
t
jβi + (c− c˜)ϕjϕ
t
i)
+(Φj(X)Ω
−1
jj (−β
t
jβj + (c− c˜)ϕjϕ
t
j)−A(X)βj − (c− c˜)Xϕ
t
j)(Ω
−1
jj )
tΩtij = 0.
On the other hand,
Ω¯iiLi + L
t
iΩ¯
t
ii − (β¯
t
i β¯i − (c− c˜)ϕ¯iϕ¯
t
i)
= (Ωii − ΩijΩ
−1
jj Ωji)Li + L
t
i(Ω
t
ii − Ω
t
ji(Ω
−1
jj )
tΩtij)
−(βti − ΩijΩ
−1
jj β
t
j)(βi − βj(Ω
−1
jj )
tΩtij) + (c− c˜)(ϕi − ΩijΩ
−1
jj ϕj)(ϕ
t
i − ϕ
t
j(Ω
−1
jj )
tΩtij)
= ΩiiLi + L
t
iΩ
t
ii − β
t
iβi + (c− c˜)ϕiϕ
t
i − ΩijΩ
−1
jj (ΩjiLi − β
t
jβi + (c− c˜)ϕjϕ
t
i)
−(LtiΩ
t
ji − β
t
iβj + (c− c˜)ϕiϕ
t
j)(Ω
−1
jj )
tΩtij − ΩijΩ
−1
jj (β
t
jβj − (c− c˜)ϕjϕ
t
j)(Ω
−1
jj )
tΩtij
= ΩijΩ
−1
jj L
t
jΩ
t
ij + ΩijLj(Ω
−1
jj )
tΩtij − ΩijΩ
−1
jj (ΩjjLj + L
t
jΩ
t
jj)(Ω
−1
jj )
tΩtij = 0.
Remarks 32. (i) In Theorem 31, if L decomposes as L = L1 ⊕ L2 with respect to any
direct sum decomposition V = V1⊕V2, then one can always assume the decomposition to
be orthogonal after a suitable change of the inner product on V . Namely, defineWi = V
⊥
j ,
1 ≤ i 6= j ≤ 2, and let B ∈ V ∗ ⊗ V be an invertible endomorphism such that BWi = Vi,
1 ≤ i ≤ 2. Let 〈·, ·〉∼ be the inner product on V given by 〈·, ·〉∼ = 〈·, B·〉. Then W1 and
W2 are orthogonal with respect to 〈·, ·〉
∼, because W1 and BW2 = V2 are orthogonal with
respect to 〈·, ·〉. Moreover, Lˆ = B−1LB decomposes as Lˆ = Lˆ1 ⊕ Lˆ2 with respect to the
decomposition V =W1 ⊕W2, for
LˆWi = B
−1LBWi = B
−1LVi ⊂ B
−1Vi = Wi, 1 ≤ i ≤ 2.
(ii) In particular, let f˜ = Rϕ,β,Ω,L(f) be an L-transform of f such that L is diagonalizable,
with v1, . . . , vk as a basis of eigenvectors. If e1, . . . , ek ∈ V are such that 〈ei, vj〉 = δ
j
i ,
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1 ≤ i, j ≤ k, and we define B ∈ V ∗ ⊗ V by Bei = vi, 1 ≤ i ≤ k, then e1, . . . , ek is a
basis of eigenvectors of Lˆ = B−1LB that is orthonormal with respect to 〈·, ·〉∼ = 〈·, B·〉.
Thus, if Rϕ,β,Ω,L(f) is an L-transform of f such that L is diagonalizable, we may always
assume that L is symmetric after an appropriate change of the inner product on V . It
follows from Theorem 31 that an L-transformation can be obtained by an iteration of
scalar Li-transformations, 1 ≤ i ≤ k = dimV , if and only if L is diagonalizable.
3.1 The Bianchi L-cube
Given L1 6= L2 ∈ R, we say that a Bianchi quadrilateral {f, f1, f2, f12} is a Bianchi
(L1, L2)-quadrilateral if the metric induced by f has constant curvature c, fi is an Li-
transform of f , 1 ≤ i ≤ 2, and f12 is an L2-transform of f1 and an L1-transform of f2.
We will need the following fact proved in [6], which can also be derived from Theo-
rem 31.
Proposition 33. Let f :Mn(c) → Qn+p(c˜), (c, c˜) ∈ D(c, c˜), be an isometric immersion.
If fi = Rϕi,βi(f):M
n
i (c)→ Q
n+p(c˜) is an Li-transform of f , 1 ≤ i ≤ 2, with L1 6= L2 and
[Aβ1, Aβ2] = 0, then there exists exactly one isometric immersion f˜ : M˜
n(c) → Qn+p(c˜)
such that {f, f1, f2, f˜} is a Bianchi (L1, L2)-quadrilateral.
Given L1, ..., Lk ∈ R, with Li 6= Lj for all 1 ≤ i 6= j ≤ k, we say that a Bianchi cube
(C0, ..., Ck) is a Bianchi (L1, ..., Lk)-cube if, for all 1 ≤ s ≤ k − 1,
(i) Each fαs+1 ∈ Cs+1 with αs+1 = αs ∪ {ij} is an Lij -transform of fαs ∈ Cs.
(ii) {fαs−1 , fαs−1∪{il}, fαs−1∪{ij}, fαs+1} is a Bianchi (Lil, Lij )-quadrilateral when αs+1 =
αs−1 ∪ {il, ij}.
Theorem 34. Let f :Mn(c) → Qn+p(c˜), (c, c˜) ∈ D(c, c˜), be an isometric immersion. If
fi = Rϕi,βi(f):M
n
i (c) → Q
n+p(c˜), 1 ≤ i ≤ k, are Li-transforms of f such that Li 6= Lj
and [Aβi, Aβj ] = 0 for all 1 ≤ i 6= j ≤ k, then there exists a Bianchi (L1, ..., Lk)-cube
(C0, ..., Ck) such that C0 = {f} and C1 = {f1, ..., fk}, which is unique if no fi belongs to
the associated family determined by {fj, fl} for all 1 ≤ i 6= j 6= l 6= i ≤ k.
Proof: We first prove existence. Set F = i ◦ f and Gi = F∗∇ϕi + i∗βi + c˜ϕiF . Since fi is
an Li-transform of f , for each 1 ≤ i ≤ k the pair (ϕi, βi) satisfies
α(X,∇ϕi) +∇
⊥
Xβi = 0 (61)
for all X ∈ X(M) and the tensor Φi = Hessϕi − Aβi − c˜ϕiI satisfies
LiΦi + Aβi + (c− c˜)ϕiI = 0. (62)
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Moreover, Li|Gi|
2 = |βi|
2 − (c − c˜)ϕ2i . Define ϕ:M
n(c) → Rk, β ∈ Γ((Rk)∗ ⊗ NfM) and
Ω ∈ Γ((Rk)∗ ⊗ Rk) by
ϕ = (ϕ1, . . . , ϕk), β =
k∑
i=1
ei ⊗ βi and Ω =
∑
Ωije
j ⊗ ei,
where e1, . . . , ek is the canonical basis of R
k, e1, . . . , ek is its dual basis,
Ωij =
1
Lj − Li
(ρij − Li 〈Gi,Gj〉) , i 6= j, and Ωii =
1
2
|Gi|
2, 1 ≤ i ≤ k, (63)
where ρij = 〈βi, βj〉 − (c− c˜)ϕiϕj.
We claim that (ϕ, β,Ω) defines an L-transformation of f , where L ∈ (Rk)∗⊗Rk is given
by L =
∑k
i=1 Lie
i⊗ ei. First, that (ϕ, β) satisfies (5) follows from (61). The comutativity
relations (6) follow from the assumption that [Aβi, Aβj ] = 0, i 6= j, because Φ = Φ(ϕ, β)
satisfies (31) in view of (62).
Equation (15) is equivalent to
X(Ωij) = 〈∇ϕi,ΦjX〉 (64)
for all X ∈ X(M) and 1 ≤ i, j ≤ k. Now,
X(ρij) = 〈∇
⊥
Xβi, βj〉+ 〈βi,∇
⊥
Xβj〉 − (c− c˜)〈∇ϕi, X〉ϕj − (c− c˜)〈∇ϕj, X〉ϕi
= −〈(Afβj + (c− c˜)ϕjI)X,∇ϕi〉 − 〈(A
f
βi
+ (c− c˜)ϕiI)X,∇ϕj〉 (65)
and
X(〈Gi,Gj〉) = 〈Gi∗X,Gj〉+ 〈Gi,Gj∗X〉
= 〈ΦiX,∇ϕj〉+ 〈∇ϕi,ΦjX〉. (66)
Since
X(Ωij) =
1
(Lj − Li)
(X(ρij)− LiX(〈Gi,Gj〉)),
(64) follows from (62), (65) and (66). Finally, equation (63) implies (16) and (32).
Since Ωii is nowhere vanishing for 1 ≤ i ≤ k, if c 6= c˜ (respectively, c = c˜) then ϕi
and βi (resp., βi) do not vanish simultaneously (resp., does not vanish) at any point. In
particular, no ei, 1 ≤ i ≤ k, belongs to the subspace S defined by (40). It follows from
Proposition 21 that (ϕt, ωt, β) is L-admissible, that is, Ω is invertible. Thus f˜ = Rϕ,β,Ω(f)
is an L-transform of f .
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For any multi-index αr = {i1, ..., ir} ∈ Λr, define
ϕαr =
r∑
j=1
ϕijeij , β
αr =
r∑
j=1
eij⊗βij , Ω
αr =
r∑
ℓ,j=1
Ωiℓije
ij⊗eiℓ , L
αr =
r∑
ℓ,j=1
Liℓije
iℓ⊗eij . (67)
By Theorem 31, for each αr ∈ Λr the triple (ϕ
αr , βαr ,Ωαr) defines an Lαr -transform of f .
Let Cr be the family of
(
k
r
)
elements formed by the Lαr -vectorial Ribaucour transforms
fαr = Rϕαr ,βαr ,Ωαr ,Lαr (f) of f . It also follows from Theorem 31 that conditions (i) and (ii)
in the definition of a Bianchi (L1, ..., Lk)-cube are satisfied by the (k+1)-tuple (C0, ..., Ck).
For the uniqueness, first notice that, by Proposition 33, for each pair {i, j} ∈ {1, ..., k}
with i 6= j there is a unique fij such that {f, fi, fj , fij} is a Bianchi (Li, Lj)-quadrilateral.
By Theorem 8, there exists a unique Bianchi k-cube (C0, ..., Ck) such that C0 = {f}, C1 =
{f1, ..., fk} and C2 = {fij}1≤i 6=j≤k.
Remark 35. (i) It is worth pointing out that, once the Li-transforms fi = Rϕi,βi(f),
1 ≤ i ≤ k, of f :Mn(c) → Qn+p(c˜) are known (meaning that all the pairs (ϕi, βi), 1 ≤
i ≤ k, are known), and hence the first two families C0 = {f} and C1 = {f1, ..., fk}
in the Bianchi (L1, ..., Lk)-cube (C0, ..., Ck) are given, then all 2
k − (k + 1) elements in
the remaining families C2, . . . , Ck are determined by explicit algebraic formulae, with no
integrations required. Namely, if Ω ∈ Γ((Rk)∗⊗Rk) is defined by Ω =
∑
Ωije
j⊗ei, where
the Ωij , 1 ≤ i, j ≤ k, are given by the algebraic expressions (63), which only depend on
the (ϕi, βi), 1 ≤ i ≤ k, then all elements of Cr, 2 ≤ r ≤ k, are given explicitly by
fαr = Rϕαr ,βαr ,Ωαr ,Lαr (f) = f −F
αr(Ωαr)−1ϕαr
where αr ∈ {i1, ..., ir} ∈ Λr, (ϕ
αr , βαr ,Ωαr) is given by (67) and Fαr = f∗(dϕ
αr)t + βαr .
(ii) In Theorem 34, if fi belongs to the associated family determined by {fj, fl}, 1 ≤ i 6=
j 6= l 6= i ≤ k, that is, there exist aj, al ∈ R such that ϕi = ajϕj+alϕl and βi = ajβj+alβl,
then from Φi = ajΦj + alΦl and (62) one obtains that Aξ = λI for
ξ = aj(Ci −Cj)βj + al(Ci −Cl)βl and λ = (c˜− c)(aj(Ci −Cj)ϕj + al(Ci −Cl)ϕl), (68)
with Ci = −L
−1
i for 1 ≤ i ≤ k. It is easily seen that this can not happen if f satisfies
the assumptions of either Proposition 1 or 2, depending on whether c = c˜ or c 6= c˜,
respectively, if the codimension attains its minimum possible values p = n and p = n− 1,
respectively. Therefore, in these cases the last assumption in Theorem 34 can be dropped.
4 The P -transformation
In this section we obtain reductions of the L-transformation that preserve the classes of
n-dimensional flat Lagrangian submanifolds of Cn = R2n and n-dimensional submanifolds
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with constant sectional curvature c of S2n+1ǫ (c) that are horizontal with respect to the Hopf
fibration π: S2n+1ǫ (c) → M˜
n(4c). We also obtain a further reduction that preserves the
class of n-dimensional flat Lagrangian submanifolds of R2n that are contained in S2n−1.
4.1 The P -transformation for flat Lagrangian submanifolds
An isometric immersion f :Mn → M˜n of an n-dimensional Riemannian manifold into a
Kaehler manifold of complex dimensional n is said to be Lagrangian if the almost complex
structure of M˜m carries each tangent space of Mn onto its corresponding normal space.
For a Lagrangian isometric immersion f :Mn → Cn, comparing normal and tangential
components of ∇˜XJf∗Y = J∇˜Xf∗Y yields, respectively,
∇⊥XJf∗Y = Jf∗∇XY (69)
and
−f∗AJf∗YX = Jα(X, Y ) (70)
for all X, Y ∈ X(M). It follows from (69) that
R⊥(X, Y )Jf∗Z = Jf∗R(X, Y )Z
for all X, Y, Z ∈ X(M). In particular, Mn is flat if and only if f has flat normal bundle.
Lagrangian isometric immersions f :Mn(0)→ Cn with νf ≡ 0 have been characterized
as follows in [5] among isometric immersions f :Mn(0)→ Cn with νf ≡ 0 ≡ R
⊥.
Theorem 36. If f :Mn(0) → R2n ∼= Cn is an isometric immersion with νf ≡ 0 ≡ R
⊥
and (v, h) is its associated solution of (2), then f is Lagrangian if and only if h = ht.
Corollary 37. Let f :Mn(0)→ R2n be a Lagrangian isometric immersion with νf ≡ 0.
Then there exist locally principal coordinates u1, ..., un on M
n(0) and positive smooth
functions v1, ..., vn such that ds
2 =
∑
j v
2
jdu
2
j and α (∂i, ∂j) = δijJ∂i, where v = (v1, ..., vn)
and h = (hij), hij = v
−1
i ∂ivj, satisfy the system of PDE’s{
i) ∂jvi = hjivj, 1 ≤ i 6= j ≤ n, ii) (
∑n
ℓ=1 ∂ℓ)hij = 0,
iii) ∂ℓhij = hiℓhjℓ, 1 ≤ ℓ 6= i 6= j 6= ℓ ≤ n.
(71)
Conversely, if (v, h) is a solution of (71) on an open simply connected subset U ⊂ Rn
such that vi 6= 0 everywhere then there exists a Lagrangian immersion f : U → C
n with
flat induced metric ds2 =
∑
i v
2
i dui and νf ≡ 0.
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Definition 38. Let f˜ = Rϕ,β,Ω(f): M˜
n → R2n be a vectorial Ribaucour transform of
a Lagrangian isometric immersion f :Mn(0) → R2n determined by (ϕ, β,Ω), with ϕ ∈
Γ(V ), β ∈ Γ(V ∗ ⊗ NfM) and Ω ∈ Γ(V
∗ ⊗ V ). If there exists P ∈ V ∗ ⊗ V satisfying
σ(P )∩ (−σ(P )) = ∅, where σ(P ) denotes the set of (complex) eigenvalues of P , such that
β = Jf∗ω
tP (72)
where ω = dϕ, and
ΩtP + P tΩt + Tρ = 0 (73)
where T = −P t − (P t)−1 and ρ = P tωωtP , then f˜ is called a P -vectorial Ribaucour
transform of f , or simply a P -transform of f . We write f˜ = Rϕ,β,Ω,P (f).
Remark 39. As in the case of the L-transformation, if 〈·, ·〉∼ is another inner product
on V , with 〈·, ·〉∼ = 〈·, B·〉 for some invertible B ∈ V ∗⊗ V , then conditions (72) and (73)
are satisfied by (ϕ, β,Ω, P, 〈·, ·〉) if and only if they are satisfied by (ϕˆ, βˆ, Ωˆ, Pˆ , 〈·, ·〉∼),
where ϕˆ = ϕ, βˆ = βB, Ωˆ = ΩB and Pˆ = B−1PB. Thus, in the definition of the
P -transformation one may replace (ϕ, β,Ω, P, 〈·, ·〉) by any quintuple (ϕˆ, βˆ, Ωˆ, Pˆ , 〈·, ·〉∼)
related to (ϕ, β,Ω, P, 〈·, ·〉) in this way. As before, the transposes of Pˆ and P with respect
to 〈·, ·〉∼ and 〈·, ·〉 coincide, and if P is diagonalizable then one can always assume that P
is symmetric after an appropriate change of the inner product on V .
Given endomorphisms P,C ∈ V ∗ ⊗ V of a Euclidean vector space V , the equation
P tX +XP = C (74)
for X ∈ V ∗ ⊗ V is known as the Lyapunov equation. Thus, if f˜ = Rϕ,β,Ω,P (f) is a P -
transform of f , then Ω satisfies a Lyapunov-type equation. The following result of [8]
provides a sufficient condition on P in order that (74) admit a unique solution X , and
gives an explicit expression for X as a polynomial on P and C.
Theorem 40. If P ∈ V ∗ ⊗ V satisfies σ(P ) ∩ (−σ(P )) = ∅, then (74) admits a unique
solution for any C ∈ V ∗ ⊗ V , given by
X = (q−P (P
t))−1
k∑
ℓ=1
aℓ
ℓ−1∑
i=0
(−1)i(P t)ℓ−1−iCP i, (75)
where q−P (x) =
∑k
ℓ=0 aℓx
ℓ, ak = 1, is the characteristic polynomial of −P .
In order to prove that the P -transformation preserves the class of n-dimensional flat
Lagrangian submanifolds of Cn = R2n we need the special case for c = 0 of the following
result. The case c 6= 0 will be used in our study in the next section of the P -transformation
for n-dimensional submanifolds with constant sectional curvature c of S2n+1ǫ (c) that are
horizontal with respect to the Hopf fibration π: S2n+1ǫ (c)→ M˜
n(4c).
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Proposition 41. Let V and W be Euclidean vector spaces, let P ∈ V ∗ ⊗ V be such that
σ(P ) ∩ (−σ(P )) = ∅, let c ∈ R, ψ ∈ V ∗ and ν ∈ V ∗ ⊗W and let X ∈ V ∗ ⊗ V be the
unique solution of the Lyapunov equation
X tP + P tX t = −Tρ (76)
where T = −P t − (P t)−1 and ρ = P tQP , with Q = νtν + cψtψ. Then X satisfies
X +X t = Q + ρ, (77)
TX −X tT t = 0 (78)
and
XL+ LtX t = ρ, where L = (P 2 + I)−1P 2.
Proof: Since
(Q + ρ)P + P t(Q + ρ) + 2Tρ = (−QP + ρP )− (−QP + ρP )t
is a skew-symmetric matrix, the symmetric part of the unique solution X of (76) must
coincide with (Q+ ρ)/2. This gives (77). Equation (78) follows easily from (76) and (77).
Now observe that T t = −P −P−1 = −P−1(I +P 2). Since σ(P )∩ (−σ(P )) = ∅, it follows
that T is invertible and
T tL = −P. (79)
Therefore
T (XL+ LtX t) = TXL+ TLtX t = X tT tL+ TLtX t
= −X tP − P tX t = Tρ.
Lemma 42. Any P -transform of a Lagrangian isometric immersion f :Mn(0)→ R2n is
also an L-transform of f with L = (P 2 + I)−1P 2.
Proof: It follows from (72) that∇Xβ = Jf∗(∇Xω
t)P for allX ∈ X(M), hence (5) becomes
α(X,ωt(v)) + Jf∗
(
(∇Xω
t)Pv
)
= 0, (80)
which can also be writtten as
dωt(X)P = f t∗JA(X)
tωt.
On the other hand, from (70) we obtain f t∗JA(X)
t = −A(X)Jf∗Y for all X ∈ X(M).
Therefore
A(X)β = A(X)Jf∗ω
tP = −f t∗JA(X)
tωtP = −dωt(X)P 2.
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Thus, the tensor
Φ(X)v = (∇Xω
t)v − Aβ(v)X = dω
t(X)v − A(X)β(v)
satisfies
Φ(X) = dωt(X)(P 2 + I), (81)
and hence Φ(X)L + A(X)β = 0 for all X ∈ X(M). Finally, that Ω satisfies (32) follows
from Proposition 41.
It follows from Lemma 42 and Theorem 13 that if f˜ = Rϕ,β,Ω,P (f): M˜
n → R2n is a
P -transform of a Lagrangian isometric immersion f :Mn(0) → R2n then M˜n is also flat.
We shall prove in Theorem 44 below that f˜ is also Lagrangian. First we express equation
(80) in the local principal coordinates given by Corollary 37.
Proposition 43. Let f :Mn(0)→ R2n be a Lagrangian isometric immersion with νf ≡ 0,
let (u1, . . . , un) be principal coordinates given by Corollary 37 on an open subset U ⊂
Mn(0), let (v, h) be the solution of (71) associated to f and let P be an invertible endo-
morphism of a Euclidean vector space V . If ϕ:U → V is such that ω = dϕ satisfies (80),
then (ϕ, γ1, . . . , γn), with γi = v
−1
i ω(∂i) for 1 ≤ i ≤ n, is a solution of{
i) ∂iϕ = viγi, ii) ∂iγi = −(P
t)−1γi −
∑
j 6=i hijγj,
iii) ∂iγj = hijγi j 6= i.
(82)
Conversely, if (ϕ, γ1, . . . , γn) is a solution of (82) then ω = dϕ satisfies (80) and ω(∂i) =
viγi for 1 ≤ i ≤ n.
Theorem 44. If f :Mn(0)→ R2n is a Lagrangian isometric immersion with νf ≡ 0 then
any P -transform f˜ = Rϕ,β,Ω,P (f): M˜
n(0)→ R2n of f is also Lagrangian.
Proof: According to Theorem 36, it suffices to prove that the pair (v˜, h˜) associated to f˜
with respect to the local principal coordinates u1, . . . , un given by Proposition 1 satisfies
h˜t = h˜. In view of (50), this is equivalent to〈
L−1Ω−1γi, β
j
〉
=
〈
βi, L−1Ω−1γj
〉
(83)
where γ1, ..., γn, β
1, ..., βn are given by (33). By (78), we have
TΩ = ΩtT t (84)
where T = −P t − (P t)−1. From (33) and (72) we obtain
P tγi = P
tω(Xi) = β
tJf∗Xi = β
tξi = β
i (85)
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where Xi = v
−1
i ∂i, 1 ≤ i ≤ n. We conclude from (79), (84) and (85) that (83) holds.
In order to prove the existence of P -transforms of any Lagrangian isometric immersion
f :Mn(0) → R2n with νf ≡ 0, we need the special case c = 0 of the folowing algebraic
result, whose general form will be used in the next section.
Proposition 45. Let V and W be Euclidean vector spaces, let P ∈ V ∗ ⊗ V be such that
σ(P ) ∩ (−σ(P )) = ∅, let ψ ∈ V ∗, ν ∈ V ∗ ⊗W , c ∈ R, and let X = X(ν, ψ, c) be the
unique solution of (76).
(i) If c ≥ 0, then X is invertible if and only if ker(P c − αI) ∩ Y c = {0} for any
eigenvalue α of P c, where Y c is the complexified of
Y =
{
ker ν, if c = 0;
kerψ ∩ ker ν, if c 6= 0.
(ii) If c < 0 and ker(P c − αI) ∩ (ker ν)c = {0} (resp., ker(P c − αI) ∩ (kerψ)c = {0})
for any eigenvalue α of P c, then there exists ǫ > 0 such that X(ν, ψ, c) is invertible
if |ψ| < ǫ (resp., |ν| < ǫ).
Proof: (i) Assume first that ker(P c − αI) ∩ Y c = {0} for any eigenvalue α of P c. If
u ∈ kerX t, we obtain from (77) that
0 = |νu|2 + c(ψu)2 + |νPu|2 + c(ψPu)2.
Since c ≥ 0, it follows that u ∈ Y . Thus kerX t ⊂ Y , and (77) implies that kerX t = kerX .
Then (76) by P (kerX) ⊂ kerX , and since kerX ⊂ Y , kerX = {0}.
Conversely, if u ∈ ker(P c − αI) ∩ Y c, then Xsu = 0 and P
tXa(u) = −αXa(u) by (76)
and (77). Since σ(P ) ∩ (−σ(P )) = ∅, it follows that Xa(u) = 0, hence X(u) = 0. Thus
u = 0.
(ii) First observe that the unique solution X(ν, ψ, c) of (76) given by (75) depends
continuously on (ψ, ν, c). Assume first that ker(P c−αI)∩ (ker ν)c = {0}. It follows from
case (i) for c = 0 that X(ν, 0, c) is invertible. Thus, there exists ǫ > 0 such that X(ν, ψ, c)
is invertible for all ψ with |ψ| < ǫ.
Suppose now that ker(P c−αI)∩ (kerψ)c = {0} for any eigenvalue α of P c. From part
(i) for c > 0, we have that X(0, ψ, c) is invertible. Therefore, there exists ǫ > 0 such that
X(ν, ψ, c) is invertible for all ν with |ν| < ǫ.
Theorem 46. Let f :Mn(0) → R2n be a Lagrangian isometric immersion with νf ≡ 0
and let P an endomorphism of a Euclidean vector space V such that σ(P )∩ (−σ(P )) = ∅.
Fixed x0 ∈M
n, let ϕ0 ∈ V and ω0 ∈ T
∗
x0
M⊗V be such that ker(P c−αI)∩ker(ωt0)
c = {0}
for any eigenvalue α of P c. Then there exist an open neighborhood U of x0 and a unique
P -transform f˜ = Rϕ,β,Ω,P (f |U) of f |U such that ϕ(x0) = ϕ
0 and dϕ(x0) = ω0.
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Proof: Let (u1, . . . , un) be principal coordinates given by Corollary 37 on an open simply-
connected neighborhood U ⊂Mn(0) of x0 and let (v, h) be the solution of (71) associated
to f . It is easily checked that the compatibility conditions of system (82) are satisfied
by virtue of (71). Therefore, if γ0i = v
−1
i (x0)ω0(∂i(x0)) for 1 ≤ i ≤ n, then there exists
a unique solution (ϕ, γ1, . . . , γn) of (82) such that ϕ(x0) = ϕ
0 and γi(x0) = γ
0
i for all
1 ≤ i ≤ n. By Proposition 43, ω = dϕ satisfies (80) and ω(∂i) = viγi for 1 ≤ i ≤ n.
Now, by Proposition 41 the Lyapunov equation X tP + P tX t = −Tρ0, where T =
−P t− (P t)−1 and ρ0 = P
tω0ω
t
0P, has a unique solution X = Ω
0, and 2Ω0s = F
t(x0)F(x0).
Moreover, Ω0 is invertible by Proposition 45. Define β ∈ Γ(V ∗ ⊗ NfM) by (72), and let
Ω be the unique solution of (9) such that Ω(x0) = Ω0. Shrinking U if necessary, we may
assume that Ω is invertible on U . Using (81) we obtain
d(ΩtP + P tΩt + Tρ)(X) = Φ(X)tωtP + P tΦ(X)tωt − (P t)2dω(X)ωtP − dω(X)ωtP
−(P t)2ωdωt(X)P − ωdωt(X)P = 0.
Since (73) holds at x0, it holds on U , hence f˜ = Rϕ,β,Ω(f |U) is a P -transform of f |U .
In the following corollary we summarize the process given by the P -transformation to
generate new Lagrangian isometric immersions f :Mn(0)→ R2n starting with a given one
and a vector-valued solution of the linear system of PDE’s (82).
Corollary 47. Let f :Mn(0) → R2n be a Lagrangian isometric immersion with νf ≡ 0,
let (v, h) be the solution of (71) associated to f on an open subset U ⊂ Mn(0) endowed
with principal coordinates (u1, . . . , un) given by Corollary 37, let P be an endomorphism
of a Euclidean vector space V such that σ(P ) ∩ (−σ(P )) = ∅, and let (ϕ, γ1, ..., γn) be a
V -valued solution of the linear system of PDE’s (82) on an open subset W ⊂ U where
v˜i = vi +
〈
γi, (P + P
−1)Ω−1ϕ
〉
(86)
does not vanish for all 1 ≤ i ≤ n, with Ωt given by (75) for C = ((P t)2 + I)dϕ(dϕ)tP .
Then f˜ : W → R2n = Cn given by
f˜ = f −
∑n
j=1 (〈Ω
−1ϕ, γj〉+ 〈PΩ
−1ϕ, γj〉 i) f∗Xj,
where Xj = v
−1
j ∂j for 1 ≤ j ≤ n, defines a new Lagrangian isometric immersion with flat
induced metric. Moreover, the pair associated to f˜ is (v˜, h˜), where
h˜ij = hij +
〈
γj, (P + P
−1)Ω−1γi
〉
.
In particular, (v˜, h˜) is a new solution of (71).
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4.2 The P ∗-transformation
Lagrangian isometric immersions f :Mn(0) → Cn satisfying f(Mn(0)) ⊂ S2n−1 are of
special interest in view of the following result of [3].
Theorem 48. An isometric immersion f :Mn(0) → R2n is Lagrangian and satisfies
f(Mn(0)) ⊂ S2n−1 if and only if it is the lifting by the Hopf projection π : S2n−1 → CPn−1
of a Lagrangian isometric immersion F :Mn−1(0)→ CPn−1.
We will need the following characterization obtained in [4] of isometric immersions
f : Mn(0)→ R2n with flat normal bundle and νf ≡ 0 that satisfy f(M
n(0)) ⊂ S2n−1.
Corollary 49. Let f : Mn(0)→ R2n be an isometric immersion with νf ≡ 0 ≡ R
⊥, and
let (v, h) be its associated pair with respect to the local principal coordinates (u1, ..., un) on
Mn(0) given by Proposition 1. Then f(Mn(0)) ⊂ S2n−1 if and only if
∑n
i=1 v
2
i = 1.
We now look for the P -transformations that preserve the class of Lagrangian isometric
immersions f :Mn(0)→ R2n such that f(Mn(0)) ⊂ S2n−1.
Lemma 50. Let f :Mn(0) → R2n be a Lagrangian isometric immersion such that
f(Mn(0)) ⊂ S2n−1 ⊂ R2n and let (v, h) be its associated solution of (71) on an open subset
U ⊂Mn(0) endowed with principal coordinates given by Corollary 37. If f˜ = Rϕ,β,ω,P (f)
is a P -transform of f and γi = v
−1
i ω(∂i), 1 ≤ i ≤ n, then ϕ+
∑
i viP
tγi is constant on U .
Proof: Using (82) and
∑n
i=1 v
2
i = 1 we obtain
∂i(ϕ+
∑n
j=1 vjP
tγj) = viγi + P
t
∑
i 6=j(vj∂iγj + γj∂ivj) + viP
t∂iγi + ∂iviP
tγi
= viγi + P
t
∑
i 6=j (hijγivj + γjhijvi)− P
t(P t)−1γivi
−P t
∑
i 6=j γjhijvi − P
tγi
∑
j 6=i hijvj = 0.
Definition 51. Let f :Mn(0) → R2n be a Lagrangian isometric immersion such that
f(Mn(0)) ⊂ S2n−1 ⊂ R2n and let (v, h) be its associated solution of (71) on an open subset
U ⊂ Mn(0) endowed with principal coordinates given by Corollary 37. A P -transform
f˜ = Rϕ,β,Ω,P (f) of f |U is said to be a P
∗-transform of f |U if
ϕ+
n∑
i=1
viP
tγi = 0. (87)
Remark 52. Notice that (87) is satisfied by (ϕ, β,Ω, P, 〈·, ·〉) if and only if it is satisfied
by (ϕˆ, βˆ, Ωˆ, Pˆ , 〈·, ·〉∼), where 〈·, ·〉∼ = 〈·, B·〉 for some invertible B ∈ V ∗ ⊗ V , ϕˆ = ϕ,
βˆ = βB, Ωˆ = ΩB and Pˆ = B−1PB, for the transposes of Pˆ and P with respect to 〈·, ·〉∼
and 〈·, ·〉 coincide.
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Theorem 53. Let f :Mn(0) → R2n be a Lagrangian isometric immersion such that
f(Mn(0)) ⊂ S2n−1. If f˜ = Rϕ,β,Ω,P (f): M˜
n(0) → R2n is a P ∗-transform of f , then
f˜(M˜n(0)) ⊂ S2n−1.
Proof: Since
∑n
i=1 v
2
i = 1, then v˜ given by (86) also satisfies
∑n
i=1 v˜
2
i = 1 if and only if
0 =
n∑
i=1
2vi
〈
γi, T
tΩ−1ϕ
〉
+
n∑
i=1
〈
γi, T
tΩ−1ϕ
〉2
= −
n∑
i=1
2vi
〈
ωt(T tΩ−1ϕ), Xi
〉
+
〈
ωt(T tΩ−1ϕ), ωt(T tΩ−1ϕ)
〉
= 〈T tΩ−1ϕ,−2
n∑
i=1
viγi〉+ 〈ϕ, (Ω
−1)tTωωtT tΩ−1ϕ).
That this is indeed the case follows from the fact that, by (73) and (87), the last expression
is equal to
〈T tΩ−1ϕ, 2(P t)−1ϕ〉+ 〈ϕ, (Ω−1)t(−(P t)−1Ωt − ΩtP−1)T tΩ−1ϕ〉
= 〈T tΩ−1ϕ, 2(P t)−1ϕ〉 − 〈ϕ, (Ω−1)t(P t)−1Tϕ〉 − 〈ϕ, P−1T tΩ−1ϕ〉,
which vanishes by (84).
Corollary 54. Let f :Mn(0) → R2n be a Lagrangian isometric immersion satisfying
f(Mn(0)) ⊂ S2n−1, let (v, h) be its associated solution of (71), with
∑n
i=1 v
2
i = 1, on an
open subset U ⊂Mn(0) endowed with principal coordinates given by Corollary 37, and let
P be an endomorphism of a Euclidean vector space V such that σ(P ) ∩ (−σ(P )) = ∅. If
(γ1, ..., γn) satisfies equations (ii) and (iii) of (82) on an open subset W ⊂ U where
v˜i = vi −
n∑
j=1
vj〈Ω
−1γi, ((P
t)2 + I)γj〉 (88)
does not vanish for 1 ≤ i ≤ n, with Ωt given by (75) for C = ((P t)2+ I)
∑n
i=1 γiγ
t
iP , then
f˜ :W → R2n given by
f˜ = f +
∑n
ℓ,j=1 (〈Ω
−1P tγℓ, γj〉+ 〈Ω−1P tγℓ, P tγj〉 i) vℓf∗Xj,
where Xj = v
−1
j ∂j for 1 ≤ j ≤ n, defines a new Lagrangian isometric immersion with flat
induced metric such that f˜(W ) ⊂ S2n−1. Moreover, (v˜, h˜) is the solution of (71) associated
to f˜ , with
h˜ij = hij +
〈
γj, (P + P
−1)Ω−1γi
〉
.
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4.3 The P -transformation for horizontal submanifolds.
Let Cn+1ǫ denote the complex (n + 1)-space endowed with the pseudo-Euclidean metric
gǫ = ǫdz1dz¯1 +
n+1∑
j=2
dzjdz¯j , ǫ = ±1,
and let
S2n+1ǫ (c) = {z ∈ C
n+1
ǫ : gǫ(z, z) =
1
c
, ǫc > 0}
stand for either the Euclidean sphere or the anti-de-Sitter space time of dimension (2n+1)
and constant sectional curvature c, depending on whether ǫ = 1 or ǫ = −1, respectively.
The complex numbers act on Cn+1ǫ by λ(z1, ..., zn+1) → (λz1, ..., λzn+1). The quotient
space M˜n(4c) of S2n+1(c) under the identification induced by this action is the complex
projective space CPn(4c) or complex hyperbolic space CHn(4c) of complex dimension n
and constant holomorphic curvature 4c, corresponding to c > 0 or c < 0, respectively. If
π: S2n+1ǫ → M˜
n(4c) is the quotient map, J˜ is the complex structure on Cn+1ǫ defined by
multiplication by i and φ is its projection onto the tangent bundle of S2n+1(c), then the
complex structure J on M˜n(4c) is given by J ◦ π∗ = π∗ ◦ φ.
An isometric immersion f :M → S2n+1ǫ (c) ⊂ C
n+1
ǫ of a Riemannian manifold is said
to be horizontal if the structure vector field ξf =
√
|c|J˜f is everywhere normal to f .
If f :M → S2n+1ǫ (c) is horizontal, then f is anti-invariant with respect to φ, that is,
φf∗TxM ⊂ NfM(x) for all x ∈M . Moreover, the second fundamental form of f satisfies
Aξf = 0 and φα(X, Y ) = −f∗Aφf∗YX (89)
for all X, Y ∈ X(M), and the following relations hold:
∇⊥Xξf =
√
|c|φf∗X (90)
φ2X = −X + ǫ〈X, ξf 〉ξf (91)
〈φX, φY 〉 = 〈X, Y 〉+ ǫ〈X, ξf〉〈Y, ξf〉 (92)
∇⊥Xφf∗Y = φf∗∇XY − ǫ
√
|c|〈X, Y 〉ξf (93)
R⊥(X, Y )ξf = 0
〈R⊥(X, Y )φf∗Z, φf∗W 〉 = 〈R(X, Y )Z,W 〉 − c(〈X,W 〉〈Y, Z〉 − 〈X,Z〉〈Y,W 〉)
In particular, a horizontal isometric immersion f :Mn → S2n+1ǫ (c) has flat normal bundle
if and only if Mn has constant sectional curvature c.
The next result relates Lagrangian isometric immersions f :M → M˜n(4c) to horizontal
isometric immersions f :M → S2n+1ǫ (c). We refer to [13] for a proof.
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Theorem 55. If f :Mn → S2n+1ǫ (c) is horizontal then g = π ◦ f is Lagrangian. Con-
versely, if g:M → M˜n(4c) is a Lagrangian isometric immersions and (x0, y0) ∈ M ×
S2n+1ǫ (c) is such that g(x0) = π(y0), then there exist a Riemannian manifold Mˆ , an iso-
metric covering map τ : Mˆ → M , a horizontal isometric immersion fˆ : Mˆ → S2n+1ǫ (c)
and xˆ ∈ Mˆ such that π ◦ fˆ = g ◦ τ, τ(xˆ) = x0 and fˆ(xˆ) = y0.
It will be convenient to have Proposition 1 explicitly restated in this particular case.
Corollary 56. Let f :Mn(c) → S2n+1ǫ (c) be an isometric immersion with flat normal
bundle, νf ≡ 0, and Riemannian first normal bundle when c < 0. Then there exist local
principal coordinates (u1, ..., un) onM
n(c), a smooth orthonormal normal frame ξ1, ..., ξn+1
and smooth functions v1, ..., vn and ρ1, ..., ρn, with vi > 0 for 1 ≤ i ≤ n, such that
ds2 =
∑
i
v2i du
2
i , α (∂i, ∂j) = viδijξi,
and
∇∂iXj = hjiXi, ∇
⊥
∂i
ξj = hijξi, i 6= j, ∇
⊥
∂i
ξn+1 = ρiξi, (94)
where Xi = (1/vi)∂i and hij = (1/vi)∂ivj for i 6= j. Moreover, the triple (v, h, ρ), where
v = (v1, ..., vn), h = (hij) and ρ = (ρ1, ..., ρn), satisfies the system of PDEs
i) ∂jvi = hjivj , ii) ∂jhiℓ = hijhjℓ, iii) ∂jρi = hijρj
iv) ∂ihij + ∂jhji +
∑n
ℓ=1 hℓihℓj + cvivj = 0,
v) ∂jhij + ∂ihji +
∑n
ℓ=1 hiℓhjℓ + ǫρiρj = 0, ǫ =
c
|c|
, i 6= j 6= ℓ 6= i.
(95)
Conversely, if (v, h, ρ) is a solution of (95) on an open simply connected subset U ⊂
Rn such that vi > 0 everywhere, then there exists an immersion f : U → S
2n+1
ǫ (c)
with flat normal bundle, νf ≡ 0, Riemannian first normal bundle and induced metric
ds2 =
∑
i v
2
i du
2
i of constant sectional curvature c.
We shall use the following results proved in [16].
Theorem 57. An isometric immersion f :Mn(c)→ S2n+1ǫ (c) as in Corollary 56 is hori-
zontal if and only if its associated triple (v, h, ρ) satisfies
hij = hji and ρi =
√
|c|vi. (96)
Corollary 58. Let f :Mn(c)→ S2n+1ǫ (c) be a horizontal isometric immersion with νf ≡ 0.
Then there exist locally principal coordinates (u1, ..., un) on M
n(c) such that
ds2 =
∑
i
v2i du
2
i , vi > 0 and α (∂i, ∂j) = δijφ∂i,
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where v = (v1, ..., vn) and h = (hij), with hij = hji for 1 ≤ i 6= j ≤ n, satisfy the system
of PDE’s{
i) ∂jvi = hjivj , 1 ≤ i 6= j ≤ n, ii) (
∑n
ℓ=1 ∂ℓ)hij + cvivj = 0,
iii) ∂ℓhij = hiℓhjℓ, 1 ≤ ℓ 6= i 6= j 6= ℓ ≤ n.
(97)
Conversely, if (v, h) is a solution of (97) on an open simply connected subset U ⊂ Rn
such that vi 6= 0 for 1 ≤ i ≤ n everywhere, then there exists a horizontal isometric
immersion f : U → S2n+1ǫ (c) with induced metric ds
2 =
∑
v2i dui of constant sectional
curvature c.
Definition 59. Let f˜ = Rϕ,β,Ω(f): M˜
n → S2n+1ǫ (c) be a vectorial Ribaucour transform
of a horizontal isometric immersion f :Mn(c) → S2n+1ǫ (c) determined by (ϕ, β,Ω), with
ϕ ∈ Γ(V ), β ∈ Γ(V ∗ ⊗NfM) and Ω ∈ Γ(V
∗ ⊗ V ). If there exists P ∈ V ∗ ⊗ V satisfying
σ(P ) ∩ (−σ(P )) = ∅ such that
β = (φf∗ω
t + ǫ
√
|c|ξfϕ
t)P (98)
where ω = dϕ, and
ΩtP + P tΩt + Tρ = 0 (99)
where T = −P t − (P t)−1 and ρ = P tωωtP + cP tϕϕtP = βtβ, then f˜ is said to be a
Ribaucour P -transform of f , or simply a P -transform of f . We write f˜ = Rϕ,β,Ω,P (f).
Lemma 60. Any P -transform of a horizontal isometric immersion f : Mn(c)→ S2n+1ǫ (c)
is also an L-transform of f with L = (P 2 + I)−1P 2.
Proof: It follows from (93) and (98) that
∇Xβ = φf∗(∇Xω
t)P + ǫ
√
|c|∇⊥Xξfϕ
tP
for all X ∈ X(M), hence (5) becomes
α(X,ωt(v)) + φf∗(∇Xω
t)Pv + ǫ
√
|c|∇⊥Xξfϕ
tPv = 0, (100)
which by (90) and (92) can also be writtten as
dωt(X)P = −f t∗φ
tA(X)tωt − cXϕtP. (101)
On the other hand, from (89), (91) and (92) we obtain
f t∗φ
tA(X)t = A(X)φf∗ (102)
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for all X ∈ X(M). Therefore, by (89), (101) and (102),
A(X)β = A(X)(φf∗ω
t + ǫ
√
|c|ξfϕ
t)P
= f t∗φ
tA(X)tωtP
= −dωt(X)P 2 − cXϕtP 2.
Thus the tensor Φ(X) = dωt(X)−A(X)β + cXϕt satisfies
Φ(X) = (dωt(X) + cXϕt)(P 2 + I), (103)
and hence Φ(X)L + A(X)β = 0 for all X ∈ X(M). Finally, that Ω satisfies (32) follows
from Proposition 41.
It follows from Theorem 13 and Lemma 60 that if f˜ = Rϕ,β,Ω,P (f): M˜
n → S2n+1ǫ (c)
is a P -transform of a horizontal isometric immersion f :Mn(c) → S2n+1ǫ (c) then M˜
n also
has constant sectional curvature c. We shall prove that f˜ is also horizontal. For that we
first express equation (100) in the local principal coordinates given by Corollary 58.
Proposition 61. Let f :Mn(c) → S2n+1ǫ (c) be a horizontal isometric immersion with
νf ≡ 0, let (v, h) be its associated solution of (97) with respect to principal coordinates
given by Corollary 58, and let P be an invertible endomorphism of a Euclidean vector space
V . If (ϕ, ω = dϕ) satisfies (100), then (ϕ, γ1, . . . , γn), with γi = v
−1
i ω(∂i) for 1 ≤ i ≤ n,
is a solution of{
i) ∂iϕ = viγi, ii) ∂iγi = −(P
t)−1γi −
∑
j 6=i γjhij − cviϕ,
iii) ∂iγj = hijγi j 6= i,
(104)
Conversely, if (ϕ, γ1, . . . , γn) is a solution of (104) then (ϕ, ω = dϕ) satisfies (100) and
ω(∂i) = viγi for 1 ≤ i ≤ n.
Theorem 62. If f :Mn(c) → S2n+1ǫ (c) is a horizontal isometric immersion with νf ≡ 0
then any P -transform f˜ = Rϕ,β,Ω,P (f): M˜
n(c)→ S2n+1ǫ (c) of f is also horizontal.
Proof: By Theorem 57, it suffices to prove that the triple (v˜, h˜, ρ˜) associated to f˜ satisfies
(96). We claim that such triple is given by
v˜i = vi−
〈
γi, T
tΩ−1ϕ
〉
, h˜ij = hij−
〈
γj, T
tΩ−1γi
〉
and ρ˜i = ρi−
√
|c|
〈
Tϕ,Ω−1γi
〉
, (105)
where T = −P t − (P t)−1. In fact, using (92) and the fact that ξi = φf∗Xi, 1 ≤ i ≤ n, we
obtain from (79) and (98) that
βi = βtξi = P
tωf t∗φ
tξi = P
tωf t∗φ
tφf∗Xi = P
tω(Xi) = P
tγi = −L
tTγi
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where L = (P 2 + I)−1P 2, and βn+1 = βt(ξf) =
√
|c|P tϕ.
Thus equations (50) for 1 ≤ r ≤ n reduce to the first two equations in (105). Now,
we have ξ˜f = P(ξf +
√
|c|
∑
r 〈Tϕ,Ω
−1βr〉 ξr). Using (8), (9), (18), (34), (94), (103) and
(104), the last of equations (105) follows from
∇˜⊥∂i ξ˜f = ρ˜iP(ξi −
∑
r
〈
βi, L−1Ω−1βr
〉
ξr) = ρ˜iξ˜i.
Since TΩ is symmetric by Theorem 41, it follows that (v˜, h˜, ρ˜) satisfies (96).
We now prove the existence of P -transforms of any horizontal isometric immersion
f : Mn(c)→ S2n+1(c) with νf ≡ 0 satisfying suitable initial conditions.
Proposition 63. Let f : Mn(c) → S2n+1(c) be a horizontal isometric immersion with
νf ≡ 0 and let P be an endomorphism of a Euclidean vector space V such that σ(P ) ∩
(−σ(P )) = ∅. Fixed x0 ∈ M
n and ϕ0 ∈ V , ω0 ∈ Tx0M
∗ ⊗ V such that ker(P c − αI) ∩
ker(ϕt0)
c ∩ ker(ωt0)
c = {0}, there exist an open neighborhood U of x0 and a unique P -
transform f˜ = Rϕ,β,Ω,P (f |U) of f |U such that ϕ(x0) = ϕ0 and dϕ(x0) = ω0.
Proof: Let (u1, . . . , un) be principal coordinates given by Corollary 58 on an open simply-
connected neighborhood U ⊂ Mn(c) of x0 and let (v, h) be the solution of (97) associated
to f . It is easily checked that the compatibility conditions of (104) are satisfied by virtue
of (97). Therefore, if γ0i = v
−1
i (x0)ω0(∂i(x0)) for 1 ≤ i ≤ n, there exists a unique solution
(ϕ, γ1, . . . , γn) of (104) such that ϕ(x0) = ϕ0 and γi(x0) = γ
0
i for all 1 ≤ i ≤ n. By
Proposition 61, ω = dϕ satisfies (100) and ω(∂i) = viγi for 1 ≤ i ≤ n.
By the assumption on (ϕ0, ω0), it follows from Proposition 45 that the unique solution
X = Ω0 of the Lyapunov equation X tP + P tX t + Tρ0 = 0, with T = −P
t − (P t)−1 and
ρ0 = P
tω0ω
t
0P+cP
tϕ0ϕ
t
0P , is invertible. Moreover, 2Ω
0
s = G
t(x0)G(x0) by Proposition 41.
Now define β ∈ Γ(V ∗⊗NfM) by (98), and let Ω be the unique solution of (15) on U such
that Ω(x0) = Ω
0. Shrinking U if necessary, we may assume that Ω is invertible on U . By
(17) and (103) we have
d(ΩtP + P tΩt + Tρ)(X) = Φ(X)tωtP + P tΦ(X)tωt − ((P t)2 + I)dω(X)ωtP
−((P t)2 + I)ωdωt(X)P − c((P t)2 + I)ω(X)ϕtP − c((P t)2 + I)ϕω(X)tP = 0.
Since (99) holds at x0, it holds on U , hence f˜ = Rϕ,β,Ω(f |U) is a P -transform of f |U .
Remark 64. Proposition 63 also holds for horizontal isometric immersions f : Mn(c)→
S2n+1ǫ (c) with c < 0 and ǫ = −1 if ϕ0 ∈ V and ω0 ∈ Tx0M
∗ ⊗ V are chosen so that
the unique solution X = Ω0 of the Lyapunov equation X tP + P tX t + Tρ0 = 0, with
T = −P t− (P t)−1 and ρ0 = P
tω0ω
t
0P + cP
tϕ0ϕ
t
0P , is invertible. That such a pair (ϕ0, ω0)
does exist was shown in part (ii) of Proposition 45.
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In the following corollary we summarize the process given by the P -transformation to
generate a family of new horizontal isometric immersions f : Mn(c) → S2n+1ǫ (c) starting
with a given one and a vector-valued solution of a linear system of PDE’s.
Corollary 65. Let f :Mn(c)→ S2n+1ǫ (c) be a horizontal isometric immersion with νf ≡ 0,
let (u1, . . . , un) be local principal coordinates given by Corollary 58, let (v, h) the solution
of (97) associated to f , let P be an endomorphism of a Euclidean vector space V such
that σ(P )∩ (−σ(P )) = ∅ and let (ϕ, γ1, ..., γn) be a V -valued solution of the linear system
of PDE’s {
i) ∂iϕ = viγi, (ii) ∂iγj = hjiγi, 1 ≤ i 6= j ≤ n,
iii) ∂iγi +
∑
j 6=i hjiγj + (P
t)−1γi + cviϕ = 0,
(106)
on an open subset W where
v˜i = vi +
〈
γi, (P + P
−1)Ω−1ϕ
〉
does not vanish for 1 ≤ i ≤ n, with Ωt given by (75) for C = ((P t)2+I) (dϕ(dϕ)t + cϕϕt)P .
Then f˜ : W → S2n+1ǫ (c) given by
F˜ = i ◦ f˜ = F −
∑n
j=1 (〈Ω
−1ϕ, γj〉+ 〈PΩ
−1ϕ, γj〉 i)F∗Xj
− (〈Ω−1ϕ, ϕ〉+ 〈PΩ−1ϕ, ϕ〉 i) cF,
where Xj = v
−1
j ∂j for 1 ≤ j ≤ n, i : S
2n+1
ǫ (c) → C
n+1
ǫ is the umbilical inclusion and
F = i◦f , defines a new horizontal isometric immersion whose induced metric has constant
curvature c. Moreover, the solution of (97) associated to f˜ is (v˜, h˜), with
h˜ij = hij +
〈
γj, (P + P
−1)Ω−1γi
〉
.
5 A decomposition theorem for the P -transformation
In this section we prove the following decomposition theorem for the P -transformation,
for which Remarks 32 also apply.
Theorem 66. Let f :Mn(0)→ R2n (respectively, f :Mn(c)→ S2n+1(c)) be a Lagrangian
(respectively, horizontal) isometric immersion and let f˜ = Rϕ,β,Ω,P (f): M˜
n(0) → R2n
(respectively, Rϕ,β,Ω,P (f): M˜
n(c)→ S2n+1(c)) be a P -transform of f such that P = P1⊕P2
with respect to an orthogonal decomposition V = V1 ⊕ V2. Define ϕj, βj,Ωij by (22), and
ϕ¯i, β¯i, Ω¯ii by (23), 1 ≤ i, j ≤ 2. Then (ϕj , βj,Ωjj, Pj) defines a Pj-transform fj of f for
1 ≤ j ≤ 2, (ϕ¯i, β¯i, Ω¯ii, Pi) a Pi-transform fij of fj for 1 ≤ i 6= j ≤ 2 and (24) holds. If,
in addition, f(Mn(0)) ⊂ S2n−1 and f˜ is a P ∗-transform of f , then fj is a P
∗
j -transform
of f and fji is a P
∗
j -transform of fi for 1 ≤ i 6= j ≤ 2.
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Proof: We give the proof for horizontal isometric immersions f :Mn(c) → S2n+1(c), the
case of Lagrangian isometric immersions f :Mn(0)→ R2n being similar. By the assump-
tion that f˜ = Rϕ,β,Ω,P (f) is a P -transform of f , we have that β and Ω satisfy (98) and
(99), respectively. In particular, Ω is an invertible solution of the Lyapunov equation (99),
hence ker(P c−αI)∩ker(ϕt)c∩ker(ωt)c = {0} for any eigenvalue α of P by Proposition 45.
Therefore ker(P cj − αI) ∩ ker(ϕ
t
j)
c ∩ ker(ωtj)
c = {0} for 1 ≤ j ≤ 2, and hence also Ωjj
is invertible by Proposition 45. By Theorem 7, (ϕj, βj,Ωjj) satisfies the conditions of
Definition 5 for 1 ≤ j ≤ 2.
Since P = P1 ⊕ P2, and hence T = T1 ⊕ T2, equations (98) and (99) are equivalent to
βj = (φf∗ω
t
j + ǫ
√
|c|ξfϕ
t
j)Pj and
ΩtijPi + P
t
jΩ
t
ij + Tjρji = 0, 1 ≤ i, j ≤ 2, (107)
where ρji = P
t
jωjω
t
iPi + cP
t
jϕjϕ
t
iPi. In particular, fj = Rϕj ,βj,Ωjj (f) is a Pj-transform of
f , 1 ≤ j ≤ 2.
Now by (84) we have
TiΩij = Ω
t
jiT
t
j , 1 ≤ i, j ≤ 2. (108)
Using this we obtain
Ω¯tiiPi + P
t
i Ω¯
t
ii + Tiβ¯
t
i β¯i =
(
Ωtii − Ω
t
ji(Ω
−1
jj )
tΩtij
)
Pi + P
t
i
(
Ωtii − Ω
t
ji(Ω
−1
jj )
tΩtij
)
+Ti
(
βti − ΩijΩ
−1
jj β
t
j
) (
βi − βj(Ω
t
jj)
−1Ωtij
)
= (ΩtiiPi + P
t
iΩ
t
ii + Tiβ
t
iβi)− Ω
t
ji(Ω
−1
jj )
tΩtijPi − P
t
iΩ
t
ji(Ω
−1
jj )
tΩtij
−Tiβ
t
iβj(Ω
−1
jj )
tΩtij − TiΩijΩ
−1
jj β
t
jβi + TiΩijΩ
−1
jj β
t
jβj(Ω
−1
jj )
tΩtij
= −Ωtji(Ω
−1
jj )
t
(
ΩtijPi + Tjβ
t
jβi
)
−
(
P tiΩ
t
ji + Tiβ
t
iβj
)
(Ω−1jj )
tΩtij
+Ωtji(Ω
−1
jj )
tTjβ
t
jβj(Ω
−1
jj )
tΩtij
= Ωtji
(
(Ω−1jj )
tP tj + Pj(Ω
−1
jj )
t + (Ω−1jj )
tTjβ
t
jβj(Ω
−1
jj )
t
)
Ωtij = 0.
Now let {X1, ..., Xn} be an orthonormal principal frame for f and define ξ1, . . . , ξn and
Xj,1, ..., Xj,n by ξl = φ∗f∗Xl and DjXj,l = Xl, 1 ≤ l ≤ n, 1 ≤ j ≤ 2. Denote ωj(Xl) =
γj,l and β
t
j(ξl) = β
l
j , and define γ¯i,l = ω¯iXj,l and β¯
l
i = β¯
t
i(ξj,l), where ξj,l = Pj(ξl −
βj(Ω
−1
jj )
t(L−1j )
tβlj). It follows from (54) that
γ¯i,l = ωiDjXj,l − ΩijΩ
−1
jj ωjDjXj,l = γi,l − ΩijΩ
−1
jj γj,l.
On the other hand, from (34), (99) and (108) we obtain
β¯li =
(
βti − ΩijΩ
−1
jj β
t
j
)
P tjPj(ξl − βj(Ω
−1
jj )
t(L−1j )
tβlj)
= βli − ρij(Ω
−1
jj )
t(L−1j )
tβlj − ΩijΩ
−1
jj β
l
j + ΩijΩ
−1
jj ρjj(Ω
t
jj)
−1(L−1j )
tβlj
= P ti γi,l + ρij(Ω
t
jj)
−1Tjγj,l − Ωij
(
Ω−1jj P
t
j + Ω
−1
jj ρjjT
t
jΩ
−1
jj
)
γj,l
= P ti γi,l + ρijT
t
jΩ
−1
jj γj,l + ΩijPjΩ
−1
jj γj,l = P
t
i γi,l +
(
ρijT
t
j + ΩijPj
)
Ω−1jj γj,l
= P ti γi,l − P
t
iΩijΩ
−1
jj γj,l = P
t
i γ¯i,l.
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It follows that (ϕ¯i, β¯i, Ω¯ii, Pi) defines a Pi-transform of fj for 1 ≤ i 6= j ≤ 2.
We now prove the last asssertion. If f˜ is a P ∗-transform of f , then ϕ+
∑n
l=1 vlP
tγl = 0.
Thus ϕj +
∑n
l=1 vlP
t
jγj,l = 0 for 1 ≤ j ≤ 2, which already shows that fj is a P
∗
j -transform
of f . To prove that fji is a P
∗
j -transform of fi for 1 ≤ j ≤ 2, we must show that
ϕ¯j +
n∑
l=1
vi,lP
t
j γ¯j,l = ϕ¯j + P
t
j ω¯j
n∑
l=1
∂l = 0.
Using (107) we obtain
P tj ω¯j = P
t
j (ωjDi − ΩjiΩ
−1
ii ωiDi)
= P tjωjDi − ΩjiΩ
−1
ii P
t
i ωiDi − ΩjiΩ
−1
ii ρiiT
t
iΩ
−1
ii ωiDi + ρjiT
t
iΩ
−1
ii ωiDi.
(109)
On the other hand, it follows from (52), (88) and ωti(v) =
∑n
l=1 〈γi,l, v〉Xl that∑n
l=1 ωzDi∂l =
∑n
l=1 vi,lγz,l
=
∑n
l=1(vl − 〈γi,l, T
t
iΩ
−1
ii ϕi〉)γz,l
=
∑n
l=1 vlγz,l − ωzω
t
iT
t
iΩ
−1
ii ϕi
=
∑n
l=1 vlγz,l − (P
t
z)
−1ρziP
−1
i T
t
iΩ
−1
ii ϕi, z = i, j.
(110)
Thus, using (109) and (110) we obtain
ϕ¯j + P
t
j ω¯j
∑n
l=1 ∂l = ϕj − ΩjiΩ
−1
ii ϕi + P
t
j
∑n
l=1 vlγj,l − ρjiP
−1
i T
t
iΩ
−1
ii ϕi
−ΩjiΩ
−1
ii P
t
i
∑n
l=1 vlγi,l + ΩjiΩ
−1
ii ρiiP
−1
i T
t
iΩ
−1
ii ϕi
−ΩjiΩ
−1
ii ρiiT
t
iΩ
−1
ii
∑n
l=1 vlγi,l + ΩjiΩ
−1
ii ρiiT
t
iΩ
−1
ii (P
t
i )
−1ρiiP
−1
i T
t
iΩ
−1
ii ϕi
+ρjiT
t
iΩ
−1
ii
∑n
l=1 vlγi,l − ρjiT
t
iΩ
−1
ii (P
t
i )
−1ρiiP
−1
i T
t
iΩ
−1
ii ϕi
= (ρji − ΩjiΩ
−1
ii ρii)
(
P−1i T
t
iΩ
−1
ii P
t
i + T
t
iΩ
−1
ii
+T tiΩ
−1
ii (P
t
i )
−1ρiiP
−1
i T
t
iΩ
−1
ii P
t
i
)∑n
l=1 vlγi,l = 0,
where we have used that ρii = −P
t
iΩii(T
t
i )
−1 − ΩiiPi(T
t
i )
−1, as follows from (107).
5.1 The Bianchi P -cube.
Given P1, P2 ∈ R with P1 6= ±P2, we say that a Bianchi quadrilateral {f, f1, f2, f12} is
a Bianchi (P1, P2)-quadrilateral of n-dimensional horizontal submanifolds with constant
curvature c of S2n+1(c) if f :Mn(c) → S2n+1(c) is horizontal, fi is a Pi-transform of f
for 1 ≤ i ≤ 2 and f12 is a P2-transform of f1 and a P1-transform of f2. Similarly one
defines a Bianchi (P1, P2)-quadrilateral of n-dimensional flat Lagrangian submanifolds of
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R2n, as well as of n-dimensional flat Lagrangian submanifolds of R2n that are contained
in S2n−1 ⊂ R2n, in the latter case requiring fi to be a P
∗
i -transform of f for 1 ≤ i ≤ 2
and f12 to be a P
∗
2 -transform of f1 and a P
∗
1 -transform of f2. Below we state and prove
a Bianchi-cube theorem for the first of these classes, analogous results being true for the
others. We will need the following result of [5] (see also [16]).
Proposition 67. If fi = Rϕi,βi,Ωi,Pi(f) :M
n
i (c)→ S
2n+1(c), 1 ≤ i ≤ 2, are Pi-transforms
of f :Mn(c)→ S2n+1(c) with P1 6= ±P2 and [dω
t
1, dω
t
2] = 0, then there is a unique isometric
immersion f˜ : M˜n(c)→ S2n+1(c) such that {f, f1, f2, f˜} is a Bianchi (P1, P2)-quadrilateral.
Given P1, ..., Pk ∈ R, with Pi 6= ±Pj for all 1 ≤ i 6= j ≤ k, we say that a Bianchi
cube (C0, ..., Ck) is a Bianchi (P1, ..., Pk)-cube of n-dimensional horizontal submanifolds
with constant curvature c of S2n+1(c) if f :Mn(c) → S2n+1(c) is horizontal and, for all
1 ≤ s ≤ k − 1,
(i) Each fαs+1 ∈ Cs+1 with αs+1 = αs ∪ {ij} is a Pij -transform of fαs ∈ Cs.
(ii) {fαs−1 , fαs−1∪{il}, fαs−1∪{ij}, fαs+1} is a Bianchi (Pil , Pij)-quadrilateral when αs+1 =
αs−1 ∪ {il, ij}.
Theorem 68. Let f :Mn(c)→ S2n+1(c) be a horizontal isometric immersion with νf ≡ 0
and let fi = Rϕi,βi,Ωi,Pi(f):M
n(c)→ S2n+1(c), 1 ≤ i ≤ k, be Pi−transforms of f such that
Pi 6= ±Pj and [dω
t
i , dω
t
j] = 0 for all 1 ≤ i 6= j ≤ k. Then there exists a unique Bianchi
(P1, . . . , Pk)-cube (C0, ..., Ck) such that C0 = {f} and C1 = {f1, ..., fk}.
Proof: We first prove existence. Since fi is a Pi-transform of f , we have
βi = Pi(φf∗∇ϕi + ǫ
√
|c|ϕiξf), 1 ≤ i ≤ k. (111)
Define ϕ:Mn(c)→ Rk, β ∈ Γ((Rk)∗ ⊗NfM) and Ω ∈ Γ((R
k)∗ ⊗ Rk) by
ϕ = (ϕ1, . . . , ϕk), β =
k∑
i=1
ei ⊗ βi and Ω =
∑
Ωije
j ⊗ ei
where e1, . . . , ek is the canonical basis of R
k, e1, . . . , ek is its dual basis, and
Ωij =
(1 + P 2j )
Pj(Pi + Pj)
ρij , 1 ≤ i, j ≤ k, (112)
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with ρij = PiPj 〈∇ϕi,∇ϕj〉+cPiPjϕiϕj . We claim that (ϕ, β,Ω) defines a P -transformation
of f , where P ∈ (Rk)∗ ⊗ Rk is given by P =
∑k
i=1 Pie
i ⊗ ei. First notice that fi is an
Li-transform of f for 1 ≤ i ≤ k, with Li =
P 2i
P 2i +1
, and that
Ωij =
−Li 〈Gi,Gj〉+ ρij
Lj − Li
where Gi = F∗∇ϕi+ i∗βi+ cϕiF , with F = i ◦ f . It follows from the proof of Theorem 34
that (ϕ, β,Ω) defines an L-transformation of f , where L = (P 2 + I)−1P 2. Equation (98)
follows immediately from (111). It remains to prove (99), which is equivalent to
Ωij(Pi + Pj) + Tjρij = 0, 1 ≤ i, j ≤ k.
where Tj = −(P
2
j + 1)/Pj. For i = j this follows from the fact that fi is a Pi-transform
of f , while for i 6= j this is a consequence of (112).
Now for any multi-index αr = {i1, ..., ir} ∈ Λr, define (ϕ
αr , βαr ,Ωαr) by (67) and set
P αr =
∑r
ℓ,j=1 Piℓije
iℓ ⊗ eij . By Theorem 66, for each αr ∈ Λr the triple (ϕ
αr , βαr ,Ωαr)
defines a P αr-transform of f . Let Cr be the family of
(
k
r
)
elements formed by the P αr -
transforms fαr = Rϕαr ,βαr ,Ωαr ,Pαr (f) of f . It also follows from Theorem 66 that conditions
(i) and (ii) in the definition of a Bianchi (P1, ..., Pk)-cube are satisfied by (C0, ..., Ck).
Finally, since (C0, ..., Ck) is also a Bianchi (L1, ..., Lk)-cube, the uniqueness assertion
follows from that in Theorem 34, once we show that the last assumption in that result
is unnecessary in this case. In fact, in view of Remark 35, if fi belongs to the associated
family determined by {fj , fl}, 1 ≤ i 6= j 6= l 6= i ≤ k, then the vector field ξ given by (68)
satisfies Aξ = 0. Using (98) and the first equation in (89), this implies that Aη = 0 for
η = φf∗(kj(Ci − Cj)Pj∇ϕj + kl(Ci − Cl)Pl∇ϕl) ∈ Γ(φf∗TM).
But then the vector field under brackets must be zero by the second equation in (89) and
the assumption that νf ≡ 0, and this is a contradiction.
6 Examples
In this section we illustrate the procedures developed in the preceding sections. We
produce examples of n-dimensional flat Lagrangian submanifolds of Cn by applying the
P -transformation to the trivial solution
v1 = 1, vi = 0, 2 ≤ i ≤ n, and hij = 0, 1 ≤ i 6= j ≤ n, (113)
of the system of PDE’s (71).
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Note that, given a solution (v, h) of (71), with v = (v1, . . . , vn) and h = (hij), on an
open simply connected subset U ⊂ Rn where vi 6= 0 everywhere for 1 ≤ i ≤ k, in order
to determine the corresponding Lagrangian isometric immersion f : U → Cn one has to
integrate the system of PDE’s
i) ∂if = viXi, ii) ∂jXi = hijXj , i 6= j,
iii) ∂iXi = −
∑
k 6=i
hkiXk + iXi,
(114)
with initial conditions (X1(u0), . . . , Xn(u0)) at some point u0 ∈ U chosen so that
〈Xi(u0), Xj(u0)〉 = 〈iXi(u0), Xj(u0)〉 = 0, i 6= j, and 〈Xi(u0), Xi(u0)〉 = 1.
For the trivial solution (113), system (114) becomes{
i) ∂1f = X1, ii) ∂if = 0, 2 ≤ i ≤ n,
iii) ∂jXi = 0, 1 ≤ i 6= j ≤ n, iv) ∂iXi = iXi, 1 ≤ i ≤ n,
whose solution, with initial conditions (F (0), X1(0), . . . , Xn(0)) = (−iE1, E1, , . . . , En),
where E1, . . . , En is the canonical basis of C
n over C, is
f = −ieiu1E1, Xj = e
iujEj , 1 ≤ j ≤ n. (115)
System (82) reduces in this case to{
i) ∂1ϕ = γ1, ∂iϕ = 0, 2 ≤ i ≤ n,
ii) ∂iγi = −(P
t)−1γi, iii) ∂iγj = 0, j 6= i.
(116)
Given P1, . . . , Pk ∈ R, with Pi 6= ±Pj for 1 ≤ i 6= j ≤ k, the solution of (116) for the
scalar Pi-transformation, 1 ≤ i ≤ k, with initial conditions ϕi(0) = −Pi and γ
i
j(0) = 1, is
ϕi = −Pie
−
u1
Pi and γij = e
−
uj
Pi , 1 ≤ i ≤ k, 1 ≤ j ≤ n. (117)
The corresponding Pi-transform of f is
fi = −ie
iu1E1 +
2Pi(1 + Pii)e
−u1/Pi
(1 + P 2i )
∑n
j=1 e
−2uj/Pi
n∑
j=1
e
(−1+Pii)uj
Pi Ej .
The remaining 2k − (k + 1) vertices of the Bianchi (P1, . . . , Pk)-cube (C0, ..., Ck), with
C0 = {f} and C1 = {f1, ..., fk}, are given by explicit algebraic formulae as follows. Let
Ωij =
Pi(1 + P
2
j )
Pi + Pj
n∑
ℓ=1
e
−
(
Pi+Pj
PiPj
)
uℓ
, 1 ≤ i, j ≤ k,
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and
Fi =
n∑
j=1
(1 + Pii)γ
i
je
iujEj , 1 ≤ i ≤ k.
Denote by e1, . . . , ek the canonical basis of R
k, by e1, . . . , ek its dual basis, and for each
αr = {i1, ..., ir} ∈ Λr define
ϕαr =
r∑
j=1
ϕijeij , Ω
αr =
r∑
ℓ,j=1
Ωiℓije
ij ⊗ eiℓ and F
αr =
r∑
j=1
eij ⊗Fij .
Then all elements of Cr, 2 ≤ r ≤ k, are given by
fαr = f −F
αr(Ωαr)−1ϕαr , αr = {i1, ..., ir} ∈ Λr.
Note that, since the trivial solution (v, h) we started with satisfies
∑n
i=1 v
2
i = 1, and the
corresponding solutions (ϕi, γ
i
1, . . . , γ
i
n) of (82) given by (117) satisfy (87) for 1 ≤ i ≤ k,
all elements of the Bianchi (P1, . . . , Pk)-cube we just constructed are flat n-dimensional
Lagrangian submanifolds of Cn that are contained in S2n−1, and hence are the liftings, by
the Hopf projection, of flat (n− 1)-dimensional Lagrangian submanifolds of CPn−1.
The preceding examples are those that can be obtained by applying a sequence of
scalar P ∗-transformations starting from the degenerate submanifold (115), that is, those
which can be obtained from (115) by applying a P ∗-transformation for a diagonalizable P .
For a general P ∈ (Rk)∗ ⊗ Rk, the two last equations of (116) become ordinary dif-
ferential equations whose solution, with initial conditions γi(0) = v
0
i ∈ R
k, 1 ≤ i ≤ n,
is
γi(ui) = exp(−ui(P
t)−1)v0i , 1 ≤ i ≤ n.
Let Ωt ∈ (Rk)∗ ⊗ Rk be given by (75) for C = ((P t)2 + I)
∑n
i=1 γiγ
t
iP . By Corollary 54,
the corresponding P ∗-transform of (115) is
f˜ = −ieiu1E1 +
∑n
j=1(aj + ibj)e
iujEj (118)
where
aj =
〈
Ω−1P tγ1, γj
〉
and bj =
〈
Ω−1P tγ1, P
tγj
〉
. (119)
For instance, for the endomorphism P ∈ (R2)∗ ⊗ R2 whose matrix with respect to the
canonical basis e1, e2 of R
2 is, say,
(
1 1
−1 1
)
, one obtains, for v0j = e1, 1 ≤ j ≤ n, that
γj(uj) = e
−uj/2(cos(uj/2), sin(uj/2)), 1 ≤ j ≤ n,
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Ω =
n∑
ℓ=1
e−uℓ
4
Ωℓ, with Ωℓ =
(
3 + cos uℓ − 2 sin uℓ 1 + 2 cosuℓ + sin uℓ
−1 + 2 cosuℓ + sin uℓ 3− cos uℓ + 2 sin uℓ
)
,
aj =
4
5
D−1e−Uj
(
(2 cosVj − 4 sinVj)G+
n∑
ℓ=1
e−uℓ(sin(uℓ − Uj)− 3 cos(uℓ − Uj))
)
and
bj =
8
5
D−1e−Uj
(
(3 cosVj − sinVj)G−
n∑
ℓ=1
e−uℓ(sin(uℓ − Uj) + 2 cos(uℓ − Uj))
)
,
where Uj = (u1 + uj)/2, Vj = (u1 − uj)/2, G =
∑n
ℓ=1 e
−uℓ and
D = 2G2 −
n∑
ℓ,j=1
e−(uℓ+uj) cos(uℓ − uj).
Since P is non-diagonalizable, this provides an example of a P ∗-transform of (115) that
can not be obtained by an iteration of scalar P ∗-transformations.
In a similar way one can produce examples of isometric immersions f :Mn(c) →
Qn+p(c˜) satisfying the assumptions of either of Propositions 1 or 2 by applying the L-
transformation to the trivial solution (113) of either of systems (1) or (3), according to
whether c = c˜ or c 6= c˜, respectively. One can also obtain examples of horizontal isometric
immersions f :Mn(c)→ S2n+1ǫ (c) by applying the P -transformation to the trivial solution
(113) of system (97).
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