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a b s t r a c t
Copula as an effective way of modeling dependence has become more or less a standard
tool in risk management, and a wide range of applications of copula models appear in
the literature of economics, econometrics, insurance, finance, etc. How to estimate and
test a copula plays an important role in practice, and both parametric and nonparametric
methods have been studied in the literature. In this paper, we focus on interval estimation
and propose an empirical likelihood based confidence interval for a copula. A simulation
study and a real data analysis are conducted to compare the finite sample behavior of
the proposed empirical likelihood method with the bootstrap method based on either the
empirical copula estimator or the kernel smoothing copula estimator.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Multivariate data series appear frequently in economics, finance, insurance and other fields in social sciences. How to
model and estimate the dependence among variables plays an important role in understanding and interpreting these data.
It is known that some commonly used dependence measures such as Pearson’s correlation coefficient, Kendall’s tau and
Spearman’s rho cannot completely capture the dependence structure among variables. By separating from marginals, copula
as an effective way of modeling dependence becomes more or less a standard tool in risk management (see [21]).
Suppose (X1, Y1), . . . , (Xn, Yn) are independent and identically distributed random vectors with distribution function F.
The copula of F is defined as C(x, y) = F(F−1 (x), F−2 (y)), where F1(x) = F(x,∞), F2(y) = F(∞, y) and (·)− denotes the inverse
function of (·). We refer to [22] and [19] for an overview of copulas. A wide range of applications of copulas can be found in the
literature of economics, econometrics and finance. For example, Zimmer and Trivedi [30] use copulas to study self-selection
and interdependence between health insurance and health care demand among married couples; Frees and Wang [16]
employ copula to insurance pricing; Vanden Goorbergh, Genest and Werker [29] apply dynamic copulas to option pricing;
Cameron et al. [2] model counted data by copulas; Hennessy and Lapan [18] use copulas to study portfolio allocations;
Junker and May [20] propose to use transformed copulas to study the aggregate financial risk on a portfolio level; Smith
[28] employs copulas to model data with selectivity bias; Chen and Fan [7] use copulas to model errors of multivariate
nonlinear time series.
Fitting a parametric class to copulas is a standard way to characterize data, but nonparametric estimation of copulas not
only provides a robust guidance for fitting a parametric class to copulas, but also plays an important role in goodness-of-
fit tests. In the literature, both parametric and nonparametric estimations of copulas have been studied. For example, for
the parametric estimation of a copula, [17] proposed the pseudo-maximum likelihood estimation, and [8] studied the sieve
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maximum likelihood estimation. [13] investigated goodness-of-fit tests for copulas. A simple nonparametric estimation of
a copula is the so-called empirical copula
Cˆ(x, y) = 1
n
n∑
i=1
I(Fn1(Xi) ≤ x, Fn2(Yi) ≤ y),
where
Fn1(x) = 1
n
n∑
i=1
I(Xi ≤ x), Fn2(y) = 1
n
n∑
i=1
I(Yi ≤ y);
see [11]. For the asymptotic limit of the empirical copula estimate, we refer to [14]. Smoothing estimation of a copula is
studied by Fermanian and Scaillet [15] and Chen and Huang [6]. It is known that smoothing distribution estimation can only
improve over empirical distribution estimation in terms of the second-order term in the expansion of mean squared errors;
see [9] and references therein. This is also true for smoothing copula estimation.
In addition to point estimation, interval estimation is of importance in statistical inference. In risk management, a useful
quantity is the so-called Value-at-Risk (VaR) at level α, which is defined as P(−X1 > VaRα) = 1 − α, where X1 is the return
of a security. Given the VaR for each security, it is interesting for a manager to know how the dependence among different
securities affects the quantities P(−X1 > VaRαX and − Y1 > VaRαY ) and P(−X1 > VaRαX or − Y1 > VaRαY ), where X1
and Y1 are returns of two securities. As argued in [3] that interval estimate is more informative than point estimate in risk
management, it is important to obtain interval estimators for the above quantities. Obviously, the above quantities can be
expressed as functions of the copula of X1 and Y1. In this paper, we study the question of constructing confidence intervals for
a copula. One natural way is via the normal approximation of either empirical copula estimation or kernel smoothing copula
estimation. It is known that the asymptotic variance of either the empirical copula estimator or kernel smoothing copula
estimator depends on the first partial derivatives of the copula itself. Hence the normal approximation based confidence
interval requires estimating the first partial derivatives of the copula. A simple way to avoid estimating the first partial
derivatives is to employ bootstrap methods, see [4]. Another way is the empirical likelihood method, which implicitly
estimates the asymptotic variance. Since [23,24] introduced empirical likelihood methods for constructing a confidence
interval or region for the mean of a random variable or vector, empirical likelihood methods have been extended to many
different settings. Some attractive advantages of empirical likelihood methods include Bartlett correctable and automatically
determined shape of confidence region. We refer to [25] for details on empirical likelihood methods.
The rest of this paper is organized as follows. In Section 2, we propose an empirical likelihood based confidence interval
for a copula. A simulation study and a real data analysis are given in Section 3 to compare the finite sample performance
with the bootstrap method. All proofs are given in Section 4.
2. Main results
Throughout we assume that 0 < x, y < 1 are fixed and we are interested in constructing a confidence interval for the
copula at the fixed point (x, y), i.e., θ = C(x, y). We also use C0 and θ0 to denote the true values of C and C(x, y), respectively.
Motivated by Claeskens, Jing, Peng and Zhou [10], we introduce link variables s = F−1 (x) and t = F−2 (y), which are unknown
since F1 and F2 are not specified, and write
θ = F(s, t), F1(s) = x and F2(t) = y,
so that θ = C(x, y). Therefore, the method of estimating equations in [27] is applicable. As argued in [5], kernel smoothing
estimators for F, F1, F2 are preferred.
Let k(x) be a symmetric density function with support (−1, 1) and h = h(n) > 0 be a bandwidth. Put K(x) = ∫ x−∞ k(z) dz.
Define
wi(s, t) = K
(
s− Xi
h
)
K
(
t − Yi
h
)
− C(x, y),
w1i(s) = K
(
s− Xi
h
)
− x and w2i(t) = K
(
t − Yi
h
)
− y,
w′1i(s) =
dw1i(s)
ds
and w′2i(t) =
dw2i(t)
dt
,
w10,i(s, t) = ∂wi(s, t)
∂s
and w01,i(s, t) = ∂wi(s, t)
∂t
,
which depend on θ. Let s0, t0 denote the true s, t. Although Ewi(s0, t0) = O(h2), Ew1i(s0) = O(h2), Ew2i(t0) = O(h2) (see
Lemma 1 of Section 4), we can treat Ewi(s0, t0), Ew1i(s0) and Ew2i(t0) as zero by choosing a small bandwidth h such that
h2 = o(1/√nh). Hence the empirical likelihood method in [27] can be employed as follows.
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Let p = (p1, . . . , pn) be a probability vector, i.e., ∑ni=1 pi = 1 and pi ≥ 0 for 1 ≤ i ≤ n. Then the empirical likelihood at θ
becomes L(θ) = supΠ ni=1pi subject to the constraints
n∑
i=1
piwi(s, t) = 0
n∑
i=1
piw1i(s) = 0
n∑
i=1
piw2i(t) = 0.
Applying the standard method of Lagrange multipliers to find the optimal pi’s, i.e., maximizing
n∑
i=1
log pi + λ1
n∑
i=1
piwi(s, t)+ λ2
n∑
i=1
piw1i(s)+ λ3
n∑
i=1
piw2i(t),
the log empirical likelihood ratio at θ is
l(θ) = −2 log{L(θ)nn}
= 2
n∑
i=1
log{1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t)}, (1)
where (λ1,λ2,λ3, s, t) satisfy the following equations:
n∑
i=1
wi(s, t)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) = 0, (2)
n∑
i=1
w1i(s)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) = 0, (3)
n∑
i=1
w2i(t)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) = 0, (4)
n∑
i=1
λ1w10,i(s, t)+ λ2w′1i(s)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) = 0, (5)
n∑
i=1
λ1w01,i(s, t)+ λ3w′2i(t)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) = 0. (6)
Throughout this paper, we assume the following regularity conditions:
(i) F′′1(s), F′′2(t),
∂2F
∂s2
(s, t), ∂
2F
∂t2
(s, t) and ∂
2F
∂s∂t
(s, t) are continuous at point (s, t) = (s0, t0), where s0 and t0 satisfy F1(s0) = x and
F2(t0) = y;
(ii) k(z) is a symmetric density with support (−1, 1) and k′(z) is bounded;
(iii) nh4 → 0 and n−3/4h−2(log n)2 → 0 as n→∞.
Remark 1. If we take h = cn−β, then condition (iii) implies that 14 < β < 38 . So we could choose β = 13 , which is the
optimal rate of bandwidth for smoothing distribution estimation (see [9]). Motivated by the cross-validation method in [1],
a data-driven method for choosing h is given in the next section.
Remark 2. Our choice of bandwidth differs from the one used in the related paper by [10]. In fact, condition (C4) in [10] is
not correct since nih2ri → 0 is required at least, where r is the order of the kernel k, i.e.,
∫
xjk(x) dx = 0 for j = 1, . . . , r−1 and∫
xrk(x) dx > 0. In our setting, r = 2. Indeed, condition (C4) in [10] should be replaced by nih2ri → 0 and n−3/4i h−ri (log ni)2 → 0
as the above condition (iii). With this corrected condition, all proofs in [10] go through when δ = O(hr1 + hr2) and o(hrj ) are
replaced by δ = O(n−1/21 log n1) and O(hrj ), respectively, where δ is defined in the proofs.
For fixed (s, t), let λ1(s, t),λ2(s, t) and λ3(s, t) denote the solution to Eqs. (2)–(4). First we show that:
Proposition 1. Under regularity conditions (i)–(iii) and θ = θ0, with probability one, there exists a solution, say (s˜, t˜), to Eqs.
(5) and (6) with λi replaced by λi(s, t) such that
|s˜− s0| < n−1/2 log n and |t˜ − t0| < n−1/2 log n a.s.
Then, our main result is as follows.
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Theorem 1. Define
l(θ) = 2
n∑
i=1
log{1+ λ1(s˜, t˜)wi(s˜, t˜)+ λ2(s˜, t˜)w1i(s˜)+ λ3(s˜, t˜)w2i(t˜)},
where (s˜, t˜) is given in Proposition 1. Then, under regularity conditions (i)–(iii), l(θ0)
d→χ2(1) as n→∞.
Based on the above theorem, an empirical likelihood based confidence interval for θ is
Iα(x, y) = {θ : l(θ) ≤ uα},
where uα denotes the α-quantile of χ2(1). Thus, such an empirical likelihood based confidence interval Iα(x, y) has
asymptotically correct coverage probability α.
3. Simulation study and data analysis
3.1. Simulation study
In this section, we compare the proposed empirical likelihood based confidence interval with the bootstrap confidence
intervals based on either the empirical copula estimator or kernel smoothing copula estimator in terms of coverage
probability. As in [14], the kernel smoothing copula estimator is defined as
C˜(x, y; h) = 1
n
n∑
i=1
K
(
s− Xi
h
)
K
(
t − Yi
h
)
, (7)
where s and t satisfy
1
n
n∑
i=1
K
(
s− Xi
h
)
= x, 1
n
n∑
i=1
K
(
t − Yi
h
)
= y. (8)
Motivated by the cross-validation procedure for kernel smoothing distribution estimation in [1], we propose to choose h to
minimize
CV(h) =
n∑
i=1
{C˜i(x, y; h)− C˜(x, y; h)}2,
where
C˜i(x, y; h) = 1
n− 1
∑
j6=i
K
(
s− Xj
h
)
K
(
t − Yj
h
)
,
s and t satisfy
1
n− 1
∑
j6=i
K
(
s− Xj
h
)
= x, 1
n− 1
∑
j6=i
K
(
t − Yj
h
)
= y.
Indeed, in our simulation study, we choose h to minimize CV(h) from
h = 0.5n−1/3, 0.6n−1/3, . . . , 1.5n−1/3.
For constructing normal approximation based confidence intervals for a copula via either the empirical copula estimator
Cˆ(x, y) or the kernel smoothing copula estimator C˜(x, y; h), one has to estimate the asymptotic variance which involves the
first partial derivatives of the copula. Here we employ the naive bootstrap method instead of bootstrapping studentized
statistics so as to avoid another bandwidth selection in estimating the first partial derivatives of the copula.
For computing the bootstrap confidence interval, we focus on the bootstrap method with the empirical copula estimator
Cˆ(x, y) given in Section 1. For each sample (X1, Y1), . . . , (Xn, Yn), we drew 1, 000 bootstrap samples, say {(X∗ji , Y∗ji )}ni=1,
j = 1, . . . , 1000. Thus we have the bootstrap estimators
Cˆ∗j (x, y) =
1
n
n∑
i=1
I(F∗n1,j(X
∗j
i ) ≤ x, F∗n2,j(Y∗ji ) ≤ y), j = 1, . . . , 1000,
where
F∗n1,j(x) =
1
n
n∑
i=1
I(X∗ji ≤ x), F∗n2,j(y) =
1
n
n∑
i=1
I(Y∗ji ≤ y).
Put1j(x, y) = Cˆ∗j (x, y)−Cˆ(x, y) and let1(1)(x, y) ≤ · · · ≤ 1(1000)(x, y) denote the order statistics of11(x, y), . . . ,11000(x, y).
Therefore, the bootstrap confidence interval is
I∗α(x, y) = (Cˆ(x, y)+1([500(1−α)])(x, y), Cˆ(x, y)+1([500(1+α)])(x, y)),
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Table 1
Empirical coverage probabilities for the empirical likelihood based confidence interval Iα(x, y), the bootstrap confidence intervals I∗α(x, y) and I∗∗α (x, y)with
sample size n = 200
(λ, x, y) I0.90(x, y) I
∗
0.90(x, y) I
∗∗
0.90(x, y) I0.95(x, y) I
∗
0.95(x, y) I
∗∗
0.95(x, y)
(0.0, 0.25, 0.25) 0.923 0.860 0.905 0.957 0.910 0.946
(0.0, 0.50, 0.50) 0.889 0.870 0.888 0.940 0.933 0.937
(0.0, 0.75, 0.75) 0.897 0.879 0.877 0.951 0.926 0.936
(0.5, 0.25, 0.25) 0.919 0.834 0.875 0.970 0.909 0.925
(0.5, 0.50, 0.50) 0.908 0.778 0.868 0.961 0.859 0.917
(0.5, 0.75, 0.75) 0.876 0.885 0.884 0.932 0.934 0.934
(1.0, 0.25, 0.25) 0.922 0.826 0.888 0.964 0.880 0.931
(1.0, 0.50, 0.50) 0.898 0.842 0.868 0.952 0.904 0.926
(1.0, 0.75, 0.75) 0.825 0.849 0.818 0.910 0.913 0.901
Bandwidths are chosen by the proposed data-driven method.
Table 2
Empirical coverage probabilities for the empirical likelihood based confidence interval Iα(x, y), the bootstrap confidence intervals I∗α(x, y) and I∗∗α (x, y)with
sample size n = 400, Bandwidths are chosen by the proposed data-driven method
(λ, x, y) I0.90(x, y) I
∗
0.90(x, y) I
∗∗
0.90(x, y) I0.95(x, y) I
∗
0.95(x, y) I
∗∗
0.95(x, y)
(0.0, 0.25, 0.25) 0.902 0.861 0.899 0.944 0.923 0.945
(0.0, 0.50, 0.50) 0.896 0.897 0.900 0.948 0.933 0.946
(0.0, 0.75, 0.75) 0.890 0.869 0.873 0.939 0.927 0.929
(0.5, 0.25, 0.25) 0.895 0.826 0.866 0.949 0.895 0.922
(0.5, 0.50, 0.50) 0.846 0.765 0.800 0.908 0.844 0.873
(0.5, 0.75, 0.75) 0.869 0.883 0.870 0.924 0.946 0.930
(1.0, 0.25, 0.25) 0.901 0.835 0.874 0.954 0.889 0.923
(1.0, 0.50, 0.50) 0.893 0.861 0.877 0.948 0.920 0.941
(1.0, 0.75, 0.75) 0.762 0.817 0.764 0.850 0.897 0.854
where [500(1−α)]denotes the integer of 500(1−α). The same procedure is applied to the kernel smoothing copula estimator
C˜(x, y; h) with h chosen by the above proposed data-driven method. We denote the corresponding bootstrap confidence
interval by I∗∗α (x, y).
For solving Eqs. (2)–(6), we use the function “newt” in [26].
We drew 1,000 random samples with sample size n = 200 and 400 from mixture copula
C(x, y; θ1, θ2,λ) = λ{x−θ1 + y−θ1 − 1}−1/θ1 + (1− λ) exp{−((− log x)θ2 + (− log y)θ2)1/θ2 }
with marginals being a standard normal, where θ1 > 0, θ2 > 1 and λ ∈ [0, 1]. Note that the above mixture copula becomes
the Clayton copula and the Gumbel Copula when λ = 0, 1, respectively. Particularly, we consider
(θ1, θ2,λ) = (2, 3, 0.0), (2, 3, 0.5), (2, 3, 1.0), (x, y) = (0.25, 0.25), (0.5, 0.5), (0.75, 0.75)
and confidence levels α = 0.9, 0.95. For computing the empirical likelihood based confidence interval and the kernel
smoothing copula estimator, we employed kernel k(x) = 34 (1− x2)I(|x| ≤ 1).
In Tables 1 and 2 we report the empirical coverage probabilities for Iα(x, y), I∗α(x, y) and I∗∗α (x, y). These two tables show
that, in most cases, the empirical likelihood method has better coverage accuracy than the bootstrap method based on either
the empirical copula estimator or the kernel smoothing copula estimator, and the bootstrap method based on the kernel
smoothing copula estimator is better than that based on the empirical copula estimator. Although the above data-driven
method for choosing hworks reasonably well in practice, it is not the optimal bandwidth in terms of coverage probability. For
example, for the case (λ, x, y) = (1.0, 0.75.0.75) and n = 400, bandwidth h = 0.5n−1/3 gives coverage probabilities 0.878
and 0.906 for I0.90(x, y) and I0.95(x, y), respectively, but the proposed data-driven method prefers a larger bandwidth, which
results in poor coverage accuracy; see the case (λ, x, y) = (1.0, 0.75, 0.75) in Table 2. It remains open on how to choose
the optimal bandwidth in terms of coverage probability both theoretically and practically. We remark that the proposed
empirical likelihood method with critical point from χ2(1) is less computationally intensive than the bootstrap methods.
However, as usual, when a bootstrap method is combined with an empirical likelihood, i.e., not using critical point from
χ2(1), the accuracy of the empirical likelihood based confidence interval can be improved.
3.2. Data analysis
We apply these three confidence intervals to the real data set on 3283 daily log-returns of equity for two major Dutch
banks (ING and ABN AMRO Bank) over the period 1991–2003; see Fig. 1. This data set has been analyzed by Einmahl, de
Haan and Li [12] via the extreme value theory. We employ the same setting as in the simulation study except that we draw
5000 bootstrap samples instead of 1000, and choose h to minimize CV(h) from
h = 0.01 ∗ i ∗ n−1/3 ∗ a, i = 10, 11, . . . , 30,
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Fig. 1. Log-returns of Equity for two Dutch banks, ING and ABN AMRO, over the period 1991–2003.
Fig. 2. Empirical copula Cˆ(0.5, y) and confidence intervals Iα(0.5, y), I∗α(0.5, y), I∗∗α (0.5, y) are plotted against y = 0.1+ i ∗ 0.01, i = 0, 1, . . . , 80.
where a = min{max1≤i≤n Xi − min1≤i≤n Xi, max1≤i≤n Yi − min1≤i≤n Yi}. For obtaining the empirical likelihood based
confidence interval, we increase θ from C˜(x, y) given in (7) to get the upper bound and then decrease θ from the same
C˜(x, y) to obtain a lower bound. Note that Eqs. (2)–(6) hold with λ1 = λ2 = λ3 = 0, C(x, y) = C˜(x, y) in (7) and (s, t) in (8).
That is, l(C˜(x, y)) = 0, which always lies inside the interval.
In Fig. 2, we plot the empirical copula estimator Cˆ(0.5, y) and three confidence intervals Iα(0.5, y), I∗α(0.5, y), I∗∗α (0.5, y)
against y = 0.1+ i∗0.01 with i = 0, 1, . . . , 80 and α = 0.90, 0.95. We found that the empirical likelihood based confidence
interval is similar to the bootstrap confidence interval based on the kernel smoothing copula estimator, and the bootstrap
confidence interval based on the empirical copula estimator shows a different pattern from the other two.
4. Proofs
Define
w¯j(s) = 1
n
n∑
i=1
wji(s) and w¯∗j (s) =
1
n
n∑
i=1
w2ji(s) for j = 1, 2,
w¯∗∗1 (s, t) =
1
n
n∑
i=1
wi(s, t)w1i(s), w¯
∗∗
2 (s, t) =
1
n
n∑
i=1
wi(s, t)w2i(t),
w¯∗∗(s, t) = 1
n
n∑
i=1
w1i(s)w2i(t), w¯(s, t) = 1
n
n∑
i=1
wi(s, t) and w¯∗(s, t) = 1
n
n∑
i=1
w2i (s, t).
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Throughout we shall use δ = O(n−1/2 log n) to denote a nonrandom nonnegative sequence. Before we prove Proposition 1
and Theorem 1, we need a few lemmas.
Lemma 1. For any fixed s and t, when θ = θ0, we have
E{w11(s)} = F1(s)− F1(s0)+ O(h2)
E{w21(t)} = F2(t)− F2(t0)+ O(h2)
E{w1(s, t)} = F(s, t)− F(s0, t0)+ O(h2)
Var{w11(s)} = F1(s){1− F1(s)} + O(h)
Var{w21(t)} = F2(t){1− F2(t)} + O(h)
Var{w1(s, t)} = F(s, t){1− F(s, t)} + O(h)
E{w1(s, t)w11(s)} = F(s, t){1− F1(s0)} − F(s0, t0){F1(s)− F1(s0)} + O(h)
E{w1(s, t)w21(t)} = F(s, t){1− F2(t0)} − F(s0, t0){F2(t)− F2(t0)} + O(h)
E{w11(s)w21(t)} = F(s, t)− F1(s)F2(t0)− F1(s0){F2(t)− F2(t0)} + O(h).
Proof. It follows from condition (ii) that
E
{
K
(
s− X1
h
)
K
(
t − Y1
h
)}
=
∫ ∞
−∞
∫ ∞
−∞
K
(
s− z1
h
)
K
(
t − z2
h
)
F(dz1, dz2)
=
∫ ∞
−∞
∫ ∞
−∞
h−2F(z1, z2)k
(
s− z1
h
)
k
(
t − z2
h
)
dz1dz2
=
∫ 1
−1
∫ 1
−1
F(s− hz1, t − hz2)k(z1)k(z2) dz1dz2
=
∫ 1
−1
∫ 1
−1
{
F(s, t)− hz1 ∂F
∂s
(s, t)− hz2 ∂F
∂t
(s, t)+ O(h2)
}
k(z1)k(z2) dz1dz2
= F(s, t)+ O(h2) (9)
and
E
{
K2
(
s− X1
h
)
K2
(
t − Y1
h
)}
=
∫ ∞
−∞
∫ ∞
−∞
K2
(
s− z1
h
)
K2
(
t − z2
h
)
F(dz1, dz2)
= 2
∫ ∞
−∞
∫ ∞
−∞
h−2F(z1, z2)K
(
s− z1
h
)
k
(
s− z1
h
)
K
(
t − z2
h
)
k
(
t − z2
h
)
dz1dz2
= 2
∫ 1
−1
∫ 1
−1
F(s− hz1, t − hz2)K(z1)k(z1)K(z2)k(z2) dz1dz2
= 2
∫ 1
−1
∫ 1
−1
{F(s, t)+ O(h)}K(z1)k(z1)K(z2)k(z2) dz1dz2
= F(s, t)+ O(h). (10)
By (9) and (10) and C(x, y) = F(s0, t0), we have
E{w1(s, t)} = F(s, t)− F(s0, t0)+ O(h2)
and
Var{w1(s, t)} = F(s, t){1− F(s, t)} + O(h).
Similarly, we can prove the others. 
Lemma 2. When θ = θ0,
w¯1(s) = Op(h2 + δ2h−2 + n−1/2)
w¯2(t) = Op(h2 + δ2h−2 + n−1/2)
w¯(s, t) = Op(h2 + δ2h−2 + n−1/2)
w¯∗1(s) = F1(s0){1− F1(s0)} + Op(h+ δ+ n−1/2)
w¯∗2(t) = F2(t0){1− F2(t0)} + Op(h+ δ+ n−1/2)
w¯∗(s, t) = F(s0, t0){1− F(s0, t0)} + Op(h+ δ+ n−1/2)
w¯∗∗1 (s, t) = F(s0, t0){1− F1(s0)} + Op(h+ δ+ n−1/2)
w¯∗∗2 (s, t) = F(s0, t0){1− F2(t0)} + Op(h+ δ+ n−1/2)
w¯∗∗(s, t) = F(s0, t0)− F1(s0)F2(t0)+ Op(h+ δ+ n−1/2)
hold uniformly in the set {(s, t) : |s− s0| < δ, |t − t0| < δ}.
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Proof. We shall only show the case for w¯1(s). By the Taylor expansion,
w¯1(s) = w¯1(s0)+ w¯′1(s0)(s− s0)+
1
2
w¯′′1(s
′)(s− s0)2,
where s′ is between s0 and s. From the central limit theorem and Lemma 1, we have
w¯1(s0) = E{w11(s0)} + Op(n−1/2) = O(h2)+ Op(n−1/2).
The strong law of large numbers implies that
w¯′1(s0) = F′1(s0)+ O(h2)+ Op(n−1/2).
Since k′ is bounded,
|w¯′′1(s′)(s− s0)2| ≤
δ2
h2n
∣∣∣∣∣ n∑
i=1
k′
(
s′ − Xi
h
)∣∣∣∣∣ = O(δ2h−2).
Hence w¯1(s) = O(h2)+ O(δ)+ O(δ2h−2)+ Op(n−1/2). 
Lemma 3. When θ = θ0, with probability one, we have
w¯1(s0 ± δ) = O(h2 + δ+ n−1/2
√
log n)
w¯2(t0 ± δ) = O(h2 + δ+ n−1/2
√
log n)
w¯(s0 ± δ, t0) = O(h2 + δ+ n−1/2
√
log n)
w¯(s0, t0 ± δ) = O(h2 + δ+ n−1/2
√
log n)
w¯∗1(s0 ± δ) = F1(s0){1− F1(s0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗2(t0 ± δ) = F2(t0){1− F2(t0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗(s0 ± δ, t0) = F(s0, t0){1− F(s0, t0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗(s0, t0 ± δ) = F(s0, t0){1− F(s0, t0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗∗1 (s0 ± δ, t0) = F(s0, t0){1− F1(s0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗∗1 (s0, t0 ± δ) = F(s0, t0){1− F1(s0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗∗2 (s0 ± δ, t0) = F(s0, t0){1− F2(t0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗∗2 (s0, t0 ± δ) = F(s0, t0){1− F2(t0)} + O(h+ δ+ n−1/2
√
log n)
w¯∗∗(s0 ± δ, t0) = F(s0, t0)− F1(s0)F2(t0)+ O(h+ δ+ n−1/2
√
log n)
w¯∗∗(s0, t0 ± δ) = F(s0, t0)− F1(s0)F2(t0)+ O(h+ δ+ n−1/2
√
log n).
Proof. An application of Bernstein’s inequality and the Borel–Cantelli lemma gives
|w¯1(s0 ± δ)− Ew¯1(s0 ± δ)| = O(n−1/2
√
log n) a.s.
Combining this with Lemma 1, we have
w¯1(s0 ± δ) = O(h2)+ O(δ)+ O(n−1/2
√
log n) a.s.
The rest can be shown in a similar way. 
Lemma 4. When θ = θ0, for i = 1, 2, 3,
λi(s, t) = Op(h2 + δ2h−2 + n−1/2) (11)
holds uniformly in the set {(s, t) : |s− s0| < δ, |t − t0| < δ}. Moreover,
λi(s0 ± δ, t0) = O(h2 + δ+ n−1/2
√
log n) a.s. (12)
and
λi(s0, t0 ± δ) = O(h2 + δ+ n−1/2
√
log n) a.s. (13)
for i = 1, 2, 3.
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Proof. Rewrite (2) and (4) as
w¯(s, t)− 1
n
n∑
i=1
λ1w2i (s, t)+ λ2wi(s, t)w1i(s)+ λ3wi(s, t)w2i(t)
ui
= 0
w¯1(s)− 1
n
n∑
i=1
λ1wi(s, t)w1i(s)+ λ2w21i(s)+ λ3w1i(s)w2i(t)
ui
= 0
w¯2(t)− 1
n
n∑
i=1
λ1wi(s, t)w2i(t)+ λ2w1i(s)w2i(t)+ λ3w22i(t)
ui
= 0,
where ui = 1 + λ1wi(s, t) + λ2w1i(s) + λ3w2i(t). Let Wi(s, t) = (wi(s, t),w1i(s),w2i(t))T. Denote 1˜(s, t) =
n−1
∑n
i=1 Wi(s, t)WTi (s, t)u
−1
i , i.e.,
1˜(s, t) =

1
n
n∑
i=1
w2i (s, t)
ui
1
n
n∑
i=1
wi(s, t)w1i(s)
ui
1
n
n∑
i=1
wi(s, t)w2i(t)
ui
1
n
n∑
i=1
wi(s, t)w1i(s)
ui
1
n
n∑
i=1
w21i(s)
ui
1
n
n∑
i=1
w1i(s)w2i(t)
ui
1
n
n∑
i=1
wi(s, t)w2i(t)
ui
1
n
n∑
i=1
w1i(s)w2i(t)
ui
1
n
n∑
i=1
w22i(t)
ui

.
Define Yi = ΛT(s, t)Wi(s, t), 1(s, t) = n−1 ∑ni=1 Wi(s, t)WTi (s, t), Z∗n = max1≤i≤n ‖Wi‖, W(s, t) = n−1 ∑ni=1 Wi(s, t),
Λ(s, t) = (λ1,λ2,λ3)T and write Λ(s, t) = ‖Λ(s, t)‖θ, where θ is a unit vector and ‖ · ‖means the Euclidean norm. Then
‖Λ(s, t)‖θT1˜(s, t)θ = θTW(s, t)
and
‖Λ(s, t)‖θT1(s, t)θ ≤ ‖Λ(s, t)‖θT1˜(s, t)θ(1+max Yi)
≤ ‖Λ(s, t)‖θT1˜(s, t)θ(1+ ‖Λ(s, t)‖Z∗n)
= θTW(s, t)(1+ ‖Λ(s, t)‖Z∗n)
hold uniformly in the set {(s, t) : |s− s0| ≤ δ, |t − t0| ≤ δ}, i.e.,
‖Λ(s, t)‖{θT1(s, t)θ− Z∗nθTW(s, t)} ≤ θTW(s, t) (14)
holds uniformly in the set {(s, t) : |s − s0| ≤ δ, |t − t0| ≤ δ}. It follows from Lemma 2 that, uniformly in the set
{(s, t) : |s− s0| < δ, |t − t0| < δ},
1(s, t) = 10 + Op(h+ δ+ n−1/2), (15)
where
10 =
F(s0, t0){1− F(s0, t0)} F(s0, t0){1− F1(s0)} F(s0, t0){1− F2(t0)}F(s0, t0){1− F1(s0)} F1(s0){1− F1(s0)} F(s0, t0)− F1(s0)F2(t0)
F(s0, t0){1− F2(t0)} F(s0, t0)− F1(s0)F2(t0) F2(t0){1− F2(t0)}
 .
Since 10 is the covariance matrix of I(F1(X1) ≤ x, F2(Y1) ≤ y), I(F1(X1) ≤ x), I(F2(Y1) ≤ y), 10 is positive definite. Thus,
uniformly in the set {(s, t) : |s− s0| < δ, |t − t0| < δ},
θT1(s, t)θ ≥ σ1/2+ op(1), (16)
where σ1 > 0 is the smallest eigenvalue of10. It follows from Lemma 2 that
θTW(s, t) = O(h2)+ Op(δ2h−2 + n−1/2) (17)
holds uniformly in the set {(s, t) : |s− s0| < δ, |t − t0| < δ}. Hence, by (14)–(17) and the boundedness of Z∗n ,
‖Λ(s, t)‖ = O(h2)+ Op(δ2h−2 + n−1/2)
holds uniformly in the set {(s, t) : |s − s0| ≤ δ, |t − t0| ≤ δ}, i.e., (11) holds. Similarly, we can show (12) and (13) by
Lemma 3. 
Proof of Proposition 1. We shall make use of the notations given in the proof of Lemma 4. By (12), we have
1(s, t) = 1˜(s, t){1+ O(δ+ h2 + n−1/2
√
log n)} a.s.
i.e.,
Λ(s, t) = 1˜−1(s, t)W(s, t) = 1−1(s, t)W(s, t){1+ O(δ+ h2 + n−1/2
√
log n)} a.s. (18)
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Write
H(s, t) = 1
n
n∑
i=1
log{1+ λ1(s, t)wi(s, t)+ λ2(s, t)w1i(s, t)+ λ3(s, t)w2i(s, t)}.
Then, it follows from Lemma 4 and (18) that, with probability one,
H(s0 + δ, t0) = WT(s0 + δ, t0)Λ(s0 + δ, t0)− 12Λ
T(s0 + δ, t0)1(s0 + δ, t0)Λ(s0 + δ, t0)
+O((δ+ h2 + n−1/2
√
log n)3)
= 1
2
WT(δ0 + δ, t0)1−1(s0 + δ, t0)W(s0 + δ, t0){1+ O(δ+ h2 + n−1/2
√
log n)}
+O((δ+ h2 + n−1/2
√
log n)3)
= 1
2
WT(s0 + δ, t0)1−1(s0 + δ, t0)W(s0 + δ, t0)+ O((δ+ h2 + n−1/2
√
log n)3)
= 1
2
{
WT(s0, t0)+ δ∂W
T
∂s
(s0, t0)+ O(δ2h−1)
}
1−1(s0 + δ, t0)
×
{
W(s0, t0)+ δ∂W
∂s
(s0, t0)+ O(δ2h−1)
}
+ O((δ+ h2 + n−1/2
√
log n)3)
= 1
2
{
O(δ2h−1 + h2 + n−1/2
√
log n)+ δ∂W
T
∂s
(s0, t0)
}
1−1(s0 + δ, t0)
×
{
O(δ2h−1 + h2 + n−1/2
√
log n)+ δ∂W
∂s
(s0, t0)
}
+O((δ+ h2 + n−1/2
√
log n)3)(by Lemma 3)
= 1
2
δ2
∂WT
∂s
(s0, t0)1
−1(s0 + δ, t0)∂W
∂s
(s0, t0)+ O(δ3h−1 + δh2 + δn−1/2
√
log n)
+O((δ2h−1 + h2 + n−1/2
√
log n)2)+ O((δ+ h2 + n−1/2
√
log n)3).
Note that condition (iii) implies that
δ3h−1 + δh2 + δh−1/2
√
log n = o(δ2)
(δ2h−1 + h2 + n−1/2
√
log n)2 = o(δ2)
(δ+ h2 + n−1/2
√
log n)3 = o(δ2),
as δ = O(n−1/2 log n). Therefore,
H(s0 + h2 log n, t0) ≥ H(s0, t0) a.s.
Similarly,
H(s0 − h2 log n, t0) ≥ H(s0, t0) a.s.
and
H(s0, t0 ± h2 log n) ≥ H(s0, t0) a.s.
Hence the proposition follows. 
Proof of Theorem 1. For simplicity we denote λi = λi(s, t) and λ˜i = λi(s˜, t˜) for i = 1, 2, 3. Define
Q1n(s, t,λ1,λ2,λ3) = 1
n
n∑
i=1
wi(s, t)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) ,
Q2n(s, t,λ1,λ2,λ3) = 1
n
n∑
i=1
w1i(s)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) ,
Q3n(s, t,λ1,λ2,λ3) = 1
n
n∑
i=1
w2i(t)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) ,
Q4n(s, t,λ1,λ2,λ3) = 1
n
n∑
i=1
λ1w10,i(s, t)+ λ2w′1i(s)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) ,
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Q5n(s, t,λ1,λ2,λ3) = 1
n
n∑
i=1
λ1w01,i(s, t)+ λ3w′2i(t)
1+ λ1wi(s, t)+ λ2w1i(s)+ λ3w2i(t) .
Note that Qjn(s˜, t˜, λ˜1, λ˜2, λ˜3) = 0 for j = 1, . . . , 5. By the Taylor expansion and Lemma 4, we can show that
0 = Qjn(s0, t0, 0, 0, 0)+ ∂
∂s
Qjn(s0, t0, 0, 0, 0)(s˜− s0)
+ ∂
∂t
Qjn(s0, t0, 0, 0, 0)(t˜ − t0)+ ∂
∂λ1
Qjn(s0, t0, 0, 0, 0)λ˜1
+ ∂
∂λ2
Qjn(s0, t0, 0, 0, 0)λ˜2 + ∂
∂λ3
Qjn(s0, t0, 0, 0, 0)λ˜3
+Op({h2 + δ2h−2 + n−1/2}2)+ Op((n−1/2 log n)2)
for j = 1, . . . , 5. It is straightforward to check that
lim
n→∞
∂
∂λ1
Q1n(s0, t0, 0, 0, 0) = −F(s0, t0){1− F(s0, t0)} a.s.
lim
n→∞
∂
∂λ2
Q1n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ1
Q2n(s0, t0, 0, 0, 0) = −F(s0, t0){1− F1(s0)} a.s.
lim
n→∞
∂
∂λ3
Q1n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ1
Q3n(s0, t0, 0, 0, 0) = −F(s0, t0){1− F2(t0)} a.s.
lim
n→∞
∂
∂s
Q1n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ1
Q4n(s0, t0, 0, 0, 0) = ∂
∂s
F(s0, t0) a.s.
lim
n→∞
∂
∂t
Q1n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ1
Q5n(s0, t0, 0, 0, 0) = ∂
∂t
F(s0, t0) a.s.
lim
n→∞
∂
∂λ2
Q2n(s0, t0, 0, 0, 0) = −F1(s0){1− F1(s0)} a.s.
lim
n→∞
∂
∂λ3
Q2n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ2
Q3n(s0, t0, 0, 0, 0) = −F(s0, t0)+ F1(s0)F2(t0) a.s.
lim
n→∞
∂
∂s
Q2n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ2
Q4n(s0, t0, 0, 0, 0) = F′1(s0) a.s.
lim
n→∞
∂
∂t
Q2n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂s
Q3n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ3
Q4n(s0, t0, 0, 0, 0)
= lim
n→∞
∂
∂s
Q4n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂t
Q4n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ2
Q5n(s0, t0, 0, 0, 0)
= lim
n→∞
∂
∂s
Q5n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂t
Q5n(s0, t0, 0, 0, 0) = 0 a.s.
lim
n→∞
∂
∂λ3
Q3n(s0, t0, 0, 0, 0) = −F2(t0){1− F2(t0)} a.s.
lim
n→∞
∂
∂t
Q3n(s0, t0, 0, 0, 0) = lim
n→∞
∂
∂λ3
Q5n(s0, t0, 0, 0, 0) = F′2(t0) a.s.
Note that condition (iii) implies that
{h2 + δ2h−2 + n−1/2}2 = o(n−1/2).
Hence
λ˜1
λ˜2
λ˜3
s˜− s0
t˜ − t0
 = −S−1

Q1n(s0, t0, 0, 0, 0)
Q2n(s0, t0, 0, 0, 0)
Q3n(s0, t0, 0, 0, 0)
0
0
+ op(n−1/2), (19)
where S =
(−10 S12
ST12 0
)
, S12 =
 ∂∂s F(s0, t0) ∂∂t F(s0, t0)F′1(s0) 0
0 F′2(t0)
 and10 is given in the proof of Lemma 4. Then, with the help of Maple
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software, we obtain
S−1 = b−11

b11 b12 b13 b14 b15
b12 b22 b23 b24 b25
b13 b23 b33 b34 b35
b14 b24 b34 b44 b45
b15 b25 b35 b45 b55
 ,
where bij’s are defined in the Appendix. Hence
(λ˜1, λ˜2, λ˜3)
T = −b−11 Q∗n × (F′1(s0)F′2(t0),−F′2(t0)
∂
∂s
F(s0, t0),−F′1(s0)
∂
∂t
F(s0, t0))
T + op(n−1/2),
(20)
where
Q∗n = Q1n(s0, t0, 0, 0, 0)F′1(s0)F′2(t0)− Q2n(s0, t0, 0, 0, 0)F′2(t0)
∂
∂s
F(s0, t0)
−Q3n(s0, t0, 0, 0, 0)F′1(s0)
∂
∂t
F(s0, t0).
Thus, it follows from (15), (18) and (20) that
l(θ0) = 2nWT(s˜, t˜)Λ(s˜, t˜)− nΛT(s˜, t˜)1(s˜, t˜)Λ(s˜, t˜)+ op(1)
= nΛT(s˜, t˜)1(s˜, t˜)Λ(s˜, t˜)+ op(1)
= nΛT(s˜, t˜)10Λ(s˜, t˜)+ op(1)
= nb−21 (Q∗n )2(F′1(s0)F′2(t0),−F′2(t0)
∂
∂s
F(s0, t0),−F′1(s0)
∂
∂t
F(s0, t0))×10
×(F′1(s0)F′2(t0),−F′2(t0)
∂
∂s
F(s0, t0),−F′1(s0)
∂
∂t
F(s0, t0))
T + op(1), (21)
where W(s, t) and1(s, t) are defined in the proof of Lemma 4. It is straightforward to check that(
F′1(s0)F
′
2(t0),−F′2(t0)
∂
∂s
F(s0, t0),−F′1(s0)
∂
∂t
F(s0, t0)
)
×10
×
(
F′1(s0)F
′
2(t0),−F′2(t0)
∂
∂s
F(s0, t0),−F′1(s0)
∂
∂t
F(s0, t0)
)T
= −b1 (22)
and
√
nQ∗n
d→N(0,−b1). (23)
Hence the theorem follows from (21)–(23). 
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Appendix
Define
b1 = {F′1(s0)}2{F′2(t0)}2F2(s0, t0)− {F′1(s0)}2{F′2(t0)}2F(s0, t0)
− 2
{
∂
∂t
F(s0, t0)
}
{F′1(s0)}2F′2(t0)F(s0, t0)F2(t0)+ 2
{
∂
∂t
F(s0, t0)
}
{F′1(s0)}2F′2(t0)F(s0, t0)
+ 2F′1(s0){F′2(t0)}2
{
∂
∂s
F(s0, t0)
}
F(s0, t0)− 2F′1(s0){F′2(t0)}2
{
∂
∂s
F(s0, t0)
}
F(s0, t0)F1(s0)
− 2
{
∂
∂t
F(s0, t0)
}
F′1(s0)
{
∂
∂s
F(s0, t0)
}
F′2(t0)F(s0, t0)−
{
∂
∂t
F(s0, t0)
}2
{F′1(s0)}2F2(t0)
+
{
∂
∂t
F(s0, t0)
}2
{F′1(s0)}2{F2(t0)}2 + 2
{
∂
∂t
F(s0, t0)
}
F′1(s0)
{
∂
∂s
F(s0, t0)
}
F′2(t0)F1(s0)F2(t0)
−
{
∂
∂s
F(s0, t0)
}2
{F′2(t0)}2F1(s0)+ {F′2(t0)}2
{
∂
∂s
F(s0, t0)
}2
{F1(s0)}2,
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b2 =
{
∂
∂s
F(s0, t0)
}
F′2(t0)F(s0, t0)−
{
∂
∂s
F(s0, t0)
}
F′2(t0)F1(s0)F2(t0)
+
{
∂
∂t
F(s0, t0)
}
F′1(s0)F2(t0)−
{
∂
∂t
F(s0, t0)
}
F′1(s0){F2(t0)}2
− F′2(t0)F′1(s0)F(s0, t0)+ F′2(t0)F′1(s0)F(s0, t0)F2(t0),
b3 =
{
∂
∂s
F(s0, t0)
}
F′2(t0)F1(s0)−
{
∂
∂s
F(s0, t0)
}
F′2(t0){F1(s0)}2
+
{
∂
∂t
F(s0, t0)
}
F′1(s0)F(s0, t0)−
{
∂
∂t
F(s0, t0)
}
F′1(s0)F1(s0)F2(t0)
− F′2(t0)F′1(s0)F(s0, t0)+ F′2(t0)F′1(s0)F(s0, t0)F1(s0),
b11 = {F′2(t0)}2{F′1(s0)}2,
b12 = −
{
∂
∂s
F(s0, t0)
}
{F′2(t0)}2F′1(s0),
b13 = −{F′1(s0)}2F′2(t0)
{
∂
∂t
F(s0, t0)
}
,
b14 = −F′2(t0)b3,
b15 = −F′1(s0)b2,
b22 =
{
∂
∂s
F(s0, t0)
}2
{F′2(t0)}2,
b23 =
{
∂
∂t
F(s0, t0)
}
F′1(s0)
{
∂
∂s
F(s0, t0)
}
F′2(t0),
b24 = −
{
∂
∂t
F(s0, t0)
}2
F′1(s0)F2(t0)+
{
∂
∂t
F(s0, t0)
}2
F′1(s0){F2(t0)}2
+ 2F′1(s0)F′2(t0)
{
∂
∂t
F(s0, t0)
}
F(s0, t0)− 2
{
∂
∂t
F(s0, t0)
}
F′2(t0)F
′
1(s0)F(s0, t0)F2(t0)
−
{
∂
∂t
F(s0, t0)
} {
∂
∂s
F(s0, t0)
}
F′2(t0)F(s0, t0)+
{
∂
∂t
F(s0, t0)
} {
∂
∂s
F(s0, t0)
}
F′2(t0)F1(s0)F2(t0)
− F′1(s0){F′2(t0)}2F(s0, t0)+ F′1(s0){F′2(t0)}2F2(s0, t0)
+{F′2(t0)}2
{
∂
∂s
F(s0, t0)
}
F(s0, t0)− {F′2(t0)}2
{
∂
∂s
F(s0, t0)
}
F(s0, t0)F1(s0),
b25 =
{
∂
∂s
F(s0, t0)
}
b2,
b33 =
{
∂
∂t
F(s0, t0)
}2
{F′1(s0)}2,
b34 =
{
∂
∂t
F(s0, t0)
}
b3,
b35 =
{
∂
∂t
F(s0, t0)
}
{F′1(s0)}2F(s0, t0)−
{
∂
∂t
F(s0, t0)
}
{F′1(s0)}2F(s0, t0)F2(t0)
−
{
∂
∂t
F(s0, t0)
}
F′1(s0)
{
∂
∂s
F(s0, t0)
}
F(s0, t0)+
{
∂
∂t
F(s0, t0)
}
F′1(s0)
{
∂
∂s
F(s0, t0)
}
F1(s0)F2(t0)
− F′2(t0){F′1(s0)}2F(s0, t0)+ F′2(t0){F′1(s0)}2F2(s0, t0)
+ 2
{
∂
∂s
F(s0, t0)
}
F′2(t0)F
′
1(s0)F(s0, t0)− 2
{
∂
∂s
F(s0, t0)
}
F′2(t0)F
′
1(s0)F(s0, t0)F1(s0)
−
{
∂
∂s
F(s0, t0)
}2
F′2(t0)F1(s0)+
{
∂
∂s
F(s0, t0)
}2
F′2(t0){F1(s0)}2,
b44 = {F′2(t0)}2F2(s0, t0)− F2(s0, t0){F′2(t0)}2F1(s0)
− 2F2(s0, t0)F′2(t0)
{
∂
∂t
F(s0, t0)
}
+ 2F2(s0, t0)
{
∂
∂t
F(s0, t0)
}
F1(s0)F
′
2(t0)
+ F2(s0, t0)
{
∂
∂t
F(s0, t0)
}2
− 2F(s0, t0)
{
∂
∂t
F(s0, t0)
}2
F1(s0)F2(t0)
− F(s0, t0){F′2(t0)}2F1(s0)+ F(s0, t0){F′2(t0)}2{F1(s0)}2
+ 2F(s0, t0)
{
∂
∂t
F(s0, t0)
}
F1(s0)F
′
2(t0)− 2F(s0, t0)F′2(t0)
{
∂
∂t
F(s0, t0)
}
{F1(s0)}2
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+
{
∂
∂t
F(s0, t0)
}2
F1(s0){F2(t0)}2 + F2(t0)
{
∂
∂t
F(s0, t0)
}2
{F1(s0)}2 −
{
∂
∂t
F(s0, t0)
}2
F1(s0)F2(t0),
b45 = F′2(t0)F′1(s0)F3(s0, t0)− F′2(t0)F′1(s0)F2(s0, t0)F2(t0)
− F′2(t0)F′1(s0)F2(s0, t0)F1(s0)+
{
∂
∂t
F(s0, t0)
}
F′1(s0)F
2(s0, t0)
− F2(s0, t0)
{
∂
∂t
F(s0, t0)
}
F′1(s0)F2(t0)+ F2(s0, t0)
{
∂
∂s
F(s0, t0)
}
F′2(t0)
− F2(s0, t0)
{
∂
∂s
F(s0, t0)
}
F′2(t0)F1(s0)− F2(s0, t0)
{
∂
∂s
F(s0, t0)
} {
∂
∂t
F(s0, t0)
}
+ F′2(t0)F′1(s0)F(s0, t0)F1(s0)F2(t0)−
{
∂
∂t
F(s0, t0)
}
F′1(s0)F(s0, t0)F2(t0)
+ F(s0, t0)
{
∂
∂t
F(s0, t0)
}
F′1(s0){F2(t0)}2 −
{
∂
∂s
F(s0, t0)
}
F′2(t0)F(s0, t0)F1(s0)
+ F(s0, t0)
{
∂
∂s
F(s0, t0)
}
F′2(t0){F1(s0)}2 + 2F(s0, t0)
{
∂
∂t
F(s0, t0)
} {
∂
∂s
F(s0, t0)
}
F1(s0)F2(t0)
+
{
∂
∂t
F(s0, t0)
} {
∂
∂s
F(s0, t0)
}
F1(s0)F2(t0)−
{
∂
∂t
F(s0, t0)
} {
∂
∂s
F(s0, t0)
}
{F2(t0)}2F1(s0)
−
{
∂
∂t
F(s0, t0)
} {
∂
∂s
F(s0, t0)
}
F2(t0){F1(s0)}2,
b55 = −{F′1(s0)}2F2(s0, t0)F2(t0)+ {F′1(s0)}2F2(s0, t0)
− 2
{
∂
∂s
F(s0, t0)
}
F′1(s0)F
2(s0, t0)+ 2F′1(s0)F2(s0, t0)F2(t0)
{
∂
∂s
F(s0, t0)
}
+ F2(s0, t0)
{
∂
∂s
F(s0, t0)
}2
− {F′1(s0)}2F(s0, t0)F2(s0, t0)
+{F′1(s0)}2{F2(t0)}2F(s0, t0)+ 2
{
∂
∂s
F(s0, t0)
}
F′1(s0)F(s0, t0)F2(t0)
− 2F′1(s0){F2(t0)}2
{
∂
∂s
F(s0, t0)
}
F(s0, t0)− 2F(s0, t0)
{
∂
∂s
F(s0, t0)
}2
F1(s0)F2(t0)
−
{
∂
∂s
F(s0, t0)
}2
F1(s0)F2(t0)+
{
∂
∂s
F(s0, t0)
}2
F1(s0){F2(t0)}2 +
{
∂
∂s
F(s0, t0)
}2
{F1(s0)}2F2(t0).
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