PREFACE
This book deals with statistical inferénce of nonlinear regression models from two opposite points of view, namely the case where the functlonal form of the model is completely specified as a known function of regressors and unknovm parameters, and the opposite case where the functional form of the model is completely unknown. First it is assumed that the response function of the regression model under review belongs to a certain well-specified parametric family of functional forms, by which estimation of the model merely amounts to estimation of the unknown parameters. For this class of models we review the asymptotic properties of the nonlinear least squares estimator for independent data as well as for time series.
In practice assumptions on the functional form are often made on the basis of computational convenience rather than on the basis of precise a priori knowledge of the empirical phenomenon under review. Therefore the linear regression model is still the most popular model specification in applied research. However, even if the specification óf the functional form is based on sound theoretical considerations there is quite often a large range of functional forms that are theoretically admissible, so that there is no guarantee that the actually chosen functional form is true. Functional specification of a parametric nonlinear regression model should therefore always be verified by conducting model misspecification tests. Various model misspecification' tests will therefore be discussed, in particular consistent tests which have asymptotic power 1 against all deviations from the huil hypothesis that the model is correct.
The opposite case of parametric regression is nonparametric regression. Nonparametric regression analysis is concerned with estimation of a regression model without specifying in advance its functional form. Thus the only source of Information about the functional form of the model is the data set itself. In this book we shall review various nonparametric regression approaches, with special emphasis on the kernel method, under various distributional assumptions.
This book is divided into three parts. In the first part we review the elements of abstract probability theory we need in part 2. Part 2 is devoted to the asymptotic theory of para-5 metric and nonparametric regr independent data generating pr analysis involved to time seri
The selectiori of the interest in the subject. Inst survey of the literature, I ha to fill the gap between int linear time series analysis) access to the recent literatur regression analysis, with emph ultimate goal is to provide th own independent research in th and others have used and what this book may be viewed as an the material involved. I th suitable for sélf-tuition (at prove useful in a graduate co and advanced econometrics.
FUNCTIONAL SPECIFICATION OF TIME SERIES MODELS

10.1
Introduction Consider a vector time series process (Z t ) in R k wlth E|z t |<« for each t. In time series regression analysis we are interested in modeling and estimating the conditional expectation of Z t relative to its entire past. The reason for our interest in this conditional expectation is that it represents the best forecasting scheme for Z t ; best in the sense that the mean square forecast error is minimal. To see this, compare this forecast, i.e., Z With these hints, (10.2.1) is not hard to prove (Cf. exercise 2) . The rest of the proof now follows from the original Wold decomposition theorem. See, e.g., Anderson (1971,pp.420-421) .
Q.E.D.
The next step is to assume that the deterministic process (W t ) is zero (10.2.4) and that the lag polynomial
See Anderson (1971,pp 423-424) which is an ARO) model. In practice one often assumes that the lag polynomial 7(L) is rational, i.e. 
the model becomes a VAR(«>) model: then (under some regularity conditions), the model becomes a VARMA(p.q) model:
with A(0) = 9(0) = I. VARMA models, however, may be considered as systems of ARMAX models. This is obvious if 9(L) is diagonal, but also if not each equation in (10.2.19) can be written as an ARMAX model. To see this, observe that
where C(L) is the matrix of co-factors of 9(L) . Multiplying both sides of (10.2.19) by G(L) then yields 10.3 ARMA memory index models.
Introduction
The linearity of the time series models discussed in section 10.2 is due to the assumption of normality of the time series involved. Normality, however, is by no means a necessity for time series. So the question arises what can be said about the functional form of the conditional expectation (10.1.1) if the process (Z t ) is non-Gaussian.
In this section we discuss the ARMA memory index modeling approach of Bierens (1988a,b) . This approach exploits the fact that all time series are rational-valued. One could consider the rationality condition as an assumption, but in practice one cannot deal with irra*:ional numbers, hence time series are always reported in a finite number of decimal digits and consequently time series are rational-valued by nature. Thus, the rationality condition is an indisputable fact rather than an assumption.
In this section xt will be shown that in conditioning a k-variate rational-valued time series process on its entire past it is possible to capture the Information contained in the past of the process bj' a single random variable. This random variable, containing all relevant information about the past of the process involved, can be formed as an autoregressive moving average of past observations. Hence the conditional expectation involved then takes the form of a nonlinear function of an autoregressive moving average of past observations. In particular, for univariate rational-valued time series processes (Z t ) it will be shown that there exist uncountably many real numbers r e (-1,1) such that where Z t t is the i-th component of Z t . This result is not specific for the geometrie weighting scheme involved. More generally, it will be shown that there exist uncountably many sets of rational lag polynomials Consequently, specifying the data generating process as an ARMA process is equivalent to specifying the response functions f L t , for a particular set of rational lag polynomials ^ j(L), as time invariant linear functions. Moreover, in the multivariate case one may interprete the conditioning variable ^ t as a one-step ahead forecast with an almost arbitrary linear ARMAX model for Z L t . This an be seen if one replaces £i t in (10.3.6) by Z ± t -V L t , where (V i t ) is the error process. The X-vector involved then consists of all components of Z t except Z t t . Thus, the best one-step ahead forecasting scheme is a Borel measureable real -function of a one-step ahead forecast with an almost arbitrary linear ARMAX model. Specifying the equations in the VARMA model (10.2.19) as ARMAX models is therefore equivalent to specifying the corresponding functions f ± t in (10.3.4) as linear time invariant functions. Furthermore, all the non-linearity of the conditional expectation function (10.3.4) is now captured by the nonlinearity of the functions f t t , and the impact of heterogeneity of the process (Z t ) on the conditional expectation involved is captured by the time dependence of f ± t .
As the conditioning variable (10.3.5) carries the memory of the process, plays s. similar role as the index in the index modeling approach of Sf.rgent and Sims (1977) and Sims (1981) In this subsection we shall set forth conditions such that (10.3.1) holds for each t and each re(-l,l)\S, where S is the same as in theorem 10.3.1. Intuitively we feel that (10.3.1) requires the following condition:
The process (Z t ) *.s such that for every t and every r e (-1,1), S? =1 Z t . j H" 1 converges a.s. (10.3.17)
As has been shown in Bierens (1988a) , this condition is implied by the following assumption: This result shows that there exists a subset S* of x' x (-1,1), depending on w t ,w t _ x ,...,w t , _ x . , which has Lebesgue measure zero if one of these w t _j's is unequal to zero. The set S in lemma 10.3.1 is now the countable union of all these null sets S*. for i-1,2,...,k and t-.,.,-2,-1,0,1,2,3,...
10.3.5
The nature of the ARMA memory index parameters and the response functions In discussing the nature of the ARMA memory index parameters we shall first focus on the univariate case. Thus we now ask the question what the nature of a permissible r in (10.3.1) is, i. e. , is r in general irrational or are also rational r' s permissible? We recall that a permissible r is such that the polynomial 2P.-w.rJ" 1 (10.3.28) JIJ in non-zero for arbitrary m > 1 and arbitrary rational numbers w, not all equal to zero. But for m = 2, w 1 +w 2 r=0 for r=-w 1 /w 2 , so that for given rational r we can always find rational numbers Wj such that the polynomial (10.3.28) equals zero. Obviously the same applies if only integer-valued wj ' s are allowed. Hence the permissible r's are in general irrational. By a similar argument it can be shown that in the case of (10.3.26) at least some of the parameters in fl\ j and 7 A will likely be irrational.
What is the consequence of the irrationality of the ARMA memory index parameters for the nature of the response functions? If we would piek an arbitrary permissible r the Borel measurable real function f fc T for which E(Z t |z t . 1( Z t . 2 ,...) -ECZjS^r-»-1^. ,,)
will likely be highly discontinuous, as this function has to sort out Z t . 1 ,Z t _ 2 ,Z t _ 3 , . . . from ^1r ó ' 1 Z t . i . See Sims(1988) .
On the other hand, if we choose r such that Z t andS^rJ-^.j are strongly correlated, and thus that ^.rC^-x'^Zt-j) andS T=l^" 1Z t-j are strongly correlated, then the function f will be close to a linear function. In any event, lemma 9.3.3 shows that the possible discontinuity of f fc T is not too dramatic, as f t T can always be approximated arbitrarily close by a uniformly continuous function. Thus, given an arbitrary S G (0,1), a permissible r e (-1,1) and the condition E|Z t | < <», there exists a uniformly continuous real function g,.
such that 52 (10.3.29) and consequently by Chebishev's inequality,
We have argued that the ARMA memory index parameters are likely irrational. Sir.ce computers deal only with rational numbers we therefore annot calculate the ARMA memory index exactly in practice. However, it is possible to choose a rational r* close to r such that "almost" all Information about the past of the data generating process is preserved. The argument goes as follows. Due to the uniform continuity of g t there exist real numbers rj > 0, p e (0,1) and a rational number T^ close to r such that It should be noted that the rational-valued r* depends in general on the time index t. However, if the process (Z t ) is strictly stationary we can piek a constant r*, as is not too hard to verify f rom (10.3.29) through (10.3.34) . In that case the functions f fc T and g fc T are independent of t. Summarizing, we have shown:
Let (Z t ) be a strictly stationary univariate rational-valued process. Let assumptions 10.3.1 and 10.3.2 hold and let 5 e (0,4) and re(-l,l)\S be arbitrary, where S is the same as in theorem 10.3.1. There exists a uniformly continuous real function g T and a rational number r* in a neighborhood of r such that 
Discussion
We have shown that in modeling rational-valued time series processes as conditional expectations relative to the entire past of the process involved, it is possible to capture the relevant Information about the past of the process by a 'single random variable, called an ARMA memory index. Given this ARMA memory index, the specification of the model then amounts to specifying a nonlinear response function defined on the real line. Although this response function might be highly discontinuous, it can be approximated arbitrarily close by a uniformly continuous real function of an ARMA memory index with rational-valued parameters.
One might argue that our approach is merely a sophisticated variant of representing a one-sided infinite sequence of variables as a decimal expansion of a real variable. For example, let the univarLate stochastic process (Z t ) be integervalued with values 0,1,...,9, and define Even if the function t/> is well-shaped, the function ij> is highly discontinuous. Moreover, one might argue that knowing ij> is not of much help, as it is impossible to store £ t exactly in the memory-of a computer. Admittedly, the above primitive index is i.i general of limited use. The main contribution of our approach, however, is that a one-period ahead forecast on the basis of an almost arbitrary ARMAX model will work too. Modeling time series by ARMAX models can therefore be interpreted as specifying the response function f t in theorem 10.3.4 as a linear time invariant function, and estimation of an ARMAX model an be interpreted as looking for an ARMA memory index for which the response function is linear. Fitting an ARMAX model to the data forces the nonlinear response function towards a linear function. A good forecasting performance of the estimated ARMAX model then indicates that the corresponding response function f t t is close to a linear function, as the best forecasting scheme is the one which represents the expeotation of the dependent variable conditional on an ARMA memory index. Thus if one accepts ARMAX models as useful approximations of time series processes then actually one accepts the existence of a tractable ARMA memory index with corresponding response function close to a linear function.
The problem of storage of the ARMA memory index is not typical for our approach but a universal problem. For example, transforming the data by say a log transformation will result in loss of information, due to the finiteness of data storage in a computer. Whether this problem is serious or not for our ARMA memory index depends on the dependence of the data. Take for example the above primitive index £ t . Storing £ t as a doublé precision variable yields 29 significant decimal digits (in CDC Fortran5). Thus at least we can sort out Z t . 1 ,...,Z t _ 29 from £ t . If Z t is almost independent of Z t _j for j > 29 then E(Z t IZt.!,Z t _ 2 ,.. ) ~ E(Z t IZ t _ x ,...,Z fc _ 2 g) ~ E(Z t |£ t ).
Nonlinear
ARMAX models The lesson we learn from the argument in the sections 10.2 and 10.3 is that the class of linear ARMAX models forms a good starting point for modeling vector time series processes. In modeling the conditibnal expectation
one should first look for the best fitting linear ARMAX model, as this strategy forces the nonlinear function f t , which maps the corresponding ARMA memory index £ t t into this conditional expectation, towards a linear function. Then apply various model misspecification tests to check the validity of the linear ARMAX model. We will consider these tests in the next chapter. If these tests indicate the presents of misspecification one could then try to model the nonlinear function f t , for which E(Z ± t \$ ± t ) = f ± (£ ± t ), for example by specifying f t as a polynomial of a bounded one-to-one transformation of ^ t , similarly to the approach in chapter 8. Moreover, one could run a nonparametric regression of Z L t on ^ t to find a suitable functional form of f L . The latter approach is suggested in Bierens (1988a, section 6 .2) and worked out further in Bierens (1988c) . Also, plotting Z t t and £ t t may reveal the form of this function f ± . Thus, if the linear ARMAX model fails to pass model misspecification tests we may think of specifying a parametric family for the function f L , say f(.,a), where a is a parameter vector. This approach gives rise to a model of the form
where Y t is one of the components of Z t , (U t ) is the error process (which should now satisfy E(U t |Z t _ x ,Z t _ 2 ,...) =0 a.s.) and the f}, 's and 7 -(7-, , . . . ,7 2 )' are parameter vectors. In the sequel, however, we shall not deal with this class of models, for the simple reason that these models have not yet been considered in the literature, hence the sampling theory involved is yet absent. The mean reason for introducing the ARMA memory index modeling theory i's that it plays a key-role in our consistent model misspecification testing approach, in chapter 11. Alternatively, if a linear ARMAX model does not pass our model misspecification tests one could follow Sims' (1988) common sense approach and add nonlinear terms to the best linear ARMAX model to capture the possible nonlinearity of the conditional expectation function. How these nonlinear terms should be specified depends on prior knowledge about the phenomena one wishes to model. This specification issue falls outside the scope of this book. Quoting Sims (1988) :
There Sims' common sense approach will lead to a nonlinear ARMAX model of the form Y t = g(Z t . 1 ,..,Z t .. pl/ S) + U t +Sj" l7< ,U t _ j .
(10.4.1) where g(.,/?) is a known parametric functional form for the AR part of the ARMAX model, with y3 a parameter vector. The MA part of this model may be considered as a flexible distributed lag specification, together with the AR lag structure implied by the function g(.,/3). In chapter 11 we consider the problem of estimating the parameters of model (10.4.1), taking the function g(.,/3) as given, and we derive the asymptotic properties of these estimators under strict stationarity of the data generating process (Z t ) as well as under data heterogeneity. Also, we consider various model misspecification tests, in particular consistent tests based on the ARMA memory index approach.
Remark: Admittedly, many important issues in time series analysis have not been discussed in this chapter. To mention a few, we have not paid attention to seasonal adjustment, unit roots and co-integration. This certainly does not mean that these issues are not important, but merely that they fall outside the scope of this book. As f ar as season and unit roots are concerned, it will be implicitly assumed that they have been removed by appropriate (seasonal) differencing. Moreover, we note that unit roots in time series can be detected by Phillips' (1987) version of Fuller's (1979, 1981) tests. For co-integration we refer to Engle and Granger (1987) .
