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Some living creatures not only have behavior for achieving its purpose 
directly but also indirect behavior supporting direct behavior. Spiders 
evolved from beings with direct predation to beings with indirect predation 
by using their webs as traps. Thus, it is said that weaving webs can support 
the effectiveness of the direct predation. Indirect behavior such as weaving 
webs or structural objects provides probabilities as follows: (1) probabilities 
for preying on bugs which are physically stronger or bigger or faster than 
predators or (2) probabilities for improving the effectiveness of its predation. 
That is, spiders which do not weave webs can capture only bugs which are 
smaller and slower than them. In contrast, spiders which weave webs can 
capture flying bugs and bugs which are faster than them with their webs. In 
this paper, we regarded behavior achieving a purpose directly as “direct 
behavior” and indirect behavior which can improve effectiveness of direct 
actions as “meta-behavior”. We focused on the meta-behavior and studied 
about it.  In natural environments, there are many examples of 
meta-behavior as the spiders’ example. These examples indicate that it is 
said that there are some difficulties introducing meta-behavior to an 
environment. When meta-behavior is introduced to an environment, it could 
be considered that rewards from direct behavior were decreased temporarily 
because agents have to select behavior except direct behavior Therefore, to 
acquire meta-behavior stably and continuously could be difficult. There are 
many studies about acquisition of complicated behavior which consists of 
  
 
simple actions, while there are not many studies about acquisition of such as 
meta-behavior.  Therefore, we have tried to propose an approach to 
introduce meta-behavior for solving a problem. In order to study the 
approach, we applied it to a problem in game theory because of its theoretical 
and stable nature and then we examined the effectiveness of our approach. 
Furthermore we studied how to acquire appropriate meta-behavior in more 
complicated and unstable environments. We applied our approach to 
acquisition of constructive behavior of a nest for predation in a 2D 
environment and a 3D environment. As a result, we could examine the 
effectiveness of our approach introducing meta-behavior and propose 
autonomously acquisition of meta-behavior. 
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る有名な研究としては、Rodney Brooks の Subsumption Architecture [37, 38]
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る。第 3 章では、メタ行動の導入の枠組みについて詳細を述べ、続く第 4 章で
は、共有地の悲劇へのメタ行動導入事例について詳細を述べる。第 5 章以降で
は、造作物構築行動の獲得問題に対してメタ行動の導入を行う事例について詳
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に Karl Sims によって発表された[1, 2]。これらの研究では、Virtual Creature
と呼ばれる人工生命が、3 次元物理シミュレーション空間において、進化的・自
律的に身体と身体に合わせた行動の獲得を行った。Virtual Creature の動作は





などが獲得された。参考文献[2]では、2 体の Virtual Creature による競争下で
のシミュレーションが行われており、共進化による複雑な進化の様子が示され
た。 
 Karl Sims の研究は大変衝撃的であり、現在でも後続というべき研究が多数発
表されている。例えば、Artificial Life 10 にて発表された論文では、3 件の論文
が例として挙げられる。参考文献[11]では、フリーの物理シミュレーション用ラ
イブラリである Open Dynamic Engine (ODE) [9, 10]を用いた Karl Sims の研
究の再実験を行っている。また、参考文献[12]でも、ODE を用いて Karl Sims
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の研究の再現を行い、投擲行動の進化的獲得について実験を行っている。参考
文献[13]でも同様に、3 次元物理環境を ODE で実現することで、Karl Sims の
研究よりもより厳密な物理環境での実験を可能であると主張されている。また、




2.2 NeuroEvolution of Augmenting Topology (NEAT) 




もそのような手法の一種である。NEAT の特徴としては、以下の 3 点が挙げら
れる。 
１）異なる構造を持った ANN 間の交叉手法の採用 
２）Speciation と呼ばれる構造の保護手法 
３）最小の構造（2 層 ANN）から始めて、徐々に構造を大きくしていく点 
 
図は NEAT の進化例を表している。最初は 2 層から始まり、荷重の値の変化、
ノード間のリンクの追加、中間層へのノードの追加などを行い、徐々に構造を
複雑なものへと変化させていく。 
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図 2.1 NEAT 手法における ANN の進化例 
 







の制御[17, 18, 19]、複数のロボットの共進化[20, 21, 22]、複数台の協調動作の
獲得[23-28]まで幅広く適用が行われており、多大な成果が挙げられている。 
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 そこで、参考文献[4, 5]では、Turtle と呼ばれるエージェントによる構造物構
築行動の獲得を目的として研究が行われている。Turtle エージェントはプリン
タヘッドのように空間上の X-Z 座標上の自由な位置に移動し、ブロックを設置
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図 2.2 獲得された構造物の例 1 
 
 
図 2.3 獲得された構造物の例 2 
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図 2.4 遺伝子から変換された構造物の設計図の例 
※図 2.2～2.4 の出展は、参考文献[3] 
 
 
図 2.5 Turtle エージェントの行動表 
 
図 2.6 Turtle エージェントによって構築されたアーチの例 
※図 2.5、2.6 の出展は、参考文献[4, 5] 
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的ジレンマ問題は以下のように表現される。 
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徴、行動的特徴は第 5 章にて、その詳細を述べる。 
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合、エージェント Agent は環境からのセンシング S を元に、行動 A を決定し、
実行する事で、自身を含む環境 Env から報酬 R を獲得する事が出来る。即ち、
この環境下で獲得される報酬は以下の式で表す事が出来る。 
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( )AEnvAgentR ,=   (3.1) 
 
 




られ、環境が Env から Env’の状態へと変化する。変化した結果として獲得され
る報酬 R’は以下の式で表す事が出来る。 
 
( )MetaAEnvAgentR ,,''= 、但し ( )MetaEnvAgentEnv ,'=    (3.2) 
即ち、 
( )MetaAMetaEnvAgentAgentR ,),,('=       (3.3) 
である。 
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エージェントは常に利得を最大化させる利己的なエージェントであると仮定
















直接捕獲の効率 Dd CRE /=      (3.4) 
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表 3.1 本研究で対象とする題材の特徴 
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即ち、エージェントの数を N とした場合、上記の設定は以下のように表される。 
活動度     }0|{ MjactActivity j ≤≤=  
エージェント i の活動度    Activityai ∈  
エージェント i の得られる利得 
iii aTANMaTAaPayoff 2)(),( −−×=     (4.1) 
 但し、 ∑== Ni iaTA 1 は全エージェントの活動度の合計を示している。 
 
以下に、N=4、M=4、Activity={0, 1, 2, 3}である場合の利得関数の例を表 4.1 に
示す。 
 
iii aTAaTAaPayoff 2)16(),( −−=                         (4.2) 
 
表 4.1 共有地の悲劇における利得関数の一例 
  
Total Activity (TA) 
0 1 2 3 4 5 6 7 8 9 10 11 12 
ai 
0 0 0 0 0 0 0 0 0 0 0 - - - 
1 - 13 12 11 10 9 8 7 6 5 4 - - 
2 - - 24 22 20 18 16 14 12 10 8 6 - 
3 - - - 33 30 27 24 21 18 15 12 9 6 
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また、表をグラフ化したものを図 4.2 に示す。 
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メタエージェント k の利得   
∑ == Mj kjjk lvaNevenueR 0 *)(     (4.5) 
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エージェントの行動 { }metaplayeri AAa ∪∈     (4.10) 
プレイヤーとしての活動度 { }MjaA jplayer ≤≤= 0   (4.11) 
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 図 4.3 はシミュレーションの流れの概要を示したものである。また、ＰＡＤ
で表現したものが、図 4.4 になる。 
 
図 4.3 拡張版共有地の悲劇のシミュレーション概要図 
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4.5 メタ行動導入の枠組みでの表現 
 
















Design of Indirect behavior for Reward Based Autonomous Agents 
33 
Doctoral Thesis at Future University Hakodate, the year 2009 
エージェントの数 12 体 
活動度の最大レベル 6 
初期活動度  プレイヤーとしての最小活動度 0aa i =  
評価関数の定数 α = 0 
   β = 2 
   a = 0 
   b = 2 
 
遺伝的アルゴリズム関連 
 遺伝子の数 30 
 突然変異率 0.05% 
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4.7 拡張版共有地の悲劇におけるメタ行動の獲得について 
ここで、このゲームにおける直接的行動とメタ行動とのコストについて比較
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 図 5.2 と図 5.3 はクモの身体構造に関するものである。昆虫とは異なり、前体







図 5.2 クモの身体構造の例 
※図 5.2, 5.3 は参考文献[8]からの引用である 
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 ちなみに、昆虫の視覚は、2 個の複眼と 2～3 個の単眼で構成されている。複
眼は 1 ブロックに付き、1 画素を認識していると考えられる。イエバエは 12000
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す。 
 
図 5.4 クモの巣の構造 
※参考文献[8]からの引用 
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対象である獲物エージェントの 2 種類のエージェントが存在している。図 5.5
にシミュレーションの大まかな流れについて示す。流れとしては、Virtual 









図 5.5 シミュレーション概要 
GA
Genotype: 
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図 5.6 造作物構築行動のみの獲得を行う場合のメタ行動の枠組みによる表現 
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5.6 実験１ 造作物構築行動の進化的獲得 
 
本章のシミュレーション環境は、実験 1 で取り扱うものと実験 2 で取り扱う
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実験では、獲物エージェントの行動規則は 2 種類用意されている。1 つは前進の
みの行動規則であり、もうひとつは簡単な障害物回避の行動規則である。どち
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図 5.9 獲物の障害物行動のルール 
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図 5.10 周囲のブロックの有無のセンシングの相対的な順番 
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5.5.2.2.  基本的な行動 
 捕獲者エージェントの基本的な行動は、前進、左旋回、右旋回、ブロックの
設置の 4 種類である。前進は、進行方向に対して 1 ブロック分移動を行う。図
5.10 中の例で言うと、2 番のタイルに移動を行う事になる。但し、移動先にブ
ロックがある場合は、何も行動できないと判断され、行動が無効となる。左旋
















き 1 入力として扱い、ブロックがあれば 1.0、なければ-1.0 の値がセンシング結
果となる。出力値は、[0.0, 1.0]の範囲となっている。出力ユニットは各行動に
対して割り当てられており、最も出力値の高い出力ユニットの行動が選択され
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内部情報＝｛角度、現在位置 X 座標、現在位置 Y 座標、設置可能残りブロック
数｝ 
 
出力情報＝ [ ]{ }outj NumjO <<= 00.1,0.0  
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)(2 iprey SStEvalNFitness ⋅+⋅= βα      (5.2) 
但し、α、βは定数、StEval(Si)は造作物 Si の構造の評価を行う関数であり、
以下の式で表される。 
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    (5.3)
 
LenBlock は造作物 Si において Y 軸方向に連続して並んだブロックの数であり、
StEval は Y 軸方向にブロックが 3 個以上並んだ場合は 3 個目以上の並んだブロ
ックの数を評価とし、3 個以下の場合は 0 を評価とする関数である。 
 
5.5.4 実験 1 の設定 
  
 2 次元環境における造作物構築行動の進化的獲得を目的として、上述の設定に







・環境の広さ  19×19＝361 タイル（移動可能部分のみ） 
・獲物エージェントの数 19 体 
・最大ブロック数  19 個 
 
評価関数 
・α  10 
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図 5.13 評価関数 1 の場合の造作物の例 1 
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図 5.14 評価関数 1 の場合の造作物の例 2 
 
5.5.5.2. 評価関数 2 を用いた場合の実験  
 
 図 5.15 に、評価関数 2 を用いた場合の結果を示す。評価関数 1 を用いた場合
と同様、図は、エリート個体の評価の遷移を表している。こちらの場合も NEAT
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考えられる 2LANN を用いて実験を行っていく。 
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図 5.20 直接捕獲用のセンサ 
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 本実験では、直接捕獲による獲物の数 Ncaptured と間接捕獲による獲物の数
Ntrappedの和を評価値として扱っている。即ち、以下の評価式を採用している。 
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・環境の広さ    19×19＝361 タイル（移動可能部分のみ） 
・獲物エージェントの数  100 体 
・エージェントの出現タイミング  10 ステップ 
・最大ブロック数   19 個 
・移動速度   獲物３（遅い）＜捕獲者０（速い） 
    獲物０（速い）＞捕獲者３（遅い）のいずれか 
    以下のグラフ中では、捕獲者＜獲物、 
              捕獲者＞獲物という表記を用いている 
・獲物の回避行動  有り 





・α  10 
・β  10 
 
遺伝的アルゴリズム関係 
・突然変異率  0.10 
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・交叉率    0.70 
・保存エリート 1 体 
・個体数  50 体 
・世代数  100 世代 
 
 直接捕獲と間接捕獲に対するコストに関係する環境条件について、まとめた
表を表 5.1 に示す。 
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低下する為、間接捕獲と直接捕獲を組み合わせた行動が獲得されるのだと考え
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ていると言える。実験 2 を通じて、それと同じ状況が 2 次元シミュレーション
上でも発生しうる事が確認できた。 
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図 6.2 獲物エージェントの外観 
 
 




 図 6.4 に捕獲者エージェントの身体構造を示す。捕獲者エージェントの身体は
頭部、首、シャーシ、二つの車輪から構成されている。センサとして最大 8 個
の近接センサを持つ。近接センサは一定の長さを持ち、センサと接触したブロ
Design of Indirect behavior for Reward Based Autonomous Agents 
81 















Design of Indirect behavior for Reward Based Autonomous Agents 
82 
Doctoral Thesis at Future University Hakodate, the year 2009 
 








TFitness 1βα       (6.1) 
α、βは定数、T は捕獲することのできた獲物エージェントの数、S は獲物エー




体を捕獲エリアに誘導することが出来たので、T=2 で第 1 項が計算され、残り
の１体と中心部までの距離を用いて第 2 項が計算される。 
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図 6.6 構造物の評価 
 










・環境の広さ  10.0[m]×10.0[m] 
・獲物エージェントの数 16 体 
・最大ブロック数 5 個 
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・交叉率    0.70 
・保存エリート 1 体 
















サ数 8 の場合は、1 つブロックを置いたあと、しばらく回転を続け、その後再度
ブロックを置き始めた。これは、ブロックを検知するセンサが複数あり、それ
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図 6.7 異なる近接センサ数におけるエリート個体の評価値の遷移 
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図 6.8 獲得された構造物の例 
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 図 6.9 に中間評価を入力の一部として明示的に追加した意思決定機構につい
て示す。前の実験で用いられた 2 層 ANN に対して、入力ノードを 1 つ追加し、
その入力として上記の中間評価関数によって計算された値を用いている。 
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・環境の広さ  10.0[m]×10.0[m] 
・獲物エージェントの数 16 体 





 図 6.10～6.12 に各センサ数におけるエリート個体の評価値の遷移を示す。セ
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図 6.13 センサ数 1 の場合における構造物構築行動の様子 
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図 6.14 センサ数 3 の場合における構造物構築行動の様子 
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れは、周囲に 6 個のブロックを設置した事によって、構造物の構造評価 sEval
の値が行動の切り替えを誘発した事が、このような振る舞いが発生した原因の
一つであると考えられる。 
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図 6.15 センサ数 8 の場合における構造物構築行動の様子 
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図 6.16 センサ数 8 の場合における進化前後の ANN 
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