Deep Predictive Models for Collision Risk Assessment in Autonomous
  Driving by Strickland, Mark et al.
Deep Predictive Models for Collision Risk Assessment in Autonomous
Driving
Mark Strickland1, Georgios Fainekos1, Heni Ben Amor1
Abstract— In this paper, we investigate a predictive approach
for collision risk assessment in autonomous and assisted driving.
A deep predictive model is trained to anticipate imminent
accidents from traditional video streams. In particular, the
model learns to identify cues in RGB images that are predictive
of hazardous upcoming situations. In contrast to previous
work, our approach incorporates (a) temporal information
during decision making, (b) multi-modal information about the
environment, as well as the proprioceptive state and steering
actions of the controlled vehicle, and (c) information about
the uncertainty inherent to the task. To this end, we discuss
Deep Predictive Models and present an implementation using
a Bayesian Convolutional LSTM. Experiments in a simple simu-
lation environment show that the approach can learn to predict
impending accidents with reasonable accuracy, especially when
multiple cameras are used as input sources.
I. INTRODUCTION
The concept of autonomous driving has transitioned from
being an unlikely vision of robotics and artificial intelligence
to being a present-day reality. A plethora of innovations in
sensing, mapping, controls, and reasoning have enabled intel-
ligent transportation systems that can deal with an impressive
range of environmental conditions. Yet, an important factor
that will impact the adoption of this technology in our society
is the inherent risk to the human driver. Autonomous cars
need to constantly assess the risk of accidents and generate
steering commands accordingly. Besides autonomous driv-
ing, techniques for risk assessment are also a critical element
of advanced driver-assistance systems (ADAS). Many exist-
ing approaches to collision risk assessment are based on the
analysis of distances to nearby road vehicles. However, such
approaches neglect a variety of visual cues that foreshadow
impending accidents. Human drivers often use their prior
experience to judge such risks, which in turn affect their
driving patterns and level of alertness. An unusual movement
of a vehicle in front, for example, can already be a sufficient
cue for hitting the brakes.
In this paper, we investigate a predictive approach for
collision risk assessment in autonomous and assisted driving.
A deep predictive model is trained to anticipate imminent
accidents from traditional video streams. In particular, the
model learns to identify cues in RGB images that are predic-
tive of hazardous upcoming situations. In contrast to previous
work, our approach incorporates (a) temporal information
during decision making, (b) multi-modal information about
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Fig. 1. Collision risk assessment via Deep Learning. Recent insights on
Bayesian Deep Networks are used to generate a probablity distribution. The
histogram is computed out of 1000 stochastic forward passes.
the environment, as well as the proprioceptive state and
steering actions of the controlled vehicle, and (c) information
about the uncertainty inherent to the task. The proposed
approach is analyzed in a simple virtual environment under
different training and test conditions. The goal of these
evaluations is not to identify the best possible prediction
rates. Rather, our main objective is to produce first insights
on the impact of sensor placement, the importance of multi-
modal input variables and network structure, as well as the
nature of probabilistic outputs in this domain. In particular,
we are interested in the following questions:
• Is there an advantage to using multiple cameras simul-
taneously?
• Does the inclusion of proprioceptive data improve pre-
diction quality?
• Does prediction uncertainty reveal information about the
current situation?
The remainder of the paper is organized as follows. First,
we will discuss related work and then turn towards presenting
the methodology including the Deep Predictive Model and
Bayesian Convolutional LSTM at the center of our approach.
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Finally, we will present results on a simulated intersection
scenario.
II. RELATED WORK
Given the appropriate dataset resources, research in deep
predictive models for autonomous vehicles has burgeoned
in recent years. A range of commercial interests have been
working on developing autonomous vehicle technology. See,
e.g., UC Berkeley’s DeepDrive [1]. The problem of pre-
dicting impending collisions before they occur has been
a popular focal point for research in this space [2]–[5].
The use of deep predictive models in autonomous vehicles
has been developing steam recently [6]–[8]. For example,
some groups have used deep networks for lane and vehicle
detection in highway driving scenarios [9]. However, the
combination of image data with multi-modal proprioceptive
data for input to deep networks in a self-supervised setting
has been less popular. See, e.g., [10]. Recently, Jain et al.
have proposed a sensory-fusion deep learning architecture
that combines GPS and street map data with image data
from external sensors as well as a face camera focused
on the driver, for the purpose of anticipating risky actions
by the driver of the sensor car [11]. However, this work
employs recurrent networks only and, hence, requires feature
extraction and pre-processing for the image sensor data [11].
Others have also employed Bayesian inference techniques to
determine model uncertainty and used the results to improve
understanding of driving scenarios [12] and reduce SLAM
relocalization errors [13]. However, these works do not ap-
ply Bayesian inference to convolutional-recurrent networks.
Here, we explore this sub-field from the perspective of
developing insights regarding image sensor placement, input
data strategies, and deep network architecture. In doing so,
we propose a network architecture that is able to learn
visuo-temporal patterns without requiring any image pre-
processing. An important advantage of this approach is that
the Deep Predictive Network can learn its own, task-specific
filters that improve prediction performance.
Several players in the autonomous vehicle space have
been working on the problem of compiling a dataset of an
appropriate size for training deep neural networks for use
by vehicles. For example, Tesla plans to collect data from
its vehicles already on the road having upgraded Autopilot
systems [14]. Others have recognized the problem and are
attempting to address it through a variety of means, including
sample datasets [15], free-for-academic-use datasets [16],
and noncommercial-only datasets [17]. Although it remains
to be seen whether all (or even most) will make their datasets
available to the public, at least some significant players
appear amenable to pooling assets with the community [18].
Assuming others, including automakers, will follow suit, it
seems clear that very large datasets including image, state,
and action data will be available soon.
III. APPROACH
We propose a Deep Predictive Model whose primary goal
is to improve vehicle occupant safety by predicting future
vehicle collisions in time to activate driver warning systems.
With this goal in mind, the DPM is designed to recognize and
anticipate dynamic catastrophic events beyond the immediate
time horizon (e.g., collisions with another vehicle), as op-
posed to conventional warning and avoidance systems (e.g.,
backup cameras, blind-spot warning systems) which are, for
the most part, designed to respond to static conditions in
the immediate vicinity of the vehicle. To perform this safety
function, visual and proprioceptive data inputs are processed
by a deep neural network that is trained to recognize the
conditions of an impending vehicle collision, far before it
occurs.
A. Deep Predictive Network
Figure 2 depicts the basic structure of our DPM. Se-
quences of image sensor data (e.g., a plurality of individual
images that together make up a short video), proprioceptive
vehicle state data (e.g., vehicle positions, camera positions,
speed), and driver action commands (e.g., commanded speed,
acceleration) are fed as inputs into the network. In turn,
the network generates predictions about future, upcoming
collisions. As shown in Figure 2, the core of the model is a
deep network containing a combination of convolutional and
recurrent layers that process the input image sensor data in
both space and time. This novel deep network architecture
will be referred to as Bayesian ConvLSTM and will be
explained in more detail below. An important feature in this
regard is the ability of the DPM to work with multimodal
data representing different types of available information.
More specifically, Figure 2 shows separate branches within
the network which allow for multimodal input: one branch
for processing image sensor data and a second branch for
processing proprioceptive (sensor vehicle) state data, as well
as action data. In the case of multi-perspective image sensor
data, four branches are used: three for processing image sen-
sor data and the fourth branch processes proprioceptive data.
The result is a powerful framework that extracts information
from multiple data sources in both space and time.
The input to each branch is a sequence of data, including
data for a plurality of time steps. The length of the sequence
is a configurable parameter, but for purposes of this study
we used a relatively short sequence length of five frames.
Thus, each branch of the deep network takes as input a
plurality of images or values of each input state/action datum,
corresponding to data collected at each time step over the
length of the sequence. Proceeding through the deep network,
data collected periodically over the sequence length yields
sufficient input data to generate a prediction output.
All recurrent layers transforming state/action inputs in the
second branch of the deep predictive model are implemented
as Long Short Term Memory (LSTM) nodes [19]. These
nodes utilize purpose-built memory cells to store informa-
tion, permitting processing of the inputs in time, as noted
in [20]. The convolutional recurrent layers transforming
image inputs in the first branch of the DPM are implemented
as convolutional LSTM cells or nodes. Convolutional LSTM
cells process the image inputs spatiotemporally, or compute
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Fig. 2. Architecture of the Deep Predictive Model.
the output of the cell according to the inputs and past states
of its local neighbors [21].
B. Bayesian ConvLSTM
A critical feature of our approach involves estimating the
uncertainty, or conversely the confidence, of the deep pre-
dictive model in the predictions generated. Prior to making
use of the model output, uncertainty metrics may be used to
improve the quality and accuracy of the DPM predictions,
or at least inform the judgment made as to classification
(e.g., collision vs. no-collision). For example, with basic
confidence information accompanying key predictions, the
model output may be filtered before use by advanced driver-
assistance systems (ADAS) or autonomous controllers to
prioritize predictions with confidence exceeding a threshold.
We leverage recent theoretical insights from [22] for
estimating model uncertainty within the DPM. According to
[22], multiple stochastic forward passes using a stochastic
version of Dropout are identical to variational inference in
Gaussian processes. In order to incorporate this insight into
a network capable of spatio-temporal processing, we modify
the convolutional recurrent layers to ‘remove’ (set to zero)
a random selection number of inputs, outputs, and recurrent
connections. The random selection is maintained across all
time steps in the recurrently-processed sequence of input
data, but is varied for each stochastic forward pass. This
has the effect of modifying the weighting tensors (W) in
the convolutional recurrent (ConvLSTM) gate equations by
setting to zero a random number of elements, the random
number being controlled by the Dropout rate rd (e.g., 0.01
for dropping 1 percent of the connections). The modified
weighting tensors are formed by elementwise multiplication
with a matrix in which a dropout-rate fraction of random
elements have been set to zero.
Weighting tensors applied as convolutions (including
Wxi, Whi, Wxf , Whf , Wxc, Whc, Wxo, Who) are gen-
erally of the form Rm x n x p, where m and n are convolution
kernel dimensions and p is the number of convolution filters.
Weighting tensors applied as elementwise multiplicands (in-
cluding Wci, Wcf , Wco) are of the form Rq x r x p, where
q and r are the number of rows and columns, respectively, of
the input images, and p is the number of convolution filters.
The weighting tensors are employed in the expressions
governing the convolutional recurrent layers, which are:
It = σ(WxiXt +WhiHt−1 +Wci Ct−1 + bi),
Ft = σ(WxfXt +WhfHt−1 +Wcf Ct−1 + bf ),
Ct = Ft Ct−1 + It  tanh(WxcXt +WhcHt−1 + bc),
Ot = σ(WxoXt +WhoHt−1 +Wco Ct + bo),
Ht = Ot  tanh(Ct).
In the above equations, σ is the sigmoid function, and
I, F, O, X and H denote the input gate, forget gate,
output gate, cell inputs, and cell outputs, respectively, and C
denotes the hidden states. Gate variables It, Ft, Ot denote
3D tensors with two spatial dimensions (e.g., q and r) and
one convolution filter dimension (e.g., p). Note that  is
the Hadamard product [21] and all other multiplications
involving tensors in the above equations are convolution
operations.
We implemented MC dropout in the recurrent and
convolutional-recurrent layers of the DPM. Performing the
stochastic forward passes multiple times yields a set of
different outputs for the same input data. According to [22],
such stochastic forward passes in a deep network will
approximate Variational inference in a Gaussian process.
Hence, by running a number of forward passes, we can
generate a histogram which approximates the distribution
underlying the predictions of the neural network.
A visualization of such stochastic forward passes can be
seen in Figure 1. The top pictures of Figure 1 show the
current scene, while the bottom graphs show the histogram
of the stochastic forward passes. The figure also shows
Gaussian distributions that have been fit into the histogram.
We can see that the certainty of the network about the risk
of collision increases, as indicated by a higher mean value
and lower variance of the distribution.
C. Training Data Acquisition
Training the above model requires visual and propriocep-
tive data from several time-steps, as well as a label indicating
whether an accident occurred or not. All of this information
is available in modern automobiles. Today, most cars are
equipped with on-board cameras and a variety of sensors.
The binary label indicating the occurrence of an accident is
related to the activation of the airbag – airbags deploy only in
the case of strong physical perturbations, i.e., minor or major
accidents. Since such a dataset is not yet available, we use
simulated vehicle interactions for the generation of training
data. Note that our overall goal is to draw early insights that
can help the community and industry to deploy such systems
in real-world scenarios.
We create training and test data sets by varying simulation
parameters including vehicle relative positioning, speeds,
accelerations, sensor configuration, and driving commands.
The simulation environment features a 3D representation of
an intersection and two interacting cars. At each time step,
the visual representation of the scene is collected from one
or more ‘on-board’ image sensors (e.g., dashcam) attached to
and carried by a particular vehicle, which we designate the
‘sensor vehicle’. In addition, proprioceptive data describing
the state and action of the sensor vehicle, including vehicle
position, speed, acceleration, image sensor position, and
action data are recorded. Only data from the ‘sensor car’
(which will later run the collision risk assessment algorithms)
is recorded. No data from opposing cars is recorded. Any
such data, e.g., speed of the opposing car needs to be
extracted from visual cues by the DPM.
We alternate positioning of the on-board image sensor at
different locations on the body of the sensor car. The deep
network takes as input the location of the on-board image
sensor on the vehicle body along with other proprioceptive
data associated with the sensor car, allowing predictions to
take into account the perspective from which image data has
been gathered.
IV. EXPERIMENTS AND RESULTS
In this section, we will describe the experiments performed
to validate the introduced methodology. We first introduce
the setup used for data collection and later report the results
of training and validation in differing scenarios.
A. Experimental Setup
In this study, we chose to simulate a number of vehicle
interactions and vary simulation parameters in order to build
our training dataset. We used a popular robotics simulation
and experimentation platform [23] to simulate image sensor
data, vehicle state data, and vehicle action commands.
The training dataset was generated using a series of
dynamic street scenes involving two vehicles, one of the
vehicles carrying an attached image sensor, in an otherwise
sparse simulated environment. The two vehicles were pre-
programmed to collide or not collide, depending on the scene
and/or on a delay parameter. Sensor, state, and action data
were collected at 20 Hz. We set up the sensor car so as to
allow for up to three cameras for observing the environment.
This data was post-processed to assemble sequences of data,
consisting of sensor, state, and action data for several time
steps. As noted, we used sequences that were five frames
in length. The sequences were assembled and randomized
before being assigned to one of three categories (e.g., train,
validate, test) for use in training, validating, and testing the
deep predictive model.
In order to provide sufficient data to train the DPM
to distinguish collisions from non-collisions in the simu-
lated environment, we used a selection of four basic traffic
scenarios involving two vehicles approaching an intersec-
tion of orthogonal roadways. Each of the model architec-
tures/configurations were trained and tested using examples
from all four scenarios. In the first scenario, the second
vehicle approached the intersection from the sensor vehicle’s
right side, as shown in Figure 3; in the second scenario,
the second vehicle approached from the left. In the third
scenario, the second vehicle approached the intersection
from the opposite direction as the sensor vehicle, but in
a different lane (head-on miss). In the fourth scenario, the
second vehicle approached from the opposite direction as
the sensor vehicle, but in the same lane (head-on collision).
In each scenario, both vehicles were initially stationary, but
in the first time step the second vehicle was commanded
to immediately accelerate to top speed at maximum torque.
By varying the time delay before the sensor vehicle was
commanded to begin moving, we could control the class
of the training sample (collision or no-collision) for the
first two scenarios. For the third scenario, the class was
always “no-collision” and for the fourth scenario, the class
was always “collision,” but we used a variable delay for
the sensor vehicle accelerator position anyway, to allow
additional variation in the collected data.
In all scenarios, no human involvement was required to
label the outcomes. Using the recorded positions of the
sensor vehicle and second vehicle, along with collision-
detection features of the simulation platform, the label of
each training sample was determined automatically. Further
processing of the recorded scenario data was used to deter-
mine the time of the collision (or time of closest approach,
for no-collision scenarios). Using this time, the collected
data for each training scenario was truncated to include only
those samples within five seconds or less prior to the time
of collision (or closest approach). The resulting data was
divided into overlapping five-frame training examples.
Training and validation of the deep predictive model
proceeded in batches, for a fixed number of training iterations
(unless learning during training indicated further training
would be futile, in which case ‘early-stopping’ was used
to cut off further training). The resulting trained model
was tested using sequence data collected during the same
simulation episodes as the training or validation, but not
used for either purpose. K-fold cross-validation was used
with k=10 [24].
B. Results
The following sections describe the experimental results
for different settings of network architectures and model
parameters.
1) Prediction using Multiple Cameras: Using a DPM with
all three camera images as input and training with data from
multiple samples from each of the dynamic street scenes, the
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Fig. 3. Birds-Eye view of roadway with sensor image and prediction.
deep predictive model learned to recognize and distinguish
impending collisions from no-collisions. Referring to Table
II, the deep predictive model which took as input sensor
images + state data + action data achieved Matthews Corre-
lation Coefficient (MCC) [25] values above 0.6 for testing
data that closely followed the training scenarios. Regarding
generalization testing, the DPM configuration which took
as input sensor images only (‘images-only’ or ‘all-three’),
achieved accuracy values above 0.68 and MCC values above
0.35 for testing data that did not resemble the training
data. Regarding variation of the DPM configuration for
model input/architecture, however, the results for the three
configurations varying model input type are not statistically
distinct, as discussed below.
Figure 3 illustrates the output of the DPM for the first
scenario, in which traffic approaches from the right side,
including results for 1000 stochastic forward passes (SFPs).
The upper part of Figure 3 shows the probability of collision
is approximately equal to the probability of no-collision with
a sizable variance, reflecting the uncertainty of the model
when the vehicles are relatively far apart. In contrast, the
lower part of Figure 3 shows the probability of collision is
relatively smaller and the attendant histogram for 1000 SFPs
exhibits a reduced variance, reflecting that the model is more
certain about its prediction that no collision is likely, e.g.,
since the sensor images indicate the traffic will pass through
the intersection without colliding.
Figure 4 shows the output of the DPM for examples taken
from the third scenario, in which traffic approaches from a
head-on position, but in the opposite lane. For five different
times during the scenario, Figure 4 shows a sensor image
for the first time step in the sequence, the DPM output
for 200 stochastic forward passes (SFPs), and the same
data presented as a frequency histogram. Initially, the DPM
output for 200 SFPs approximates a bimodal distribution,
then reverts to something approaching a normal distribution
as the traffic vehicle passes without colliding. This is an
interesting insight, since it suggests that different types of
uncertainty may be present. The network may be uncertain
about a single possible outcome, i.e., one peak with high
variance, or may be completely conflicting about the future,
i.e., bi-modal distribution with probability mass on both sides
of the spectrum.
2) Varying the Network Architecture: Next, we performed
experiments with different setups for the architecture of the
DPM. To understand the influence of the proprioceptive data,
as well as the action data, we performed an ablation study
in which these input types where disabled. The results for
varying the types of data input to the DPM are shown
in Table I, including a comparison of three configurations:
images-only, images+state, and images+state+action. The
first configuration employed a model architecture having
three input images, one each from the left mirror, dashcam,
and right mirror, and without state or action data inputs to
the model. As a result, the model architecture employed
three branches of the type shown in the upper (convolutional
recurrent) branch of Figure 2, and did not employ the lower
(recurrent) input branch shown. The DPM architecture for
the second and third configurations, however, employed four
branches: the three branches described above for the images-
only configuration, plus the recurrent (LSTM) branch shown
accepting state and action data. For the second configura-
tion (images+state), state information was fed to the DPM.
For the third configuration (images+state+action), state and
action information were fed to the DPM.
As Table I shows, the ‘images+state+action’ configuration
showed the best classification accuracy, correctly predicting
collisions and misses for over eighty percent of the test
examples, resulting in an MCC of over 0.6. However, the
other configurations showed similar prediction accuracy. This
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TABLE I
COMPARISON OF K-FOLD CROSS VALIDATION [24] RESULTS FOR
VARYING MODEL INPUT/ARCHITECTURE (MEAN +/- STD. DEV.)
Model Input/Arch. accuracy MCC [25]
Images-only 0.8195 (+/- 0.045) 0.6421 (+/- 0.089)
Images+State 0.7701 (+/- 0.045) 0.5581 (+/- 0.084)
Images+State+Action 0.8219 (+/- 0.079) 0.6484 (+/- 0.152)
surprising result indicates that augmenting the DPM architec-
ture to accept additional input data indicating vehicle speed,
location, etc. did not immediately translate into significantly
improved prediction accuracy. This indicates that naive aug-
mentation strategies for state-action conditioning, may
need to be revisited and improved.
To verify that these results represented distinct groupings,
Analysis of variance (ANOVA) tests was performed on all
groups of data. The one-way F-test on the accuracy results
for these three groups showed an F-value of 2.238 and a
p-value of 0.126. For the MCC results, the one-way F-test
showed an F-value of 1.799 and a p-value of 0.185. These
results, in particular the p-value above 0.05, indicate the three
groups are not statistically distinct.
In an attempt to better understand the data, the accuracy
and MCC results for each k-fold in K-fold cross validation
were analyzed. See, e.g., Table II. The logical conclusion
is that the results reported in Table I are unreliable for the
purpose of drawing conclusions based on the differences in
results between groups.
3) Varying Camera Perspective: The results for varying
camera position are shown in Table III, including a com-
parison of four configurations: Left mirror, Dashcam, Right
mirror, and all three of the above. The first three configura-
tions employed the same model architecture having a single
image input, and without state or action data inputs to the
TABLE II
K-FOLD CROSS VALIDATION RESULTS FOR THE DPM WITH IMAGES +
STATES + ACTION INPUTS ON DATASET SIMILAR TO TRAINING DATASET
(TRAIN ON 4500 SAMPLES, TEST ON 384 OF 500 SAMPLES IN K-FOLD)
Config accuracy MCC
k=1 (i+s+a) 0.8099 0.6218
k=2 (i+s+a) 0.8646 0.7326
k=3 (i+s+a) 0.8125 0.6275
k=4 (i+s+a) 0.8854 0.7704
k=5 (i+s+a) 0.9427 0.8817
k=6 (i+s+a) 0.7031 0.4435
k=7 (i+s+a) 0.7891 0.5787
k=8 (i+s+a) 0.8307 0.6672
k=9 (i+s+a) 0.6797 0.3597
k=10 (i+s+a) 0.9010 0.8012
Mean (i+s+a) 0.8219 0.6484
Std. Dev. (i+s+a) 0.0790 0.1521
model. As a result, the model architecture employed a single
branch (i.e., the top branch shown in Figure 2. The DPM
for the Left mirror configuration was fed image sequences
sourced from an image sensor located at the left-hand rear-
view mirror on the simulated vehicle, angled 45 degrees to
the left of the vehicle direction. Likewise, the DPM for the
Right mirror configuration was fed images sequences sourced
from an image sensor located at the right-hand rear-view
mirror on the simulated vehicle, angled 45 degrees to the
right of the vehicle direction. The Dashcam configuration
was fed images from an image sensor located where a
dashcam is most commonly located on the vehicle, near the
center of the windshield. Finally, the fourth configuration in
this comparison was fed image data from all three of the
aforementioned image sensor locations, requiring a change
to the model architecture to process three images every
frame, rather than one. As a result, the DPM architecture
employed three branches, each using convolutional-recurrent
nodes as shown in the top branch in Figure 2. Thus, this
‘all three’ configuration was identical to the ‘images-only’
configuration from the model input study.
As Table III shows, the ‘all three’ configuration showed
the best classification accuracy, correctly predicting colli-
sions and misses for over eighty percent of the test examples,
resulting in a Matthews Correlation Coefficient (MCC) of
over 0.6. The other configurations showed lower prediction
accuracy. One surprising result was that the Right mirror
configuration showed a lower level of accuracy than the
Left mirror configuration. This result may be explained by
considering that, of the four training scenarios, two favored
visibility on the left side of the vehicle. The second (traffic
from left) and third (head-on miss) scenarios each involved
the second car approaching the sensor car from its left side,
while only the first scenario (traffic from right) favored the
Right mirror configuration. On the other hand, the Dashcam
configuration also showed a lower level of accuracy despite
two of the four configurations involving the second car
approaching the sensor from the front.
To verify that the results in Table III resulted from statisti-
cally distinct groupings, Analysis of variance (ANOVA) tests
were performed on the four groups of data. The one-way F-
test on the accuracy results for these four groups showed
an F-value of 8.039 and a p-value of 0.0003. For the MCC
results, the one-way F-test showed an F-value of 8.262 and a
p-value of 0.0003. These results are all within conventional
norms indicating the four groups were statistically distinct.
V. DISCUSSION
The above experiments revealed interesting results regard-
ing the application of Deep Predictive Models for collision
risk assessment. A first important insight is that “more is
better” in this domain: using multiple cameras as input to
the DPM produced the best prediction rates without requiring
any changes to the underlying machine learning framework.
In contrast, the second study revealed that using propriocep-
tive data and action commands may not immediately lead to
any improvement in prediction accuracy. This is a surprising
result and may indicate that more sophisticated methods for
incorporating state-action conditioning are needed. Another
critical insight from the above experiments is that uncer-
tainty information generated by the Bayesian ConvLSTM
provides information about three classes of predictions: (a)
high certainty predictions with low variance in the network
output, (b) low certainty predictions with high variance in the
network output, and interestingly also (c) conflicting predic-
tions with bimodal output of the network. Understanding the
difference between these three situations may yield important
conclusions about when and how to use DPMs. In traditional
Deep Learning methods, e.g., methods that generate only a
point estimate, there is no possibility to distinguish between
these situations.
VI. CONCLUSIONS
In this paper, we presented a novel methodology for
assessing collision risk using Deep Predictive Models. In
particular, we introduced a specific method called Bayesian
TABLE III
COMPARISON OF K-FOLD CROSS VALIDATION RESULTS FOR VARYING
CAMERA POSITION (MEAN +/- STD. DEV.)
Camera Position accuracy MCC
L mirror 0.7471 (+/- 0.075) 0.5035 (+/- 0.140)
Dashcam 0.7089 (+/- 0.068) 0.4311 (+/- 0.129)
R mirror 0.6870 (+/- 0.053) 0.3875 (+/- 0.101)
All 3 0.8195 (+/- 0.045) 0.6421 (+/- 0.089)
ConvLSTMs for spatio-temporal processing of visual data,
proprioceptive data and steering commands to identify po-
tential impending collisions. In contrast to other approaches
to Deep Learning in robotics, our approach allows for prob-
abilistic beliefs over the output of the neural network. This
information can, in turn, be used to assess the uncertainty
inherent in the prediction.
A number of simulation experiments revealed important
insights regarding the use of DPMs for collision risk assess-
ment. In particular, our experiments indicate that processing
multiple camera images simultaneously within the same net-
work architecture is feasible and beneficial for this domain.
While the prediction results are encouraging (> 80%), there
is still room for improvement in this regard. For future work,
we hope to investigate how to better leverage the available
proprioceptive data.
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