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A b s t r a c t  
In this paper, an improved algorithm is proposed to separate 
blended seismic data. We formulate the deblending problem as a regu-
larization problem in both common receiver domain and frequency do-
main. It is suitable for dierent kinds of coding methods such as random 
time delay discussed in this paper. Two basic approximation frames, 
which are iterative shrinkage-thresholding algorithm (ISTA) and fast it-
erative shrinkage-thresholding algorithm (FISTA), are compared. We 
also derive the Lipschitz constant used in approximation frames. In order 
to achieve a faster convergence and higher accuracy, we propose to use 
firm-thresholding function as the thresholding function in ISTA and 
FISTA. Two synthetic blended examples demonstrate that the perform-
ances of four kinds of algorithms (ISTA with soft- and firm-thresholding, 
FISTA with soft- and firm-thresholding) are all eective, and further-
more FISTA with a firm-thresholding operator exhibits the most robust 
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behavior. Finally, we show one numerically blended field data example 
processed by FISTA with firm-thresholding function. 
Key words: deblending, regularization, simultaneous-source, firm-
thresholding. 
1. INTRODUCTION 
The simultaneous-source technique is an effcient seismic acquisition tech-
nology; however, blended seismic data acquired by this technology should 
be separated before they are processed using the processing methods devel-
oped for conventional unblended data. Because of both its economic benefits 
and technical challenges, this technique has attracted the attention of re-
searchers in both industry and academia (Mahdad et al. 2011, Abma et al. 
2010, Huo et al. 2009, Chen et al. 2014a). 
Dierent filtering and inversion methods have been applied previously to 
deblend seismic data. Deblending processing can be considered as a 
denoising problem because the blending noise appears as random noise 
when the blended data are sorted into a dierent domain, e.g., common re-
ceiver, common oset or common midpoint domain. According to this prop-
erty, Beasley (2008) used a geometry-related filter to separate marine 
blended data in the common midpoint domain. Huo et al. (2009) introduced 
a multi-directional vector median filter after resorting the data into common 
midpoint gathers. Chen et al. (2014b) proposed a deblending method by us-
ing normal moveout and median filtering in common-midpoint gathers. 
However, the denoising methods do not work well when the blended data are 
complex. Deblending problem can also be formulated as an inversion prob-
lem which aims at estimating the desired unknown unblended data. Because 
of the ill-posedness of such estimation problems, sophisticated regularization 
plays an important role in the deblending procedure (Doulgeris et al. 2012). 
Akerberg et al. (2008) used a sparse constraint to regularize the ill-posed 
problem in radon domain. Lin and Herrmann (2009) transformed the data in-
to curvelet domain, where the data also present the sparsity, to regularize the 
inversion. Mahdad et al. (2011, 2012), Doulgeris et al. (2012), and Chen and 
Ma (2014) introduced an iterative f-k filtering method that combines the 
properties of filtering and inversion methods in dierent domains, but only 
when the number of simultaneous-source blended shots is greater than or 
equal to 3, these methods are effective. Chen et al. (2014a) proposed a novel 
iterative estimation scheme using shaping regularization in the seislet do-
main, but the blending matrix in this method is only a concept matrix, which 
limits the application of different iterative estimation schemes. In addition, 
none of the existing methods is suitable for different coding method, such as 
phase coding or sweep length. 
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In this paper, an improved algorithm is introduced to separate the blend-
ed seismic data. First of all, we define the deblending problem as a regulari-
zation problem in both common receiver domain and frequency domain. 
Then, we compare two basic approximation frames: ISTA and FISTA, and 
derive the Lipschitz constant. It has been proved that FISTA has a faster 
convergence speed than ISTA. After that, we propose to use firm-threshold-
ing function as the thresholding function in ISTA and FISTA in order to 
achieve a higher accuracy. We apply those algorithms to remove blending 
noise, and meanwhile to preserve useful components of seismic data. 
This paper is organized as follows. In Section 2, we present the defini-
tion of the deblending problem. In Section 3, we first introduce two basic 
approximation frames (ISTA and FISTA) and compare their convergence 
rate. Then, we discuss the reduction of Lipschitz constant used in the ap-
proximation frames. Next, we compare the traditional soft-thresholding 
function and hard-thresholding function with a better choice firm-threshold-
ing. In Section 4, we test the proposed algorithms on two examples of nu-
merically blended synthetic data and one example of numerically blended 
field data. The algorithms, which are ISTA with soft-thresholding, ISTA 
with firm-thresholding, FISTA with soft-thresholding, and FISTA with firm-
thresholding, are compared before some conclusions are given. 
2. THE  DEFINITION  OF  DEBLENDING  PROBLEM 
This deblending model can be applied to any number of sources, while in 
this paper we only discuss the case of two independent sources. Supposing 
there are two independent sources corresponding to two shooting vessels in 
the Ocean Bottom Cable (OBC) acquisition. Here, one source means a col-
lection of shots from one shooting vessel. The two sources are fired with 
small random time delay. The acquisition geometry is shown in Fig. 1. 
The forward problem can be formulated as 
 1 2 , d d Td  (1) 
where d denotes the blended data, d1 and d2 are unblended seismic datasets 
excited, respectively, by the two sources, and T stands for the blending op-
erator in the time domain. 
Chen et al. (2014a) proposed to augment Eq. 1 with another equation 
through the inverse blending operator T–1 
 1 1 1 2 ,
	 	 T d T d d   (2) 
then the blending problem can be formulated in the common receiver gather 
and time domain as 
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Fig. 1. The illustration of the simultaneous-source technique corresponding to two 
shooting vessels on the ocean surface in the OBC acquisition. ( and  denote, re-
spectively, receivers and a common receiver used to generate the blended data 
shown on the right side, and  represents shot positions. x1 and x2 stands for the 
first shot position in source lines 1 and 2, respectively, x is the shot point interval, 
tk denotes the shooting time of the k-th shot on source line 1, tk  represents time de-
lay of the k-th shot on source line 2. Two profiles demonstrate the blending seismic 
datasets in the common receiver domain corresponding to source lines 1 and 2, re-
spectively. 
 , Fm d  (3) 
where  11 1
2
= ,    = ,    ,	 	
    








dT d T I
 I is a unit matrix. 
In addition, instead of solving the original forward problem, Chen et al. 
(2014a) turn to solve the augmented Eq. 3, because two datasets can be ob-
tained simultaneously, although this augmented equation is mathematically 
as ill-posed as the original forward problem. Deblending problem is not like 
noise attenuation, where the noise part is treated as useless and should be 
removed. The augmented equation also allows some basic frameworks, 
which will be discussed in Section 3.1. 
Besides, the operator T in Eq. 3 has the following form 
 1= ,	T PF F  (4) 
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where F  and 1	F  are forward and inverse Fourier transforms, respectively, 


















where diagonal matrix  Pn (n = 1, 2, …, N)  denotes the individual phase shift 
operator for the n-th trace having the following form 
  2 2 2diag ,n n nif t if t if tn M Me e e
	  	  	 
"
 P  (6) 
where tn means the random time delay of the n-th trace, and M denotes the 
number of temporal samples. 
According to the representation of T, we can see that it is a conceptual 
blending operator, and it cannot be formulated by a specific matrix. In order 
to overcome this disadvantage, we transform the forward problem (Eq. 1) in-
to the frequency domain 
 1 2 , D D DA  (7) 
where D denotes the blended data in the frequency domain, D1 and D2 repre-
sent the frequency domain data of d1 and d2, and  is the blending operator 
in the frequency domain. 
Here,  is not just a simple Fourier Transform of the blending operator T 
in Eq. 4. For a given frequency, it is a specific matrix. Considering one re-
ceiver gather and random time delay coding,  at frequency f  can be formu-
lated by 
  1 2 22 2= diag ,Nif tif t if t
N N
e e e	 	  	 
"
  (8) 
where  tn (n = 1, 2, …, N)  denotes the random time delay of the n-th shot, 
and N stands for the number of shots. 
Then, by the same token as Chen et al. (2014a), we augment Eq. 7 into 
the following form 
 , Fm D  (9) 
where  11 1
2
= ,    = ,    .	 	
    





 DD I D F m
D D  I
 
There are two main reasons for us to deblend the data in the frequency 
domain. The first reason is that unlike blending operator described in Eqs. 4-
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6, the new blending operator in the frequency domain in Eq. 8 can be formu-
lated by a specific matrix for one frequency. This property turns the deblend-
ing problem to a traditional regularization problem for each frequency and 
allows more approximation frames to be discussed in Section 3. The second 
reason is that the new blending operator allows more kinds of coding meth-
ods, such as phase coding and sweep length coding in the vibroseis acquisi-
tion (Qu et al. 2014). As a tutorial,  is 
  1 2diag ,Nii i
N N
e e e << <
"
   (10) 
for phase coding, n (n = 1, 2, …, N)  represents the phase code of the n-th 
shot, and  is written as 








1 1 1diag ,
N
N









     	 	 			 	     







   
 
 
  (11) 
for sweep length coding, where k represents the sweep rate and qn (n =  
1, 2, …, N)  represents that the sweep rate of the encoded signal of the n-th  
shot is qn times as that of the original signal. 
It is known that seismic data often has sparse representation in some 
transformation domains, e.g., curvelet domain (Candes and Demanet 2005). 
One way to overcome the ill-posedness of Eq. 9 is to minimize an objective 
function J(m): 
 
     
 



















where C–1 is sparsity-promoting transform that maps the signal to the trans-
formation domain, such as curvelet domain, f(m) is a data-fitting term and 
g(m) is a regularization term used to penalize the complex model, and  is 
the penalty term. 
3. DEBLENDING  BY  USING  IMPROVED  ALGORITHM 
3.1 The basic approximation frames and their convergence rates 
Several famous iterative approximation frames for solving regularization 
problem have been fully developed and applied to image denoising and res-
toration problems. The optimization problem like Eq. 9 belongs to regulari-
zation problem. For the purpose of comparison, we focus on the following 
two approximation frames. 
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3.1.1  Iterative shrinkage-thresholding algorithm (ISTA) 
The most popular method to solve a regularization problem is ISTA because 
of its convenient implementation. ISTA was proposed by Daubechies et al. 
(2004), Figueiredo and Nowak (2003), and Chambolle (2004) to solve least-
square minimization problem with a constraint to the model. We modify the 
basic form of ISTA to correspond to the deblending problem as 
 










 	 	 
( 
 
m C C m F Fm D
m
 (13) 
where mk represents the solution at the k-th iteration,  L((f (m))  is the 
Lipschitz constant of (f (m) depending on the maximum eigenvalue of FTF. 
This constant is not as easy to calculate as the traditional inverse problem, 
because F depends on the frequency as we discussed in Section 2. We will 
discuss it in Section 3.2. T,p is a thresholding operator corresponding to spe-
cific norm regularization to be shown in Section 3.3. 
The convergence rate of ISTA has been well investigated for the regular-
ization problem. It is O(1/k), which is also called a “sublinear global rate of 
convergence”. That means each value of the sequence C D( )kJ m  converges to 
the optimal function value J(m*), and it is proved to behave like 












m m  (14) 
thus 
      * 1 ,kJ J O k	 Bm m  (15) 
where m* is the optimal solution, and m0 is an initial model. 
3.1.2  Fast iterative shrinkage-thresholding algorithm (FISTA) 
FISTA proposed by Beck and Teboulle (2009) is a variation of ISTA. We 
modify the basic form of FISTA to be suitable for the deblending problem as 
  1 1
1
1







m W m m m  (16) 
where    21 1+ 1 4 2k kt t   ,  t0 = 1, and the operator W  is given by 







	   	 	 
( 
 
W m C C m F Fm D
m
 (17) 
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FISTA seems to have the same complexity as the ISTA, but it has been 
proved to have a faster convergence rate. The sequence {mk} generated by 
FISTA achieves 
















m m  (18) 
and thus 
      2* 1 .kJ J O k	 Bm m  (19) 
3.2 The reduction of Lipschitz constant 
It is noted from Eq. 8 that  is a function of frequency, and that it is also dif-
ferent from different coding methods as shown in Eqs. 10 and 11. In this 
part, we prove that  L((f (x))  can be formulated by a constant. 
It can be derived from Eq. 8 that  –1 = T, where T means the conju-
gate transpose of , then 






A A A     








According to the linear algebra knowledge, the eigenvalues  of FTF sat-
isfy 
 0 ,T )	 F F I  (21) 
















According to the block matrix property, Eq. 22 can be modified to 
  = 4 =0 .T ) ) )	 	F F I  (23) 
Then we obtain that the maximum eigenvalue of FTF  is 4, and as a re-
sult,  L((f (m)) = 2max (FTF) = 8  for each frequency. 
The whole reduction of Lipschitz constant is also suitable for higher 
number of blended sources. Now we will try to derive the Lipschitz constant 
when the number of blended sources is K. The blending equation in the fre-
quency domain is as follows 
 , Fm D  (24) 
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where    
2 1
1 1 1
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Dk (k = 2, …, K)  is the k-th source, k (k = 2, …, K)  is the frequency blending 
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According to the linear algebra knowledge, by using some elementary 
































Now we obtain that the maximum eigenvalue of FTF is 2K. As a result, 
L((f (m)) = 2max (FTF) = 4K  for each frequency. It can be seen that when 
K = 2, L((f (m)) = 8. This result matches the previous conclusion. 
Here is an important part we need to discuss. In terms of complex real 
simultaneous-source seismic data, L((f (m))  should be set slightly larger 
than 4K, because some parts of the complex blended proles are actually 
blended by larger than 4K sources. 
3.3 Thresholding functions 
As we discussed in Section 2, in order to overcome the ill-posedness of 
Eq. 9, we need to recover the single seismic data m from the blended data 
D , when m is of the sparsest structure in a sparse domain; that means, m has 
the fewest nonzero components in the sparse domain. Accordingly, the spar-
est possible representation of the deblending problem can be modeled as the 
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,J ) 	 	 m D Fm C m  (28) 
where 1
0
	C m  denotes L0 norm regularization. 
Thresholding function is related to one specific norm regularization. 
When we use the objective function with L0 norm regularization as shown in 
Eq. 28 (p = 0), T,p in Eqs. 13 and 17 is a hard-thresholding operator with a 
thresholding value  and takes the form of 
 
   
 ,0
,           for   ,

















k k kv L f
	  	 	 
( 
 
m C m F Fm D
m
. 
Unfortunately, Bruce and Gao (1996) have shown that due to the discon-
tinuity, the hard-thresholding (T,0) tends to have bigger variance, which 
would lead to unstable and non-convergent results. Moreover, Candes and 
Tao (2005) and Donoho (2006) have shown that solving Eq. 28 would ap-
pear to require combinatorial optimization, and be utterly intractable to 
solve. In other words, L0 norm is the most accurate norm, because it con-
forms to the physical meaning. However, it is sometimes unstable and hard 
to solve. Therefore, they pointed that L1 norm is in some sense the convex 
relaxation of the L0 norm and it is more tractable than L0 norm, L1 norm can 
recover sparse unknown signals in a variety of different situations because of 




.J ) 	 	 m D Fm C m  (30) 
When we use the objective function with L1 norm regularization (p = 1), 
T,p is a soft-thresholding operator as the form of 
 
      
 ,1
sgn ,    for   ,













where sgn(.) represents sign function. 
However, Bruce and Gao (1996) have also shown that because of shrink-
ing all big coefficients towards zero, soft-thresholding (T,1) tends to have 
bigger bias and leads to less accurate results, although it is very stable. To 
overcome these disadvantages, recent research shows that Lp norm regulari-
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zation generates more sparse solutions than L1 norm regularization and more 
stable than L0 norm regularization. It is possible to use the nonconvex Lp 
norm in Eq. 12, where  0 < p < 1 (Chartrand 2007). The objective function 






J ) 	 	 m D Fm C m  (32) 
Fig. 2. Comparison of different thresholding functions: (a) hard-thresholding func-
tion ( = 1/4), (b) soft-thresholding function (  ), and (c) firm-thresholding 
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In this case, we choose firm-thresholding introduced by Gao and Bruce 
(1997) as thresholding function. It is an intermediate between the soft and 
hard-thresholding, and can be formulated as 
 
   
      
 
,2 ,
,                                             for   4 ,
4 sgn ,      for   4 ,
4 1
0,                                                        for   .
k k
p k k k
k
v v
















To demonstrate that firm-thresholding is an intermediate between soft- 
and hard-thresholding, we discuss the following cases. 
For   = 1/4, firm-thresholding function becomes hard-thresholding func-
tion 29. Furthermore, letting   , firm-thresholding function turns to soft-
thresholding function 31. As a result, hard- and soft-thresholding are two ex-
treme cases of firm-thresholding, which can be interpreted as an intermediate 
between soft and hard-thresholding. Figure 2 displays the shapes of hard-, 
soft-, and firm-thresholding functions. 
4. DEBLENDING  EXAMPLES 
In order to confirm the effectiveness of the proposed method, three deblend-
ing examples are demonstrated in this section. We demonstrate two synthetic 
blended examples and a numerically blended example. Because of the insta-
bility of hard-thresholding, only the tests of ISTA and FISTA with soft- and 
firm-thresholding are shown and compared. All the data are deblended in the 
common receiver domain, and the curvelet transform is utilized as the sparse 
transform. 
In addition, exponential-decreasing criterion is applied to control the 
thresholding value , which is easy to implement and can somewhat acceler-
ate the convergence rate. And just as a slight clarification, if we use adequate 
number of iterations, the two approximation frames (ISTA and FISTA) 
would converge to the same optimal solution at different rates. Obviously, 
large number of iterations is not practical. With relative small number of  
iterations, FISTA converges to a better solution than ISTA. 














to evaluate the convergence performance and accuracy of the methods, 
where SNRi,n denotes signal-to-noise ratio (SNR) of the i-th source at the n-th 
iteration, di,n represents the estimated model of the i-th source at the n-th  
iteration, and di stands for the true model for the i-th source. 
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4.1 Deblending simple synthetic blended data 
This example contains three hyperbolic events without dip conflicts. The un-











   ( 
C F D
m
, 7min = 10–3, 9 = 1/2, and 
the number of iterations is 40. We also add some random noise to the blend-
ed sections. 
In Figure 4 panels (a) and (b) show the deblended results by using ISTA 
with soft- and firm-thresholding, and panels (c) and (d) show those by using 
FISTA with soft- and firm-thresholding. All these deblending results are 
nearly perfect.  
The differences between the deblended and blended data are called 
blending noise shown in Fig. 5, where the spots are the reflections from oth-
er shots. It can be seen that most of the blending noise is removed by all the 
methods. The differences between the deblended and unblended data denot-
ing the estimation error are illustrated in Fig. 6. It is seen from Fig. 6 that 
ISTA with soft-thresholding function has some obvious residuals, even 
though the residuals are very small. However, the estimation error sections 
of other three algorithms are almost zero.  
(a)                                                                 (b) 
 
Fig. 3. Two numerical synthetic CRG datasets of the first example, unblended data 
(a), and blended data (b). 
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(a)                                                                 (b) 
 
 (c)                                                                 (d) 
 
Fig. 4. Deblended result using ISTA with soft-thresholding (a), ISTA with firm-
thresholding (b), FISTA with soft-thresholding (c), and FISTA with firm-
thresholding (d). 
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(a)                                                                  (b) 
 
(c)                                                                  (d) 
 
Fig. 5. Blending noise using ISTA with soft-thresholding (a), ISTA with firm-
thresholding (b), FISTA with soft-thresholding (c), and FISTA with firm-
thresholding (d).  
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(a)                                                                   (b) 
 
(c)                                                                  (d) 
 
Fig. 6. Deblending estimation error using ISTA with soft-thresholding (a), ISTA 
with firm-thresholding (b), FISTA with soft-thresholding (c), and FISTA with firm-
thresholding (d). 
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Fig. 7. Curves of SNR with iteration number corresponding to ISTA with soft-
thresholding (), ISTA with firm-thresholding (), FISTA with soft-thresholding 
(+), and FISTA with firm-thresholding ("). 
The differences between the deblended and blended data are called 
blending noise shown in Fig. 5, where the spots are the reflections from oth-
er shots. It can be seen that most of the blending noise is removed by all the 
methods. The differences between the deblended and unblended data 
denoting the estimation error are illustrated in Fig. 6. It is seen from Fig. 6 
that ISTA with soft-thresholding function has some obvious residuals, even 
though the residuals are very small. However, the estimation error sections 
of other three algorithms are almost zero.  
The curves of convergence rate are shown in Fig. 7, in which FISTA be-
haves better than ISTA. Figure 7 also depicts that firm-thresholding is a su-
perior choice of thresholding function than soft-thresholding. 
4.2 Deblending complex synthetic blended data 
The synthetic blended data whose geological model is shown in Fig. 8 con-
tain much more events with many dip conflicts. These blended data are nu-
merically calculated by using the staggered-grid finite-difference method. 











   ( 
C F D
m
, 7min = 10–1, 9 = 1/2, and 
the number of iterations is 40. We add some random noise to the blended 
sections. 
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Fig. 8. Geological model used to calculate synthetic CRGs of the second example. 
(  stands for receiver position, the solid and dash line on the surface denote source 
lines 1 and 2, respectively. 
(a)                                                                 (b) 
 
Fig. 9. Two synthetic CRG datasets of the second example: unblended data (a), and 
blended data (b). 
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(a)                                                                (b) 
 
(c)                                                                (d) 
 
Fig. 10. Deblended result using ISTA with soft-thresholding (a), ISTA with firm-
thresholding (b), FISTA with soft-thresholding (c), and FISTA with firm-
thresholding (d). 
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(a)                                                                   (b) 
 
(c)                                                                 (d) 
 
Fig. 11. Blending noise using ISTA with soft-thresholding (a), ISTA with firm-
thresholding (b), FISTA with soft-thresholding (c), and FISTA with firm-
thresholding (d). 
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(a)                                                                   (b) 
 
(c)                                                                 (d) 
 
Fig. 12. Deblending estimation error using ISTA with soft-thresholding (a), ISTA 
with firm-thresholding (b), FISTA with soft-thresholding (c), and FISTA with firm-
thresholding (d). 
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Fig. 13. Curves of SNR with iteration number corresponding to ISTA with soft-
thresholding (), ISTA with firm-thresholding (), FISTA with soft-thresholding 
(+), and FISTA with firm-thresholding ("). 
Figure 10 shows the deblending results, in which the useful reflections 
are very clear and all the results are acceptable. The blending noise sections 
in Fig. 11 show that most of the blending noise is attenuated by those meth-
ods. However, we can obviously find out the different effectiveness among 
those algorithms from the estimation error sections as shown in Fig. 12. The 
estimation error sections corresponding to ISTA and FISTA with soft-
thresholding function are obviously worse than the sections corresponding to 
ISTA and FISTA with firm-thresholding. In addition, it can also be seen that 
when using the same thresholding functions, the results corresponding to 
ISTA have much more residuals than the results corresponding to FISTA.  
Figure 13 shows the curves of SNR. It can be observed that FISTA with 
firm-thresholding is obviously better than the other methods, and it has the 
same behavior as the first example. 
4.3 Deblending numerically blended field data 
Common receiver gathers collected by OBC are used to generate two nu-
merically blended field data. These blended data are separated to further test 
the effectiveness of our proposed method. From the previous tests, it can be 
seen that the effectiveness of FISTA with firm-thresholding is the best. As a 
result, we only separate the blended data by using FISTA with firm-
thresholding. 
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(a)                                                                (b) 












Fig. 14. Deblending example of field data of source line 1: blended gather (a), 
deblended result (b), and blending noise (c). 
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(a)                                                                (b) 











Fig. 15. Deblending example of field data of source line 2: blended gather (a), 
deblended result (b), and blending noise (c). 
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(a)                                                                (b) 




















Fig. 16. Deblending example of field data of one common shot gather: blended gath-
er (a), deblended result of shot 1 (b), and deblended result of shot 2 (c). 
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Fig. 17. Deblending example of field data of stack section: blended stack section (a), 
deblended stack section of source line 1 (b), and deblended stack section of source 
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Two typical blended field datasets are shown in Figs. 14a and 15a, which 
are seriously contaminated by blending noise. After 30 iterations of FISTA 
with firm-thresholding, deblending results are shown in Figs. 14b and 15b, 
in which the reflections become much clear. The noise sections are shown in 
Figs. 14c and 15c, in which most of the blending noise is attenuated, alt-
hough we can also see that some useful signals near the receiver point are 
damaged. The SNR increases from 2.2 to 11.6 dB for the first source, and 
from –2.2 to 9.2 dB for the second source. Although the deblending results 
are not so perfect, they are acceptable. 
After processing all the common receiver gathers, we sort the data into 
common shot gather. One common shot gather is shown in Fig. 16. Panel (a) 
illustrates the blended profile, and panels (b) and (c) show deblended com-
mon shot gathers of the first and second shot, respectively. The results are 
likewise acceptable. Figure 17 displays the final stack sections of blended 
data, and separated data. We can see that the blending noise has been greatly 
decreased. 
5. CONCLUSIONS 
We have proposed an improved algorithm for deblending simultaneous-
source data using FISTA with firm-thresholding. We have compared it with 
other alternative algorithms. All the algorithms, i.e., ISTA with soft-
thresholding, ISTA with firm-thresholding, FISTA with soft-thresholding 
and FISTA with firm-thresholding, have an acceptable effect to attenuate the 
blending noise; however, it can be concluded that in terms of approximation 
frame, FISTA has a faster convergence rate and higher accuracy than ISTA, 
and in terms of thresholding function, firm-thresholding function has a better 
convergence behavior and obtains a more accurate result.  
When the blended seismic data become more complicated, it is more ob-
vious that FISTA with firm-thresholding is the best choice to deblend the 
blended data. Moreover, our experiments indicate that it is possible to obtain 
accurate results within a small number of iterations using the proposed 
FISTA with firm-thresholding. 
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