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Abstract:
The Norwegian export price for an aggregated commodity is modelled assuming price-setting
behaviour. The focus is on the choice between backward- and forward looking models. The dynamics
is modelled according to three different approaches; a backward looking error correction model and
two forward looking models where rational expectations are assumed. The first forward looking model
is derived from a multiperiod quadratic loss function imposing backward-forward restrictions on the
parameters. The results from this specification are not encouraging. We then allow data to choose the
lead structure, resulting in a less restrictive forward looking model. The backward- and forward looking
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"The on4/ real test, however, is whether theories involving
rationality explain observed phenomena any better than alternative
theories (p. 330)." Muth, J. F. (1961): Rational Expectations and the
Theory of Price Movements, Econometrka 29, 313-335.
1. Introduction'
In this paper we present empirical results from three different approaches for modelling Norwegian
export prices. The focus is on the choice between backward- and forward looking models. A long-run
equilibrium path for export prices is derived assuming Norwegian producers to be price setters. The
dynamics are modelled following three different strategies, one which include only current and lagged
values of the variables and two which includes leaded variables. The first of them represent the
backward looking alternative in the present context while the two others are forward looking models.
Theoretical and empirical studies of export markets have traditionally focused on the choice between
"price taker" behaviour and "price setter" behaviour. The prices on a single country's export products
will equal the prices set on the world market if we assume perfect competition and homogeneous
products in atomistic markets. The firms act as price takers and export volumes will consequently be
modelled by supply equations. Against this stands the framework of imperfect competition with
differentiated products. Producers will, according to this approach, face a downward sloping demand
curve on export markets and they may act as price setters. Consumers are able to distinguish between
products delivered by say Norwegian producers and those delivered by others. Several arguments can
justify the assumption of differentiated products in trade between countries. There may be country
specific differences in quality and/or degree of processing. In empirical economics, we are mainly
working with aggregates of products. The composition of these aggregates may differ across countries
in such a way that these aggregated commodities can be treated as differentiated products. One may
argue for price setting behaviour even when homogenous products are traded on international
markets, if the domestic producers have a certain market power through their share of the world
market for the actual product. This may be the case even for Norwegian producers of semi-
manufactured goods.
The backward looking error correction model (ECM), models the dynamics around the long-run
equilibrium path in terms of lagged values of the endogenous variable and current and lagged values
of explanatory variables. Neither do we make any specific assumptions concerning expectations. No a
priori cross restrictions on the lag structure are imposed but the one that fits the data best is chosen.
Our forward looking models have the structure of the long-run equilibrium path in common with the
backward looking ECM. Their dynamic part is however represented by expected changes in future
costs and competing prices unlike the backward looking ECM in which expectations are not explicitly
modeled. The first forward looking model is derived from the minimization of a multiperiod quadratic
loss function and the assumption of rational expectations. The movements around the optimal path
depend on the loss of being away from it and the loss associated with changing the price. The solution
of the minimization problem imposes a set of cross restrictions on both long and short-mn parameters
known as the backward-forward restrictions. The model is first estimated without imposing the cross
restrictions and the restrictions are successively tested on these freely estimated parameters. The
model is then estimated subject to the restrictions. The results are not encouraging. The next step is
then to allow for a less restrictive structure on an empirical rational expectations model, in that the
data are allowed to choose the lead structure. This is our third model.
A shortened version of this paper was presented at the Nordic workshop «Topics in Empirical
Macroeconomics», Ebeltoft 1995, and is to be presented at the Econometric Society 7th World Congress, Tokyo
1995.
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Cuthbertson (1986, 1990) finds support for the forward looking model, estimated subject to the
backward-forward restrictions, in modelling U.K. export prices. The forward looking models perform
well compared with their backward looking error correction counterparts. He finds that both ways of
modelling the dynamics result in stable parameters. But he also concludes that no major regime
changes have taken place over the sample period, according to the parameter stability observed in the
estimated processes behind the explanatory variables. Price (1992) finds that "data for UK
manufacturing output prices are consistent with the view that prices are set by rational, forward
looking agents". He tests the forward looking model against a backward looking error correction
model. Price (1992) argues that the backward looking ECM is a reduced form of the structural
forward looking model and the VAR process generating the expectational process. The approach of
multiperiod quadratic loss functions and rational expectations have been widely applied in various
applied economic models as demand for money (Cuthbertson (1988), Muscatelli (1989), Cuthbertson
and Taylor (1992)), demand for labour (Sargent (1978), Nickell (1984), Burgess (1992), Price (1994))
and firms' inventory behaviour (Callen et. al (1990)).
The paper is organized as follows. Our price setting model is presented in section 2, while the
dynamic models are derived in section 3. We take a closer look at the data in section 4. This section
also includes results from the estimation of a cointegrating vector among the three variables; the
export price, unit costs and the competing price. In section 5-7 we present the results from estimating
the dynamic models, while conclusions are drawn in the final section. We are left with two competing
models for Norwegian export prices, one including leads (without imposing backward-forward
restrictions) and another including lags of the explanatory variables. None of them outclasses the
other one and further investigations are needed in the search for a model that encompasses them both.
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2. Price-setting under imperfect competition
The theoretical framework in this paper is that of imperfect competition, as we assume Norwegian
firms act as price setters in domestic as well as in foreign markets. We also assume the possibility for
price discrimination. The price setting model which we present in this section will serve as the long-
run solution in both the backward and forward looking models to be presented in the following
sections.
Let A denote the demand for the produced good in foreign markets and H denote the demand in
domestic markets while X=A+H is the total produced quantity. PA is the export price and PK the
price on competing goods in foreign markets. We assume imperfect competition due to differentiated
products, and we let the demand for the good in foreign markets be a function of the price ratio,
PA/PK and the level of total demand in the actual market, YA; A=f(PA/PK, YA).
The standard assumption of profit maximisation lead to the well-known result that marginal revenue
equals marginal costs in all markets. This condition implicitly defines the export price, PA, as a
function of the price on competing products, the level of total demand in both markets, the price on
variable production factors, the produced quantity, and the stock of capital. The exported quantity, A,
follows from the demand function.
Assumptions on the form of the demand and production functions may give us a simplified price
function. The first simplifying step is to assume constant return to scale for variable factors which
implies equality between variable costs per unit (PV) and marginal costs. The optimal price, PA, can
thus be expressed as a function of costs per unit and a mark-up depending on the structure of demand.
aft.) PA
0	 CA)	 PA = m(PK, PA, yA) • PV where m(PK, PA, yA) = 	  and EA =
+ EA	 aPA A
A further simplification can be made if we assume the demand function to be derived from a CES
(Constant Elasticity of Substitution) utility function. If the consumers' choice between the good
delivered from Norwegian or foreign producers can be described according to a CES-function, the
decision will depend solely on the price ratio between the two of them. The mark-up takes then the
following form:
PK(2) m(PK, PA, yA) = mo(-pA )m1, mo = a p) O and mi = G-1 >
a is the elasticity of substitution between the product delivered from Norwegian producers and the
product delivered from foreign producers while p is a distribution parameter. We combine (1) and (2),
make the relation linear in the parameters through a logarithmic transformation and arrive at a
simplified equation describing the price set by Norwegian producers as a function of the price on
competing products and variable unit costs. We denote the export price derived from this equation by
lpa*, to indicate that the equation defines the long-mn equilibrium path.
(3) lpa* =
 1 0 	3	 + 13 2 1pk,	 [3 +
 1 2 = 1, 13	 0, 0 2 	0
where lpa=log(PA), lpk=log(PK) and lpv=log(PV). p1=1/(1+m1) and p2=m1 /(1+m 1 ).
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We note that the elasticity of export prices with respect to unit costs is given by p, and the elasticity
with respect to competing prices by N. It follows from our assumptions that the price PA should be
homogenous of degree one (static homogeneity) in competing prices (PK) and unit costs (PV) which
is implied by the restriction on the sum of 131 and 132•
If the elasticity of substitution (a) approaches one, it follows that a 1% increase in the price ratio,
PK/PA, will lead to a 1% change in the ratio between the quantities purchased from the two groups of
producers. The price , PA, can then be described solely as a function of unit costs (f32 approaches
zero). If a approaches 00, the products are identical (homogenous) and we are back to the theory of
competitive markets (p, approaches zero). Norwegian producers will have no explicit market power in
this situation, and consequently PA will approach PK.
Previous studies on Norwegian export data support the assumption of imperfect competition.
Disaggregated export price equations for Norwegian sectors, are estimated in Bowitz and Cappelen
(1994), assuming imperfect competition. Unit costs are represented in the long-run solution with a
unit elasticity on export prices for five commodities which represent about 50% of Norwegian export
exclusive of petroleum and shipping, while a proxy for world market prices gets a unit elasticity for
only one of the commodities (refined oil products). The two variables get equal weights in the long-
run solution for two of the commodities (consumption goods, and machinery and metals products
(excl.ships)). Lindquist (1993) studies Norwegian exports of eight tradeable goods. Two alternative
models for Norwegian export are estimated and compared; a supply equation which is consistent with
price taking behaviour and a demand equation which is consistent with price setting behaviour. The
export demand equation is preferred for most commodities. The only exception is export of metals, for
which the supply equation gets support. Naug (1994) estimates a general model which encompasses
both an export demand equation and a supply equation, for an aggregate of wood products, industrial
chemicals and metals on Norwegian data. Both sets of variables have significant effects in the
resulting equation. This is taken as a support for a hypothesis that even most Norwegian export of raw
materials is traded in markets characterised by imperfect competition among differentiated products,
but that a smaller amount of the export is close substitutes to foreign products.
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3. Specification of the dynamics
Equation (3) is often looked upon as a long-run equilibrium path, or a moving target that firms try to
catch up with. The short-run movements, or the dynamics, around this target may be modelled in
several different ways, out of which two are discussed in this section.
3.1 The forward looking ECM
The forward looking model is derived from a multiperiod quadratic loss function (Q), which imposes
quite strict restrictions on the dynamics. In the short run, firms try to catch up with the long-run path
) defmed in (3), but are faced with costs related to changing the price. The actual price Opat+s
is a result of minimizing the multiperiod quadratic loss function, with costs related both to
discrepancies from the long-run equilibrium path and to changes in the actual price.
(4) Q =sHipat s - lpa	 )
2	 \
t s 4- klpat s - Oat s _ 1)
2
)1
s=0	
* , 
E.1 is the expectations operator. We assume rational expectations, so that agents' beliefs concerning
future prices and costs can be expressed as the mathematical expectation of the actual variable,
conditional upon information available at time t-1, Slt_i .The information set may include lagged
observations of lpa, knowledge about processes generating variables of importance for the choice of
ipa, i.e. costs of production and competing prices. 8 is the discount factor, defined over the range
(0,1). A discount factor close to zero, implies that most weight is placed upon the near fame, while a
high rate implies that the more distant future also is taken into account. The parameter, g, is the
weight given to the discrepancy from the long-mn path relative to the weight attached to changes in
actual price. The solution to the optimization problem, derived by use of the forward convolution
method (Sargent (1987)), is
00
(5) lpat = 7L lpa . 1 + (1-20(1-X8 )1,(A.8
s=o
X, is the stable root in the difference equation calculated from the first order condition to the above,
minimization problem3 .
We replace lpa* by our assumed relation for the long-mn equilibrium path (equation (3)).
(6) Et-i(iPat*+s I
 at-i) = P o + p/Et_lOpvt+s at-i) +
 Í 2 Et-/ (1Pkt+s at-/)
Let lpvet+s = Et4(lpv + IŠZ.i ) and lpket+s = Et-1 (1Pkt+s	 ).
Combining (5) and (6) gives us
00
(7) lpat = a + A. lpa.1 + (1-20(1 - AS ) (7L6 )s 1 /pi/7.  + [3 2 /pK+3/
s=o
2 The weights attached to the two parts of the cost-function are normalized so that the second part's weight
equals one.
3 One may show that 241=(1-X)(1-82 ) .
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a equals (1-2000. Static homogeneity implies 131 + 32  = 1.
We reparameterise (7) in order to get to an error correction model with forward looking expectations.
The model is augmented with dummies4 for seasonal factors (dk, k=1,2,3) and for structural change in
these movements in 1978 (dkvb). The lead length is truncated and we add an error term, wt , assumed
to be white noise. We arrive at the following regression model which we will refer to as the forward
looking ECM:
(8)
Alpa, = a +(1 — A,) ±(uS)s [13 Alp4+s +13 2 Alpkte,s ]
s=o
3
+ —1) [1pa — lpv p 2 lpIcL i + 1,(dk + dbk dkvb,)dlc, + w,
k =1
A similar repararneterisation of a more general multiperiod quadratic loss function is shown in Callen
et al. (1990). Their loss function also includes costs related to changes in the speed of adjustment, and
their general ECM is augmented with a term that includes Alpa t_ (a discussion of this function is
found in Pesaran (1991)). The cross-restrictions on the parameters imposed both by the minimization
problem and the reparameterisation are however quite similar for the forward looking ECM in (8) and
the one in Callen et al. (1990). Price (1992, 1994) assume the same loss function as Callen et al. while
Cuthbertson (1986,1988,1990), Cuthbertson and Taylor (1992), Muscatelli (1989) assume the less
general version in (4).
When the forward looking model is formulated as a forward looking ECM, the restrictions on the
parameters may be divided into two different groups (see appendix 1). The theoretical framework
leading to the forward looking model, restricts the parameters on the lead variables to decline
geometrically with weights that are related to the backward looking parameter (X). These restrictions
on the dynamic structure are known as the backward-forward restrictions. A last set of restrictions
arises from the reparameterisation of our original model into a forward looking ECM (Part (ii) in (6),
appendix 1). The parameters in front of the lagged regressors equal the parameters in front of their
respective current first order difference. These last restrictions are in fact zero-restrictions on the
parameters on lagged exogenous variables.
Expectations are formed at the end of period t-1 or beginning of period t. at_1 is the amount of
information available to the agents when they form their expectations. We assume that firms set prices
for period t at the beginning of the period or at the end of the previous, i.e. period t-1. It is then
reasonable to treat the variables, lpv, and 'plc, as unknown to the firms when prices are set and that the
expectations are functions of the firms' information up to the end of period t-1. It is, however, not
obvious that firms are unaware about wages, lpv, and competing prices, lpk„ in period t when they
make their decisions on own prices, lpa,. Our periods stretch out in time, being three months long.
During this period, changes may appear in competing prices, say through changes in exchange rates,
or in wages, followed by a change in Norwegian firms' export prices, lpat, before the end of the
quarter. On the other hand, there are costs attached to changing prices and some prices are negotiated
in advance. Firms may also have problems in processing the current flow of information, for instance
to sort out significant changes from stochastic noise.
3.2 The backward looking ECM
The equation used in the estimation of a backward looking ECM is quite general.
4 Variable definitions are given in appendix 2.
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(9)
R
	A /pa, =y 0 + t o lpa 1 + 	 + 2 lpk t_i + 	 y Jr A 1Pat_r 	 7 21 A lPV t-I
r=1 	 =0
Af	 3
	+y 3n, Alpk r, +	 dk dbk dkvbt	 + ut
m=o 	 k=1
where Pro= pi , --c2 Pro =132 and ut is assumed to be a white noise error term.
To is known as the error correction term and should lie between -1 and 0 in order to give reasonable
results. The speed of adjustment towards the long-run equilibrium path, when away from it, increases
when 'Co goes from 0 to -1.
With the exception of some differences in the use of symbols, we recognize that the long-run
equilibrium path in equation (9) is the same as in the forward looking ECM. Both equations are
balanced if the level terms cointegrate and the rest of the variables are 1(0). The difference between
the two models lies in our assumptions concerning (a) expectations and (b) the cross-restrictions
imposed on the parameters in the forward looking model. but also in the estimation strategy. 
Starting out with equation (9), we search for a parsimonious representation by successively imposing
zero restrictions on insignificant parameters in the dynamic part of the equation. The remaining
coefficients have to satisfy fundamental restrictions proposed by economic theory and the estimated
regression has to pass different tests for misspecification. This estimation strategy is known as the
general-to-specific approach advocated by Davidson et al. (1978). As a contrast, the dynamic part of
the forward looking model in equation (8) is based solely on theoretical assumptions. The export price
equation is required to satisfy the following restrictions independent of whether the dynamic part is
forward- or backward looking: the long-mn elasticities are non-negative (pi 432 0) while to or (a-1)
are negative, the static homogeneity restriction (31-412=1) is not rejected and short run dynamics give
a positive effect on changes in the export price from increased costs and competing prices.
We do refer to equation (9) as a backward looking ECM. This is, however, somewhat unprecisely as
far as no specified assumptions are made concerning expectations. In fact, equation (9) encompasses a
number of models based on different sets of assumptions. Equation (9) may be the reduced form of a
structural forward looking model with rational expectations and an autoregressive (or vector
autoregressive) process generating the expectational terms (see Nickell (1985)). The error correction
specification will, if this is the case, be subject to the Lucas critique which states that the reduced form
equation will not exhibit invariance if the process generating the expectations changes 5 . The resulting
reduced form equation derived from a multiperiod quadratic loss function can also be formulated as a
ECM in current and lagged variables if the assumption of rational expectations is replaced by the
assumption of extrapolative expectations, for instance adaptive expectations. Analysis on Norwegian
microeconomic data on how firms form their expectations, conclude that expectations are formed
according to an extrapolative scheme (Svendsen (1993, 1994)). We may also arrive at an equation like
equation (9) if the multiperiod quadratic loss function is replaced by a loss function related to one
single period. The forward looking part of the equation (i.e. the expectational variables) will in this
case disappear.
5
 The Lucas critique is a special case of Haavelmo's discussion of autonomous relations (Haavelmo (1944)).
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4. The Data
Estimations are carried out on quarterly seasonal unadjusted data. Variable definitions and data
sources are given in appendix 2.
We study the export price of a commodity which is an aggregate of all goods and services produced in
the Norwegian economy excluding commodities from oil production, shipping and government
services, i.e. private mainland economy. The level of aggregation may create problems in our
analysis, because it may cover sectors with different strategic position in their respective markets and
with different production structure. If the composition of the aggregate has changed during the
estimation period, the differences between the sectors may lead to instability in our estimated
parameters.
As a proxy for competing prices (PK), we have chosen a weighted average of import prices, measured
in Norwegian currency (NOK), in the main foreign markets for Norwegian producers. Our proxy does
not incorporate the prices on competing products delivered by domestic producers in the export
markets. Two other proxies were considered; the Norwegian import price index for our aggregated
commodity, and a weighted average of export prices (in NOK) in the main foreign markets. The use
of these proxies gave unsatisfactory results.
Costs (PV) are represented by variable unit costs (labour costs per unit) inclusive of net sector taxes
for the sector we are studying. Because our sector includes most of private production activity for the
mainland economy, intermediate deliveries from other sectors are mainly imported. These costs are
proxied by the index of competing prices (PK). If the composition of Norwegian imports of
intermediate goods differ substantially from the composition of our trading partners import, the full
effect of costs related to intermediate deliveries will not be captured by our equation.
4.1 A closer look at the data
Table 1 shows the percentage growth in the three variables PA, PV and PK and in the ratios PA/PV
and PA/PK for the whole period and for three subperiods.
Table 1: Percentage increase in prices and costs
Variable	 71:1-78:4	 78:4-85:4	 85:4-91:4	 71:1-91:4
PA 	 75	 50	 31	 245
PV 	 85	 59	 33	 291
PK 	 87	 82	 7	 267
PA/PV 	 -5	 -6	 -1	 -12
PA/PK 	 -7	 -17	 22	 -7
We first note that Norwegian export prices (PA) have increased less than both unit costs (PV) and
competing prices (PK). The ratio between export prices and costs (PA/PV) has decreased more than
the ratio between export prices and competing prices (PA/PK). The movements in the ratios
throughout the period give a more complex picture. This is also displayed in figure 1, showing PA,
PV and PK together, and in figure 2 and 3 which show the two ratios. Both the table and the figures
show that Norwegian export prices follow the movements in competing prices and costs, quite close
in the first subperiod. From figure 1, we observe that Norwegian export prices took part in the
international price increase that succeeded OPEC I. Exports of energy intensive goods make up a
substantial part of our aggregate. Norwegian producers were less affected by increased petroleum
prices due to cheap hydroelectric power in Norway. However they were affected as a large part of
their intermediates is imported goods. The most dramatic change in the ratio between Norwegian
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export prices and competing prices, takes place in the 1980s. While Norwegian export prices
decreased 17 percent relative to competing prices from 78:4 to 85:4, the same prices increase with 22
percent relative to competing prices in the following period. The differing paths through the 1980s
may be due to both a different economic situation in Norway than in our foreign markets, and to the
two price indices, PA and PK, representing different aggregates of goods and services.
Figure 1: Norwegian export price (PA), competing price in foreign
markets (11 ) and variable unit costs (PU). 1971:1 to 1991:4.
1.8348
.71824
.38569
.861149
1971Q1	 1976Q2	 1981Q3	 1986Q4	 1991Q4
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Figure 3: The ratio of export price on competing price (PA/PE).1971:1 to 1991:4.1.1604
1.843?
.92699
.81030
Figure 2: The ratio of export prices on variable unit costs (PA/PU).
1971:1-1991:4.
4.2 Time series properties and cointegrating vectors
An important requirement to be met by our two models (equations (8) and (9)) in order to get valid
inference, is that the equations are balanced. This requirement is met if the equation is made up of
stationary variables, i.e. I(0)-variables, and/or cointegrating vectors of non-stationary variables. The
time series properties of the variables included in our models are tested by use of Dickey-Fueller and
Augmented Dickey-Fueller tests. The results are reported in table 2 and we cannot reject the
hypothesis that the variables lpa, lpv, lpk are 40-variables and consequently neither reject the
hypothesis that Alpa, dlpv and Alpk are 1(0).
Table 2: Dickey-Fuller (DF) and Augmented Dickey-Fuller (ADF) tests for Unit roots. Sample 1971:1 -
1991:4
Variable	 Test	 "T-value"6	 Variable	 Test	 "T-value"6
lpa	 DF	 -1.99	 Alpa	 DF	 -7.78
lpv
	 ADF(7)	 -1.78	 Alpv	 ADF(6)	 -3.82
lpk	 ADF(1)	 -1.91	 Alpk
	 DF-T	 -6.07
We have used tests7 developed by Johansen (1988) to test the number of cointegrating relations
among the 1(0-variables included in the vector (lpa,lpv,lpk). The results when a VAR-model of order
5 is chosen, reported in table 3, lead us to conclude that there is one cointegrating vector (r=1). The
model is augmented with centered seasonal dummies. Critical values are calculated according to
Osterwald-Lenum (1992).
Table 3: Johansen maximum likelihood procedure. Cointegration LR test.
N=83 (71:2 to 91:4). VAR (5)-model for lpa, lpv, lpk. Additional I(0) variables included in the VAR: centered
seasonal dummies. Eigenvalues: .277, .091, .034
	Max eigenvalue test	 Eigenvalue trace test
95%	 95%
H1 	Statistic	 Critical	 Ho	 H1	 Statistic
	 Critical
Value	 Value
r = 0
r 5_ 1
r5.2
r = 1	 26.94	 21.07	 r = 0	 r > 1	 37.67	 31.53
r = 2	 7.88	 14.90	 r5.. 1	 r > 2	 10.73	 17.95
r = 3
	 2.85	 8.18	 r5_2	 r > 3	 2.85	 8.18
The cointegrating vector corresponding to the highest eigenvalue is calculated by use of the Johansen
maximum likelihood procedure. The results is shown in table 4. The hypothesis of homogeneity of
degree one in costs and competing prices on the parameters in column (a) is tested by use of a LR-
Test and is not rejected, with a significance probability of 0.173. The coefficients corresponding to
this restriction are reported in column (b) in table 4.
The VAR model has been estimated with different number of lags. The results indicate cointegrating
vectors with relatively stable parameter estimates independent of the order of the VAR. The results
indicate that unit costs have a greater impact on export prices than have competing prices and are
consequently not in favour of an assumption of price-taking behaviour.
6 The 95 per cent critical values are -2.90 for the ADF- or DF-test without a time trend, and -3.46 for the ADF-
or DF-test (ADF-T and DF-T) with a time tend. The critical values are given in MacKinnon (1990).
7 All estimations and statistical tests have been carried out by use of the econometric package MICROFIT 3.21
(Pesaran and Pesaran (1991)).
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Table 4: Estimated cointegrated vector using the Johansen procedure, normalized on export prices (ipa) 
Variable	 (a)	 (b)
lpv
	 .76**	 .86»
lpk	 .20*	 .14»
* (**): significant at a 5% (1%) significance level.
1) Estimated subject to the restriction of static homogeneity. Significance probabilities are not available in
Microfit 3.21 when the vector is estimated subject to a restriction.
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5. An error correction model with backward looking expectations
The starting point for the estimations is equation (9), presented in section 3.2. The long-run
equilibrium part of the equation and the short-mn dynamics are estimated simultaneously. Lagged
endogenous variables (one to four lags) have been included in preliminary estimations, but were far
from being significant, and these results are not reported.
Equation (9) is a conditional econometric model, where we condition on the current variables blpvt
and Alpk, . The estimated cointegrating vector in section 4.2 were derived from the estimation of a
VAR-model with the three variables, lpa, lpv and lpk, being treated as endogenous. The single-
equation approach behind the estimation of a conditional econometric model, leads to valid inference
only if we cannot reject the hypothesis that the conditioning variables are weakly exogenous for the
parameters of interest (Engle et al. (1983)). If weak exogeneity is rejected for some of the variables on
the right hand side of equation (9), useful information is lost when we condition on these variables.
The coefficients may not be independent of changes in the process generating these variables.
We apply an orthogonality test, the Wu-Hausman test (Wu (1973)), to check for weak exogeneity of
Alpv, and Alplc, in equation (9). This is a test for independence between the residual in equation (9)
and the conditioning variables. Reduced form equations are estimated for Alpv, and Alpict. Next, we
test the significance of the residuals from these two equations in our preferred equation for Alpat
(equation (d) in table 5) estimated by use of ordinary least squares (OLS). The observed F-statistics of
the variable addition test, which equals the Wu-Hausman statistics, is 0.06 and follows a F(2,72)-
distribution. So, we cannot reject that both Alpv t and Alpkt are weakly exogenous for the parameters
of interest. Urbain (1992) proposes the use of another sort of exogeneity tests, in which one tests for
weak exogeneity of the conditioning variables for the cointegrating vectors. Alpv t and Alpkt
 can be
treated as weakly exogenous in this sense if their marginal processes do not display error correcting
behaviour. We have not been able to establish reasonable error correction models which include the
cointegrating vector for the two conditioning variables. The long-run parameters were either
insignificant or had the wrong sign. We interpret these results as evidence for Alpvt and ßlpkt being
weakly exogenbus for the long-run parameters. The OLS estimates of the long-run parameters will
equal the estimates derived by Johansen's maximum likelihood method if weak exogeneity is imposed
in the latter, and the same order of the VAR is assumed. The OLS estimates are however more
efficient. Both short- and long-mn coefficients in equation (9) are consequently estimated by use of
OLS8 .
The results from estimations of equation (9) are presented in table 5. Equation (d) is our preferred
backward looking ECM and is estimated subject to the restriction of static homogeneity (fli +
 132 = 1).
The unrestricted version is reported in column (c). The homogeneity restriction is not rejected by the
data according to a Wald test with a significance probability of 0.095. We thus focus on the restricted
version in (d).
The equation passes all diagnostic tests for functional form misspecification. x2REsEr(1) is the RESET-
test (Ramsey (1969)). x2N(2) is the Jarque-Bera's test statistic of the normality of regression residuals
(Jarque and Bera (1980)). x2sc(4) is Godfrey's test of residual serial correlation (Breusch and Godfrey
8 One may, on theoretical grounds, suspect Alpv t and Alpat to be determined simultaneously in a more general
system of equations and that Alpvt is not weakly exogenous for our parameters of interest. In addition we know
that the Wu-Hausman statistic is sensitive for the choice of regression used to model the conditioning variables.
We have, for these reasons, also estimated the equation by use of 2SLS (two-stage least squares) with
instruments for Alpvt. The results were very close to the ones obtained by the OLS-method.
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Constant
lpat-i
lpkt_i
Alpvt
L■dpvt_ 1
AlpVt-2
Alpvt-3
Alpvt-4
Alpkt
Alpkt_i
isipkt-2
6dpkt-3
Alpkt_4
dl
d2
d3
dkvb*d1
dkvb*d2
dkvb*d3
IA3 2
.31**
-.29**
.21**
.06*
.28**
-.21*
-.27**
.06
.08
.37**
.27**
.19
.00
.19
-.01
.05**
.02
.02
-.02
-.04**
.73**
.21**
(.08)
(.8)
(.05)
(.03)
(.9)
(.09)
(.9)
(09)
(.08)
(.10)
(.10)
(.11)
(.11)
(.11)
(.01)
(.1)
(.2)
(.01)
(.01)
(.01)
(.08)
(.08)
(1981), App.B). x2HEA4) is the test of heteroscedasticity based on the regression of squared fitted
values on squared residuals (Koenker (1981)). x2cHow(3) is the test of adequacy of predictions, known
as Chow's second test (Chow (1960)).
Table 5: Backward looking ECMs for Alpa. N=83 (71:2-91:4). OLS. Standard errors in parentheses
Regressor
	 (a)	 (b)	 (c)	 (d)
Coeff.	 (S.E.)	 Coeff.	 (S.E.)	 Coeff.	 (S.E.)	 Coeff.	 (S.E.)
.25**	 (.08)	 .16**	 (.05)	 .14**	 (.05)
-.19**	 (.06)	 -.16**	 (.06)	 -.11*	 (.05)
.17**	 (.05)1) 	• 11**	 (.04)	 .10**	 (.04)1)
.02	 ( •03)1)	 .04	 (.03)	 .01	 ( •03)1)
.31**
	 (.09)	 .21**	 (.05)	 .22**	 (.05)
-.16	 (.09)
-.20**
	 (.08)	 -.07	 (.04)	 -.07	 (.04)
.14	 (.08)	 .14**	 (.05)	 .15**	 (.05)
.13	 (.08)
.38**	 (.10)	 .37**	 (.09)	 .38**	 (.10)
.29**	 (.11)	 .25*	 (.10)	 .26*	 (.10)
.18	 (.11)
-.02	 (.11)
.18	 (.11)
-.002	 (.02)
.05**	 (.01)	 .02*	 (.01)	 .02*	 (.01)
.02	 (.02)
.02	 (.01)
-.02	 (.01)
-.04**	 (.01)	 -.03**	 (.01)	 -.03**	 (.01) 
.89**	 (.12)1)	 .68**	 (.15)	 .88**	 (.21)1)
.11 1) 	.24	 (.14)	 .121)
R2 	.625	 .594	 .518	 .500
SER	 .0202	 .0208	 .0213	 .0215
DW	 1.85	 1.91	 1.99
	
2.02
X2SC(4)2) 	 .29
	 1.54	 .88	 .83
fRESEl (
 1
 )	 .01	 .26	 .02	 .01
X2N(2)
	 6.08*	 2.91	 1.46	 1.26
X2liETW	 .55	 .36	 .32	 .22
X2CHOW(3
	
2.56	 2.70	 2.61	 3.06
* (**): Significant at a 5% (1%) level.
1)Estimated subject to the restriction of static homogeneity.
2)Critical values: X20.05(1)= 3.84, X20.05(2)=5 .99, X2o.o5(3)=7.8 1 , X2o.o5(4)=9 .49 .
The equation has reasonable stable parameters according to recursive estimations. The long-mn
effects of unit costs and competing prices, 0 1 and 132 , are reasonable and nearly identical to the
cointegrating vector estimated by Johansen's maximum likelihood procedure subject to the restriction
of static homogeneity. The most striking effect of imposing the restriction of static homogeneity, is
the increased weight on unit costs in the long-run solution. The elasticity of unit costs WO increases
from 0.68 to 0.88, while the elasticity of competing prices (02) decreases from 0.24 to 0.12. The latter
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is insignificant. We cannot reject the hypothesis of dynamic homogeneity 9 (at a significance
probability of 0.749).
We have included one insignificant lag on unit costs (Alpv t_2) in the dynamics. The t-value of this
parameter is -1.63. If Alpv,..2 is excluded, one of the remaining seasonal dummies, d2, becomes
insignificant. The estimated equation resulting from the exclusion of both A1pvt.2 and d2 (not reported)
performs worse than the one reported in column (d) according to standard errors from recursive
estimations. The static homogeneity restriction is rejected at a 5% level (but not at a 1% level) and the
dynamic homogeneity restriction is rejected as well.
The table also includes the results from the estimation of the general unrestricted backward looking
specification before zero restrictions are imposed on the short-run coefficients (a). The equation
passes all diagnostic tests with the exclusion of the test for normality. We note that the estimated long-
run elasticities in equation (a) are quite close to the unrestricted cointegrating vector. The restriction
of static homogeneity is rejected at a 5% level of significance (the significance probability is 0.023).
The general backward looking specification estimated subject to the static homogeneity restriction is
reported as equation (b).
The speed of adjustment towards the long-mn equilibrium path is given by the error correction term,
to. To
 falls from 0.29 in (a) to 0.11 in (d). The reduced speed of adjustment is both due to the imposed
zero restrictions on the short-run coefficients and to the restriction of static homogeneity.
9 Dynamic homogeneity is defined as VOY 21 + 	3m = 1 . The long-run equilibrium solution will thus
be unaffected by the steady states growth rate.
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6. The forward looking model
We start out this section with recalling some estimation problems that arise when we introduce
rational expectations into regression models. The problems should be well known from the literature
(see for example the surveys by Pesaran (1987) and Cuthbertson, Hall and Taylor (1992) or Nelson
(1975), McCallum (1976a, 1976b), Wickens (1982) and Pagan (1984) for early contributions).
The expectations variables, Alpvet+s and Alpket.fs , in equation (8) are unobservable but assumed to be
formed according to the hypothesis of rational expectations. Alternatively, one may assume an
extrapolative expectation mechanism as the adaptive expectation model and/or include learning rules.
Another way of dealing with unobservable expectations variables is the use of proxies calculated on
basis of survey data. The advantage of such a strategy is that no assumptions have to be made on
behalf of how the expectations are formed. However, the use of survey data often implies practical
problems partly because such data often are categorical. This is the case for data available on
Norwegian firms' expectations (see Svendsen (1993, 1994)).
Different properties can be deduced from the hypothesis of rational expectations. One of them, the
unbiasedness property (equation (10)), has proved to be quite useful in order to derive proxies for the
unobserved expectations terms when rational expectations are assumed.
(10)
	 Alpv,s =	 + (01,t+s
Alpk„s = AlpK+s
 + (02,t+s
okt+s and (02,t+s are prediction errors with assumed white noise properties under the hypothesis of
rational expectations. The realized values, Alpv t+, and Alpk,„ appear as obvious candidates as proxies
for the unobserved expectations variables in equation (8), Alpvet+, and Alpket+s •
We insert (10) in (8) and obtain the following equation:
Alpat = a + (1 -± (X8 )s[P / A/pvt+s + [3 2 A IpLd
s=o,
3
- 1 fflpa - 13 i lpv - [3 2 1pk
	 (dk+ dbkdkvbdclkt + et
et = Wt - (1 - X) ± (X8	 ' co Lt+s + 2(02,t+si
s.o
An inspection of the residual structure in (11) reveals that the regressors Alpvt, and Alpict+s will be
correlated with the residual, et, through the prediction errors, and are consequently not exogenous.
The estimators for the short-mn parameters in the regression model will thus be inconsistent. The
choice of an errors-in-variable-method is therefore natural. Here the linear and non-linear two-stage
least squares (2SLS and NL-2SLS) estimation techniques are applied. Instruments for Alpvt+, and
Alpkt+, are to be found as part of the agents' information set U. The estimators are consistent even if
not the entire information set is applied, but only a subset of it10. The chosen additional instruments
are lagged values of Alpv and Alpk, the unemployment rate, consumer price index, the average tax
rate for households, the exchange rate for NOK and a dummy (d74q1) for a one period shock in the
10 A bias is introduced if the chosen instruments not form part of the agents' information set. So, our results
concerning the joint hypothesis of imperfect competition, multiperiod quadratic loss function and rational
expectations, depend upon our instruments.
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rate of change in import prices caused by OPEC 11 . The other regressors in (11) serve as instruments
for themselves. Variables to be included in the instrument matrix are taken from a larger set of
variables. When selecting the instruments, we have to take under consideration that the matrix will
serve as instruments for seven endogenous regressors, that an eventual multicollinearity may arise
between potential instruments and fmally, that restrictions on the number of variables to be included
often are set by the applied software.
Looking at the error term, et, we note that serial correlation in the residual is likely to occur in the
estimated relation. This is due to the theoretical assumptions made in deriving (11). If we find that
autocorrelation is present in the estimated regression, the standard formulas for standard errors of the
estimated parameters will be incorrect. Consistent standard errors may however be derived by
calculating the Newey and West (1987) heteroscedasticity and autocorrelation consistent variance-
covariance matrix.
An alternative estimation method to the 2SLS (see for instance Cuthbertson (1986, 1988), Muscatel
(1989)), is the so-called two-step least squares or "the substitution method". Forecasting equations
(often AR-models) are estimated and proxies for the expectational terms are obtained from the
predictions of these equations. A main problem related to this procedure is the possibility for
correlation between predetermined variables in the fmal regression, which are not included in the
forecasting model, and the residuals (Nelson (1975)). Another point of criticism, is that one implicitly
assumes the parameters in the forecasting equations are stable and known by the agents at the
beginning of the sample period. The first problem is met by the errors-in-variable-method. Part of the
second point is also met, in that we do not assume particular expectations generating equations with
fixed parameters when 2SLS is applied. One may also avoid the first problem in a joint estimation of
equation (8) and the forecasting equations (Cuthbertson (1990)). A solution to the second point of
criticism is the use of a "rolling VAR" regression as forecasting equation or applying other learning
mechanisms (Cuthbertson et al. (1992) and Cuthbertson and Taylor (1992)).
Equation (11) is first estimated without imposing the cross-restrictions on the parameters in order to
test whether these restrictions are valid. The number of leads was initially set to four for both
variables. The whole set of backward-forward restrictions (part (i) and (ii) in (6), appendix 1) was
rejected by the data. We then reduced the number of leads, and ended up by setting the number of
leads equal to two for unit costs and equal to three for competing prices. The results from the
estimation of the unconstrained version of equation (11), subject to these limitations on the lead
structures, are reported in table 6.
The results from four regressions are reported. The two first ones ((a) and (b)) are estimated without
imposing the restriction of static homogeneity. (b) differ from (a) in that insignificant seasonal
dummies are excluded. The static homogeneity restriction is tested by use of a Wald-test on the
estimated parameters in (a) and (b) and is rejected in neither of them (the significance levels are 0.425
(a) and 0.367 (b)). The dynamic homogeneity restriction is rejected in neither of the equations (the
significance level varies from 0.419 to 0.924). The results when the regression is estimated with static
homogeneity imposed a priori, are reported in the two last columns, named (c) (without zero
restrictions on seasonal dummies) and (d) (insignificant dummies excluded). We note that the standard
error of regression (SER) decreases when the dummies are excluded, but increases when the
homogeneity restriction is imposed.
11 Instruments for Alpv t+s and Alpkt, : lpkt
 _1 Alpkt_i Alpkt..3 Alpkt.4 A1p14.6 lpv,4 Alpvt4 Alpvt4
 U i Aut4 AUt-4
lkpit_i lkpit_3 š1kpi 1
 Alkpi ltrt-i ltrt-2 Altrt-4 1vt-i ffiVt-7 Mvt 8 d74q1. The seasonal dummies,
dl, d2, d3, and dkvb are used as instruments when excluded from the structural equation.
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The two long-run elasticities ( 5 1 and 5 2 ) differ (with one exception) significantly from zero and all
four regressions pass the diagnostic tests. All reported statistics are based on the IV-residuals. In
addition to the tests already considered, we report the observed value for x2sm(p), which is Sargan's
statistic for a general test of misspesification of the model and the validity of the instruments (Sargan
(1964)). The null hypothesis is formulated as the regression is correctly specified and the instrumental
variables are valid instruments. The Chow-test is not applicable when 2SLS is applied due to
endogenous regressors.
Table 6: Forward looking models for export prices without backward-forward restrictions imposed.
Dependent variable: Alpat. 2SLS. N=83 (71:2-91:4) 
Regressor	 (a)	 (b)	 (c)	 (d)
Coeff.	 (s.e.)	 Coeff.	 (s.e.)	 Coeff.	 (s.e.)	 Coeff.	 (s.e.)
Constant	 .13*	 (.06)	 .13*	 (.06)	 .13*	 (.06)	 .12*	 (.06)
lpat_i
	
-.17*	 (.07)	 -.17**	 (.06)	 -.14*	 (.06)	 -.14*	 (.06)
lpvt_ i
	.09*	 (.05)	 .09*	 (.04)	 .09*	 (.05)1)	 .09*	 (.04)1)
1p14. 1
	.07	 (-04)	 .07	 (.03)	 .05	 (.03)1)	 .06	 (.03)1)
Alpvt 	.22	 (.14)	 .12*	 (.06)	 .22	 (.14)	 .12*	 (.06)
impvt+ i	 .05	 (.22)	 .05	 (.04)	 .12	 (.20)	 .05	 (.05)
Aipvt+2	 -.07	 (.22)	 -.00	 (.05)	 .01	 (.19)	 .00	 (.05)
Alpkt 	.43*	 (.17)	 .43**	 (.15)	 .43*	 (.17)	 .44**	 (.15)
Alpkt+i 	.19	 (.21)	 .19	 (.18)	 .20	 (.21)	 .20	 (.18)
6,1pkt+2	 .24	 (.25)	 .19	 (.22)	 .20	 (.25)	 .20	 (.22)
A1pkt+3
	-.02	 (.27)	 .05	 (.23)	 .08	 (.24)	 .12	 (.22)
dl	 -.01	 (.03)	 .00	 (.02)
d2	 .01	 (.03)	 .01	 (.03)
d3	 .01	 (-04)	 .00	 (.03)
dkvb*d1	 .01	 (.02)	 .00	 (.02)
dkvb*d2	 .00	 (.02)	 -.00	 (.02)
dkvb*d3	 -.03	 (.02)	 -.02*	 (.01)	 -.02	 (.02)	 -.02*	 (.01) 
0 i	 .56**	 (.18)	 .56**	 (.15)	 .65**	 (.19)1)	 .60**	 (.17)1)
0 2	 .3 9*	 (.16)	 .39**	 (.14)	 .35 	1) 	.40* 	1)
1.	 .83**	 (.07)	 .83**	 (.06)	 .86**	 (.06)	 .86**	 (.06)
R2
	.43	 .41	 .42	 .38
SER	 .0243	 .0238	 .0243	 .0242
IV-minimand .0120
	 .0126	 .0123	 .0131
DW	 1.88	 1.90	 1.90	 1.88
X2sm(P) 2) 	2.35(p=17)	 22.34(p=22) 2.91(p=18)	 22.41(p=23)
X2sc(4)	 5.62	 3.51	 5.53	 3.96
X2REsEr.w( 1 )	 .69	 .96	 .62	 .94
X2N(2)	 1.57	 3.37	 2.34	 3.45
X2HET(1)	 .07	 .04	 .01	 .01
X2wALD(7)	 11.09	 13.95	 1.72	 16.17*
*(**):significant at 1% (5%) level.
1)Estimated subject to the homogeneity restriction.
2)Critical values: X20.05( 1 )=3 . 84, X20.0(2)=5 .99 , X2o.0(4)=9•49, f0.0(7)=14.07, x20.05(17)=27.59,
X20.05( 18)=28 . 87 , X2o.0(22)=33.92, X20.0(23)=35 . 17 .
The values of the backward looking parameter, X, are derived from the coefficient for lpat_ i and lie
between 0.85 and 0.87. This indicates that the backward looking part of the decision rule described in
(5) is rather influential compared with the forward looking part. The regressions contain many
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insignificant parameters in the lead structure, possibly due to overparameterisation, but also consistent
with the relative high estimates on X. The only significant terms are the parameters for expected
current values of costs and competing prices. However, a rough inspection of the lead structures,
shows a picture that may be consistent with geometrically declining weights.
We apply a Wald-test to test for the validity of the cross-restrictions in equation (11) on the estimated
parameters in table 6. There is a total of seven restrictions involved and the observed Wald-statistics
thus follow a e(7)-distribution. We need an estimate of the discount rate, 8, in order to carry out the
test. Five different estimates on 6 can be calculated from each equation in table 6. The different
estimates are, however, not precisely estimated and several of them lie outside the interval over which
8 is defined (0<8<1), as the estimates lie in the interval (-0.27, 1.88). We have therefore chosen to fix
it at the value 0.99 in the test. It is quite usual in the literature to chose a value close to one when
working with quarterly data, and the value 0.99 is often used (see for instance Cuthbertson (1988) and
Muscatelli (1989)).
The results from testing the backward-forward restrictions are reported as the x2wALD(7)-statistics in
table 6 which show the restrictions to be valid for equations (a)-(c). The restrictions are, however,
rejected at a 5% level of significance in equation (d), the one which is estimated subject to the static
homogeneity restriction and valid zero restrictions on some of the seasonal dummies. The restrictions
are however not rejected at a 1% level. Wald-tests have also been run to different combinations of the
total of seven restrictions. The results (not reported) indicate that the problematic part of the
restrictions, is the link between the lagged level and first order difference of respectively unit costs
and competing prices. The other restrictions are not rejected.
The results when the four regressions in table 6 are estimated subject to the backward-forward
restrictions (equation (11)), are reported in table 7. The number of freely estimated parameters is
reduced by seven due to the imposed cross-restrictions. The regression model is non-linear in the
remaining parameters X, 8, 0, 432 dk and dbk (k=1,2,3) and the non-linear 2SLS (NL-2SLS)
estimation technique is applied. Initial estimates are set for the unknown parameters. The discount
rate, 8, is fixed in order to get the method to converge. Again the value 6=0.99 is chosen. The
estimated parameters remain invariant to different choice of the value of 8 and also to different sets of
initial estimates.
The SER is increased in all equations when the backward-forward restrictions are imposed, but the
increase is not disquieting. The Durbin-Watson statistics have fallen, and the observed x2sc(4)-
statistics have increased and leads to rejection of the null hypothesis of no residual serial correlation in
regression (c). The reported standard errors of the parameters in this specific regression are derived
from the Newey-West heteroscedasticity and autocorrelation consistent variance-covariance matrix
(N-W s.e.). It is important to note that our fmdings concerning autocorrelation in the regressions
reported in table 7, may be a consequence of the assumed theoretical framework and cannot be taken
as an indication of misspecification without reservation.
Our results do not give much support to the theoretical framework leading to equation (11), even
though the backward-forward restrictions could not be rejected in the first step. The most critical
result is the rejection of the static homogeneity restriction when regression (a) and regression (b) are
estimated subject to backward-forward restrictions. The reported tests statistics, x2wALD(1), are
significant at a 1% level. A consequence of rejecting the homogeneity restriction in (a) and (b), is that
(c) and (d) are estimated subject to an invalid restriction. For regression (d) we also bear in mind from
table 6, that the backward-forward restrictions were rejected at a 5% level. Three of the equations do
not pass the RESET test of functional misspecification.
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The estimated values for the two long-mn elasticities move even further away from those estimated
within the backward looking framework (table 5) and the estimated cointegrating vector (table 4)
when the forward looking model is estimated subject to the backward-forward restrictions. The
strongest impact is now coming from competing prices and, in fact, I becomes insignificant when
valid zero-restrictions on seasonal dummies are implemented. The big differences in estimated long-
run elasticities, when going from the backward looking model to the constrained forward looking
model via the unconstrained forward looking model, may be due both to the inclusion of insignificant
leads and to the rather heavy cross restrictions that are imposed upon the parameters.
Table 7: Forward looking model for export prices. 8=499. Dependent variable: Alpa. NL-25LS. N=83
( 1:2 - 1:4) 
Parameter	 (a)	 (b)	 (c)	 (d)
Estimate	 (s.e.)	 Estimate	 (s.e.)	 Estimate (14-W s.e.) 	Estimate	 (s.e.)
ao	 .09	 (-06)	 .07	 (.06)	 .07	 (.05)	 .03	 (.06)
.82**	 (.07)	 .83**	 (.06)	 .89**	 (.05)	 .92**	 (.06)
0 i	 .37*	 (.16)	 .30	 (.17)	 .40*	 (.22)1)	 .20	 ( • 37)0
02	 .52**	 (.15)	 .58**	 (.15)	 .60**	 (.22)» 	.80*	 (.37)0
dl
	.01	 (.01)	 .01	 (.01)
d2	 -.01	 (.006)	 -.01*	 (.01)
d3	 -.00	 (.006)	 -.00	 (.01)
dbl	 .00	 (.011)	 -.00	 (.01)
db2	 .00	 (.01)	 .01	 (.01)
db3	 -.02	 (.01)	 -.02**	 (.01)	 -.02	 (.01)	 -.02**	 (.01) 
R2
	.29	 .24	 .21	 .17
SER	 .0258
	
.0257	 .0270	 .0268
IV-minimand.0218
	
.0248	 .0219	 .0247
DW	 1.58	 1.61	 1.53	 1.57
X2sm(134)2) 32.80(p=23)	 3'7.45(p=28)	 30.06(p=23)	 34.34(p=28)
X2sc(4)	 9.24	 8.15	 10.38*	 8.25
X2REsEr( 1 ) 4.95*	 3.22	 7.81**	 4.33*
X2N(2)	 3.42	 .86	 2.66	 .15
X2 (l)	 .05	 .01	 1.45	 .34
X2wALD( 1 ) 6.90**	 6.81**
* (**): Significant at a 5% (1%) level.
1)Estimated subject to the homogeneity restriction.
2)Critical values: x20.05(1)=3.84, X2o.o5(2)=5 .99, X2o.o5(4)=9.49, fo.os(23)=35.17, X20.o5(28)=-41.34.
The estimated values on A, are high, especially when the homogeneity restriction is imposed. As the
value on
 A. approaches one, the impact of the discrepancy from the long-run path approaches zero. The
weight placed upon the leads in our constrained forward looking model will consequently be reduced
as 2k, approaches one. High estimates on A, are often reported in the empirical literature on forward
looking models derived from quadratic loss functions, and may be interpreted as throwing doubt on
this particular theoretical framework. The constrained versions have also been estimated with different
a priori fixed values of the discount rate, showing the estimated parameters to be rather insensitive to
the choice of 8, a result that supports the view that the forward looking part of the model has a rather
low impact on Alpat.
Different restrictions on the lead length have been tried. The reported results originate from the only
combination of lengths on the two leads, that does not reject the backward-forward restrictions. In
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other words, it was the specification that had the best chance to succeed. More elaborated multiperiod
quadratic loss functions have also been investigated, but the results were not encouraging.
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7. A less restrictive forward looking model
As already stated, the results in our preceding section throw serious doubt on the assumptions that lie
behind the restrictive forward looking model deduced from the assumptions of imperfect competition,
a multiperiod quadratic loss function and the hypothesis of rational expectations. Not all these
assumptions need to be fallacious. In this section we allow for a more flexible lead structure, leaving
the framework of a multiperiod quadratic loss function (equation (4)) behind us. We stick to the
assumptions of imperfect competition and rational expectations, but choose the lead-structure that fits
the data best and do not impose the backward-forward restrictions (see (6) in appendix 1). Some
aspects of the multiperiod framework, as the declining weights, may serve as benchmark to evaluate
the resulting regression against. It does not seem plausible that Alpvet+, should have greater impact
than Alpvet+s-j s > 0 and j < s) on Alpat .
We started out with allowing for up to four leads in the explanatory variables. We then successively
removed the insignificant leads, starting with the highest ones (i.e. Alpv,4,4 and 1ipkt+4). The estimated
parameters for the leads Alpv,s and Alpkt+s (s 2) were never significant and the results for the
regressions including these are not reported.
Equation (c) in table 8 is our preferred forward looking ECM. It passes all the diagnostic tests for
misspecification, neither static nor dynamic homogeneity is rejected (with a significance probability
of 0.103 (static) and 0.222 (dynamic)) and both long-run elasticities are significant, according to one-
sided tests. The forward looking ECM gives less impact on costs than what is the case in the backward
looking ECM, but not as little as in the forward looking model estimated subject to the backward-
forward restrictions.
The lead structure in equation (c) is heavily reduced when compared with our starting point in this
paper. Expected costs are just present with one term while two terms are included for expected
competing prices. When an additional lead for costs is included, the coefficient for this lead is both
insignificant and negative. The number of lead parameters are too few to test whether the weights are
declining geometrically, but we note that the impact of Alpket+1 on changes in export prices is less than
the impact of Alpket. The implicit weight in the equation is also consistent with the excluded leads in
competing prices being insignificant.
The estimation results before imposing the restriction of static homogeneity and zero restrictions on
parameters are also reported in the table. The homogeneity restriction is tested within equation (a) by
use of a Wald test and is not rejected with a significance probability of 0.102. The homogeneity
restriction is thus imposed (equations (b) and (c)) in the continuing search for the best parsimonious
equation and leads the competing prices elasticity (f32) to decrease and the unit costs elasticity (13 1 ) to
increase.
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Constant	 .12	 (.06)
lpat-i
	
-.17*	 (.07)
lpvt-i
	
.09	 (.05)
lpkt_i	 .07	 (.04)
Alpvt 	.26	 (.14)
A1pvt+1 	-.30	 (.24)
Alpkt 	.36*	 (.17)
impkt+i	 .32	 (.20)
dl	 -.01	 (.01)
d2	 -.03	 (.03)
d3	 .06	 (.04)
dkvb*d1	 .02	 (.01)
dkvb*d2	 .02	 (.02)
dkvb*d3	 -.04*	 (.02)
0 I	 .50**	 (.16)
12 	.41**	 (.15)
.11	 (.06)	 .11*	 (.05)
-.11*	 (.06)	 -.11*	 (.05)
.07
	
( •04)1)	 .07*	 (.04)1)
.04	 (.03)D	 .04	 (.03)1)
.29*	 (.14)	 .10**	 (.04)
-.17	 (.22)
.36*	 (.17)
	
.43**	 (.14)
.35*	 (.19)	 .29	 (.15)
-.01	 (.01)
-.02	 (.02)
.05	 (.04)
.01	 (.01)
.01	 (.02)
-.04*	 (.02)	 -.01*	 (.01) 
.65**	 (.22)D	 .65**	 (.19)D
.35	 1) .35	 1)
Table 8. Forward looking ECM for Alp& N=83 (71:2-91:4). 2SLS 3). Standard errors in parentheses 
Regressor	 (a)	 (b)	 (c)
Coeff.	 (s.e.)	 Coeff.	 (s.e.)	 Coeff.	 (s.e.)
R2
	.360	 .403	 .414
SER	 .0252	 .0241	 .0229
DW	 2.02	 1.98	 1.99
X2sm(I))2) 	23.10	 (p=19)	 28.06	 (p=20)	 35.71	 (p=26)
X2sc(4)	 3.57	 3.99	 2.36
X2REsET-iv( 1 )	 1.62	 .97	 .45
X2N(2)	 1.15	 .52	 .89
x2. ( 1)	 .001	 .26	 .07
* (**): Significant at a 5% (1%) level.
I) These are estimated subject to the restriction of static homogeneity.
2)Critical values: x20.05(1)=3-84, f0.05(2)=5-99, X20105(4)=9 -49, X2o.o5( 19)=30 . 14, fo.o5(20)=31.41,
X2o.05(26)=38.89.
3)Additional instruments: lpv, Alpv. i , Alpvt.3	 lkpi.1,Alkpit_i, A1kpit-2, Alkpi,
 Ut-1, AUt-i,
AUt.4, lpkt_i, Alpk, AlPkt-3, hdPkt-4, lvt-i, 	 ltrt-i, itrt-2, Altrt_4, d74q1 and (dl, d2, d3 and dkvb).
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8. Is the export price equation forward- or backward looking?
The main estimation results of important parameters are summarized in table 9. The table includes
results for the long-run equation estimated by Johansen's method subject to the static homogeneity
restriction, the preferred backward looking regression, MBL (equation (d) in table 5) and the forward
looking model estimated without imposing the backward-forward restrictions, MR, (equation (c) in
table 8). The results presented in section 6 for the forward looking equation estimated subject to the
backward-forward restrictions, showed that the restriction of static homogeneity is strongly rejected
within that particular framework. The estimated elasticities in section 6 did also differ greatly from
other results presented in this paper, independent of whether static homogeneity is imposed or not. We
therefore concentrate on MBL and MFL in the following, leaving behind us the forward looking model
estimated subject to the backward-forward restrictions.
Table 9: Estimated loni-runyarameters for Norwegian export prices
Johansen's ML2) Backward looking
MBL
.88**
Forward looking
.86
MFL
.65**
2 1)	
.14	 .12	 .35
Error correction coefficient 	 -.11*	 -.11*
SER	 .0215	 .0229
* (**): Significant at a 5% (1%) level.
1)Static homogeneity imposed.
2)The parameters' standard errors are not available in Microfit 3.21 when restrictions are imposed.
Both regressions (MBL and MFL) pass the misspecification tests, and the imposed static homogeneity
restriction on the long-run solution is valid for both. The dynamic homogeneity restriction can neither
be rejected. The estimated error correction coefficients are identical, in contrast to the marked
difference in the estimated long-run elasticities. The long-run elasticity of competing prices (E32)
derived from the backward looking model is rather low and insignificant, mirrored by a high and
significant elasticity of unit costs ([3 1 ). 02 is insignificant also before the homogeneity restriction is
imposed, albeit the coefficient is higher and more precisely estimated. The backward looking model
does, however, give a long-mn solution which is very close to the long-run relationship estimated by
the Johansen method. The long-mn elasticities in the forward looking model are both significant
according to one-sided tests, and more weight is given to competing prices than in the backward
looking model. On a mere intuitive ground, one may fmd the estimated long-run elasticities in the
forward looking model more reasonable as the backward looking results indicate a very high degree
of market power in foreign markets for Norwegian producers. It is on the other side important to bear
in mind that our findings may originate from omitted variables 12 or be a result of our high level of
aggregation.
The standard error of regression (SER) is lower for the backward looking model, showing this model
to be more accurate. The difference is, however, not big. Plotting the standard errors of recursive
regressions for both regressions together in figure 4 reveals that the backward looking model fits
better over the entire period. It is interesting to note that the two curves in the figure follow the same
12 Omitted variables may be production costs not included in our information set. Our proxy for competing
prices may fail to represent the movements in the prices of the products in foreign markets that compete with
Norwegian products.
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pattern. The standard errors of both regressions increase from the mid-1980s, showing that none of
them succeed in explaining the decrease in export prices caused by the fall in petroleum prices and
other raw material prices. They do both also have problems in 1982/83. The two problematic periods,
are also displayed in recursive plots of the individual parameters (not reported) for both equations. As
shown in the recursive plots of the two long-mn elasticities (figure 5 and 6), the instability in these is
large in 82/83 and about the same for the two models.
Figure 7 shows the observed time series for the export prices (lpa) together with static simulations of
the backward- and forward looking models. Both models track the observed prices quite well but
seem to lag the changes in prices at several occasions, for instance in connection with the drop in
export prices in the mid-1980s and the levelling out into the 1990s due to the increased competition
from the Eastern Europe. This is due to the pronounced effect of the long-mn terms in both equations.
If the hypothesis of rational expectations is true, the regressors Alpv, and Alpkt are not weakly
exogenous in our regressions. In the backward looking model we cannot, however, reject that Alpvt
and Alpk, are weakly exogenous according to a Wu-Hausman test. This fmding may be interpreted as
(a) the hypothesis of rational expectations is not true, or (b) the hypothesis of rational expectations
still remain, but Alpvt and Alpkt are included in the information set when the agents make their
decision concerning Alpa t and the expectations are consequently related to Alpv t, and Alpkt, (s>0). It
is worth mentioning that the Wu-Hausman test is sensitive for the choice of regression used to model
the conditioning variables.
Hendry (1988) shows that if the expectations generating mechanisms are sufficiently unstable then, if
the rational expectations hypothesis is true, a (misspecified) backward looking model should also be
unstable. If, on the other hand, the backward looking model is found to be stable, evidence is found
against the rational expectations hypothesis. Inspection of recursive OLS-estimates and the regression
standard errors from the recursive regressions of Alpvt and Alpkt on the whole set a instruments,
reveals some instability in the process behind the variables in the period around 1986. This is the same
instability as we have revealed in both our backward- and forward looking regressions. So, our results
cannot, according to Hendry's proposed test of rational expectations, be taken as evidence against the
hypothesis of rational (or forward looking) expectations.
Table 10: Encompassing tests of backward (MN) vs. forward looking model (Mn) and vice versa 
The combined model: 0 1 = .76**(.16),
 f 2 = .24 (.16), cc-term = -.13**(.05).
R2=0.53, SER=.0210, DW=2.03, x2sm(22)=24.18, X2sc(4)=2 .36, X2REsEr(1)=.7 1 ,
X2N(2)=.62, x2HEr(1)=.52. 
He: MBL VS MFL	 Hoa: Mp
 VS MBL
X2wALD(1)=6.26 [.012]	 X2wALD(4)=18.40 [.001]
Our two competing models are tested against each other by use of encompassing tests. We estimate
(2SLS) the combined regression of the backward- and forward looking regressions. We test the
backward looking model against the forward looking model by use of a Wald-test of the zero
restrictions on the parameters related to the variables not included in the backward looking model and
vice versa. As the results in table 10 indicate, none of the models encompasses the other. It is
interesting to note that both lagged and leaded variables are significant in the combined model. The
estimation results for the combined model are reported in appendix 3.
The results presented in this paper indicate that the theoretical framework based on the minimization
of a multiperiod quadratic loss function is too restrictive, but that forward looking behaviour still may
be present. Our "freely" estimated forward looking model (M m) does however not outclass the
backward looking model (MBL ). Further investigations are needed in the search for a model that
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Figure 4: Standard errors of recursiue regressions. Backward looking
( 114) and forward looking MO models.
.024439
.822385
.828338
.018276
1978Q1
encompasses them both. It is desirable that such a model also has a somewhat better performance
during the inid-1980s. One strategy would be to include a learning process, by which the agents
gradually learn about the data generating processes. Other specifications of the long-run solution also
remain to be tried, for instance time dependent elasticities. But, one should also bear in mind, that our
findings may be the result of our high level of aggregation - a level of aggregation that includes
sectors which may follow different decision rules and for which competing prices have shown
different tendencies during the estimation period.
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Appendix 1. Cross-restrictions in the forward looking model
(a) lpa as the dependent variable
The forward looking model with the backward-forward restrictions imposed and the number of leads
truncated at four, is as follows:
lpat= a + (1 -70(1 -2t,8 )f3 i lpv; + (1 - )(l- X8 )(XS ) [3 i lpv:+1
+ (1 -20(1 -Ä,8 )(XS )2 E3 1 11,11+2 + (1 -20(1 -X5 )(X,8 ) 3 f3 i lp4+3
(1)
	 + (1 -X)(1 -2t#8 )(2t,8 )4 f3 /p4+4 + (1-241- ) 2 /pk;
+ (1-20(1- Ä.,8 )(2u5 ) f3 2 1pk741
 + (1-2t)(1- 2o3 )(XS )2 (3 2 /pK+2
+ (1-X)(1- AiS )(AZ )3 f3 2 /pK+3 + (1-20(1- X8)(2“5 )4 [3 2 /pK+4
+ 2t, /pa	 + dummies + vt
The next equation is the unconstrained version of equation (1).
lpat =a + 4:4 /0 /p4 + 4) 11 1p4+1 +
	 1P11+2 + 4) 13 1P4+3 + 4) 14 1194+4
(2)	 +41 20 1Pk: + 4) 21 1Pkte+1 41 22 1Pkte+2 ± 4) 23 1Pkte+3 ± 4) 24 1/9K+4
▪ 2t, lpa *t+1 + dummies + v t
The backward-forward restrictions can now be expressed as the following set of restrictions on the
parameters in the unconstrained equation. The eight independent restrictions (or subsets of these) can
be tested by a Wald-test.
(3)	
4) 10	 4)11	 41)12	 4)13	 4020
	 4)21	 4022	 41)23
44 11 = 4) 12 = 4) 13	 (I) 14	 4)21 = 4)22 = 4) 23 = 4) 24 = 2L8= — =
The first seven equalities in (2) imply geometrically declining weights on the leads in the two
explanatory variables and also that the implicit weights are equal for both variables. The implicit
weight is according to the last equality, linked to the backward looking part of the equation.
(b) Alpa as the dependent variable
The forward looking model on differentiated form, with the backward-forward restrictions imposed
may be written in the following way:
Alpat = a +(1-20f3 1 Alp4 + (1 — ?46)3 Alp4+1 + (1 — 20(.,8 ) 2 f3 1 Alp4+2
+ (1 — X)(XS ) 3 E3 Alpv 3
 + (1-20(2 t#8 )4 f3	 + (1-24 2 Alpk:
(4)	 • (1— 20(203 )3 2 A/pkte+1 + (1 — X(X.E• )2 13 2 Aipk 2 	(1 X,)(A.,8 )3 3 2 AlpK+3
• (1-21/4,)(2,․ )4 p 2 Alpk 4 — (1-20 lpat_ i + (1-20E3 lpvt_ i + (1— 20[3 2 lpic,_,
• dummies + v,
In the next equation, we present the econometric equation with no cross-restrictions imposed on
parameters. The parameters are linear in the variables.
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Alpat = a + it10A1pv + n1jA/Pv7+1 + n12 644+2 + n13A/Pvte+3	 nmA/Pvte+4
(5) + 7c20AlPic; + n21A 1Picet+1 + n22A 1PK+2 + n23A 1PK+3 + ic24A 1PK+4
- v o lpat4 + ijí 1 lpv 1
 + ijc 2 lpk 1
 + dummies + vt
We get from equation (5) to equation (4) by imposing the following cross-restrictions on the
parameters in equation (5):
(6)
nil	 it 12	 IC 13	 7t14	 1r21	 it 22	 7t 23	 7E24=	 =	 =	 =	 =	 =	 =	 =(1+ v 0)8
it/o	 nu/	 7t 12
	n13	 It 2 0 	7t21	 1C 22	 1C 23
(ii)	 = 111 	 c20 = NI 2
This makes up a total of ten independent restrictions which can be tested empirically by one or several
Wald-tests. The first part of (6), (i), includes the eight restrictions normally associated with backward-
forward restrictions and are the parallel to the restrictions in equation (2). The second part is a result
of our transformation of the equation over to differentiated form.
35
Appendix 2: Data and definition of variables
PA,	 Export price index of the commodity produced by Private mainland economy
PK,	 Price index in competing markets, calculated from import prices in foreign markets
PV,	 Labour unit costs inclusive of net sector taxes for Private mainland economy
U, Unemployment rate, according to Labour Force Sample Surveys (LFSS).
KPI,	 The Consumer price index
1Rt	 Average tax rate of households
V, Exchange rate expressed as NOK per unit of foreign currency
Dk, (k=1,2,3) Seasonal dummies. Dk = 1 if quarter = k, Dk = -1 if quarter = 4, 0 otherwise.
DKVB,	 Dummy for structural change in seasonal movements. DKVB = 1 if t 5_ 77:4, 0
otherwise.
D74Q1,	 Dummy. D74Q1 = 1 if t = 74:1, 0 otherwise.
Data are taken from the Quarterly National Account, published by Statistics Norway, The proxy for
competing prices (PK) is calculated by use of data from IMF's International Financial Statistics and
the Bank of Norway. PK is calculated as a weighted average of import prices (in NOK) in the main
foreign markets for Norwegian producers. We have used the weights previously (until october 1990)
used by the Bank of Norway in fixing the exchange rate for NOK.
All prices are given in Norwegian currency (NOK). All price indices equal 1 in 1991. The letter 1 in
front of a variable denotes the natural logarithm of the variable (lpa = ln(PA), etc.). The symbol
denotes a differentiated variable.
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Appendix 3: Encompassing equation for export prices
Table A3.1: Encomyassing ECM for Alpa. N=83 (71:2-91:4). 2SLS 3). Standard errors in parentheses 
Regressor	 Coeff.	 (s.e.)
Constant	 .14**	 (.05)
1pat-1
	
-.13**	 (.05)
lpvt-i
	
.10**	 (.04)l)
lpkt-i
	
.03	 (.03)1)
Alpvt 	.19**	 (.06)
A1pvt-2
	
-.09*	 (.04)
A1pvt-3
	
.13**	 (.05)
Alpkt 	.17	 (.16)
Alpkt+i
	
.39*	 (.16)
hdpkt-i	 .29**	 (.10)
d2	 .02*	 (.01)
dkvb*d3	 -.02**	 (.01)
01	 .76**	 (.16)1)
0 2	 .24	
1)
R2 	.53
SER	 .0210
DW	 1.03
X2sm(22)	 24.18
X2sc(4)2) 	 .36
eitEsEr-N(1)	 .71
X2N(2)	 .62
ellETO)	 .52
* (**): Significant at a 5% (1%) level.
1)These are estimated subject to the restriction of static homogeneity.
2)Critical values: X2o.o5(1)=3.84, x20.05(2)=5.99, X2o.o5(4)=9.49, x20.05(22)=33.92.
3) Additional instruments: lpvt4, lpvi, Alpvt4, lkpit.i,	 Ut-1, AU-1,
 AUt-2,	 lpkt-i,
Alpkt-3,6444, lvt-i,	 Alvt4, ltrt-i, ltrt-2, Altr t4, d74q1, dl, d2, d3 and dkvb.
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