Designing an efficient routing strategy is of great importance to alleviate traffic congestion in multilayer networks. In this work, we design an effective routing strategy for multilayer networks by comprehensively considering the roles of nodes' local structures in micro-level, as well as the macro-level differences in transmission speeds between different layers. Both numerical and analytical results indicate that our proposed routing strategy can reasonably redistribute the traffic load of the low speed layer to the high speed layer, and thus the traffic capacity of multilayer networks are significantly enhanced compared with the monolayer low speed networks. There is an optimal combination of macro-and micro-level control parameters at which can remarkably alleviate the congestion and thus maximize the traffic capacity for a given multilayer network. Moreover, we find that increasing the size and the average degree of the high speed layer can enhance the traffic capacity of multilayer networks more effectively. We finally verify that real-world network topology does not invalidate the results. The theoretical predictions agree well with the numerical simulations.
I. INTRODUCTION
Many systems in modern society can be described by complex networks, such as power grids, transportation networks and social networks [1] [2] [3] [4] [5] . Routing on such networked systems to enhance traffic capacity is a significant issue, and has been widely studied from the perspective of complex network framework over the past decades [6] [7] [8] [9] [10] [11] . Most studies about routing are focused on monolayer networks. The studies have revealed that traffic congestion is highly related to the structures of networks [3, 12, 13] . Generally, there are three widely used techniques to enhance the throughput of the whole network: (1) modification of network structures [14] [15] [16] [17] , (2) optimization of traffic resources allocations [18] [19] [20] , and (3) designing better routing strategies [9, [21] [22] [23] [24] [25] [26] [27] . Compare with the first two methods, proposing effective routing strategies seems to be more practical and thus has attracted much interest. Among numerous different kinds of proposed routing strategies, an efficient routing strategy proposed by Yan and his colleagues is widely acknowledged for its simplicity and efficiency [21] . The strategy redistributes traffic load in central nodes to other noncentral nodes and improves the network throughput significantly. Echenique et al. proposed a novel traffic awareness protocol (TAP) by considering the waiting time of packets, in which a node forwards a packet to its neighboring node according to the shortest effective distance [28, 29] . Some scholars also proposed strategies for systems with limited band width [30, 31] .
With the availability of big data, scholars found that modern infrastructures are actually significantly interact with and/or depend on each other, which can be described as multilayer (multiplex) networks [32] [33] [34] [35] . For example, to redistribute the traffic load in a low speed transportation network, we can build a new high speed network in the busy regions or between the high flow stations, and the two monolayer networks constitute a multilayer network. Researchers have demonstrated that the dynamics of [35] and on [36] [37] [38] [39] multilayer networks are markedly different from monolayer networks. Until very recently, some researchers studied the traffic dynamics on multilayer complex networks, i.e., how to alleviate the traffic congestion in order to enhance the multilayer network capacity [40] [41] [42] [43] [44] [45] . Interestingly, Solé-Ribalta et al. [44] developed a standardized model of transportation in multilayer networks, and showed that the structure of multiplex networks can induce congestion on account of the unbalance of shortest paths between layers. Morris and Barthélemy [40] analyzed a multilayer network consists of two layers, and showed that it is possible to obtain an optimal communication multiplex by balancing the effects between decreasing the average distance and congestion on a very small subset of edges.
The structures of multilayer networks bring new challenges when we propose effective routing strategies, and the task is markedly different from monolayer networks. On one hand, multilayer networks can relieve the traffic congestion of the low speed layer by using the high speed layer, however congestion may be induced in the high speed layer [46] . Although establishing high speed transportation networks can improve the traffic capacity of low speed network, how to reasonably the redistribute traffic loads is an essential issue. On the other hand, when designing effective routing strategies we should (1) take the intra-layer structures into considerations from microscopic perspective, and (2) consider the efficiencies of different layers from a macroscopic view. Previous investigations about traffic congestion on multilayer networks mainly focused on the macroscopic differences between layers [40] , or the local structure of nodes within the same layer in a microscopic level [43] , without taking both of them into consideration comprehensively. In this work, we propose an comprehensive routing strategy on multilayer networks by incorporating the macroscopic difference of speed between layers and microscopic distinctions among different nodes in the same layer. We find that our routing strategy can redistribute the traffic load in low speed layer to high speed layer reasonably, and the traffic capacity of multilayer networks are remarkably enhanced compared with the monolayer low speed networks. For a given multilayer network, there is an optimal combination of macro-level parameter and micro-level parameter that maximize the traffic capacity. Increasing the size and average degree of the high speed layer can enhance the traffic capacity of multilayer networks more effectively. Numerical results on artificial multilayer networks as well as the real Work-Facebook multilayer network agree well with our analysis.
The outline of the paper is as follows. In Sec. II, we give a detailed description of our routing strategy on multilayer networks. In Sec. III, we suggest theoretical analysis. In Sec. IV, we present our simulation results. Section V summarizes our results and conclusions.
II. MODEL

A. Network model
The multilayer network considered is composed by two layers with N A and N B nodes respectively. Layer A represent the low speed network, and layer B is the high speed network. In general condition, the expense of building a high speed network is far more than that of low speed network, thus the size of high speed network is smaller. For example, in the railway-airline multilayer network, where the speed (cost) of the airline network is faster (more) than that of the railway network. Thus, the size of the airline network is smaller than the railway network, and all airline stations are located at points which can be considered as nodes in the railway network, but no vice versa [47] . For simplicity, we assume that the nodes in the high speed layer B are a random subset of the low speed layer A [40] . We use the uncorrelated configuration model (UCM) [48] to generate the low speed layer A, and use the Erdö-Rényi (ER) networks [49] to represent the high speed layer B. The multilayer network is generated as follows: (1) Build layer A using the UCM method with powerlaw degree distributions P (k) ∼ k −γ , where γ is the degree exponent. We set the size of layer A as N A , the minimum degree is k min = 2, and the maximum degree is k max ∼ √ N A . Construct a ER network as the second layer B by using the selected N B nodes in step (2), i.e., each pair of these randomly selected nodes are connected with a probability p. According to the above three steps, a multilayer network can be built. Note that every node in layer B has its counterpart node in layer A, but the inverse is not true. We denote the degree distribution of the multilayer network as
, where k A and k B denote the degrees in layer A and B respectively. For a node v A in layer A without counterpart in layer B, we have k B = 0. An illustration of the multilayer network is shown in Fig. 1(a) .
B. Routing model
In our model, we assume all nodes in layer A are treated as both hosts and routers for generating and delivering packets, while the nodes in layer B can only deliver packets. We assume that a coupled node v o can deliver packets between layers with infinity bandwidth and no time consumption through two replica nodes v o A and v o B . For simplicity, each node in the layer A (B) has the same maximum packet delivery ability C A (C B ). That's to say, at each time step each node v A can delivery C A packets to its neighbors in layer A if it has no counterpart in layer B. Otherwise, its counterpart node v B can also transmit C B packets in layer B. We set C A = C B = C = 1 (d) T = 3, node j delivers the packet to its 'destination' t through the edge (j, t) in layer B, and the packet is removed from the system. in this paper for simplicity. Due to the finite delivery ability of nodes, a queue of buffers is needed for each node to accommodate packets waiting for being delivered. The transport processes is as follows:
1. Packet generation. At each time step, R number of packets are generated with randomly chosen origins and destinations in layer A. For each packet, a path from the source to the destination is chosen according to the comprehensive multilayer routing strategy (to be introduced in the next subsection). If there are several paths between these two nodes, we choose one randomly. Each newly created packet is placed at the end of the queue of its source node v A if the next stop is in layer A, or queued at the counterpart node v For a non-coupled node v A (i.e., node v A has no counterpart in layer B), it can process only C A = 1 packet. When a packet arrives at its destination, it is removed from the system; otherwise it is queued.
C. Comprehensive multilayer routing strategy
By integrating different roles of nodes in micro-level, as well as different transmission speed of layers in macro-level, we propose a comprehensive multilayer routing (CMR) strategy, which can remarkably enhance the traffic capacity of multilayer networks. We denote that a path between nodes s and t as
where v l F is the l-st stop and node v l F belongs to layer F ∈ {A, B}, and d is the number of stops in this path. Similar to Ref. [21] , we denote an 'efficient path' for any path between nodes s and t as
where
The efficient path between s and t is corresponding to the route that makes the sum L(p(s → t), α F , β F ) minimum. If there are several efficient paths between two nodes, we choose one randomly. The efficient path is related to the macro-parameter α F and micro-parameter β F . The macro-parameter α F ≥ 0 controls packet transmission speed in layer F , and reflects the macro-level transmission speed difference between layers. The smaller value of α F , the faster transmission in layer F . The parameter α A (α B ) corresponds to the slower (faster) network and the ratio α B /α A controls the relative time spends each jump in layer B compared with layer A. The microparameter β F determines the tendency of packets' favour to small-degree or large-degree nodes in layer F , and reflects the micro-level difference between nodes in the same layer. Large degree (small degree) nodes in layer F are preferentially to be the next stop when β F < 0 (β F > 0). When β F = 0, nodes with different degrees have the same probability to be the next stop. Fig. 1 illustrates the routing on multilayer networks.
III. THEORETICAL ANALYSIS
From the perspective of statistical physics, we use the order parameter H(R) to characterize the congestion on multilayer networks [21] ,
where ∆W = W (t + ∆t) − W (t), · · · is average value over ∆t, and W (t) is the total number of accumulated packets in the system at time t. From the varying of H with R, we will know the critical point R c (to be computed later) above which the congestion occurs. For a small value of R, the number of generated and delivered packets are balanced, i.e., every packet can be transported to their destinations, thus H(R) = 0. For a large value of R (i.e., R > R c ), the congestion occurs and the number of accumulated packets increases with time, so H(R) > 0. The critical traffic capacity R c is the most significant parameter of a transportation network, which can be used to evaluate the performance of a routing strategy, i.e., the larger, the better.
To compute the value of R c , we first define the efficient betweenness centralities (EBC) of nodes in multilayer networks as
where σ st (α F , β F ) is the number of efficient paths between nodes s and t for given values of α F and β F , and
is the number of efficient paths that pass node v. The larger value of g(α F , β F , v), the more efficient paths that pass node v. As a result, node v needs to process more packets and has a larger probability to be con- 
For a non-coupled node v A (i.e., node v A has no counterpart in layer B), it can only deliver the packets to neighbors in layer A, and its EBC can be expressed as g(α F , β F , v A ).
At every time step, the system will generate R packets in layer A. We can get the average number of packets that a node v needs to process as
When R ≤ R c , there is no accumulated packets at any node in the system, i.e., Θ F ≤ C. When R > R c , traffic congestion will occur at some HL nodes, i.e., Θ F > C. Since the node with the largest EBC value has the largest probability being congested, and combining the condition C = 1, the critical packet generating number R c should fulfill
where g max (α F , β F ) is the largest value of EBC in the system for the given α F and β F .
IV. RESULTS
We introduce four parameters to investigate the effectiveness of CMR strategy. First, we introduce a generalized parameter coupling based on Ref. [40] , which is used to describe how well two layers are used to transmit the packets. Here the coupling is defined as
where σ st (α F , β F ) is the number of efficient paths between nodes s and t for given values of α F and β F , and σ st B (α F , β F ) is the number of efficient paths that contains at least one edge in layer B. Specifically, we have σ st B (α F , β F ) = 0 when every efficient path between nodes s and t only uses the edges in layer A. For the case of λ ≈ 0, most packets are transported only by layer A, without using the edges in layer B. With the increase of λ, more packets are transported by using the edges in B.
Secondly, we define δ as
is the number of edges belonging to layer A (B) in the efficient paths between nodes s and t for given values of α F and β F . When δ ≈ 0, most edges that are used to deliver packets belong to layer A. The more edges in layer B are used to transport packets, the larger value of δ. The definitions of λ and δ look similar, the difference is that coupling λ represent the proportion of all the efficient paths in system that contain edges in layer B, while δ is that, in all efficient paths, the ratio of edges in B and A.
Thirdly, we define the average length of efficient paths to capture the effectiveness of the CMR strategy as
where d st (α F , β F ) is the length or jumps of efficient paths between node s and t for given values of α F and β F . For example, the length of selected path between nodes s and t in Fig. 1 is 3 . The smaller of d , the less average jumps of the packets arrive the destination.
To improve network traffic capacity, the average packet delivery time T must be minimized. The definition of T is
where n is the number of arrived packets at a given time and T p is the packet delivery time of packet p. The delivery time of each packet consists of the travelling time from the origin to the destination and the waiting time in the queue of the congested nodes. When R is less than R c , T only depends on the travelling time which is relatively small, while when R > R c , T increases with R rapidly.
A. Artificial multilayer networks
In this subsection, we perform extensive numerical simulations on artificial multilayer networks. We set the size of layer A as N A = 1000, degree exponents γ = 3.0, the minimum degree k min = 2, and the maximum degree k max ∼ √ N A . The size of layer B is N B = 500 and average degree k B = 6. All the results are obtained by averaging over 20 different network realizations, with 100 independent runs on each realization. We first focus on the effects of micro-parameter β B on the effectiveness of CMR strategy in Fig. 2 . Since β A = 1 is optimal value without layer B for the case of α A = 1 [see the inset of Fig.2(c) ], we set α A = 1 and β A = 1. Through extensive numerical simulations, we find that other values of α A and β A do not qualitatively affect the effectiveness of the proposed CMR strategy. We set α B /α A < 1 (i.e., α B ≤ 1) here, which indicates that a journey on the high speed layer B is favored for a journey in layer A. From Figs. 2(a) and (b), we find that for different values of micro-parameter β B , both the order parameter H and average packet delivery time T monotonically increases with R. Above the threshold R c , H and T are finite, and increase with R. Importantly, we find that R c exhibits a non-monotonously varying with β B as shown in Fig. 2(c) , and the system exists an optimal value β Figs. 3(a) and (b) . This indicates that packets are more likely to be transmitted in layer B (A). For a small value of β B , many coupled nodes are used to transmit packets. Similar to the effective strategy on monolayer networks, preferentially transmitting the packets through small degree nodes in layer B could improve the traffic capacity of the system [21] , and R c thus first increases with β B . For a large value of β B , most packets are transmitted on layer A, which decreases the usage of coupled nodes in transmitting the packets, and R c thus decreases. In Fig. 2(d) , we further verify in which layer the congestion occurs for different values of β B . To this end, we set the delivery ability of nodes in layer A (B) is infinite when we check the upper limit capacity of layer B (A), i.e.,
. We find that congestion occurs in layer B (A) for small (large) values of β B , since layer B (A) has a smaller critical network throughput. From what we discussed above, we can see that compared to the isolated low speed network A, the capacity R c of multilayer network is remarkably improved at some parameters, since the traffic load of the low speed layer A is redistributed to the high speed layer B reasonably. The system capacity is affected by both layers A and B, and depends non-monotonically on micro-parameter β B . The theoretical predictions agree well with the numerical simulations in both Figs. 2(c) and (d) .
We further study the effects of network size N B and average degree k B of layer B (i.e., increasing the number of coupled nodes and edges in the high speed network) on system capacity in Fig. 4 . As shown in Figs. 4(a) and (c), we find that the maximum traffic capacity R o c (α B ) when α B = 0.5 increases with k B and N B , since the number of efficient paths (coupled nodes) increase. That's to say, increasing the size and average degree of the high speed layer enhance the traffic capacity of multilayer networks effectively. We note that the optimal micro-parameter β o B (α B ) decreases with k B [see Fig. 4(b) ], but does not change with N B [see Fig. 4(d) ]. Again, our theoretical predictions agree well with the numerical simulations.
All results above are obtained when macro-parameter α B = 0.5, we next study the effects of macro-parameter α B in Fig. 5 . We find that R duced. Although establishing high speed transportation can improve the traffic capacity of low speed network, our results indicate that a reasonable redistribution of traffic load is an essential issue. The theoretical predictions agree well with the numerical simulations.
B. Real-world networks
A wide range of systems in the real world have multiple subsystems and layers of connectivity, which can be described as multilayer networks [32] [33] [34] [35] . We verify the ef- fectiveness of our proposed CMR strategy on a real-world multilayer network, which is a social network of Employees of Computer Science Department (ECSD) at Aarhus University [50] . The multilayer social network consists of five kinds of online and offline relationships (Facebook, Leisure, Work, Co-authorship, Lunch), and we choose the Work and Facebook relationships as layer A and layer B, respectively. We denote this real-world network as Work-Facebook multilayer network. Layer A composes of 60 nodes and 194 edges, and layer B has 32 nodes and 124 edges. Some structural properties of the two networks are presented in Table I .
We study the effectiveness of the CMR strategy on the Work-Facebook multilayer network in Fig. 6 . Since the extremely complicated structures of networks, there has two peaks of R c versus β B , at which the traffic capacity is very large, and the R o c (α B ) corresponds to the second peak. Compared to the isolated Work network, the capacity R c of WorkFacebook multilayer network are improved when Facebook network joins in the system [see the inset of Fig. 6(a) ], and the system capacity is affected by both Work and Facebook networks [see Fig. 6(b) ]. In Fig. 7 , we find that R tificial networks, we find that the system reaches a maximum traffic capacity R 
V. DISCUSSIONS
For the purpose of alleviating the congestion of a low speed transportation network, an intuitive way is to built a new high speed network in busy regions or among the high flow nodes. The low and high speed networks constitute a multilayer network. How to reasonable redistribution of traffic load to maximize the multilayer network is an essential issue and full of challenges. In this work, we first proposed a comprehensive multilayer network routing (CMR) strategy by considering different transmission speeds of layers from the macroscopic view (by adjusting a macro-parameter α F ), and different roles of nodes from the perspective of microscopic structure (controlled by a adjustable micro-parameter β F ). We then performed extensive numerical simulations on both artificial and real-world networks. We found that our routing strategy can redistribute the traffic load in low speed layer to high speed layer reasonably, and the traffic capacity of multilayer network are remarkably enhanced compared with the monolayer low speed network. In addition, the system capacity is affected by both layers A and B, and depends non-monotonically on micro-parameter β B and macroparameter α B . For a given multilayer network, the system reaches a maximum traffic capacity R networks more effectively. The theoretical predictions agree well with the numerical simulations in both artificial and realworld networks.
A wise way to alleviate traffic congestion for multilayer networks is designing effective multilayer network routing strategy. Our results exhibit a way to reasonable redistribute the traffic load. In this work, we proposed an effective strategy which considers the local structures of different nodes, as well as the transmission speeds of different layers. We study our proposed strategy on multilayer networks including two layers, and it can remarkably improve the systems' traffic capacity. Our research may stimulate future studies on designing realistic transportation and communication multilayer networks, such as, considering different delivery abilities of nodes, limited traffic resources, transmission cost of layers, and multilayer networks with more than two layers.
