In a previous paper we have presented a general scheme for the implementation of symmetric generalized measurements (POVMs) on a quantum computer. This scheme is based on representation theory of groups and methods to decompose matrices that intertwine two representations. We extend this scheme in such a way that the measurement is minimal disturbing. A minimal disturbing measurement for a POVM changes the state vector |Ψ of a system to √ Π|Ψ where Π is the positive operator corresponding to the measured result.
Introduction
The question of how to implement quantum measurements is an important issue of quantum computation. Whereas the standard model of quantum computers only uses one-qubit measurements in the end or during the computation [1] , models have been proposed where other measurements are necessary [2] . In Ref.
[3] a quantum algorithm is described which uses even more general measurements than the usual von Neumann measurements, i.e., they are not described by a family of mutually orthogonal projections but by a so-called positive operator-valued measure (POVM). Even though it is known that it is in principle possible to reduce every POVM measurement to a von Neumann measurement on an extended quantum system it is by no means clear how to do this efficiently. Since one cannot expect that all von Neumann measurements on a quantum register can be implemented efficiently [4] this is even more true for the larger class of POVM measurements. In Ref. [5] we have described a general method to implement symmetric POVMs on a quantum register where universal quantum computation capabilities are available. Furthermore, implementations with linear optics are known without regard to efficiency [6, 7] or for some special low-dimensional cases [8, 9, 10, 11, 12, 13] . The way in which these implementations change the system state is not considered at all. For all cryptographic protocols or algorithms which use POVMs at the end (see e.g. Refs. [3, 8] ) this is clearly irrelevant.
1 Even though we do not know of any proposals for quantum algorithms where generalized measurements are needed during the computation, there are various reasons to consider measurements that disturb the state in a minimal way. There are, for instance, systems where measurements are interesting for physics: In Ref. [5] we have, for instance, argued that future quantum computers could in principle be used for simultaneous measurements of position and momentum of a particle on a circular chain. It may seem a bit overdone to use a full quantum computer for elementary measurement tasks. However, our measurement scheme suggests that future measurement technology could profit from developments in the field of quantum information theory and its algorithmic approach. For nanotechnology it could be interesting to measure position and momentum of Schrödinger particles such that the measurement process is minimal disturbing. For this task it is desirable to have an implementation scheme working on an infinite dimensional space in contrast to the finite dimensional approximation given in Ref. [5] . To describe an algorithmic implementation of minimal disturbing simultaneous momentum and position measurements by elementary operations is the central motivation for this article. We achieve this goal by the extension of the theory of Ref. [5] to minimal disturbing measurements.
We proceed as follows. In the next section we recapitulate the definition and some properties of POVMs. Furthermore, we resume the general scheme for the implementation of general measurements by orthogonal measurements on a quantum computer. In Sec. 3 we define the symmetry of POVMs and present a general scheme for the implementation of symmetric POVMs. In Sec. 4 we consider the implementation for two special classes of POVMs. Explicitly, we consider POVMs on qubits with cyclic symmetry groups and POVMs on d-dimensional quantum systems with Heisenberg-Weyl symmetry. In Sec. 5 we transform the results to quantum systems with Hilbert spaces of infinite dimension.
Minimal disturbing implementations by von Neumann measurements
In this section we briefly outline known results about the implementation of POVMs [1] . In contrast to Ref. [5] where we only considered the probabilities of the measurement results we now take the post-measurement state into account, too. We want to implement the measurements with the help of a quantum computer with the least possible disturbance of the quantum state being measured. Consider a quantum system with Hilbert space d . A POVM consists of n operators Π j ∈ d×d with Π j ≥ 0 and j Π j = I d . Here I d denotes the identity matrix of size d × d. A formal definition for POVMs on infinite dimensional quantum systems and an infinite number of results can be found in Ref. [14] . In Sec. 5 we use this more general definition but here we start with the restricted definition since we consider implementation schemes on quantum computers in the first place where the basic operations are unitary transformations and orthogonal measurements in the computational basis.
First we recall that a measurement process changes the density operator ρ of the measured system according to
if j is the measurement result. Here (A ij ) is a family of operators with
(see Ref. [15] ). Following Refs. [16, 17] the average disturbance of the states ρ = |Ψ Ψ| taken from a uniformly distributed ensemble can be defined by
where Ω Ψ is the unitarily invariant measure, and F the fidelity
Then the post-measurement state is described by the state vector
if the disturbance is minimal. In order to implement a minimal disturbing measurement with n POVM operators we can use an ancilla with Hilbert space n . Its canonical basis vectors are denoted by |0 , . . . , |n − 1 . The ancilla is initially in the state |0 . The POVM implementation consists of a unitary transform on the joint system followed by measurements on the ancilla in the standard basis. The unitary transform U ∈ dn×dn is partially defined by the equation
This defines U only on the subspace
e., Eq. (3) defines the first d columns of U. We can write these columns as matrix
The other columns of U can be arbitrary since the ancilla is initialized with |0 . Extending M to a unitary matrix is always possible because M has orthonormal columns due to
If a measurement on the ancilla yields the result j the superposition of the right side of Eq. (3) collapses to the state vector defined in Eq. (2).
Implementation of symmetric POVMs
In this section we adapt the general approach of Sec. 2 to symmetric POVMs. The intention is to use the structure of symmetric matrices [18, 19] arising from the POVM symmetry. Without symmetry we would have to use inefficient implementation schemes for general unitary matrices [20, 21] .
Symmetric matrices and intertwining spaces
Our basic tools for working with symmetric measurements are symmetric matrices and the consequences of Schur's lemma. A symmetry of a matrix M ∈ m×n is defined [18, 19] by a finite group G with two unitary matrix representations σ : G → m×m and τ : G → n×n . We say that the matrix M has the symmetry (G, σ, τ ) if σ(g)M = Mτ (g) holds for all g ∈ G. We also write σM = Mτ for short. In the following we denote the irreducible representations of G by κ 1 , . . . , κ z .
In order to characterize the structure of symmetric matrices we examine the intertwining space
For simplicity, let us first assume that σ and τ are decomposed into sums of copies of the κ j with respect to the standard basis, i.e.,
Using Schur's lemma [22] we obtain the following simple structure of the intertwining space:
where deg(κ j ) denotes the degree of κ j . The unitarity of a symmetric matrix restricts the set of possible representations for the symmetry. Assume that M is a unitary matrix with the symmetry (G, σ, τ ). Let σ and τ be decomposed into a direct sum of irreducible representations as defined in Eq. (5) . Then M is block-diagonal with unitary blocks of size m j × n j . For m j = n j the jth block is not a square matrix and cannot be unitary. Hence, for a unitary matrix with symmetry σM = Mτ we have m j = n j . This observation is the basis for the construction in Sec. 3.3.
Symmetric POVMs define symmetric matrices
Consider the POVM consisting of the operators Π 1 , . . . , Π n with Π i = Π j , i = j, and let σ : G → d×d be a unitary matrix representation of the finite group G. We define the POVM to be symmetric with respect to σ if σ(g)Π i σ(g) † ∈ {Π j } for all g ∈ G and all i. Such POVMs are also called group-covariant [23, 24] . The symmetry of a POVM can also be defined with projective representations of the symmetry group. With a central extension of G this definition can be reduced to our definition of symmetry [5] .
The symmetry defines a permutation representation π :
Here π is well-defined because all operators Π j are different and S n denotes the symmetric group with n! elements. To see that π is indeed a permutation representation one checks
Clearly, the square roots of the operators Π j have the same symmetry. Define the permutation matrix representation σ π : G → n×n by σ π (g)|j := |π(g)j . Then the symmetry of a POVM implies the symmetry (σ π ⊗ σ)M = Mσ of its matrix M defined in Eq. (4):
The last expression differs from the definition in Eq. (4) only by a permutation of the summation order.
Circuit construction using symmetric matrices
Now we describe a systematic way to extend M to a unitary U satisfying
with an appropriate representationσ. We choose unitaries A ∈ dn×dn and B ∈ d×d that block-diagonalize σ π ⊗ σ and σ, respectively:
Using Eqs. (8) we can rewrite (
with N := AMB † ∈ dn×d . We want to extend N to a unitary W = (N|Ñ ) withÑ ∈ dn×d(n−1) such that
The extension is only possible if m j ≥ n j for all j. We show that this is always true. The representation σ π is a permutation matrix representation. It necessarily contains the trivial representation g → (1) ∈ 1×1 at least once since the vector (1, . . . , 1)
T is invariant under all permutations of its entries. Consequently, we have C(σ π ⊗ σ)C † = σ ⊕ σ ′ for an appropriate unitary C ∈ dn×dn and an appropriate σ ′ . From this decomposition of σ π ⊗ σ it is clear 2 that m j ≥ n j for all j.
2 Th. 5 of Ref. [5] states that m j ≤ n j for the symmetry σM = M τ of a matrix M with rank(M ) = deg(σ) and the decompositions in Eqs. (5) . The inequalities n j ≤ m j for the decompositions in Eqs. (8) can be obtained by the same theorem for M † with the
ConstructingÑ is simpler if we rearrange the irreducible representations on the right side of Eq. (10) such that the order coincides with the order on the left side. This corresponds to rearranging the columns of W by a permutation matrix P . We obtain
Observe that d columns of W P are defined by N, the other (n − 1)d columns can be constructed as follows. Furthermore, W P is block diagonal and we have to construct unitary blocks. This is always possible since all blocks are square matrices and the given columns are mutually orthogonal. We simply extend each block to a unitary matrix by choosing appropriate columns.
In order to find the unitary U which implements the POVM we need, however, a symmetric extension of M and not of N. Even though M and N are related by M = A † NB the extension of M is not uniquely determined by the extension of N because the additional representationσ in Eq. (7) is only specified up to unitary equivalence. We describe explicitly how this degree of freedom can help to construct a simple transformation U. Following Eqs. (8) and (10) the unitary W has the symmetry
This equation can be written as
with the representationσ
By rearranging the unitaries of Eq. (11) we obtain Eq. (7) with
Therefore, U is an extension of M satisfying Eq. (7). So far, it is not obvious how to use the symmetry of U for decomposing it into elementary gates. In
Ref. [5] we have discussed this issue. The idea is that one tries to obtain sparse unitaries W in the intertwining space. There are interesting examples (see Ref. [5] and the following section) where this kind of sparse transformations can be implemented efficiently. For the implementation of unitaries which transform representations into block diagonal structure we refer to Ref. [25] .
Examples
In this section we explicitly construct quantum circuits for the implementation of two special classes of symmetric POVMs. We obtain the equalities F m X m F † m = Z m and Z m X m = ω m X m Z m that we will use in the following without proof.
Cyclic groups
Simple examples for our implementation scheme are POVMs operating on a qubit with a cyclic symmetry group. Measurements with cyclic symmetry can, for instance, provide an estimation of time when applied to a dynamical quantum system. This is because the time evolution of a quantum system with energy eigenvalues being rational multiples of each other is periodic and the dynamics is therefore a unitary representation of SO (2) . This leads naturally to the finite cyclic groups after discretization.
Fix n ≥ 2. We consider the cyclic group C n = r : r n = 1 with n elements, the unitary matrix representation σ : C n → 2×2 with σ(r) = R r n for R n := 1 0 0 ω n ∈
2×2
and the orbit of the initial vector 1/n(1, 1) T ∈ 2 . We have the POVM operators
for j ∈ {0, . . . , n − 1}. This POVM is, for instance, natural to estimate the phase of an equatorial state in the Bloch sphere.
Following the implementation scheme of Sec. 2 we consider the square roots
We obtain the matrix
with the symmetry
Using the equality F n X n F † n = Z n we obtain
Therefore, we have the matrix symmetry (Z n ⊗ I 2 )N = NR n with
With the notation of Sec. 3.3 we have A = X 2n (F n ⊗ I 2 ) and B = I 2 . We extend N to a unitary matrix W ∈ 2n×2n where (Z n ⊗ I 2 )W = W (I 2 ⊗ Z n ). defines the symmetry.
3 Here, W can be chosen to be W := (I n ⊗ F 2 )K † with the permutation matrix K ∈ 2n×2n that can be written as K|2j = |j and K|2j + 1 = |n + j with j ∈ {0, . . . , n − 1}. In summary, we have to implement the unitary
where we setB := I 2n−2 leading to B ⊕B = I 2n . An efficient implementation with elementary quantum gates can be found for n = 2 m with m ∈ AE. The measured qubit is embedded in a quantum register consisting of m + 1 qubits. Efficient implementation for F 2 m are known [1] . The unitary K is given by the cyclic shift |x 1 x 2 . . . x m x m+1 → |x m+1 x 1 x 2 . . . x m of qubits. To decompose X † 2n into elementary gates we observe Fig. 1 
Heisenberg-Weyl groups
The application of our scheme to POVMs with Heisenberg-Weyl symmetry is the basis for simultaneous position and momentum measurements for Schrödinger waves in Sec. 5. The latter type of measurements is obtained by the continuous analogue of the finite dimensional POVM implementation discussed in this section. 
Since the group is already given as a matrix group the representation σ is simply given by σ(
Sec. 2 the matrix M of Eq. (4) is given by
The symmetry of M is
Following Sec. 3.3 we decompose the representation on the left side into a direct sum of irreducible representations. First of all, we diagonalize both shifts X d by the Fourier transform. We obtain
The matrices on the left side can be written as
Therefore, the representation is decomposed into a direct sum of representations that are equal to σ up to phase factors. We now eliminate these factors.
To simplify notation we define the block diagonal matrices
Using both equations we can write
, where we have no phase factors. Consequently, we can write
We can rewrite this as
with
Using the notation of Sec. 3.3 we have 
Elementary but cumbersome computations 5 show
where √ µ ij are the entries of √ µ.
We want to extend the representation σ on the right side of Eq. (13) to the direct sum of d 2 copies of σ. The matrix W of the resulting intertwining space has the decomposition C ⊗ I d with C ∈ d 2 ×d 2 . Therefore, we extend
We can define the unitary
that extends M withB := I (n−1)d . Now we show how to simplify the implementation by preparing an appropriate ancilla state. We have Therefore, we can omit the implementation of W if we initialize the ancilla with |Φ 1 of Eq. (14) . In summary, we have to implement the unitary
after we have initialized the ancillas with the state vector
As a special case consider the initial operator µ = |α α|/d with |α ∈ d and α|α = 1. In this case we have
We can implement the POVM with initial operator µ = |α α|/d efficiently if the same is true for the preparation of the states |α and |α . A quantum circuit for the implementation of the POVM that is generated by the Heisenberg-Weyl group with initial operator µ = |α α|/d is shown in Fig. 2 .
Continuous Measurements
As already stated, POVMs with Heisenberg-Weyl symmetry formalize simultaneous measurements of position and momentum. For a discretized Schrödinger wave we have explained this in detail in Ref. [5] . Here we want to address these simultaneous measurements for the wave function in a continuous degree of freedom and with minimal disturbance. The Hilbert space of a particle in one dimension is the space H := L 2 (Ê) of square integrable functions over the real line. The position operator X, defined on a dense subspace of H, is the multiplication operator
The momentum operator is
where we seth = 1. Following Sec. 3.4 of Ref. [14] we introduce a family U s,t of unitaries (U s,t ψ)(x) := e ixs ψ(x − t) , which formalize shifts in momentum and position space. They define an approximative simultaneous measurement of X and P by the positive operators
where |α ∈ H is a wave function which is sufficiently localized in momentum and position space. The probability density for the result (s, t) is tr(ρΠ s,t ) if the system state is described by the density operator ρ. The outcome (s, t) is interpreted as momentum s and position t of the particle in a "coarse grained phase space". We can clearly generalize the POVM above by replacing |α α|/(2π) with any operator µ having trace 1/(2π).
In agreement with the discussions of finite POVMs in the preceding sections we want to implement the POVM in such a way that the state changes according to
given that the measurement outcome is (s, t). The circuit in Fig. 2 can be modified in a straightforward way to the continuous setting where
is replaced by H ⊗3 , i.e., two additional particles in one dimension are used as ancilla system. The final von Neumann measurement is a position measurement on both ancillas. Of course, one could also use the remaining two dimensions of a particle in three dimensions as ancilla system. The discrete Fourier transform (occurring three times in Fig. 2 ) must be replaced with the continuous Fourier transform
We replace the two controlled cyclic shifts by the following controlled translations on the real line:
where |ψ , |φ are arbitrary states in H and (E λ ) is the family of spectral projections of X, i.e., E λ is the projection onto the space L 2 (−∞, λ]. Intuitively speaking, W shifts the wave function on the right by x if the left state is a "delta function" at position x. In order to make it more apparent that this is indeed a well-defined unitary we perform the Fourier transform on the second tensor component and obtain the multiplication operator
Here I denotes the identity operator. The unitary in Eq. (15) is at the same time the straightforward generalization of the controlled phase-shift operation that is the fourth gate in Fig. 2 . The following calculation shows that the circuit obtained by these substitutions does really what we want when we initialize the ancillas with a state γ defined in analogy to the previous section: Because µ is positive and tr(2πµ) = 1 we can write
with orthonormal vectors |α j ∈ H and λ j ≥ 0 with j λ j = 1. The operator √ 2πµ defines |γ in H ⊗ H by
which is the desired initialization state. We can prove that the "circuit" obtained by the replacements above is a measurement with the correct output probability density p(s, t) = tr(ρΠ s,t ) and that it is minimal disturbing by the same calculation. We must only show the following. The above sequence of transformations creates a wave function x, y, z → φ(x, y, z) with φ ∈ H ⊗3 ∼ = L 2 (Ê 3 ). After measuring x and y and interpreting these results as t and −s, respectively, we obtain the unnormalized conditional state vector given by the wave function
that coincides with
This means explicitly that
We start with the joint state
where we define φ j (x, y, z) := α j (x)α j (y)Ψ(z). We calculate the change of each state φ j independently. First we apply the controlled inverse translation and obtain α j (x)α j (y + x)Ψ(z) .
The inverse Fourier transform changes this state to 1 2π
The second controlled inverse shift followed by the controlled phase yields
After applying the inverse Fourier transform to both ancilla registers we obtain
We simplify this term into
The integral over v is only non-vanishing for x − z + u = 0. Hence, we obtain 1 2π
With the substitution w ′ := z + w we get
The conditional state given that we obtain the result x = t and y = −s coincides with Eq. (17) after we take the sum over all j. Now we sketch that there are natural physical processes which can implement the required transformations. We can obtain the Fourier transform by subjecting the Schrödinger particle with mass m to a harmonic potential V (x) := 1 2m
The total Hamiltonian
generates a Heisenberg dynamics on X given by X(t) = cos(t/2m)X + sin(t/2m)P.
Hence, it maps X to P after a quarter of a period. Up to an irrelevant phase, the only unitary U satisfying UXU † = P is the Fourier transform. Controlled phase shifts can be obtained as follows. Consider a harmonic attractive interaction between two particles which is strong enough to dominate over the free time evolution. On the relevant time scale the Hamiltonian evolution is then governed by the interaction
with some c > 0. By applying equal negative harmonic potentials with strength c to the first and the second particle, respectively, we obtain
The sum of both potentials is
which implements clearly the desired controlled phase shift in Eq. (15) after the time t = 1/2. So far, we did not consider the question of how to prepare the state |γ on the ancilla registers. To achieve measurements with µ = 1 2π |α α| we can initialize the ancillas to the states |α and |α , respectively. If α is a Gaussian wave packet (with real amplitudes, i.e., α = α) we could, for instance, obtain it physically by preparing the ground state of an appropriate harmonic oscillator. However, it could also be interesting to implement measurements that are less disturbing for the cost of providing less information about the localization of the particle in phase space. A sequence of increasingly coarse-grained measurements could then describe continuously the transition to a classical phase space where a simultaneous measurement of position and momentum disturbs neither of both quantities. Therefore, minimal disturbing measurements are useful to describe the mesoscopic level between purely quantum and purely classical behavior.
We want to give a sequence of Heisenberg-Weyl covariant POVMs (Π n s,t ), which lead to arbitrarily small disturbance. For each (s, t) we demand that the sequence (Π n s,t ) converges with an appropriate renormalization λ n > 0 strongly to the identity which means [26] lim n→∞ λ n Π n s,t |Ψ = |Ψ for all |Ψ ∈ H .
We now describe a sequence of entangled states on our two ancilla particles which induce such a sequence of POVMs. We have already argued that rankone POVM operators are induced by product states. Intuitively, we conclude that higher rank operators Π s,t require entangled ancillas. A simple example of such a state |γ ∈ H ⊗ H is given by
with a, b > 0 and an appropriate normalization factor f . The isolines of the wave function are ellipsoids with principle axes (1, 1) and (1, −1). To show that this is an allowed initialization of the ancillas we only have to show that γ defines a positive operator T on H with γ as integral kernel, i.e., The function k is the "Gauss kernel" which is known to be positive definite [27] . The corresponding operator integralT is therefore positive and hence T is positive, too. When reinterpreting vectors in H 2 as operators on H as above, the Hilbert space norm translates into the Hilbert-Schmidt norm of the corresponding operator.
6 Thus, we have tr(T 2 ) = 1. We may therefore set µ := T 2 /(2π). Now we replace the constant b above by a sequence b n → ∞ and f with appropriate factors f n in order to achieve that the corresponding wave packets γ n are for increasing n more and more localized close to the diagonal x = y. Then the operators with γ n as integral kernel converge after appropriate renormalization strongly to the identity. In other words, the integral kernel γ becomes, intuitively speaking, closer to the distribution δ(x−y) and Eq. (18) holds therefore true. The disturbance caused by the measurement becomes arbitrarily small for large n. Wave functions which are correlated Gaussian states of two particles are by no means unphysical; they can be, for instance, the ground states of coupled harmonic oscillators.
This shows that we can implement a family of less and less disturbing measurements using the following resources:
1. preparation of ground states of harmonic oscillators, 2. independent harmonic potentials on Schrödinger particles, 3 . attractive forces which lead to a harmonic coupling of oscillators, and 4. position or momentum measurements in the end.
To give a proposal for an experimental implementation would go beyond the scope of this article. However, the remarks above show that the required transformations are quite natural from a physical perspective.
Conclusions
We have presented a general scheme to implement minimal disturbing symmetric measurements by quantum circuits. As a physically relevant example we consider Heisenberg-Weyl symmetric POVMs which define simultaneous measurements of position and momentum of a particle on a cicular chain.
We have shown that a straightforward generalization leads to an algorithmic implementation of continuous and simultaneous position and momentum measurements. This implementation makes use of natural Hamiltonians like harmonic potentials and free evolutions of Schrödinger particles. Hence, our scheme describes a systematic approach to generate optimal measurement algorithms using elementary interactions. It could therefore provide a helpful tool for future measurement technology. This work was supported by Landesstiftung Baden-Württemberg gGmbH (cooperation of the projects AZ 1.1322.01 and AZ 1.1422.01).
