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Modification of relative entropy of entanglement ∗
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We present the modified relative entropy of entanglement (MRE) that is proved to be a upper
bound of distillable entanglement (DE), also relative entropy of entanglement (RE), and a lower
bound of entanglement of formation (EF). For a pure state, MRE is found by the requirement that
MRE is equal to EF. For a mixed state, MRE is calculated by defining a total relative density ma-
trix. We obtain an explicit and “weak” closed expressions of MRE that depends on the pure state
decompositions for two qubit systems and give out an algorithm to calculate MRE in principle for
more qubit systems. MRE significantly improves the computability of RE, decreases the sensitivity
on the pure state decompositions in EF, reveals the particular difference of similar departure states
from Bell’s state and restore the logarithmic dependence on probability of component states consis-
tent with information theory. As examples, we calculate MRE of the mixture of Bell’s states and
departure states from Bell’s states, and compare them with EF as well as Wootters’ EF. Moreover
we study the important properties of MRE including the behavior under local general measurement
(LGM) and classical communication (CC).
PACS: 03.65.Ud 03.67.-a
I. INTRODUCTION
The entanglement is a vital feature of quantum in-
formation. It has important applications for quantum
communication and quantum computation, for exam-
ple, quantum teleportation [1], massive parallelism of
quantum computation [2,3] and quantum cryptographic
schemes [4]. Therefore, it is very essential and interesting
how to measure the entanglement of quantum states. In
the existing measures of entanglement, the entanglement
of formation (EF) EEF [5] and the relative entropy of
entanglement (RE) ERE [6] are often used and they are
respectively defined by
EEF (ρAB) = min
{pi,ρi}∈D
∑
i
piS(ρ
i
B), (1)
ERE(ρAB) = min
ρR
AB
∈R
S(ρAB‖ρRAB), (2)
where D in eq.(1) is a set that includes all the pos-
sible decompositions of pure states ρ =
∑
i piρ
i, and
R in eq.(2) is a set that includes all the disentangled
states. Note that ρiB = TrAρ
i is the reduced den-
sity matrix of ρi, S(ρ) is von Neumann entropy of ρ,
S(ρ‖ρR) = Tr(ρ log ρ− ρ log ρR) is the quantum relative
entropy and ρR can be called the relative (density) ma-
trix, which is used to calculate the relative entropy.
For a pure state in a bi-party system EF is an actu-
ally standard measure of entanglement. For an arbitrary
state of two qubits, EF is also widely accepted [7]. For
bound entangled states, EF and the distillable entangle-
ment (DE) [8] simply quantify two different properties of
the state. RE is thought of a upper bound of DE and a
lower bound of EF in the case of mixed states [6]. RE
appears promising by a series of the interesting results
[9]. However, there are still several open questions not
to be understood fully among them. For example, EF is
heavily dependent on the pure state decompositions in
the case of mixed states, RE’s advantages suffers from
the difficulty in computation. Moreover, it is not very
clear how to describe the entanglement of many parties
in terms of both of them. At most, we can know qual-
itatively some useful information [9]. In addition, we
believe there is the particular difference between some
similar departure states from Bell’s state, however, it is
covered up by Wootters’ EF. We do not know why EF,
in the case of mixed state, is linearly dependent on the
probability of component states for the minimum pure
state decomposition (MPSD).
In this paper, we try to solve the questions stated
above, at least partially. First, we think that in the
case of pure states, EF and RE are both correct mea-
sures of quantum entanglement. Thus there must be a
determined functional relation between them, but not
only they are equal numerically. In other words, we
should be able to find such a relative density matrix
that S(ρ‖ρR) = S(ρB). Although we have known that
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ERE(ρ) ≤ EEF (ρ) in the case of mixed states, we have no
idea to find this functional relation between them. Ac-
tually, if we think that the entanglement is an inherent
physical quantity of quantum state and EF and RE are
both correct measures also for mixed states, then such
relation definitely exists. However, EF is linearly de-
pendent on probability of component states, but RE is
logarithmically dependent on probability of component
states in mathematics. It appears to hint us that the
functional relation between them might be logarithmic.
Again comparing with the case of pure state, it is difficult
to find a way from a logarithmic relation to an equal re-
lation. This predicament is obviously an open question.
In other hand, it seems to us, EF and RE both char-
acterize the entanglement of mixed states at a certain
content. Therefore, we have to inherit their reasonable
sectors and ingenious ideas. But, we also would like to
improve them.
In order to arrive at our aim, we first see what reasons
lead to these difficulties. For EF, we begin with a simple
example. Consider the mixed state M with two kinds of
pure state decompositions
M =
1
2
(|00〉〈00|+ |11〉〈11|) (3)
=
1
4
(|00〉+ |11〉) (〈00|+ 〈11|)
+
1
4
(|00〉 − |11〉) (〈00| − 〈11|) . (4)
It is easy to calculate that the statistic average of EF
of decomposition states are respectively 0 and 1 for two
kinds of decompositions. This respectively touches at the
minimum and maximum values of entanglement measure
and so it is not nice enough. In order to overcome this
disadvantage, one needs to find a so-called minimum pure
state decomposition to define EF of a mixed state. But it
appears a companying problem how to calculate the min-
imum pure state decomposition. At present, one seems
not to know an algorithm to do this. From our view,
to calculate entanglement of the mixed states by using a
minimum pure state decomposition now may be still an
indispensable trick because of the undetermined property
of decomposition of density matrix. However, we can try
to decrease the dependence and sensitivity with the pure
decomposition so as to decrease the difficulty to find it.
For RE, we note that the set R in eq.(2) is so large
that one can not sure when the minimization procedure
is finished. In other words, although RE can measure
the entanglement for bi-party systems and give out qual-
itatively description of entanglement for multi-party sys-
tems in means of the minimum distance from all of disen-
tangled states to the concerning state, RE only pointed
out that such a minimum distance exists, but does not
determine what form of the disentangled state. Thus, its
advantage suffers by the difficulty from computation.
As to Wootters’ EF how to cover up the difference
among some departure states from the maximum entan-
gled states can not be simply explained. We will mention
it in the section four.
Based on the definition of EF for a mixed state, we
immediately see that EF is linearly dependent on prob-
ability of component states. We do not know how to
explain it from information theory. In our point of view,
it seems that this dependence should be logarithmic. In
fact, this is one of main reasons why we take the relative
entropy to describe the measure of entanglement. How-
ever, we have to face to a new difficulty how to calculate
it.
After these analyses stated above, we realize that it is
necessary and important to further research measures of
quantum entanglement. In order to restore the logarith-
mically dependence on probability of component states,
we prefer to chose the relative entropy, as a function of
mixed state, to describe the entanglement of mixed state.
However, since the facts that the pure state decomposi-
tion of a mixed state is not unique in general and any
decomposition is not always corresponding to the really
physical entanglement, we have to determine a pure de-
composition so as to the relative entropy calculated by
it can correctly measure entanglement. In spite of the
puzzle of the linearly dependence on probability of com-
ponent states from EF in a mixed state, it seems to us,
the kernel of Bennett et. al’s idea is to point out the min-
imum pure state decomposition of a mixed state corre-
sponds to the entanglement of this mixed state. Thus, we
define MRE just according with this kernel of their idea.
Moreover, in order to overcome RE’s difficulty in seeking
a suitable relative density matrix among an infinite set of
disentangled states, we derive out an explicit construc-
tion of relative density matrix in MRE. In summary, the
main ideas to propose MRE are original from organically
combining the advantages of EF for the pure states and
strongpoint of RE for the mixed states and avoiding their
individual shortcomings as possibly. Of course, we have
used some our points of view and judgements.
It must be emphasized that in the case of pure states,
MRE gives the same value of entanglement as EF. There-
fore, MRE can be thought of an acceptable measure of
entanglement in the case of pure state. In other words,
MRE’s and EF’s positions are equal, that is, there is no
any difference whether by means of MRE or EF to mea-
sure entanglement of a pure state. As is well known,
in the case of mixed states, EF has be extensively re-
searched. In this paper, we would like to study how MRE
to be extended. Our results implies that MRE is indeed
a hopeful candidate to measure the entanglement for the
mixed states.
Obviously, the most important key is how to construct
a correct relative density matrix in MRE. Our method
can be simply described as following. First, starting with
a pure state ρPAB, we think the measure of entanglement
is proportional to such a relative entropy S(ρPAB||R), in
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which the relative density matrix is defined by equation
S(ρAB||R) = EEF (ρAB) based on the fact that EF is a
good enough measure of entanglement for the pure states,
that is, R is a solution of this equation. Then, we define
the relative density matrix in means of introducing the
bases of relative density matrix. In the case of mixed
states, for each pure state decomposition, we can con-
struct an individual relative density matrix in terms of
a mixture of relative density matrices of all component
states with same distribution. In general, for all of pos-
sible pure state decompositions, their corresponding rel-
ative density matrices are not the same and forms a set.
Thus, among this set we, according to Bennett et. al’s
idea, chose such a relative density matrix that the relative
entropy of mixed state evaluated by it is the minimum
as a correct total relative density matrix in MRE. Just
because the relative density matrix can be constructed
obviously in MRE, one can easily calculate the minimum
distance and clearly understand its physical meaning.
Of course, the simplest case is two qubits as bi-party
systems. It is a footstone to understand and calculate
MRE in the cases of many qubits and multi-party sys-
tems. In this paper, at least for bi-party systems made up
of two qubits, we clearly derive out the forms of relative
density matrices, explicitly obtain their closed expres-
sions. All of this greatly improves the computability of
relative entropy as a measure of entanglement, decreases
at some content the undetermined property of measure
of entanglement of mixed states and overcomes above dif-
ficulties that we have realized. Moreover, it is proved to
be a possible upper bound of RE, also DE, and a lower
bound of EF. In particular, MRE has some expected
behaviors under local general measurement (LGM) and
classical communication (CC). It seems to us, the advan-
tages of MRE might be more important for multi-party
systems, and we have further developed our study to the
relevant problems [10]. More details will be presented
soon.
This paper is organized as following. Section one, as
introduction, mainly analyses the actuality and problems
at front of us in the study of quantum entanglement and
explains why and how to propose MRE. Section two,
as preliminaries, contains several lemmas which are the
computing method of relative entropy, physical signifi-
cance and expression of polarized vectors related with
entanglement, the behavior and properties of polarized
vectors and disentangled states under local general mea-
surement (LGM) and classical communication (CC). Sec-
tion three proposes the full definition of MRE, obtains a
“weak” closed expression of MRE that depends on the
pure state decompositions for two qubit systems, gives
out an algorithm to calculate MRE in principle for more
qubit systems. Section four exhibits some useful exam-
ples to account for the advantages of MRE including sig-
nificant improvement of the computability of relative en-
tropy of entanglement (RE), decreasing dependence and
sensitivity on the pure state decompositions and correct
logarithmic dependence, in the sense of information the-
ory, on probability of component states, as well as the
particular difference among the departure states from
Bell’s states. MRE of the mixture of Bell’s states and the
departure states from Bell’s states are calculated and is
compared with their EF as well as Wootters’ EF. Section
five proves important properties of MRE such as that
MRE is a possible upper bound of RE, also DE, and a
lower bound of EF, MRE has some expected behaviors
under local general measurement (LGM) and classical
communication (CC), MRE varies from 0 to 1 as well as
its maximum value corresponds to maximally entangled
states and its minimum value corresponds to separable
states.
II. SEVERAL LEMMAS
As preliminaries, let’s first give out the following sev-
eral lemmas. In order to calculate relative entropy, we
need
Lemma One. If the relative density matrix in its
eigenvector decomposition is:
ρR =
∑
α
λαρ
R
α =
∑
α
λα|vRα 〉〈vRα |, (5)
where λα is taken over all the eigenvalues and the eigen
density matrices are assumed to be orthogonal and idem-
potent without loss of generality, Thus, the relative en-
tropy can be written as
S(ρ‖ρR) = −S(ρ)−
∑
α
logλαTr(ρρ
R
α) (6)
= −S(ρ)−
∑
α
logλα〈vRα |ρ|vRα 〉. (7)
It is easy to prove lemma one by the simple and stan-
dard computation in quantum mechanics. So, we omit
it. This lemma implies that the key to calculate RE is
to seek an appropriate relative density matrix ρR and to
find out all of its eigenvalues and eigenvectors. In the con-
struction of relative density matrix ρR for pure states, we
will find that it is directly related with the polarized vec-
tors of reduced density matrices. For simplicity, consider
the case for two qubits and denote the reduced density
matrices for a quantum state ρ are
ρA = TrBρ; ρB = TrAρ. (8)
They can be rewritten as
ρA =
1
2
(σ0 + ξA · σ), ρB = 1
2
(σ0 + ξB · σ), (9)
where σ0 is the identity matrix and σ is usual Pauli spin
matrix. ξA and ξB are just polarized vectors respectively
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corresponding to ρA and ρB. We always can expand the
density matrices as
ρ =
1
4
3∑
µ,ν=0
aµνσµ ⊗ σν . (10)
Obviously, we have
ξiA = Tr(ρAσi) =
1
2
3∑
µ=0
Tr(aµ0σµσi) = ai0, (11)
ξjB = Tr(ρBσj) =
1
2
3∑
µ=0
Tr(a0νσνσj) = a0j . (12)
In general, they are not equal. But in the case of a pure
state
|ψ〉 = a|00〉+ b|01〉+ c|10〉+ d|11〉, (13)
it follows that
ξ2 = ξ2A = ξ
2
B = 1− 4|ad− bc|2. (14)
that is that the norms of ξA and ξB are equal. For arbi-
trary quantum states, it is easy to prove that
ξA = Tr(ρσ ⊗ I), ξB = Tr(ρI ⊗ σ). (15)
The relations between their components are given out in
lemma two.
Lemma Two. For the pure state of two qubits, there
are the relations between the polarized vectors ξA and
ξB:
ξiA =
3∑
j=1
aijξ
j
B ,
3∑
i=1
ξiAaij = ξ
j
B. (16)
Proof Obviously, for a pure state
ρ2 = ρ. (17)
Thus,
Trρ2 = Trρ = 1, TrBρ
2 = TrBρ. (18)
Substituting eq.(10) to eq. (18) and using the relations
(A⊗B)(C ⊗D) = (AC) ⊗ (BD), (19a)
Tr(A⊗B) = TrATrB, (19b)
we have
Trρ2 =
1
16
3∑
µ,ν=0
3∑
µ′,ν′=0
Tr(σµσµ′)Tr(σνσν′)aµνaµ′ν′
= 1. (20)
Because
Trσµσν = 2δµν (µ, ν = 0, 1, 2, 3), (21)
Trσi = 0 (i = 1, 2, 3), (22)
then
1
4
3∑
µ,ν=0
aµνaµν = 1. (23)
Again substitute eq.(10) to eq.(18), we have
TrBρ =
1
2
3∑
µ=0
aµ0σµ = TrBρ
2
=
1
16
3∑
µ,ν=0
3∑
µ′,ν′=0
(σµσµ′)Tr(σνσν′)aµνaµ′ν′
=
1
8
3∑
µ,ν,µ′=0
aµνaµ′ν(σµσµ′). (24)
Further, let’s rewrite the right side in the above equation
1
8
3∑
µ,ν,µ′=0
aµνaµ′ν(σµσµ′)
=
1
8
3∑
ν=0

 3∑
µ′=0
a0νaµ′νσµ′ +
3∑
i=1
3∑
µ′=0
aiνaµ′νσiσµ′


=
1
8
3∑
ν=0
[
a0νa0νσ0 +
3∑
i=1
a0νaiνσi
+
3∑
i=1
aiνa0νσi +
3∑
i,j=1
aiνajνσiσj


=
1
8
3∑
ν=0
[
(a0νa0ν +
3∑
i=1
aiνaiν)σ0 + 2
3∑
i=1
a0νaiνσi
]
=
1
8

 3∑
µ,ν=1
aµνaµνσ0 + 2
3∑
i=1

ai0 + 3∑
j=1
a0jaij

 σi

 , (25)
where we have used
σiσj + σjσi = 2δijσ0, Trρ = a00 = 1. (26)
Then, from eq.(23) and eq.(24) it follows that
1
2

σ0 + 1
2
3∑
i=1

ai0 + 3∑
j=1
a0jaij

 σi


=
1
2
(
σ0 +
3∑
i=1
ai0σi
)
. (27)
Multiplying σk to two sides and tracing it, we obtain
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ai0 =
3∑
j=1
aija0j . (28)
Likewise, in terms of TrAρ
2 = TrAρ we also can prove
a0j =
3∑
i=1
ai0aij . (29)
Eqs. (28) and (29) are the relations between ai0 and a0j .
They are not equal in general. Again substitute eqs.(11)
and (12) to eqs.(28) and (29), our lemma two is proved.
It is useful to research the relation between entangle-
ment and the polarized vectors. This is lemma three.
Lemma Three For a pure state of two qubits, the
entanglement is a monotone decreasing function of ξ2
which is the norm of the polarized vector of reduced den-
sity matrix. If ξ2 = 1, it is a separable state. If ξ2 = 0,
it is a maximally entangled state.
Its proof is also easy. In fact, we can calculate out that
Wootter’s concurrence is equal to C = 2|ad−bc| for a pure
state (13). It is well known that the entanglement of a
pure state for tow qubit system is monotonically increases
with C [7]. Note that there is a relation C2 = 1− ξ2, we
obtain the conclusion that the entanglement is a mono-
tone decreasing function of the norm of the polarized
vector. In special, if |ξ| = 1, the reduced density ma-
trix only has a non zero eigenvalue. In other words, it
is a pure state. Then, von Neumann entropy of reduced
density matrix is zero. It implies that the corresponding
pure state is separable. While |ξ| = 0, two eigenval-
ues of reduced density matrix are both 1/2, Then, von
Neumann entropy of reduced density matrix is 1. This
corresponds to the maximally entangled states. Further-
more, we can prove immediately that the necessary and
sufficient condition of a separable state is |ad − bc| = 0,
and the necessary and sufficient condition of Bell states
is |ad− bc| = 1/2 [11]. In our point of view, the norm of
polarized vector is a simple and useful measure of entan-
glement in the case of pure states.
To research the entanglement purification and distill-
ing, we need to know behavior of entanglement under
LGM and CC. Here, LGM + CC means that two par-
ties A and B perform separately two sets of operations
which are described by
ρ′′AB =
∑
λ
Aλ ⊗BλρABA†λ ⊗B†λ, (30)
where these two sets of operators satisfy the completeness
relations ∑
λ
A†λAλ ⊗B†λBλ = 1. (31)
While only there is one member in the above sets, it is
called pure LGM +CC. If Aλ or Bλ is a unit matrix, it
will belong to LGM . In discussion on the properties of
MRE, the following lemmas are useful.
Lemma Four Under LGM + CC, that is, for a pure
state under the following transformation
ρ′′ABλ = (Aλ ⊗Bλ)ρAB(A†λ ⊗B†λ)/qλ, (32)
the norm of transformed polarized vector ξ′′ 2λ becomes
ξ′′ 2λ = 1−
4|ad− bc|2 det(A†λAλB†λBλ)
q2λ
, (33)
where qλ reads
qλ = Tr[(Aλ ⊗Bλ)ρAB(A†λ ⊗B†λ)]
= |aλ ′′|2 + |bλ ′′|2 + |cλ ′′|2 + |dλ ′′|2, (34)
while a′′, b′′, c′′, d′′ are coefficients in the transformed
state vector
|ψ′′λ〉 = Aλ ⊗Bλ|ψ〉
= aλ ′′|00〉+ bλ ′′|01〉+ cλ ′′|10〉+ dλ ′′|11〉. (35)
which has not been normalized.
Proof: In order to prove this lemma, let’s first consider
the pure LGM quantum operation I ⊗B and denote
|ψ′〉 = I ⊗B|ψ〉 = a′|00〉+ b′|01〉+ c′|10〉+ d′|11〉, (36)
we have then
a′ = aB11 + bB12, (37a)
b′ = aB21 + bB22, (37b)
c′ = cB11 + dB12, (37c)
d′ = cB21 + dB22, (37d)
where Bij(i, j = 1, 2) are matrix elements of B, so that
a′d′ − b′c′ = (ad− bc) detB. (38)
Similarly we can treat with the pure LGM quantum op-
eration A ⊗ I. In terms of A⊗ B = (A ⊗ I)(I ⊗ B), we
arrive at
a′′d′′ − b′′c′′ = (ad− bc) detAdetB. (39)
Finally, since |ψ′′〉 is also a pure state, normalizing |ψ′′〉
and then using the expression of norm of polarized vec-
tor, we immediately can obtain eq.(33).
Lemma Five Under LGM +CC quantum operation,
if A†λAλ ⊗ B†λBλ is proportional to an identity matrix,
it does not change the norms of polarized vectors of re-
duced density matrix of a pure state and does not change
the general entanglement of formation either.
Proof Actually, based on the property of matrix direct
product , it follows that
[det(A†λAλB
†
λBλ)]
2 = det(A†λAλ ⊗B†λBλ). (40)
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Since eq.(34) and noting that A†λAλ ⊗ B†λBλ is propor-
tional to an identity matrix, we have then
det(A†λAλB
†
λBλ) = q
2
λ, (41)
so that
ξ′′ 2 = 1− 4|ad− bc|2 det(A
†
λAλB
†
λBλ)
q2λ
= ξ2. (42)
It indicates that the norms of polarized vectors are in-
variant under this transformation. In special, for a pure
LGM + CC, since A†A ⊗ B†B = 1 ( This is a trace
preserving condition), we have the same result. Because
that |ξ| can be thought of as a concurrence of EF for
a pure state, this result implies that EF is unchanged.
In the case of mixed state, for each ξi from the com-
ponent state ρi, we have the similar proof and then the
same conclusions. However, for a transformation with-
out the condition that A†λAλ ⊗ B†λBλ is proportional to
an identity matrix, the norm of polarized vector changes
according to eq.(33) in general.
Lemma Six Any LGM + CC can not change a un-
entangled state to an entangled state for the system of
two qubits (Note that the measures of entanglement are
always larger than or equal to 0).
Proof. In general, a pure state will transform to a mixed
state under LGM + CC:
ρ′′AB =
∑
λ
(Aλ ⊗Bλ)ρAB(A†λ ⊗B†λ) =
∑
λ
qλρ
′′
ABλ, (43)
where
qλ = Tr[(Aλ ⊗Bλ)ρAB(A†λ ⊗B†λ)], (44)
ρ′′ABλ = (Aλ ⊗Bλ)ρAB(A†λ ⊗B†λ)/q2λ. (45)
Because for a unentangled state, |ad − bc| = 0. Again
from eq.(33), it follows that |ξ′′λ| = 1. This implies that
every component state ρ′′ABλ0 is separable. Of course,
the entanglement of transformed states is then equal to
zero. For the mixed state of various unentangled states,
the proof is similar. For example, for a separable state
ρS =
∑
i
piρ
i
A ⊗ ρiB =
∑
i
pi|ψiS〉〈ψiS|. (46)
Obviously, because |ψiS〉〈ψiS| = ρiA ⊗ ρiB = ρiS, we can
write
|ψiS〉 = (ai1|0〉+ bi1|1〉)⊗ (ai2|0〉+ bi2|1〉). (47)
Comparison it with the pure state |ψi〉 = ai|00〉+bi|01〉+
ci|10〉+di|11〉, up to a undetermined overall phase factor,
then yields
ai = ai1a
i
2, b
i = ai1b
i
2, c
i = ai2b
i
1, d
i = bi1b
i
2, (48)
i.e
|aidi − bici| = 0. (49)
It means that |ξiS| = 1 and then |ξi′′Sλ| = 1. Of course,
EEF (ρ
i
S) = EEF (ρ
i′′
Sλ) = 0. That is
EEF (ρ
′′
S) =
∑
λ
qλ
∑
i
qiλpiEEF (ρ
i′′
Sλ) = 0, (50)
where qiλ = Tr(Aλ⊗Bλ)ρiS(A†λ⊗B†λ)/qλ. Because EF is
a upper bound of the known measures of entanglement,
also one of MRE, we have the conclusion of lemma six.
III. DEFINITION OF MRE AND RELATIVE
DENSITY MATRIX
In the case of pure states, so-called MRE is such a
relative entropy of entanglement that its relative density
matrix is given definitely. For the mixed states, we define
MRE by means of the physical idea of EF and informa-
tion theoretical feature of RE. That is,
Definition. For a pure state ρP and a mixed state ρM,
MRE is defined respectively as
EMRE(ρ
P) = S(ρP‖R(ρP)) = EEF (ρP), (51)
EMRE(ρ
M) = min
{pi,ρi}∈D
S
(
ρM‖
∑
i
piR(ρ
i)
)
(52)
= min
{pi,ρi}∈D
S
(
ρM‖RM) , (53)
where R(ρP) is such a relative density matrix correspond-
ing to the pure state ρP that eq.(51) is satisfied and
R(ρP) is a disentangled density matrix. Note that the
superscript P denotes a pure state and the superscript M
denotes a mixed state. In eq.(52), the minimum is taken
over the set D that includes all the possible decomposi-
tions of pure states ρM =
∑
i piρ
i. While
RM =
∑
i
piR(ρ
i) (54)
is a relative density matrix for a mixed state in a given
pure state decomposition, where each R(ρi) is found out
by means of eq.(51) for the pure state ρi. In particular,
for two qubits, the relative density matrix can be chosen
by the following theorem one.
Theorem one. In the case of the pure state ρP of two
qubits, the relative density matrix of MRE can be taken
as
RAB(ρ
P
AB) =
2∑
j=1
q(j)(ρPAB)ρ¯
(j)
A (ρ
P
AB)⊗ ρ¯(j)B (ρPAB). (55)
The subscript AB denotes bi-party systems, the sub-
script A and B denote A-party and B-party respectively.
The coefficients q(j)(ρPAB) read
6
q(1)(ρPAB) =
1− ξ(ρPAB)
2
, (56a)
q(2)(ρPAB) = 1− q(1)(ρPAB), (56b)
the density matrices ρ¯
(j)
A (ρ
P
AB) and ρ¯
(j)
B (ρ
P
AB) respectively
for A and B parties are defined by
ρ¯
(1)
A (ρ
P
AB) =
1
2
[
σ0 − ηA(ρPAB) · σ
]
, (57a)
ρ¯
(1)
B (ρ
P
AB) =
1
2
[
σ0 − ηB(ρPAB) · σ
]
, (57b)
ρ¯
(2)
A (ρ
P
AB) = σ0 − ρ¯(1)A (ρPAB), (57c)
ρ¯
(2)
B (ρ
P
AB) = σ0 − ρ¯(1)B (ρPAB), (57d)
where σ0 is 2× 2 identity matrix and σk (k = 1, 2, 3) are
usual Pauli Matrices and ηA and ηB are defined by
ηA(ρ
P
AB) =
ξA(ρ
P
AB)
ξ(ρPAB)
(ξ(ρPAB) 6= 0), (58a)
ηB(ρ
P
AB) =
ξB(ρ
P
AB)
ξ(ρPAB)
(ξ(ρPAB) 6= 0), (58b)
ηA(ρ
P
AB) = ±ηB(ρPAB) = {0, 0, 1} (ξ(ρPAB) = 0), (58c)
where ξA and ξB are the polarized vectors of reduced
density matrices respectively for ρA and ρB, ξ = ξ(ρAB)
is their norm. For the maximally entangled states
|Φ±〉 = 1√
2
(|00〉 ± |11〉), |Ψ±〉 = 1√
2
(|01〉 ± |10〉), (59)
the sign in eq.(58c), is taken as “+” if ρPAB = |Φ±〉〈Φ±|,
and taken as “−” if ρPAB = |Ψ±〉〈Ψ±|. That is
R(ρ(Φ±)) =
1
2
(
1
2
(I + σ3)⊗ 1
2
(I + σ3)
)
+
1
2
(
1
2
(I − σ3)⊗ 1
2
(I − σ3)
)
, (60)
R(ρ(Ψ±)) =
1
2
(
1
2
(I + σ3)⊗ 1
2
(I − σ3)
)
+
1
2
(
1
2
(I − σ3)⊗ 1
2
(I + σ3)
)
. (61)
We called ρ¯
(j)
A (ρ
P
AB), ρ¯
(j)
B (ρ
P
AB) as the basis of the rela-
tive density matrix in a pure state ρPAB respectively for
A-party and B-party. Their meaning can be more clearly
seen in MRE for multi-party systems [10]. It is very easy
to verify that the relative entropy calculated in terms of
R(ρP) for a pure state is equal to EF and our MRE.
Now, we explain why we take the relative density ma-
trix defined as above to evaluate MRE.
In practice, from the knowledge about RE, we under-
stand, if we can find such a relative density matrix R
that S(ρ||R) ≤ S(ρ||ρR) for arbitrary ρR ∈ R, where R
consists of all of disentangled states. Thus, by means of
lemma one our task is just to find the minimum value of
eq.(7). Obviously, it is too complicated in terms of stan-
dard method, because one has to differentiate S(ρ||ρR)
to 15 independent parameters in the relative density ma-
trix, gets the equation systems by making these deriva-
tives equal to zero, and then solves this equation system.
In order to avoid above difficulty, in the case of pure
states, we use a trick, that is, to chose a particular subset
of R and find the relative density matrix in this subset
that not only leads to the minimum value of relative en-
tropy in eq.(7) but also is equal to the entanglement of
formation. So we can conclude that a correct and suit-
able relative density matrix for MRE has been found.
Actually, if there exists any other relative density matri-
ces MR ∈ R which can result in S(ρ||MR) < S(ρ||R) =
EEF (ρ), it must be contradict with the conclusion that
RE is equal to EF for pure states. In other words, only
considering a particular subset of R is enough to find
a suitable relative density matrix in MRE. We does not
exclude the possibility that there exist other suitable rel-
ative density matrices in the set R. However, they are
not needed by us.
Based on analysis and argumentation above, we, in
eq.(2), choose such a subset {ρR} of R that every eigen
decomposition state ρRα of ρ
R is purely separable as
ρRα = ρ
R
αA ⊗ ρRαB. For simplicity, only consider the case
with two qubits. Because that the state described by a
eigen density matrix is pure, ραA and ρ
α
B have to be pure.
While the 2× 2 density matrix can be written as
ρRαA =
1
2
(1 + ηαA · σ), (62)
ρRαB =
1
2
(1 + ηαB · σ), (63)
Denoting ηαA = (1,η
α
A) = {ηαAµ, µ = 0, 1, 2, 3} and
ηαB = (1,η
α
A) = {ηαµB, µ = 0, 1, 2, 3}, it is easy to obtain
that
Tr(ρρRα ) =
1
16
3∑
µ,ν=0
3∑
µ′,ν′=0
aµνη
α
Aµ′η
α
Bν′
Tr[(σµ ⊗ σν)(σµ′ ⊗ σν′)]
=
1
4
3∑
µ,ν=0
ηαAµaµνη
α
Bν = ωα, (64)
where we have used that (A⊗B)(C⊗D) = (AC)⊗(BD)
and Tr(σµσν) = 2δµν .
Actually, it is enough for our aim only to find the ex-
treme surface fixing all the eigenvalues of ρR. Suppose
first that there is no any zero eigenvalue in ρR and denote
that
λ1 = 1− x, (65a)
λ2 = 1− y, (65b)
λ3 = 1− z, (65c)
λ4 = x+ y + z − 2, (65d)
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where 1 > x > 0, 1 > y > 0, 1 > z > 0 since each eigen-
value larger than 0 and less than 1. Based on lemma one,
in terms of eq.(7) and noting in the case of pure states,
the following equation system is obtained
∂S(ρ‖ρR)
∂x
=
ω1
1− x −
ω4
x+ y + z − 2 = 0, (66a)
∂S(ρ‖ρR)
∂y
=
ω2
1− y −
ω4
x+ y + z − 2 = 0, (66b)
∂S(ρ‖ρR)
∂z
=
ω3
1− z −
ω4
x+ y + z − 2 = 0, (66c)
it is easy to get
ω1
ω2
=
λ1
λ2
,
ω2
ω3
=
λ2
λ3
,
ω3
ω1
=
λ3
λ1
. (67)
We can write their solutions as
1− x = βω1, 1− y = βω2, 1− z = βω3. (68)
Obviously, substituting them back to (65a–65d), we have
β = 1. This indicate that
λα = ωα. (69)
It is easy to verify that this gives out the minimum sur-
face. If there are some zero eigenvalues in ρR, we can
obtain the same result in the similar way. Therefore, the
minimum relative entropy in the surface is
S(ρ‖ρR) = −S(ρ)−
∑
α
ωα logωα. (70)
From eq.(64), it follows that
ωα =
1
4
3∑
µ,ν=0
ηαAµaµνη
α
Bν
=
1
4
(1 + ηαA · ξA + ξB · ηαB + ηαAiaijηαBj). (71)
Furthermore, in terms of the orthogonal property
among the different ρRα , when |ξ| 6= 0, we can choose
η1A = η
2
A = −η3A = −η4A, η1B = −η2B = η3B = −η4B,
as well as η1A = ξA/|ξA|,η1B = ξB/|ξB|. From the facts
that their norms are all 1, |ξA| = |ξB| = |ξ| in the case
of pure states and lemma two, it follows that
ω1 =
1
2
(1 + |ξ|), ω2 = ω3 = 0, ω4 = 1
2
(1 − |ξ|). (72)
When |ξ| = 0, we have ξAi = ξBj = 0, (i, j = 1, 2, 3).
Thus
ωα =
1
4
(1 + ηαAiaijη
α
Bj). (73)
Moreover, from lemma three we know the corresponding
quantum states are Bell states with maximum entangle-
ment. Obviously, in this case
(aij)Φ+ =

 1 0 00 −1 0
0 0 1

 , (74)
(aij)Φ− =

 −1 0 00 1 0
0 0 1

 , (75)
(aij)Ψ+ =

 1 0 00 1 0
0 0 −1

 , (76)
(aij)Ψ− =

 −1 0 00 −1 0
0 0 −1

 . (77)
Then, we can choose, for Bell states |Φ±〉, η1A = η2A =
η3A = η
4
A = (0, 0, 1), η
1
B = η
2
B = −η3B = −η4B = (0, 0, 1);
for Bell states |Ψ±〉, η1A = η2A = η3A = η4A = (0, 0, 1),
η1B = η
2
B = −η3B = −η4B = (0, 0,−1). It follows that
ω1 = ω2 =
1
2
, ω3 = ω4 = 0. (78)
It is well known that the two non-zero eigenvalues of
the reduced density matrix are respectively
1
2
(1 ± |ξ|).
Therefore, in the case of pure states, when we take the
above relative density matrix defined as the theorem one,
it is obtained immediately
S(ρP‖R(ρP)) = EMRE = S(ρP{A,B}) (79)
= EEF (ρ
P) = ERE(ρ
P) (80)
in the case of pure states. The subscript {A,B} is a com-
pact denotation for A or B. In other word, we have found
a suitable relative density matrix to calculate MRE, also
RE, for arbitrary pure states of two qubit systems.
Up to now, we have proved that the theorem one is in-
deed one solution of the separable relative matrix which
leads to the minimum values of relative entropy for a
pure state. It is unnecessary to consider more general
cases because if there exists other separable relative ma-
trix which leads to the value of relative entropy less than
one in eq.(79) or (80), it will broke the well-known theo-
rem that RE for a pure state must be equal to its EF.
In principle, for the systems with more qubits, the rela-
tive density matrix R for MRE in a given pure state can
be defined and found by solving equation S(ρP‖R) =
S(ρPB) = EEF (ρ
P) based on the fact that EF is a good
enough measure of entanglement in this case. For the
case of mixed state, we first find the relative density ma-
trix R(ρi), in which ρi belong to a pure state decom-
position, by solving equation S(ρi‖R(ρi)) = S(ρiB) =
8
EEF (ρ
i). Then, we can write the total relative density
matrix for a mixed state as RM =
∑
i piR(ρ
i). Obvi-
ously, for all of pure state decompositions, in terms of
this method, one can construct their relative density ma-
trices and calculate the corresponding relative entropies.
The last, MRE is obtained by taking the minimum one
among these relative entropies. This is just our algorithm
to calculate MRE.
For two qubit systems, we have successfully obtained
the explicit and general expression of the relative density
matrix in an arbitrary pure state or a mixed state with
any given decomposition. MRE for two qubit systems
can be easier calculated because the first step in our al-
gorithm is finished. For more than two qubits, we do not
give clearly an explicit expression of the relative density
matrix for a pure state in this paper. In fact, to find rel-
ative density matrix needs more computations, but our
algorithm still works in principle. This is because that
from S(ρi‖R) = S(ρiB) = EEF (ρi) to find R(ρi) can be
done within finite steps for a given pure state in general
except for the solution R(ρi) does not exist. The excep-
tion is impossible because this implies that for the pure
state ρi RE has no a relative density matrix so as to it cor-
rectly measure entanglement, or saying, it breaks down
again the conclusion that for a pure state RE is equal to
EF, while the latter always exists in a pure state.
In addition, it must be emphasized that our method
is to calculate MRE but not EF. Our algorithm of MRE
and Wootter’s method for EF can not be replaced each
other. In the case of mixed states, MRE is different from
EF in general, also from Wootter’s EF. In the discussion
on Werner state, we will see that EF is linearly depend-
ing on the probability of component states, but MRE is
logarithmically depending on the probability of compo-
nent states. In our point of view, perhaps it also seems to
be a requirement from quantum physics and information
theory, the logarithmic dependence on the probability of
component states is more natural and essential. This is
one of main reasons why we take the relative entropy to
describe the entanglement in the case of mixed states.
In above sense, MRE avoids the difficulty of RE to
find the relative density matrix from an infinite large set
of disentangled states and so improve the computability
of RE. In our paper [10], we also have given an explicit
expression of the relative density matrix for n-party sys-
tems (restricted to qubits).
IV. EXAMPLES AND DISCUSSIONS
It must be emphasized that one of advantages of MRE
is to decrease the dependence on pure state decompo-
sition. For example, the state M has two pure state
decompositions
M =
1
2
(|00〉〈00|+ |11〉〈11|) (81)
=
1
2
(|Φ+〉〈Φ+|+ |Φ−〉〈Φ−|) , (82)
which respectively correspond to the minimum and max-
imum decompositions in the calculation of EF. But two
decompositions have the same relative density matrices
in the calculation of MRE. That is, both of them are the
minimum for MRE and can be used to calculate MRE.
This means that the minimum decomposition(s) to cal-
culate MRE is (are) not the same as the minimum de-
composition(s) to calculate EF in general. The former is
easier to be found.
It is interesting to study the mixture of Bell’s state.
Its form is
BM = b1|Φ+〉〈Φ+|+ b2|Φ−〉〈Φ−|
+b3|Ψ+〉〈Ψ+|+ b4|Ψ−〉〈Ψ−| (83)
Obviously, form Peres’s condition [13], it follows that its
separable condition is
bmax = max[b1, b2, b3, b4] ≤ 1
2
(84)
Through calculating, we can find out their MPSD as
BM =
1
8
1∑
x,y,z=0
|ψ(x, y, z)〉〈ψ(x, y, z)| (85)
where the forms of |ψ(x, y, z)〉 in the following four cases
are:
Case one: b1 is the maximum and not less than 1/2
|ψ(x, y, z)〉 =
√
b1|Φ+〉+ eiπx
√
b2|Φ−〉
+eiπx
√
b3|Ψ+〉+ ieiπz
√
b4|Ψ−〉 (86)
Case two: b2 is the maximum and not less than 1/2
|ψ(x, y, z)〉 =
√
b1|Φ+〉+ eiπx
√
b2|Φ−〉
+ieiπx
√
b3|Ψ+〉+ eiπz
√
b4|Ψ−〉 (87)
Case there: b3 is the maximum and not less than 1/2
|ψ(x, y, z)〉 =
√
b1|Φ+〉+ ieiπx
√
b2|Φ−〉
+eiπx
√
b3|Ψ+〉+ eiπz
√
b4|Ψ−〉 (88)
Case four: b4 is the maximum and not less than 1/2
|ψ(x, y, z)〉 =
√
b1|Φ+〉+ ieiπx
√
b2|Φ−〉
+ieiπx
√
b3|Ψ+〉+ ieiπz
√
b4|Ψ−〉 (89)
In terms of our theorem one, we can find the relative
density matrix for the pure state |ψ(x, y, z)〉 and con-
struct the total relative density matrix for MPSD of the
mixture of Bell’s states (85). Then, we can construct the
total relative density matrix for the four case
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RT (BW |b1 = bmax) = 1
4


1 +
b2
b2 + b3 + b4
0 0 1− b2
b2 + b3 + b4
0 1− b2
b2 + b3 + b4
b3 − b4
b2 + b3 + b4
0
0
b3 − b4
b2 + b3 + b4
1− b2
b2 + b3 + b4
0
1− b2
b2 + b3 + b4
0 0 1 +
b2
b2 + b3 + b4


(90)
RT (BW |b2 = bmax) = 1
4


1 +
b1
b1 + b3 + b4
0 0 −1 + b1
b1 + b3 + b4
0 1− b1
b1 + b3 + b4
b3 − b4
b1 + b3 + b4
0
0
b3 − b4
b1 + b3 + b4
1− b1
b1 + b3 + b4
0
−1 + b1
b1 + b3 + b4
0 0 1 +
b1
b1 + b3 + b4


(91)
RT (BW |b3 = bmax) = 1
4


1− b4
b1 + b2 + b4
0 0
b1 − b2
b1 + b2 + b4
0 1 +
b4
b1 + b2 + b4
1− b4
b1 + b2 + b4
0
0 1− b4
b1 + b2 + b4
1 +
b4
b1 + b2 + b4
0
b1 − b2
b1 + b2 + b4
0 0 1− b4
b1 + b2 + b4


(92)
RT (BW |b4 = bmax) = 1
4


1− b3
b1 + b2 + b3
0 0
b1 − b2
b1 + b2 + b3
0 1 +
b3
b1 + b2 + b3
−1 + b3
b1 + b2 + b3
0
0 −1 + b3
b1 + b2 + b3
1 +
b3
b1 + b2 + b3
0
b1 − b2
b1 + b2 + b3
0 0 1− b3
b1 + b2 + b3


(93)
Then we can calculate out MRE of the mixture of Bell’s
state in all of four cases
EMRE(BM ) = log 2 + bmax log bmax
+(1− bmax) log(1− bmax) (94)
when bmax ≥ 1/2. Compare with EF of the mixture of
Bell’s states
EEF(BM ) = −1− 2
√
bmax(1 − bmax)
2
log
[
1− 2
√
bmax(1 − bmax)
2
]
−1 + 2
√
bmax(1− bmax)
2
log
[
1 + 2
√
bmax(1− bmax)
2
]
(95)
We can see the similar feature between them, that is,
both of them are only dependent on the maximum
eigenvalue bmax. Obviously, MRE’s behavior is accept-
able because of its real logarithmic dependence on the
probability of component states in MPSD. Moreover,
EMRE(BM ) ≤ EEF(BM ). This is just an expected prop-
erty. However, it is necessary to study carefully the pu-
rification and concentration of entanglement so as to ac-
count for why it is so and which is better. Since there
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exist some difficulties in EF for purification of the mixed
state, it is significant and interesting to research MRE.
In fact, comparing with EF, MRE has not lost any phys-
ical information and content in measuring entanglement
of the pure states. While in the case of mixed states,
MRE appears to play a hopeful role.
In special, for Werner’s state [12]
W = F |Ψ−〉〈Ψ−|+ 1− F
3
(|Ψ+〉〈Ψ+|
+|Φ+〉〈Φ+|+ |Φ−〉〈Φ−|). (96)
When F ≥ 1/2, we can find the total relative matrix
RT (W ) =
1
6


1 0 0 0
0 2 −1 0
0 −1 2 0
0 0 0 1

 (97)
Therefore, the modified relative entropy of entanglement
of Werner’s state is found to be
EMRE(W ) = log 2 + F logF + (1− F ) log(1 − F ) (98)
Note that the entanglement of formation of Werner’s
state is
EEF (W ) = −1− 2
√
F (1− F )
2
log
[
1− 2
√
F (1− F )
2
]
−1 + 2
√
F (1− F )
2
log
[
1 + 2
√
F (1− F )
2
]
(99)
when F ≥ 1/2. They can be displayed as the following
figure
0.6 0.7 0.8 0.9 1
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0.4
0.6
0.8
1
FIG. 1. The above curve is EEF (W ) varying curve with F ,
The underside curve is EMRE(W ) varying curve with F .
This figure also can display the varying of MRE and
EF with bmax from 1/2 to 1 for the mixture of Bell’s
states.
It is also interesting to consider the departure state
from Bell’s states. Set they are
BDi = G|Ψ−〉〈Ψ−|+ (1 −G)|i〉〈i| (100)
where |i〉 takes over |00〉, |01〉, |10〉, |11〉 respective with
i = 1, 2, 3, 4. We can find out their pure state decompo-
sitions
BDi =
1
2
|ψi(+)〉〈ψi(+)|+ 1
2
|ψi(−)〉〈ψi(−)| (101)
where
|ψi(±)〉 =
√
λi1|i〉 ±
√
λi2|Ψ−〉 (102)
while λi1 and λi2 are respectively the eigenvalues of B
D
i
with the eigenvectors |i〉 and |Ψ−〉.
For BD1 and B
D
4 , they are the minimum pure state
decomposition for EF, and then their entanglement of
formation are just
EEF(B
D
1,4) = −
1−√1−G2
2
log
(
1−√1−G2
2
)
−1 +
√
1−G2
2
log
(
1 +
√
1−G2
2
)
(103)
But for BD2 and B
D
3 , the decomposition (101) for EF may
not to be suitable. This is because, based on this decom-
position, the statistic average of the reduced entropy of
their component states defined by
S¯(BDi ) =
1
2
H
(
1 + ξi(+)
2
)
+
1
2
H
(
1 + ξi(−)
2
)
(104)
ξi(±) = 1
1− 2G+ 2G2 (G(2 − 5G+ 4G
2
±2(1−G)
√
2G(1−G)(1 − 2G+ 2G2) (105)
has unexpected behaviors varying with G (see Fig.3). In
above equation H(x) = −x log x − (1 − x) log(1 − x) is
binary entropy function and i = 2, 3. Although the two
examples are simple enough, it seems not to be easy to
find out their minimum pure state decompositions.
Fortunately, we have found that the decomposition
(101) are correct MPSDs for our modified relative en-
tropy of entanglement. This again implies that MRE de-
creases the sensitivity on the pure state decompositions.
From our theorems in the above section, we can construct
the total relative density matrices
RT (B
D
1 ) =
1
2(1 +G)


2−G2 0 0 −G
0 G −G 0
0 −G G 0
−G 0 0 G2

 (106)
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RT (B
D
2 ) =


0 0 0 0
0 1−G/2 0 0
0 0 G/2 0
0 0 0 0

 (107)
RT (B
D
3 ) =


0 0 0 0
0 G/2 0 0
0 0 1−G/2 0
0 0 0 0

 (108)
RT (B
D
4 ) =
1
2(1 +G)


G2 0 0 −G
0 G −G 0
0 −G G 0
−G 0 0 2−G2

 (109)
Therefore, we can calculate out their MRE
EMRE(B
D
1,4) =
1−G
2
log (1−G) + 1 +G
2
log (1 +G))
(1−G)(1−G2)
2
√
1−G2 +G4 log
(
1−√1−G2 +G4
1 +
√
1−G2 +G4
)
−(1−G) log
(
G
2
)
(110)
EMRE(B
D
2,3) =
1
2
[
(1−
√
1− 2G(1−G))
log(1 −
√
1− 2G(1−G))
+(1 +
√
1− 2G(1−G))
log(1 +
√
1− 2G(1−G))
−G logG− (2−G) log (2−G))] (111)
Comparison EF with MRE for BD1 and B
D
4 can be dis-
played as the following figure
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FIG. 2. The above curve is EEF (B
D
1,4) varying curve with
G, The underside curve is EMRE(B
D
1,4) varying curve with G.
A way to improve the unexpected behavior of S¯(BD2 )
and S¯(BD3 ) is to calculate the (modified) EF by means
of Wootters’ method [7]. In order to compare MRE and
Wootters’ EF as well as S¯, we draw out the following
figure
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FIG. 3. The above curve is S¯(BD2,3) varying curve with G,
The underside curve is EMRE(B
D
2,3) varying curve with G.
The dot curve is Wootters’ EF for BD2,3
It must be emphasized an important fact that
EMRE(B
D
1,4) is different from EMRE(B
D
2,3), which can be
displayed by
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FIG. 4. The above curve is EMRE(B
D
1,4) varying curve with
G, The underside curve is EMRE(B
D
2,3) varying curve with G.
It implies that MRE can reveal the particular differ-
ence among them. However, Wootters’ EF for them are
the same and can be fitted by the eq.(103). In fact, one
can verify that many similar departure states from Bell’s
state have the same Wootters’ EF. In our point of view,
there should exist the particular difference among them.
It is helpful for a deep and exact description of entangle-
ment. Of course, a possible examination whether MRE
is needed and useful can be done by means of identifying
such difference from the purification. We will discuss it
in our another paper.
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In the following sections, we will further study the
properties of MRE.
V. IMPORTANT PROPERTIES OF MRE
First, we can obtain:
Theorem two Modified relative entropy of entangle-
ment (MRE) is a lower bound of entanglement of forma-
tion (EF):
EMRE(ρ) ≤ EEF (ρ). (112)
When ρ is a pure state, the equality is valid.
It is easy to prove it in terms of the joint convexity of
the relative entropy
S(
∑
i
piρ
i‖
∑
i
piR(ρ
i)) ≤
∑
i
piS(ρ
i‖R(ρi)) (113)
and the definition of EEF in eq.(1). Obviously for a pure
state, MRE is equal to RE and EF.
Then, we can see:
Theorem Three: Modified relative entropy of entan-
glement (MRE) is a upper bound of relative entropy of
entanglement (RE), also one of distillable entanglement
(DE) :
EMRE(ρ) ≥ ERE(ρ) ≥ EDE(ρ). (114)
When ρ is a pure state, the equality is valid.
The proof of theorem three is very easy. Because we
take a particular disentangled state to calculate MRE, it
must be not less than RE. It is also well known that RE
is not less than DE and then MRE is not less than DE.
However, we can not prove strictly that the given rela-
tive density matrix in MRE is just a disentangled state
to give out RE because the set disentangled states is so
large that we can not express all of them. This diffi-
culty is, in fact, from the undetermined feature of RE in
computation.
From theorem two and three, DE≤RE≤MRE≤EF.
Noting the fact that both RE and MRE are defined by
the relative entropy, we think that MRE is able to in-
herit most of important physical features of RE if these
features of RE are given and proved in terms of the fact
stated above as well as some mathematical skills [6,9]. In
fact, we have seen that MRE is a function of the norm
of polarization vectors of the reduced density matrices
of the decomposition density matrices for two qubit sys-
tems. Thus, both EF and MRE belong to a kind of the
generalized measures of entanglement proposed by [11],
and the generalized measures of entanglement with the
known properties as a good measure are proved there.
In this paper, the behavior of MRE under local general
measurement (LGM) and classical communication (CC)
can be proved by using of the similar methods at least
for two qubit systems.
Theorem Four Any LGM +CC quantum operation
does not increase MRE in the case of pure state.
Proof. Please note the following facts: (1) We have
provedEMRE(ρ) = EEF (ρ) in the case of pure state (the-
orem one and theorem two); (2) They are both monotone
decreasing functions of the norms of the polarized vec-
tors of reduced density matrices for pure states (lemma
three); (3) In general, a pure state will transform to a
mixed state under LGM + CC. Obviously, there is a
relationship between ξ′′λ
2 and ξ2 as following
ξ′′ 2λ = ξ
2 + 4|ad− bc|2
(
1− det(A
†
λAλB
†
λBλ)
q2λ
)
. (115)
Here lemma four has been used. Thus, our aim is con-
vert to prove ξ′′ 2λ ≥ ξ2, that is, q2λ ≥ det(A†λAλB†λBλ).
In fact, we can rewrite
q2λ = 〈ψ|(A†λAλ)⊗ (B†λBλ)|ψ〉, (116)
where ρAB = |ψ〉〈ψ|. If (A†λAλ) ⊗ (B†λBλ) has any zero
eigenvalue, then
det(AλA
†
λBλB
†
λ) =
√
det[(A†λAλ)⊗ (B†λBλ)] = 0.
(117)
So, we only need to consider the case without zero eigen-
values. Set
A†λAλ =
3∑
µ=0
cµλAσµ; , B
†
λBλ =
3∑
µ=0
cµλBσµ. (118)
Then
det(A†λAλB
†
λBλ) = (c
0 2
λA − c2λA)(c0 2λB − c2λB), (119)
qλ =
3∑
µ,ν=0
cµλAaµνc
ν
λB, (120)
where aµν is expanding coefficients in eq.(10). Because
for any states |ψ〉, 〈ψ|A†λAλ|ψ〉 = ‖A|ψ〉‖2 ≥ 0 and
〈ψ|B†λBλ|ψ〉 = ‖B|ψ〉‖2 ≥ 0, we have A†λAλ and B†λBλ
are positive, then Tr(A†λAλ) and Tr(B
†
λBλ) are positive,
that is, c0λA ≥ 0, c0λB ≥ 0. Again from∑
λ
Tr[(A†λAλ)⊗ (B†λBλ)] = 4 = 4
∑
λ
c0λAc
0
λB, (121)
it follows that c0λAc
0
λB ≤ 1. Without loss of generality,
we can take
c0λA ≤ 1, c0λB ≤ 1, (122)
because it is always allowed by multiplying a suitable fac-
tor to Aλ and dividing Bλ by the same factor. From the
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facts that A†λAλ ≥ 0 and B†λBλ are positive and eq.(122),
it follows that
c2λA ≤ 1, c2λB ≤ 1. (123)
We can divide Aλ ⊗Bλ into (Aλ ⊗ I)(I ⊗ Bλ). Thus,
for the first step transformation
ξ′ 2λ = ξ
2 + 4|ad− bc|2
(
1− det(B
†
λBλ)
q2λB
)
, (124)
where
qλB = Tr[(I ⊗Bλ)ρAB(I ⊗B†)]
=
3∑
ν=0
a0νc
ν
λB = c
0
λB + ξB · cλB. (125)
Since det(B†λBλ) = c
0 2
λB − c2λB and c0λB ≥ |cλB|, we have
q2λ − det(B†λBλ)
= 2c0λBξB · cλB + (ξB · cλB)2 + c2λB
≥ c2λB + 2|cλB|ξB · cλB + (ξB · cλB)2
= (|cλB|+ ξB · cλB)2 ≥ 0. (126)
It means that
ξ′ 2λ ≥ ξ2. (127)
For the second step transformation, we have
ξ′′ 2λ = ξ
′ 2 + 4|a¯′d¯′ − b¯′c¯′|2
(
1− det(A
†
λAλ)
q2λA
)
, (128)
where
qλA = Tr[(Aλ ⊗ I)ρλ′AB(A†λ ⊗B)]
=
3∑
µ=0
a¯′µ0c
µ
λA = c
0
λA + ξ
′
Aλ · cλA (129)
and
ρλ′AB = |ψ′λ〉〈ψ′λ|
= (I ⊗Bλ)ρAB(I ⊗B†λ)/qλB
=
1
4
3∑
µ,ν=0
a¯′µνσµ ⊗ σν , (130)
|ψ′λ〉 =
1√
qλB
(I ⊗Bλ)|ψ〉
= a¯′|00〉+ b¯′|01〉+ c¯′|10〉+ d¯′|11〉 (131)
(ξ′λA)
i = a¯′i0. (132)
Likewise, we can prove
ξ′′ 2λ ≥ ξ′ 2 ≥ ξ2. (133)
Therefore
EMRE(ρ
′′ λ
AB ) ≤ EMRE(ρAB). (134)
Of course
EMRE(ρ
′′
AB) ≤
∑
λ
qλEMRE(ρ
′′ λ
AB ) ≤ EMRE(ρAB). (135)
The proof of theorem four is finished.
Theorem Five Suppose under LGM +CC quantum
operation, ρM −→
∑
λ
(Aλ ⊗ Bλ)ρM(A†λ ⊗ B†λ). When
(A†λAλ)⊗ (B†λBλ) is proportional to an identity matrix,
this LGM + CC quantum operation does not increase
MRE in the case of mixed states.
Proof: Now, we consider the case of mixed states.
Without loss of generality, we assume we have had a
minimum decomposition ρM =
∑
i piρ
i, where each ρi is
a pure state. Moreover, the relative density matrix RM
of MRE is constructed in terms of this decomposition.
Obviously
ρM′′ =
∑
λ
qλρ
M
λ
′′ =
∑
λ
qλ
∑
i
piqiλρ
i′′
λ , (136)
where
ρMλ
′′ =
1
qλ
(Aλ ⊗Bλ)ρM(A†λ ⊗B†λ), (137)
ρi′′λ =
1
qλqiλ
(Aλ ⊗Bλ)ρi(A†λ ⊗B†λ), (138)
qλ = Tr[(Aλ ⊗Bλ)ρM(A†λ ⊗B†λ)], (139)
qiλ =
1
qλ
Tr[(Aλ ⊗Bλ)ρi(A†λ ⊗B†λ)]. (140)
Noting that
ρi =
1
4
∑
µν
aiµνσµ ⊗ σν , (141)
we have
ρi′′λ =
1
4qλqiλ
3∑
µ,ν=0
aiµν(AλσµA
†
λ)⊗ (BλσνB†λ). (142)
From the precondition (A†λAλ) ⊗ (B†λBλ) ∝ I4×4 , it
follows that A†λAλ ∝ I2×2 and B†λBλ ∝ I2×2. Oth-
erwise it will contradict with this precondition. With-
out loss of generality, suppose A†λAλ = αλI2×2 and
B†λBλ = βλI2×2.Thus
ρi′′λA =
1
2αλ
3∑
µ=0
aiµ0(AλσµA
†
λ), (143)
ρi′′λB =
1
2βλ
3∑
ν=0
ai0ν(BλσνB
†
λ), (144)
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where we have used the facts that
qλ = Tr[(Aλ ⊗Bλ)ρM(A†λ ⊗B†λ)] = αλβλ, (145)
qiλ =
1
qλ
Tr[(Aλ ⊗Bλ)ρi(A†λ ⊗B†λ)] = 1. (146)
From definition of polarized vector, it follows that
ξi′′λA =
1
2αλ
3∑
k=1
aik0Tr(AλσkA
†
λσ), (147)
ξi′′λB =
1
2βλ
3∑
k=1
ai0kTr(BλσkB
†
λσ). (148)
By using of theorem one, we have
R′′λ(ρ
M) =
1
qλ
(Aλ ⊗Bλ)R(ρM)(A†λ ⊗B†λ) (149)
=
2∑
j=1
q(j)(ρi)ρ¯
(j)′′
Aλ (ρ
i)⊗ ρ¯(j)′′Bλ (ρPAB), (150)
where
ρ¯
(j)′′
Aλ (ρ
i) =
1
αλ
(Aλρ¯
(i)A†λ), (151)
ρ¯
(j)′′
Bλ (ρ
i) =
1
βλ
(Bλρ¯
(i)B†λ). (152)
It is easy to obtain that
η′′Aλ(ρ
i) = 2Tr
[
ρ¯
(j)′′
Aλ (ρ
i)σ
]
=
1
αλξ(ρi)
Tr[(ξiA ·AλσA†λ)σ]
=
ξ′′λA(ρ
i)
ξ(ρi′′λ )
= ηAλ(ρ
i′′), (153a)
η′′Bλ(ρ
i) = 2Tr
[
ρ¯
(j)′′
Bλ (ρ
i)σ
]
=
1
βλξ(ρi)
Tr[(ξiB · BλσB†λ)σ]
=
ξ′′λB(ρ
i)
ξ(ρi′′λ )
= ηBλ(ρ
i′′), (153b)
when ξ(ρi) 6= 0. Here, we have used lemma five, that is,
|ξi| = |ξi′′λ |. If ξ(ρi) = 0, that is ρi is a maximum entan-
gled state, we have to introduce an infinite small shift for
coefficients of states
|Φ±〉ǫ =
√
1− ǫ
2
|00〉 ±
√
1 + ǫ
2
|11〉, (154)
|Ψ±〉ǫ =
√
1− ǫ
2
|01〉 ±
√
1 + ǫ
2
|10〉. (155)
Obviously (ξi)2 = ǫ2 6= 0. Then, replacing the maxi-
mum states ρi by the shifted state ρiǫ, which consists of
|Φ±〉ǫ or |Ψ±〉ǫ, we can prove the same conclusion as eqs.
(153a) and (153b). So we immediately have the relation
ρ¯
(j)′′
Aλ (ρ
i
ǫ) = ρ¯
(j)
A (ρ
i′′
ǫλ), (156)
ρ¯
(j)′′
Bλ (ρ
i
ǫ) = ρ¯
(j)
B (ρ
i′′
ǫλ). (157)
Again since |ξi| = |ξi′′λ |, we have
q(j)(ρiǫ) = q
(i)(ρi′′ǫλ). (158)
Thus, from theorem one and definition of relative density
matrix for mixed states, it follows that
R′′λ(ρ
M
ǫ ) = R(ρ
M′′
ǫλ ), (159)
where R′′λ(ρ
M
ǫ ) = (Aλ⊗Bλ)R(ρMǫ )(A†λ⊗B†λ)/qλ is a trans-
formation of the relative density matrix of MRE for ρMǫ ,
and R(ρM′′ǫλ ) is a relative density matrix of MRE for the
mixed state ρM′′ǫλ . It must be emphasized that if there is
no any |ξi| = 0, the shift ǫ for the coefficients does not
appear, but eqs.(156-159) are valid either. Moreover, if
any component states are maximally entangled, we have
to do the replacements such as eqs. (154) and (155). In
the last, we take the limitation ǫ → 0 to calculate the
relative entropy. Therefore, we obtain that
S(ρM′′λ ‖R′′λ(ρM)) = lim
ǫ→0
S(ρM′′ǫλ ‖R′′λ(ρMǫ ))
= lim
ǫ→0
S(ρM′′ǫλ ‖R(ρM′′ǫλ ))
= S(ρM′′λ ‖R(ρM′′λ )), (160)
where we have used the fact that the relative entropy
is continuous. From monolonicity of relative entropy, it
follows that
S(ρM′′λ ‖R′′λ(ρM)) ≤ S(ρM‖R(ρM)) = EMRE(ρM). (161)
The last equality is because that we have assumed that
RM is constructed by the minimum pure state decompo-
sition of ρM =
∑
i piρ
i. Again substituting eq.(160) and
the definitions of MRE ρM′′λ
EMRE(ρ
M′′
λ ) = min
{pi,ρi}∈D
S(ρM′′λ ‖R(ρM′′λ )) (162)
into (161), we obtain
EMRE(ρ
M′′
λ ) ≤ EMRE(ρM). (163)
In terms of joint convexity of relative entropy, we have
EMRE(ρ
M′′) ≤
∑
λ
qλEMRE(ρ
M
λ
′′) (164)
Again from eq.(163) it follows that
EMRE(ρ
M′′) ≤
∑
λ
qλEMRE(ρ
M) = EMRE(ρ
M). (165)
It must be emphasized that the precondition that
(A†λAλ)⊗(B†λBλ) is proportional to an identity matrix is
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suggested in order to keep the conservation of probability
for the transformed states (which has been normalized)
|ψi′′λ 〉N =
1√
qλqiλ
Aλ ⊗Bλ|ψi〉, (166)
and guarantee the component states ρi′′λ with clear sig-
nificance in the decomposition eq.(136). It is still an
open question how to prove eq. (165) if there is any
(A†λAλ)⊗ (B†λBλ) that is not proportional to an identity
matrix .
As to the properties of MRE, in two qubit systems,
such as its range is [0, 1], its maximum value 1 corre-
sponds to the maximally entangled states and its min-
imum value 0 corresponds to the mixture of the disen-
tangled states, can be directly and easily obtained from
the definition of MRE. For two qubits, the relative den-
sity matrix of MRE is a function of the polarized vectors
ξiA, ξ
i
B , and ξ
i
A, ξ
i
B are functions of the decomposition
density matrices ρi. Thus, MRE is just a compound func-
tion of the decomposition density matrices ρi. However,
in general, a density matrix is not a one to one function of
decompositions and a given decomposition is not always
able to describe the really physical entanglement. It is
necessary, from our view, to introduce a new principle
so as to determine how to express the measure of en-
tanglement from the a suitable pure state decomposition
of density matrix. That is, it seems to us, an intrin-
sic physical reason that the requirement of the minimum
pure state decomposition is introduced. Of course, it is
not a nice property that a measure of entanglement de-
pends on the possible decompositions because it is not
very easy to find all the elements of D. But since the
undetermined property of decompositions of the density
matrix, it exists in all the known measures of entangle-
ment either. MRE has significantly improvement in this
aspect for some kinds of states which has been seen in
above section. We think that it is worth trying to study
a thing for any new measure of entanglement.
In conclusion, MRE can be useful based on six evi-
dences. The first is that MRE is a possible upper bound
of DE and a lower bound of EF such as RE, the second is
MRE improves the compatibility of RE, the third is that
MRE significantly decrease the dependence and sensitiv-
ity on the pure state decompositions at least for some
interesting states, the fourth is MRE restores the loga-
rithmic dependence from information theory on probabil-
ity of component states, the five is that MRE reveals the
particular difference among some departure states from
Bell’s states and the last is that MRE can be extended
to multi-party systems naturally [10].
This research is on progressing.
I would like to thank Da Peng Wang for his help to
calculate Wootters’ EF.
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