In this article, the authors study analytic and numerical solutions of nonlinear diffusion equations of Fisher's type with the help of classical Lie symmetry method. Lie symmetries are used to reduce the equations into ordinary differential equations (ODEs). Lie group classification with respect to time dependent coefficient and optimal system of one-dimensional sub-algebras is obtained. Then sub-algebras are used to construct symmetry reduction and analytic solutions. Finally, numerical solutions of nonlinear diffusion equations are obtained by using one of the differential quadrature methods.
Introduction
Consider the nonlinear diffusion equation
When g(u) = αu( -u), () stands for the Fisher equation, put forward by Fisher [] as a model for the spatial and temporal propagation of a viral gene in an infinite medium. This equation also expresses a one-dimensional reaction-diffusion model for the evolution of the infected population. The equation is defined by
in which α >  is a parameter. Kawahara and Tanaka [] found an exact solution describing the coalescence of two traveling wave fronts of (). Applications of traveling wave fronts appear in biology, chemistry, and medicine [] . Such wave fronts were studied by Fisher for the first time in s by considering (). The Fisher equation () appears in chemical kinetics [] , in logistic population growth models [] , autocatalytic chemical reactions, branching Brownian motion processes, flame propagation, and neurophysiology. The reaction-diffusion equation () also expresses a model equation for the evolution of a neutron population in a nuclear reactor [] and also arises in the study of chemical wave propagation [] . This equation includes the effects of linear diffusion via u xx and nonlinear local multiplication or reaction via u( -u). ©2014 Verma et al.;  licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.advancesindifferenceequations.com/content/2014/1/229
There is a large cycle of works on mathematical properties and discussion of the Fisher equation in the literature. Larson The purpose of this paper is to present analytic and numerical solutions via symmetry reductions of nonlinear diffusion equations of Fisher's type defined as:
F: Fisher's equation
F: Fisher's type equation
F: Fisher's type equation
in which a is a parameter. Lie symmetries are used to reduce the equations to ordinary differential equations (ODEs). In the next section, lie group classification with respect to time dependent co-http://www.advancesindifferenceequations.com/content/2014/1/229 efficient and optimal system of one-dimensional sub-algebras is obtained. Then, in Section , sub-algebras are used to construct symmetry reduction and analytic solutions. In Section , numerical solutions of nonlinear diffusion equations are obtained by using polynomial differential quadrature method. Finally, in Section , absolute, root mean square (RMS), and L ∞ errors are calculated.
Method of Lie symmetries
In this section, we recall the general procedure for determining symmetries for any system of partial differential equation. To begin, let us consider that the general case of a nonlinear system of partial differential equations of order n in p-independent and q-dependent variables is given as a system of equations,
This entails x = (x  , . . . , x p ), u = (u  , . . . , u q ), and the derivatives of u with respect to x up to n, where u (n) expresses all the derivatives of u of all orders from  to n. We consider a one-parameter Lie group of infinitesimal transformation acting on the independent and dependent variables of the system ()
where s is the parameter of transformation and ξ i , η j are infinitesimals of transformation for the independent and dependent variables, respectively. The invariance of the system () under the infinitesimal transformation leads to the invariance conditions
where p
r is called the nth-order prolongation of infinitesimal generator given by
where 
where
One of the most important properties of these infinitesimal symmetries is that they form a Lie algebra under the usual Lie bracket.
Polynomial differential quadrature method
Differential quadrature method is a numerical technique to find the numerical solution of differential equations. The technique is used for the discretization of the spatial derivatives. The polynomial differential quadrature discretization of the first and the second http://www.advancesindifferenceequations.com/content/2014/1/229 derivatives at a point x i is given by the following equations:
where a ij and b ij express the weighting coefficients [], i = , , . . . , N . The following basis functions are used to obtain the weighting coefficients:
when x = x i and then
since both test functions given in () and () span the problem domain. The off-diagonal weighting coefficients for the first-order derivative are determined by using the set of basis functions given in () and the off-diagonal weighting coefficients of the first-order derivative are found as []
The set of basis functions given in () are used to find the following diagonal weighting coefficients:
In the same way the weighting coefficients of the second-order derivative are derived by the same basis functions and the weighting coefficients are found as []
Similarly, Shu [] proposed the weighting coefficients of higher-order derivatives in the explicit form
where a ij and w (r) ij are the weighting coefficients of the first-order derivative and rth-order derivative, respectively.
Lie classical analysis for nonlinear diffusion Fisher's type equations
In this section, we study the infinitesimal transformations and reductions by onedimensional sub-algebras of ()-() by applying the classical Lie symmetry method [] one by one. Consider the one-parameter group of infinitesimal transformations in (x, t, u) given by
where ε is the group parameter. The functions ξ , τ , η are the infinitesimals of the transformations for the variables x, t, and u, respectively. We shall denote the infinitesimals for u t , u xx by η x , η xx . The infinitesimals are as follows:
Using these various extensions, the infinitesimal criterion for the invariance of ()-() under the group () is given by
are also solutions of ()-(). In (), the prolongation of the tangent vector field V is given by
Now, substitute () and () into (). Then we collect together the coefficients of u, u x , u t , u xx , u tt and set all of them to zero. Finally, we get a system of linear partial differential equations from which we can find ξ , τ , and η in practice. Next we will use the above method to find the Lie symmetry group of the Fisher type equations ()-(). The prolongation of the tangent vector field of () is given by
After substituting () and () into (), we have
Now, substituting () in (), we get a system of linear partial differential equations. We set all the coefficients of u, u x , u t , u xx to zero. Then we obtain
where a and b are arbitrary constants. The associated vector fields for the one-parameter Lie group of infinitesimal transformations are V  and V  as given by
Firstly, we construct an optimal system to classify the group-invariant solutions of () and the problem of finding an optimal subgroup is equivalent to that of finding an optimal system of sub-algebras. Here, by using the method presented in [], we will construct an optimal system of one-dimensional sub-algebras of (). The general one-parameter group of symmetries can be obtained by considering the linear combination V = a  V  + a  V  of given vector fields. But the explicit formulas for the above transformations are very complicated. Factually, they can be expressed uniquely in the form
Our task is to simplify as many of the coefficients ε i , i = ,  as possible though judicious applications of adjoint maps to V . By taking a  = , a  = , we have V  + a  V  .
Reductions by one-dimensional sub-algebras
Case : Thus making use of this group transformation, the similarity variable and similarity solution are given by
After substituting these similarity variables in (), the equation reduced into ordinary differential equation (ODE) given by
The exact solution corresponding to this ODE is given by
where c  is a constant. Thus, the exact solution of Fisher equation () is given by
In this similar way, we can apply the Lie classical method to () and () and can study the exact solutions of these equations. http://www.advancesindifferenceequations.com/content/2014/1/229
Case : Now, by applying the Lie classical method to (), the following vector fields are obtained:
The optimal system of these vector fields is
where a  is an arbitrary constant.
(ii) V  .
The similarity variable and similarity solution corresponding to the basic vector field V  + a  V  are given by
where l =  a  , a  = . On using this similarity variable and similarity solution into (), this equation reduces to
The solution of the above ODE is given by
Thus, the exact solution of the Fisher equation () is given by
where c  is a constant. Corresponding to the basic vector field V  in the optimal system, we can obtain only a constant solution.
Case : After utilizing the Lie classical method for (), the following vector fields are obtained:
The optimal systems of these vector fields contain the following sub-algebras:
where a  is an arbitrary constant.
(ii) V  . http://www.advancesindifferenceequations.com/content/2014/1/229
For the sub-algebra, V  + a  V  , the similarity variable and similarity solution are
Using these similarity variables in the nonlinear diffusion equation (), the reduced ODE is
The exact solution of the above ODE is given as
where c  is an arbitrary constant. Now, the exact solution of the nonlinear diffusion equation () is given by
For the sub-algebra V  , only a constant can be obtained.
Comparative study of exact and numerical solutions of Fisher's type equations
In this section, a comparative study of exact and numerical solutions is made by finding a numerical solution of the equations with the help of the polynomial differential quadrature method. For this purpose, the exact solutions obtained in Section  are used for initial and boundary conditions to find the numerical solution by polynomial differential quadrature method (PDQM). Discretizing the spatial derivatives of equations ()-() by using PDQM at the point x i , we have 
Numerical experiments and discussion
In this subsection, three particular numerical examples are considered with fixed values of the arbitrary constants occurring in the solutions of ()-() and numerical solutions are obtained by using the polynomial differential quadrature method. The whole computation work is done by the MATLAB and DEV C++ software. Absolute errors L ∞ , root mean square error (RMS), and L  are computed according to the following formulas:
, and
, where e i = (u i -U i ), u i are approximated solutions and U i are exact solutions.
Example  Consider () over the domain [, ] with the following initial conditions:
 and boundary conditions:
and c  is an arbitrary constant.
The exact solution of the equation is taken from (). Numerical solutions in the form of errors of the example are given in Table . The table shows and boundary conditions:
The exact solution of the equation is taken from (). Numerical solutions of the example are given in Table  
In this example, the exact solution is taken from (). Table  
Conclusion
In this article, the authors studied analytic and numerical solutions of the Fisher type equations with the help of the classical Lie symmetry method and the polynomial differential quadrature method. The Lie symmetry method is utilized to investigate the symmetries and invariant solutions of the equations. By determining the transformation group under which a given system is invariant, information about the invariants and symmetries of that equation is obtained. This information, in turn, is used to determine similarity variables that reduce the number of independent variables. The vector fields of the optimal system lead to a reduction of the nonlinear system of partial differential equations to ordinary differential equations. The infinitesimal generators in the optimal system are used for reductions and exact solutions. Finally, the polynomial differential quadrature method http://www.advancesindifferenceequations.com/content/2014/1/229 is used to find the numerical solutions of the Fisher type equations with the help of initial and boundary conditions taken from the analytic solutions obtained by the classical Lie symmetry method. It is concluded that the numerical solutions are in good agreement with the analytical solutions. L ∞ , RMS, and L  errors are calculated for each equation with particular values of arbitrary constants, which are small and negligible.
