Abstract. Numerical integration of stiff stochastic differential equations based on stochastic computational singular perturbation (SCSP) was recently developed in [62] . In this paper, a modified stochastic computational singular perturbation (MSCSP) method is considered. Similar to what was proposed in [26] for deterministic chemical reaction systems, the current study applies the sensitivity derivatives of the forcing terms with respect to the state variables to measure the reaction scales, which leads to a quasi-steady state equation for the fast species. This yields explicit large-step integrators for stochastic fast-slow stiff differential equations systems, which removes the expensive eigen-calculations of the standard SCSP integrators. The efficiency of the MSCSP integrators is demonstrated with the benchmark stochastic Davis-Skodje model and a nonlinear catalysis model under certain stochastic disturbances.
Introduction
Stiff differential equations can find prototypes in chemical reaction systems [36, 43, 50, 63] . In practice, these multi-scale reaction systems can be conveniently categorized as fast-slow stiff differential equations. Investigations by engineers and scientists on model reductions and efficient numerical simulations of chemical fast-slow stiff differential equations systems have been underway in the last few decades, and a number of efficient simulation methods have been proposed (see e.g. [3, 4, 9, 11, 15, 23, 24, 27, 29, 30, 32-34, 37, 40-42, 44, 45, 47, 49, 52, 54-56, 59, 64, 66-68] ). The computational singular perturbation (CSP) approach is one of the classical methods which decouples the fast and slow modes by recursively finding an ideal basis under which the Jacobian of the evolution differential equations of the amplitudes is block-diagonal. There have been a number of theoretical and numerical studies on CSP (see e.g. [8, [13] [14] [15] [16] 19, 23, [27] [28] [29] 31, 35, 38, 40, 41, 44, 45, [55] [56] [57] [58] [59] [60] ).
In addition to multi-scale phenomena, random effect also plays an important role in chemical reaction systems. More often than not, micro/meso-scales in chemical reaction systems can not average out random influences as systems of continuum/macroscopic scales, and are essentially stochastic [62] . Reduction techniques for multi-scale stochastic chemical reaction systems include those given in [1, 2, 6, 7, 10, 17, 18, 20-22, 46, 48, 51, 53, 61, 62, 65, 69] , etc.. In [62] , the CSP approach was extended to stochastic stiff chemical reaction systems perturbed by multiplicative noises. The stochastic CSP (SCSP) method enables the separation of fast and slow reactions for stochastic systems with fast-slow nature [62] , and thus yields an explicit large-step integration strategy for stiff stochastic fast-slow differential equations systems.
As pointed out in [26] , the main drawback of the CSP method is that at each iterative step, an eigenvalue problem must be solved to produce a new basis for the purpose of scale separation. This can make the CSP and SCSP computationally prohibitive. To avoid such time consuming eigensystem calculations, Lam [26] proposed to use the sensitivities of the forcing terms with respect to states of the system as substitutes of the eigensystem computations. We name the method as modified CSP (MCSP). To briefly describe the method, we consider the chemical reaction system The MCSP utilizes the following relations to the transient time τ of the fast reactions:
and τ =min{τ x ,τ y ,τ z }. Certainly it restricts itself to systems with positives τs. Then, it reduces the system through the quasi-steady approach or the partial equilibrium approach, according to whether there is one or more radicals, respectively. In the one-radical case, suppose, for instance, x is the radical with τ = τ x , then the MCSP linearizes the equation of dx with respect to x at x 0 , as follows dx dt ≈ X(x 0 ,y,z)+ ∂X ∂x (x 0 ,y,z)(x− x 0 ) = X(x 0 ,y,z)− 1 τ(x 0 ,y,z) (x−x 0 ), (1.3) and we get the quasi-steady state x qs of the radical x by letting dx dt =0 and solving for x as a function of (y,z), that is x qs = x 0 +τ(x 0 ,y,z)X(x 0 ,y,z) =: ϕ(y,z).
(1.4) Substituting x = ϕ(y,z) into the differential equations dy and dz for slow modes in (1.1), the original fast-slow system (1.1) is turned into a slow system of dy and dz together with the algebraic equation (1.4), after the transient time τ. During the transient time [0,τ] of the fast reaction, however, the change of the slow species y and z can be ignored. Thus the separation of the fast and slow time scales in the neighborhood of x 0 is realized. The purpose of this paper is to study the sensitivity derivative method for the stochastic fast-slow system
where W(t) is a standard Wiener process. The essential difficulty of using the sensitivity derivative method for the stochastic fast-slow system is that dW dt , usually termed as the white noise, is of infinite variance. Our main idea of overcoming this difficulty is to use the discrete versions of the stochastic differential equations resulted from numerical approximations. This enables us to realize the fast-slow separation as well as explicit large-step integration of the stochastic stiff systems. Even though there is a possibility that this approach may result in unboundedness for the sensitivity derivatives, our numerical experiments show that in practical applications, the probability that this may happen is extremely small and is negligible.
In this paper we first use a three-reaction system (one fast, two slow) to develop our numerical sensitivity derivative CSP algorithm. Then we test the efficiency of the algorithm with two benchmark still chemical reaction models: one is a linear stochastic Davis-Skodje model, the other one is a nonlinear model on the CO oxidation on platinum under certain random disturbances. The numerical simulation results on the two models shall demonstrate the following three main advantages of the proposed method. a) Our numerical algorithm solves the stiffness problem of fast-slow systems in the sense that it allows the time step size to be within the range where the explicit EulerMaruyama scheme would fail. b) For linear systems, while both implicit Euler-Maruyama scheme and our algorithm converge, the error of our algorithm is smaller. c) For nonlinear systems, the fixed-point iterations for solving the implicit scheme fail to converge, while our algorithm still works well.
The contents of the paper are arranged as follows. In Section 2 we set up the numerical integration approach based on the modified SCSP (MSCSP) for stochastic fastslow differential equations systems. In Section 3 we apply this approach to the stochastic Davis-Skodje model and a stochastically perturbed catalysis model. Section 4 is devoted to numerical illustrations demonstrating the efficiency of our method, followed by a few concluding remarks in Section 5.
Numerical integrators based on the modified SCSP

Integration on the fast transition layer
First we discretize the SDEs (1.5) using an explicit Euler-Maruyama scheme with time steph as follows.x
In the neighborhood of (x 0 ,y 0 ,z 0 ), (2.2) is a discrete approximation of the continuous system (1.5). Note that△W 0 =ξ 0 √h withξ 0 ∼ N(0,1) [25, 39] . Let
Clearly τ x , τ y and τ z are random variables. Unlike the deterministic case, one can not guarantee that these random variables are positive even in the almost surely sense. However, under reasonable circumstances, the probabilities that they are non-positive are extremely small and negligible for practical purposes.
In the evaluation of τ x , τ y and τ z , it is essential to avoid zero denominators in (2.3). For τ x , it holds that
where
To guarantee a non-zero denominator of (2.4) and positiveness of τ x , we need
since it is assumed that
Then the above is equivalent to
We know from the normal distribution ofξ 0 that indicate magnitude of stiffness and stochastic disturbance, respectively, for systems with large stiffness and mild noise, the exponential error term in (2.6) can be very small, thus (2.5), and consequently positiveness of τ x are approximately almost surely guaranteed. The same discussions apply to τ y and τ z .
For a given (x 0 ,y 0 ,z 0 ) and a step sizeh, let
then h 0 indicates the transient time for the current fast species arriving at its quasi-steady state starting from t = 0. Performing the explicit Euler-Maruyama integration on (1.5) with time step h 0 we obtain 
Integration on the slow manifold
Without loss of generality, we assume that τ x | (x 0 ,y 0 ,z 0 ) (= h 0 ) is much smaller than both τ y and τ z at (x 0 ,y 0 ,z 0 ), which means that species x is the radical of the system at t = 0. Note that systems with more than one fast species can either be reduced to the one-radical case [5] , or be treated by partial equilibrium approach [26] . It is reasonable to assume that after time h 0 , x reaches its quasi-steady state, which can be obtained by an algebraic equation with randomness derived as follows. Denote u = (x, y, z) T , and rewrite (1.5) as
Now we locally linearize (2.
where U ′ i denotes the Jacobian matrix of U i (i =1,2). Next we derive a discretized version of equation (2.10) using the implicit Euler-Maruyama scheme. Since the SDE (2.10) is of Itô sense which is not consistent with the implicit Euler-Maruyama scheme, we need to first transform (2.10) to its equivalent, implicit-Euler-Maruyama-adapted form [25, 39] 
where * before dW(t) indicates the λ-stochastic differential equations with λ = 1 [25] , for which λ = 0 and λ = 1 2 correspond to the Itô and Stratonovich stochastic differential equations respectively. Then the implicit Euler-Maruyama scheme with time step h−h 0 applied to (2.11) starting fromû 0 gives
Subtractû 0 from both sides of the discretized version (2.12) of the locally linearized equation (2.10), and then let the first element on the leftx 1 −x 0 = 0. This simulates dx = 0 for the continuous SDE, meaning that the varying rate of the radical vanishes. More specifically we use the first equation of the following matrix equation
from which we know the quasi-steady state equation in the neighborhood of (x 0 ,y 0 ,z 0 ) is approximately given as
Next, we carry out a 'large-step' explicit Euler-Maruyama integration starting from the CSP corrected value (x 0 ,ŷ 0 ,ẑ 0 ) in (2.7), with time step h−h 0 , along the stochastic differential algebraic equations (SDAEs) system (2.16) and obtain
Eq. (2.7), together with Eq. (2.17), gives an one-step explicit integration from (x 0 ,y 0 ,z 0 ) to (x 1 ,y 1 ,z 1 ) with overall time step h ≫ h 0 .
To summarize, our general integration strategy for the stochastic fast-slow system (1.5) from (x n ,y n ,z n ) to (x n+1 ,y n+1 ,z n+1 ), n=0,1,···, with step size h consists of two stages. The first stage is a CSP radical correction drawing the current (x n ,y n ,z n ) to (x n ,ŷ n ,ẑ n ) using an explicit integration with a transient time step h n of the current radical. The second stage is to integrate the system further using the much larger time step h−h n along the SDEs of the slow modes, together with the current algebraic quasi-steady state equation characterized by a function ϕ n , to get (x n+1 ,y n+1 ,z n+1 ). Here h n is in the magnitude of the reciprocal of the stiffness of the system at (x n ,y n ,z n ), and our method requires h ≫ h n (n≥0). Thus our integration method for the stiff fast-slow SDEs is explicit with large time steps. In contrast, general stiff integration methods are either implicit or require h ≤ h n , i.e., very small step size which makes the computations very expensive.
Remark 2.1. If the SDE system is linear with respect to x, y, z in the equation for dx, dy and dz respectively, the local linearization is not necessary, and we can use the explicit Euler-Maruyama scheme instead of the implicit one to derive the quasi-steady state equation. This will be illustrated in the examples of Sections 3 and 4.
Remark 2.2. Comparing with implicit integration methods for nonlinear stiff systems, our method avoids the iterations in each integration step to solve the nonlinear equations resulted from the implicit schemes. For linear SDEs, our method turns particularly simple, since the local linearization can be omitted, and the τs and quasi-steady state equations will not depend on (x,y,z). Meanwhile, our method respects, reflects and utilizes the physical properties of the stiff systems, and the explicitness of the method can provide on-the-fly simulations of the systems.
Remark 2.3.
Although we only demonstrated the method on the one-noise system (2.8), the procedure can be extended without any difficulty to systems with multiple noises
since numerical discretizations and integrations can parallelly treat different noises [25, 39] . This feature distinguishes the method from the classical SCSP with eigen-calculations proposed in [62] , for which multiple noises may induce obvious increase of complexity and decrease of accuracy. The only thing that need to be mentioned is that the equation (2.4) should now be changed to
Correspondingly, the condition (2.5) ensuring positive τ x can be adjusted to 20) which is equivalent to
Note that , r = 1,··· ,m).
Applications to the stochastic Davis-Skodje model and catalysis model 3.1 The stochastic Davis-Skodje model
In this subsection, we apply our MSCSP-based integrator to the benchmark Davis-Skodje model [62] perturbed by Itô white noise:
where y(t), x(t) ∈ R, µ, σ are small real parameters, and γ is a large positive real number. According to (2.3), for a givenh, we have
where△W n =ξ n √h ,ξ n ∼ N(0,1). Then, for positiveness of τ y and τ x , the first and second equation of (3.2) require respectively that
which can be written in one condition
for large γ and mildly different σ and µ. Note that
For instance, ifh = 0.01 and µ = 0.02, then
Meanwhile, it is not difficult to see that, for large γ, τ y << τ x for all n, which implies that y is the radical of the system. Let h n = τ y | (y n ,x n ) . Then the explicit Euler-Maruyama integration with step size h n , i.e., the CSP radical correction, giveŝ
Next, we derive the quasi-steady state equation for y. Since the system (3.1) is linear in y, we can skip the linearization procedure and use the explicit Euler-Maruyama scheme to discretize the first equation in (3.1), with step size h−h n , and starting from (ŷ n ,x n ), as followsỹ
. Lettingỹ n+1 −ŷ n = 0, we get the algebraic relationship betweenŷ n andx n , and thus obtain the quasi-steady state equation in the (n+1)-th integration step as follows.
To ensure a non-zero denominator in (3.8), it suffices to have |σ
Similar to what has been discussed, for a system with γ = 100, σ = 0.02, h n = 0.01, and h = 0.02, as the data used in our numerical illustrations below, it holds that
Now we perform the explicit Euler-Maruyama integration along the stochastic differential algebraic equations system dx = −xdt+µxdW(t),
from t n +h n to t n+1 , to get
Eqs. (3.6) and (3.11) constitute one-step explicit integration from t n to t n+1 (n ≥ 0).
A stochastically perturbed catalysis model
Consider the CO oxidation of species ZO and ZCO on platinum surface. Assume that Z is the free active catalyst. Then there are three chemical reactions in the oxidation process:
(3.12) Let x, y and z represent the surface coverage of the substances ZO, ZCO and Z respectively. Then, under the mass-action-law assumptions, the kinetic model of the catalysis system can be described as [5] 
where k 1 , k 2 , k −2 , k 3 represent the reaction rate of the first, the second, the reverse of the second, and the third reaction, respectively. Here we have used the fact that x+y+z = 1. To convert the above to a fast-slow system we introduce new variables u and v such that
Then we have that
If the elementary reaction between x and y, i.e. the third reaction is much faster than the others, that is, k 3 ≫ k 1 , k 2 , k −2 , then it is not difficult to see that the system (3.15) is a fast-slow system with u being the fast mode, and v the slow one, while (3.13) has no fastslow subdivision since both differential equations possess the fast component k 3 xy. It is through the coordinates transformation (3.14) that the hidden fast-slow nature of (3.13) is revealed, as was discussed in [5] . Note that, under the chemical meaning of the variables, we have u > 0. Now we consider the following stochastically perturbed version of the system (3.15)
where σ i (i = 1,2) are small positive numbers so that the stochastic fluctuations do not change the positivity of the (random) transient time τ of the fast reaction. In fact, it is not difficult to check that, for the deterministic system (3.15)
so that τ u (t) is always positive if k 3 is much larger than k 1 , k 2 and k −2 , and τ u <τ v meaning that u is the fast species. The stochastic perturbations in (3.16) are assumed in such a way that the main dynamical features of the original deterministic system, such as the fastslow division or the slow manifold, are remained or rationally randomized, though it may not be a realistic stochastic chemical model. We only use it to testify our integration approach. Now we apply our MSCSP-based integrator to the stiff fast-slow SDE (3.16). As in the previous subsection, we first determine the random transient time of the fast reaction at each integration step, i.e., the time step corresponding to the CSP radical correction. To this end, we apply the explicit Euler-Maruyama method with a small time steph to (3.16) to get Then we have
. For small parameters σ 1 and σ 2 , meaning not very fierce but mild stochastic disturbances, the denominators of right-hand side of (3.19) can be positive with probability very close to 1. For instance, in the numerical illustrations, we take the following data:
Data setting 1:
Under this setting, and the fact that u > 0 and hence u n > 0 in a reasonable simulation,
,
Now we let h n = τ n u , and conduct the CSP radical correction by the explicit Euler-Maruyama integration with time step h n on the system (3.16) to obtain
Next we derive the quasi-steady state equation for the radical u at the current integration step (from t n to t n+1 ), i.e. the u n qs in the neighborhood of (û n ,v n ). Since the diffusion terms in the two equations of (3.16) are linear with respect to u and v, respectively, the additional drift terms brought into the implicit-scheme-adapted SDE are still linear with respect to u and v, and therefore we only need to linearize the equation of du in (3.16) with respect to u, which is given by (3.22) whose equivalent implicit-scheme-adapted form is
Next we discretize (3.23) by the implicit Euler-Maruyama scheme with time step h−h n , h = t n+1 −t n , and initial point (û n ,v n ), to get
Lettingũ n+1 −û n = 0, we obtaiñ
from which we have
which is the quasi-steady state equation of u near (û n ,v n ). Under data setting 1 and h = 0.1, for example, the denominator of (3.26) is positive with probability larger than 1−O(10 −31 ), for any n ≥ 0. Finally we carry out the explicit Euler-Maruyama integration on the slow mode equation, namely the equation for dv of (3.16), with time step h−h n , starting from (û n ,v n ), to get v n+1 , and then use the algebraic equation (3.26) to obtain u n+1 , as follows.
Eqs. (3.21) and (3.27) form an entire one-step explicit integration with time step h for the system (3.16).
Numerical illustration
The stochastic Davis-Skodje model
First we compare our MSCSP-based method with the explicit Euler-Maruyama method in simulating the stochastic Davis-Skodje model. Here we choose the input parameters in (3.1) as γ = 100, σ = µ = 0.02, t ∈ [0,10], x 0 = 5, y 0 = 1.2, and step size h = 0.02. Fig. 1(a) are sample phase trajectories, and Fig. 1(b) are sample y(t) curves, produced by both the MSCSP and Euler-Maruyama methods. We simulate the reference true solution by the explicit Euler-Maruyama method with tiny time step hh = 0.00001, which we denote in the figure-legend as 'Stiff' integration. Obviously the explicit Euler-Maruyama scheme fails to simulate the true solution effectively, while the MSCSP provides fairly good approximation.
Next we compare our method with the implicit Euler-Maruyama method. Implicit methods are often used to integrate stiff systems because of their stability feature. In Fig. 2 we observe the behavior of the MSCSP method in comparison with the implicit Euler-Maruyama method in simulating the sample trajectories of the stochastic DavisSkodje model. Except for σ = 0.1 in the panels 2(c) and 2(d), all the other data are the same with those for Fig. 1 . We see immediately that unlike the explicit Euler-Maruyama method, the implicit one can simulate the model with similar accuracy to the MSCSP method. However, the MSCSP seems to be better, especially at the stage of simulating the fast reaction, as can be seen from the panels 2(b) and 2(d) which are locally zoomed-in graphs of 2(a) and 2(c), respectively. Moreover, as the intensity of the stochastic fluctuation increases, i.e., from σ = 0.02 in 2(a)-2(b) to σ = 0.1 in 2(c)-2(d), the superiority of the MSCSP becomes more obvious.
The accuracy of a stochastic numerical method can be measured by the root-meansquare order of the method [25, 39] . A numerical discretization {X n } n=0,1,···,N with time step h on the time interval [t 0 ,t N ] is said to be of root-mean-square order α, if
where X(t n ) and X n denote the exact and numerical values of X at t n , respectively. In Fig. 3 , we illustrate the root-mean-square orders of the MSCSP and the implicit EulerMaruyama methods applied to the stochastic Davis-Skodje model, at time T =10. All the data are the same with those for Fig. 1 , and we choose time steps h = 0.02, 0.05, 0.1, 0.2 to give lnh on the x−axis. 200 sample trajectories of (x(t),y(t)) are taken for approximating the expectation
with t N T = T. The y−axis expresses ln|error|, so that the slopes of the lines in Fig. 3 indicate the root-mean-square orders of the MSCSP (red solid) and implicit Euler-Maruyama (green dashed) methods. The red dash-dotted line is a reference line with slope 1. Therefore the MSCSP and the implicit Euler-Maruyama method are both of root-mean-square 
The stochastically perturbed catalysis model
For this test problem, we only compare our MSCSP method with the implicit EulerMaruyama (briefly, implicit E-M) method since the flaw of the explicit Euler-Maruyama scheme is obvious. For Fig. 5 we use dada setting 1, as well as u 0 =0.5, v 0 =0. 45, t∈[0,27] . that the random transient time τ of the fast reaction for this model under data setting 1 given in (3.20) is about 0.022 as was tested by finding mean on 500 sample paths, and the time step needed for the convergence of the inner-step iterations for realizing the implicit Euler-Maruyama method is about less than or equal to 0.01, which is smaller than the fast-reaction time scale τ. The iterative process for the nonlinear equation solver weakens the implicit method not only in cost of computations, but also in the restriction of the time steps. On the contrast, the MSCSP allows larger time steps than the transient time τ of the fast reaction, and produces even better simulations when h = 0.05 or h = 0.1, than h = 0.027. Moreover, the two straight lines (blue solid) are the theoretical slow manifolds u =v and u =−v of the deterministic counterpart of the stochastically perturbed catalysis model, i.e., the system (3.15), as was given in [5] . We start from the initial point (0.5,0.45), which is near the branch u = v, and we see the sample paths stretch themselves towards the other branch u = −v as time evolves. The evolution of the root-mean-square error (E((u−u * ) 2 +(v−v * ) 2 )) 1/2 , where (u * ,v * ) represents the stiff solution produced by the explicit Euler-Maruyama scheme with time step hh = 0.00001, of the MSCSP method (blue solid) and the implicit EulerMaruyama method (red dash-dotted) are compared in Fig. 6 , where the time steps for them are h = 0.1 and h = 0.025, respectively. We see both errors are stable in long time, while the MSCSP is more accurate than the implicit Euler-Maruyama, even with much larger time step, under which the implicit Euler-Maruyama methods blows up severely and can not be sketched in the same figure panel. Here we take t ∈ [0,100], and the same data as in Fig. 5 . In Table 1 we compare the CPU time needed by the MSCSP with CPU time needed by the implicit Euler-Maruyama method by computing one numerical sample trajectory, as well as the root mean-square error (E((u(T)−u N T ) 2 +(v(T)−v N T ) 2 )) 1/2 at T = 100, with different time steps, where g N T s are the numerical approximations of g(T)s (g = u,v). Clearly, the MSCSP is less time-consuming while permitting larger time steps. Three inner-iterations, which is tested as a nearly optimal number of iterations for time steps listed in the table, are performed in each step by the implicit Euler-Maruyama method. As h = 0.05, the iterations inside the implicit Euler-Maruyama can not converge any longer, and errors blow up. Here we take data setting 1, and tiny time step 0.00001 for simulating the reference solution. 200 samples are taken for approximating the expectation. We notice that, there is almost no common time step suitable for both MSCSP and the implicit Euler-Maruyama method, since the time step of stiff integration is about h ≤ τ ≈ 0.022 under the data setting, and the implicit Euler-Maruyama needs h < τ for convergence of inner-iterations, while the MSCSP needs and allows h > τ. 
Closing remarks
We have proposed a MSCSP-based method for explicitly integrating stochastic stiff fastslow differential equations systems. This method is built on an efficient eigen-free implementation of the SCSP method, as well as numerical discretizations of the continuous stochastic differential equations systems. The application of the method to two stochastic models with fast-slow character shows the superiority of this approach in comparison with general-purpose explicit and implicit methods. The merits of the method can mainly be concluded as follows. First, it is explicit and thus avoids inner-iterations of implicit methods for nonlinear systems, and provides on-the-fly simulations; Second, it permits much larger time steps than the stiff time scale τ of the system, while the explicit and the implicit methods need h < τ for convergence, the latter due to the requirement |c 1 h+c 2 △W n | < 1 (c 1 , c 2 are certain constants) for convergence of the inner iterations; Third, it preserves variances of the solutions better than the implicit methods which rely on truncations of the random variables for implementation and convergence of the inner-iterations [39] ; Fourth, it is more computation-friendly than the standard SCSP proposed in [62] by avoiding the large amount of eigen-calculations, and can be extended to multiple-noises systems with much less effort than the standard SCSP; Finally it utilizes and respects the physical property of the original system, the time τ, instead of brute-force integration.
In this study we restricted ourselves to systems with one fast species. In future research we plan to extend our results to systems with more than one fast species. The partial equilibrium approach in the stochastic context is more than likely the path forward in this regard [26] . Moreover, the identification of fast and slow variables independent of eigen-value calculations could be a topic of further study within the scope of the modified SCSP methods.
