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a b s t r a c t
Gene assembly in ciliates is an intricate biological process that has been studied formally
and modeled through string and graph rewriting systems. Recently, a restriction of the
general (intramolecular) model, called simple gene assembly, has been introduced. This
restriction has subsequently been defined as a string rewriting system. We show that,
by extending the notion of overlap graph to also represent containment, it is possible
to define an equivalent graph rewriting system for two of the three types of rules that
make up simple gene assembly. It turns out that this graph rewriting system is often less
involved to study than its corresponding string rewriting system. We illustrate this by
giving characterizations of the ‘power’ of both types of graph rewriting rules. Also, a first
step is made towards a characterization of the ‘‘extended overlap graphs’’.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Gene assembly is a highly involved process occurring in unicellular organisms called ciliates. Ciliates have two distinct
types of nuclei called the micronucleus and the macronucleus. Gene assembly occurs during sexual reproduction of ciliates,
and transforms a micronucleus into a macronucleus. This process is highly parallel and involves a lot of splicing and
recombination operations — this is true for stichotrichs, a particular group of ciliates of interest. During gene assembly,
each gene is transformed from its micronuclear form to its macronuclear form.
Gene assembly has been extensively studied formally, see [1]. The process has beenmodeled as either a string or a graph
rewriting system [2,3]. Both systems are ‘almost equivalent’, andwe refer to these as the general model. In [4,5] a restriction
of this general model has been proposed. While this model is less powerful than the general model, it is powerful enough to
allow each known gene [6] in its micronuclear form to be transformed into its macronuclear form. Moreover this model is
less involved and therefore called the simplemodel. The simplemodel was first formally defined using signed permutations
[7], and later proven equivalent to a string rewriting system [8]. The graph rewriting system of the general model is based
on overlap graphs. This system is an abstraction from the string rewriting system in the sense that certain local properties
within the strings are lost in the overlap graph. Therefore overlap graphs are not suited for the simple gene assemblymodel.
It turns out that one can make them suitable by extending overlap graphs to also represent interval containment. In this
overlap inclusion graph we have an edge from interval p to interval q iff an endpoint of p is in q. It seems that, surprisingly,
this naturally-defined concept is not studied in the literature. In Section 4 we make a first small step towards such a study.
Then, in Section 7, we show that this concept can partially define simple gene assembly as a graph rewriting system. These
extended overlap graphs form an abstraction of the string model, and are often easier to deal with. This is illustrated by
characterizing the power of two of the three types of recombination operations that make up simple gene assembly. While
this characterization is based on extended overlap graphs, due to its equivalence, it can be carried over to the string rewriting
system for simple gene assembly.
I This research was supported by the Netherlands Organization for Scientific Research (NWO) project 635.100.006 ‘VIEWS’.∗ Corresponding author. Tel.: +31 71 5277143.
E-mail address: rbrijder@liacs.nl (R. Brijder).
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Fig. 1. The structure of a MAC gene consisting of κ MDSs.
Fig. 2. The structure of the MIC gene encoding for the actin protein in sterkiella nova.
Fig. 3. Sequence of pointers and markers representing the gene in MIC form.
An extended abstract containing selected results of this paper was presented at LATA’08 [9].
2. Background: Gene assembly in ciliates
In this section we very briefly describe the process of gene assembly. For a detailed account of this process we refer to
[1]. Gene assembly occurs in a group of unicellular organisms called ciliates. As mentioned above, ciliates have two distinct
types of nuclei called the micronucleus (MIC) and the macronucleus (MAC). All the genes occur in both the MIC and the
MAC, but in very different forms. For each gene however, one can distinguish a number of segments M1, . . . ,Mκ , called
MDSs (macronuclear destined segments), appearing in both the MIC andMAC form of that gene. In the MAC form, the MDSs
appear as in Fig. 1: each two consecutiveMDSs overlap in theMAC gene. The gray areas in the figurewhere theMDSs overlap
are called pointers. We indicate the beginning and ending of a gene, which are the beginning of M1 and the ending of Mκ
resp., by symbols b and e respectively. The symbols b and e are calledmarkers. In the MIC form, the MDSs appear scrambled
and invertedwith non-coding segments, called IESs (internal eliminated segments), in between. As an example, Fig. 2 shows
the MIC form of the gene that encodes for the Actin I protein in a ciliate called Sterkiella nova (see [10,6]). Notice that the
gene consists of nine segments, and that MDSM2 occurs inverted, i.e. rotated 180 degrees, in the gene. The process of gene
assembly transforms each MIC gene into its corresponding MAC gene. Hence, for each gene the MDSs are ‘sorted’ and put
in the right orientation (i.e., they do not occur inverted). This links gene assembly to the well-known theory of sorting by
reversal [11].
It has been postulated that there are three types of recombination operations that cut-and-paste the DNA to transform
the gene from the MIC form to the MAC form [4]. These operations are defined on pointers, so one can abstract from the
notion of MDSs by simply considering the MIC gene as a sequence of pointers andmarkers. This is done in Fig. 3 for the gene
in MIC form in Fig. 2. The pointers are numbered according to the MDS they represent: the pointer on the left (right, resp.)
of MDS Mi is denoted by i (i + 1, resp.). Pointers or markers that appear inverted are indicated by a bar: hence pointers 2
and 3 corresponding to MDS M2 appear inverted and are therefore denoted by 2¯ and 3¯ respectively. In the general model
the markers are irrelevant, so in that case only the sequence of pointers is used.
3. Mathematical preliminaries
This section describes some basic mathematical notions. This is done mostly to fix notation and terminology.
Let A be an arbitrary finite alphabet. The set of letters in string u is denoted by L(u). A string u over A is called a double
occurrence string if each letter of u occurs exactly twice in u. For example, u = 41215425 is a double occurrence string over
{1, . . . , 8}with L(u) = {1, 2, 4, 5}.
Let u = x1x2 · · · xn be a double occurrence string with xi ∈ A for 1 ≤ i ≤ n, and let y ∈ L(u). The y-interval of u, denoted
by iu(y), is the substring xixi+1 · · · xj where i and jwith i < j are such that xi = xj = y. As was noted in e.g. [12], two intervals
iu(y1) and iu(y2) can have the following relationships: (1) they are disjoint, i.e., both y1 6∈ L(iu(y2)) and y2 6∈ L(iu(y1)),
(2) they overlap, i.e., both y1 ∈ L(iu(y2)) and y2 ∈ L(iu(y1)), or (3) one is included in the other. We can completely order
the elements of L(u) as follows. For y1, y2 ∈ L(u), let iu(y1) = xi1 · · · xj1 and iu(y2) = xi2 · · · xj2 , then y1 <u y2 iff j1 < j2.1
In addition, we define, for r ∈ {d, o, i}, y1 <ru y2 iff y1 <u y2 and the intervals iu(y1) and iu(y2) have interval relationship
r , where d, o, i is short for disjoint, overlap, and inclusion, respectively. Note that both<du and<
i
u are partially ordered sets
(they are transitive subrelations of<u), however this may not be the case for<ou – take, e.g., u = xyxzyz and note that both
x <ou y and y <
o
u z, but not x <
o
u z.
1 There is no essential difference in requiring i1 < i2 instead of j1 < j2 in the definition of <u . Both of course induce a linear order of L(u). For the




u= <˜ru for r ∈ {o, i} — hence precisely the inclusion relation is inverted. The present definition of
<u is more convenient for its applications for gene assembly, see Remark 27.
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Fig. 4. Transitive tournament T = (L(u),<u) corresponding to u = 41215425 from Example 2 with labels.
Fig. 5. The overlap and intersection graph, respectively, of u from Example 3.
Example 1. Reconsider double occurrence string u = 41215425. Then (4, 1, 2, 5) is a complete ordering of L(u) through
<u. We have<du= {(1, 5)},<ou= {(4, 2), (4, 5), (1, 2), (2, 5)}, and<iu= {(1, 4)}.
Next we consider graphs. As usual, a graph is a tuple G = (V , E), where V is a finite set of vertices and E ⊆ {{x, y} | x, y ∈
V , x 6= y} is a set of (undirected) edges. A directed graph (or digraph) is a tuple G = (V , E)where V is a finite set of vertices
and E ⊆ (V × V )\{(x, x) | x ∈ V } is a set of (directed) edges. Note that we do not allow loops. For e = (v1, v2) ∈ E, we call
v1 and v2 endpoints of e. Also, e is an edge from v1 to v2. The undirected graph corresponding to digraph G = (V , E) is the
(undirected) graph (V , E ′), where {x, y} ∈ E ′ iff either (x, y) ∈ E or (y, x) ∈ E (or both). In this case E ′ is denoted by E. We
assume the reader is familiar with e.g. the notion of a topological ordering of a digraph, and notions related to trees, such a
parent, child, etc.
Note that since E is a set in directed and undirected graphsG = (V , E), parallel edges are not possible (graphs are simple).
However, for directed graphs, two edges can be anti-parallel: (v,w) and (w, v) are two edges in opposite direction. As usual,
in graphical depictions, two such directed edges are represented by one undirected edge {v,w}. In the remainingwewill use
this notation and consider directed graphs as having two sets of edges: undirected edges and directed edges. The undirected
graph obtained by removing the directed edges of G is denoted by [G], and the directed graph obtained by removing the
undirected edges of G is denoted by [[G]].
Digraphs (V , E) correspond one-to-one to irreflexive relations E over V . If (irreflexive) relation E is a complete ordering
of V , then its corresponding digraph (V , E) is called a transitive tournament. Hence, a transitive tournament is a connected
acyclic transitive digraph, i.e., an acyclic digraphwith exactly one edge between each twovertices. The transitive tournament
T = (L(u),<u), where each edge is labeled by their interval relationship r ∈ {d, o, i}, i.e., disjoint, overlap, or inclusion, is
defined in [12].
Example 2. Transitive tournament T = (L(u),<u) with u = 41215425 is given in Fig. 4. The label of each edge e denotes
the relationship between the intervals of the two endpoints of e. Again, label d denotes disjointness, label o denotes overlap,
and label i denotes inclusion.
It is natural to consider subgraphs of T where only one or two types of edges are considered and possibly the edges lose
their orientation. Of these graphs, the overlap graph and the interval graph are the most thoroughly studied. The overlap
graph of double occurrence string u is the undirected graph (L(u),<ou). Hence, {p, q} is an edge of the graph iff iu(p) and
iu(q) overlap. The (interval) intersection graph (often called interval graph) of u is the undirected graph corresponding to
(L(u),<u \ <du) = (L(u),<ou ∪ <iu). Hence, the overlap graph is a subgraph of the intersection graph. Equivalently, the
intersection graph of u is the undirected graph (L(u), E)with {p, q} ∈ E iff q ∈ L(iu(p)) or p ∈ L(iu(q)). A characterization of
overlap graphs in terms of forbidden induced subgraphs is given in [13], and a characterization of interval graphs in terms
of forbidden induced subgraphs is given in [14].
Example 3. The overlap graph and (interval) intersection graph of u = 41215425 is given in Fig. 5.
4. Overlap inclusion graph
In this paper we consider the digraph Du = (L(u),<ou∪ <iu), which we call now overlap inclusion graph of double occur-
rence string u. Equivalently, the overlap inclusion graph of u is the digraph (L(u), E), where for all p, q ∈ L(u), (p, q) ∈ E iff
p ∈ L(iu(q)) (cf. the definition of intersection graph). Note that [Du] represents the overlap graph of u, and [[Du]] represents
the interval containment of u. Although this graph is natural to consider, it appears that it has not yet been studied in the
literature. In this section we take a first small step towards such a study. However, in the remaining we will only consider
its application for gene assembly.
Example 4. The overlap inclusion graph of u = 41215425 is given in Fig. 6. Recall that two anti-parallel edges are considered
as one undirected edge.
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Fig. 6. The overlap inclusion graph of u from Example 4.
Fig. 7. Forbidden induced subgraphs of D in Lemma 5.
Note that an overlap inclusion graph Du reveals exactly <iu, <ou, and <du of u: a directed edge of Du belongs to <
i
u, an





u together (uniquely) determine u.
We now show that overlap inclusion graphs have (at least) three forbidden induced subgraphs.
Lemma 5. Let D be a digraph. If D is an overlap inclusion graph, then none of the graphs in Fig. 7 are induced subgraphs of D.
Proof. Let D be an overlap inclusion graph of double occurrence string u. Then each induced subgraph H of D is also an
overlap inclusion graph of a string v — such a string representation v can be obtained from u by removing all letters not
appearing in H . It can be easily verified that none of the graphs in Fig. 7 have string representations. 
Lemma 5 is essentially due to results in [12] and [15]. It is shown in Theorem 1 in [12] (using a notation similar to the one
used in Fig. 4) that graphs (i) and (ii) in Fig. 7 cannot appear in Tu = (L(u),<u) for any double occurrence string u – the two
induced subgraphs are actually six forbidden induced subgraphs of Tu, since there are two possible directed edges between x
and y in graphs (i) and (ii) and between y and z in graph (ii). In [15] it is shown that, for each interval intersection graph G, G
has graph (iii) as an induced subgraph iff Gmust have inclusion (more precisely, there is no double occurrence string x such
that G = (L(x),<ox ∪ <ix) and<ix= ∅). Now, regarding graph (iii) as an induced subgraph H of an overlap inclusion graph D,
we have, since H has no directed edges, <iv= ∅ for each double occurrence string v corresponding to H and consequently
H is an interval intersection graph. However, by the theorem in [15] with x := v, H must have inclusion – a contradiction.
We now conjecture the following.
Conjecture 6. Let D = (V , E) be a digraph. Then D is an overlap inclusion graph iff the directed edges of D form an acyclic
transitive graph, (V , E) is an intersection graph, and none of the graphs in Fig. 7 are induced subgraphs of D.
Note that the forward implication holds since <iu is a partially ordered set, and the intersection graph can be obtained
from the overlap inclusion graph by removing the orientation of the directed edges, and by Lemma 5. One can of
course reformulate the conjecture by substituting a characterization of intersection graphs, see e.g. [14] and [16] for
characterizations.
We will use the following properties of overlap inclusion graphs. These properties hold since <iu is a partially ordered
set and these graphs do not have (i) of Fig. 7 as an induced subgraph.
Lemma 7. Let G be an overlap inclusion graph. Then [[G]] is acyclic and transitively closed. If G does not have undirected edges,
then [[G]] is the transitive closure of a forest, where edges in the forest are directed from children to their parents.
5. Signings and markers
In this section we recall some specific notation and terminology used in the theory of gene assembly — see also, e.g.,
in [1].
For an arbitrary finite alphabet A, we let A¯ = {a¯ | a ∈ A} with A ∩ A¯ = ∅. We use the ‘bar operator’ to move from A to
A¯ and back from A¯ to A. Hence, for p ∈ A ∪ A¯, ¯¯p = p. For a string u = x1x2 · · · xn with xi ∈ A, the inverse of u is the string
u¯ = x¯nx¯n−1 · · · x¯1. We denote the empty string by λ.
We fix κ ≥ 2, and define the alphabet ∆ = {2, 3, . . . , κ} and the alphabet Π = ∆ ∪ ∆¯. The elements of Π are called
pointers. We define the morphism ‖ · ‖ : Π∗ → ∆∗ as follows: for p ∈ Π , ‖p‖ = p if p ∈ ∆, and ‖p‖ = p¯ if p ∈ ∆¯, i.e., ‖p‖
is the ‘unbarred’ variant of p. Hence, e.g., ‖25¯3¯‖ = 253. A legal string is a string u ∈ Π∗ where ‖u‖ is a double occurrence
string.
Let M = {b, e} with ∆ ∩ M = ∅. The elements of M are called markers. We let Ξ = ∆ ∪ M , and let Ψ = Ξ ∪ Ξ¯ . We
fix m 6∈ Ψ and extend morphism ‖ · ‖ : Π∗ → ∆∗ to Ψ ∗ → (∆ ∪ {m})∗ by defining ‖z‖ = m for z ∈ M ∪ M¯ . We say that
a string u ∈ Ψ ∗ is an extended legal string if ‖u‖ is a double occurrence string and u has exactly one occurrence from {b, b¯}
(and thus also exactly one occurrence from {e, e¯}).
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An extended legal string represents the sequence of pointers and markers of a gene in MIC form.
Example 8. The extended legal string corresponding to Fig. 3 is 34456756789e3¯2¯b289. The legal string corresponding to
this figure is 344567567893¯2¯289 (without the markers).
Legal strings are considered in the general model since markers are irrelevant there.
The domain of a string u ∈ Ψ ∗ is dom(u) = L(‖u‖). Note that m ∈ dom(v) for each extended legal string v. For each
(extended) legal string uwe define a signing σu : dom(u)→ {+,−} as follows. Let q ∈ dom(u) and let q1 and q2 be the two
occurrences of u with ‖q1‖ = ‖q2‖ = q. Then σu(q) = +, we say q is positive in u, if exactly one of q1 and q2 is in Ξ (the
other is therefore in Ξ¯ ). Otherwise, σu(q) = − and we say that q is negative in u.
Example 9. The domain of extended legal string u = 24b4e¯2¯ is dom(u) = {m, 2, 4}. Now, m and 2 are positive in u, and 4
is negative in u.
A signed (directed, resp.) graph is a 3-tuple G = (V , E, σ ), where (V , E) is a (directed, resp.) graph and σ : V → {+,−}
is a signing. For a vertex v ∈ V , σ(v) is the sign of v. We say that v is negative in G if σ(v) = −, and v is positive in G if
σ(v) = +. All terminology of (directed, resp.) graphs carry over to signed (directed, resp.) graphs. We call signed directed
graphs with a distinguished vertexm (themarker), simple marked graphs. Thus, formally, a simple marked graph is a 4-tuple
G = (V , E, σ ,m), where (V , E, σ ) is a signed directed graph andm ∈ V .
6. Simple and general string pointer rules
Gene assembly has been modeled using three types of string rewriting rules on legal strings [2,1]. These types of rules
correspond to the types of recombination operations that perform gene assembly. We will recall the string rewriting rules
now — together they form the string pointer reduction system. The system consists of three types of reduction rules
operating on legal strings. For all p, q ∈ Π with ‖p‖ 6= ‖q‖:
• the string negative rule for p is defined by snrp(u1ppu2) = u1u2,
• the string positive rule for p is defined by sprp(u1pu2p¯u3) = u1u¯2u3,
• the string double rule for p, q is defined by sdrp,q(u1pu2qu3pu4qu5) = u1u4u3u2u5,
where u1, u2, . . . , u5 are arbitrary (possibly empty) strings overΠ .
We now recall a restriction to the above-defined model. The motivation for this restricted model is that the postulated
underlying molecular recombination operations are physically less involved, but still general enough to allow for the
successful assembling of all known experimental obtained micronuclear genes [6]. The restricted model, called simple gene
assembly, is originally formally defined on signed permutations, see [7,17]. In [8], the model is defined (in an equivalent
way) as a string rewriting system — similar to the string pointer reduction system described above for the general model.
We recall it here. It turns out that it is necessary to use extended legal strings (adding symbols b and e to legal strings).
The simple string pointer reduction system consists of three types of reduction rules operating on extended legal strings.
For all p, q ∈ Π with ‖p‖ 6= ‖q‖:
• the string negative rule for p is defined by snrp(u1ppu2) = u1u2 as before,
• the simple string positive rule for p is defined by ssprp(u1pu2p¯u3) = u1u¯2u3, where |u2| = 1, and
• the simple string double rule for p, q is defined by ssdrp,q(u1pqu3pqu5) = u1u3u5,
where u1, u2, . . . , u5 are arbitrary (possibly empty) strings overΨ . Note that the string negative rule is not changed, and that
the simple version of the string positive rule requires |u2| = 1, while the simple version of the string double rule requires
u2 = u4 = λ.
Example 10. Let u = 52¯445¯36¯26b3e¯ be an extended legal string. Then within the simple string pointer reduction system
only snr4 and sspr6¯ are applicable to u. We have sspr6¯(u) = 52¯445¯32¯b3e¯. Within the string pointer reduction system also
spr5 and spr2¯ are applicable to u. Wewill use u (in addition to the extended legal string v, which is defined later) as a running
example.
A composition ϕ = ρn · · · ρ2 ρ1 of string pointer rules ρi is a reduction of (extended) legal string u, if ϕ is applicable
to (i.e., defined on) u (the rules are applied from right to left). A reduction ϕ of legal string u is successful if ϕ(u) = λ, and
a reduction ϕ of extended legal string u is successful if ϕ(u) ∈ {be, eb, e¯b¯, b¯e¯}. A successful reduction corresponds to the
transformation using recombination operations of a gene in MIC form to MAC form. It turns out that not every legal string
has a successful reduction using only simple rules — take, e.g., 2342¯3¯4¯, where no simple rules are applicable. Clearly, not
every extended legal string has a successful reduction — take, e.g., be¯.
Example 11. In our running example, ϕ = sspr3¯ sspr2 sspr5 snr4 sspr6¯ is a successful reduction of u, since ϕ(u) = b¯e¯. All
rules in ϕ are simple.
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Fig. 8. The overlap graph of u = 52¯445¯36¯26b3e¯ from Example 14.
Fig. 9. The extended overlap graph Gu of u from Example 14.
Fig. 10. The extended overlap graph of v = 4¯232¯4e¯3¯b from Example 14.
7. Extended overlap graph and simple graph rules
The general string pointer reduction systemhas beenmademore abstract by replacing legal strings by overlap graphs, and
replacing string rewriting rules by graph rewriting rules. The obtained model is called the graph pointer reduction system.
Unfortunately, this model is not fully equivalent to the string pointer reduction system since the string negative rule is not
faithfully simulated. Also, overlap graphs are not suited tomodel simple gene assembly.We propose to use overlap inclusion
graphs to allow for a faithful model of the string negative rule and the simple string positive rule using graphs and graph
rewriting rules. First we recall the definition of overlap graph for legal strings.
Definition 12. The overlap graph of (extended) legal string u is the signed graph (V , E, σu), where (V , E) is the overlap graph
of ‖u‖.
The next graph extends the overlap graph by incorporating inclusion, cf. Section 4.
Definition 13. The extended overlap graph of (extended) legal string u, denoted by Gu, is the signed graph (V , E, σu), where
(V , E) is the overlap inclusion graph of ‖u‖.
Example 14. Consider again extended legal string u = 52¯445¯36¯26b3e¯. Then the overlap graph of u is given in Fig. 8, and
the extended overlap graph Gu of u is given in Fig. 9. Also, the extended overlap graph of v = 4¯232¯4e¯3¯b is given in Fig. 10.
Wewill now define two types of rules for simple marked graphs γ . Each of these rules transforms simple marked graphs
of a certain form into another simplemarked graph.Wewill subsequently show that in case γ is the extended overlap graph
of a legal string, then these rules faithfully simulate the effect of the snr and sspr rules on the underlying legal string.
Definition 15. Let γ be a simple marked graph. Let p be any vertex of γ not equal tom.
• The graph negative rule for p, denoted by gnrp, is applicable to γ if p is negative, there is no undirected edge ewith p as an
endpoint, and there is no directed edge from a vertex to p in γ . The result is the simple marked graph gnrp(γ ) obtained
from γ by removing vertex p and removing all edges connected to p. The set of all graph negative rules is denoted by Gnr.
• The simple graph positive rule for p, denoted by sgprp, is applicable if p is positive, there is exactly one undirected edge
e with p as an endpoint, and there is no directed edge from a vertex to p in γ . The result is the simple marked graph
sgprp(γ ) obtained from γ by removing vertex p, removing all edges connected to p, and flipping the sign of the other
vertex q of e (i.e. changing the sign of q to + if it is − and to − if it is +). The set of all simple graph positive rules is
denoted by sGpr.
These rules are called simple graph pointer rules.
Remark 16. The sgpr rule ismuch simpler than the gpr for ‘classical’ overlap graphs. One does not need to compute the ‘local
complement’ of the set of adjacent vertices. Obviously, this is because the simple rule allows only a single pointer/marker
in the p-interval.
Example 17. Rules gnr4 and sgpr6 are the only applicable rules on the simplemarked graph γ = Gu of Fig. 9. Simplemarked
graph sgpr6(γ ) is depicted in Fig. 11.
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Fig. 11. The simple marked graph sgpr6(Gu).
Fig. 12. A commutative diagram illustrating Lemma 19.
Fig. 13. The extended overlap graph ofw = b234234e.
Letϕ = ρn · · · ρ2 ρ1 be a composition of graph pointer rulesϕi. The domain of a graph pointer ruleρ, denoted by dom(ρ),
is defined by dom(gnrp) = dom(sgprp) = {p}. For a composition ϕ = ρn · · · ρ2 ρ1 of graph pointer rules ρi, the domain,
denoted by dom(ϕ), is defined by dom(ϕ) = dom(ρ1)∪dom(ρ2)∪· · ·∪dom(ρn). Also, in order to denote the pointers used
for gnr rules in ϕ, we define gnrdom(gnrp) = {p} and gnrdom(sgprp) = ∅, and define gnrdom for ϕ similarly as we did for
dom. We define the pointer order of ϕ, denoted by pord(ϕ), by the n-tuple (dom(ρ1), dom(ρ2), . . . , dom(ρn)). Similar as
for strings, ϕ is a reduction of simple marked graph γ , if ϕ is applicable to (i.e., defined on) γ . A reduction ϕ of γ is successful
if ϕ(γ ) is the graph having only vertex m where m is negative. For S ⊆ {Gnr, sGpr}, we say that γ is successful in S if there
is a successful reduction of γ using only graph pointer rules from S.
Example 18. In our running example, ϕ = sgpr3 sgpr2 sgpr5 gnr4 sgpr6 is a successful reduction of Gu.
We now show that these two types of rules faithfully simulate the string negative rule and the simple string positive rule.
Lemma 19. Let u be a legal string and let p ∈ Π . Then snrp is applicable to u iff gnr‖p‖ is applicable to Gu. In this case, Gsnrp(u)= gnr‖p‖(Gu).
Proof. We have snrp is applicable to u iff u = u1ppu2 for some strings u1 and u2 iff ‖p‖ is negative in u and the ‖p‖-interval
is empty iff ‖p‖ is negative in Gu and there is no undirected edge with ‖p‖ as endpoint and there is no directed edge to ‖p‖
iff gnr‖p‖ is applicable to Gu.
In this case, Gsnrp(u) is obtained from Gu by removing vertex ‖p‖ and the edges connected to ‖p‖, hence Gsnrp(u) is equal
to gnr‖p‖(Gu). 
The previous lemma is illustrated as a commutative diagram in Fig. 12. The next lemma shows that a similar diagram can
be made for the simple string positive rule.
Lemma 20. Let u be a legal string and let p ∈ Π . Then ssprp is applicable to u iff sgpr‖p‖ is applicable to Gu. In this case, Gssprp(u)= sgpr‖p‖(Gu).
Proof. We have ssprp is applicable to u iff u = u1pu2p¯u3 for some strings u1, u2, and u3 with |u2| = 1 iff ‖p‖ is positive in u
(or equivalently in Gu) and there is exactly one undirected edge e with ‖p‖ as endpoint and there is no directed edge with
‖p‖ as endpoint iff sgpr‖p‖ is applicable to Gu.
In this case, Gssprp(u) is obtained from Gu by removing vertex ‖p‖, removing all edges connected to ‖p‖, and flipping the
sign of the other vertex of e. Hence Gssprp(u) is equal to sgpr‖p‖(Gu). 
Example 21. In our running example, one can easily verify that the extended overlap graph of sspr6¯(u) = 52¯445¯32¯b3e¯ is
equal to graph sgpr6(Gu) given in Fig. 11.
Onemaybewondering at this pointwhywehavenot defined the simple graphdouble rule. To this aim, consider extended
legal string w = b234234e. Note that ssdr2,3 and ssdr3,4 are applicable to w, but ssdr2,4 is not applicable to w. However,
this information is lost in Gw — e.g. by applying the isomorphism that interchanges vertices 2 and 3 to Gw we obtain again
Gw , see Fig. 13. Thus, given only Gw it is impossible to deduce applicability of the simple graph double rule.
To successfully define a simple graph double rule, one needs to retain information on whether or not given pointers are
next to each other in the string, and therefore a different concept is required. However, this concept would require that
the linear representation of the pointers in an extended legal string is retained. Hence, if one wishes to model all three
operations, then string representations are more natural compared to graph representations.
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8. Characterizing successful graphs
In the general (not simple) model, for any given S ⊆ {Snr, Spr, Sdr} (where S thus determines a set of types of string
pointer rules), the strings successfulness in S have been characterized, see [18,1,11]. In this way ‘‘involved’’ genes are
distinguished from less ‘‘involved’’ genes by determining which types of rules they need in order to be sorted successfully.
In this section we characterize, for a given S ⊆ {Gnr, sGpr}, the simple marked graphs G that have a successful reduction in
S. Thus, we characterize those G for which there is a composition of simple graph rules in S transforming the graph into the
graph having only vertexmwherem is negative. First we consider the case S = {Gnr}.
Theorem 22. Let γ be a simple marked graph. Then γ is successful in {Gnr} iff each vertex of γ is negative, γ has no undirected
edges, γ is acyclic, and m does not have an outgoing directed edge in γ .
Proof. Since [[γ ]] = γ is acyclic, there is a topological ordering L = (p1, p2, . . . , pn) of γ (i.e. a linear ordering of the ver-
tices of γ such that if there is an edge from pi to pj, then i < j) with pn = m. The result now follows by the definition of gnr.
In this case, L corresponds to a successful reduction ϕ = gnrpn−1 · · · gnrp2 gnrp1 of γ . 
Using Lemma 7, more can be said if γ = Gu for some extended legal string u.
Corollary 23. Let γ = Gu for some extended legal string u. Then γ is successful in {Gnr} iff each vertex of γ is negative, γ has no
undirected edges, and m does not have an outgoing directed edge in γ . In this case, γ is the transitive closure of a forest, where
edges in the forest are directed from children to their parents and m is a parent of a tree.
We consider the cases S = {Gnr, sGpr} and S = {sGpr} at once.
Theorem 24. Let γ be a simple marked graph, let L be a linear ordering of the vertices of γ with m the last element of L, and let R
be a set of vertices of γ not containing m. There is a successful reduction ϕ of γ in {Gnr, sGpr}with L = pord(ϕ) · (m) (· denotes
concatenation) and gnrdom(ϕ) = R iff the following conditions hold:
1. [γ ] is a (undirected) forest,
2. for each vertex v of γ , the degree of v in [γ ] is even iff v is negative in γ ,
3. each tree in the forest has exactly one vertex in R ∪ {m}, and
4. if we consider the vertices of R ∪ {m} as the roots of the trees of the forest, then the graph γ ′ obtained by replacing each
undirected edge e in γ by a directed edge from the child to the parent in the tree to which e belongs, is acyclic. Moreover, L is
a topological ordering of γ ′.
Proof. We show that each of the statements holds iff L = (p1, p2, . . . , pn)with pn = m, and for each pi with i ∈ {1, . . . , n}
the following holds:
1. if i < n, then there no (exactly one, resp.) undirected edge between pi and another vertex pj with j > i iff pi ∈ R (pi 6∈ R,
resp.),
2. the number of undirected edges connected to pi is even iff pi is negative in γ , and
3. there is no directed edge from a vertex pj to pi with j > i.
It can be easily verified that the second statement of the theorem is equivalent to the above stated requirements on L (w.r.t.
γ ). The first statement of the theorem can be verified by induction on n = |L|, by taking the applicability requirements of
gnrp and sgprp into account and by noticing that gnrp and sgprp remove p and all edges connected to p and that sgprp flips
the sign of the other endpoint of the unique undirected edge connected to p. 
Remark 25. In [19] it is shown that the number of snr, sspr, and ssdr is fixed among all simple successful reductions for
a given extended legal string u. Theorem 24 shows that the number of gnr and sgpr rules is fixed among all successful
reductions in {Gnr, sGpr} for a given simple marked graph γ in general. In the general (not simple) model, the number of
spr and sdr rules can vary among the successful reductions for a given legal string u, although it is shown in [11] that the
number of snr rules is always fixed.
Example 26. Consider again extended legal string u of Example 14with its extended overlap graph Gu given in Fig. 9. Notice
that [Gu] (see Fig. 8) is a forest, fulfilling condition 1 of Theorem 24. The forest consists of two trees, one of which is the single
vertex 4 and the other contains vertexm, hence R = {4} by condition 3. All conditions of Theorem24hold, and thereforeGu is
successful in {Gnr, sGpr}. Each successful reduction contains gnr4 and the other rules are sgpr rules. The possible choices for
L in Theorem24 are: (6, 4, 5, 2, 3,m), (4, 6, 5, 2, 3,m), and (4, 5, 6, 2, 3,m). Each such ordering corresponds to a successful
reduction. Thus, e.g., ϕ = sgpr3 sgpr2 sgpr5 gnr4 sgpr6 is a successful (graph) reduction ofGu. By Lemmata 19 and 20, this in
turn corresponds to a successful (string) reductionϕ′ of u—one can verify thatwe can takeϕ′ = sspr3¯ sspr2 sspr5 snr4 sspr6¯.
Remark 27. Note that Theorem24 shows that the direction of the edges indicate the direction inwhich the graph is reduced
by the graph pointer rules.
The case S = {sGpr}, hence R = ∅ in Theorem 24, can be stated more succinctly.
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Corollary 28. Let γ be a simple marked graph. Then γ is successful in {sGpr} iff (1) [γ ] is a (undirected) tree, (2) for each vertex
v of γ , the degree of v in [γ ] is even iff v is negative in γ , and 3) the graph γ ′ obtained from γ by replacing each undirected edge
in γ by a directed edge from the child to the parent in the tree [γ ] with root m, is acyclic. Moreover, each successful reduction in
γ corresponds to a topological ordering of γ ′.
Example 29. Consider again extended legal string u of Example 14 with its extended overlap graph Gu given in Fig. 9. Then
by Corollary 28, Gu is not successful in {sGpr}, since condition 1 is violated – [Gu] is not a tree as it has two connected
components.
Reconsider nowextended legal string v of Example 14with its extended overlap graphGv given in Fig. 10. By Corollary 28,
Gv is successful in {sGpr}, and (2, 4, 3,m) is a linear ordering of the vertices corresponding to successful reduction ϕ =
sgpr3 sgpr4 sgpr2 of Gv . Moreover, e.g., linear ordering (4, 2, 3,m) does not correspond to a successful reduction of Gv (or
of v).
9. Discussion
We propose a natural extension of the well-known concept of overlap graph, called extended overlap graph. This graph
is shown to have certain forbidden induced subgraphs. We show that we can partially model simple gene assembly based
on these extended overlap graphs. The simple model is partial in the sense that the simple double string rule does not have
graph rule counterpart. Within this partial model we characterize which micronuclear genes can be successfully assembled
using (1) only graph negative rules, (2) only simple graph positive rules, and (3) both of these types of rules.
What remains to be found is a graph rule counterpart of the simple double string rule. However such a counterpart
would require different concepts since the extended overlap graph does not capture the requirement that pointers p and q
(in the rule) are next to each other in the string. In fact, as argued before, such a graph counterpart may not result in a real
abstraction from strings as the linear structure of strings must almost be fully retained.
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