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We are able to detect clear signatures of dephasing – a distinct trait of many-body localisation
(MBL) – via the dynamics of two-site entanglement, quantified through the concurrence. Using
the protocol implemented by M. Schreiber et al. [Science 349, 842 (2015)], we show that in the
MBL phase the average two-site entanglement decays in time as a power law, while in the Anderson
localised phase it tends to a plateau. The power-law exponent is not universal and displays a
clear dependence on the interaction strength. This behaviour is also qualitatively different from
the ergodic phase, where the two-site entanglement decays exponentially. All the results have
been obtained by means of time-dependent density matrix renormalisation group simulations, and
further corroborated by analytical calculations on an effective model. Two-site entanglement has
been already measured in cold atoms: our analysis paves the way for the first direct experimental
test of many-body dephasing in the MBL phase.
I. INTRODUCTION
The phenomenon of many-body localisation1–3 (MBL)
refers to the breakdown of ergodicity in generic dis-
ordered many-body systems, due to quantum effects.
This is a striking counterexample to the fundamental
assumptions of statistical mechanics about the therm-
alisation of an isolated system. For any non-integrable
classical many-body Hamiltonian system, the dynamics
is ergodic in phase space, eventually leading to therm-
alisation. This occurs even for systems close to integ-
rability via Arnold diffusion, a phenomenon strictly re-
lated to the celebrated KAM theorem4,5. In quantum
systems there is a striking exception: destructive inter-
ference between matter waves forbids a system in the
MBL phase to thermalise. Quantum effects make the
system non-ergodic: no part of it acts as reservoir for the
rest of the system.
At first glance, the existence of MBL is astonishing:
due to the presence of interactions, one expects the
quantum system to be non-integrable and to display er-
godicity and thermalisation6. This behaviour is how-
ever strange only apparently: indeed a system in the
MBL phase can be mapped into an integrable system
with an extensive number of local integrals of motion7–10.
Traditionally, integrable systems are isolated points in
the space of Hamiltonians, both from a classical4 and a
quantum11 perspective; on the opposite, in MBL, integ-
rability and non-ergodicity do not require any fine tuning.
Remarkably, MBL has been recently conjectured to occur
even in systems without disorder12,13: the contrast with
the behaviour of classical systems is even more striking.
In some sense, the MBL phase is the continuation of
the Anderson localised (AL) phase14,15 of non-interacting
particles, when interactions are turned on: the two
phases share several properties, mainly the absence of
transport of any physical quantity. At the same time
MBL has distinct features that make it qualitatively dif-
ferent from Anderson localisation. From one hand, while
transport is frozen, correlations can still propagate in the
MBL phase. This gives rise to a non-trivial dynamics of
entanglement which is absent in the AL phase and which
we will better discuss later. From the other hand, the
transition to the MBL phase does not emerge in ther-
modynamic quantities, but rather in transport and time-
correlation functions. This is indeed a dynamical trans-
ition, which requires appropriate observables in order to
be identified. These very special properties have been re-
cognised thanks to a constantly growing theoretical activ-
ity, whose aims are elucidating the distinguishing features
of MBL and finding ways to detect them in the experi-
ments.
Several works have characterised the MBL phase by:
the absence of transport of charge, spin, mass1,16–18 or
energy19; an emergent robust integrability7–10,20; a log-
arithmically slow but unbounded growth of entangle-
ment21–23; a peculiarly sparse structure of eigenfunc-
tions24,25; the behaviour of observables after a quantum
quench26,27; the persistence of area law for entanglement
up to arbitrary temperatures and for eigenstates of ar-
bitrary energy in the spectrum3,16,28,29; the ability to
protect discrete symmetries31 even at infinite temperat-
ure. A comprehensive description of this activity can be
found in the reviews [3 and 32]. At the same time sev-
eral different proposals have been put forward in order
to experimentally detect MBL. We quote, for example,
the interferometric probe based on coherent spin manip-
ulations33, the search for revivals of the magnetisation34
or the temporal fluctuations around stationary values of
local observables27.
The intense theoretical efforts of the last decade stim-
ulated an exciting race towards its experimental verifica-
tion. Last year the first beautiful experiments providing
evidence of MBL appeared in cold atomic systems35,36
and trapped ions37. However, it is still debatable whether
unique features of MBL, which are not present in AL
systems, have been observed or not: experiments have
focused on the propagation of particles which are frozen
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2in both phases. It would be highly desirable to have
a direct experimental test discriminating between these
two cases, in order to probe the MBL dephasing mechan-
ism. From a theoretical perspective, several different ob-
servables/protocols have been proposed to this aim (see
above), but, in many cases, they are difficult to be imple-
mented experimentally. The purpose of this paper is to
overcome these difficulties: we analyse in detail a probe
of MBL, which is able to discriminate it from the AL
phase and is experimentally accessible within the exist-
ing technology. We are going to show that this probe is
the two-site entanglement.
The dynamics of two-site entanglement has been re-
cently measured in optical lattices and in trapped ions,
respectively in Refs. [38] and [39]. The experiment of
Fukuhara et al.38 considers a system of atoms governed
by a Bose-Hubbard Hamiltonian. The spins of atoms are
initially in a ferromagnetic phase: after flipping a spin
at a given site (local quench protocol), the entanglement
between neighbouring spins is measured as a function of
time. As we are going to discuss in detail, we consider
a slight modification of this quench protocol, namely the
one implemented in Ref. [35]. Using this approach, and
measuring both the imbalance and the two-site entangle-
ment, we are able to extract the key properties of MBL
phase. In particular, we can highlight clear differences
with the AL phase in the measure of the two-site entan-
glement.
Entanglement plays an important role in MBL. While
transport (of energy, spin, mass or other macroscopically
conserved quantities) is frozen both in MBL and in AL
phases, quantum correlations can still propagate in the
MBL phase, giving rise to entanglement between distant
sites of the system. In this context, the mapping of any
MBL system to an integrable system with an extensive
number of local integrals of motion is crucial. Thanks
to this mapping, even in the absence of transport, when
populations in every site are stationary, it can be shown
that coherences of distant sites evolve in a non-trivial way
(more details are in Sec. V). This phenomenon is defined
as many-body dephasing: it is ultimately responsible for
the unbounded (but slow) growth of the entanglement
entropy. The situation in the AL phase is very differ-
ent. In this case, the propagation of correlations and the
entanglement growth stop after a while.
Several studies (see, e.g., Refs. [21–23, 40–44]) have
analysed the evolution of the entanglement entropy of
large blocks in disordered spin chains. Its logarithmic
growth21–23, intimately related to the existence of an ex-
tensive number of local integrals of motions, has been
identified as a unique trait of MBL. However, despite
recent very interesting progresses45, the entanglement
block-entropy is very hard to be measured in a many-
body context (virtually impossible on increasing the
block size). On the opposite, the two-site entanglement
we are considering here is directly accessible in cold-atom
experiments.
This paper is organised as follows. In the next sec-
tion we introduce the model and the quench protocol
we are going to simulate. Both are chosen to be essen-
tially identical to those implemented in the experiment
of Ref. [35]. The two-site entanglement will be quantified
through the concurrence defined in Sec. III. Section IV
contains the results of our density matrix renormalisa-
tion group simulations. They show that the MBL phase
is characterised by a typical power-law decay of the con-
currence. This behaviour strongly contrasts with AL,
where the concurrence reaches a non-vanishing station-
ary value; it is also very different from the ergodic phase,
where the concurrence abruptly vanishes after a short
transient. We are able to study how the AL phase is
reached as a vanishing-interaction limit of the MBL: the
power-law decay of the concurrence starts after a sta-
tionary, metastable, plateau whose extension in time di-
verges as a power law when the interaction vanishes. In
Sec. V, we show that this power-law behaviour is repro-
duced by a phenomenological integrable model of inter-
acting qubits (the so-called “`-bit model”): this agrees
with the fact that our MBL system can be mapped into
an integrable system. In Sec. VI, we discuss a number
of additional effects (the role of number fluctuations, fi-
nite temperature, control of laser pulses) that may arise
when measuring entanglement from experimental data.
We also provide a (more easily measurable) bound to the
concurrence, which gives very accurate results and faith-
fully reproduces the essential phenomenology. Finally,
Sec. VII is devoted to our conclusions and perspectives
for future work.
II. THE MODEL
We consider a generalisation of the Aubry-Andre´
model46, which can be realised be means of a two-species
Bose-Hubbard model in the presence of a periodic po-
tential incommensurate with the lattice spacing. This
kind of potential is also defined as quasi-periodic, pseudo-
random or Aubry-Andre´ potential. In the limit in which
the on-site interaction is dominant with respect to the
hopping, fluctuations in the number of particles on each
site are frozen. It is then possible to derive an effect-
ive Hamiltonian in the subspace where the occupation
is fixed to one particle per site. Here the dynamics is
governed by a spin-1/2 XXZ Hamiltonian47,48 where the
two eigenstates of Sˆzj represent the occupation of the jth
site by one of the two species (here Sˆαj ≡ σˆαj /2, where σˆαj
are the usual Pauli matrices on site j, with α = x, y, z).
In the presence of an Aubry-Andre´ potential, the effect-
ive spin model also includes an inhomogeneous magnetic
field leading to the Hamiltonian
Hˆ =−
∑
j
[
J(Sˆ+j Sˆ
−
j+1 + H.c.) + V Sˆ
z
j Sˆ
z
i+1
]
+ ∆
∑
j
[
cos(2piβj + φ)Sˆzj
]
, (1)
3where Sˆ±j = Sˆ
x
j ± iSˆyj are the raising/lowering operators.
The third term in Eq. (1) is due to the external quasi-
periodic on-site potential: the coupling strength appears
as the parameter ∆, the inverse of the incommensurate
wavelength as an irrational number β, and φ is a phase.
In the following, we will consider a one-dimensional op-
tical lattice with L sites and open boundary conditions.
Equation (1) can be mapped, via a Jordan-Wigner
transformation, onto a spinless fermionic Hubbard model
with a quasi-periodic Aubry-Andre´ chemical potential:
Hˆ =−
∑
j
[
J(aˆ†j aˆj+1 + H.c.) + V nˆj nˆj+1
]
+ ∆
∑
j
[
cos(2piβj + φ)nˆj
]
, (2)
where aˆ
(†)
j is the annihilation (creation) fermion oper-
ator, nˆj = aˆ
†
jaj the local number operator, J the tun-
neling matrix element between neighbouring sites, and
V the nearest-neighbour interaction. The existence of a
MBL phase in this model was rigorously established in
Ref. [49].
In the non-interacting case (V = 0), when the amp-
litude ∆ of the quasi-periodic potential overcomes the
threshold ∆c = 2, the system undergoes a transition from
an ergodic to an AL phase46. This transition has been
recently observed in a cold-atom experiment50. The in-
teracting case (V 6= 0) presents three distinct phases,
depending on the choice of the coupling constants: er-
godic, MBL, and AL phases. Although an accurate ana-
lysis of the phase diagram is not the aim of this work, we
identified the parameters leading to the different phases,
without however dwelling on the precise location of the
phase boundaries. The resulting (approximate) phase
diagram in the ∆-V plane is reported in Appendix A.
In order to detect signatures of MBL in the two-
site entanglement, we study its time-dependence after a
quantum quench. The protocol we consider is the same
as in Ref. [35]. We initialise the system in the Ne´el state
|ψ(t = 0)〉 =|↑, ↓, · · · , ↑, ↓〉 . (3)
Then we follow the time evolution governed by Hamilto-
nian (1), working in the subspace with total conserved
spin Sztot ≡
∑
j〈Sˆzj 〉 = 0. We average the quantit-
ies of interest over many realisations of pseudo-disorder,
through a random sampling of the phase φ in the on-
site potential. Through the rest of the paper, we will
fix the inverse wavelength of the quasi-random potential
to β = 532/738. We make this choice because this is
the better approximation to an irrational number which
can be done in the experiments (it is the one used in
Ref. [35]). We further set J = 1 and ~ = 1.
III. TWO-SITE ENTANGLEMENT AND
CONCURRENCE
In the model of Eq. (1), the entanglement between two-
sites can be quantified through the concurrence51. Let us
consider two sites, i and j, and define ρi,j as the reduced
density matrix describing the subsystem formed by these
two sites. The concurrence Ci,j measures the entangle-
ment between the two spins located at i and j, minimised
over all the possible decompositions of the matrix
ρi,j =
4∑
a=1
pa |ψa〉 〈ψa| , (4)
with arbitrary states |ψa〉 and
∑
a pa = 1 (with pa ≥ 0).
With this definition, it can be shown that51: Ci,j =
max{0, λ(1) − λ(2) − λ(3) − λ(4)}, where λ(α) are the
square roots of the eigenvalues of the product matrix
R = ρi,j ρ˜i,j , taken in descending order. The spin flipped
matrix ρ˜ is defined as ρ˜ ≡ (σy ⊗ σy)ρ∗(σy ⊗ σy), where
the complex conjugate is taken in the standard basis. If
Ci,j = 0, then there is a decomposition of the reduced
density matrix ρi,j in which all the states |ψa〉 are separ-
able. The concurrence has been employed several times
to analyse many-body systems (see Ref. [52] for a review).
Here we are going to show that its dynamics is able to
distinguish between ergodic, MBL, and AL phases.
In the case we are considering, the total magnetisation
Sztot along the z-axis is conserved: if we express ρi,j in
the z-basis, we find a particularly simple block-diagonal
form
ρi,j =

P↑↑ 0 0 0
0 P↑↓ ρ↑↓ 0
0 ρ∗↑↓ P↓↑ 0
0 0 0 P↓↓
 , (5)
where
P↑↑ = 〈( 12 + Sˆzi )( 12 + Sˆzj )〉 ,
P↑↓ = 〈( 12 + Sˆzi )( 12 − Sˆzj )〉 ,
P↓↑ = 〈( 12 − Sˆzi )( 12 + Sˆzj )〉 ,
P↓↓ = 〈( 12 − Sˆzi )( 12 − Sˆzj )〉 ,
ρ↑↓ = 〈Sˆxi Sˆxj + Sˆyi Sˆyj + i[Sˆyi Sˆxj − Sˆxj Sˆyj ]〉
(analogous expressions can be written in the fermionic
representation). The concurrence can be analytically
computed in this case:
Ci,j = 2 max
[
0, |ρ↑↓| −
√
P↑↑P↓↓
]
, (6)
thus reducing to a very simple form which only contains
zz expectation values and a term |ρ↑↓| which is propor-
tional to the local spin current (and vanishes in the long-
time limit, due to localisation). It is important to keep
in mind this observation, in view of the analysis that will
be presented in Sec. VI.
4Because of the incommensurate potential, the con-
currence (as well as other observables) will be site-
dependent. To overcome this difficulty, we choose to ana-
lyse a single expression containing information on all the
pairs of sites; namely, the square of the quasi-disorder
average concurrence summed over the sites:
C(t) =
∑
i,j∈bulk
[
Ci,j(t)
]2
. (7)
The bar indicates the quasi-disorder average which is per-
formed over different realisations of φ; in order to avoid
finite-size effects due to the edges, we restrict the sum-
mation over i and j to the bulk. Precisely, we consider
L/3 ≤ i, j ≤ 2L/3. The quantity defined in Eq. (7) al-
lows us to discuss in a compact way the results for the
two-site entanglement. Moreover (together with the 1-
tangle) it allows to extract information on the residual
multi-partite entanglement of the two selected sites53,54.
The behaviour of C(t) also reflects the so-called mono-
gamy properties of entanglement: A given spin cannot
be highly entangled with more than one other spin in the
system. We will see that monogamy is useful to under-
stand the results of this paper. For simplicity, in the rest
of the presentation we will refer to the quantity C(t) of
Eq. (7) as the concurrence.
The two-site entanglement is contained in the reduced
density matrix ρi,j , and consequently can be expressed
through the different spin-spin correlations [see Eqs. (6)].
Temporal fluctuations around the stationary values of
local, as well as two-spin observables, have been shown
to decay as power laws27. Despite providing a good in-
sight about the dynamics, a direct relation between the
behaviour of the fluctuations and the concurrence cannot
be drawn because entanglement results in a complicate
function of the correlators. In general it has been shown
that, in most cases, the two-site entanglement is not dir-
ectly related to the properties of correlation functions52.
Complementary to the entanglement analysis, we also
study the time evolution of the imbalance in the occupa-
tion between even (e) and odd (o) sites35. In the particle
representation, this is the difference in the occupation of
even and odd sites I = (Ne−No)/(Ne+No); in the spin
representation it is defined as
I = 〈S
z
e 〉 − 〈Szo 〉
1 + 〈Sze 〉+ 〈Szo 〉
. (8)
The imbalance has been measured experimentally35,36:
it has been observed that it tends asymptotically to a
non-vanishing stationary value, both in the MBL and AL
phases. As we are going to show, by analysing the time-
dependence of I and of C, we can distinguish between the
three different phases. More importantly, we are also able
to capture the subtle dephasing mechanisms occurring in
the MBL phase.
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Figure 1. Time evolution for the concurrence at distinct
r = |i− j| distances, in a system with L = 24 sites, averaged
over 16 pseudo-disorder realisations. We consider sites at the
center of the lattice, precisely, r = 1↔ (i = L/2, j = L/2+1)
and r = 2↔ (i = L/2− 1, j = L/2 + 1). The top panel refers
to the MBL phase, the bottom panel to the AL phase. In the
ergodic phase the concurrence for r = 2 is several order of
magnitude smaller than Cr=1, and could not be distinguished
from zero in the scale of the plot. The results are qualitat-
ively similar if we consider different sites in the bulk. The
parameters are ∆ = 3, V = 1 for the top panel and ∆ = 4,
V = 0 for the bottom panel.
IV. RESULTS
This section will be entirely devoted to the discussion
of the outcomes of our simulations, concerning the dy-
namics of the concurrence and the imbalance. In all the
cases discussed here, we initially prepare the system in
the state |ψ(t = 0)〉 [see Eq. (3)] and we study its sub-
sequent evolution. We choose Eq. (3) as it is most relev-
ant for an experimental verification of our results. The
choice of a different initial state should not present qual-
itative changes in the dynamics of our observables in the
localised phase, as will become clear from the analysis of a
phenomenological model in Sec.V. In order to have a bet-
ter comparison with the existing results on the relation
between many-body dephasing and growth of entangle-
ment, we will also compare our results with the behaviour
of the entropy. The message we would like to convey is
that signatures of MBL that emerge in the entanglement
entropy are evident also in the two-site entanglement,
but the last object has the important advantage of being
easier to access in experiments.
The dynamics of model (1) has been simulated using
the time-evolving block decimation (TEBD) strategy on
matrix product states55,56. We used a time step ∆t ≤ 0.1
(depending on the model parameters), a maximum bond
dimension m = 200, and a Trotter order equal to 4, lead-
ing to negligible error thresholds for all the observables
5under analysis. In the specific case of non-interacting sys-
tems, however, we have evolved the state in time using
the covariance matrix (to make use of the simplifications
arising for quadratic Hamiltonians). We have also con-
sidered systems with different size, ranging from L = 12
to L = 30 for the interacting model (V 6= 0), and up
to L = 240 for the non-interacting model (V = 0). We
carefully verified that all the data presented below are
robust with L (provided L & 20), and thus our claims
do not suffer appreciable finite-size corrections. Further
details on this issue are provided in Appendix D.
Since the definition of Eq. (7) involves a summa-
tion over many lattice points, it is useful to understand
whether there are dominant contributions to the sum.
This analysis is reported in Fig. 1, where the concurrence
is plotted as a function of time for nearest-neighbour and
next-nearest-neighbour lattice sites. The coupling con-
stants are chosen in such a way to be in the AL (bottom)
or MBL (top) phase. We did not plot similar curves for
the ergodic phase as the next-nearest-neighbour concur-
rence could not be distinguished from zero on the scale of
the plot. In all the phases, the concurrence between sites
distant more than two lattice constants is essentially neg-
ligible or vanishing. We believe that this behaviour could
be indirectly linked to the properties of the eigenstates
of Hamiltonian (1), which display an exponential de-
cay of the concurrence with the distance between sites57.
Therefore, although we use the definition in Eq. (7), it
is useful to keep in mind that the results we are going
to present in the rest of the section essentially reflect
the behaviour of the nearest-neighbour concurrence. We
also remark that our results are robust with respect to
pseudo-disorder averages, in the sense that the error in-
duced by such averaging is barely visible on the scale of
the various figures, and does not affect our conclusions
(see Appendix D for a more detailed discussion).
In the following subsections we will discuss in detail
the dynamics of our system in the AL, MBL and ergodic
phases.
A. Anderson localised phase
We first consider the case with V = 0. In the ab-
sence of interactions, the Hamiltonian reduces to a quad-
ratic fermion model: its dynamics can be easily studied
through the evaluation of the corresponding two-point
correlation functions. In Fig. 2, the concurrence and the
imbalance are plotted as a function of time for different
disorder strengths. We only present the case L = 24,
in order to be consistent with the numerical simulations
of the interacting systems: we simulated even larger lat-
tices lengths without seeing appreciable differences (see
Appendix D). After a non-trivial transient, that will be
discussed later, both the concurrence and the imbalance
saturate oscillating around a stationary condition that
depends on the value of ∆. A key observation is that
both of them roughly saturate at the same time: in the
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Figure 2. Time evolution for the concurrence (top) and the
imbalance (bottom) in the AL phase (the values of ∆ are
chosen accordingly). The system has L = 24 sites, and res-
ults have been averaged over 102 realisations of the pseudo-
disorder. The colour code of the two panels is the same.
Anderson insulator the entanglement does not evolve in
time, in the regime where the spin dynamics is frozen. We
will see that in the MBL phase the behaviour is qualit-
atively different.
In analogy with the stationary value of the imbal-
ance35, the corresponding two-site entanglement is also
larger on increasing ∆ and moving deeper in the localised
phase. This behaviour can be qualitatively understood
as follows. Starting from the factorised state of Eq. (3),
the short-time (t . 1) increase of entanglement is almost
independent of ∆ and is essentially due to the exchange
coupling terms (the hopping in the fermion language) in
Eq. (1). Due to the many-body dynamics, the two-site
entanglement then starts to decrease until a time t?, after
which its subsequent dynamics is frozen. We find that t?
decreases with ∆ (Fig. 2, top panel): the larger is ∆ (that
is, the deeper the system is in the localised phase), the
earlier the concurrence will freeze, attaining indeed a lar-
ger stationary value. The time at which the dynamics is
frozen, t? should diverge when ∆→ 2 as a power law, i.e.
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Figure 3. (Top) Decay of the concurrence to its long-time
stationary value for t & 1. In this regime, we observe a power
law with an exponent independent of ∆. The concurrence has
been averaged over small time bins in order to make the de-
cay clearer. (Bottom) Half-chain entanglement entropy in the
AL phase as a function of time. In the regime in which the
concurrence decays to its stationary value, the entanglement
entropy and the imbalance (Fig. 2, bottom panel) also evolve
in time; later everything saturates to a stationary value. Nu-
merical values and colour code are the same as in Fig. 2.
t? ∼ (∆− 2)−ν . We did not perform a detailed analysis
as this aspect is tangential to the core of the work.
We have observed that, after the initial dynamics
(t ∼ 1), the concurrence exhibits a small decay until its
saturation. For later comparison with the MBL case, it
is useful to have a closer look at this intermediate re-
gime. To this aim we plot both the two-site entangle-
ment (Fig. 2, top panel) and the block entropy (Fig. 3,
bottom panel). Moreover, to better analyse the decay of
the concurrence, we subtract its long-time value (Fig. 3,
top panel). In this intermediate regime, both the entropy
and the concurrence, as well as the imbalance, evolve in
time: the system has not yet frozen. On the opposite, we
will see in the MBL phase that the two-site entanglement
shows a power-law decay only in the long-time limit and
not in the intermediate regime. Moreover, in this asymp-
totic regime, the spin dynamics is frozen and MBL deph-
asing takes place. Therefore, the two power-law decays
in the AL phase and in the MBL phase are different phe-
nomena, which have to be distinguished from each other:
the first one is a transient effect occurring before the en-
tanglement and spin dynamics freeze, the second one is
an asymptotic phenomenon occurring when the spin dy-
namics has already frozen. Another clear difference with
the MBL phase emerges also in the decay of the concur-
rence to its long-time limit: apparently the exponent of
the power law does not depend on the disorder strength
(Fig. 3, top panel); we are going to see that the power-law
decay in the MBL phase behaves very differently.
B. Many-body localised phase
Equipped with the results for the AL phase, we are
now going to discuss what happens in the presence of
interactions. We first consider parameters for which the
system is in the MBL phase (see the phase diagram in
Appendix A). As outlined in the introduction, the spin
dynamics in the MBL phase is frozen but correlations
evolve in time due to many-body dephasing which is con-
nected to the existence of an extensive number of local
integrals of motion. Such dephasing peculiarly affects the
behaviour of the entanglement: a signature of this phe-
nomenon can be seen in the evolution of the half-system
entanglement entropy which increases logarithmically in
time only in the MBL phase. We are going to show that
signatures of these effects can also be seen in the two-
site entanglement, which shows a very special long-time
behaviour unique to the MBL phase.
In Fig. 4, we show the dynamical behaviour of the con-
currence (top panel) and the imbalance (bottom panel)
in the MBL phase. As previously discussed for the AL
phase, also here the initial dynamics, up to t . 1, is
independent of ∆ and V : in this time regime, the only
relevant terms of the Hamiltonian in Eq. (1) are those
containing the exchange couplings.
The interesting regime occurs for longer times, t & 1.
In a region where the imbalance is already frozen, we
clearly see a power-law decay for the concurrence with an
exponent that depends both on V and ∆. This decay has
to be contrasted with the saturation observed in the AL
phase. Indeed we found that, in the presence of interac-
tions, there is a regime where transport is absent but still
the two-site entanglement evolves in time. It is import-
ant to stress that the dephasing mechanism which leads
to the power-law decay of the two-site entanglement is
the same as the one giving rise to the logarithmic growth
of the entanglement entropy. We will discuss in detail
this mechanism in Sec. V. The important new ingredient
is that the two-site entanglement is “easy” to be meas-
ured. The comparison of Fig. 2 and Fig. 4 shows that,
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Figure 4. Time-evolution for the concurrence (top) and im-
balance (bottom) in the MBL phase. The plot for the concur-
rence is set in log-log scale in order to highlight the power-law
decay. The system has L = 24 sites and different strengths
of the pseudo-random potential amplitude ∆ are considered.
Data are averaged over 30 realisations of pseudo-disorder.
while the imbalance saturates both in the AL and MBL
phases, the concurrence behaves qualitatively different in
the two cases.
The differences between AL and MBL can be further
highlighted in the weakly interacting limit V  1. In this
case, two regimes appear in the dynamics of concurrence.
After the common transient, the concurrence reaches a
plateau typical of the AL phase. The plateau occurs for
times 1 ≤ t ≤ tint ∼ 1/V (for weak interactions it is
possible to separate this time scale). Only at later times,
t ≥ tint ∼ 1/V , interactions set in and the concurrence
starts to decay as a power law. A detailed analysis of
this regime, together with the determination of tint as a
function of the interaction V , is presented in Appendix B.
One final comment is in order. The results presented
here are for the average two-site entanglement; its stat-
istics is expected to be very interesting, as well. From
perturbative constructions of the integrals of motion8, it
is known that the mechanism for delocalisation (and in
general for mixing distant spins with a local spin) is to
construct long non-local operators which, at a variance
with respect to the AL case, are not simply bilinear in
the raising and lowering operators. Therefore the dy-
namics of one spin gets mixed with a line of spins of
length ξMBL, that is the MBL localisation length. In this
way, the statistics of recurrences of the concurrence (the
times at which Ci,j returns to be non-zero) is less regular
than in the AL case: after averaging, this leads to the
power-law decay.
C. Ergodic phase
We conclude this section by analysing the concurrence
in the ergodic phase. In this case we consider interac-
tions V & 1. In this regime, TEBD simulations are more
demanding, and we are able to follow the dynamics re-
liably only up to t ∼ 10. In Fig. (5) (bottom panel) we
show the imbalance as a function of time. In the ergodic
phase it should go to zero in the long-time limit. As we
can see, times t > 10 are needed for a full equilibration.
However the data clearly show that the imbalance is still
decaying towards its stationary value.
The behaviour of the concurrence (Fig. 5, top panel)
qualitatively differs from the previous cases: here it van-
ishes abruptly. The data seem to indicate an exponential
decay (especially visible for ∆ = 0). Due to the very fast
decay, it is hard to unambiguously distinguish between
an exponential and a high-order power-law decay. The
ergodic phase is further characterised by large revivals
with a typical period of the inverse of the exchange coup-
ling. In the long time (stationary) limit, the concurrence
is expected to vanish. The system will equilibrate to an
effective temperature which is related to the energy ini-
tially injected in the system. This effective temperature
is much larger than one (in units of J) for the choice
of our initial states. At this temperature, any trace of
thermal entanglement has already disappeared52.
The different time-dependence in the decay of two-site
entanglement is intimately connected to the monogamy
of entanglement. Because of the much faster propaga-
tion of excitations in the ergodic phase, entanglement
will spread faster. Consequently two-site entanglement
will decay rapidly, that is, exponentially as observed in
the simulations. The spread, and related decay in the
concurrence, is slower in the MBL phase.
V. CONCURRENCE IN THE `-BIT MODEL
In order to corroborate our numerical results, we are
going to show that the above discussed phenomenology
can be obtained by means of an effective model expressed
in terms of the local integrals of motion. Within this
effective model it is possible to obtain semi-analytical
results and, most importantly, it is natural to link the
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Figure 5. Time-evolution for the concurrence (top) and the
imbalance (bottom) in the ergodic phase. The system has
L = 24 sites for ∆ = 3, V = 1.5, while it is slightly larger,
having L = 48 sites, for ∆ = 0, V = 2. Our results are
averaged over ∼ 30 realisations of the pseudo-disorder. Black
dashed lines in the top panel are a guide to the eye, to indicate
the exponential decay.
behaviour of the two-site entanglement to the dephasing
that is typical of the MBL phase.
As already mentioned in the introduction, a key feature
of the MBL phase is that it possesses an extensive number
of local integrals of motion. This notion of integrability
leads to a very insightful description of the system in
terms of an effective phenomenological `-bit model3,7:
Hˆ =
∑
j
hj τˆ
z
j +
∑
j 6=l
Jjlτˆzj τˆzl + . . . . (9)
Here, {τˆxj , τˆyj , τˆzj } are the localised spin-1/2 operators as-
sociated to the local integrals of motions (in this con-
text, they are also called the `-bit operators: “`” stands
for localised). In the previous definition, hj are random
fields, and Jjl = Wjl e−α|j−l| are the interaction terms,
withWjl assumed to be a random variable uniformly dis-
tributed in the range [−W,W ]58. Further terms in the
Hamiltonian include n-body interactions, with n > 2,
which, for simplicity, we will not consider here and are
irrelevant for our purposes (see later). The spins τˆ i are
local functions of the physical spins: the precise form of
this mapping is not important for the present work. In
an Anderson insulator, the couplings Jjl are vanishing,
and a set of independent non-interacting spins is suffi-
cient for an effective description of the dynamics on a
distance larger than the localisation length.
The analysis of the model in Eq. (9) gives us the pos-
sibility to see from a different perspective, and to clearly
understand, the difference in the behaviour of the two-
site entanglement between AL and MBL phases. From
one side, the Hamiltonian of an Anderson insulator will
only lead to single-bit rotations (that do not modify the
entanglement). On the opposite, in the MBL phase, the
second term of Eq. (9) is responsible for two-qubit gates
(controlled phase-shifts) that lead to a time-dependence
of the entanglement. These terms are the ones leading
to the logarithmic growth of entropy21–23 (higher-order
contributions to the Hamiltonian do not change the pic-
ture). We are going to show that they also lead to the
power-law decay of the concurrence.
The dynamics generated by the phenomenological `-bit
model gives a meaningful comparison with the exact dy-
namics of Hamiltonian (1) for times t > 1. In this time-
regime, the interactions and the quasi-periodic Aubry-
Andre´ potential become relevant (in the initial transient
we saw that only the exchange terms affect the concur-
rence dynamics).
The dynamical protocol we consider goes as follows.
The system is initially prepared in a generic separable
state given by
|ψ0〉 = ⊗Lj=1
[
cos(φj) |↑〉+ eiθj sin(φj) |↓〉
]
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Figure 6. Time-evolution for the concurrence in the `-bit
model (9). The log-log scale highlights the power-law decay.
We consider a system with L = 72 sites, and average over 102
simulations where the initial state as well as the couplings in
the Hamiltonian (9) are chosen randomly.
9where {|↑〉 , |↓〉} are the eigenstates of the τˆzj operator
and φj , θj are randomly chosen parameters. The time
evolution of the `-bit operators can be easily computed
(see Appendix C) and the concurrence can be determined
as a function of time. In our analysis, we average over
distinct initial states (different realisations of {θj}, {φj}),
local disorder terms “hj” (despite it has absolutely no
effect on the concurrence) and interacting terms “Wjl”.
As already mentioned, when we are in the AL phase,
the Hamiltonian (9) induces a local dynamics: it cannot
lead to any change in the entanglement. For the MBL
phase the situation is much more intriguing, because of
the coupling between the `-bit operators. Figure 6 dis-
plays the concurrence as a function of time, averaged over
random realisations of the external fields, couplings and
initial preparation of the state. We see that the concur-
rence decays as a power law, fully confirming the fact
that this form of two-site entanglement behaviour is a
typical feature of MBL.
VI. EXPERIMENTAL ISSUES AND A BOUND
FOR THE CONCURRENCE
Experimentally, the detection of concurrence for un-
known two-site reduced density matrices might face some
imperfections, such as the lack of complete experimental
control in the measurements, on-site number fluctuations
or thermal smearing. For a better comparison with the
experiments, it is important to consider all these issues.
The spin-model of Eq. (1) does not include number
fluctuations, that are present in the native two-species
Bose-Hubbard Hamiltonian. A detailed analysis of these
effects has been performed in Ref. [59]. As long as the on-
site repulsion between bosons is much larger than their
hopping (in practice, a factor five in this ratio is enough)
the predictions of the effective spin models are reliable.
As far as thermal fluctuations are concerned, the analysis
of Ref. [59] confirms that, as expected, our model is reli-
able for experiments if the temperature is of the order of
few percents of the on-site interaction.
Here it is of particular importance to address the lack
of control in the pulses that are needed to measure the
entanglement: this fact leads to the detection of smaller
correlation values. In connection with this issue, below
we provide a very useful lower bound for the concurrence.
For the present model, the qualitative behaviour of this
bound agrees with the actual concurrence dynamics with
high fidelity. For longer times the agreement becomes
even quantitative, since the bound becomes tighter with
increasing time.
A full two-site reduced density matrix can be ob-
tained by measuring all its spin-spin correlation func-
tions. In principle, such measurements could be per-
formed in a cold-atom setup by first applying pulses on
each individual spin site and then allowing it to freely ro-
tate. After the appropriate time-interval has elapsed, the
measurement is performed in a fixed basis (e.g., in the z-
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Figure 7. Time evolution for the concurrence (colour) and its
experimental bound (grey) based on measurements performed
with global pulses on both sites (see main text), in the three
distinct phases: AL (panels a1 and a2), MBL (panel b), and
ergodic (panel c).
eigenstate basis {|↑〉 , |↓〉}). However, in cold-atom imple-
mentations of Hubbard models, pulses on individual spin
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sites are not yet implemented. In this case, only a global
pulse on both spin sites is allowed, and consequently only
measurements of spin-spin correlations along the same
direction are performed. In this case, the reduced dens-
ity matrix element ρ↑↓ is approximated by
ρ˜↑↓ = 〈Sˆxi Sˆxj + Sˆyi Sˆyj 〉 = <(ρ↑↓). (10)
Recalling the expression for the concurrence (6), since
|ρ˜↑↓| ≤ |ρ↑↓|, we obtain the lower bound
C˜i,j ≡ 2 max
[
0, |ρ˜↑↓| −
√
P↑↑P↓↓
]
≤ Ci,j . (11)
Since the concurrence is generated essentially only
between nearest-neighbour sites, let us focus on this case.
Here, ρ↑↓ has a particularly simple form, ρ↑↓ = 〈aˆ†j aˆj+1〉,
and a clear physical interpretation. As we can see in
Eq. (10), the bound C˜i,j for the concurrence does not
involve the imaginary parts of the hopping terms, which
physically correspond to the spin current between the
neighbouring sites ∝ =(〈aˆ†j aˆj+1〉). Since in the localised
phase we should asymptotically expect no current (des-
pite still having a flow of information/correlations), the
above bound should become tighter with the increase of
time. Precisely, ρ˜↑↓ ∼ ρ↑↓ for t  1, and consequently
C˜i,j ∼ Ci,j .
Figure 7 compares the dynamics of the concurrence
(in colour) with its bound (grey) for the three different
phases: AL (panels a1 and a2), MBL (panel b), and er-
godic (panel c). It is evident that, except for the initial
transient, the bound faithfully reproduces the behaviour
of the two-site entanglement, thus making the experi-
mental detection easier.
VII. CONCLUSIONS
The aim of this paper was to show that distinct fea-
tures of the many-body localised phase can be detected
through a measure of two-site entanglement. The time-
dependence of the concurrence, the measure we used to
quantify two-site entanglement, can clearly distinguish
between MBL, AL and ergodic phases. In order to high-
light this different behaviour, we studied the dynamics
of two-site entanglement in a quantum quench, as exper-
imentally implemented by Schreiber et al. in Ref. [35].
We stress the importance on the choice of the quantum
correlation quantifier as well as in the initial state, since
different choices could lead to distinct long-time beha-
viours60.
Here we considered a two-species Bose-Hubbard model
in an optical lattice, undergoing a quasi-periodic Aubry-
Andre´ potential. Ignoring number fluctuations, this sys-
tem reduces to the XXZ model, studied here. Our res-
ults were based on time-dependent density matrix renor-
malisation group simulations complemented by semi-
analytical calculations on an effective model. After an
initial transient, dominated by the kinetic term in the
Hamiltonian, the concurrence dynamics in the different
phases shows a strikingly different behaviour. The two-
site entanglement saturates to a non-vanishing constant
in the AL phase, while it decays as a power law in the
MBL phase and exponentially fast in the ergodic one.
In order to corroborate the claim that the power-law
decay is a characteristic trait of the MBL phase, we ana-
lysed the same problem using an integrable phenomen-
ological `-bit model3,7, which is known to capture the
essence of the MBL phase. This is a consequence of the
unitary equivalence of any MBL system to an integrable
one with localised integrals of motion. Exploiting the
integrability of the phenomenological model, we could
compute the two-site entanglement in a semi-analytical
way, highlighting the same power-law decay occurring in
the MBL phase of our system.
The main advantage of our proposal relies on the fact
that experimental protocols to measure the two-site con-
currence have been already implemented, thus our ana-
lysis can be tested in the laboratory. In order to make a
closer contact with the experiment, we also computed a
useful bound for the concurrence that can be more easily
measured. In the relevant time-regime, this bound turns
out to be very close to the actual value of the entangle-
ment.
It is important to stress that all the results obtained
in this work hold for averaged quantities. Single disorder
realisations have very different aspects and the power-law
decay itself of C comes from single realisations of disorder
in which Ci,j is mostly zero, except for occasional “reviv-
als”. It would be of great interest to analyse the full stat-
istics of entanglement, something that is also experiment-
ally accessible. In fact, it is possible that multifractal
properties of the eigenstates in the MBL phase24,61,62 are
reflected in full counting statistics of these revivals and
higher moments of Ci,j .
A further perspective of future work would be to un-
derstand the power-law behaviour when the transition to
the ergodic phase is approached. Other interesting ques-
tions concern the behaviour of the concurrence when a
local quench is performed, especially in connection with
the phenomenon of the logarithmic light-cone propaga-
tion of correlations41.
Note added. After the completion of this manuscript,
we became aware of a related work63 discussing the dy-
namics of the two-site quantum mutual information in
the MBL phase.
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Appendix A: Phase diagram
Depending on the value of its coupling constants, the
model studied in this work [Eq. (2)] presents three dis-
tinct phases: ergodic, MBL, and AL phases. Although
several exact results49 on the ground state and the phase
diagram along the non-interacting line46 are known, the
location of the phase boundaries has not been worked
out so far. A detailed analysis of the phase boundaries
and of their properties lies beyond the purpose of the
present work. Here we only need a reliable analysis that
enables us to unambiguosly choose the couplings in order
to be in one of the three phases. Therefore, our aim is an
(approximate) phase diagram for the Hamiltonian (2).
We obtain it by combining different approaches. More
precisely, we study: i) the time-dependence of the entan-
glement block-entropy for a bipartition of half the system
size21–23, and ii) the level-spacing statistics (LSS) of the
Hamiltonian2. A detailed discussion about the way these
quantities can discriminate between the different phases
can be found in the cited references.
The entanglement entropy SA(t) of a block with A sites
is defined as
SA = −Tr[ρA log(ρA)] , (A1)
where ρA = Tr 6=A[ρ] is the reduced state for the cor-
responding block sites. The increase in time of SA(t)
behaves differently in the three phases. We expect a bal-
listic growth in the ergodic phase, in contrast to a log-
arithmic dependence in the MBL phase and a saturation
in the AL phase21–23.
The rationale behind the spectral statistics approach2
lies on the fact that the LSS follows a Wigner-Dyson
distribution in an ergodic system, and a Poisson law in
an integrable system. As we have extensively discussed,
MBL is a special case of integrable system (the reader can
find more details on the spectral statistics in Refs. [4, 64–
66]). In order to distinguish the various phases, instead of
considering the whole LSS, we can restrict to a quantity
whose average takes markedly different values on the two
distributions. Having defined the gaps between adjacent
many-body levels {En} as δn = En+1−En ≥ 0, we define
the ratio
0 ≤ rn = min{δn, δn+1}/max{δn, δn+1} ≤ 1 . (A2)
The different phases are characterised by a different
value of the average 〈rn〉 over the level spacing distri-
bution. From the results of Ref. [2], we expect to have
〈rn〉 ' 0.386 in the localised phase (Poissonian LSS
distribution), and 〈rn〉 ' 0.5295 in the ergodic phase
(Wigner-Dyson LSS distribution).
The colour code in Fig. 8 shows how this analysis can
discriminate between the ergodic and the localised phase.
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Figure 8. Phase diagram for the fermionic model (2) at
half filling [corresponding to the spin model (1) at total spin
Sztot = 0]. Marked points have been studied using TEBD sim-
ulations, for systems up to L = 24 sites, where the half-system
entanglement entropy dynamics has been also analysed. The
colour filling corresponds to the average level statistics 〈rn〉
[see Eq. (A2)] for a system with L = 12 sites. Only in corres-
pondence to the marked points we can reliably say that the
system is in one of the three different phases.
In addition, for the points of the phase diagram marked
by a symbol, we also studied the time-dependence of the
entanglement entropy. Our analysis is too simplified to
draw the phase boundary (it is not important for the
present paper). We are however able to discriminate the
three different phases in the selected points indicated by
the symbols in Fig. 8. These values of the couplings have
been used for the analysis of the two-site entanglement.
Appendix B: Weak interaction limit
In the regime in which the interaction V in Eq. (1) is
finite but small, typically of the order of 10−2−10−1, we
can clearly separate two different time scales. At the first
one (t?, introduced in Sec. IV), the two-site entanglement
saturates into a plateau, like in the AL phase. After
the second one (defined by tint), the power-law decay
typical of the MBL phase begins. In this way we can
set a clear distinction between AL and MBL regimes in
the same time window. We expect the effect of MBL
dynamics to appear at times of the order of tint ∼ 1/V ;
for small interactions this scale can be much larger than
the typical time scale associated to saturation in the AL
phase: tint  t?.
Our expectations are confirmed by the results shown
in Fig. 9. As we can see in the top panel, for very small
values of V the concurrence presents a “plateau” after the
initial dynamics, where it is indistinguishable from the
non-interacting case. Only after some finite time tint, the
effects of interactions play a relevant role in the dynamics
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Figure 9. (Top) Difference |CV 6=0(t) − CV=0(t)| as a func-
tion of time. The system has L = 24 sites, fixed disorder
strength ∆ = 3, and results are averaged over ∼ 30 dis-
order realisations. The difference remains negligible up to
a characteristic time tint, when interactions become relev-
ant. Such time can be extrapolated by analysing when the
curves start growing. (Bottom) Dependence of tint with V .
The inset displays δtint ≡ tint(V,∆) − tint(V  1,∆), where
tint(V  1,∆) ' 0.7.
and the concurrence starts to decay. Since it is strictly
related to the effect of interactions, we dub tint as the
interaction time.
We can give an estimate of tint by extracting it from the
time evolution of the concurrence. In order to do that,
we start giving a more quantitative definition of tint. To
this end it is illuminating to plot, at fixed pseudo-disorder
strength ∆, the difference |CV (t) − CV=0(t)| (Fig. 9, top
panel). The interaction time tint is defined as the time
at which the concurrence with V > 0 starts to differ
from the non-interacting one (V = 0) more than a given
threshold ε. We choose ε = 0.025, in such a way to
capture the effect of the interactions, and not just small
oscillations around the non interacting dynamics. The
results however are qualitatively similar for slightly dif-
ferent values of ε.
The result of this analysis is reported in the bottom
panel of Fig. 9. For the case shown in the figure, with
disorder strength ∆ = 3, such interaction time corres-
ponds to tint(V ) ∝ V −a + b, with a ≈ 1.6 and b = 0.7
(see the inset). Therefore, our expectation of a tint di-
verging as a power law for V → 0 is confirmed, but the
power-law exponent is different from what we expected.
Appendix C: Correlations in the `-bit model
This appendix summarises the derivation of the time
dependent spin-spin correlation functions in the effective
`-bit model (9): these correlations are necessary to de-
termine the two-spin reduced density matrix and then the
two-site entanglement (see also Ref. [27]). According to
the `-bit phenomenological model, the physical spin op-
erators {Sˆαj }α=I,x,y,zj=1, ..., L of Hamiltonian (1) are, in principle,
“locally” related to the `-bit operators {τˆαm}α=I,x,y,zm=1, ..., L as
Sˆαj =
∑
m
∑
α′
∆α,α
′
j,m τˆ
α′
m , (C1)
where ∆α,α
′
j,m is localised, in the sense that it is non-
vanishing only in a finite range around m. The precise
form of ∆α,α
′
j,m is generally non-trivial to obtain, but this
is not important for us. The main message is that we
expect the properties of the `-bit operators and those of
the physical spins to be similar. This is confirmed by the
results shown in Sec. V: the concurrence obtained from
the correlations of the `-bit operators shows the same
polynomial decay as the one numerically computed for
the physical spins in Sec. IV. In this appendix we discuss
in detail the computation of the dynamics of concurrence
for pairs of `-bit sites, that has been considered in Sec. V.
For such task we first need to compute the reduced
density matrix ρm,n(t) for two different sites n 6= m,
which can be obtained from the correlations of its `-bit
operators
ρm,n(t) =
∑
α,α′=I,x,y,z
〈τˆαm(t) τˆα
′
n (t)〉 τˆαm(0) τˆα
′
n (0) . (C2)
It is important to stress that all the anlytical formulae
we will find are valid for n 6= m. Let us consider general
initial uncorrelated states
|ψ(0)〉 = ⊗Lm=1 |χm(φm, θm)〉
|χm(φm, θm)〉 = cos(φm) |↑〉+ eiθm sin(φm) |↓〉 ,
where {|↑〉 , |↓〉} are the eigenstates of the τˆzm operator.
In this way, the correlators of any `-bit operators can
be easily handled: evaluating the expectations over the
initial state, we find
〈τˆαmτˆα
′
n 〉 = 〈τˆαm〉〈τˆα
′
n 〉 , (C3)
due to the separability of this state. Exploiting this re-
lation and using the Heisenberg representation, all the
13
correlators at any times can be analytically computed,
as we will show below.
Since all the operators in the `-bit model commute, it
is possible to analytically compute the time evolution of
any operator in the Heisenberg picture. Since we will ex-
tensively use them in our analysis, let us just briefly recall
the commutation relation between the Pauli matrices:
[
τˆαj , τˆ
β
j
]
= 2i αβγ τˆ
γ
j ,
αβγ being the Levi-Civita coefficient. The `-bit operat-
ors evolve in the Heisenberg picture as
d
dt
τˆαm = i
[
Hˆ, τˆαm
]
.
Since τˆzm commute with the Hamiltonian Hˆ of Eq. (9),
they are time independent. Let us focus on the α 6= z
cases. Applying the commutation relations in the Heis-
enberg equations, we obtain
d
dt
τˆαm = zαα¯ τˆ
α¯
m Aˆm , (C4)
with α¯ = y(x) for α = x(y), and
Aˆm = −2
(
hmI+ 2
∑
j 6=m
Jmj τˆzj
)
.
The solution can be cast in the form
τˆαm(t) = Cˆ
α,−
m e
iAˆmt + Cˆα,+m e
−iAˆmt, (C5)
where
Cˆα,±m =
1
2
[
τˆαm(0)± i zαα¯ τˆ α¯m(0)
]
.
Given the above expressions, we can explicitly compute
the expectation values for all local and two-point correl-
ations. We will extensively use the following identity
eiAˆmt = e−2ihmI t e−4iJmnτˆ
z
nt
( ∏
j 6=m,n
e−4iJmj τˆ
z
j t
)
, (C6)
with n being an arbitrary site index.
Local averages. For the z-spin terms we have
〈τzm(t)〉 = 〈τzm(0)〉 = cos2(φm)− sin2(φm) . (C7)
For the x-spin terms we obtain
〈τxm(t)〉 = sin(φm) cos(φm)
[
e−iθme−2ihmtKm,m(t) + H.c.
]
,
with Km,n(t) =
∏
j 6=m
(
e−4iJnjt cos2(φj) + e4iJnjt sin2(φj)
)
.
An analogous expression holds for the y-component.
Two-point correlations. For the zz-correlations we
have
〈τˆzm(t)τˆzn(t)〉 = 〈τˆzm(0)τˆzn(0)〉 = 〈τˆzm(0)〉〈τˆzn(0)〉 .
As for the zx-spin terms we obtain:
〈τˆzm(t)τˆxn (t)〉 =
[
e−4iJnmt cos2(φm)− e4iJnmt sin2(φm)
]
e−iθn sin(φn) cos(φn)e−2ihntKm,n(t) + H.c. , (C8)
where we used the fact that
〈τˆzme−4iJnmτˆ
z
mt〉 = e−4iJnmt cos2(φm)− e4iJnmt sin2(φm) .
For the zy-spin terms we have
〈τˆzm(t)τˆyn(t)〉 = i
[
e−4iJnmt cos2(φm)− e4iJnmt sin2(φm)
]
e−iθn sin(φn) cos(φn)e−2ihntKm,n(t) + H.c. . (C9)
Finally we compute the last correlation terms 〈τˆαm(t) τˆα
′
n (t)〉 (with α, α′ = x, y), which can be written as
τˆαm(t)τˆ
α′
n (t) =
∑
bm,bn=−1,1
Xˆ(α,bm)(α
′,bn)
m,n , (C10)
with Xˆ(α,bm)(α
′,bn)
m,n = Cˆ
α,−bm
m e
bmiAˆmt Cˆα
′,−bn
n e
bniAˆnt
= Cˆα,−bmm e
−2i(bmhmI+bn2Jnmτˆzm)t︸ ︷︷ ︸
m site
e−2i(bnhnI+bm2Jmnτˆ
z
n)t Cˆα
′,−bn
n︸ ︷︷ ︸
n site
( ∏
j 6=m,n
e−4i(bmJmj+bnJnj)τˆ
z
j t
)
︸ ︷︷ ︸
rest
.
The expectation value 〈Xˆ(α,bm)(α′,bn)m,n 〉 is thus given by
〈Xˆ(α,bm)(α′,bn)m,n 〉 = e−2i(bmhm+bnhn)tGαt (m,n, bm, bn)Gα
′
t (n,m,−bn,−bm)∗ Ft(m,n, bm, bn) , (C11)
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where Ft(m,n, bm, bn) ≡
∏
j 6=m,n
[
e−4i(bmJmj+bnJnj)t cos2(φj) + e4i(bmJmj+bnJnj)t sin2(φj)
]
and
Gxt (m,n,−1, bn) = e4ibnJnmt eiθm sin(φm) cos(φm) ,
Gxt (m,n,+1, bn) = e
−4ibnJnmt e−iθm sin(φm) cos(φm) ,
Gyt (m,n,−1, bn) = −i〈Cˆx,+m e−4ibnJnmτˆ
z
mt〉 ,
Gyt (m,n,+1, bn) = i〈Cˆx,−m e−4ibnJnmτˆ
z
mt〉 .
Using Eqs. (C10) and (C11), it is possible to compute
〈τˆα=x,ym (t)τˆα
′=x,y
n (t)〉.
Appendix D: Finite-size corrections and errors due
to statistical averages
We first discuss the influence that finite-size effects
may have during the relaxation dynamics of model (2).
10−1 100 101 102
10−6
10−5
10−4
10−3
10−2
10−1
100
101
t
C
(t
)
 
 
L = 12
L = 18
L = 24
L = 30
MBL
0 1 2 3 4 5 6 7 8 9 1010
−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
t
C
(t
)
 
 
L = 12
L = 18
L = 24
L = 30
Ergodic
Figure 10. Time evolution for the concurrence in the MBL
phase (top panel, ∆ = 3, V = 1) and in the ergodic phase
(bottom panel, ∆ = 3, V = 1.5). The various data sets are
for different system sizes, according to the legend.
Due to the presence of disorder, which is the respons-
ible of many-body dephasing, we expect that deep in the
localized phase the relaxation process will not be very
sensitive to the size of the simulated systems, up to the
time scales we are able to reach. This is what we ob-
serve in Fig. 10, when monitoring the time evolution of
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Figure 11. (Top) Relative variance of the concurrence as a
function of time, as quantified by Eq. (D1). The data refer to
three emblematic cases for ∆ = 3, in the ergodic phase (V =
1, 5), the MBL phase (V = 1), and very close to the AL phase
(V = 0.01). (Bottom) Concurrence as a function of time, for
the same cases as before. Error bars quantify the variance
with respect to the disorder average. The results shown in
the plots are averaged over 30 pseudo-disorder realizations.
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the concurrence C. Finite-size effects in the MBL phase
start to be visible for L = 12 sites at t & 10, while
they are are virtually absent on the same time scale for
L ≥ 18 (top panel). In the ergodic phase, due to the
absence of localization, one would expect a more pro-
nounced size dependence. Anyway in view of the very
small time scales we are able to reach (t . 10), in all our
simulations finite-size corrections are safely under con-
trol for L ≥ 18 (bottom panel). We point out that, in
order to avoid any unwanted dependence on the matrix
truncation of our MPS simulations, we fixed the bond
link at m = 200 for all the data sets. For such value of
m, we carefully checked that our results have reached the
convergence tor the times that are plotted in the figures.
We conclude this section by discussing the variance of
our quantities of interest, which is induced by the aver-
ages over different disorder realizations. Let us focus on
the average concurrence defined in Eq. (7) and calculate
its variance by propagating the error according to
Var
(C(t)) = ∑
i,j∈bulk
∣∣∣∣∂C(t)∂Cij
∣∣∣∣Var(Cij(t))
=
∑
i,j∈bulk
2 C(t) Var(Cij(t)) , (D1)
where Var
(
Cij(t)
)
is the variance of the two-site concur-
rence. The data in Fig. 11 display three representative
cases, where it emerges that the relative error induced
by the pseudo-disorder avereages (top panel) is decreas-
ing with V . The averages have been performed over the
same number of pseudo-disorder realizations as the data
presented in Sec. IV. Apart from the quasi-AL phase
(where we were however able to substantially increase
the statistics, due to the integrability of the model), we
notice that it also decreases with time, in such a way that
our description for the concurrence long-time dynamics
is basically unaffected (bottom panel). A similar result
can be found for the imbalance I of Eq. (8) (data not
shown here).
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