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a b s t r a c t
For the system with a distributed delay
X˙(t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]X(s) = 0
sufficient conditions for positivity of the fundamentalmatrix are obtained. In the casewhen
the fundamental matrix is positive, comparison results and sufficient positivity conditions
for solutions are established.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Systems with a distributed delay are very important in applications, and there are many publications on the stability
of such systems and some other aspects of control or qualitative behavior. Nevertheless, there are very few publications
on nonoscillation, see, for example, [1–4] and references therein. However, all of the above publications are concerned
with scalar equations. For integro–differential equations, most publications deal with oscillation rather than nonoscillation
conditions, and are also devoted to scalar equations [5,6].
The present paper investigates nonoscillation for systems of differential equations with a distributed delay. Since there
are several different nonoscillation definitions, let us first discuss them. For example, in classicalmonograph [7] a systemwas
called nonoscillatory if there exists a solution for which at least one component is eventually positive. In [8] a nonoscillatory
system by definition had a solution forwhich all components are eventually positive, which is obviously a stronger condition.
Due to applications we will be interested in nonnegativity of the fundamental matrix for systems of linear delay differential
equations. It means that all entries of this matrix are nonnegative functions, which will imply the existence of a solution
with positive components.
For solutions of the vector differential equation
X ′(t)+ A(t)X(t) = 0
and the vector differential inequality
Y ′(t)+ A(t)Y (t) ≤ 0,
where X(t0) = Y (t0), the classical Wazewski’s result is known [9].
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The following conditions are equivalent:
(1) Y (t) ≤ X(t).
(2) The nondiagonal entries are nonpositive functions: aij ≤ 0, i ≠ j, where aij, i, j = 1, . . . , n are the entries of the matrix A.
(3) The fundamental matrix of the differential equation is nonnegative.
We extend the implications (2)⇒ (3)⇒ (1) to vector differential equations with a distributed delay.
Let us note that the implication (3)⇒ (2) is no more valid for delay equations, see [10] where it was illustrated that the
condition aij ≤ 0, i ≠ j is not necessary for nonnegativity of the fundamental matrix for systems with concentrated delays.
We also consider the following related problems, such as comparison of nonoscillation properties and of solutions, and
existence of positive solutions. Some of themhave also been investigated for systems of equationswith concentrated delays,
for example, positivity of the fundamental matrix and comparison results in [10,11].
The paper is organized as follows. After some preliminaries in Section 2, we obtain sufficient nonoscillation conditions
in Section 3. Section 4 contains comparison theorems and establishes results on positivity of solutions with given initial
functions. Finally, Section 5 involves discussion and states some open problems.
2. Preliminaries
We consider for t ≥ 0 the system of linear delay differential equations
X˙(t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]X(s) = 0, (2.1)
where Rk are n× nmatrix functions, the integral in (2.1) is the Lebesgue–Stiltjes integral: t
hk(t)
[dsRk(t, s)]X(s) =

n
j=1
 t
hk(t)
xj(s)dsrk1j(t, s), . . . ,
n
j=1
 t
hk(t)
xj(s)dsrknj(t, s)
T
,
the lower bound hk(t) is either finite or infinite. In this paper, we assume−∞ < hk(t) ≤ t; however, some results can be
generalized to hk(t) = −∞. Here AT is the transposed matrix.
We assume that for parameters of (2.1) the following conditions hold:
(a1) all entries rkij of n × n matrices Rk(t, ·) are left continuous scalar functions of bounded variation and for each s the
variation on the segment [t0, s]
pkij(t, s) = Varτ∈[t0,s]rkij(t, τ ), i, j = 1, . . . , n, k = 1, . . . ,m (2.2)
is a locally essentially bounded function in t;
(a2) Rk(t, s) = Rk(t, t+), t < s, Rk(t, s) = 0, s ≤ hk(t), where Rk(t, t+) = lims→t+ Rk(t, s) and the integrals for left
continuous functions Rk(t, ·) are understood as t
a
[dsRk(t, s)]x(s) = lim
ε→0+
 t+ε
a
[dsRk(t, s)]x(s)
for any−∞ ≤ a ≤ t , where t > −∞.
Together with (2.1) we consider for each t0 ≥ 0 the initial value problem
X˙(t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]X(s) = F(t), t ≥ t0, (2.3)
X(t) = Φ(t), t < t0, X(t0) = X0, (2.4)
where the initial functionΦ(t) = [ϕ1(t), . . . , ϕn(t)]T and the right-hand side F satisfy the following hypothesis:
(a3) Φ : (−∞, t0) → Rn is a continuous vector function and F(t) = [f1(t), . . . , fn(t)]T is a Lebesgue measurable locally
essentially bounded vector function.
We will also consider the following condition:
(a4) limt→∞ hk(t) = ∞, k = 1, . . . , n.
We will assume everywhere throughout the paper that conditions (a1)–(a4) are satisfied.
Definition. An absolutely continuous on each interval [t0, b] function X : R→ Rn is called a solution of problem (2.3) and
(2.4), if it satisfies Eq. (2.3) for almost all t ∈ [t0,∞) and equalities (2.4) for t ≤ t0.
In addition to problem (2.3) and (2.4), where X , F and Φ are column vector functions, we will consider this problem,
where F(t),Φ(t) and solution X(t) are n× nmatrix functions.
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Definition. For each s ≥ 0 the solution C(t, s) of the matrix problem
X˙(t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]X(s) = 0, X(t) = 0, t < s, X(s) = I, (2.5)
is called the fundamental matrix of Eq. (2.1), where C(t, s) is an n× nmatrix function, I is the identity matrix.
By 0 we will also denote the zero column vector and the zero matrix.
Lemma 1 ([12]). There exists a unique solution of problem (2.3) and (2.4), and it can be presented in the form
X(t) = C(t, t0)X0 +
 t
t0
C(t, s)F(s)ds−
m
k=1
 t
t0
C(t, s)
 s
hk(s)
[dτRk(s, τ )]Φ(τ )

ds, (2.6)
whereΦ(τ ) = 0, if τ > t0.
We will write X ≥ 0, A ≥ 0 if all components of vector X or matrix A are nonnegative.
The following results for a scalar equation (n = 1) will be applied in the present paper.
Lemma 2 ([13, Theorems 1 and 4]). Suppose that Rk(t, s) are scalar functions nondecreasing in s for any t and the inequality
u(t) ≥
m
k=1
 t
hk(t)
exp
 t
s
u(τ ) dτ

dsR(t, s) (2.7)
has a nonnegative locally integrable solution u(t) for t ≥ t1, where we assume u(t) = 0, t < t1. Then the scalar equation
x˙(t)+
m
k=1
 t
hk(t)
x(s) dsRk(t, s) = 0, t ≥ t0, (2.8)
has a nonoscillatory solution, and its fundamental function is positive for t ≥ s ≥ t1.
In particular, (2.7) has a nonnegative locally integrable solution for t ≥ t1 if
m
k=1
 t
mini hi(t)
Rk(τ , τ+) dτ ≤ 1e , t ≥ t1. (2.9)
Lemma 3 ([13, Theorem 3]). Suppose that Rk(t, s) are scalar functions nondecreasing in s for any t and the fundamental function
X(t, s) of scalar equation (2.3) is positive for t ≥ s ≥ t0, ϕ(t) ≤ ψ(t), x0 ≥ y0 and f (t) ≥ g(t), t ≥ t0. Then for the solutions
x(t) and y(t) of the problems
x˙(t)+
m
k=1
 t
hk(t)
x(s) dsRk(t, s) = f (t), t ≥ t0, x(t0) = x0, x(t) = ϕ(t), t < t0, (2.10)
y˙(t)+
m
k=1
 t
hk(t)
y(s) dsRk(t, s) = g(t), t ≥ t0, y(t0) = y0, y(t) = ψ(t), t < t0, (2.11)
respectively, we have x(t) ≥ y(t).
Together with Lemma 2, this immediately implies the following result.
Lemma 4. Suppose that Rk(t, s) are scalar functions nondecreasing in s for any t, either (2.7) has a nonnegative solution or (2.9) is
satisfied for t ≥ t0. Then for the solutions x(t) of problem (2.10) and y(t) of the inequality
y˙(t)+
m
k=1
 t
hk(t)
y(s) dsRk(t, s) ≤ f (t), t ≥ t0, y(t0) = x0, y(t) = ϕ(t), t < t0, (2.12)
we have x(t) ≥ y(t) for any t.
Lemma 5 ([13, Theorem 2], [2, Theorem 2]). Suppose that Rk(t, s) and Tk(t, s) are scalar functions, Rk(t, s) are nondecreasing in
s for any t and either Rk(t, s) ≥ Tk(t, s) ≥ 0, Tk(t, s) are nondecreasing in s for any t or Rk(t, s) − Tk(t, s) are nondecreasing
in s for any t. Further, assume that either (2.7) has a nonnegative solution or (2.9) is satisfied for t ≥ t0. Then the fundamental
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function of the equation
y˙(t)+
m
k=1
 t
hk(t)
y(s) dsTk(t, s) = 0 (2.13)
is positive for t ≥ s ≥ t0.
Further, we will need the following auxiliary result on the positivity of solutions of scalar equations.
Lemma 6. Suppose that Rk(t, s) are scalar functions nondecreasing in s for any t, there exists u ≥ 0 such that (2.7) has a
nonnegative solution for t ≥ t0, f (t) ≥ 0 and
ϕ(x) ≤ x0, x0 > 0. (2.14)
Then the solution of problem (2.10) is positive.
Proof. Let u(t), t ≥ t0, be a solution of (2.7), where u(t) = 0 for t < t0. By Lemma 2 the fundamental function of the
equation in problem (2.10) is positive: X(t, s) > 0 for t ≥ s ≥ t0. First assume f ≡ 0. Consider the auxiliary problem
z˙(t)+
m
k=1
 t
hk(t)
z(s) dsRk(t, s) = 0, t ≥ t0, x(t) = x0, t ≤ t0. (2.15)
Let us define the positive function v(t) = x0 exp

−  tt0 u(s)ds for any t . Due to inequality (2.7) we have
v˙(t)+
m
k=1
 t
hk(t)
v(s) dsRk(t, s)
= −x0u(t) exp

−
 t
t0
u(s)ds

+ x0
m
k=1
 t
hk(t)
exp

−
 s
t0
u(τ ) dτ

dsRk(t, s)
= −x0 exp

−
 t
t0
u(s)ds

u(t)−
m
k=1
 t
hk(t)
exp
 t
s
u(τ ) dτ

dsRk(t, s)

≤ 0.
Hence v(t) > 0 is a solution of the problem
v˙(t)+
m
k=1
ak(t)v(hk(t)) = g(t), t ≥ t0, v(t) = x0, t ≤ t0,
with g(t) ≤ 0. Lemma 4 implies z(t) ≥ v(t) > 0. In the general case of an arbitrary positive f , the application of Lemma 3
completes the proof. 
3. Nonoscillation of systems of differential equations with a distributed delay
The following theorem is the main result of the paper.
Theorem 1. Let the nondiagonal entries rkij(t, s), i ≠ j of Rk(t, s) be nonincreasing in s for any t ≥ t0, the diagonal entries rkii(t, s)
be nondecreasing in s for any t ≥ t0 and the fundamental functions Xi(t, s) of the scalar equations
x˙i(t)+
m
k=1
 t
hk(t)
xi(s)dsrkii(t, s) = 0, i = 1, . . . , n (3.1)
be positive for t ≥ s ≥ t0. Then for the fundamental matrix C(t, s) of system (2.1) we have C(t, s) ≥ 0, t ≥ s ≥ t0.
Proof. Let us introduce diagonal matrices Bk(t, s) = diag{rk11, . . . , rknn} and the matrices Dk = Rk − Bk, k = 1, . . . ,m, then
obviously all the entries dkij(t, s) of Dk(t, s) are nonincreasing in s for any t .
Denote by Y (t, s) the fundamental matrix of the system
Y˙ (t)+
m
k=1
 t
hk(t)
[dsBk(t, s)]Y (s) = 0.
Since Bk(t, s) are diagonal matrices, we have Y (t, s) = diag{X1(t, s), . . . , Xn(t, s)}, where Xi(t, s) are the fundamental
functions of scalar equations (3.1), i = 1, . . . , n, and Xi are positive for t ≥ s ≥ t0; thus Y (t, s) ≥ 0 for t ≥ s ≥ t0.
1260 L. Berezansky, E. Braverman / Computers and Mathematics with Applications 63 (2012) 1256–1265
The vector equation with the zero initial conditions
X˙(t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]X(s) = F(t), t ≥ t0, X(t) = 0, t ≤ t0, (3.2)
can be rewritten in the form
X˙(t)+
m
k=1
 t
hk(t)
[dsBk(t, s)]X(s) = −
m
k=1
 t
hk(t)
[dsDk(t, s)]X(s)+ F(t), t ≥ t0,
X(t) = 0, t ≤ t0.
Hence by solution representation formula (2.6) the solution of problem (3.2) satisfies
X(t) =
 t
t0
Y (t, s)F(s)ds−
 t
t0
Y (t, s)
m
k=1
 s
hk(s)
[dτDk(s, τ )]X(τ ) ds. (3.3)
Let us fix b > t0 and denote by L∞[t0, b] the space of essentially bounded integrable functions, by C[t0, b] the space of
continuous functions F : [t0, b] → Rn, with the essential supremum and the supremum norms, respectively. The operator
H defined as
(HX)(t) = −
 t
t0
Y (t, s)
m
k=1
 s
hk(s)
dτDk(s, τ )X(τ ) ds, where X(hk(s)) = 0, hk(s) ≤ t0,
is a composition of the linear bounded operatorL : C[t0, b] → L∞[t0, b],
(LX)(t) = −
m
k=1
 t
hk(t)
[dsDk(t, s)]X(s)
and the compact integral operatorM : L∞[t0, b] → C[t0, b],
(MX)(t) =
 t
t0
Y (t, s)X(s) ds,
see [14, p. 558].
Thus, H : C[t0, b] → C[t0, b] is a compact Volterra operator, its spectral radius equals zero, and I − H is invertible, with
(I − H)−1 = I + H + H2 + · · ·. System (3.3) has the form
X − HX = G, (3.4)
where G(t) =  tt0 Y (t, s)F(s)ds ≥ 0 if F(t) ≥ 0. Nonnegativity of Y (t, s) and the fact that the entries of Dk(t, s) are
nonincreasing in s for any t imply HX ≥ 0 for any X ≥ 0, i.e., H is positive, and for a solution of Eq. (3.4) we have
X = (I − H)−1 G = (I + H + H2 + · · ·)G ≥ 0 for G ≥ 0.
Hence for any F ≥ 0 the solution of Eq. (3.2) satisfies X(t) ≥ 0. The solution representation X(t) =  tt0 C(t, s)F(s)ds implies
C(t, s) ≥ 0, b ≥ t ≥ s ≥ t0. Since b ≥ t0 is arbitrary, C(t, s) ≥ 0 for any t ≥ s ≥ t0, which completes the proof. 
Any function of bounded variation can be presented as a difference of two nondecreasing functions, see Hahn
decomposition [14, p. 129], so
rkii(t, s) = ukii(t, s)− vkii(t, s), i = 1, . . . , n, k = 1, . . . ,m, (3.5)
where ukii, v
k
ii are nondecreasing functions in s for any t .
Theorem 2. Suppose that the nondiagonal entries rkij(t, s), i ≠ j of Rk(t, s) are nonincreasing in s for any t ≥ t0 and the
fundamental functions Xi(t, s) of the scalar equations
x˙i(t)+
m
k=1
 t
hk(t)
xi(s)dsukii(t, s) = 0, i = 1, . . . , n, (3.6)
where ukii, v
k
ii are nondecreasing functions in s for any t defined in (3.5), are positive for t ≥ s ≥ t0. Then for the fundamental
matrix C(t, s) of system (2.1) we have C(t, s) ≥ 0, t ≥ s ≥ t0.
Proof. First, we introduce the diagonalmatrices Bk(t, s) = diag{uk11, . . . , uknn} and thematricesDk(t, s) = Rk(t, s)−Bk(t, s),
k = 1, . . . ,m, then all entries dkij of Dk(t, s) are nonincreasing in s for any t .
The rest of the proof is similar to the proof of Theorem 1. 
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Lemma 2 and Theorems 1 and 2 imply the following corollaries.
Corollary 1. Suppose rkij(t, s), i ≠ j, t ≥ t0, are nonincreasing in s for any t, rkii(t, s) are nondecreasing in s for any t and t
max{t0,mini hi(t)}
m
k=1
rkii(τ , τ
+) dτ ≤ 1
e
, i = 1, . . . , n. (3.7)
Then the fundamental matrix of the system (2.3) satisfies C(t, s) ≥ 0, t ≥ s ≥ t0.
Corollary 2. Suppose rkij(t, s), i ≠ j, t ≥ t0, are nonincreasing in s for any t, rkii(t, s) = ukii(t, s) − vkii(t, s), where uii and vii are
nondecreasing in s for any t and t
max{t0,mini hi(t)}
m
k=1
ukii(τ , τ
+) dτ ≤ 1
e
, i = 1, . . . , n.
Then the fundamental matrix of the system (2.3) satisfies C(t, s) ≥ 0 for t ≥ s ≥ t0.
Consider now the integro–differential system
X˙(t)+
m
l=1
 t
hl(t)
Kl(t, s)X(s)ds = 0. (3.8)
By klij we denote the entries of the matrix kernels Kl(t, s). Then (a1)–(a2) are equivalent to the assumption that k
l
ij(t, s)
are locally essentially bounded functions, l = 1, . . . ,m, i, j = 1, . . . , n.
Theorem 3. Let klij(t, s) ≤ 0 for i ≠ j, t ≥ t0, klii(t, s) ≥ 0 and the fundamental functions of the scalar equations
x˙(t)+
m
l=1
 t
hl(t)
klii(t, s)x(s)ds = 0, i = 1, . . . , n (3.9)
be positive for t ≥ s ≥ t0. Then the fundamental matrix C(t, s) of system (3.8) satisfies C(t, s) ≥ 0, t ≥ s ≥ t0.
Proof. System (3.8) is a special case of (2.1), where the delay distributions r lij(t, s) are defined as
r lij(t, s) =
 s
hl(t)
klij(t, τ ) dτ , s ≥ hl(t), r lij(t, s) = 0, s < hl(t), (3.10)
functions r lij(t, s) are nonincreasing in s for any t when k
l
ij(t, s) ≤ 0 and are nondecreasing when klij(t, s) ≥ 0. The reference
to Theorem 1 completes the proof. 
Since for integral equation (3.8) functions ulii(t, s) and v
k
ii(t, s) defined in (3.5) correspond to (k
l
ii)
+(t, s) and (klii)−(t, s),
respectively, where a+ = max{a, 0}, a− = −min{a, 0}, the following corollary is a particular case of Corollary 2.
Corollary 3. Let kij(t, s) ≤ 0, i ≠ j, t ≥ t0 and for t ≥ t0 also t
max{t0,minj hj(t)}

m
l=1
 τ
hl(τ )

klii
+
(t, s) ds

dτ ≤ 1
e
, i = 1, . . . , n. (3.11)
Then the fundamental matrix of system (3.8) satisfies C(t, s) ≥ 0, t ≥ s ≥ t0.
Example 1. Consider the system of integro–differential equations with a bounded delay and constant kernels
x˙i(t)+
n
j=1
 t
t−hij
aijxj(s)ds = 0, i = 1, . . . , n, (3.12)
where aij ≤ 0, i ≠ j. By Berezansky and Braverman [2, Example 1] (see also [4]), the scalar equations
x˙i(t)+
 t
t−hii
aiixi(s)ds = 0, i = 1, . . . , n
have a nonoscillatory solution if and only if aii ≤ B1(hii), i = 1, . . . , n, where
B1(h) := sup
x>0

x2
ehx − 1

. (3.13)
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Thus, (3.12) has a nonoscillatory solution, as far as aij ≤ 0, i ≠ j and aii ≤ B1(hii), i = 1, . . . , n. Let us note that placing the
single concentrated delay at the ‘‘average’’ delay of (3.12) does change the oscillation properties, for example, the equation
x˙(t)+  tt−h x(s) ds = 0 has a nonoscillatory solution for h ≤ h0 ≈ 0.8047, while x˙(t)+ x(t − h/2) = 0 is not oscillatory for
h ≤ 2/e ≈ 0.7358 < h0.
The system with a linearly decaying memory
x˙i(t)+
n
j=1
 t
t−hij
(s− t + hij)aijxj(s)ds = 0, i = 1, . . . , n (3.14)
has a nonoscillatory solution whenever aij ≤ 0, i ≠ j and aii ≤ B2(hii), i = 1, . . . , n, where [2, Example 2]
B2(h) := sup
x>0

x3
ehx − hx− 1

. (3.15)
Next, let us studymixed type systems containing concentrated delay and integral terms. For simplicity we consider such
a system for n = 2:
x˙1(t)+ a1(t)x1(h11(t))+
 t
h12(t)
k1(t, s)x2(s)ds = 0,
x˙2(t)+ a2(t)x1(h21(t))+
 t
h22(t)
k2(t, s)x2(s)ds = 0.
(3.16)
This system can be written as the vector equation
X˙(t)+
2
i=1
2
j=1
 t
hij(t)
[dsRij(t, s)]X(s) = 0, (3.17)
which is a particular case of (2.1), if we assume
R11(t, s) =

a1(t)χ(h11(t),∞)(s) 0
0 0

, R12(t, s) =
0  s
h12(t)
k1(t, τ ) dτ
0 0
 , (3.18)
where χI is the characteristic function of the interval I , and R21(t, s), R22(t, s) are defined similarly.
Theorem 4. Suppose that a2(t) ≤ 0, k1(t, s) ≤ 0, t ≥ t0, and the fundamental functions of the scalar equations
x˙(t)+ a+1 (t)x(h11(t)) = 0
and
x˙(t)+
 t
h22(t)
k+2 (t, s)x(s)ds = 0
are positive for t ≥ s ≥ t0. Then the fundamental matrix C(t, s) of system (3.16) satisfies C(t, s) ≥ 0 for t ≥ s ≥ t0.
Corollary 4. Suppose a2(t) ≤ 0, k1(t, s) ≤ 0, t ≥ t0, and t
h11(t)
a+1 (s)ds <
1
e
, sup
t≥t0
 t
max{t0,h22(t)}
 τ
h22(τ )
k+2 (t, s) ds dτ ≤
1
e
.
Then the fundamental matrix C(t, s) of system (3.16) satisfies C(t, s) ≥ 0, t ≥ s ≥ t0.
Let us remark that in population dynamics the situation when the growth of a certain component of the solution is
influenced negatively by the size of the same component and positively by other components is quite typical. If various
components correspond to different developmental stages, this means that species at the same stage compete for resources,
while other stages contribute to the growth (which can be either maturation of juveniles or reproduction of adults). If we
have a patch structure, then species within the same patch again compete for resources, while overpopulation of other
patches leads to immigration and thus population growth.
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4. Comparison results and positivity of solutions
In this section, we compare two solutions of the same system and solutions of different systems. First, let us compare
two solutions of system (2.3) of differential equations.
Theorem 5. Suppose that the conditions of Theorem 1 hold, X(t) is a solution of problem (2.3) and (2.4), Y (t) is a solution of the
same problem, where function F(t) is replaced by G(t). If G(t) ≤ F(t), t ≥ t0, then Y (t) ≤ X(t), t ≥ t0.
The proof follows from solution representation (2.6) and inequality C(t, s) ≥ 0 for t ≥ s ≥ t0.
Corollary 5. Suppose that conditions of Theorem 1 hold, X(t) is a solution of (2.3), Y (t) is a solution of the differential inequality
Y˙ (t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]Y (s) ≤ 0, t ≥ t0 (4.1)
and X(t) = Y (t) for t ≤ t0. Then Y (t) ≤ X(t) for t ≥ t0.
Let us compare solutions of systemswith different delay distributions and right-hand sides. To this end consider together
with (2.3) and (2.4) the following initial value problem
Y˙ (t)+
m
k=1
 t
hk(t)
[dsBk(t, s)]Y (s) = G(t), t ≥ t0, (4.2)
Y (t) = Φ(t), t < t0, Y (t0) = Y0. (4.3)
Denote by X(t), C(t, s) the solution and the fundamental matrix of problem (2.3) and (2.4), by Y (t), D(t, s) the solution
and the fundamental matrix of problem (4.2) and (4.3), respectively. Let bkij be the entries of Bk.
Theorem 6. Let the entries rkij(t, s) of Rk(t, s) be nonincreasing in s for any t ≥ t0 and i ≠ j, rkii(t, s), bkii(t, s), i = 1, . . . , n and
rkij(t, s)− bkij(t, s), i, j = 1, . . . , n, be nondecreasing in s for any t, the fundamental functions of scalar equations (3.1) be positive
for t ≥ s ≥ t0, X(t) ≥ 0,
G(t) ≥ F(t), Y0 ≥ X0, Rk(t, s) ≥ Bk(t, s) ≥ 0.
Then Y (t) ≥ X(t) ≥ 0, t ≥ t0.
Proof. By Lemma 5 the fundamental matrix D(t, s) of vector equation (4.2) is positive for t ≥ s ≥ t0. System (2.3) can be
rewritten as
X˙(t)+
m
k=1
 t
hk(t)
[dsBk(t, s)]X(s) =
m
k=1
 t
hk(t)
[ds(Bk(t, s)− Rk(t, s))]X(s)+ F(t),
hence by the solution representation formula
X(t) = D(t, t0)X0 −
m
k=1
 t
t0
D(t, s)
 s
hk(s)
[dτBk(s, τ )]Φ(τ ) ds
+
 t
t0
D(t, s)F(s) ds−
m
k=1
 t
t0
D(t, s)
 s
hk(s)
[dτ (Rk(s, τ )− Bk(s, τ ))] X(τ ) ds
≤ D(t, t0)Y0 −
m
k=1
 t
t0
D(t, s)
 s
hk(s)
[dτBk(s, τ )]Φ(τ ) ds+
 t
t0
D(t, s)G(s) ds = Y (t),
whereΦ(hk(s)) = 0 if hk(s) ≥ t0 and X(hk(s)) = 0 if hk(s) < t0. Thus X(t) ≤ Y (t), which completes the proof. 
Corollary 6. If rkij(t, s) are nonincreasing in s for any t ≥ t0 and i ≠ j, rkij(t, s)− bkij(t, s), i, j = 1, . . . , n are nondecreasing in s
for any t, and the fundamental functions of scalar equations (3.1) are positive for t ≥ s ≥ t0, then we have D(t, s) ≥ C(t, s) ≥ 0,
t ≥ s ≥ t0 for the fundamental functions D(t, s) of (4.2) and C(t, s) of (2.3).
As was mentioned in the Introduction, the condition that nondiagonal entries are nonpositive (nonincreasing for
equationswith a distributed delay),which is necessary for equationswithout delay, is nomore necessary for delay equations.
By Theorem 6, as far as the fundamental function is positive, the Wazewski’s property that a solution of the differential
inequality is less than that of the differential inequality is valid. The following example illustrates that some nondiagonal
entries for a system with a positive fundamental matrix can still be positive.
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Example 2. The system
x˙(t)+ x(t) = 0
y˙(t)− 2x(t)+ y(t) = 0 (4.4)
z˙(t)+ e−2
 t
t−2
x(τ ) dτ − 2y(t)+ z(t) = 0
has the fundamental matrix C(t, s) =

e−(t−s) 0 0
2(t − s)e−(t−s) e−(t−s) 0
f (t, s) 2(t − s)e−(t−s) e−(t−s)

, where the function f (t, s) for t ∈ [s, s + 2] is
the solution of the equation with z(s) = 0:
z˙(t)+ z(t) = 2y(t)− e−2
 t
s
x(τ ) dτ = 4(t − s)e−(t−s) − e−2
 t
s
e−(τ−s) dτ
= 4(t − s)e−(t−s) + e−(t−s+2) − e−2 > 0, t ∈ (s, s+ 2],
thus z(t) = e−2−t+s(1− e−(t−s)+ (t− s)+ 2e2(t− s)2) for t ∈ [s, s+ 2], and z(s+ 2) = e−4(3+ 7e2). Further, for t > s+ 2
we have that f (t, s) is the solution of the equation
z˙(t)+ z(t) = 2y(t)− e−2
 t
t−2
x(τ ) dτ = 4(t − s)e−(t−s) − e−2
 t
t−2
e−(τ−s) dτ
= 4(t − s)e−(t−s) + e−(t−s+2) − 1,
or z = z(s+ 2)+ 2(t − s)2 + (e−2 − 1)(t − s) > 2(t − s)2 + (e−2 − 1)(t − s)+ 3e−2 > 0, since the quadratic polynomial
is positive for any t − s. Finally, the fundamental matrix of system (4.4) is positive for any t ≥ s ≥ 0.
However, if nondiagonal entries are nondelayed and the fundamental matrices of scalar equations corresponding to the
diagonal entries are positive, then this condition becomes in a certain sense necessary.
Consider the system
X˙(t)+ A0(t)X(t)+
m
k=1
 t
hk(t)
[dsRk(t, s)] x(s) = 0. (4.5)
Let aij be the entries of A0.
Theorem 7. If rkij ≡ 0, i ≠ j, the fundamental functions of the scalar equations
x˙i(t)+ aii(t)xi(t)+
m
k=1
 t
hk(t)
xi(s)dsrkii(t, s) = 0, i = 1, . . . , n,
are positive and for some pair (i, j) with i ≠ j we have aij(t) ≥ α0 > 0 on some interval [c, d], d > c, then the fundamental
matrix of (4.5) is not positive.
The proof is similar to the proof of [10, Theorem 3.2].
Finally, let us obtain an analogue of Lemma 6 on the existence of a positive solution for systems.
Theorem 8. Suppose that the nondiagonal entries rkij(t, s), i ≠ j of Rk(t, s) are nonincreasing in s for any t ≥ t0, the diagonal
entries rkii(t, s) are nondecreasing in s for any t ≥ t0, F(t) ≥ 0 for t ≥ t0, 0 ≤ Φ(t) ≤ X0, X0 > 0 and inequalities (3.7) hold.
Then for the solution X(t) of initial value problem (2.3) and (2.4) we have X(t) ≥ 0, t ≥ t0.
Proof. First, let F(t) = 0. We recall that Φ(t) = [ϕ1(t), . . . , ϕn(t)]T , X0 = [x01, . . . , x0n]T , where ϕi(t) ≤ x0i , x0i > 0. Hence
for solutions yi(t) of initial value problems
y˙(t)+
m
k=1
 t
hk(t)
y(s)dsrkii(t, s) = 0, i = 1, . . . , n,
y(t) = ϕi(t), t < t0, y(t0) = x0i .
Lemma 6 implies yi(t) > 0, t ≥ t0, i = 1, . . . , n.
Denote Y (t) = [y1(t), . . . , yn(t)]T . Then Y (t) ≥ 0 and
Y˙ (t)+
m
k=1
 t
hk(t)
[dsRk(t, s)]Y (s) ≤ 0,
Y (t) = X(t), t ≤ t0.
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Thus by Corollary 5 we have 0 ≤ Y (t) ≤ X(t).
For the case F(t) ≥ 0 the proof follows from solution representation (2.6). 
5. Discussion and open problems
Themain result of this paper is the generalization of thewell-knownWazewski’s result [9] for ordinary vector differential
equations to equations with a distributed delay. TheWazewski’s theorem claims that the equation X˙(t)+ A(t)X(t) = 0 has
a nonnegative fundamental matrix if and only if aij ≤ 0, i ≠ j; for the proof of this theorem see [15].
In contrast with the classical Wazewski’s theorem, the condition akij ≤ 0, i ≠ j is not necessary for nonnegativity of all
entries of the fundamental (Cauchy) matrix C(t, s) for delay equations. For equations with concentrated delays, this was
discussed in detail in [10].
Finally, let us formulate some open problems.
1. Let rkij(t, ·) be nonincreasing for i ≠ j. Prove or disprove that nonnegativity of the fundamental matrix of (2.1)
implies positivity of the fundamental functions of scalar equations (3.1). If the conjecture is incorrect, obtain sufficient
nonoscillation conditions in the case when some of (3.1) are oscillatory.
2. Obtain for system (2.1) sufficient nonoscillation conditions when scalar equations associatedwith the diagonal entries of
thematrix have positive fundamental functions but rkii(t, ·), generally, are not nondecreasing. Consider the casewhen the
relevant scalar equations are oscillating if we take ‘‘the nondecreasing part’’ of rkii(t, ·) only and omit the nonincreasing
component.
3. As was demonstrated in [10], there is a system (2.1) with a nonnegative fundamental matrix such thatm = 1 and not all
ri,j(t, ·) are nonincreasing. Does there exist a system (2.1), where n > 1, with a nonnegative fundamental matrix such
that all entries of R(t, ·) are nondecreasing?
4. In [2] several examples were presentedwhen nonoscillation of integro–differential equations could imply nonoscillation
of equations with concentrated delays, and vice versa. Consider two types of systems (integro–differential and with
concentrated delays) and establish relation between nonoscillation properties of these equations.
5. Find conditions when one or several components of the solution for system (2.1) are positive.
Apply such conditions to study positivity of solutions for equations of n-th order with distributed delays.
6. Generalize the results of this paper to the case of infinite delays (hk(t) = −∞), the auxiliary results for first order
equations can be found in [2].
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