S.1. SUPPLEMENTARY INFORMATION S.1.1. Benchmark functions
The influence of the smoothing parameter τ on the shape of the achievement scalarizing function has been demonstrated on a set of three one-dimensional objectives, presented in Eq. 1.
Note, that all objectives were considered on the x ∈ [−1, 5]. The three objectives are also shown in Fig. 1 in the main text (see Sec. 3.1).
7 − 2x if 3 < x ≤ 3.5 2x − 7 if 3.5 < x
(1)
f 2 (x) = (5 − x) 2 + exp(x − 2) /100
In addition, we benchmarked the performance of Chimera on six well-established analytic For all benchmark optimization procedures we chose a particular set of tolerances and limits on the objective functions in each benchmark set. Tolerances and limits used throughout all optimization runs for all benchmark functions are listed in Tab. S.1. Goal of all optimization procedures on the analytic benchmark set is to minimize each individual objective given the defined hierarchies and tolerances. In this section we study the influence of the value of the smoothing parameter τ on the behavior of the optimization procedure. On the one hand, smoothing parameters which are too small yield a rather rough ASF, which could be more challenging for the optimization algorithm. On the other hand, smoothing parameters which are too large might smoothen the objectives too much, such that the location of the global optimum of the ASF is shifted away from the Pareto optimal point (see Sec. 3.1). To test this hypothesis, we ran Phoenics on the set of one dimensional objectives presented in Sec. S.1.1 with tolerances of 30 % on objective 0, 40 % on objective 1 and 50 % on objective 2 in combination with different choices of the smoothing parameter τ .
To assess the influence of the value of the smoothing parameter τ on the optimization behavior,
we consider an ensemble of 25 individual optimization runs for each smoothing parameter value. For each parameter value, we count how many of the individual optimization runs found parameter points for which all objectives meet the specified tolerances. Results are reported in In addition to the success rates, we report average optimization traces in Fig. S Reported traces have been averaged over 25 individual optimization runs with different random seeds. We do not observe a strong dependence of the optimization behavior on the smoothing parameter.
We observe, that all three objectives are quickly achieved by all optimization runs if the smoothing parameter τ is small (τ ≤ 0.03). At the same time, we observe that smoothing parameter values slightly above zero allow for faster convergence towards the target objective values. With these observations we chose to apply a smoothing value of τ = 0.001 to all other optimization procedures presented in this work.
S.1.3. Detecting locally competing objectives
The construction of Chimera allows to locate regions in the parameter space where two particular objectives, f i and f j , do not compete with each other locally. Local competition between two objectives can generally be determined via the monotonicity of the two objectives along curves within the considered parameter space region. Note that for smooth f i and f j we can always find a finite sized region around any point in the parameter space such that both f i and f j are monotonic along any curve within this region. If both f i and f j are either monotonically increasing or monotonically decreasing, simultaneous improvements on both objectives are possible and the objectives do not compete. If, however, f i and f j differ in their monotonicity then one objective cannot be improved without degrading the other objective. Thus, the two objectives compete with each other.
Chimera is constructed such that it is sensitive only to a single objective in any region of the parameter space, or mostly influenced by a single objective if the Heaviside function is replaced with the logistic function. For two particular objectives, f i and f j , we refer to R i as the region where Chimera is mostly sensitive to f i , and to R j the region where Chimera is mostly sensitive to f j . Furthermore, we denote with {x * } the set of points transitioning from R i to R j .
Without loss of generality we assume a hierarchy where f i is assigned a higher importance than f j .
Within this definition, the two objectives f i and f j do not compete with each other locally in finite sized regions around parameter points {x * } if and only if Chimera is monotonic within these regions.
First, we consider the implication of Chimera being monotonic if f i and f j do not compete with each other. If f i and f j do not compete, both are either monotonically increasing or monotonically decreasing along every curve passing through x * . By construction, the values of Chimera are larger for parameter points in R i than for parameter points in R j as f i is assigned the higher importance. The transition occurs because f i assumes low values close to the transition point x * and reaches its tolerance criterion (see main text Fig. 1 ). Thus, we can find a region within R i where f i monotonically increases along a curve directed towards x * . Based on our assumption, f j is monotonically decreasing along the same curve. Therefore, Chimera is also monotonic along 6 this curve.
Next, we consider the implication of f i and f j not competing with each other in proximity to a transition point x * if Chimera is monotonic along curves passing through x * . Again, Chimera assumes larger values in R i than in R j by construction. We define a curve going from R i to R j while passing through x * . By assumption, Chimera is monotonically decreasing along this curve. Since Chimera is dominated by f i in R i and dominated by f j in R j , both f i and f j are monotonically decreasing along this curve and thus do not compete.
This behavior of Chimera can be exploited when analyzing relations between different objectives. In particular, this behavior provides a qualitative tool to identify locally competing or noncompeting objectives. Analyzing the parameter region in which objectives are locally competing might reveal insights into fundamental underpinnings of the competition.
S.1.4. Analytic benchmarks
We benchmarked Chimera by running a number of optimization algorithms based on different methods on six well-established analytic benchmark sets introduced in Sec. S.1. 
S.1.5.2. Training a Bayesian neural network
We construct a test set by randomly sampling 10 % of all points in the dataset. From the remaining 90 % of the dataset, we select the most diverse 80 % for the training set based on principal component analysis (PCA) analysis following a procedure reported in the literature. [3] The remaining 10 % of the dataset are used as a validation set for early stopping. 
We chose α = 0.1 and dx = 2. With this choice of the leakage parameter, the activation function is flat for inputs x ∈ [−2, 0]. Weights and biases were regularized via a Laplacian prior, corresponding to L1 regularization in traditional neural networks. Every 200 training epochs we computed the prediction accuracy on the training and the validation set by sampling predictions from 200 network instances. Network training was aborted if the prediction error on the validation set was found to either increase or to be twice as large as the prediction error on the training set. 
S.1.6. Optimizations on periodic domains
The inverse-design problem of finding excitation energy transfer systems discussed in the main text (see Sec. 5.2) involves a total of ten independent parameters. Four of these parameters describe the orientation of transition dipoles with respect to a principal axis, expressed in terms of an angle ϕ ∈ [0, 2π]. The orientation of the transition dipoles is periodic, which imposes a constraint on the response surface of objectives with respect to these parameters. This constraint can be taken into account when constructing approximations to response surfaces during the optimization procedure. Indeed, by accounting for this periodicity constraint, a more accurate approximation to the response surface can be found, which has the potential to determine the location of the global minimum in fewer optimization iterations.
In this section, we demonstrate how Phoenics can be expanded to account for periodic boundary conditions on the parameter domain. Phoenics constructs approximations to an objective function by estimating the kernel density of observed parameter points and reweighting those by the corresponding observed objective function value. [6] Kernel densities p k are estimated via a Bayesian neural network as shown in Eq. 5. The Bayesian neural network is used to sample random variables φ 3 in the parameter domain based on previously observed parameter points x k . Ref. [6] provides a detailed description of the construction of kernel densities
Importantly, the construction of the kernel densities p k at an arbitrary point x ∈ R d in the parameter domain depends on the distance d(x, φ 3 (θ; x k )) = x − φ 3 (θ; x k ) between this parameter point x and the random variable φ 3 (θ; x k ) sampled from the Bayesian neural network. We now consider a scenario where the objective f is periodic with periodicity P , i.e. f (x) = f (x + P )
for all x ∈ R d . A periodicity constraint on the parameter domain can be formulated by replacing
Computing the periodic distance from all periodic images of the kernel density is computationally costly. As a compromise between the computational demand of the approach and accuracy of the periodicity constraint, we only account for nearest periodic images and neglect higher order periodic images. This approximation becomes more accurate with more optimization iterations, as the precision τ n increases.
We illustrate the construction of periodic objective function approximations one a onedimensional example. The considered objective function f consists of the product of two cosine functions, as shown in Eq. 6, with a period of P = 1. Phoenics was used to determine the location of the global minimum of this function within the x ∈ [0, 1] interval by constructing the approximation with and without periodicity support. Note, that the global minimum is located at x * = 0.05.
f (x) = − cos ((π(x − 0.05)) cos (3π(x − 0.05))
Fig. S.8 shows the approximations constructed to the objective function after two, five and eight optimization iterations with and without periodicity support. We find that the optimization run without periodicity support tend to sample the objective function at large values of x. Only after a few optimization iterations, the location of the global minimum at small values of x is discovered.
In contrast, the optimization procedure supporting periodicity in the objective function discovers the location of the global minimum within much fewer iterations, and needs fewer observations to construct reasonable approximations to the objective function. 
S.1.7. Excitonics application
Here we present the average optimization traces for all studied objective hierarchy permutations of the excitonics application. While the order of the hierarchy in the objectives was changed between different permutation runs, all other parameters such as tolerances were kept the same. 
