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Abstract
We use the Kontsevich-Miwa transform to relate the different pictures describing mat-
ter coupled to topological gravity in two dimensions: topological theories, Virasoro con-
straints on integrable hierarchies, and a DDK-type formalism. With the help of the
Kontsevich-Miwa transform, we solve the Virasoro constraints on the KP hierarchy in
terms of minimal models dressed with a (free) Liouville-like scalar. The dressing prescrip-
tion originates in a topological (twisted N=2) theory. The Virasoro constraints are thus
related to essentially the N = 2 null state decoupling equations. The N = 2 generators
are constructed out of matter, the ‘Liouville’ scalar, and c=−2 ghosts. By a ‘dual’ con-
struction involving the reparametrization c=−26 ghosts, the DDK dressing prescription
is reproduced from the N=2 symmetry. As a by-product we thus observe that there are
two ways to dress arbitrary d≤1⋃ d≥25 matter theory, which allow its embedding into
a topological theory. By the Kontsevich-Miwa transform, which introduces an infinite
set of ‘time’ variables tr, the equations ensuring the vanishing of correlators that involve
BRST-exact primary states, factorize through the Virasoro generators expressed in terms
of the tr. The background charge of these Virasoro generators is determined in terms of
the topological central charge c 6=3 as Q =
√
3−c
3 − 2
√
3
3−c .
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1 Introduction and discussion
1.1 Virasoro constraints as decoupling equations
An important result of matrix models [1, 2, 3] was the discovery of an ‘integrable’ counterpart
of the topological gravity + matter theories in two dimensions, in the form of constrained
integrable hierarchies [4, 5, 6]. A central notion of the ‘integrable’ formalism is the string
equation [4], or, which is essentially the same, the Virasoro constraints [5, 6], which must encode
the ‘dynamical’ content of the theory and therefore must somehow be related to continuum
field-theoretic formalism.
However, an immediate problem that one encounters when attempting to construct a direct
correspondence between the integrable and the continuum formulations, is how to interpret
in ‘intrinsic’ CFT terms the infinite collection of time parameters which label the integrable
evolutions (in the language of topological theories the times appear as ‘external’ parameters
that allow one to write down the generating function for the amplitudes [7, 8]). In terms of
these times tr≥1, the most general Virasoro constraints on the tau function of the KP hierarchy
read Lpτ = 0, p ≥ −1, where
Lp>0 =
1
2
p−1∑
s=1
∂2
∂tp−s∂ts
+
∑
s≥1
sts
∂
∂tp+s
+
(
J− 1
2
)
(p+ 1)
∂
∂tp
L0 =
∑
s≥1
sts
∂
∂ts
L−1 =
∑
s≥1
(s+ 1)ts+1
∂
∂ts
(1.1)
with J being a free parameter1.
We will show that a conformal field theory can be recovered as a solution to these Virasoro
constraints. To start with, recall that there does exist a transformation, known in the theory
of integrable systems as the Miwa transform [14, 15], which expresses the (complexified) KP
times through ‘complex coordinates’ living on the spectral parameter worldsheet:
1For J arbitrary, the constraints are more general than those actually derived from matrix models. However,
our point of view is to promote to a ‘first principle’ the fact that appropriately constrained integrable hierarchies
provide an alternative description of topological quantum gravity [9, 10, 11], which would make it natural to
consider on an equal footing various constraints, including those whose derivation from a specific matrix model
is not known (yet). This point of view has also been advocated previously in [12, 13].
1
tr =
1
r
∑
j
njz
−r
j , r ≥ 1 (1.2)
where {zj} is a set (infinite in order that the tr be independent) of points on the complex
plane. As far as the integrable systems were concerned, the main interest in applications of
(1.2) was concentrating around rewriting the integrable equations (taken in the Hirota form
[16]) as finite-difference equations in the nj . On the other hand, in a context much closer to
that of the present paper, Kontsevich [7] has used a parametrization for the time parameters
similar to (1.2), in which, however, the zj , rather than the nj, were playing the ‘active’ role,
while all the nj were set to a constant (see also [17]–[20]).
We will combine these two points of view on the transformation (1.2) by regarding it as a
set of transformations from the complex coordinates zj to the times tr, parametrized by the nj,
and call it the Kontsevich-Miwa transform [21]. The question now is how meaningful CFT data
can be recovered by applying (1.2) to the KP hierarchy constrained by the operators (1.1).
A mathematical statement which we observe to underlie the sought correspondence, is
formulated in Sect. 7 as a theorem on a class of differential operators. However, we would prefer
to adopt a more physical standpoint. We are going to interpret the zj introduced via eq. (1.2)
as positions of certain operator insertions in a conformal theory [15, 21]. The parameters
nj will then provide a necessary freedom allowing us to relate the Virasoro constraints (1.1)
to decoupling equations corresponding to null states in the conformal theory. The relation
with the decoupling equations is a crucial step [21] that will allow us to go beyond the standard
‘fermionic’/Grassmannian construction [16] for the tau function2. The decoupling equations are
a primary tool in the analysis of d<1 models, and the study of the corresponding null vectors
has a history of its own [23]–[27]; the relevant structures are known to possess in certain cases
relations to other problems in physics and mathematics [28, 29, 30]. It will be amusing to find
that the null vectors incorporate the set of p≥−1 Virasoro constraints (obviously, the Virasoro
generators Lp are quite distinct from the Virasoro generators represented on a CFT).
More specifically, the Kontsevich-Miwa transform relates the Virasoro constraints to mini-
mal models that turn out to be dressed with an extra scalar that plays a similar roˆle to that
of the Liouville field in the formalism of [31, 32]. The Miwa parameters nj then acquire the
meaning of the corresponding U(1) ‘Liouville’ charges. The correspondence is achieved via an
2 See also ref. [22] in which solutions to string equations were constructed in the Grassmannian language.
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ansatz [21] presenting the (Virasoro-constrained!) tau function as a correlator of a product of
certain dressed primary field operators in a minimal model: For any value of the index i chosen,
the constraint
∑
p≥−1
z−p−2i Lpτ = 0 (1.3)
determines the dependence of τ(t) ≡ τ{z} on zi via
τ =
〈
. . .Ψ(zi) . . .
〉
, (1.4)
where Ψ is a dressed (l, 1) or (1, l) primary state (thus possessing a null descendant at level
l), and the dots denote insertions at the other points zj 6=i of any of the (l
′, 1) or (1, l′) dressed
primary fields. Let us concentrate on just the one at zi. The respective Miwa parameter ni,
which becomes the ‘Liouville’ U(1) charge of Ψ, must be related to the ‘spin’ J parametrizing
the constraints via
2J− 1 = l − 1
ni
− 2ni
l − 1 . (1.5)
This illustrates the importance of introducing parameters into both the generators (1.1) and
the ansatz (1.2) for the KP times. Moreover, we find that all the decoupling equations cor-
responding to each of the other primary fields in the correlator (1.4) are satisfied by virtue of
the same set of Virasoro constraints, although the corresponding values of l′ and ni′ would in
general differ from those on the RHS of (1.5).
Reversing the argument, we can say that the correlators (1.4) solve the Virasoro constraints.
This result can be considered as a variation of a general conclusion, drawn from Matrix Models,
that Virasoro-constrained integrable hierarchies are related to minimal matter interacting with
topological 2d gravity3. An attempt towards understanding of the ansatz (1.4) in more general
terms is given in the next subsection.
3 There is, in fact, a certain gap in the argument, as we do not actually prove the (Miwa-transformed)
Hirota bilinear equations for the RHS of (1.4). What we can nevertheless show is that the decoupling equations
satisfied by the correlator in (1.4) are consistent with the KP evolutions, which is a strong supporting argument
in favour of the ansatz (1.4) for the tau function.
3
1.2 Solving Virasoro constraints by a ‘target-space’ theory
The approach pursued in this paper is in a certain sense ‘dual’ to the usual way the time
variables tr enter the theory. Recall [7, 8] that these are used as ‘sources’ or, ‘external’ param-
eters, to build up a generating function for the ‘string’ correlation functions in a topological
gravity+matter theory:
log τ(t) ∼∑
h
∑
N
∑
{pa}
〈φp1 . . . φpN 〉h tp1 . . . tpN (1.6)
(a formula of this type is actually valid for a KdV tau function, but we ignore such differences
in this, very qualitative, discussion). On the other hand, the formulation which we develop
below expresses the tau function as a single correlation function in what thus becomes an
‘effective’ theory in the sense that its genus-zero correlators provide an exact solution to the
Virasoro constraints and thus account for the sum over all the genera of the ‘string’ correlation
functions. The theory on the RHS of (1.4) might be thought of as living “in the t-space”, or,
in other words, the appropriate two-dimensional space is constructed out of the times/coupling
constants/deformation parameters4.
Although the worldsheet correlators involved in eq. (1.6) are those of a topological theory,
we may try to understand the ansatz (1.4) qualitatively by considering for instance a more
familiar object, (the generating function for) the tachyon scattering amplitudes summed over
all genera [35]:
τ [T ] =
∑
h≥0
g2(h−1)
〈
e
∫
d2ζ T (X(ζ))
〉
h
=
∑
h≥0
g2(h−1)
∑
N
1
N !
∫
dDp1 . . .
∫
dDpN
〈
N∏
a=1
∫
d2ζae
ipaX(ζa)
〉
h
T˜ (p1) . . . T˜ (pN) ,
(1.7)
where the brackets refer to a path integral in the theory with the free action
S =
∫
d2ζ ∂X∂X ,
4 Note also the recent observations [33, 34] that the dependence of the structure functions on the deformation
parameters in topological theories is governed by the same equations as those describing a space-time dependence
of certain non-linear soluble systems.
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with the target-space indices suppressed (so, pX = pµX
µ, µ = 1, . . . , D, etc.). The tachyon
field T thus plays the roˆle of a set of ‘external parameters’. Comparing with the ansatz (1.4),
we see that for the (hypothetical) ‘topological analogue’ of (1.7) for D ≤ 2 it would be possible
to perform the sum over all the genera, which would suggest the ‘effective’ identifications
tr ∼ T˜ (p) .
Moreover, the tree effective action corresponding to the theory (1.7), which is given as an
integral over the D-dimensional target space, can be considered for D=2 as defining another
conformal invariant theory. For D=2 (the d=1 string theory) there is just one propagating
mode, the massless tachyon, and it is thus plausible that the quantum string theory loop
expansion can be effectively represented by a quantum field theory, which (since D=2 and the
metric is also quantized) can in fact be a conformal theory. The Ψj from (1.4) are then to be
thought of as operators of this theory, which must in principle be determined by the effective
action5. Then, the ansatz (1.4) suggests that an appropriate ‘topological version’ of the above
argument is apparently true for d< 1 as well, with the effective theory being just the dressed
minimal model (in fact, as we discuss later, essentially an N=2 minimal model!).
Also for d = 1, the way the space-time dependence (i.e. that on the zj) emerges can probably
be considered along the lines of ref. [36], where two sets of times appeared, tr and tr, which
leaves a possibility to express one of them via the zj , as in (1.2), while viewing the other set
as ‘external’ parameters. As a related problem, let us note that of the correspondence between
the ansatz (1.4) and the standard ‘fermionic’ representation for the tau function: while the
fermionic/Grassmannian construction of ref. [16] applies to a general tau function, eq. (1.4)
necessarily gives a solution to the Virasoro constraints (and, at the same time, refers to a
particular central charge-d model). It may be expected that, for d = 1 at least, bosonizing
the matter (which would leave us with just two, the matter and the ‘Liouville’, scalars) would
allow a ‘decoupling’ of one of the two scalars and refermionizing of the remaining one into the
‘standard’ fermions.
1.3 Decoupling equations as BRST invariance
Given a minimal model and wishing to relate it to the Virasoro constraints, we would have
to dress it with an extra scalar in a particular way, called the ‘Kontsevich-Miwa’ dressing pre-
5 We are grateful to R. Dijkgraaf and A. Tseytlin for important discussions of this point.
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scription, which would then allow us to interpret the U(1) charges as the Miwa parameters and
eventually recover the Virasoro constraints from the decoupling equations. An important point
is that these latter must also be chosen in a special way from a family parametrized by the U(1)
charge of the primary field6. These particular recipes, which make the decoupling equations
amenable to the Kontsevich-Miwa transform, are in fact inherited from BRST invariance in a
topological theory. Namely, the ‘Kontsevich-Miwa’ dressing prescription follows from the con-
ditions defining chiral primary states [37] of the twisted N =2 (‘topological’) algebra [38, 39].
In addition, the particular decoupling equation to be chosen among a family of decoupling
equations parametrized by the ‘Liouville’ charge, is determined just by the BRST-invariance
condition in the topological algebra. Thus ‘the’ decoupling equations that are related to Vira-
soro constraints are essentially those of the N = 2 model. We employ here the fact that any
d≤1⋃ d≥25 matter can be embedded into a topological (twisted N=2) theory, according to a
construction [40] of the topological algebra generators in terms of matter + ‘Liouville’ + bc sys-
tem fields. Unlike the case with the usual reparametrization ghosts, the b field has conformal
dimension 1 7. We call this the ‘mirror’ BRST construction, in contrast with another one
involving c=−26 reparametrization ghosts (see below). Then, the condition that the BRST-
exact states be factored out from the representation of the topological algebra, boils down,
in the matter+ ‘Liouville’ sector, to the ‘Kontsevich-Miwa’-dressed decoupling equations (i.e.
precisely those decoupling equations that allow the Kontsevich-Miwa transform and thereby
lead to the Virasoro constraints).
On the other hand, exploiting the other realization [40] of the topological algebra, which
involves spin-2 c=−26 ghosts, allows us to recover the basic features of the DDK formalism.
This can be summarized in a diagram,
6This choice does not mean any loss of generality; it specifies a particular ‘lifting’ of an arbitrary purely-
matter null vector into a null vector in the tensor product theory.
7 So that, if one chooses to bosonize the matter, one would have two scalars with the opposite signatures
and spin-(1, 0) ghosts, which constitute a topological sigma model in a flat 2D target space.
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c 6= 3 topological
algebra
ւ ց
‘Kontsevich-Miwa’
dressed matter
DDK-dressed
matter
ց ւ
d ≤ 1 ∪ d ≥ 25 matter
(1.8)
which applies to an arbitrary d≤1⋃ d≥25 matter theory and thus shows that any such theory
can be embedded into a topological theory with topological central charge (or, the ‘anomaly’)
c 6=3 8. The lower arrows tell us that the matter part identified inside the matter + ‘Liouville’
theory is of course the same in both cases, as given by refs. [24, 43, 44]9. It appears that only the
‘Kontsevich-Miwa’ dressed version is related directly to the integrable formulation, while the
two dressings should represent ‘mirror’ versions of the same theory; as we discuss in Sect. 3A,
they both result from the two possible twistings of the proper N=2 algebra.
The matter central charge d is given by
d =
(c+ 1)(c+ 6)
c− 3 (1.9)
in terms of the topological central charge c, and therefore the restrictions d≤1 or d≥25 might
be viewed as a result of the ‘breakdown’ of the twisted N=2 symmetry. The standard formula
for the dimension of the (l, 1) highest-weight states then follows from the N=2 machinery as
δ(l) = −(l
2 − 1)
4
(
c− 3
6
)±1
+
1− l
2
=
13− d±
√
(1− d)(25− d)
48
(l2 − 1) + 1− l
2
. (1.10)
Note also that as c grows from −∞ to 3 and from 3 to +∞, each of the allowed values of d
is taken twice, except for the extrema of the function (1.9), (c=−3, d=1) and (c=9, d=25).
8 The issue of interpreting matter theories together with the corresponding ghosts as topological theories
was addressed probably for the first time in [42]. The relation [40] between the twisted N=2 theories and the
ordinary matter, as given by the two right arrows in (1.8), has recently received in [53] a powerful generalization
to the case of W matter. It is a particular case of the equivalence of categories investigated in [54].
9 The null vectors in the matter sector (without dressing) are of course the standard ones [23, 24]. Thus the
U(1) current might be considered superficial, as soon as it cannot affect the ‘dynamical’ content of the story,
which can only be based on the Virasoro null vectors. This is, however, precisely what we mean by dressing :
the roˆle of the U(1) current is to rearrange the standard decoupling equations so as to make them amenable to
the Kontsevich-Miwa transform; the current does this job ‘uniformly’ for different-level decoupling equations.
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Thus the topological central charge provides a ‘two-sheeted covering’ of the allowed region of
the matter central charge.
By topological central charge we mean here the parameter (the true central charge of the
untwisted N=2 algebra [38, 39]) appearing in the topological algebra
[Lm,Ln] = (m− n)Lm+n , [Hm,Hn] = c
3
mδm+n,0 ,
[Lm,Gn] = (m− n)Gm+n , [Hm,Gn] = Gm+n ,
[Lm,Qn] = −nQm+n , [Hm,Qn] = −Qm+n ,
[Lm,Hn] = −nHm+n + c
6
(m2 +m)δm+n,0 ,
{Gm,Qn} = 2Lm+n − 2nHm+n + c
3
(m2 +m)δm+n,0 ,
m, n ∈ Z . (1.11)
We thus establish a path leading from (1.11) to the Virasoro constraints (1.1). The relation
between, say, Ln and Lp appears not quite obvious. In particular, we will see that (for c < 3, for
instance) the respective parameters are related via J = 1
2
+ 1
2
√
3−c
3
−
√
3
3−c
. We will proceed in
two steps, by first reducing from the BRST-exact topological states to the ‘Kontsevich-Miwa’
dressed decoupling equations, and then extracting from the latter the Virasoro constraints.
The fact that it is essentially the N =2 symmetry that leads to both the DDK formalism
and the Virasoro constraints, suggests regarding it as a certain unifying notion. In a worldsheet
phase the N=2 generators split into reparametrization ghosts plus matter (including the Liou-
ville), while a different splitting involving c = −2 ghosts (cf. [45]) is related to the ‘integrable’
formulation. The two pictures differ by choosing one out of the two possible twistings of the
proper N=2 algebra [52].
It was first observed in [21] that the level-2 decoupling equations essentially coincide with
the Virasoro constraints (1.3) in which the background charge 2J − 1 is given by eq. (1.5) for
l = 2. The level-l generalization, as given by (1.5), was further suggested in [46]. However,
the interpretation given there of the Kontsevich-Miwa transformed level-3 decoupling equation
requires being corrected. The actual mechanism underlying the correspondence between Vira-
soro constraints and the decoupling equations has proved to consist in the factorization of the
decoupling equations through the Virasoro generators (1.1) with the appropriate background
charge (1.5).
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This paper is organized as follows. In Sect. 2, we review the issue of the Virasoro-constrained
KP hierarchy and give a preliminary analysis, to be considered as a motivation (or, as an
‘elementary explanation’) for the subsequent use of the Kontsevich-Miwa transform, which
relates the ‘integrable’ formalism to the conformal field-theoretic data. As a ‘toy’ case, we
subject the tau function to only the L±1 and L0 constraints, and show that these are precisely
the projective Ward identities of the corresponding conformal theory, provided the parameters
involved satisfy certain relations. Starting with Sect. 3, we adopt as a ‘first principle’ the notion
of twisted N=2 symmetry and show how the associated BRST-invariance condition gives rise
to exactly the decoupling equations that turn into the Virasoro constraints via the Kontsevich-
Miwa transform. To ‘legitimate’ taking the topological algebra as a starting point, we show in
the Appendix to Sect. 3 that the other reduction of the topological algebra gives the standard
DDK formalism. The dressed decoupling equations that follow from the BRST-invariance
condition for ghost-independent correlators can also be constructed directly, by imposing certain
restrictions on the general tensor product null vectors. This is considered in Sect. 4. Further, in
Sect. 5 we show that the Kontsevich-Miwa transform leads to a reformulation of the decoupling
equations in terms of Virasoro constraints. In Sect. 6, we suggest a generalization of the lowest-l
cases to arbitrary l. Sect. 7 contains several concluding remarks and an outlook.
2 Constrained KP hierarchy and
the Kontsevich-Miwa transform
2.1 KP hierarchy
Let us start with the KP hierarchy [16]. It can be described either in the evolutionary form,
as an infinite set of equations on (coefficients of) a pseudodifferential operator, or as (Hirota)
bilinear relations on the tau function. The tau-functional description may be considered as
having the more direct relevance to ‘physics’, being related to the partition function, while the
evolutionary form has all the usual advantages due to the introduction of a spectral parameter
and the associated wave function. The wave function depends on the spectral parameter z via
ψ(t, z) ≡ eξ(t,z)w(t, z) = eξ(t,z) τ(t− [z
−1])
τ(t)
,
ξ(t, z) = xz +
∑
r≥1
trz
r
(2.1)
9
where
t± [z−1] =
(
t1 ± z−1, t2 ± 1
2
z−2, t3 ± 1
3
z−3, . . .
)
. (2.2)
(the plus signs are encountered in the adjoint wave function). Here t= (t1, t2, t3, . . .) are the
time parameters of the hierarchy. Knowing the wave function w(t, z) allows us to construct the
dressing operator K as
w(t, z) = 1 +
∑
n≥1
wn(t)z
−n =⇒ K = 1 +∑
n≥1
wn(t)D
−n, D ≡ ∂
∂x
. (2.3)
Now the evolution equations on K read
∂
∂tr
K = −(KDrK−1)−K, r ≥ 1 (2.4)
The above form of z dependence, eq. (2.2), is ‘simulated’ by the Kontsevich-Miwa para-
metrization (1.2) for the times tr; its heuristic similarity to (2.2) may be considered as an
‘explanation’ of its viability. Below, the Miwa parameters nj will acquire the roˆle of ‘Liouville’
U(1) charges of field operator insertions sitting at the points zj .
2.2 Virasoro constraints
As was noted in the Introduction, we will consider, on the KP hierarchy, more general
constraints than those that have actually been derived from specific matrix models, by allowing
the constraints to depend on a parameter J. That is, we introduce the constraints
Lpτ = 0, p ≥ −1 , (2.5)
with the Virasoro generators Lp as given in eq. (1.1). The parameter J, which would have
parametrized the central charge as −2(6J2 − 6J + 1), had the L≤−2 generators been involved
as well, can be thought of as the ‘spin’ (dimension) of an abstract bc system underlying the
Virasoro generators,
∑
n∈Z Lnz
−n−2 ∼ (1− J)∂bc − Jb∂c.
That the action on the KP hierarchy via the generators (1.1) is compatible with the KP flows
10
has been proved in [47] (see also [48] and references therein). Indeed, when the infinitesimal
action τ 7→ Lnτ is translated into an action on dressing operators, it becomes
K 7→ LpK ≡
(
K(J(p+ 1)Dp + PDp+1)K−1
)
−
K,
P ≡ x+∑
r≥1
rtrD
r−1 = x+ t1 + 2t2D + . . .
(2.6)
It is now completely straightforward to check [47] the compatibility of this action with the flows
(2.4), which holds irrespectively of the value of J. Hence follows, in particular, the consistency
of the hierarchy flows with the Virasoro constraints .
Note that eq. (1.2) allows us to rewrite the Virasoro generators Lp as
Lp =
(
K
(
J(p+ 1)Dp + xDp+1 +
∑
j
nj
zj −DD
p+1
)
K−1
)
−
(2.7)
and therefore the constraint
∑
p≥−1
Lpz
−p−2 = 0 (2.8)
takes a rather suggestive form10
(
K
(
−J ∂
∂z
+ x+
∑
j
nj
zj −D
) 1
z −DK
−1
)
−
= 0 . (2.9)
2.3 Why the Kontsevich-Miwa transform?
It will be shown in the subsequent sections that the Virasoro constraints (2.5) can be solved
by substituting for the tau function, considered as a function of the zj, the ansatz
τ{zj} = lim
N→∞
〈Ψ1(z1) . . .ΨN(zN )〉 (2.10)
10 From the results of [6] we know that the quasiclassical (‘dispersionless’ [49, 50]) limit of (2.7) or (2.9) would
give a reformulation of the Virasoro constraints in the Landau-Ginzburg theory. Then, by the construction of
the present paper, which relates the Virasoro constraints to the (essentially N =2) decoupling equations, the
resulting ‘quasiclassical’ equation should be a Landau-Ginzburg reformulation of the decoupling equations of a
(twisted) N=2 model.
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with 〈 〉 and the Ψj being, respectively, the chiral correlation function and primary field
operators in a conformal field theory on the z plane. These CFT ingredients will be constructed
systematically in the subsequent sections, while now we would like to consider, as a motivation,
a ‘toy’ case involving only three constraints, L−1, L0 and L1. This would already allow us to
see how the standard CFT notions can enter the game.
The Ψj operators will be identified as those of a minimal conformal model tensored with an
extra U(1) current I. The roˆle and the origin of the current will be discussed below in some
detail, but all we need to know at the moment is that the Virasoro generators can be chosen
in such a way that there is a zero background charge in the U(1) sector, and therefore the
correlators of exp βjφ(zj), φ(z) ∼
∫ zI, can be evaluated easily. Moreover, it turns out that the
exponents βj required by the dressing prescription must be equal to the nj . Thus,
〈∏
j
Ψj(zj)
〉
=
∏
k<l
(zk − zl)−nknl
〈∏
j
ψj(zj)
〉
, (2.11)
where the ψj should pertain to a minimal conformal model. Recall further the ‘projective Ward
identities’ [24]
∑
j
(
zp+1j
∂
∂zj
+ (p+ 1)zpj δj
)〈∏
j
ψj(zj)
〉
= 0 ,
p = −1, 0, 1 ,
(2.12)
where δj is the conformal dimension of ψj . This gives
∑
j
zp+1j ∂∂zj + 12
∑
k 6=j
njnk
zp+1j − zp+1k
zj − zk + (p+ 1)z
p
j δj
〈∏
j
Ψj(zj)
〉
= 0 ,
p = −1, 0, 1 .
(2.13)
It turns out that these equations are nothing but the three Virasoro constraints if we use
the Kontsevich-Miwa parametrization (1.2) 11: For p = −1, quite simply, the operator in (2.13)
is just
11The fact that the operators on the LHS of eqs. (2.13) form an sl2 algebra is of course quite trivial; less
obvious, however, is that transforming the ‘projective’ sl(2) generators into the time variables allows us to
anticipate the relations, such as eq. (2.16), between the different parameters, to be derived systematically below
from the analysis of the decoupling equations.
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∑
j
∂
∂zj
= −∑
j
nj
∑
r≥1
z−r−1j
∂
∂tr
= −∑
r≥1
(r + 1)tr+1
∂
∂tr
≡ −L−1 . (2.14)
Similarly, for p = 0 we get
−∑
j
zjnj
∑
r≥1
z−r−1j
∂
∂tr
+
1
2
∑
j
∑
k 6=j
njnk +
∑
j
δj
= −∑
r≥1
rtr
∂
∂tr
+
1
2
(∑
j
nj
)2
+
∑
j
(
δj −
n2j
2
)
= −∑
r≥1
rtr
∂
∂tr
≡ −L0 .
(2.15)
The ‘unwanted’ terms here have been cancelled by imposing the relation
δj =
1
2
n2j −
1
2
Qnj (2.16)
with Q =
∑
j nj (we will derive these relations in a more systematic way in (6.4); for a given
δj , eq. (2.16) allows us to determine the corresponding nj). And finally, for p = 1 we obtain
the operator
−∑
j
nj
∑
r≥0
z−rj
∂
∂tr+1
+
1
2
∑
j
∑
k 6=j
njnk(zj + zk) + 2
∑
j
zjδj
= −∑
j
nj
∂
∂t1
−∑
r≥1
rtr
∂
∂tr+1
+
∑
j
njzj(Q− nj) + 2
∑
j
zjδj
= −∑
r≥1
rtr
∂
∂tr+1
−Q ∂
∂t1
≡ −L1 ,
(2.17)
from which we see that Q takes the roˆle of the background charge underlying the Virasoro
generators (1.1),
Q = Q ≡ 2J− 1 . (2.18)
The above should be viewed merely as a motivation for using the Kontsevich-Miwa transform
and the ansatz (2.10) for the tau function. It is significant, however, that already such a generic
property of conformal models as the projective invariance, is captured by the standard L±1,
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L0 constraints in terms of the times tr, with the parameters involved being related as in eqs.
(2.16), (2.18).
The rest of the Virasoro constraints L≥2 no longer follow from the projective invariance
of CFT, but rather from the decoupling equations, which contain the dynamical information
about a particular minimal model. The actual derivation of the Virasoro constraints from the
decoupling equations will be considered in Sect. 5.
Searching for a most systematic approach, we will switch in the next section to the topo-
logical algebra. It is from the BRST invariance in its highest-weight representations that we
will be able to recover at the end the (specially dressed) decoupling equations, and then the
Virasoro constraints (2.5). The above relations (2.16) and (2.18) will reappear in the course of
the derivation.
3 From the twisted N = 2 and BRST invariance
to dressed null states
We start in this section with a construction of the topological algebra (1.11), and then use
this construction to ‘reduce’ the requirement of BRST invariance, taken in the form of factoring
out BRST-trivial states, to the dressed decoupling equations. The construction of the algebra
itself is level-independent, while the reduction has to be considered level by level. To legitimate
taking the topological algebra as our starting point, we show in the Appendix to this section
that the N=2 symmetry may claim the rights of the DDK formulation: in fact, the topological
algebra admits a reduction to the DDK formalism and thus can be viewed as a generalization
of it. We also comment in the Appendix on the relation between the two constructions of
the topological algebra. Only one of these will be used in the rest of the paper, and it will
eventually lead us, via the Kontsevich-Miwa transform, to the Virasoro constraints.
3.1 A ‘mirror’ BRST construction for the topological algebra
The fields used to construct our specific realization of the topological algebra include matter,
an additional U(1) current I, which will be referred to as the ‘Liouville’ current, and a c = −2
bc system. This spin-1 (anticommuting) bc system (the ηξ system, [41]) is defined by
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b(z) =
∑
n∈Z
bnz
−n−1 , c(z) =
∑
n∈Z
cnz
−n ,
{bn, cm} = δm+n,0 , b≥0|0〉gh = c>0|0〉gh = 0 .
(3.1)
The matter Virasoro generators combine with the Sugawara ‘Liouville’ contribution
− 1
2
∑
n∈Z :Im−nIn : into the generators Lm which satisfy
[Lm, Ln] = (m− n)Lm+n + d+ 1
12
(m3 −m)δm+n,0 ,
[Lm, In] = −nIm+n ,
[Im, In] = −mδm+n,0
(3.2)
where the 1 in the central charge d+1 is the U(1) contribution. We find it convenient to ‘twist’
the Virasoro generators as
L̂m = Lm +
1
2
Q(m+ 1)Im , (3.3)
where Q is the matter background charge
Q =
√
1− d
3
, (3.4)
which therefore becomes also that of the ‘Liouville’ scalar. Then, the central charge of the new
Virasoro generators is just 1− 3Q2m +1+ 3Q2L = 2, so that the corresponding formulae in (3.2)
get replaced by
[ L̂m, L̂n] = (m− n)L̂m+n + 2
12
(m3 −m)δm+n,0 ,
[ L̂m, In] = −nIm+n − 1
2
Q(m2 +m)δm+n,0 .
(3.5)
Now, centreless Virasoro generators as those in (1.11) can be constructed by adding the
c = −2 ghost contribution:
Lm = L̂m + lm, lm =
∑
n∈Z
n :bm−ncn : (3.6)
[the ghost energy-momentum tensor being Tgh(z) = − :b∂c : (z)]. Further, introducing the ghost
current i = − :bc : , we define the topological U(1) current as
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Hm = im +
√
3− c
3
Im , (3.7)
so that
[Hm,Hn] = c
3
mδm+n,0 . (3.8)
It follows that the topological algebra commutator
[Lm,Hn] = −nHm+n + c
6
(m2 +m)δm+n,0 (3.9)
can now be established provided the matter central charge d is related to the topological central
charge c by eq. (1.9).
Next, we need to construct the remaining generators of the topological algebra (1.11). As
the ghost field b is of dimension 1, the ansatz for the BRST current Q ∼ cT , which works for
c being of dimension −1 (see the Appendix to this section) does not apply here. Instead, we
can identify the modes of a spin-1 odd current Q(z) simply as
Qm = bm . (3.10)
On the other hand, it is the spin-2 fermionic field G(z) that now comprises the ‘non-trivial’
terms, usually characteristic to the BRST generators when these are built [41] using a spin-2 b
field:
Gm = 2
∑
p∈Z
cm−pL̂p + 2
√
3− c
3
∑
p∈Z
(m− p)cm−pIp +
∑
p,r∈Z
(r − p) :bm−p−rcrcp : + c
3
(m2 +m)cm .
(3.11)
To avoid misunderstanding, let us stress that the L̂p generators here include, besides the
‘improvement’ term written out explicitly in (3.3), also the Sugawara ‘Liouville’ contribution
−1
2
I2. Thus,
L̂p = Lp − 1
2
∑
n
:Ip−nIn : +
1
2
Q(p + 1)Ip (3.12)
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where the Lp are purely-matter Virasoro generators, with the central charge given by (1.9).
The coefficient in front of the second term in (3.11) (and the same coefficient in (3.7)) is
real for c < 3; the regions c < 3 and c > 3 are ‘mirrored’ in that the matter and the ‘Liouville’
take the place of each other: all the coefficients in the above ansatze for the topological algebra
generators can be kept real when going over from c < 3 to c > 3, by reversing the signature of
the fields.
All the commutation relations (1.11) can now be verified straightforwardly. We have thus
arrived at a realization of the topological algebra (1.11) and the relation (1.9) between the
central charges. It is valid, irrespective of whatever d≤1 or d≥25 matter theory is taken at the
start12. Below, we will use this realization in order to translate the BRST-invariance condition
into the matter+ ‘Liouville’ theory.
3.2 Decoupling equations from BRST invariance
Let us consider a representation of the topological algebra built on a BRST-invariant chiral
primary state |Φ〉 [37]
Q0|Φ〉 = 0, G0|Φ〉 = 0,
L≥0|Φ〉 = H≥1|Φ〉 = G≥1|Φ〉 = Q≥1|Φ〉 = 0,
H0|Φ〉 = h|Φ〉.
(3.13)
The topological U(1) charge h is thus the only non-zero parameter that distinguishes between
such states. The dimension zero condition will translate below into the ‘Kontsevich-Miwa’
dressing condition, while a ‘level-by-level’ imposition of the BRST invariance in the above
representations will give rise to the particular decoupling equations that are amenable to the
Kontsevich-Miwa transform. Namely, provided h is related to c by a certain quadratic equation
[see (6.11) for the (l, 1) case], there will be primary states which are BRST-exact and should
therefore be factored out. This is achieved by imposing equations, analogous to the decoupling
ones, which for the ghost-independent [and hence, in view of (3.10), BRST-invariant] insertions
boil down to the ‘Kontsevich-Miwa’ dressed decoupling equations. These latter will thus be
derived in the remaining part of this section, while in Sect. 5 their relation to the Virasoro
12 Note in particular that there is no need to bosonize the matter; however, when explicitly bosonizing it, a
similar construction (actually, the one discussed in the Appendix to this section) can also be arrived at via the
hamiltonian reduction [53].
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constraints will be demonstrated.
3.2.1 Level-2 reduction and the decoupling equation
We start with the simplest, level-2, case of imposing the BRST-invariance condition in a rep-
resentation of the topological algebra (1.11), to show that under the splitting, as in Sect. 3.1, of a
BRST-invariant highest-weight state into matter⊗ ‘Liouville’⊗ ghosts, the matter⊗ ‘Liouville’
part becomes a null vector dressed in such a way that it allows a subsequent application of the
Kontsevich-Miwa transform.
The BRST-invariant states, Q0|Ξ〉 = 0, at level 2 are of the form
|Ξ〉 =
(
αL2−1 + L−2 + ΓH−1L−1 +
1
2
ΓQ−1G−1
)
|Φ〉 , (3.14)
with α and Γ arbitrary so far. A crucial point is that the BRST invariance rules out the H−2
and H2−1 terms. Later, we will see that this property, which persists to higher levels, can be
put into the basis of an independent ‘direct’ derivation of the desired dressed null vectors.
Impose further on |Ξ〉 the highest-weight conditions w.r.t. the topological algebra. From
G1|Ξ〉 = 0 we find
2α + 3 + Γ
(
h+ 1 +
c
3
)
= 0 . (3.15)
Further, the constraint H1|Ξ〉 = 0 gives two equations

2αh+ Γ
(
c
3
− 1
)
= 0
1 + Γh = 0
(3.16)
All the highest-weight conditions
Q0|Ξ〉 = Q≥1|Ξ〉 = G≥1|Ξ〉 = L≥1|Ξ〉 = H≥1|Ξ〉 = 0 (3.17)
are now satisfied. Indeed, the Q1- and G2-conditions follow from the established ones via
Q1 = [Q0,H1], G2 = [H1,G1]. Further, L1 = 12{G1,Q0} follows as well, and therefore, via
[L1,Gn] = (1 − n)Gn+1 and [L1,Qn] = −nQn+1, so do G≥3 and Q≥2. Generated similarly are
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the H≥2 conditions. Finally, {G1,Q1} = 2L2−2H2, which implies the L2 and hence all the L≥2
conditions.
It follows that
2h2 − h
(
c
3
+ 1
)
+
c
3
− 1 = 0 (3.18)
from which we find two solutions
h =

c− 3
6
1
, α =

6
c− 3
c− 3
6
, Γ =

6
3− c
−1
. (3.19)
Now, the state |Ξ〉 thus constructed proves to be not only BRST-invariant, but also BRST-
exact :
|Ξ〉 = Q0
(
α
2
L−1G−1 + 1
2
G−2 + 1
2
ΓH−1G−1
)
|Φ〉 . (3.20)
Such states should be factored out, which can be accomplished by imposing certain equations on
the correlation functions involving Φ (in obvious analogy with the use of decoupling equations
to factor away null vectors from Verma modules [24, 44]).
At this point we introduce into our scheme the Miwa parameter nˆ ≡ ni as the ‘Liouville’
charge of Φ(zi), according to (3.7): we set
h =
√
3− c
3
nˆ . (3.21)
Then from eq. (3.18) nˆ is given in terms of the topological central charge, and hence in terms
of the matter central charge, by
nˆ =

−1
2
√
3− c
3√
3
3− c
, =⇒ nˆ2 = 13− d±
√
(1− d)(25− d)
24
. (3.22)
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Now, to perform the reduction to the matter⊗ ‘Liouville’ theory, we substitute for the
topological generators the expressions (3.6), (3.7), (3.10), and (3.11), and also take
|Φ〉 = |Ψ〉 ⊗ |0〉gh . (3.23)
This form of |Φ〉, with no ghost oscillators involved, means in particular that the state is BRST
invariant, b0|Φ〉 = 0. Then, using (3.1) and (3.19), we find that [for both the upper and the
lower cases in (3.19), (3.22)]:
|Ξ〉 = |Υ〉 ⊗ |0〉gh , (3.24)
where
|Υ〉 =
(
αL̂2−1 + L̂−2 + γI−1L̂−1
)
|Ψ〉
=
(
αL2−1 + L−2 + βI−2 + γI−1L−1
)
|Ψ〉
α = − 1
2nˆ2
, β = nˆ− 1
2nˆ
, γ = − 1
nˆ
.
(3.25)
The two expressions for |Υ〉 are related by eq. (3.3), in which Q = 1
nˆ
− 2nˆ, as can be found by
comparing eqs. (3.22) and (3.4).
We have thus obtained a null vector in the matter theory tensored with the ‘Liouville’:
L≥1|Υ〉 = I≥1|Υ〉 = 0. To get down to the bottom of the diagram (1.8), we subtract away from
the Virasoro generators Ln the Sugawara ‘Liouville’ contribution, and in this way recover the
usual ‘minimal’ null vector in the (d, δ) Verma module, with the central charge d given by (1.9).
As for the highest weight δ, it is found to be
δ =

−c
8
− 1
8
− c + 6
2(c− 3)
=
5− d±
√
(1− d)(25− d)
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(3.26)
which is a standard expression.
At the level of correlation functions, the condition for |Υ〉 to factor out takes the form of a
decoupling equation for correlators of the form
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〈
Ψ(zi)
∏
j 6=i
Ψj(zj)
〉
. (3.27)
Obviously, at least one operator insertion here must be that of Ψ, and thus the corresponding
insertion point zi will from now on be singled out from the rest of the zj . The other insertions,
of dimensions13 ∆j and U(1) charges nj , may or may not coincide with Ψ.
In order to derive the decoupling equations from the conditions 〈Υ(zi)∏j 6=iΨj(zj)〉 = 0,
we proceed in the standard way [24], but in addition restrict ourselves to a subspace of those
operators Ψj whose dimensions and U(1) charges are related by the ‘Kontsevich-Miwa’ dressing
condition:
∆j = −1
2
Qnj
(l=2)
= (nˆ2 − 1
2
)
nj
nˆ
. (3.28)
From the point of view of the matter+ ‘Liouville’ theory, this dressing condition just says that
the scalar φ(z) ∼ ∫ zI enters vertex operators with an exponent determined by the matter
part. However, we also know the ‘invariant’ meaning of (3.28), which is tantamount to saying
that the ̂-dimension of Ψj is zero, and therefore, for ghost-independent insertions, so is the
‘topological’ L-dimension; thus the Ψj are ghost-independent representatives of chiral primary
fields. In fact, the dressing condition (3.28) is the same as (2.16), with ∆j the sum of the
matter dimension δj and the Sugawara U(1) contribution −12n2j (and therefore, in view of the
general arguments of Sect. 2.3, the first of the equations in (3.28) should hold irrespectively of
decoupling equations).
Then, we arrive at a ‘dressed’ decoupling equation, which reads14
− 12n2i
∂2
∂z2i
+
1
ni
∑
j 6=i
1
zj − zi
(
nj
∂
∂zi
− ni ∂
∂zj
)
〈
Ψ(zi)
∏
j 6=i
Ψj(zj)
〉
= 0 , (3.29)
with Ψ being the dressed ‘21’ operator. As we will see in Sect. 5.1, this equation is essentially
the same as the Virasoro constraints (1.3).
13Dimensions refer to those as evaluated in the matter+ ‘Liouville’ theory, by operator product expansions
with the energy-momentum tensor T (z) =
∑
z−n−2Ln.
14This has the form of a ‘continuum’ version of the ‘discrete’ master equation from [17]; see ref. [21] for a
discussion of this point. The same equation appeared recently in the solution of the Calogero model [51].
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3.2.2 Level-3 reduction and the decoupling equation
The story is much the same for level 3. The BRST invariance in our realization of the
topological algebra serves as a principle that fixes the special form of a null state, which we will
recognize below as being required for the application of the Kontsevich-Miwa transform. That
is, for a level-3 topological algebra state
|Ξ〉 = (αL3−1 − 2L−2L−1 + βH−3 + γH−2L−1 + δL−3 + ǫH−1L−2
+ µH2−1L−1 + νH−1L2−1 + κH−1H−2 + ρH3−1
+ aQ−2G−1 + eQ−1G−2 + fL−1Q−1G−1 + gH−1Q−1G−1)|Φ〉 ,
(3.30)
we first demand that it be BRST-invariant, Q0|Ξ〉 = 0. It follows that ρ = 0 and then β = κ = 0
(no pure-H terms, as was the case for level 2) along with several other relations. Thus,
|Ξ〉 = (αL3−1 − 2L−2L−1 + γH−2L−1 + δL−3 + 2bH−1L−2 + gH2−1L−1 + 2fH−1L2−1
+ aQ−2G−1 + eQ−1G−2 + fL−1Q−1G−1 + gH−1Q−1G−1)|Φ〉 ,
(3.31)
where γ = 2a+ 2f − g. Further, from H1|Ξ〉 = 0 we find,
f =
3
2h
, α =
3− c
3h2
, a =
c + 9− 6h
6− 2c ,
e =
−3h
3− c , g =
6
3− c , γ =
c + 3− 6h
3− c +
3
h
,
δ = −γh = 6h
2 − h(c + 3)− 9 + 3c
3− c .
(3.32)
Then, the condition G1|Ξ〉 = 0 leads to the quadratic equation
h2 − c+ 3
3
h+
2
3
(c− 3) = 0 , (3.33)
whence
h =

c
3
− 1
2
. (3.34)
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Now, we use the same formula (3.21) as above to introduce a Miwa parameter nˆ (this formula
is independent of the level and reflects only the structure (3.7) of the topological current). Then
it follows from (3.32)
α =
1
nˆ2
, γ =
{
1− 1
nˆ2
− nˆ2
2
+ 1
2
, a =
{
1
2
+ 2
nˆ2
− 1
2
,
e =
{
1
− nˆ2
2
, g =
{
2
nˆ2
nˆ2
2
, f =
{ − 3
2nˆ2
3
4
,
δ = nˆ2 − 1 .
(3.35)
To see how the matter⊗U(1)-null vector arises, consider now that part of (the first seven
terms from) the RHS of (3.31) which contains no ghosts. It reads
αL̂3−1 − 2L̂−2L̂−1 + γ
√
3− c
3
I−2L̂−1 + δL̂−3
+ 2e
√
3− c
3
I−1L̂−2 + g
3− c
3
I2−1L̂−1 + 2f
√
3− c
3
I−1L̂
2
−1
(3.36)
We substitute here, as it follows from (3.34) and (3.7):
√
3− c
3
=

−nˆ
2
nˆ
(3.37)
and act with the operator (3.36) onto the state |Ψ〉, where |Φ〉 = |Ψ〉 ⊗ |0〉gh. Then, for both
the upper and the lower cases , we arrive at the following null state of the (L, I) (or (L̂, I))
algebra:
|Υ〉 =
(
1
nˆ2
L̂3−1 − 2L̂−2L̂−1 +
1− nˆ2
nˆ
I−2L̂−1 + (nˆ
2 − 1)L̂−3 − 2nˆI−1L̂−2
+ 2I2−1L̂−1 +
3
nˆ
I−1L̂
2
−1
)
|Ψ〉
=
(
1
nˆ2
L3−1 − 2L−2L−1 +
3− 2nˆ2
nˆ
I−2L−1 + (nˆ
2 − 1)L−3 − 2nˆI−1L−2
+ 2I2−1L−1 +
3
nˆ
I−1L
2
−1 +
(nˆ2 − 1)(nˆ2 − 2)
nˆ
I−3 + (2− nˆ2)I−1I−2
)
|Ψ〉
(3.38)
where, as follows from the previous formulae,
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nˆ2 =
13− d±
√
(1− d)(25− d)
6
, (3.39)
and
Q =
2
nˆ
− nˆ , (3.40)
so that the shift (3.3) takes the form
L̂m = Lm +
1
2
(m+ 1)
2− nˆ2
nˆ
Im . (3.41)
The absence of the pure-I terms in the null state obtained by the action of L̂’s, eq. (3.38), is
a consequence of the BRST invariance, which we have seen to suppress the pure-H terms. On
the other hand it is just the condition that the pure-I terms be absent that is crucial for the
application of the Kontsevich-Miwa transform to the corresponding decoupling equation. This
pattern repeats at higher levels, as the vanishing of the I l−1 term in the level-l tensor product
decoupling equation.
By the above construction, the ‘dressed’ decoupling equation corresponding to the above null
vector will be just a particular case of implementing the BRST-invariance principle ImQ ∼ 0 for
correlators comprising only ghost-free representatives of chiral primary fields. The dimension-
zero condition, as before, becomes the ‘Kontsevich-Miwa’ dressing prescription, which now
reads
∆j =
1
2
(nˆ2 − 2)nj
nˆ
. (3.42)
Then, we arrive at the decoupling equation
Ô
〈
Ψ(zi)
∏
j 6=i
Ψj(zj)
〉
= 0 (3.43)
where
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Ô = 1
nˆ2
∂3
∂z3i
+
∑
j 6=i
1− nˆ2
(zj − zi)2
(
∂
∂zj
− nj
nˆ
∂
∂zi
)
+
∑
j 6=i
1
zj − zi
(
2
∂2
∂zj∂zi
− 3nj
nˆ
∂2
∂zi2
)
− 2∑
j 6=i
∑
k 6=i
nk
(zj − zi)(zk − zi)
(
nˆ
∂
∂zj
− nj ∂
∂zi
)
.
(3.44)
This decoupling operator is further studied in Sect. 5, where we show how it can be related to
the Virasoro constraints in terms of the KP times tr.
Appendix: DDK formalism from N = 2
As has been noticed in the Introduction, our starting point, the topological algebra, allows us
to recover, besides the ‘Kontsevich-Miwa’-dressed matter, also the DDK dressing prescription.
To this end, one should consider, instead of the ansatz (3.6), (3.7), (3.10), (3.11), another
reduction of the topological algebra to matter + ‘Liouville’ + ghosts [40]. Namely, let us split
away from the topological generators a spin-2 ghost system. Using the same notations as in
Sect. 3 (although the ghost system is actually different), we write
Lm = L̂m + lm, lm ≡
∑
n∈Z
(m+ n) :bm−ncn : (3.A1)
Then the central charge read off from the [L̂m, L̂n] commutator is 26. Further, the DDK dressing
prescription [31, 32] can be recovered as follows. Recall that for a spin-λ ghost system, the SL2
invariant vacuum state |0〉 is characterized by [41],
b>−λ|0〉 = c≥λ|0〉 = 0 (3.A2)
[a particular case of which we have already met in (3.1)]. For the reparametrization ghosts it
is thus only the c≥2 out of the cn modes that annihilate the vacuum, which allows us to split
the topological algebra states as
|Φ〉 = |Ψ〉 ⊗ c1|0〉 . (3.A3)
In view of (3.A1) and (3.17), this implies that the L̂-dimension of Ψ is ∆̂ = 1. Clearly, the
same holds for all the other chiral primary states Φj : splitting them as
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|Φj〉 = |Ψj〉 ⊗ c1|0〉 , (3.A4)
we arrive at the conditions
∆̂j = 1 , (3.A5)
which will fix the DDK dressing prescription as soon as the background charges are known.
Thus, to complete the derivation, let us first give the expression for the BRST current modes:
Qm = 2
∑
p∈Z
cm−pL̂p+
∑
p,r∈Z
(p−r) :bm−p−rcpcr : +2
√
3− c
3
m
∑
p∈Z
cm−pIp+
c
3
(m2−m)cm . (3.A6)
As to the L̂p generators, note that the comment below eq. (3.11) applies in the present case as
well. Now, with the superpartner of the energy-momentum tensor being
Gm = bm , (3.A7)
we use the {Gm,Qn} commutator to find that the topological current is given by
Hm =
∑
n∈Z
:bm−ncn : −
√
3− c
3
Im . (3.A8)
From the [Lm,Hn] commutator we can now derive
[L̂m, In] = −nIm+n −
√
3
3− c
c− 9
6
(m2 +m)δm+n,0 . (3.A9)
The anomaly thus emerging can be expressed as
−
√
3
3− c
c− 9
6
= −1
2
√
25− d
3
≡ −1
2
QL , (3.A10)
where QL is the standard background charge of the Liouville scalar. Let us note that the
construction (3.A1), (3.A6)–(3.A8), [40], for the topological generators was generalized recently
to include the W3 generators [53].
26
The existence of just two ‘bosonizations’ of the topological algebra in terms of matter,
‘Liouville’ and ghosts, follows, according to an observation by Dijkgraaf [52], from the two
possible twistings of the proper N =2 algebra. Both the ‘spin-1’ construction of Sect. 3.1 and
the above ‘spin-2’ version are different twistings of a ‘spin-3
2
’ construction. Indeed, consider
the N=2 algebra (we have once again changed the notations, the Lp now being the untwisted
generators)
[Lm,Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0 , [Hm,Hn] = c
3
mδm+n,0 ,[
Lm,G±r
]
=
(
m
2
− r
)
G±m+r , [Hm,G±r ] = ±G±m+r ,
[Lm,Hn] = − nHm+n{
G−r ,G+s
}
= 2Lr+s − (r − s)Hr+s + c
3
(r2 − 1
4
)δr+s,0 ,
(3.A11)
where the G± have spin 3
2
and are half-integer moded. One of the fields G±(z) can be identified
with the b field of a spin-3
2
bc system:
br = G−r . (3.A12)
Let then c be the conjugate, spin-(−1
2
) field. The bc theory is defined as before, by {br, cs}=
δr+s,0 and relations (3.A2) for λ=
3
2
; the energy-momentum tensor and the ghost current read
lm =
∑
r
(
r +
m
2
)
:bm−rcr : , im = −
∑
r
:bm−rcr : . (3.A13)
Now, let
Q = − c+ 3√
3(3− c)
, QL =
c− 9√
3(3− c)
(3.A14)
(which is real for c<3), and represent the U(1) current H as
Hm = im − 1
2
(QL −Q)Im , (3.A15)
27
where, as before, [Im, In] =−mδm+n,0. Similarly, for the Virasoro generators Lm, introduced
via
Lm = Lm + 1
4
(QL +Q)(m+ 1)Im + lm , (3.A16)
we find the central charge d + 1 with d given by (1.9), and therefore, after subtracting the
Sugawara U(1) contribution as in (3.12), we arrive at the ‘matter’ Virasoro generators with
central charge d. We have already seen that, when reexpressed in terms of d, QL becomes the
standard Liouville background charge
√
25−d
3
, while Q coincides with the matter background
charge
√
1−d
3
. Finally, we construct
G+r = 2
∑
n
cr−nLn+
∑
s,q
(s−q) :br−s−qcscq : +
∑
n
(QLn+(Q−QL)r+ 12Q+ 12QL)cr−nIn+
c
3
(r2− 1
4
)cr .
(3.A17)
There are, as usual, just two possibilities to twist the algebra (3.A11), with either G+ or G−
acquiring spin 2. The first twisting is accomplished by setting
L(1)m = Lm +
1
2
(m+ 1)Hm ,
c(1)m = cm+ 1
2
, b(1)m = bm− 1
2
,
H(1)m = Hm ,
G(1)m = G+m+ 1
2
, Q(1)n = G−n− 1
2
,
(3.A18)
which, after dropping the superscript (1), reproduces our spin-1 construction in Sect. 3.1, with
L̂m = Lm +
1
2
Q(m+ 1)Im . (3.A19)
Alternatively, to make G− of spin 2, we set
L(2)m = Lm −
1
2
(m+ 1)Hm ,
c(2)m = cm− 1
2
, b(2)m = bm+ 1
2
,
H(2)m = −Hm ,
G(2)m = G−m+ 1
2
, Q(2)n = G+n− 1
2
,
L̂m = Lm +
1
2
QL(m+ 1)Im ,
(3.A20)
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which leads us back to the above spin-2 construction.
The roˆles of the BRST operator Q0 and its spin-2 superpartner G0 are therefore ‘dual’
to each other in the two twisted constructions, with one of these operators being ‘simple’
(coinciding with the b field) and the other one ‘complicated’. To preserve the physical content
(the cohomologies), one should therefore consider equivariant cohomologies, thus introducing
both Q0 and G0 into the consideration, so as to ensure the equivalence between the two twisted
versions.
4 Dressed null states via a direct construction
On the way from the twisted N =2 symmetry to the Virasoro constraints imposed by the
operators (1.1), we have arrived at the ‘dressed decoupling equations’, such as (3.29) and (3.43)–
(3.44). These can also be obtained by a direct construction, which may be useful in practice.
The construction amounts to specifying a way to restrict from the most general tensor product
decoupling equation in the matter⊗ ‘Liouville’ theory. As was noted above, a characteristic
feature that the null states (3.25) and (3.38) inherit from the BRST invariance, is the absence of
the a priori possible I−1
l terms where l is the level. This property, as we will see, can be used to
characterize the required null states, and is one out of the two basic conditions that we impose,
the other one being the ‘Kontsevich-Miwa’ condition on dressing field operators. Together,
these two will bring the corresponding decoupling operators to the final form amenable to the
Kontsevich-Miwa transform, which at the same time coincides with what would follow from
the N =2 machinery. We first demonstrate this approach for level 3, and then use it to arrive
at the appropriately dressed decoupling equation at level 4. The reader wishing to perform the
next step, the actual transformation to the Virasoro constraints, may skip to Sect. 5.
In the tensor product theory comprising the energy-momentum tensor T (z) =
∑
n∈Z Lnz
−n−2
and the U(1) current I(z) =
∑
n∈Z Inz
−n−1, with the commutation relations as written out in
(3.2), let Ψ be a primary field with conformal dimension ∆ and U(1) charge nˆ. We now consider
levels 3 and 4 separately.
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4.1 Dressing at level 3
It is straightforward to check that the most general level-3 null vector w.r.t. the semidirect
product of Virasoro with the U(1) will result from the action on |Ψ〉 of the following operator:
O ≡ δL−3 − 2L−2L−1 + 1
δ + 1
L3−1 −
δ + 1− 3nˆ2
δ + 1
I2−1L−1 − nˆ
2δ − 1
δ + 1
I−2L−1 − 2nˆI−1L−2
+
3nˆ
δ + 1
I−1L
2
−1 +
δ2 + δ − 2δnˆ2 + nˆ2
δ + 1
I−1I−2 − nˆδ + 1− nˆ
2
δ + 1
I3−1 + nˆ
δ(δ − 1)
δ + 1
I−3
(4.1)
provided δ ≡ δi, which is the matter dimension of Ψ, according to
δ = ∆−
(
− nˆ
2
2
)
, (4.2)
is given by
δ =
7− d∓
√
(1− d)(25− d)
6
. (4.3)
(It is understood that for the (p′, p) minimal model, d = 1− 6(p′−p)2
p′p
.)
As explained above, we can convert the condition O|Ψ〉 = 0 into a decoupling equation of
the form of (3.43), in which this time we have
Ô ≡ 1
δ + 1
∂3
∂z3i
− δ∑
j 6=i
{
1
(zj − zi)2
∂
∂zj
− 2∆j
(zj − zi)3
}
+ 2
∑
j 6=i
{
1
zj − zi
∂
∂zj
− ∆j
(zj − zi)2
}
∂
∂zi
− δ − 3nˆ
2 + 1
δ + 1
∑
j, k
j 6=i, k 6=i
njnk
(zj − zi)(zk − zi)
∂
∂zi
+ nˆ
2δ − 1
δ + 1
∑
j 6=i
nj
(zj − zi)2
∂
∂zi
− 2nˆ ∑
j, k
j 6=i, k 6=i
nj
(zj − zi)(zk − zi)
∂
∂zk
− 3nˆ
δ + 1
∑
j 6=i
nj
zj − zi
∂2
∂zi2
+
δ2 + δ − 2nˆ2δ + nˆ2
δ + 1
∑
j, k
j 6=i, k 6=i
njnk
(zj − zi)(zk − zi)2 + 2nˆ
∑
j, k
j 6=i, k 6=i
nj∆k
(zj − zi)(zk − zi)2
+ nˆ
δ + 1− nˆ2
δ + 1
∑
j, k, l
j 6=i, k 6=i, l 6=i
njnknl
(zj − zi)(zk − zi)(zl − zi) − nˆ
δ(δ − 1)
δ + 1
∑
j 6=i
nj
(zj − zi)3 .
(4.4)
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However, the null vector O|Ψ〉 with O as in (4.1) allows too much arbitrariness, as the values
of ∆ and nˆ2 cannot be fixed separately: there is a one-parametric freedom which reflects the
fact that we have extended the matter theory by a current. This extra freedom can be killed
by restricting to a more special form of the operator (4.1), achieved by demanding that the
coefficient in front of the I3−1 term vanish, which amounts to setting
δ = nˆ2 − 1 . (4.5)
The next step consists in restricting to a subsector of those operators whose dimensions and
U(1) charges satisfy the ‘Kontsevich-Miwa’ dressing condition (3.42). This allows us, in the
decoupling equation, to get rid of the terms
∑
j, k
j 6=i, k 6=i
nˆj
(zi − zj)(zk − zi)2
{
(2− nˆ2)nk + 2nˆ∆k
}〈
Ψ(zi)
∏
j 6=i
Ψj(zj)
〉
, (4.6)
which do not have analogues in (3.43), (3.44). As a result of (4.5) and (3.42), the decoupling
operator (4.4) takes exactly the form (3.44). The present derivation allows us to see by what
kind of restrictions this special form is characterized among the general family (4.4). In the
next subsection we demonstrate how a similar argument allows us to arrive at the dressed null
vectors at level 4.
4.2 Dressing at level 4
At level 4, the null vectors exist over ‘41’ (and ‘14’) and ‘22’ states, and so do of course the
dressed null vectors. We are going to consider them separately.
4.2.1 Dressed null vectors over the ‘41’ state
Consider first the ‘41’ case. The general null vector in the semidirect product of Virasoro
with U(1) reads
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|Υ41〉 =
(
25(2∆+ nˆ2 + 3)L−2L
2
−1 + 50(2∆ + nˆ
2 + 3)nˆI−1L−2L−1
− (8nˆ4 + 32nˆ2∆+ 23nˆ2 + 32∆2 + 46∆− 3)L−3L−1 − 75nˆI−1L3−1
− 75
4
L4−1 + 25(−2nˆ3 + 2nˆ∆+ 3nˆ)I3−1L−1 + 25(32 − 4nˆ2 +∆)I2−1L2−1
+ 25(nˆ3 + 2nˆ∆− 3
2
nˆ)I−2L
2
−1 − (27 + 3nˆ4 + 12nˆ2∆+ 18nˆ2 + 12∆2 + 36∆)L2−2
+ (81
5
+ 8
5
nˆ6+ 48
5
nˆ4∆+ 32
5
nˆ4+ 96
5
nˆ2∆2+ 128
5
nˆ2∆+ 51
5
nˆ2+ 64
5
∆3+ 128
5
∆2+ 102
5
∆)L−4
+ (−8nˆ5 − 32nˆ3∆+ 27nˆ3 − 32nˆ∆2 + 54nˆ∆+ 3nˆ)I−3L−1
+ (−27 + 22nˆ4 + 38nˆ2∆+ 57nˆ2 − 12∆2 − 36∆)I2−1L−2
− (6nˆ5 + 24nˆ3∆+ 11nˆ3 + 24nˆ∆2 + 22nˆ∆− 21nˆ)I−2L−2
− (8nˆ5 + 32nˆ3∆+ 23nˆ3 + 32nˆ∆2 + 46nˆ∆− 3nˆ)I−1L−3
+ (3 + 42nˆ4 + 68nˆ2∆− 98nˆ2 − 32∆2 − 46∆)I−2I−1L−1
+ (−27
4
− 7nˆ4 + 22nˆ2∆+ 33nˆ2 − 3∆2 − 9∆)I4−1
+ (8
5
nˆ7 + 48
5
nˆ5∆− 38
5
nˆ5 + 96
5
nˆ3∆2 − 152
5
nˆ3∆+ 6
5
nˆ3 + 64
5
nˆ∆3 − 152
5
nˆ∆2 + 12
5
nˆ∆+ 27
10
nˆ)I−4
+ (81
10
− 11
5
nˆ6 − 36
5
nˆ4∆+ 51
5
nˆ4 − 12
5
nˆ2∆2 + 134
5
nˆ2∆− 63
20
nˆ2 + 32
5
∆3 + 64
5
∆2 + 51
5
∆)I2−2
+ (−54
5
− 32
5
nˆ6 − 112
5
nˆ4∆+ 152
5
nˆ4 − 64
5
nˆ2∆2 + 338
5
nˆ2∆− 24
5
nˆ2 + 64
5
∆3 + 68
5
∆2 − 78
5
∆)I−3I−1
+ (14nˆ5 + 6nˆ3∆− 66nˆ3 − 44nˆ∆2 − 57nˆ∆+ 27
2
nˆ)I−2I
2
−1
)
|Ψ41〉 .
(4.7)
Here, as before, the ‘dressed’ dimension ∆ is related to the matter dimension δ of Ψ via eq.
(4.2), while
δ =
41− 5d+ 5
√
(1− d)(25− d)
16
. (4.8)
Now, there are two possibilities to get rid of the I4−1 term. One of these is to set (cf. (4.5))
nˆ2 =
6∆+ 9
2
=
6δ + 9
5
. (4.9)
Then, eq. (4.7) becomes
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|Υ41〉 =
(
L−2L
2
−1 + 2nˆI−1L−2L−1 −
(
8nˆ2
15
− 1
)
L−3L−1 − 9
5nˆ
I−1L
3
−1 −
9
20nˆ2
L4−1
− 4nˆ
5
I3−1L−1 −
11
5
I2−1L
2
−1 +
(
nˆ− 27
10nˆ
)
I−2L
2
−1 −
nˆ2
5
L2−2
+
(
8nˆ4
45
− 8nˆ
2
15
+
3
5
)
L−4 −
(
8nˆ3
15
− 3nˆ+ 18
5nˆ
)
I−3L−1 +
4
5
nˆ2I2−1L−2
−
(
2nˆ3
5
− nˆ
)
I−2L−2 −
(
8nˆ3
15
− nˆ
)
I−1L−3 +
(
22nˆ2
15
− 22
5
)
I−2I−1L−1
+
3
5nˆ
(
8nˆ6
27
− 22nˆ
4
9
+ 6nˆ2 − 9
2
)
I−4 − 3
5
(
5nˆ4
27
− 11nˆ
2
9
− 33
4
)
I2−2
− 3
5
(
16nˆ4
27
− 34nˆ
2
9
− 27
)
I−3I−1 +
(
4nˆ3
15
− 6nˆ
5
)
I−2I
2
−1
)
|Ψ41〉 .
(4.10)
The corresponding decoupling operator Ô ≡ Ô(4) [see (3.43)] takes the form
Ô(4) = − 9
20n2i
∂4i +
∑
j 6=i
1
zj − zi
(
−∂j∂2i +
9nj
5ni
∂3i
)
+
∑
j 6=i
1
(zj − zi)2
{(
8n2i
15
− 1
)
∂i∂j −
(
2ni
3
− 6
5ni
)
nj∂
2
i
}
+
∑
j 6=i
∑
k 6=i
1
(zj − zi)(zk − zi)
(
2nink∂j∂i − 11
5
njnk∂
2
i −
n2i
5
∂k∂j
)
+
∑
j 6=i
1
(zj − zi)3
(
−8n
3
i
45
+
11ni
15
− 3
5ni
)
(ni∂j − nj∂i)
+
∑
j 6=i
∑
k 6=i
1
(zj−zi)(zk−zi)2
{(
1−8n
2
i
15
)
nj(ni∂k − nk∂i) +
(
2
5
− 4n
2
i
15
)
nk(ni∂j − nj∂i)
}
− 4
5
∑
j 6=i
∑
k 6=i
∑
l 6=i
ninknl
(zj − zi)(zk − zi)(zl − zi)(ni∂j − nj∂i) ,
(4.11)
where ∂j = ∂/∂zj (and where, let us recall, ni ≡ nˆ).
We have seen that the level-2 and level-3 dressing conditions (3.28) and (3.42) are described
by the same ‘universal’ (level-independent) formula
∆j = −1
2
Qnj , (4.12)
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where Q is the corresponding matter background charge, so that the ̂-dimensions are always
zero,
∆̂j = 0 , (4.13)
which is what remains of the underlying topological symmetry (zero ‘twisted’ dimensions of
the chiral primary fields). The same condition (4.12) holds in the present case as well, with
the background charge, as deduced from (4.8) and (4.9), being given in terms of the Miwa
parameter nˆ ≡ ni as
Q =
3
nˆ
− 2nˆ
3
(l = 4). (4.14)
In the next section we will show that this is indeed the background charge of the Virasoro
generators of the type of (1.1), through which the operator Ô(4) factorizes.
The other possibility to kill the I4−1 term over the ‘41’ state is
nˆ2 =
2∆+ 3
14
=
2δ + 3
15
, (4.15)
with δ as in (4.8). The relation between the Miwa parameter and the background charge is
now
Q = 2nˆ− 1
nˆ
. (4.16)
However, with this value of Q the dressing condition (4.12) would not be satisfied unless nˆ2 = 1
4
.
The matter central charge is then d=−2, while the corresponding null vector itself is in the
intersection of the ‘22’ and ‘41’ null vectors, which we discuss later, at the end of Sect. 4.2.2.
4.2.2 Dressed null vectors over the ‘22’ state
As has been noted above, there are more possibilities at level 4: in addition to (4.7), a null
vector exists over the ‘22’ state:
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|Υ22〉 =
(
(2∆ + nˆ2 + 3)L−2L
2
−1 + 2nˆ(2∆ + nˆ
2 + 3)I−1L−2L−1 + (nˆ
2 + 2∆− 3
2
)L−3L−1
− 3nˆI−1L3−1 − 34L4−1 + (−2nˆ3 + 2nˆ∆+ 3nˆ)I3−1L−1 + (32 − 4nˆ2 +∆)I2−1L2−1
+ (nˆ3 + 2nˆ∆− 3
2
nˆ)I−2L
2
−1 − (13 nˆ4 + 43 nˆ2∆+ 2nˆ2 + 43∆2+4∆)L2−2 + (32 nˆ2+3∆)L−4
+ (3nˆ3 + 6nˆ∆− 3
2
nˆ)I−3L−1 + (
2
3
nˆ4 + 2
3
nˆ2∆+ nˆ2 − 4
3
∆2 − 4∆)I2−1L−2
− (2
3
nˆ5 + 8
3
nˆ3∆+ 3nˆ3 + 8
3
nˆ∆2 + 6nˆ∆− 3nˆ)I−2L−2
+ (nˆ3 + 2nˆ∆− 3
2
nˆ)I−1L−3 + (−32 + 2nˆ4 + 4nˆ2∆− 2nˆ2 + 2∆)I−2I−1L−1
+ (−1
3
nˆ4 + 2
3
nˆ2∆+ nˆ2 − 1
3
∆2 −∆)I4−1 + (−23 nˆ5 − 83 nˆ3∆+ 12 nˆ3 − 83 nˆ∆2 + nˆ∆)I−4
+ (−1
3
nˆ6 − 4
3
nˆ4∆− nˆ4 − 4
3
nˆ2∆2 − 2nˆ2∆+ 3
2
nˆ2 + 3
2
∆)I2−2
+ (8
3
nˆ4 + 14
3
nˆ2∆−2nˆ2 − 4
3
∆2−∆)I−3I−1 + (23 nˆ5 + 23 nˆ3∆− 2nˆ3 − 43 nˆ∆2−nˆ∆)I−2I2−1
)
|Ψ22〉
(4.17)
As before, we demand that the I4−1 term vanish. The corresponding equation reads, in terms
of the matter dimension δ [see (4.2)],
9nˆ4 − 12nˆ2δ − 18nˆ2 + 4δ2 + 12δ = 0, (4.18)
whence
nˆ2 =
2δ + 3± 3
3
. (4.19)
If we recall that δ is now related to the matter central charge d via δ = 1−d
8
, we get
nˆ2 =
13− d± 12
12
. (4.20)
To see what these two possibilities mean, consider the coefficient Cj of the terms
∑
j 6=i
∑
k 6=i
Cjnˆk
(zj − zi)3(zk − zi) (4.21)
in the decoupling equation corresponding to the null vector (4.17). It is equal to
Cj = −2nˆ
(
nˆ2 + 2∆− 3
2
)
∆j +
(
8
3
nˆ4 +
14
3
nˆ2∆− 2nˆ2 − 4
3
∆2 −∆
)
nj , (4.22)
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where the notations are the same as before, with nj and ∆j being, respectively, the ‘Liouville’
charge and the total dimension of the insertion Ψj(zj), while ni ≡ nˆ and ∆i ≡ ∆. Similarly to
(4.6), the terms (4.21) have to vanish by virtue of a dressing prescription. The vanishing of Ci
gives
nˆ2 =
2δ
3
or δ =
3
8
. (4.23)
The first case reproduces the ‘−’ case in (4.19) and (4.20). It will also agree with the dressing
condition (4.12), i.e. ∆j = −12Qnj ≡ −12
√
(1− d)/3nj for j = i once we choose
nˆ = −
√
1− d
12
. (4.24)
Then, the corresponding null vector takes the form
|Υ22〉 =
(
L̂−2L̂
2
−1 + 2nˆI−1L̂−2L̂−1 +
nˆ2 − 1
2
nˆ2 + 1
L̂−3L̂−1 − nˆ
nˆ2 + 1
I−1L̂
3
−1
− nˆ
4 + 2nˆ2
nˆ2 + 1
L̂2−2 +
3
2
nˆ2
nˆ2 + 1
L̂−4 +
nˆ3 + nˆ
2
nˆ2 + 1
I−3L̂−1 −
1
4
nˆ2 + 1
L̂4−1
+
nˆ
nˆ2 + 1
I3−1L̂−1 +
1
2
− nˆ2
nˆ2 + 1
I2−1L̂
2
−1 −
3
2
nˆ
nˆ2 + 1
I−2L̂
2
−1 −
nˆ2
nˆ2 + 1
I2−1L̂−2
+ nˆI−2L̂−2 +
nˆ3 − 1
2
nˆ
nˆ2 + 1
I−1L̂−3 − 2nˆ
2 + 1
2
nˆ2 + 1
I−2I−1L̂−1
)
|Ψ22〉 ,
(4.25)
where L̂m is defined by the same formula (3.3) as before, but this time with
Q = −2nˆ (l = 2, l′ = 2). (4.26)
It is now straightforward to arrive at the decoupling equation of the type of (3.43) with
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Ô(22) = −1
4
∂4i +
∑
j 6=i
1
zj − zi
{
ninj∂
3
i − (n2i + 1)∂j∂2i
}
+
∑
j 6=i
n3i +
ni
2
(zj − zi)3 (ni∂j − nj∂i)
+
∑
j 6=i
∑
k 6=i
1
(zj − zi)(zk − zi)
{
(1
2
− n2i )njnk∂2i + 2ninj(n2i + 1)∂i∂k − (n2i + 2)n2i ∂j∂k
}
+
∑
j 6=i
1
(zj − zi)2
{
(1
2
− n2i )∂i∂j + 32ninj∂2i
}
+
∑
j 6=i
∑
k 6=i
∑
l 6=i
ninknl
(zj − zi)(zk − zi)(zl − zi)(ni∂j − nj∂i)
+
∑
j 6=i
∑
k 6=i
1
(zj − zi)(zk − zi)2
{
(n2i + 1)nk(ni∂j − nj∂i) + (n2i − 12)nj(ni∂k − nk∂i)
}
.
(4.27)
We proceed with this operator in (5.49), where we establish its relation to the Virasoro con-
straints with the background charge given by eq. (4.26).
The other possibility in (4.19) is nˆ2 = 2δ
3
+ 2 = 25−d
12
. Therefore, ∆ = −d+11
12
, which can be
reconciled with the dressing condition ∆ = −1
2
√
(1− d)/3 nˆ only for the ‘topological’ [45] value
d = −2 of the matter central charge [or, c=0 according to (1.9)]. Then, δ = 1−(−2)
8
= 3
8
, which
is the other case encountered in (4.23). To summarize,
∆ = −3
4
, Q = 1 , nˆ =
3
2
, d = −2 , (4.28)
which thus applies to a particular type of matter, that consisting of spin-1 ghosts. Upon
substituting (4.28) into the null vector (4.17), we find that the latter becomes identical to the
‘41’ null vector (4.10) with ni fixed to its value (4.28), ni =
3
2
. In fact, the question of when the
‘41’ and ‘22’ null vectors may coincide can be asked first for the ‘bare’ (purely minimal-model)
null vectors. It is not difficult to see that this does indeed happen at the above value of the
matter central charge d=−2 (hence the dimension δ= 3
8
), but also at d=28 (δ=−27
8
). Then,
the corresponding ‘dressed’ null vectors, (4.7) and (4.17), coincide as well, and we can ask next
if the I4−1 term vanishes. When d=−2, the coefficient in front of the I4−1 term is proportional
to
(
nˆ2 − 9
4
)(
nˆ2 − 1
4
)
, (4.29)
while at d=28 this gets replaced by
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(
nˆ2 +
9
4
)(
nˆ2 +
1
4
)
. (4.30)
Thus, the ‘Liouville’ charge becomes imaginary for d = 26− (−2). The imaginary unit can be
absorbed into the ‘liouville’ current, thereby reversing its signature and giving it the roˆle of a
matter, while the matter itself, by the same procedure, becomes a ‘Liouville’ theory. Let us
therefore concentrate on the case (4.29), d=2. Then the background charge Q =
√
1−d
3
= 1,
and substituting this together with ∆ = δ − nˆ2
2
= 3
8
− nˆ2
2
into the dressing condition (4.12), we
find
nˆ =

3
2
−1
2
(4.31)
which belongs to the roots of (4.29). The upper value, which we have already met in (4.28),
satisfies also eq. (4.14), while the lower one agrees with both (4.15) and (4.26). We have thus
seen how the ‘exceptional’ case (4.28), and the null vector considered at the end of Sect. 4.2.1,
both fit into the pattern of ‘intersections’ between the ‘22’ and ‘41’ null vectors.
5 From dressed null states to the Virasoro constraints
We have considered in the previous sections the implications of the ‘mirror’ BRST invariance
in the form of the ‘Kontsevich-Miwa’ dressed decoupling equations. In what follows we study
its implications for correlators of ghost-independent chiral primary fields (hence, as before, of
total ̂-dimension zero). We can observe an interesting property by invoking the Kontsevich-
Miwa transform, i.e. interpreting the zj and nj in (4.11), and (4.27) as the ingredients of
the parametrization (1.2). Namely, we will show that the decoupling operators constructed
according to the above recipe ‘tend to’ factorize through the Virasoro generators (1.1). The
complete factorization occurs for the (l, 1) decoupling equations, while for the (l′, l′′) ones with
either l′ or l′′ 6=1, there is in general an obstruction to the factorization. Even in the (l, 1) case,
the factorization property is by no means automatic, and does not apply for instance to the
decoupling operator (4.4), without the relations (4.5) and (3.42).
More precisely, let us write the mapping (1.2) as Z −→ T : (zj) 7→ (tr = 1r
∑
j 6=i njz
−r
j ).
Then, at a point (zj) in the Z space, let ∂/∂zj denote the directions along the fibre over
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(tr) ∈ T , so that the general infinitesimal displacements in Z can be written as ∂j = ∂∂zj −
nj
∑
r≥1 z
−r−1
j
∂
∂tr
, where ∂
∂zj
does not affect the times. Then it turns out that, when acting on
the function of only the times tr, the (l, 1) decoupling operators always factorize through the
Virasoro generators (1.1) in which the background charge 2J− 1 depends on the level l chosen
according to formula (1.5).
We are going to demonstrate this for the decoupling operators derived above.
5.1 Level-2 decoupling equation as Virasoro constraints
To transform the decoupling operator from the LHS of (3.29)
T = 1
2n2i
∂2i +
1
ni
∑
j 6=i
1
zj − zi (ni∂j − nj∂i) (5.1)
into the t-variables, we can proceed in a na¨ıve way by expressing the derivatives (when these
act on functions depending only on the tr) via
∂
∂zi
= − ni
∑
r≥1
z−r−1i
∂
∂tr
,
∂2
∂z2i
= n2i
∑
r,s≥1
z−r−s−2i
∂2
∂tr∂ts
+ ni
∑
r≥1
z−r−2i (r + 1)
∂
∂tr
,
∂3
∂z3i
= − n3i
∑
q,r,s≥1
z−q−r−s−3i
∂3
∂tq∂tr∂ts
− 3n2i
∑
r,s≥1
(r + 1)z−r−s−3i
∂2
∂tr∂ts
− ni
∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
(5.2)
(the third derivative is included for future use). Now, in the second term in T , we substitute
(5.2) and divide by zj − zi to obtain
∑
j 6=i
nj
∑
r≥1
r+1∑
s=1
z−sj z
−r+s−2
i
∂
∂tr
.
Here, the sum over all j gives sts according to the Miwa transform (1.2); the missing term with
j = i should be added and subtracted. Thus
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∑
j 6=i
1
zj − zi (ni∂j − nj∂i) = ni
∑
r≥1
r+1∑
s=1
zs−r−2i sts
∂
∂tr
− n2i
∑
r≥1
(r + 1)z−r−2i
∂
∂tr
, (5.3)
and therefore, finally,
T = ∑
p≥−1
z−p−2i L
(2)
p , (5.4)
where the L(2)n are given by (1.1) with
2J− 1 = 1
ni
− 2ni (l = 2) . (5.5)
It also follows that the Virasoro background charge Q ≡ 2J− 1 equals Q =
√
(1− d)/3, which
is the matter background charge.
Therefore, the lowest-level decoupling equation is nothing but a linear combination of the
{p ≥ −1}-Virasoro generators. The inverse transformation, from the Lp into the decoupling
equation, was carried out in ref. [21]. That is, starting with the ‘energy-momentum tensor’∑
p z
−p−2Lp and evaluating at z=zi that part of it which is holomorphic at the infinity, we find
that it equals the RHS of eq. (5.1). The existence of the inverse transform demonstrates that
the (dressed!) correlation functions do indeed depend on the insertions point only through the
time variables tr.
5.2 Virasoro constraints from level 3
The decoupling equation, which is of the third order for level 3, can no longer just coincide
with the Virasoro constraints, which are given by second-order differential operators. Yet the
Virasoro constraints do emerge anyway. We will transform into the time variables the level-3
decoupling operator (3.44), Ô ≡ −niU ,
U ≡
− 1
n3i
∂3i +
(
1− 1
n2i
)∑
j 6=i
1
(zj − zi)2 (ni∂j − nj∂i)−
1
n2i
∑
j 6=i
1
zj − zi
(
2ni∂j∂i − 3nj∂2i
)
+
2
ni
∑
j 6=i
∑
k 6=i
nk
(zj − zi)(zk − zi) (ni∂j − nj∂i) ,
(5.6)
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in two ways: the first one is a direct extension of the above level-2 approach, while the other
allows further generalizations, which, in particular, will be used at level 4.
5.2.1 A na¨ıve approach to level 3
Proceeding as in 5.1, by directly dividing over zj−zi as in (5.3), let us start with the second
term on the RHS of (5.6). We find
− 1
n2i
∑
j 6=i
1− n2i
(zj − zi)2 (ni∂j − nj∂i)
= − 1
ni
∑
j 6=i
1− n2i
zj − zinj
∑
r≥1
z−r−1i − z−r−1j
zj − zi
∂
∂tr
=
(
ni − 1
ni
)∑
j 6=i
nj
zj − zi
∑
r≥1
r+1∑
s=1
(z−sj − z−si )z−r+s−2i
∂
∂tr
+
∑
j 6=i
nj
zj − zi
∑
r≥1
z−r−2i (r + 1)
∂
∂tr
 .
(5.7)
The first term on the RHS of the last equation, in its own turn, is equal to
−
(
ni − 1
ni
)∑
r≥1
r+1∑
q=1
(r + 2− q)zq−r−3i qtq
∂
∂tr
− (1− n2i )
∑
r≥1
r+1∑
q=1
(r + 2− q)z−r−3i
∂
∂tr
(5.8)
and therefore eq. (5.7) becomes
(
1
ni
− ni
) ∑
p≥−1
∑
q≥1
q+p≥1
(p+ 2)z−p−3i qtq
∂
∂tp+q
+ (n2i − 1)
∑
p≥1
1
2
(p+ 1)(p+ 2)z−p−3i
∂
∂tp
+
(
ni − 1
ni
)∑
j 6=i
nj
zj − zi
∑
p≥1
z−p−2i (p+ 1)
∂
∂tp
.
(5.9)
Similarly, in the last term in (5.6) we can also divide by zj − zi in the following way:
2
ni
∑
k 6=i
nk
zk − zi
∑
j 6=i
ninj
∑
r≥1
z−r−1i − z−r−1j
zj − zi
∂
∂tr
= 2
∑
j 6=i
nj
zj − zi
∑
p≥−1
∑
s≥1
p+s≥1
stsz
−p−2
i
∂
∂tp+s
− 2ni
∑
j 6=i
nj
zj − zi
∑
p≥1
(p+ 1)z−p−2i
∂
∂tp
.
(5.10)
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Further, the term with second derivatives in (5.6) equals
2
∑
p≥0
z−p−3i
p−1∑
s=−1
∑
q≥1
q≥1−s
qtq
∂2
∂tp−s∂tq+s
− 2ni
∑
p≥2
z−p−3i
p−1∑
s=1
(s+ 1)
∂2
∂tp−s∂ts
− 1
ni
∑
j 6=i
1
zj − zi
−ninj ∑
r≥1
∑
s≥1
z−r−s−2i
∂2
∂tr∂ts
− 3nj
∑
r≥1
(r + 1)z−r−2i
∂
∂tr
 .
(5.11)
Substituting also the expression (5.2) for the third derivative present in the decoupling
operator (5.6) and collecting everything together we find
U = ∑
q,r,s≥1
z−q−r−s−3i
∂3
∂tq∂tr∂ts
+
(
3
ni
− 2ni
) ∑
r,s≥1
z−r−s−3i (r + 1)
∂2
∂tr∂ts
+
(
1
n2i
+
n2i
2
− 1
2
)∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
+
1− n2i
ni
∑
p≥−1
∑
q≥1
q≥1−p
z−p−3i (p+ 2)qtq
∂
∂tp+q
+ 2
∑
p≥0
z−p−3i
p−1∑
s=−1
∑
q≥1
q≥1−s
qtq
∂2
∂tp−s∂tq+s
+ 2
∑
j 6=i
nj
zj − zi
∑
p≥−1
(
z−p−2i − z−p−2j
)
L(3)p
+ 2
∑
j 6=i
nj
zj − zi
∑
p≥−1
z−p−2j L
(3)
p ,
(5.12)
where
L
(3)
p≥1 =
1
2
p−1∑
s=1
∂2
∂tp−s∂ts
+
∑
s≥1
sts
∂
∂tp+s
+
2− n2i
2ni
(p+ 1)
∂
∂tp
L
(3)
0 =
∑
s≥1
sts
∂
∂ts
L
(3)
−1 =
∑
s≥1
(s+ 1)ts+1
∂
∂ts
(5.13)
are Virasoro generators, which differ, however, from the ones we have encountered in (5.4),
(5.5). That is, the ‘improvement’ term is such that the spin J is related to ni via
2
ni
− ni = 2J− 1 (l = 3) . (5.14)
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Note that the last term has been added to and subtracted from the RHS of (5.12). With the
combination (z−p−2i − z−p−2j )/(zj − zi) we proceed as above, and in this way get new terms
2
∑
p≥−1
p+2∑
s=1
z−p+s−3i stsL
(3)
p − 2ni
∑
p≥−1
z−p−3i (p+ 2)L
(3)
p . (5.15)
Therefore,
U = ∑
p≥−2
z−p−3i Up + 2
∑
j 6=i
nj
zj − zi
∑
p≥−1
z−p−2j L
(3)
p , (5.16)
where
U−2 = 2
∑
r≥1
rtrL
(3)
r−2
U−1 = 2
∑
r≥1
rtrL
(3)
r−1 − 2niL(3)−1 +
1− n2i
ni
∑
r≥2
rtr
∂
∂tr−1
U0 = 2
∑
r≥1
rtrL
(3)
r − 4niL(3)0 + 2
1− n2i
ni
∑
r≥1
rtr
∂
∂tr
+ 2
∑
r≥2
rtr
∂2
∂t1∂tr−1
Up≥1 = 2
∑
r≥1
rtrL
(3)
r+p − 2(p+ 2)niL(3)p + (p+ 2)
1− n2i
ni
∑
r≥1
rtr
∂
∂tr+p
+ 2
p−1∑
s=−1
∑
r≥1
r≥1−s
rtr
∂2
∂tp−s∂tr+s
+ (p+1)(p+2)
(
1
n2i
+
n2i
2
−1
2
)
∂
∂tp
+
(
3
ni
−2ni
)p−1∑
r=1
(r+1)
∂2
∂tr∂tp−r
+
∑
q,r,s≥1
q+r+s=p
∂3
∂tt∂tr∂ts
(5.17)
We can further rewrite the generic Up as
Up = 2
p−1∑
q=−1
∂
∂tp−q
◦ L
(3)
q + 2
∑
r≥1
rtrL
(3)
r+p + (p+ 2)
(
1
ni
− 3ni
)
L
(3)
p , p ≥ −2 , (5.18)
which shows that the Un factorize through the Virasoro generators, and thus the Un will anni-
hilate the tau function once the L(3)p do:
L(3)p τ = 0, p ≥ −1 . (5.19)
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Thus the Virasoro generators with the background charge tuned according to (5.14) are
hidden in the dressed decoupling equation (or, in the BRST-invariance condition in our real-
ization of the topological algebra). It follows from (5.14) and (3.39) that (as was the case at
level 2) the minimal matter background charge coincides with the one involved in the Virasoro
generators,
√
(1− d)/3 ≡ Q = 2J− 1.
The structure of the operators Up can be described in slightly more ‘invariant’ terms, as
follows. Introduce a current I(z) =
∑
m∈Z z
−m−1Im, where
15
Im>0 =
∂
∂tm
,
Im<0 = −mt−m ,
=⇒
 [Im, In] = mδm+n,0 ,[L(3)m , In] = −nIm+n . (5.20)
Then,
Up = 2
∑
n≤p+1
InL
(3)
p−n + (p+ 2)
(
1
ni
− 3ni
)
L(3)p . (5.21)
Obviously, any commutator of the U’s will always factorize in a similar way, with the L’s on
the right.
As the constraints reduce to the Virasoro ones, their consistency with the KP flows is
achieved trivially by virtue of the results of [47]. Therefore, the initial decoupling equation also
must be consistent with the Miwa-transformed version of the KP evolutions.
The generators (5.17) were first derived from the dressed decoupling equation in [46] al-
though they were misinterpreted there. As we see, the actual mechanism is that the third-
order differential operator factorizes through the Virasoro generators. This property persists
at higher levels, but already at level 4 the factorization requires a more ‘invariant’ derivation,
which will be first demonstrated below on the already familiar level-3 example.
5.2.2 Level-3 factorization once more
The above derivation of eq. (5.16), first carried out in ref. [46], might be fraught with an
ambiguity, as the times tr have been viewed in the formulae such as (5.17) as being independent
15I0, which is a c-number, is the ‘zeroth time’ of the KP hierarchy that distinguishes between its different
Schlesinger-transformed copies [48] (or essentially the parameterN from ref. [47]). However, its value is irrelevant
for the following and can be assumed to be equal to zero.
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of the zj ; however, it was not clear from the above whether indeed all the z’s should be placed
to the left of the ∂/∂tr , as was the case in (5.16). At higher levels, a similar ambiguitiy becomes
more severe, so we now present an alternative derivation of (5.16), which avoids the ordering
problem (while leading to the same result).
Our starting point will be the previously established eq. (5.4), which we rewrite in the form
∂2i = − 2ni
∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
+ 2n2i
∑
p≥−1
z−p−2i L
(3)
p − (ni + n3i )
∑
r≥1
z−r−2i (r + 1)
∂
∂tr
,
(5.22)
where we have anticipated the result by identifying on the RHS the level-3 Virasoro generators
(5.13).
Now, turning to (5.6) we substitute (5.22) into the term − 1
n3
i
∂3i = − 1n3
i
∂i ◦ ∂
2
i and then again
into the resulting expression
∑
j 6=i
nj
zj−zi
∂2i . We get in this way
U = ∂i ◦
− 2ni
∑
p≥−1
z−p−2i L
(3)
p +
(
1
n2i
+ 1
)∑
r≥1
z−r−2i (r + 1)
∂
∂tr

+ 2
∑
j 6=i
nj
zj − zi
∑
p≥−1
z−p−2i L
(3)
p +
1
2
(n2i + 1)
∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
−
(
ni +
1
ni
)∑
r≥1
r+1∑
s=1
(r + 2− s)stszs−r−3i
∂
∂tr
.
(5.23)
Here, ∂i is a differential operator, composed with the operator inside the braces, which can be
represented as ∂i =
∂
∂zi
− ni∑r≥1 z−r−1i ∂∂tr , where ∂∂zi does not affect the tr and acts only on
the explicit occurrences of zi. The operator U is understood to act on functions which depend
on only the times tr. Thus,
∂i ◦
{
. . .
}
= 2
∑
r≥1
∑
p≥−1
z−r−p−3i
∂
∂tr
◦ L(3)p +
(
1
2ni
− ni
2
) ∑
r,s≥1
z−r−s−3i (r + s+ 2)
∂2
∂tr∂ts
+
2
ni
∑
r≥1
r+1∑
s=1
(r + 2− s)stszs−r−3i
∂
∂tr
+
(
1
n2i
− 2
)∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
.
(5.24)
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Inserting (5.24) into the above expression for U , we find
U = 2∑
r≥1
∑
p≥−1
z−r−p−3i
∂
∂tr
◦ L(3)p + 2
∑
j 6=i
nj
zj − zi
∑
p≥−1
z−p−2i L
(3)
p
+
(
1
ni
− ni
) ∑
p≥−1
(p+ 2)z−p−3i L
(3)
p ,
(5.25)
which is the same as (5.16), (5.18). Now we will see how the same approach works at level 4.
5.3 Factorization at level 4
Recall that we had in Sect. 4 more than one relevant null vectors at level 4. We will use
the method of section 5.2.2 to try to obtain factorization of the decoupling operators, after the
Kontsevich-Miwa transform, into an expression of the form
Ô = A ◦ ∑
p≥−1
z−p−2i L
(∗)
p , (5.26)
where L(∗) are Virasoro generators with the expected background charges: either (4.14) for the
‘41’ case, or, for the decoupling operator (4.27), the background charge Q = −2ni, as suggested
by (4.26). The ‘regular’ case, which reproduces the features we have observed for the ‘21’ and
‘31’ operators, is provided by the ‘41’ null vector (4.10).
5.3.1 Virasoro constraints from the ‘41’ decoupling operator
The factorization of the decoupling operator (4.11) will come about as a result of an interplay
of the various coefficients, which appears rather miraculous in the present straightforward
approach, and takes some work to be established. Our final result for the Kontsevich-Miwa-
transformed decoupling operator (4.11) is given in eq. (5.46) below. Although a result as simple
must have a simpler derivation, all that we can suggest at the moment is the following collection
of technicalities.
To simplify things, we will utilize in the derivation both the level-2 and level-3 factorization
identities found previously. It is extremely useful to rewrite the level-3 one, eq. (5.18), as
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∂3i = 2n
2
i∇i ◦V(3)(zi)− (n4i + n2i )V(3)
′
(zi) + (n
3
i − ni)
∑
j 6=i
1
(zj − zi)2 (ni∂j − nj∂i)
− ni
∑
j 6=i
1
zj − zi (2ni∂i∂j − 3nj∂
2
i ) + 2n
2
i
∑
j 6=i
∑
k 6=i
nk
(zj − zi)(zk − zi)(ni∂j − nj∂i) ,
(5.27)
where we have introduced the compact notations
V
(3)(zi) =
∑
p≥−1
z−p−2i L
(3)
p (5.28)
and
V(3)
′
(zi) =
∑
p≥−1
z−p−3i (−p− 2)L(3)p (5.29)
for linear combinations of the level-3 Virasoro generators (5.13), while
∇i = ∂i − ni
∑
j 6=i
nj
zj − zi (5.30)
is another very useful combination.
Let us call inv the space of functions which depend on the zj only through the times tr.
It is understood that all the operators are considered on this subspace; thus, we are in fact
evaluating Ô(4) |inv , which, however, will not be indicated explicitly.
We substitute (5.27) into (4.11), expressing ∂4i as ∂i ◦ ∂
3
i . Then, we get other ∂
3
i -terms sitting
over a pole in zj − zi. Substituting (5.27) again, we then collect together all the ∂2i -terms and
use for these the previous identity (5.4), rewritten in the current notations as
∂2i = −2ni
∑
j 6=i
1
zj − zi (ni∂j − nj∂i) + 2n
2
iV
(2)(zi) , (5.31)
where V(2)(zi) ≡ T is the same as (5.28) for the level-2 Virasoro generators [i.e. those with the
background charge (5.5)]. By these manipulations, we bring the decoupling operator (4.11) to
the form
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Ô(4) =
(
−8n
3
i
45
− 11ni
30
+
3
10ni
)∑
j 6=i
1
(zj − zi)3 (ni∂j − nj∂i)
+
(
n2i
12
+
7
20
) ∑
j 6=i
1
(zj − zi)2∂i∂j
−∑
j 6=i
∑
k 6=i
nk
(zj − zi)2(zk − zi)(ni∂j − nj∂i)
+ 2
∑
j 6=i
∑
k 6=i
nk
(zj − zi)(zk − zi)2 (ni∂j − nj∂i)

+
(
−13n
3
i
30
− 6ni
5
)∑
j 6=i
nj
(zj − zi)2V
(2)(zi)
− n
2
i
5
∑
j 6=i
1
zj − zi∂j
◦V(2)(zi) +
n2i
10
∑
j 6=i
∑
k 6=i
njnk
(zj − zi)(zk − zi)V
(2)(zi)
− 9
10
∇i ◦∇i ◦V(3)(zi) + 9
20
(n2i + 1)∇i ◦V(3)
′
(zi) .
(5.32)
Now, in the terms that do not contain an explicit V(zi) we use an obvious identity
ni
∑
j 6=i
1
(zj − zi)2∂i∂j −
∑
j 6=i
∑
k 6=i
nk
(zj − zi)2(zk − zi)(ni∂j − nj∂i)
+ 2
∑
j 6=i
∑
k 6=i
nk
(zj − zi)(zk − zi)2 (ni∂j − nj∂i)

= ∇i ◦
∑
j 6=i
1
(zj − zi)2 (ni∂j − nj∂i) + 2
∑
j 6=i
nj
(zj − zi)2V
(2)(zi)− 2
∑
j 6=i
1
(zj − zi)3 (ni∂j − nj∂i) .
(5.33)
Another trivial but useful rearrangement reads
n2i
∑
j 6=i
∑
k 6=i
njnk
(zj − zi)(zk − zi) = ∇
2
i − ∂2i + 2ni
∑
j 6=i
nj
zj − zi∂i + ni
∑
j 6=i
nj
(zj − zi)2 . (5.34)
Using these allows us to arrive at
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Ô(4) =
(
4n2i
15
+
2
5
)(
− 1
ni
− 2ni
3
)∑
j 6=i
1
(zj − zi)3 (ni∂j − nj∂i)
+
(
ni
12
+
7
20ni
)
∇i ◦
∑
j 6=i
1
(zj − zi)2 (ni∂j − nj∂i)
+
(
−4n
3
i
15
− 2ni
5
)∑
j 6=i
nj
(zj − zi)2V
(2)(zi)− ni
5
∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
◦V(2)(zi)
+
9
20
(n2i + 1)∇i ◦V(3)
′
(zi)− 1
10
∂2i ◦V
(2)(zi)
+
(
ni
12
+
7
20ni
)
∇2i ◦
∑
r≥1
z−r−2i (r + 1)
∂
∂tr
− 4
5
∇2i ◦V(4)(zi) .
(5.35)
The last two terms here are just a rewriting of
1
10
∇2i ◦V(2)(zi)−
9
10
∇2i ◦V(3)(zi) , (5.36)
and we have introduced the ‘level-4’ Virasoro generators as suggested by formula (4.14),
L
(4)
r≥1 =
1
2
r−1∑
s=1
∂2
∂ts∂tr−s
+
∑
s≥1
sts
∂
∂ts+r
+
(
3
2ni
− ni
3
)
(r + 1)
∂
∂tr
(5.37)
We thus get in (5.35) two terms with the same coefficient
(
ni
12
+ 7
20ni
)
, and to add these
together we use the identity
∑
j 6=i
1
(zj − zi)2 (ni∂j − nj∂i) +∇i
◦
∑
r≥1
z−r−2i (r + 1)
∂
∂tr
= niV
(3)′(zi)
= niV
(4)′(zi) +
(
n2i
6
+
1
2
)∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
(5.38)
Similarly, in the first term in (5.35) we use the identity
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∑
j 6=i
1
(zj − zi)3 (ni∂j − nj∂i) = ni
∑
j 6=i
nj
(zj − zi)2
∑
r≥1
(r + 1)z−r−2i
∂
∂tr
+
ni
2
V(4)
′′
(zi)
+
1
2
∇i ◦
∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
− ni
2
∑
r,s≥1
(r + 1)(s+ 1)z−r−s−4i
∂2
∂tr∂ts
− 1
4
∑
r≥1
(r + 1)(r + 2)(r + 3)z−r−4i
∂
∂tr
,
(5.39)
where
V(4)
′′
(zi) =
∑
p≥−1
z−p−4i (p+ 2)(p+ 3)L
(4)
p . (5.40)
As a result, the operator Ô(4) becomes
Ô(4) =
(
n2i
12
+
7
20
)
∇i ◦V(4)′(zi) +
(
−4n
3
i
15
− 2ni
5
)∑
j 6=i
nj
(zj − zi)2V
(4)(zi)
+
9
20
(n2i + 1)∇i ◦V(3)
′
(zi)− 4
5
∇2i ◦V(4)(zi)
− ni
5
∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
◦V(2)(zi)− 1
10
∂2i ◦V
(2)(zi)
+
ni
5
(
1
ni
+
2ni
3
)2 {
− niV(4)′′(zi) + ni
∑
r,s≥1
(r + 1)(s+ 1)z−r−s−4i
∂2
∂tr∂ts
+
1
2
∑
r≥1
(r + 1)(r + 2)(r + 3)z−r−4i
∂
∂tr
}
+
(
−3n
3
i
40
− ni
6
− 1
40ni
)
∇i ◦
∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
.
(5.41)
Now, in the term 9
20
(n2i + 1)∇i ◦V(3)′(zi) we replace L(3)p with L(4)p ; the difference then adds
up with the last term in (5.41) to produce the contribution
(
2ni
15
+
1
5ni
)
∇i ◦
∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
. (5.42)
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On the other hand, we have in (5.41)
− ni
5
∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
◦V(2)(zi) = − ni
5
∑
p≥−1
z−p−2i
∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
◦ L(2)p
+
ni
5
∑
j 6=i
nj
zj − ziV
(2)′(zi) .
(5.43)
The last piece here combines with that part of (5.42) that sits over the pole coming from the
definition of ∇i, to produce precisely a V(4)′(zi) over the pole. Thus,
Ô(4) = 4
5
(
2n2i
3
+ 1
)
∇i ◦V(4) ′(zi) +
(
−4n
3
i
15
− 2ni
5
)∑
j 6=i
nj
(zj − zi)2V
(4)(zi)
− 4
5
∇2i ◦V(4)(zi)−
n2i
5
(
1
ni
+
2ni
3
)2
V(4)
′′
(zi) +
ni
5
∑
j 6=i
nj
zj − ziV
(4)′(zi)
− 1
10
∂2i ◦V
(2)(zi) +
n2i
5
(
1
ni
+
2ni
3
)2 ∑
r,s≥1
(r + 1)(s+ 1)z−r−s−4i
∂2
∂tr∂ts
+
ni
10
(
1
ni
+
2ni
3
)2∑
r≥1
(r + 1)(r + 2)(r + 3)z−r−4i
∂
∂tr
+
1
5
(
1
ni
+
2ni
3
)
∂i ◦
∑
r≥1
(r + 1)(r + 2)z−r−3i
∂
∂tr
− ni
5
∑
p≥−1
z−p−2i
∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
◦ L(2)p .
(5.44)
In the last term, there is clearly no pole, by virtue of (5.3).
Now, we replace the remaining L(2) with L(4), and add the difference to that part of (5.44)
that is not factorized through the L(4) yet. Rather surprisingly, this gives just
ni
5
(
2n2i
3
+ 1
)∑
r≥1
(r + 1)z−r−2i
∑
p≥−1
z−p−2i
∂
∂tr
◦ L(4)p . (5.45)
Thus all the terms in the decoupling operator have been factorized through L(4)p on the right:
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Ô(4) = 4
5
(
2n2i
3
+ 1
)
∇i ◦V(4) ′(zi)− 2ni
5
(
2n2i
3
+ 1
)∑
j 6=i
nj
(zj − zi)2V
(4)(zi)
− 4
5
∇2i ◦V(4)(zi)−
1
5
(
2n2i
3
+ 1
)2
V(4)
′′
(zi)− 1
10
∂2i ◦V
(4)(zi)
− ni
5
∑
p≥−1
z−p−2i
∑
j 6=i
1
zj−zi (ni∂j − nj∂i)
◦ L(4)p
+
ni
5
(
2n2i
3
+ 1
)∑
r≥1
(r + 1)z−r−2i
∑
p≥−1
z−p−2i
∂
∂tr
◦ L(4)p .
(5.46)
Along with eqs. (5.5) and (5.14), the background charge of the Virasoro generators L(4)p follows
the general pattern (1.5) that was conjectured in [46].
Finally, since we are in fact considering Ô(4) |inv , the last formula can be rewritten as
Ô(4) = A ◦ ∑
p≥−1
z−p−2i L
(4)
p , (5.47)
with
A =
(
2ni
5
− 4n
3
i
15
)∑
j 6=i
nj
(zj − zi)2 −
4n2i
5
∑
j 6=i
∑
k 6=i
njnk
(zj − zi)(zk − zi)
+
(
4ni
5
− 8n
3
i
15
)∑
j 6=i
nj
zj − zi
∂
∂zi
− 8n
2
i
5
∑
j 6=i
nj
zj − zi
∑
r≥1
z−r−1i
∂
∂tr
− 9n
2
i
10
∑
r,s≥1
z−r−s−2i
∂2
∂tr∂ts
− n
2
i
5
∑
r≥1
r+1∑
s=1
zs−r−2i sts
∂
∂tr
+
(
n3i
3
− 7ni
10
)∑
r≥1
(r + 1)z−r−2i
∂
∂tr
+
(
ni − 8n
3
i
15
)∑
r≥1
z−r−1i
∂
∂tr
∂
∂zi
+
(
−4n
4
i
45
+
4n2i
15
− 3
10
)
∂2
∂zi2
,
(5.46′)
where ∂/∂zi acts only on the explicit occurrences of zi in (5.47), while the ∂/∂tr are composed
with the L(4)p .
Equations (5.46) constitute our result for the factorization of the ‘41’ decoupling operator
through the Virasoro generators. The pattern of the factorizations observed so far appears very
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convincing, and in Sect. 6 we suggest how the particular cases considered above fit into the
general picture.
5.3.2 The ‘22’ decoupling operator
A somewhat different situation occurs for the ‘22’ case. One could expect a factorization of
the decoupling operator through the Virasoro generators
L
(22)
r≥1 =
1
2
r−1∑
s=1
∂2
∂ts∂tr−s
+
∑
s≥1
sts
∂
∂ts+r
− ni(r + 1) ∂
∂tr
, (5.48)
with the background charge taken from (4.26). However, applying the same strategy as above
to the operator (4.27), we arrive at
Ô(22) = 1
2
∇i ◦V(22) ′(zi) +∇2i ◦V(22)(zi)
+ (n2i + 2)
−12∂2i ◦V(22)(zi)− ni∑
j 6=i
1
zj − zi (ni∂j − nj∂i)
◦V(22)(zi)− 1
4
V(22)
′′
(zi)
(
n3i
2
+
1
2ni
)∑
j 6=i
nj
(zj−zi)2V
(22)(zi)− ni
2
∑
r≥1
(r+1)z−r−2i
∑
p≥−1
z−p−2i
∂
∂tr
◦ L(22)p
+
1
4
(
ni − 1
ni
)2∑
j 6=i
nj
(zj − zi)2
∑
r≥1
(r + 1)z−r−2i
∂
∂tr

(5.49)
and thus, although many cancellations (which have yet to be explained in an ‘invariant’ way16)
have occurred en route from (4.27) to (5.49), the last term represents an obstruction to factor-
ization. Its absence in the (l, 1) case might be attributed to the special features enjoyed by the
(1, l) and (l, 1) null vectors [25, 26, 27]. In Sect. 7 we comment briefly on why the (l, 1) case is
preferred by the Kontsevich-Miwa transform.
The obstruction would only vanish for a special value of ni (while in the (l, 1) cases considered
above, ni could be chosen as a free parameter). In view of eq. (4.24), this is ni = −1, and
therefore
16 Despite there being no complete factorization, the occurrence of the Virasoro generators with exactly the
‘predicted’ background charge (4.26) is quite remarkable.
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Q = 2, d = −11 . (5.50)
Thus, finally, in this particular case we have the factorization
Ô(22) = 1
2
∇i ◦V(22)
′
(zi) +∇2i ◦V(22)(zi)
− 3
2
∂2i ◦V
(22)(zi) + 3
∑
j 6=i
1
zj − zi (
3
2
∂j − nj∂i) ◦V(22)(zi)− 34V(22)
′′
(zi)
− 3∑
j 6=i
nj
(zj − zi)2V
(22)(zi) +
3
2
∑
r≥1
(r + 1)z−r−2i
∑
p≥−1
z−p−2i
∂
∂tr
◦ L(22)p
(5.51)
with
L
(22)
r≥1 =
1
2
r−1∑
s=1
∂2
∂ts∂tr−s
+
∑
s≥1
sts
∂
∂ts+r
+ (r + 1)
∂
∂tr
. (5.52)
The numbers (5.50) are characteristic of the spin-3
2
ghosts [41]. Thus, along with the two ghost
systems participating in the diagram (1.8), another one is ‘preferred’ by the Kontsevich-Miwa
transform.
Recall finally that the d = −2 matter corresponds to the set (4.28). Kontsevich-Miwa trans-
forming the corresponding ‘exceptional’ decoupling operator does not require any additional
calculations in view of the coincidences stated at the end of Sect. 4.2.2.
6 Summary and generalizations
The above can be summarized and generalized as follows. Let us start from the Virasoro
constraints and ask ourselves whether they admit a transformation to the zj variables introduced
according to (1.2). The answer depends on an interplay between the involved parameters, i.e.
the ‘spin’ J entering the constraints, the Miwa parameter ni, and an integer l, which is to become
the level. For l = 2 everything is very simple and the ‘half’ of the energy-momentum tensor
itself, T≥−1(zi) =
∑
p≥−1 z
−p−2
i Lp, undergoes a transformation to the zj variables. However,
for l≥ 3 the situation is different, as the Virasoro generators by themselves no longer allow a
transformation into the zj variables, but only in higher-order combinations such as (5.16) or
54
(5.46), however unnatural these may appear from the point of view of the t variables. Fixing
the coefficients appropriately and inverting the previous steps17, we arrive at the corresponding
(l, 1) decoupling equation in a dressed (p′, p) minimal model, where
p′
p
= 1 +
Q2
4
± Q
4
√
Q2 + 8, Q ≡ 2J− 1 , (6.1)
provided
2J− 1 ≡ Q = l − 1
nˆ
− 2nˆ
l − 1 , (l ≥ 2) . (6.2)
The integer l specifies the (l, 1) decoupling equation in the dressed minimal model. Equation
(6.1) implies (2J− 1)2 = 2(p− p
′)2
pp′
, which, however, is not a mere rewriting of the standard
minimal model formula (3.4), since a priori Q = 2J−1, as read off from the Virasoro constraints,
need not coincide with the minimal model background charge Q =
√
1−d
3
(but it does as a result
of the calculation).
To establish the correspondence starting from the minimal model’s end, one first dresses the
minimal model according to the ‘Kontsevich-Miwa’ dressing prescription which ensures that all
operators have total dimensions proportional to their ‘Liouville’ charges (to be identified with
the Miwa parameters):
∆j = −1
2
Qnj . (6.3)
The matter dimensions are given by subtracting away the U(1) Sugawara part, δj = ∆j −(
−1
2
n2j
)
, hence nj must be determined from the equation [which we have already met in (2.16)]
n2j −Qnj − 2δj = 0 . (6.4)
One also imposes the vanishing of the coefficient in front of the I l−1 term in the null vector
build upon the (l, 1) primary state. Then the order-l decoupling equation corresponding to a
given insertion of Ψ ≡ Ψl1 at the point zi,
17Technically, this can be done by evaluating contour integrals, as in [21].
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∂li +∑
j 6=i
1
zj − zi (−lninj∂
l−1
i + bj∂
l−2
i ∂j + . . .) + . . .

〈
Ψ(zi)
∏
j 6=i
Ψj(zj)
〉
= 0 , (6.5)
takes the form, after the Kontsevich-Miwa transform, of the constraint
 ∑
n≥−l+1
z−n−li U
(l)
n +
∑
j 6=i
kj
zj − zi
∑
n≥−l+2
z−n−l+1j U
(l−1)
n + . . .
 τ(t) = 0 , (6.6)
where the omitted terms contain multiple poles, up to the last group of terms of order (l− 2),
which enter multiplied with U(2)n ≡ Ln. All the U operators factorize through the Ln on the
right. These Virasoro generators are of the form of (1.1) with J fixed by the minimal model
chosen, according to (6.1).
This suggests the correspondence between conformal field-theoretic ingredients and the KP
tau function τ(t) to be achieved via the ansatz (1.4). More precisely, consider, in the dressed
minimal model, correlators involving different primary fields18,
τ(t) ≡ τ{zj} =
〈∏
a
Ψla1(zia)
〉
, (6.7)
where each of the Ψla1 operators has an (la, 1) null descendant, the ‘matter’ dimensions of the
Ψla1 being given by the RHS of (1.10). Then, eq. (6.4) (in which Q =
√
1−d
3
is fixed) for j = ia
gives the respective ‘Liouville’ charges nia of the Ψla1:
n2ia = (la − 1)2
13− d±
√
(1− d)(25− d)
24
=
(la − 1)2
2
(
p′
p
)±1
. (6.8)
Now, the null states built over the |Ψla1〉 give rise to the decoupling equations of the form of
(6.5), the corresponding decoupling operator being ∂laia + . . .. The possibility to Kontsevich-
Miwa-transform each one of these decoupling equations depends only on the value of the re-
spective parameter nia . However, as we have just seen, the nia are such that each of them
corresponds to the same background charge
18The appropriate insertions of the background charge and/or integrals of top forms of ‘topological multiplets’
are understood.
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2J− 1 = la − 1
nia
− 2nia
la − 1 =
√
2
|p′ − p|√
p′p
(6.9)
and therefore all the corresponding decoupling operators factorize as
Ô(la)ia = Aa ◦
∑
p≥−1
z−p−2ia Lp , (6.10)
with the same Virasoro generators Lp for every a. Thus, a given set of Virasoro constraints
implies all the (l, 1) decoupling equations in the appropriate minimal model. Vice versa, it
seems plausible that the full set of the Ô(la)ia -decoupling equations will imply the constraints∑
p≥−1z
−p−2
ia
Lpτ = 0 for every a, and these in turn would allow us to conclude that Lpτ = 0,
p≥−1 19.
One may also view the dressing prescription (6.3) as a manifestation of the underlying
BRST invariance in the realization of the topological algebra constructed in Sect. 3.1. The
relation between the topological U(1) charge of ghost-independent chiral primary states and
the topological central charge,
h2 − (l − 1)c+ 3
6
h+ (l − 1)2 c− 3
6
= 0 , (6.11)
gives
n2i =

(l − 1)2 3− c
12
(l − 1)2 3
3− c
(6.12)
Now, the equations (6.3) and (6.2) give, for ∆ ≡ ∆i, which is the matter+‘Liouville’ dimension
of Ψ:
∆ =
n2i
l − 1 +
1− l
2
, (6.13)
whence the ‘minimal’ dimension δ ≡ δi is given by eq. (1.10).
19 We are indebted to E. Kiritsis for a stimulating discussion of this point.
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7 Concluding remarks
Using the Kontsevich-Miwa transform, we have related the Virasoro constraints on the KP
hierarchy to the highest-weight conditions (including the BRST invariance) in a realization
of the topological (twisted N = 2) algebra. In the representation, constructed in Sect. 3.1,
of the topological algebra (1.11) in terms of matter, ‘Liouville’ and c = −2 ghost fields, the
BRST invariance can be imposed level by level, by factoring away BRST-exact highest-weight
vectors. In general, this gives an infinite set of equations on the correlators of various fields.
The analysis carried out in this paper applies to the case when the correlators contain ghost-
independent representatives of chiral primary fields (note the BRST operator (3.10)) and the
equations become the appropriately dressed (l, 1) decoupling equations. These latter then
factorize through the Virasoro generators that constrain the KP tau function. Unfortunately,
we only observe this fact as an ‘experimental evidence’, and are unaware of its ‘invariant’
explanation.
It might be worth emphasizing that, although it is the level-2 decoupling operator (5.1) that
essentially coincides with the Virasoro constraints, the higher-level decoupling operators do not
factorize through the level-2 one (which would have been a contradiction); instead, when keeping
ni = nˆ fixed , so as to have ‘the same’ Kontsevich-Miwa transform for every level, each of the
(l, 1) decoupling operators factorizes through a distinct, l-dependent, set of Virasoro generators
L
(l)
p≥−1, whose background charge Q carries an explicit dependence on l as given by (6.2). It
is instructive, however, that technically, in order to prove the factorization, we were trying to
factorize a given decoupling operator of a given level through the lower decoupling operators ‘as
far as possible’. The ‘leftover’, which accounts for the fact that the decoupling operator is not
in the ideal generated by the lower ones, is such that, after the Kontsevich-Miwa transform, it
serves precisely to ‘correct’ the background charges of the Virasoro generators involved.
To return to the interpretation in terms of differential operators, what we have observed
can be stated as a theorem on ‘meromorphic’ differential operators of order l, of the form20
Ô = ∂li +
∑
j 6=i
1
zj − zi
(
aj∂
l−1
i + bj∂
l−2
i ∂j + . . .
)
+ . . . (7.1)
with vanishing zeroth-order part, in (infinitely many) variables zj. Introducing parameters tr
20 To ensure that this corresponds to an (l, 1) null state, one sets aj = −lninj with ni = (l − 1)
√
p′
2p
.
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by eq. (1.2) and calling inv the subspace of those functions that depend on the zj only through
the tr, we have that the conditions
[Ô, Lˆ1] ≡ 0mod( Lˆ≥1, Iˆ≥1) ,
[Ô, Lˆ2] ≡ 0mod( Lˆ≥1, Iˆ≥1) ,
[Ô, Iˆ1] ≡ 0mod( Lˆ≥1, Iˆ≥1) ,
(7.2)
with
Lˆ1 =
∑
j
(zj − zi)2 ∂
∂zj
,
Lˆ2 =
∑
j
(zj − zi)3 ∂
∂zj
,
Iˆ1 =
∑
j
nj(zj − zi) ,
(7.3)
imply that Ô |inv factorizes through the Virasoro generators (1.1). This reformulation may
provide an appropriate setting for proving the factorization in general.
An interesting possibility would be to study the implications for the conformal models of the
Miwa-transformed [14, 15] Hirota bilinear relations. However, to prove that certain properties
(e. g. fusion rules) of conformal models are equivalent (?) to Hirota-like identities, one has to
take the latter in the version that, unlike the usual identities, involves Miwa parameters shifted
as nk 7→ nk±nj rather than nk 7→ nk±1. The demonstration of such ‘discrete’ identities would
provide an independent and rigorous proof for our ansatz (6.7) for the tau function.
We have also seen that two different “bosonizations” of the type
twisted N=2 =⇒ matter + ‘Liouville’ + ghosts
are possible, resulting in different prescriptions to dress the matter. While the more standard
DDK case is reproduced by taking spin-2 ghosts, it is the spin-1 ghost system that is required
to prove the direct correspondence with the integrable formalism. Thus the topological algebra
may be viewed as capturing the ‘invariant’ meaning of the theory, be it in the DDK formulation
or in the guise of constrained integrable hierarchies.
Let us note that, according to the formula (1.9), the minimal-model values of the matter
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central charge d
d = 1− 6(p
′ − p)2
p′p
come from the rational values
c
3
= 1− 2
(
p
p′
)±1
of the topological central charge, so that for p′ or p = 1, the corresponding formula c
3
= 1 − 2
p
becomes that for the N = 2 superconformal central charge c = k
k+2
, k = p−2 (this point of view
was elaborated recently in [53]). The thus distinguished roˆle of the (p, 1) models may explain
the fact that only for the (l, 1) decoupling operators there is no obstruction to the factorization
through the Virasoro constraints.
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