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Calibration and combination of seasonal climate predictions 
in tropical and extratropical regions 
 
Abstract 
Current technology allows the proliferation of multiple forecast systems developed by 
different research institutions from all over the world. However, most decision makers 
need a reliable probabilistic prediction instead of a set of predictions to take an action 
given the probability of an event to occur. Several studies have shown that the merging 
of predictions derived from several forecast systems with equal weights yields on average 
better predictions than the best single forecast system. This approach has been referred to 
as the simple multimodel (SMM). Nevertheless, none of these studies has shown the 
existence of a combination method that systematically produces the best predictions. 
Therefore, this thesis aims at applying different statistical techniques to combine 
predictions derived from different statistical and dynamical forecast systems to assess 
whether the performance of the SMM can be improved. These techniques combine the 
predictions assigning unequal weights to the different forecast systems based on their past 
performance. A unique feature of this study is the broad nature of the forecast quality 
assessment, performed using multiple deterministic and probabilistic verification 
measures and the same verifying observations. This allows comparing the predictions 
produced by the different combination methods and forecast systems in a coherent way. 
Besides, most of the forecast systems used in this study are either publicly available or 
could be easily implemented by the user. This thesis focuses on seasonal prediction of sea 
surface temperature (SST), near-surface temperature and precipitation in tropical and 
extratropical regions. It is shown that the predictions of the SMM are often better than the 
combination methods that assign unequal weights. The difficulty in the robust estimation 
of the weights due to the small samples available is one of the reasons that limit the 
potential benefit of the combination methods that assign unequal weights. However, some 
of the results illustrate under which conditions combination methods that assign unequal 
weights improve with respect to the SMM predictions. For instance, the combination 
methods that assign unequal weights improve over the SMM predictions when only a 
fraction of all single forecast systems have skill as shown for some of the predictions of 
SST. On the other hand, it is shown that there are cases when combining many forecast 
systems does not lead to improved forecasts when compared to the best single forecast 
system. This suggests that a multimodel approach is not necessarily better than a highly 
skillful forecast system, which highlights the importance of continuously assessing the 
forecast quality for the specific application of the user. 
 
Key words: Climate prediction, forecast verification, uncertainty quantification 
 
  
v 
 
Calibración y combinación de predicciones climáticas 
estacionales en regiones tropicales y extratropicales 
 
Resumen 
La tecnología existente permite la proliferación de varios sistemas de predicción, 
desarrollados por diferentes instituciones de investigación de todo el mundo. Sin 
embargo, la mayoría de los tomadores de decisión generalmente necesitan una única 
predicción probabilística fiable para tomar una acción dada la probabilidad de ocurrencia 
de un evento. En este sentido, varios estudios han demostrado que la combinación de 
predicciones derivadas de varios sistemas de predicción resulta, en promedio, en una 
mejor predicción cuando se compara con la predicción del mejor sistema de predicción. 
Esto ocurre, entre otros motivos, porque la utilización de varios sistemas de predicción es 
una manera de cuantificar la incertidumbre inevitable asociada a las aproximaciones 
utilizadas en la construcción de los sistemas de predicción. No obstante, ninguno de estos 
estudios ha demostrado la existencia de un método de combinación que produzca las 
mejores predicciones. Por lo tanto, esta tesis tiene el objetivo de aplicar diferentes técnicas 
estadísticas para combinar predicciones climáticas estacionales derivadas de diferentes 
sistemas de predicción. Algunas de estas técnicas ponen pesos desiguales a las 
predicciones derivadas de los diferentes sistemas de predicción, teniendo en cuenta su 
calidad en un período pasado. Es decir, las predicciones derivadas de los mejores sistemas 
de predicción reciben más pesos en la combinación. Una de estas técnicas, conocida como 
“simple multimodel” (SMM), combina todos los sistemas de predicción sin poner pesos, 
considerando que tienen la misma calidad. 
Sistemas de predicción tanto estadísticos como dinámicos son considerados en este 
estudio. Los sistemas de predicción estadísticos se basan en el uso de regresión lineal 
simple y se emplean como benchmark para la comparación con los sistemas de predicción 
dinámicos más sofisticados. Nueve sistemas de predicción dinámicos son usados en este 
estudio; entre ellos, dos del proyecto europeo EUROSIP y siete del proyecto 
norteamericano North America-Multimodel Ensemble (NMME). Los sistemas de 
predicción dinámicos funcionan en modo operativo o cuasi-operativo y muchos de ellos 
mantienen sus predicciones disponibles públicamente. Un punto importante de este 
estudio es el amplio carácter de la verificación de la calidad de las predicciones, ya que 
se usan varias métricas deterministas y probabilísticas. Además, el método de “bootstrap” 
no-paramétrico es usado para cuantificar las incertidumbres en los cálculos de las 
métricas de verificación. Los resultados de esta tesis se dividen en tres partes: 
• Predicción de la temperatura de la superficie del mar (TSM)   
En la primera parte, seis métodos estadísticos son usados para combinar predicciones de 
índices climáticos de la temperatura de la superficie del mar (TSM) derivadas de tres 
sistemas de predicción dinámicos y uno estadístico. Las combinaciones estimadas usando 
un método bayesiano, conocido como “forecast assimilation” (FA; Stephenson et al., 
2005), son comparadas con las combinaciones estimadas aplicando los métodos de 
regresión lineal múltiple descritos en Doblas-Reyes et al. (2005) y el SMM. Se consideran 
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predicciones de anomalías mensuales de los índices de TSM para todos los meses del año 
y con una antelación de hasta seis meses, el tiempo máximo para dos de los sistemas de 
predicción dinámicos usados en esta tesis. La verificación de las predicciones de los 
índices de TSM en tres océanos tropicales (Pacifico, Atlántico e Indico) se estima 
aplicando uno índice determinista (coeficiente de correlación) y tres índices probabilistas 
(“Brier skill score” y dos de sus subcomponentes) para dos eventos de probabilidad 
(índice de TSM por encima de la mediana y del cuartil superior). De esta manera, se 
consideran más de 15000 casos diferentes en este capítulo. Como en estudios anteriores, 
la calidad de las predicciones varía con el mes de inicio, la antelación, región e índice de 
verificación, de modo que ninguno de los sistemas de predicción es el mejor en todos los 
casos. También se constató que el sistema de predicción estadístico simple es un buen 
sistema de control y que algunas veces supera la calidad de los sistemas de predicción 
dinámicos. Se verificó que las predicciones del SMM son frecuentemente mejores que las 
que derivan de métodos de combinación que asignan pesos desiguales a los sistemas de 
predicción. La dificultad a la hora de estimar pesos robustos, debido sobre todo a las 
pequeñas muestras disponibles, es una de las razones que limita la robustez de las medidas 
que estiman el beneficio relativo de los métodos de combinación. Sin embargo, hay 
algunas situaciones en las que los métodos de combinación con coeficientes desiguales 
son mejores. Esto ocurre, por ejemplo, cuando sólo algunos de los sistemas de predicción 
tienen calidad predictiva. Los resultados de esta parte de la tesis fueron publicados en la 
revista Climate Dynamics (Rodrigues et al., 2014a). 
• Predicción de los modos de variabilidad asociados con la precipitación del 
monzón de África Occidental (MAO) 
En la segunda parte, los métodos de combinación FA y SMM fueron usados para 
combinar predicciones de los modos de variabilidad asociados con la precipitación del 
monzón de África Occidental (MAO). Se empleó una nueva metodología para evaluar las 
variaciones interanuales de la precipitación del MAO, en el que la precipitación mensual 
se promedia zonalmente entre 10ºW-10ºE antes de estimar los dos modos dominantes de 
la variabilidad de la precipitación del MAO. El periodo de predicción cubre los meses de 
Junio a Octubre, un mes antes y un mes después del período de máxima precipitación en 
la región del MAO (que va de Julio a Septiembre). Los sistemas de predicción dinámicos 
usados en este estudio permiten calcular las predicciones considerando tres periodos de 
antelación: cero, uno y dos meses (lo que se consigue con las predicciones iniciadas en 
Julio, Junio y Mayo respectivamente). Para esta parte se añadieron otros cinco sistemas 
de predicción dinámicos, que sumados a los tres usados en la primera parte permiten crear 
un multimodelo de ocho sistemas. Además, otros dos índices de verificación probabilistas 
se usaron en la evaluación de las combinaciones y de los sistemas de predicción 
individuales: el “continuous ranked probability skill score” (CRPSS) y el “ignorance skill 
score”. Como en el apartado anterior, pudimos comprobar que en muchos casos en los 
que los métodos de combinación con coeficientes desiguales son mejores. También se 
comprobó que el sistema de predicción estadístico produce predicciones de calidad y a 
veces es difícil que los sistemas de predicción dinámicos lo superen. Se encontró que la 
combinación de predicciones de varios sistemas de predicción no mejora la predicción 
del mejor sistema para el caso de los modos principales de variabilidad asociados con la 
precipitación del MAO. Los resultados de esta parte de la tesis fueron publicados en la 
revista Journal of Geophysical Research (Rodrigues et al., 2014b). 
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• Predicción de la temperatura de la atmosfera próxima a la superficie y la 
precipitación en Europa y regiones adyacentes 
En la tercera parte, los métodos de combinación FA y SMM se usaron para combinar 
predicciones de la temperatura atmosférica próxima a la superficie y la precipitación en 
Europa y regiones adyacentes. Las predicciones se realizan para anomalías mensuales en 
los meses de verano (entre Mayo y Agosto) e invierno (entre Noviembre y Febrero) 
inicializadas en los meses de Mayo y Noviembre, respectivamente. En este caso, se 
consideraron hasta cuatro periodos de antelación. En contraste con los apartados 
anteriores, en los que los métodos de combinación de predicción se aplican a series 
temporales (estadística univariada), en este apartado los mismos métodos son usados para 
combinar predicciones de campos espaciales (estadística multivariada). Se constata que 
los sistemas de predicción estadísticos basados en regresión lineal no son adecuados para 
predecir el clima extratropical, a diferencia de lo que ocurre en los trópicos. Los 
resultados muestran que el método FA es tan bueno o mejor que el SMM cuando varios 
de los sistemas de predicción simulan bien los principales modos de variabilidad 
observados. Sin embargo, esto no ocurre frecuentemente en la mayor parte de la región. 
Los resultados de esta parte fueron enviados recientemente a la edición especial “Climate 
Variability and Change in the Mediterranean Region” de la revista Global and Planetary 
Change. 
 
Palabras claves: Predicción del clima, verificación de la predicción, cuantificación de la 
incertidumbre 
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1. Introduction 
Several forecast systems have been developed to predict surface climate variables that 
have a significant impact on human activities, such as near-surface temperature and 
precipitation. These forecast systems can be classified into two main groups: one that 
attempts to predict a set of variables based on their relation with another set of variables 
over a period of time (i.e. statistical forecast systems) and one that applies the laws of 
physics to predict the evolution of a set of variables (i.e. physically-based numerical 
forecast systems). A brief overview about these two kinds of forecast systems, including 
their advantages and limitations are presented in Chapter 2. The definition of the main 
concepts used in this thesis are also presented in that chapter to make the discussions of 
the results readable to the general reader. 
 
Currently, the existence of a wide variety of forecast systems in these two groups makes 
it difficult for users of climate information to choose the best available information to 
take a decision. Therefore, the application of statistical methods to combine predictions 
produced by multiple sources of information might be of useful value for users of this 
kind of information. In addition, it is very important to assess the forecast quality of the 
different forecast systems to identify the best available information for the user 
application. The forecast systems used in this thesis as well as the verification techniques 
used to assess their forecast quality are described in Chapter 3. An important aspect 
concerning the forecast systems used in this study is that many of them are publicly 
available on the internet or could be easily estimated by users. Forecast quality assessment 
is a high dimension problem (e.g. one forecast system could be good to predict 
precipitation above a median in a certain region, but bad to predict the same variable and 
region for a different threshold); therefore, several verification measures are used in this 
thesis in the forecast quality assessment. 
 
Several studies have showed that the combination of several forecast systems yields on 
average to better forecasts than the best single forecast system. This is because forecast 
quality varies with variable, region, season and lead time, and therefore, no forecast 
system proves to be the best one for all situations. However, several questions arise when 
attempting to combine predictions by several sources of information. For example, what 
is the best method to combine them? Should all information available be considered in 
the combination? Is there a way to give more weights to the predictions produced by the 
better forecast systems based on their past performance in an objective fashion? These 
are the kind of questions that are considered in this thesis. 
 
1.1. Objectives 
The main objective of this thesis is twofold: first, to apply different statistical methods to 
combine seasonal predictions of climate variables produced by the state-of-the-art 
statistical and physically-based numerical forecast systems; second, to assess the forecast 
quality of the resulting combination as well as predictions produced by the individual 
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forecast systems. This thesis focuses at seasonal climate predictions of sea surface 
temperature (SST) and precipitation in the tropics and near-surface temperature and 
precipitation in the extratropics. 
 
This thesis is divided into three main chapters, each considering a different kind of 
seasonal climate prediction: 
1) The first chapter aims at combining three physically-based numerical forecast systems 
and a simple statistical forecast systems to predict three SST indices over different 
tropical ocean basins: the Pacific, Atlantic and Indian Oceans. Several combination 
methods are used to combine the forecast systems and multiple verification statistics are 
used to assess the forecast quality of the resulting combinations. The idea of working with 
tropical SST indices (i.e. univariate time series) is to get familiar with the statistical 
techniques by combining predictions produced by different forecast methods in a simple 
fashion. The single forecast systems and the combination methods used to achieve this 
objective are described in Chapter 3 and the results discussed in Chapter 4. The results of 
this research was published in the journal Climate Dynamics (Rodrigues et al., 2014a). 
2) The second main chapter applies some of the combination techniques used in Chapter 
4 to combine multiple forecast systems to predict the modes of West African monsoon 
(WAM) rainfall variably. In this chapter, the combination of several forecast systems are 
performed on the time series associated with the main modes of WAM rainfall variability. 
Therefore, the combination is dealt with as univariate statistics. To perform this analysis, 
more forecast systems and verification metrics than the ones used in Chapter 4 are added 
to the analysis. The forecast systems used for this part of the research as well as the 
methodology to estimate the WAM modes of rainfall variably are described in Chapter 3. 
The results of this research are shown in Chapter 5 and published in Journal of 
Geophysical Research (Rodrigues et al., 2014b). 
3) Finally, the combination techniques are applied to the monthly near-surface 
temperature and precipitation predictions over Europe. This final chapter differs from the 
previous two because the combination of multiple forecast systems are performed on 
spatial-fields of climate variables. Therefore, this chapter deals with multivariate 
statistics. An assessment of the forecast quality of multiple statistical and physically-
based numerical forecast systems as well as their combinations is discussed in Chapter 6. 
The results of this research was recently submitted to the special edition Climate 
Variability and Change in the Mediterranean Region of the journal Global and Planetary 
Change. 
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2. Background 
Many human activities are either directly or indirectly affected by weather conditions 
(Sewell et al., 1968; Trenberth et al., 2000; Koetse and Rietveld, 2009; Doblas-Reyes et 
al., 2013a). This includes activities as simple as choosing what clothes to wear depending 
on the near-surface temperature (Sewell et al., 1968) to more complex ones such as the 
management of aerial, terrestrial or maritime transportation which are highly dependent 
on wind and precipitation (Koetse and Rietveld, 2009). Other human activities such as 
agriculture (Trenberth et al., 2000; Coelho and Costa, 2010) and energy production 
(García-Morales and Dubus, 2007) are also highly dependent on weather conditions. 
However, these activities are more concerned about the statistics of weather over a given 
period of time rather than the day-to-day weather variations. For instance, information 
about the mean and the standard deviation of precipitation and near-surface temperature 
over a period might help farmers decide the best place and/or which plants to grow. 
Similarly, information about the total amount and annual distribution of solar radiation or 
wind might help decision makers choose the best place to setup solar or wind power 
plants. 
 
To make the discussions of the results readable to the general reader, definitions of the 
main concepts used in this thesis are provided below. Key concepts are highlighted in 
italic. Both classic and the latest scientific literature will be provided. Besides, each of 
the main three Chapters of this thesis will review the specific topic literature. 
 
2.1. Earth´s climate system and its variability 
According to the World Meteorological Organization (WMO) climate is defined as the 
statistical description of relevant quantities over a period of time. This statistical 
description could be thought of as the mean and the variability (Wallace and Hobbs, 2006) 
or more accurately as the probability distribution function (PDF) (Stephenson et al., 2012) 
of the relevant quantities of the atmosphere and related components of the Earth system. 
The conventional period of time to define climate as suggested by the WMO is 30 years 
(Arguez and Vose, 2011). On the other hand, climate prediction usually deals with 
predictions on any timescales longer than two weeks, the deterministic limit of 
atmospheric predictability (Lorenz, 1972, 1982). For instance, while it is impossible to 
predict instantaneous fields of near-surface temperature one month in advance, one could 
predict its monthly mean one month ahead. 
 
Climate is determined by the energy from the Sun and how it interacts with the 
atmosphere and the other components of the Earth´s climate system (Wallace and Hobbs, 
2006). The amount of energy that reaches the top of the atmosphere is driven by several 
orbital characteristics such as the obliquity (i.e. the tilt of the Earth´s axis of rotation 
relative to the plane of the Earth´s orbit) and the eccentricity (i.e. the shape of the Earth´s 
orbit around the Sun), which have cycles that last on the order of thousands of years 
(Wallace and Hobbs, 2006). Currently, the obliquity is 23.5º and the eccentricity is less 
than 0.02 (i.e. it is almost a circle). These very long cycles allow variations of the solar 
energy that are mainly periodic and highly predictable (Ghil, 2002). For instance, because 
of the obliquity and the rotation of the Earth around the Sun it is easy to predict that, on 
average, winters will be colder than summers. 
 
Only half of the incoming solar radiation (i.e. the insolation) reaches the Earth´s surface, 
the other half is either reflected back to space or absorbed by clouds, particles and gases 
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contained in the atmosphere (Hartmann, 1994). The insolation that reaches the surface 
has a latitudinal gradient, especially due to the obliquity. This happens because the 
insolation that falls perpendicular or nearly so close to the equator warms the near-surface 
temperature more intensely than in higher latitudes of both hemispheres (Hadley, 1735). 
As a result, a thermal gradient between the equator and the poles is established, which in 
turn, creates a near-surface pressure gradient with lower pressure near the equator than at 
higher latitudes. Consequently, a near-surface meridional circulation where wind blows 
from the higher latitudes to the equator is established. The equatorward near-surface wind 
coming from both hemispheres is deflected by the Earth´s rotation to become the 
northeasterly and southeasterly trade winds whereas the belt in which trade winds 
converge is known as the intertropical convergence zone (ITCZ) (Wallace and Hobbs, 
2006). 
 
Strong upward motion and convective activity characterizes the ITCZ region. In this 
region, the air rises and reaches the top of the troposphere and then diverges towards the 
poles of both hemispheres. As the air moves towards higher latitudes transporting both 
heat and angular momentum it is deflected eastwards due to the Earth´s rotation to 
become the mid-latitude westerly winds. When moving away from the equator the air 
gets cooler and denser, sinking at the subtropical region known as subtropical high belt. 
Finally, the air returns to the equator in the form of trade winds closing this thermally 
direct meridional circulation, known as the Hadley cell in recognition of the famous paper 
written by lawyer and amateur meteorologist George Hadley almost three centuries ago 
(Lorenz, 1967, 1983; Dima and Wallace, 2003; Schneider, 2006; Wallace and Hobbs, 
2006). 
 
About a century after the publication of Hadley´s famous paper, more observations 
became available and showed that his theories could not fully explain the general 
circulation of the atmosphere (Lorenz, 1967, 1983; Schneider, 2006). For instance, the 
observed near-surface wind in the extratropics turned to be in fact westerly and not 
easterly, as expected from the air traveling from the poles to the equator. Consequently, 
in this region, near-surface wind actually travels poleward and not equatorward (Ferrel, 
1859). One of the points missed by Hadley was the large-scale eddies that are not seen in 
an idealized symmetric circulation but are responsible for a great amount of atmospheric 
meridional transport of heat and angular momentum (Lorenz, 1967, 1983; Hartmann, 
1994; Schneider, 2006). Hadley also missed a third meridional thermally direct 
circulation in the polar region, known as the polar cell. Thus, the three circulation cells 
in each hemisphere give a simplified but not complete picture of the general circulation 
of the atmosphere (Schneider, 2006). The climate of the WAM in the tropics and Europe 
in the extratropics, whose predictability are assessed and discussed in Chapters 5 and 6, 
respectively, are significantly affected by this meridional circulation. 
 
The meridional circulation of the atmosphere is usually described in terms of zonally-
averaged climate variables. However, the global atmospheric circulation is asymmetric 
among other things because of the distribution of land and ocean. Therefore, a zonal 
asymmetric circulation must be considered to represent a wider picture of the general 
circulation of the atmosphere. The zonal circulation was first introduced by Bjerknes 
(1969) when studying the atmospheric circulation over the equatorial Pacific Ocean 
(Hastenrath, 1991; Lau and Yang, 2002). This zonal circulation was named the Walker 
circulation because it was considered an important part of the mechanism of the so called 
Southern Oscillation (Bjerknes, 1969), a coherent pattern of pressure, near-surface 
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temperature and rainfall fluctuations first described by Sir Gilbert Walker (Mock, 1981; 
Rasmusson and Wallace, 1983). Today, the term Walker circulation is sometimes referred 
to as the totality of the global tropical zonal circulation (Hastenrath, 1991; Lau and Yang, 
2002; Wang, 2005). 
 
In an attempt to develop a seasonal forecast scheme for the Indian monsoon, Sir Gilbert 
Walker studied contemporaneous and lagged correlation of pressure, near-surface 
temperature and rainfall in different regions around the globe and different seasons of the 
year (Mock, 1981). He showed that the global atmosphere has several reproducible 
patterns of low-frequency variability, among them, one in which the surface pressure in 
Tahiti and Darwin were anti-correlated, a pattern he named the Southern Oscillation 
(Mock, 1981; Rasmusson and Wallace, 1983; Roulston and Smith, 2002). Simple 
statistical forecast schemes are still used in climate prediction as the ones used in this 
thesis. 
 
As mentioned previously, the near-surface wind in the global tropics is easterly which 
help explain the SST pattern over the Pacific Ocean (Bjerknes, 1966, 1969). Under 
normal conditions, near-surface wind takes warmer waters to the western bound of the 
tropical Pacific Ocean, establishing a region with anomalous warm SST, which is known 
in the literature as the warm pool (Lau and Yang, 2002). This establishes a strong 
westward (eastward) gradient of SST (pressure) along the tropical Pacific. As a 
consequence, the Pacific Walker circulation is characterized by near-surface 
convergence, rising motion and deep convection over western Pacific and subsidence and 
absence of rainfall near the dateline (Bjerknes, 1966, 1969; Rasmusson and Wallace, 
1983; Hastenrath, 1991). Therefore, the Walker circulation is thermally direct. 
 
Bjerknes (1969) showed that an increase in the east-west pressure gradient in the 
equatorial Pacific is associated with a stronger near-surface westward wind, which would 
increase the east-west SST gradient. This positive ocean-atmosphere feedback would 
intensify the Walker circulation over the Pacific Ocean. However, Bjerknes also noted 
that the opposite could happen as follows: a weaker near-surface westward wind would 
increase the SST in the eastern bound of the Pacific Ocean, thus decreasing the east-west 
SST gradient, and as a consequence, weakening the Walker circulation. The warming of 
the eastern bound of the tropical Pacific SST is one of the fingerprints of a very important 
climate phenomenon, known as the El Niño (Hastenrath, 1991; Trenberth, 1997; 
Trenberth et al., 2000; Wallace and Hobbs, 2006). The El Niño events, and their 
counterpart La Niña, are usually referred to in the climate community as the oceanic 
component of the so called coupled ocean-atmosphere phenomenon known as the El 
Niño/Southern Oscillation (ENSO). The atmospheric component of ENSO, the Southern 
Oscillation, is defined as the pressure difference between Tahiti and Darwin. 
 
An interesting feature of ENSO is that its influence is not only limited to the climate of 
the tropical Pacific Ocean where it takes place, but also on distant regions around the 
globe. Several studies have shown ENSO impacts on near-surface temperature and 
precipitation over different regions across the globe (Ropelewski and Halpert, 1987; 
Halpert and Ropelewski, 1992; Rodó et al., 1997; Grimm et al., 1998; Bronnimann, 2007; 
Chase et al., 2007; Zanchettin et al., 2008; Joly and Voldoire, 2009). Figure 2.1 illustrates 
the impacts of El Niño, the warm episode of ENSO, on different regions across the globe 
in boreal winter. Examples of El Niño impacts are wetter and warmer conditions in 
eastern and central equatorial Pacific Ocean, drier conditions in western equatorial Pacific 
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Ocean, wetter and cooler conditions in Southern North America, drier and warmer 
conditions in Northern South America. These are examples of the so-called ENSO 
teleconnection pattern, which is defined as the recurring and persistent large-scale 
patterns of climate anomalies that extend over vast geographical areas and have a remote 
origin (Wallace and Gutzler, 1981; Panagiotopoulos et al., 2002; Chase et al., 2007). Of 
course, every ENSO event is different and so are their impacts, which make their 
predictions particularly challenging. 
 
A great amount of latent heat that drives the global atmospheric circulation is released in 
the ascending branch of the Walker circulation over the warm pool (Lau and Yang, 2002). 
Other sources of latent heat in the atmosphere are located in the Amazon and in tropical 
Africa. These three sources of heat are considered the three major global sources of heat 
(Wang, 2005). Changes in these sources of heat could lead to anomaly circulation patterns 
both locally and in distant regions because the Earth´s climate, as a closed system (i.e. the 
exchange of matter between Earth and space is almost negligible), attempts to equalize 
the spatial distribution of heat. 
 
 
Figure 2.1: Illustration of global impacts of El Niño during the boreal winter. Source: 
CPC/NCEP/NOAA 
(http://www.cpc.ncep.noaa.gov/products/precip/CWlink/ENSO/ENSO-Global-
Impacts/High-Resolution/). 
 
The general circulation of the atmosphere shows significant variability in time as the 
result of different processes that occur on many spatial and timescales (Wallace and 
Hobbs, 2006). For instance, a monsoon system, which is the result of an asymmetric 
heating between the land and the ocean, is characterized by having a well-defined rainy 
season that takes place during summertime (Hastenrath, 1991). In other words, the 
seasonal variability in a monsoon system is well established with a wet season in summer 
and a dry season in winter. However, variability at other timescales also takes place in a 
monsoon system, such as the ones that occur within a season when active and break 
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periods occur (i.e. intraseasonal variability) or from year to year when the intensity of the 
wet season in a given year is stronger or weaker than normal (i.e. interannual variability). 
In this thesis, we are concerned by the prediction of climate variations on interannual 
timescales. 
 
ENSO is the most important global teleconnection pattern at interannual timescales 
(Doblas-Reyes et al., 2013a; Hoskins, 2013). However, for specific regions, other 
teleconnection patterns are of great importance (Wallace and Gutzler, 1981). For instance, 
the North Atlantic Oscillation (NAO), a large-scale seesaw phenomenon between the 
North Atlantic subtropical high and the polar low, is the main source of interannual 
variability in the circulation over the North Atlantic region (Wallace and Gutzler, 1981; 
Hurrel, 1995; Wanner et al., 2001; Chase et al., 2007). It influences the climate over North 
America, Europe and Eurasia (Wanner et al., 2001; Chase et al., 2007). The positive phase 
of NAO happens when both the subtropical high and the polar low are stronger than 
average, which increases the meridional gradient of pressure and, as a consequence, 
creates stronger high-altitude winds and large-scale eddies crossing the North Atlantic 
Ocean (Figure 2.2). It is usually associated with warmer and wetter winters over Northern 
Europe and drier winters over Southern Europe and the Mediterranean region (Chase et 
al., 2007). The opposite is observed during the negative phase of the NAO. 
 
  
Figure 2.2: Illustration of the positive (left) and negative (right) phases of the NAO. The 
positive phase of NAO happens when both the North Atlantic subtropical high and the 
polar low are stronger than average, which increases the meridional gradient of pressure 
and, as a consequence, creates stronger wind and large-scale eddies crossing the North 
Atlantic Ocean. This is associated with warmer and wetter winters over Northern Europe 
and drier winters over Southern Europe. The opposite is observed during the negative 
phase of the NAO. Source: http://www.ldeo.columbia.edu/res/pi/NAO/. 
 
Understanding the nature of teleconnections and changes in their behavior is a very 
important step to understand climate variability at the regional level (Trenberth et al., 
2007). Therefore, knowledge of the variations of the teleconnection patterns provides a 
way to increase climate predictability at the regional level as illustrated in the examples 
of ENSO and NAO. Many teleconnection patterns have been identified, but only a small 
number of them explain most of the seasonal to interannual climate variability in the 
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circulation and surface climate variables (Wallace and Gutzler, 1981; Wanner et al., 2001; 
Trenberth et al., 2007). Characterizing the teleconnection patterns (i.e. using standard 
teleconnection indices) was attempted by Walker and Bliss (1932) and improved by 
Wallace and Gutzler (1981) who used more modern and objective approaches to describe 
them. Since then, several studies have attempted to improve the understanding of the 
physical mechanisms modulating the teleconnection patterns, and how they affect the 
climate of different regions (Panagiotopoulos et al., 2002). Today, teleconnection indices 
are routinely used by different operational climate centers across the globe as important 
monitoring and forecasting tools (Panagiotopoulos et al., 2002; Chase et al., 2007; Cohen 
and Jones, 2011; Korecha and Sorteberg, 2013). 
 
2.2. Seasonal climate prediction 
According to the WMO, a climate prediction is a probabilistic statement about future 
climate conditions on timescales ranging from months to decades. Climate prediction 
does not attempt to forecast which day a given weather situation will take place over a 
specific region; therefore, it is usually described in terms of statistical properties 
computed over a period of time (Lorenz, 1982). Seasonal climate prediction falls in a time 
window between one month and a couple of years and a probabilistic statement is usually 
formulated in terms of monthly or three-month averages or total values (Doblas-Reyes et 
al., 2013a). 
 
Climate predictability relies on factors that have a continuous influence over a period of 
time (Charney and Shukla, 1981; Godard et al., 2001; Doblas-Reyes et al., 2013a; 
Hoskins, 2013). These factors are usually observed in the components of the climate 
system that move slowly, such as ocean, land surface and sea ice. The predictability of 
the atmosphere comes from the interaction with these slow varying components of the 
climate system. ENSO, in its both phases, is the most important mode of climate 
variability at seasonal timescales characterized by slowly varying SST in the equatorial 
Pacific (Goddard et al., 2001; Doblas-Reyes et al., 2013a; Hoskins, 2013). 
 
Some of the approaches currently used to perform climate prediction at the seasonal 
timescale are described below. The first approach uses statistical relationships estimated 
from historical observations to infer about future climate conditions, while the second one 
uses the laws of physics that govern the climate system, quantified in the form of 
numerical equations. Given the availability of a large number of forecasting methods and 
the need of users to have a single information to take any action, a third approach arises 
to combine all available information to estimate a single source of information of the 
future climate state (Doblas-Reyes et al., 2013a). 
 
2.2.1. Statistical approach 
In this approach, statistical methods are used to identify relationships between two sets 
of variables through the analysis of historical observations (Wilks, 2006; Mason and 
Baddour, 2008). The first set of variables are the ones to be predicted, often referred to as 
predictands, while the second one are the ones to make the predictions, often referred to 
as the predictors. The simplest forecasting method is to assume that the climate conditions 
at the time of the forecast will not change, that is, that the predictand will be equal to the 
predictor. This method is referred to in the literature as the persistence forecast. Another 
simple forecasting method consists in assuming that the predictand will be equal to its 
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probability distribution over a period of many years. This method is referred to as the 
climatological forecast or simply climatology. Persistence and climatological forecasts 
are often used as a reference forecast for evaluating the performance of more 
sophisticated prediction methods. When a given forecasting method performs better than 
the reference forecast it is usually said that this forecasting method has skill (Wilks, 2006). 
The climatology is the reference forecast used in this study. 
 
Regression analysis is the one of the most common statistical techniques applied to 
seasonal forecasting (Mason and Baddour, 2008). Linear regression analysis allows to 
predict the behavior of a predictand based on the variations of just one predictor (i.e. 
simple linear regression) or more than one predictor (i.e. multiple linear regression). 
Regression analysis can also be used when the relationship between predictand and 
predictor is nonlinear (i.e. nonlinear regression) or when predictand and/or predictor have 
multiple dimensions (i.e. multivariate regression). 
 
Several assumptions must be met before attempting to use any statistical method in 
climate forecasting (Mason and Baddour, 2008). The first assumption is that the future 
climate will behave like it did in the past over a fixed period of time. This might be an 
issue considering the Earth´s climate is non-stationary (Arguez and Vose, 2011; Doblas-
Reyes et al., 2013a). The second assumption is that the historical observations are of high 
quality (i.e. they are accurate and well distributed spatially and vertically). In reality, this 
is not always the case despite the fact of recent improvements in the observing system 
with the use of satellites and automatic weather stations. The lack of necessary 
observations is still an issue in some regions around the world, particularly in the higher 
atmosphere and deeper ocean (Le Treut et al., 2007; Hartmann et al., 2013). The third 
assumption is that the sample size is large enough to represent the true population. This 
might be an issue in seasonal forecasting given the small sample size available (Goddard 
et al., 2001, 2013; Coelho et al., 2004; Palmer et al., 2004; Doblas-Reyes et al., 2005, 
2009, 2013; Mason and Stephenson, 2008). For seasonal climate forecasts, it is 
recommended at least 30 years of observations to construct a statistical model (Mason 
and Baddour, 2008). 
 
Other assumptions must be made when using linear regression models (Wilks, 2006; 
Mason and Baddour, 2008) as follows: 
 the relationship between the predictor(s) and predictand is linear;  
 the predictand is normally distributed; 
 the residuals from the regression analysis are independently of each other and 
normally distributed with zero mean and constant variance; 
 when there are more than one predictor, two or more of them are not linearly well 
correlated.  
Violation to one of these assumptions might lead to regression coefficients and 
confidence intervals that are not robust, resulting in bad forecasts. 
 
In spite of the difficulties found to satisfy all these assumptions, there are several 
advantages of using statistical methods in climate forecasting (Doblas-Reyes et al., 
2013a). First, statistical models are based on real-world observations, therefore, they are 
unbiased. Second, they are usually very simple, which make them both easy to understand 
and cheap to run (i.e. they do not require expensive computer resources). Third, they may 
be based purely on statistical relationship without any knowledge about the physical 
processes, although the choice of predictors usually takes into account some physical 
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knowledge about the existence of some relationship between predictors and predictands. 
For instance, one of the first statistical model was derived without a satisfactory physical 
basis (Walker and Bliss, 1932). In this thesis, simple linear regression is used to predict 
SST anomalies over three different ocean basins (i.e. the Pacific, Atlantic and Indian 
Oceans), two modes of WAM rainfall variability, and near-surface temperature and 
precipitation over Europe. 
 
2.2.2. Dynamical approach 
Concurrently with the first attempts to forecast the future atmospheric state using 
statistical methods, a growing number of scientists started trying to apply the principles 
of theoretical physics to simulate the behavior of the atmosphere (Roulston and Smith, 
2002). Vilhelm Bjerknes was one of the first to suggest the use of physical laws on the 
weather forecasting problem (Roulston and Smith, 2002; Lynch, 2008). He proposed two 
necessary steps to successfully perform a physically-based weather forecasting (Bjerknes, 
1904): 
1. A sufficiently accurate knowledge of the initial state of the 
atmosphere 
2. A sufficiently accurate knowledge of the laws according to which one 
state of the atmosphere develops from another 
 
The first step (i.e. diagnostic) demands a proper observation network to represent the 
three-dimensional structure of the atmosphere at a particular time, while the second one 
(i.e. prognostic) requires a system of nonlinear equations with seven dependent variables 
and seven independent equations that describe the behavior of the atmosphere (Bjerknes, 
1904; Gronos, 2005; Lynch, 2008). 
 
A few years later, mathematician Levis Richardson used his own finite difference method 
to attempt to solve analytically by hand the system of nonlinear equations proposed by 
Vilhelm Bjerknes (Lynch, 2008). Richardson´s effort to perform a six-hour weather 
forecast over two points in central Europe might have taken as much as two years to be 
accomplished and failed completely (Lynch, 1993, 2008). Posterior analysis suggested 
that his failure was caused because no smoothing technique was applied to deal with high-
frequency atmospheric oscillations, such as the gravity waves, and violation of the 
numerical stability requirement. A description of the numerical methods used in his 
attempt was published in the book Weather Prediction by Numerical Process 
(Richardson, 1922). Richardson´s ideas were not taken seriously at his time, but form 
nowadays the basis of modern numerical weather and climate prediction (Lynch, 2008). 
 
The first successful physically-based numerical weather prediction was only achieved in 
the 1950s by a group of scientists, led by meteorologist Jule Charney, over the continental 
United States (Roulston and Smith, 2002; Holton, 2004; Lynch, 2008). The successful 
prediction was only possible due to a combination of factors (Holton, 2004; Lynch, 2008). 
First, there was a substantial increase in the network of surface and upper-air 
observations, which significantly improved the diagnostic step of the prediction (i.e. the 
initial conditions). Second, more observations allowed a better understanding the physical 
processes of the atmosphere. At this point, Charney contributed to the advancement of 
the understanding of the large-scale atmospheric circulation and derived a set of 
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simplified equations by introducing the geostrophic and hydrostatic approximations that 
filter out the atmospheric high-frequency oscillations. Third, a better understanding of the 
numerical stability processes allowed an improved performance of the finite difference 
method. Finally, the development of the first digital computer, the Electronic Numerical 
Integrator and Computer (ENIAC), made huge amount of numerical operations in a short 
period possible. This 24-hour forecast took 24 hours to be computed using ENIAC. 
 
It did not take long before scientists start attempting to apply numerical methods to 
simulate the behavior of the atmosphere at hemispheric or global scale, giving the 
foundation of the so called general circulation models (GCMs; Edwards, 2011). Norman 
Philips was one of the first to employ an atmospheric GCM (AGCM) to model 
numerically the general circulation of the atmosphere (Holton, 2004). Philips (1956) 
showed that several aspects of the general circulation of the atmosphere, such as the 
distribution of surface zonal wind and the poleward transport of energy, could be 
simulated using an AGCM. Besides Philips´ successful experiments using simplified 
equations, it was considered necessary to solve the full set of nonlinear equations 
proposed by Vilhelm Bjerknes half a century earlier to realistically simulate the 
atmospheric general circulation in AGCMs (Roulston and Smith, 2002; Holton, 2004; 
Lynch, 2008; Edwards, 2011). 
 
In the following decades, several research groups started more or less independently to 
build multi-leveled three-dimensional AGCMs based on the set of nonlinear equations 
(Edwards, 2000). Despite their differences, all modern AGCMs have a core with a system 
of nonlinear equations, often called primitive equations. These primitive equations solve 
variables such as temperature, pressure, moisture and the three components of the wind. 
Many physical processes that are very important for the large-scale atmospheric 
circulation cannot be explicitly solved because either they occur at very small scale or 
they are too complex to be solved explicitly numerically or they are not entirely 
understood. These unresolved physical processes are estimated as a function of the 
resolved variables in a simplified fashion using a technique known as the 
parameterization (Holton, 2004). Physical processes associated with cloud, radiation and 
rain are examples of physical processes that are parameterized in numerical models. 
Parameterizing physical processes is one of the aspects that introduces large amounts of 
uncertainty in physically-based numerical models (Edwards, 2011 and references 
therein). 
 
GCMs are used in both weather and climate prediction, but they address the problem in 
different ways. While weather prediction is often considered an initial value problem due 
to its high sensitivity to the initial conditions of the atmosphere, climate prediction is 
frequently denoted as a boundary value problem because its predictability derives mainly 
from the slowly varying boundary conditions of the climate system (Goddard et al., 2001; 
Holton, 2004). Figure 2.3 illustrates how seasonal atmospheric anomalies in the tropical 
Pacific are insensitive to the initial conditions of the atmosphere (Shukla, 1998). Instead, 
the underlying boundary conditions play a major role. In this example, an AGCM is used 
to simulate the December-February seasonal mean rainfall anomalies over the Pacific 
Ocean using the same underlying observed SST, but two very distinct initial conditions 
of the atmosphere. It is shown that the two simulations are very similar to each other and 
to the observed rainfall patterns, except for some regions where deficiencies in the 
simulations were already known (Shukla, 1998). 
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As mentioned previously, there are nonlinear feedbacks between the atmosphere and the 
other components of the climate system, which are usually hard to understand and predict 
(Ghil, 2002). Perhaps, the most famous example of such nonlinear feedback is the ENSO. 
Attempting to predict the Earth´s climate without taking into account the interactions 
between the atmosphere and the difference components of the climate system would 
eventually lead to bad forecasts (Mason, 2008a). Manabe and Bryan (1969) is often 
mentioned as one of the first studies to identify the need to develop a forecasting system 
in which an atmospheric model is coupled to an ocean model. Ocean models have evolved 
to become ocean GCMs (OGCMs), with a full system of nonlinear equations and 
parameterizations (McWilliams, 1996). Several forecast centers around the world couple 
an AGCM and an OGCM to form a fully coupled atmosphere-ocean GCMs (CGCM) that 
are used as an important source of information for operational climate prediction (Doblas-
Reyes et al., 2013a). 
 
Monthly or seasonal mean climate anomalies can be realistically simulated by AGCMs 
when observed boundary conditions are known (Bengtsson et al., 1993; Shukla, 1998; 
Goddard and Mason, 2002; Tippet and Giannini, 2006). However, observed boundary 
conditions are not available when an AGCM is used to forecast the future; therefore, they 
must be predicted. There are two common approaches used to perform climate prediction 
using GCMs (Goddard et al., 2001; Doblas-Reyes et al., 2013a). In the first one, the 
boundary conditions are predicted first by a statistical model, a physically-based 
numerical model or considering the observed SST anomaly of the month prior to 
initialization of forecasts is persisted during the forecast period and only then an AGCM 
is used to perform the forecast of the atmospheric variables. This approach is known as 
the two-tier forecast and is currently rarely employed in operational contexts. In the 
second approach, the atmosphere and two or more slow varying components of the 
climate system are explicitly modeled and simulated synchronously and interactively. 
Thus, the atmosphere not only is influenced by these slow varying boundary conditions, 
but it also interacts with them as they evolve with time. This approach is known as the 
one-tier forecast. 
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Figure 2.3: Average rainfall anomaly (mm day-1) for January, February, March for two 
sets of five-model integrations with observed SST in 1982–1983 starting from 
atmospheric initial conditions in mid-December 1988 (A) and 1982 (B) and observed (C). 
Source: Shukla (1998). 
 
More recently, CGCMs have been coupled to the other components of the climate system, 
such as the land surface and the cryosphere, to create what is known as Earth system 
models (ESM; Edwards, 2011). The latest Intergovernmental Panel on Climate Change 
(IPCC) reports have used both CGCMs and ESM to simulate climate change projections 
of the climate system (Collins et al., 2013). As mentioned previously, the initial state of 
the atmosphere does not play the only role in climate prediction; consequently, it was 
frequently considered to be a boundary layer problem. On the other hand, because current 
CGCMs and ESMs require that slowly varying components of the climate system must 
be initialized (Hurrell, 2008) and external forcing might play a role even at seasonal 
timescale (Doblas-Reyes et al., 2006), climate prediction should be viewed as both an 
initial value and boundary condition problems (Pielke, 1998). Short-term climate 
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predictions, where the system can take advantage of the long memory of the initial 
conditions of the slowly varying components of the climate system, are known as the 
climate prediction of the first kind (Lorenz, 1975; Kirtman et al., 2013). Longer-term 
climate predictions that are more sensitive to external forcing boundary conditions, such 
as the variations in the greenhouse gases, are known as the climate prediction of the 
second kind (Lorenz, 1975), today often referred to as climate projection (Collins et al., 
2013). Although the limit between climate prediction of the first and the second kind is 
still under debate, the memory of the initial conditions of the non-atmospheric 
components of the climate system might play an important role on predictions up to a 
couple of years in advance (Doblas-Reyes et al., 2013b). For the sake of simplicity, 
CGCMs and ESMs will be referred to as dynamical forecast systems hereafter. 
 
When compared to seasonal climate prediction performed by statistical models, 
dynamical forecast systems have two main advantages: first, they are able to predict 
climate events that have never been observed in detail, and second, they are able to take 
into account the nonlinear interactions among the different components of the Earth´s 
climate system. On the other hand, they also have several disadvantages when compared 
to statistical models. For instance, the system of nonlinear equations used to build 
dynamical forecast systems need to be simplified to be solved numerically and many 
important physical processes are parameterized. These two steps introduce uncertainty in 
the forecasts. Besides, dynamical forecast systems require computer power of orders of 
magnitude many times higher than that needed to perform seasonal climate prediction 
with statistical models. 
 
2.2.3. Uncertainty Quantification 
The first attempts to perform weather forecasting using dynamical forecast systems date 
back to the beginning of the 20th century. However, by the 1950s, when the first studies 
demonstrating the effectiveness of such approach, most meteorologists were still using 
linear statistical methods to predict the weather (Motter and Campbell, 2013). At that 
time, meteorologist Edward Lorenz were among those researchers seeking to prove that 
non-periodic atmospheric processes could not be predicted deterministically a few days 
in advance using linear statistical methods (Lorenz, 1960). Physically-derived dynamical 
or nonlinear statistical methods should be used instead. 
 
Edward Lorenz spent a lot of time trying to find a system of nonlinear equations whose 
solutions would give the simplest example of a deterministic non-periodic flow (Motter 
and Campbell, 2013). After finding a simplified convective model that met his 
requirements, Lorenz (1963) showed that, in a system with bounded solutions, slightly 
different initial states could develop into considerably different states. The sensitive 
dependence on initial conditions is a behavior of nonlinear systems known as the 
deterministic chaos or simply chaos. This property has greatly influenced a wide range 
of basic sciences, being considered as one of the most important findings of modern 
science (Motter and Campbell, 2013). Chaos implies that there is always a finite limit to 
the predictability of a chaotic system. Lorenz (1982) envisioned the limit of two weeks 
for deterministic forecasts of instantaneous weather patterns, while predictability beyond 
that limit would be restricted to some properties such as weekly, monthly, and longer-
period averages and other statistics. A recent study using a modern dynamical forecast 
system indicates that this limit envisioned by Lorenz is close to be achieved (Froude et 
al., 2013). 
15 
 
 
The dimensional space occupied by the trajectories of the solutions of the simplified 
convective model mentioned above is known as the Lorenz attractor (Figure 2.4) (Slingo 
and Palmer, 2011). Because of its shape, the Lorenz attractor is frequently referred to as 
the butterfly effect (Motter and Campbell, 2013). Because of chaos, uncertainty must 
always be accounted for in any weather and climate prediction (Slingo and Palmer, 2011). 
One of the methods used to take into account uncertainty in the initial conditions is 
ensemble forecasting, where a dynamical forecast system performs several predictions 
with slightly different initial conditions (Palmer, 2000; Gneiting and Raftery, 2005, 
Wilks, 2006). 
 
Figure 2.4 shows three ensemble forecast experiments in the Lorenz attractor to illustrate 
that the predictability of a chaotic system is flow dependent, that is, certain initial states 
are more predictable than others (Slingo and Palmer, 2011). In the first experiment of the 
left panel, there is very little divergence or spread among the ensemble members 
throughout the ten time-steps. All ensemble members point to a change of regime from 
the left-side regime to the right-side regime. This regime could be thought of as, for 
example, a dry regime on the left-side of the attractor and a wet regime on the right. 
Hence, there is large predictability in these initial conditions. In the experiment of the 
middle panel, the ensemble members start diverging after the time-step four. In this case, 
even though there is less predictability than in the first case, it is still possible to infer in 
a probabilistic fashion that it is more likely that there would not be a change of regime as 
a larger number of ensemble members keep on the left-side of the attractor. In the third 
experiment of the right panel, the ensemble members diverge completely apart after a few 
time-steps, resulting in a very small predictability. 
 
 
 
Figure 2.4: Ensemble forecasting illustrated by the prototypical Lorenz (1963) model of 
chaos showing that, in a nonlinear system, predictability is flow dependent. (a) A forecast 
with high predictability, (b) forecast with moderate predictability and (c) forecast with 
low predictability. Source: Adapted from Palmer et al. (2005). 
 
Ideally, the number of ensemble members should be large enough to estimate the PDF 
that represents the true uncertainty in the initial condition (Wilks, 2006). However, 
limited computing power impose restrictions to the number of ensemble members. For 
instance, dynamical forecast systems used in seasonal forecasting usually have from ten 
to fifty ensemble members as the ones used in this thesis, described in Chapter 3. The 
first step to quantify the uncertainty associated with initial conditions is to incorporate 
available observations into the dynamical forecast system space, in a process known as 
data assimilation (Wilks, 2006). The combination of predictions and observations is 
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known as the analysis. The set of initial conditions used to sample uncertainty in ensemble 
forecasting are estimated from perturbations of the analysis of atmospheric variables in 
weather prediction and ocean, land or ice variables in climate prediction. 
 
There are several methods of perturbation aimed to quantify the initial condition 
uncertainty in an ensemble forecasting (Wilks, 2006). However, independently of the 
method of perturbation used, ensemble forecasts derived for a single dynamical forecast 
system are usually underdispersive or overconfident (i.e. the ensemble spread is smaller 
than the forecast error), especially at longer lead times (Palmer et al., 2005). This is 
because initial condition is not the only source of uncertainty in weather and climate 
prediction, model formulation itself adds a great amount of uncertainty in the forecasting 
procedure. These uncertainties come from the simplification of the nonlinear equations 
required to solve them numerically, the limited spatial and temporal resolution of the 
dynamical forecast systems, which implies that some of the important climate variables 
are solved through parameterization, and the lack of perfect knowledge of all single 
aspects of the climate system physics (Palmer, 2000; Curry and Webster, 2011). 
Therefore, both initial condition and model inadequacy uncertainties must be quantified 
in order to perform reliable predictions (Palmer et al., 2005; Doblas-Reyes et al., 2009). 
 
Several methods have been proposed to quantify both initial conditions and model 
inadequacy uncertainties simultaneously (Doblas-Reyes et al., 2009). In one of them, the 
ensembles of several dynamical forecast systems, developed almost independently by 
different research groups around the world, are combined to make one forecast. This 
approach samples model formulation uncertainty by the fact that different institutions 
resolve the primitive equations differently and use different parameterizations to 
represent the unresolved physical processes. This method is known as the multimodel 
ensemble. Another method uses a single dynamical forecast system to create a very large 
ensemble by using multiple combinations of parameterization schemes and parameter 
values, while avoiding combinations likely to double-count the effect of perturbing a 
given physical process (Murphy et al., 2004; Meehl et al., 2007). This method is known 
as the perturbed-parameter ensemble. A third approach quantifies model uncertainty by 
adding stochastic perturbation estimated from parameterized unresolved physical 
processes to the time derivatives of the primitive equations (Buizza et al., 1999). This 
approach is known as the stochastic-physics ensemble. 
 
Each method has advantages and disadvantages. For instance, the multimodel ensemble 
is the only method that samples uncertainty from the way the primitive equations are 
resolved (Doblas-Reyes et al., 2009). On the other hand, the other two methods sample 
model uncertainty using only a single dynamical forecast system and this gives an 
important advantage over the multimodel ensemble as it allows one to have greater 
control over the design of the experiments sampling uncertainty (Murphy et al., 2007). 
Very few studies have compared the forecast quality of these three representations of 
model inadequacy. In one of them, Doblas-Reyes et al. (2009) compared the forecast 
quality of seasonal and annual predictions using these three approaches to account for 
model inadequacy. They showed that a larger-sized multimodel ensemble outperforms 
the perturbed-parameter and stochastic-physics ensembles more frequently than not in 
terms of both deterministic and probabilistic verification measures. However, the 
multimodel ensemble also outperforms the other methods even if they had the same 
ensemble size, for predictions at lead times shorter than four months. Figure 2.5 illustrates 
the average superiority of the multimodel ensemble over the perturbed-parameter and 
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stochastic-physics ensembles in terms of correlation coefficient, for several seasonal 
predictions at lead times up to four months. Most significant differences point to a 
superiority of the multimodel ensemble. In a posterior study, Weisheimer et al. (2011) 
found that the stochastic-physics ensemble outperforms the multimodel ensemble, 
especially when predicting precipitation.  
 
 
Figure 2.5: Scatter plots comparing the ensemble-mean correlation of different methods 
used to quantify model uncertainty: (left) stochastic-physics versus reduced multimodel 
and (right) perturbed-parameter versus reduced multimodel. Each dot shows the 
ensemble-mean correlation for the seasonal prediction of several climate variables (500 
hPa geopotential height, 850 hPa temperature, precipitation, near-surface temperature 
and mean sea level pressure), two start dates (May and November), four lead times (lead 
times from zero up to four months), and several regions. Black dots are used for cases 
where the differences between two forecast systems are statistically significant with 95% 
confidence. Source: Adapted from Doblas-Reyes et al. (2009). 
 
When applying the multimodel approach, a question that immediately arises is to find the 
best way to combine the predictions made with the different forecast systems (Knutti, 
2010). It has been demonstrated that combining several dynamical forecast systems with 
equal weights or simple multimodel (SMM) has, on average, improved deterministic and 
probabilistic forecast quality with respect to the single forecast systems (Palmer et al., 
2004; Doblas-Reyes et al., 2005; Hagedorn et al., 2005; Tippett and Barnston, 2008; 
Wang et al., 2009). Doblas-Reyes et al. (2005) explored several combination methods to 
merge several dynamical forecast systems setting different weights to each one based on 
their past performance and using different flavours of multiple linear regression. 
However, the small sample size typically available in climate prediction produces results 
with the combination methods that assign unequal weights that are not conclusive or 
robust, making the SMM a particularly successful benchmark (Doblas-Reyes et al., 
2005). Other studies attempted to use more sophisticated combination methods and 
concluded that it is difficult to improve the SMM forecasts (Kug et al., 2007; Kug et al., 
2008; Tippett and Barnston, 2008; DelSole et al., 2012). 
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In a slightly different framework, Coelho et al. (2004) used a Bayesian method to combine 
the European Centre for Medium-Range Weather Forecasts (ECMWF) dynamical 
forecast system with a simple statistical model based on lagged regression to estimate 
calibrated probabilistic forecasts for the Niño3.4 index. Stephenson et al. (2005) 
generalized this method to deal with more than one forecast system and more than one 
variable. They applied this Bayesian method to equatorial Pacific SST grid point 
predictions produced by seven dynamical forecast systems in the Development of a 
European Multimodel Ensemble System for Seasonal to Inter-Annual Prediction 
(DEMETER; Palmer et al., 2004) and showed improved forecast skill compared to 
individual forecast systems and the SMM. 
 
In this thesis, the multimodel ensemble technique is used to quantify model inadequacy 
for seasonal predictions of SST over three different ocean basins, two modes of the WAM 
rainfall variability and near-surface temperature and precipitation over Europe. A 
comprehensive description of the several variants of the multimodel ensemble is 
described in Chapter 3. 
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3. Data and methods 
3.1. Observations 
Two observational SST datasets have been used: the Hadley Center’s Global Sea-Ice 
Coverage and Sea Surface Temperature version 1.1 (HadISSTv1.1; Rayner et al., 2003) 
and the Extended Reconstructed Sea Surface Temperature analysis version v3b 
(ERSSTv3b, Smith et al., 2008). HadISSTv1.1 contains a set of monthly fields of global 
SST and sea ice concentration on a 1º latitude and longitude grid from 1871 onwards 
while ERSSTv3b is generated using in situ SST data and improved statistical methods 
that allow stable reconstruction using sparse data. ERSSTv3b has a 2º resolution and 
covers the period from January 1854 onwards. HadISSTv1.1 is used in Chapter 4 to build 
linear regression models and in the forecast quality assessment. ERSSTv3b is used as 
predictor to estimate the predictors to build the statistical models to predict the WAM 
precipitation regimes in Chapter 5 and spatial-fields of precipitation and near-surface 
temperature over Europe in Chapter 6. 
 
Two observational precipitation datasets have been used: the version 2.2 of the Global 
Precipitation Climatology Project (GPCP) monthly satellite-gauge combination 
(Huffman and Bolvin, 2013) and the Global Precipitation Climatology Center (GPCC) 
version 6.0 monthly gridded gauge analysis derived from quality controlled station data 
(Schneider et al., 2011). The GPCP dataset is available at a 2.5º resolution for the period 
from 1979 onwards and covers land and ocean. On the other hand, the 1º resolution GPCC 
dataset is available only over land for the period from 1901 onwards. The GPCP dataset 
is used for the forecast quality assessment and the GPCC dataset is used to estimate the 
linear regression coefficients of the statistical models applied in Chapters 5 and 6. 
 
Two observational near-surface temperature datasets have been used: ERA-Interim (Dee 
et al., 2011) and the Global Historical Climatology Network monthly version 2 
(GHCNv2; Fan and van den Dool, 2008). ERA-Interim is the latest global atmospheric 
reanalysis produced by the ECMWF. It is presented as a gridded dataset at approximately 
0.7º horizontal resolution and covers the period from January 1979 onwards. GHCNv2 is 
an in-situ observation-based global land monthly mean near-surface temperature at a 2.5º 
x 2.5º horizontal resolution for the period 1948 onwards. 
 
3.2. Dynamical forecast systems 
Several operational and quasi-operational dynamical forecast systems are used in this 
thesis, among them two from the European Seasonal to Interannual Prediction 
(EUROSIP) initiative and six from the North America Multimodel Ensemble (NMME) 
project. Besides, a simple statistical model is used as a benchmark for comparison with 
the dynamical forecast systems. All forecast systems are described below. 
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The atmospheric component of the ECMWF climate forecast system 4 (S4) is the cycle 
36r4 of the ECMWF Integrated Forecast System (IFS) (Molteni et al., 2011; Kim et al., 
2012). It has a horizontal resolution of about 80 km and 91 vertical levels, extending up 
to about 0.01 hPa. The ocean component of S4, the Nucleus for European Modelling of 
the Ocean (NEMO) version 3.0, has a horizontal resolution of about 1º with equatorial 
refinement and 42 vertical levels, 18 of which are in the upper 200 m. S4’s hindcasts have 
15 ensemble members, except the ones started in February, May, August and November, 
which have 51 members. All ensemble members starts in burst mode on the first day of 
every month at 0 UTC and the simulations are seven-month long and cover the period 
1981-2011. 
 
The National Center for Environmental Prediction (NCEP) climate forecast system 
version 2 (CFSv2) uses the Global Forecast System (GFS), with horizontal resolution of 
about 100 km and 64 vertical levels, as its atmospheric component (Yuan et al., 2011; 
Kim et al., 2012; Kirtman et al., 2014; Saha et al., 2014). Its ocean component is the 
Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model version 4 
(MOMv4) and it has maximum horizontal resolution of 0.25º within 10º of the equator 
and 0.5º poleward and 40 vertical levels. CFSv2 hindcasts have 24 ensemble members, 
except those starting in November, which have 28 members. CFSv2´s hindcasts are 
initialized in different days and times, being the ones initialized after the day 7 used as 
the lead time zero ensemble members of the next month. For example, the ensemble 
members for the target month of February at lead time zero have start dates in January 
11th, 16th, 21st, 26th, 31st, and the February 5th (at the synoptic times 00, 06, 12 and 18 
UTC) of the same year. The simulations are ten-month long and cover the period 1982-
2011. 
 
The Météo-France seasonal forecast system version 3 (MF3) uses the Action de 
Recherche Petite Echelle Grande Echelle (ARPEGE) version 4 as its atmospheric 
component (Alessandri et al., 2011). It has a horizontal resolution of about 300 km and 
91 vertical levels, reaching high into the stratosphere. Its ocean component is the global 
version of the Océan PArallélisé (OPA) model version 8.2 with a horizontal resolution of 
about 2º and 31 vertical levels. MF3´s hindcasts have 11 ensemble members, all starting 
in burst mode on the first day of every month at 0 UTC. The simulations are seven-month 
long and cover the period 1981-2011. 
 
The Community Climate System Model version 3 (CCSM3) uses the Community 
Atmosphere Model (CAM) version 3, with horizontal resolution of approximately 150 
km and composed of 26 vertical levels (Yoshikatsu et al., 2008; Kirtman and Min, 2009; 
Kirtman et al., 2014), as its atmospheric component. The Parallel Ocean Program (POP) 
with 1º horizontal resolution and 40 vertical levels is the ocean component (Yoshikatsu 
et al., 2008). CCSM3´s hindcasts have 6 ensemble members, all starting in burst mode on 
the first day of every month at 0 UTC. The simulations are twelve-month long and cover 
the period 1982-2011. 
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The GFDL uses the GFDL Atmospheric Model with horizontal resolution of roughly 200 
km and 24 vertical levels as its atmospheric component and the MOMv4 with maximum 
horizontal resolution of about 0.3º near the Equator (1º elsewhere) and 50 vertical levels 
as it ocean component (Zhang et al., 2007; Kirtman et al., 2014). Its hindcasts have 10 
ensemble members, all starting in burst mode on the first day of every month at 0 UTC. 
The simulations are twelve-month long and cover the period 1982-2011. 
 
The International Research Institute for Climate and Society - European Center Hamburg 
Model (IRI-ECHAM) anomaly and IRI-ECHAM direct use the coupled forecast system 
described in DeWitt (2005) with some updated parameterizations. The atmospheric 
component is the ECHAM version 4.5 with horizontal resolution of about 300 km and 19 
vertical levels. The ocean component is the MOM version 3 (MOMv3) with zonal 
resolution of 1.5º and meridional resolution of 0.5º between 10ºS and 10ºN, gradually 
increasing to 1.5º, keeping constant at this value north of 30ºN and south of 30ºS. There 
are 25 vertical layers and 17 layers in the upper 450 m. Both forecast systems produce 
hindcasts with 12 ensemble members, all of them starting in burst mode on the first day 
of every month at 0 UTC and are nine-month long. They cover the common period 1982-
2011. The difference between the two versions of the IRI system is that the IRI-ECHAM 
direct employs direct coupling while the IRI-ECHAM anomaly employs anomaly 
coupling. 
 
The Canadian Meteorological Center seasonal forecast system version 2 (CMC2) uses 
the Canadian Center for Climate Modelling and Analysis (CCCam) atmospheric 
circulation model version 4 (CanAM4) as its atmospheric component (Merryfield et al., 
2013; Kirtman et al., 2014). CanAM4 has a horizontal resolution of about 200 km and 35 
vertical levels. The ocean component is the CCCma ocean model version 4 (CanOM4) 
with horizontal resolution of approximately 100 km and 40 vertical levels. CMC2´s 
hindcasts have 10 ensemble members, all starting in burst mode on the first day of every 
month at 0 UTC. The hindcasts are twelve-month long and cover the period 1981-2011. 
 
The National Aeronautics and Space Administration (NASA) forecast system has the 
Goddard Earth Observing System version 5 (GEOS5) model ACGM as its atmospheric 
component (Vernieres et al., 2012). GEOS5 has a horizontal resolution of about 200 km 
and 72 vertical levels. MOMv4 with maximum horizontal resolution of about 0.25º near 
the Equator (1º elsewhere) and 40 vertical levels is its ocean component. NASA´s 
hindcasts have 11 ensemble members, four of which start every five days while the other 
members have other perturbation methods applied on the day closest to the beginning of 
the month. The hindcasts are nine-month long and cover the period 1981-2010. 
 
3.3. Statistical model 
The statistical models used in Chapters 4, 5 and 6 are based on simple linear regression 
where the relationship between a vector of predictands and a vector of predictors is 
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estimated using the least squares method. The equations used to estimate the statistical 
model are described below. The vectors of predictands can be written as: 
𝒚 = [
𝑦1
𝑦2
⋮
𝑦𝑁
] 
where  𝑦𝑖  is the predictand at the 𝑖th target year and 𝑁 is the number of target years. For 
example, 𝑦𝑖  could be an observed Niño3.4 SST index in June 2000. The vector of 
predictors of the statistical model can be written as: 
𝒙 = [
𝑥1
𝑥2
⋮
𝑥𝑁
] 
where  𝑥𝑖  is the predictor at the ith target year. In this thesis, the statistical model uses 
observations as predictors.  For example, 𝑥𝑖 could be an observed Niño3.4 SST index in 
May 2000. The prediction of this example would be a one-month forecast with lead time 
zero because it uses the latest observations prior to the target month. The simple linear 
regression can be expressed in matrix form as follows: 
𝒚 = 𝑿𝒂 + 𝜺 (3.1) 
where 
𝒂 = [
𝑎0
𝑎1
] 
and 
𝑿 = [
1 𝑥1
1 𝑥2
⋮ ⋮
1 𝑥𝑁
] 
where 𝑎0 and  𝑎1 are the least-squares estimates of the intercept and the slope parameters, 
respectively, and 𝜺 is the vector of residuals. Note that 𝑿 is an extension of the vector of 
predictors. The least-squares estimate of 𝒂 is obtained in cross-validation mode by 
minimizing the sum of the squared error (𝑆𝑆𝐸), 𝑆𝑆𝐸 = (𝒚𝑖 − 𝑿𝑖𝒂𝑖)
𝑇
(𝒚𝑖 − 𝑿𝑖𝒂𝑖), and 
has the following standard solution: 
𝒂𝑖 = [(𝑿𝑖)
𝑇
𝑿𝑖]
−1
[𝑿𝑖]
𝑇
𝒚𝑖 (3.2) 
where the superscript 𝑖 indicates that all years but the 𝑖th target year are included in the 
regression analysis because the estimates are obtained in one-year-out cross-validation 
mode. This method is applied to estimate the statistical model presented in Chapter 4. The 
statistical model is also estimated in retroactive mode where only years prior to the target 
year are used in the estimation of the regression coefficients, as in an operational context 
(Mason and Mimmack, 2002; Mason and Baddour, 2008). In this case, the superscript 𝑖 
indicates that only the years prior to the 𝑖th target year are included in the regression 
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analysis. In both cases, cross-validation and retrospective approaches, the statistical 
model prediction at the 𝑖th target year is estimated as: 
?̂?𝑖 = 𝑥𝑖𝑎1
𝑖 + 𝑎0
𝑖  (3.3) 
 
Due to the chaotic nature of the climate system, seasonal forecasts should be formulated 
in a probabilistic fashion (e.g. Doblas-Reyes et al., 2013a). Therefore, the statistical 
model must be communicated with a proper quantification of the forecast uncertainty. 
The first step to quantify the forecast uncertainty in the statistical model is to estimate the 
predicted variance, which is a measure of spread. If the residuals are assumed to follow a 
Gaussian distribution and that a large dataset is used in the regression analysis, then the 
unbiased estimate of the predicted variance would be equal to the mean of the squared 
regression residuals: 
?̂?0𝑖
2 =
1
𝑛 − 2
∑𝜀𝑗
2
𝑛
𝑗=1
        (3.4) 
where 𝑛 is the number of training years (e.g., 𝑛 = 𝑁 − 1 when the statistical model is 
estimated in one-year-out cross-validation mode), the factor 𝑛 − 2 appears because two 
regression coefficients (𝑎0
𝑖  and 𝑎1
𝑖 ) are estimated, and 𝜀𝑗 is the estimated residual at the 
𝑗th training year. However, because of the small sample size usually available to perform 
regression analysis in seasonal forecast, ?̂?0𝑖 usually underestimates the forecast 
uncertainty (Wilks, 2006). To minimize this issue, two additional terms must be added in 
the estimation of the predicted variance so that the predicted variance can be rewritten as: 
?̂?𝑖
2 = ?̂?0𝑖
2 [1 +
1
𝑛
+
(𝑥𝑖 − ?̅?
𝑖)
2
𝑛𝛾2,𝑖
] (3.5) 
where 
𝛾2,𝑖 =
1
𝑛
∑(𝑥𝑗 − ?̅?
𝑖)
2
𝑛
𝑗=1
 (3.6) 
where ?̅?𝑖 and  𝛾2,𝑖 are the statistical model´s predictor mean and variance over the training 
period for the 𝑖th target year. Note in the third term of the equation (3.5) that the forecast 
will be more uncertain when the predictor 𝑥𝑖 is far from the center of its climatological 
distribution over the training period. On the other hand, this uncertainty would become 
negligible when a very large sample size is used to estimate the regression coefficients 
(Wilks, 2006). For an infinite sample size ?̂?𝑖
2 would equal to ?̂?0𝑖
2 . Assuming the predicted 
PDF follows a Gaussian distribution, then the 95% prediction interval is expected to be 
approximately bounded by 𝑦?̂? ± 1.96?̂?𝑖. When this assumption fails, the prediction 
interval tends to be either too wide or too narrow. 
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3.3.1. SST forecasts 
In Chapter 4, the statistical model is used to predict monthly anomalies of three SST 
indices over different tropical regions: the Niño3.4 (170ºW - 120ºW, 5ºS - 5ºN; Trenberth, 
1997), the Subtropical Northern Atlantic (SNA; 55ºW - 15ºW, 5ºN - 25ºN; Enfield et al., 
1999), and the Western Tropical Indian (WTI; 50ºE - 70ºE, 10ºS - 10ºN; Wang et al. 
2009). The statistical model assumes the predictor and the predictand are the same index, 
but at different target months. For example, the Niño3.4 SST index in May 2000 could 
be used as predictor to predict the Niño3.4 SST index in June 2000 for a forecast at lead 
time 0, as it uses the latest observed SST index as predictor. Forecasts are performed for 
all months of the year and the seven forecast times available in common for both S4 and 
MF3. 
 
For each target month and lead time pair, the statistical model is trained in two different 
ways. On one hand, the one-year-out cross-validation method is applied using the period 
1951-2010. On the other hand, the regression coefficients are estimated in retroactive 
mode having the period 1951-1981 as the first training period for the forecasts performed 
for the target years 1982-2010, extending the training period by one year at a time as in 
an operational context (Mason and Mimmack, 2002; Mason and Baddour, 2008). As for 
the forecast quality assessments of the dynamical forecast systems, verification statistics 
are computed for the target period 1982-2010. The HadISSTv1.1 is used both in the 
estimation of the regression coefficients and in the forecast quality assessment. 
 
A brief description of the differences in skill between the statistical model predictions in 
retroactive and cross-validation modes is provided in Appendix A. The statistical model 
developed in retroactive mode is used in Chapter 4. 
 
3.3.2. WAM rainfall regimes 
In Chapter 5, the methodology used to estimate the WAM rainfall regimes is aimed to 
take into account the seasonal evolution of the rainfall within a rainy season and its 
interannual variability simultaneously. In this technique, monthly rainfall is averaged 
over the 10ºW-10ºE African Monsoon Multidisplinary Analysis transect (Hourdin et al., 
2010; Losada et al., 2010; Roehrig et al., 2013). Averaging rainfall zonally allows taking 
into account two relevant features of the WAM variability: the latitudinal migration and 
the seasonal distribution of the summer rainfall (Hourdin et al., 2010). The latitudinal 
range of the study extends from the Equator to 20ºN and the period between June and 
October of each year. The southernmost limit is intended to capture the inland penetration 
of monsoonal rainfall over the Guinean region, while the northernmost limit tries to 
capture the Sahelian rainfall, which usually reaches 18ºN in the observations. The period 
from June to October represents one month prior to and one month after the July, August 
and September (JAS) period, a time when most rainfall takes place over the WAM region 
(Sultan and Janicot, 2003). 
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With the dynamical forecast systems analyzed in this thesis, the longest forecast time that 
can be considered is seven months, the longest forecast time of both S4 and MF3. With 
seven forecast months and covering the period June to October, three start dates can be 
considered to estimate the intraseasonal evolution of the WAM rainfall: June (lead 0), 
May (lead 1 month) and April (lead 2 months). Most users, such as farmers, request 
receiving information about seasonal rainfall about 1-2 months before the climatological 
monsoon onset in July, that is, the information should be available in late April or early 
May (Ingram et al., 2002). For this reason, most figures displayed in Chapter 5 are for 
lead time 1, that is, a prediction starting in the first of May or late April (as is the case for 
the CFSv2). 
 
Principal component analysis (PCA; Wilks, 2006) of the covariance matrix is performed 
upon the observed and predicted zonally averaged rainfall to estimate the leading modes 
of WAM rainfall variability. The three-dimensional data matrix used to estimate the 
covariance matrix contains the longitudes, the months from June to October and the 
number of years, which will identify the modes of interannual variability taking into 
account at the same time the seasonal variability. For the hindcasts, the third dimension 
is the number of ensemble members times the number of years. The anomalies, estimated 
for both the observations and the dynamical forecast systems prior to applying the PCA, 
were computed using three-year-out cross-validation to avoid artificial skill in the 
forecast quality assessment (Mason and Baddour, 2008). The leading modes of the WAM 
rainfall variability are described as a set of spatial patterns (empirical orthogonal 
functions, EOFs) and associated standardized time series (PCs) that are associated to 
specific modes of variability. PCA is performed upon the observations and each forecast 
system and lead time separately to take into account the fact that the hindcasts might 
represent the variability in a way different to the observations, while this representation 
also depends on the lead time (Doblas-Reyes et al., 2003; Philippon et al., 2010). 
 
Statistical models based on simple linear regression are used to predict the WAM rainfall 
regimes. The regression coefficients are estimated in retroactive mode having the first 
training period the years 1951-1981, extending it by one year at a time for the entire target 
period 1982-2011. The selection of two periods has different motivations. While the year 
1982 is the first year available for most hindcasts, 1951 is the year from which a large 
number of stations are used in the GPCC dataset, and therefore, making this period a more 
trustworthy period for this dataset (Schneider et al., 2011). The PCA is performed on the 
GPCC and GPCP to assess the uncertainty associated with the observations in the 
estimation of the WAM rainfall regimes and to use an independent dataset for the 
estimation of the statistical model from the one used in the forecast quality assessment. 
The GPCP dataset is also used with a mask over the ocean for comparison with the GPCC 
data, which has values only over land. Climatologies and the PCA for the observed 
rainfall are hence computed with four different samples: GPCP 1982-2011, GPCP land-
only 1982-2011, GPCC 1951-2011 and GPCC 1982-2011. The GPCC and ERSSTv3b 
datasets are used to build the statistical model while the GPCP dataset is used for the 
validation of all forecast system. 
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Chapter 5 focuses on the two regimes that explain most of the rainfall variability in the 
WAM region. The statistical model used to predict these regimes use SST indices as 
predictors. Three SST indices are considered: the Atlantic 3 (Atl3; SST averaged over 
20ºW-0ºE, 3ºS-3ºN; Zebiak, 1993), the Atlantic Multidecadal Oscillation (AMO; SST 
anomalies averaged over 80ºW-0ºW and 0º-60ºN minus global SST anomalies over 60ºS-
60ºN; Trenberth and Shea, 2006) and the Niño3.4 (SST anomalies averaged over 170ºW-
120ºW; 5ºS-5ºN; Trenberth, 1997). The choice of the best predictor for each WAM 
rainfall regime is given in the Appendix B. 
 
3.3.3. Near-surface temperature and precipitation over Europe 
In Chapter 6, the statistical model is used to predict spatial-fields of monthly near-surface 
temperature and precipitation over Europe, in boreal summer and winter. The Niño3.4, 
SNA and AMO SST indices as well as the predictand variable itself at previous months 
are used as predictors. The statistical model is estimated in retroactive mode and the 
relation between the predictor and the predictand is estimated for each grid point 
independently. The first training period is 1951-1981, extending it by one year at a time, 
to predict the target period 1982-2010. ERSSTv3b is used to estimate the SST indices. 
The GPCC and the GHCNv2 are used to train the statistical models while the GPCP and 
the ERA-Interim are used in the forecast quality assessment. Because the observations 
and the dynamical forecast systems have different spatial resolution, they have been 
interpolated into the 2.5º grid resolution prior to the estimation of the regression 
coefficients of the statistical model. 
 
3.4. Combination methods 
The dynamical forecast systems described previously are combined using different 
combination methods. This section presents a quantitative description of the combination 
methods used in Chapters 4, 5 and 6. The spatial-fields of the dynamical forecast systems 
can be organized in matrix form as follows: 
?̂?𝑖,𝑘 =
[
 
 
 
?̂?1,1 ?̂?1,2 ⋯ ?̂?1,𝐽∗
?̂?2,1 ?̂?2,2 ⋯ ?̂?2,𝐽∗
⋮ ⋮ ⋱ ⋮
?̂?𝐼∗,1 ?̂?𝐼∗,2 ⋯ ?̂?𝐼∗,𝐽∗]
 
 
 
 
where ?̂? is a grid-point ensemble member of the 𝑘th forecast system at the 𝑖th target year 
for a given variable, target period and lead time. 𝐼∗ and 𝐽∗ are the number of latitudes and 
longitude points in the forecast system´s horizontal resolution. When the combination is 
performed to predict spatial-fields of climate variables, as the ones in Chapter 6, the 
forecast systems are first interpolated into the 2.5º grid. In this case, after computing the 
ensemble mean for each grid-point in a forecast system and first interpolated into the 2.5º 
grid, the matrix ?̂? can be rewritten as: 
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?̂?𝑖,𝑘 =
[
 
 
 
 
?̂̅?1,1 ?̂̅?1,2 ⋯ ?̂̅?1,𝐽
?̂̅?2,1 ?̂̅?2,2 ⋯ ?̂̅?2,𝐽
⋮ ⋮ ⋱ ⋮
?̂̅?𝐼,1 ?̂̅?𝐼,2 ⋯ ?̂̅?𝐼,𝐽 ]
 
 
 
 
 
where ?̂̅? is the grid-point ensemble mean of the 𝑘th forecast system at the 𝑖th target year 
for a given variable, target period and lead time. 𝐼 and 𝐽 are the number of latitudes and 
longitude points in the 2.5º  horizontal resolution. For example, ?̂?𝑖,𝑘 could be the spatial-
field of precipitation predicted by S4 in May 2000 at lead time 0. All observations 
described in the Section 3.1 are also interpolated into the 2.5º horizontal resolution. The 
interpolated observations can be written generically in matrix form as: 
𝒀𝑖 = [
𝑦1,1 𝑦1,2 ⋯ 𝑦1,𝐽
𝑦2,1 𝑦2,2 ⋯ 𝑦2,𝐽
⋮ ⋮ ⋱ ⋮
𝑦𝐼,1 𝑦𝐼,2 ⋯ 𝑦𝐼,𝐽
] 
where 𝑦 is the observed climate variable at the 𝑖th target year for a given target period. 
For example, it could be the spatial-field of precipitation in May 2000. 
 
In Chapters 4 and 5, the combinations are performed for univariate predictands. The 
matrix ?̂? is used to compute the SST indices used in Chapter 4 as well as the WAM 
rainfall regimes in Chapter 5. In these cases, when only univariate variables are used, the 
matrix representing the dynamical forecast systems can be rewritten as: 
?̂? =
[
 
 
 
?̂?1,1 ?̂?1,2 ⋯ ?̂?1,𝑀
?̂?2,1 ?̂?2,2 ⋯ ?̂?2,𝑀
⋮ ⋮ ⋱ ⋮
?̂?𝑁,1 ?̂?𝑁,2 ⋯ ?̂?𝑁,𝑀]
 
 
 
 
where ?̂?𝑖,𝑘  is the ensemble mean of a forecast system, N is the number of target years 
and 𝑀 is the number of forecast systems. Note that ?̂?𝑖,𝑘 is estimated in the forecast 
system´s original resolution. For example, ?̂?𝑖,𝑘  could be an S4´s ensemble mean 
prediction of the Niño3.4 SST index for the target period of June 2000 with lead time one. 
Note that 𝒚, 𝒀 and ?̂? refer to anomalies computed using the three-year-out cross-
validation method, that is, for each case the mean was computed using all years, but the 
𝑖 − 1th, 𝑖th and 𝑖 − 1th target years. With the exception of the SMM, where no calibration 
is applied, the combination of the forecast systems is also performed in three-year-out 
cross-validation mode. 
 
3.4.1. Simple multimodel 
The SMM is defined by the simple average of the ensemble mean of several forecast 
systems, such as: 
?̂?𝑖
𝑆𝑀𝑀 =
1
𝑀
∑ ?̂?𝑖,𝑘
𝑀
𝑘=1
 (3.7) 
28 
 
where  ?̂?𝑖
𝑆𝑀𝑀 is the ensemble mean of the SMM at the 𝑖th target year. The ensemble mean 
of each dynamical forecast system is computed prior to the combination to avoid giving 
more weight to the forecast systems that has a larger number of ensembles. Note that the 
equation (3.7) is applied to each target period, variable, lead time and region 
independently. 
 
3.4.2. Multiple linear regression 
A multiple linear regression (MLR) of the observations on the anomaly values of the 
forecast systems was performed to estimate the linear combination of the different 
forecast systems. The MLR combination can be expressed in matrix form as follows: 
𝒚 = 𝑬𝒃 + 𝜺 (3.8) 
where 
𝑬 =
[
 
 
 
1 ?̂?1,1 ?̂?1,2 ⋯ ?̂?1,𝑀
1 ?̂?2,1 ?̂?2,2 ⋯ ?̂?2,𝑀
⋮ ⋮ ⋮ ⋱ ⋮
1 ?̂?𝑛,1 ?̂?𝑛,2 ⋯ ?̂?𝑛,𝑀]
 
 
 
 
and 
𝒃 = [
𝑏0
𝑏1
⋮
𝑏𝑀
] 
where 𝑏0 and 𝑏𝑘  are the least-squares estimates of the intercept and the slope parameters 
of the 𝑘th forecast system and 𝜺 is the vector of residuals. Note that 𝑬  is an extension of 
the matrix of predictors 𝑴 and 𝑛 is the number of training years. The least-squares 
estimate of  𝒃 is obtained using the three-year-out cross-validation method by minimizing 
the SSE using the equation 3.2, replacing 𝑿 for 𝑬 and 𝒂 for 𝒃. In this case, the superscript 
𝑖 indicates that all years, but the 𝑖 − 1th, 𝑖th and 𝑖 + 1th target years were included in the 
regression analysis. Thus, the predicted value for the MLR combination at the 𝑖th target 
year is then estimated as: 
?̂?𝑖
𝑀𝐿𝑅 = ∑ ?̂?𝑖,𝑘𝑏𝑘
𝑖 + 𝑏0
𝑖
𝑀
𝑘=1
 (3.9) 
 
The covariance matrix of the forecast system´s predictions, necessary to estimate the 
predicted standard deviation, was computed as follows: 
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𝑺𝑚𝑚
2,𝑖 =
1
𝑛
(𝑴𝑖)
𝑇
𝑴𝑖 =
[
 
 
 
 𝑠1,1
2,𝑖 𝑠1,2
2,𝑖 ⋯ 𝑠1,𝑀
2,𝑖
𝑠2,1
2,𝑖 𝑠2,2
2,𝑖 ⋯ 𝑠2,𝑀
2,𝑖
⋮ ⋮ ⋱ ⋮
𝑠𝑀,1
2,𝑖 𝑠𝑀,2
2,𝑖 ⋯ 𝑠𝑀,𝑀
2,𝑖
]
 
 
 
 
 (3.10) 
where the superscript 𝑖 indicates that all, but the 𝑖 − 1th, 𝑖th and 𝑖 + 1th target years are 
included in the computation of the variances-covariances, and 𝑠𝑘,𝑘
2,𝑖
 and 𝑠𝑘,𝑙
2,𝑖
 are the 
variances and covariances given by: 
𝑠𝑘,𝑘
2,𝑖 =
1
𝑛
∑(?̂?𝑗,𝑗)
2
𝑛
𝑗=1
 ∀𝑗 ≠ 𝑖 − 1, 𝑖, 𝑖 + 1                                                 (3.11) 
𝑠𝑘,𝑙
2,𝑖 =
1
𝑛
∑(?̂?𝑗,𝑗?̂?𝑗,𝑗∗)
𝑛
𝑗=1
 ∀𝑗 ≠ 𝑖 − 1, 𝑖, 𝑖 + 1                                                 (3.12) 
where 𝑛 = 𝑁 − 3 is the number of training years and  𝑙 is a forecast system, such as 𝑗 ≠
𝑗∗. 
 
The predicted forecast uncertainty for each target year was computed as in Doblas-Reyes 
et al. (2005): 
?̂?𝑖
𝑀𝐿𝑅 = 𝑠0
𝑖√1 +
1
𝑛
?̂?𝑖(𝑺𝑚𝑚
2,𝑖 )
−1
?̂?𝑖
𝑇 (3.13) 
where  𝑠0
𝑖  is the standard deviation of the regression residuals and ?̂?𝑖  is the vector of 
predictors at the 𝑖th target year, such as  ?̂?𝑖 = [?̂?𝑖,1 ?̂?𝑖,2  ⋯ ?̂?𝑖,𝑀]. 
 
3.4.3. Principal component multiple linear regression 
A PCA is performed on 𝑴𝑖 aiming at finding a new set of predictors that are uncorrelated 
from each other. This new set of predictors is used to estimate the PC1-regression (PC1) 
and the PCA-regression (PCA-regression) combinations. The aim of using PCA is to 
avoid introducing a large uncertainty in the estimated linear regression coefficients due 
to colinearity (Doblas-Reyes et al., 2005). 
 
The eigenvalue decomposition of the covariance matrix 𝑺𝑚𝑚
𝑖  can be written as 
 𝑺𝑚𝑚
𝑖 𝑭𝑖 = 𝝀𝑖𝑭𝑖 (3.14) 
where 𝑭𝑖  and  𝝀𝑖 are the eigenvectors and eigenvalues of 𝑺𝑚𝑚
𝑖 , respectively. 
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The PC, 𝑷𝑖 are given by 
𝑷𝑖 = 𝑴𝑖 ∙ 𝑭𝑖   (3.15) 
 
The PCs for the 𝑖th target year 𝒑𝑖 is computed by multiplying the matrix of eigenvectors 
𝑭𝑖 by the vector of predictors ?̂?𝑖 = [?̂?𝑖,1 ?̂?𝑖,2  ⋯ ?̂?𝑖,𝑀] at the 𝑖th target year. 
 
In the PC1 combination, the PC that explained the largest variance is used to compose 𝑬 
and the steps (3.8) to (3.13) are performed to estimate the predicted value ?̂?𝑖
𝑃𝐶1  and the 
predicted standard deviation ?̂?𝑖
𝑃𝐶1  of the PC1 combination. In the PCA-regression 
combination, all PCs are used to compose 𝑬  and the predicted value ?̂?𝑖
𝑃𝐶𝐴 and the 
predicted standard deviation ?̂?𝑖
𝑃𝐶𝐴 of the PCA-regression combination are estimated. 
 
3.4.4. Forecast assimilation 
The forecast assimilation (FA) is a Bayesian approach that combines the dynamical 
forecast system predictions with prior historical information to produce calibrated 
probabilistic forecasts (Stephenson et al., 2005). It can be expressed as: 
𝑦𝑖|𝑚𝑖 = 𝑁(𝑦𝑖, 𝑠𝑖) (3.16) 
 
The predicted mean ?̂?𝑖 and the predicted standard deviation ?̂?𝑖 can be written as follows: 
?̂?𝑖 = 𝑦𝑏
𝑖 +𝑳𝑖[?̂?𝑖 − 𝑮
𝑖(𝑦𝑏
𝑖 − 𝑦0
𝑖)] (3.17) 
?̂?𝑖
2 = [(𝑮𝑖)
𝑇
(𝑺2,𝑖)
−1
𝑮𝑖 + (𝑪𝑖)
−1
]
−1
 (3.18) 
where the 𝑳𝑖 = 𝑪𝑖(𝑮𝑖)
𝑇
[𝑮𝑖𝑪𝑖(𝑮𝑖)
𝑇
+ 𝑺2,𝑖]
−1
  is the gain/weight matrix. The slope 𝑮𝑖, 
the intercept 𝑦0
𝑖   and the prediction error covariance 𝑺2,𝑖 matrices are estimated using the 
least-squares estimation of the regression of the forecast systems on the observations. 
They are given by: 
𝑮𝑖 = 𝑺𝑚𝑦
2,𝑖 (𝑺𝑦𝑦
2,𝑖 )
−1
 (3.19) 
𝑦0
𝑖 = − [?̅?𝑖 − ?̅?𝑖(𝑮𝑖)
𝑇
] 𝑮𝑖 [(𝑮𝑖)
𝑇
𝑮𝑖]
−1
 
(3.20) 
𝑺2,𝑖 = 𝑺𝑚𝑚
2,𝑖 (𝑺𝑦𝑦
2,𝑖 )
−1
(𝑺𝑚𝑦
2,𝑖 )
𝑇
 (3.21) 
where 𝑺𝑦𝑦
2,𝑖
 is the covariance matrix of the observations, and  𝑺𝑚𝑦
2,𝑖
 is the cross-covariance 
matrix.  ?̅?𝑖 and  ?̅?𝑖 are defined as: 
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?̅?𝑖 =
1
𝑛
∑?̂?𝑗,∗
𝑛
𝑗=1
 ∀𝑗 ≠ 𝑖 − 1, 𝑖, 𝑖 + 1                                                (3.22) 
?̅?𝑖 =
1
𝑛
∑𝑦𝑗
𝑛
𝑗=1
 ∀𝑗 ≠ 𝑖 − 1, 𝑖, 𝑖 + 1                                                (3.23) 
 
The reader will note that the computations are performed in three-years-out cross-
validation mode. The mean (𝑦𝑏
𝑖 ) and covariance (𝐶𝑖) matrices of the normally-distributed 
prior are computed in two different ways: 
 In one case, the expected value and the predicted standard deviation from the 
statistical model predictions are used as 𝑦𝑏
𝑖   and  𝐶𝑖, respectively. This 
combination is called the FA-statistical (FAS). 
 In a second case, the prior distribution was estimated using the climatological 
information, such as: 
 𝑦𝑏
𝑖 = ?̅?𝑖 
𝐶𝑖 = 𝑺𝑦𝑦
2,𝑖
 
This last combination is referred to as the FA-climatology (FAC). 
 
3.4.5. Combination of spatial-fields 
Until now, it has been described the methods used to combine time series (i.e., univariate 
statistics). In Chapter 4, these methods are used to combine predictions of three SST 
indices and, in Chapter 5, some of the methods are used to predict two WAM rainfall 
regimes. The methods used to combine the spatial-fields of precipitation and near-surface 
temperature prediction over Europe in winter and summer are described below. The area 
of study falls between 20ºN and 75ºN of latitude and between 30ºW and 60ºE of 
longitude. 
 
The equation (3.7) can be rewritten in matrix form to estimate the spatial-field of the 
SMM predictions, such as: 
?̂?𝑖
𝑆𝑀𝑀 =
1
𝑀
∑ ?̂?𝑖,𝑘
𝑀
𝑘=1
 (3.24) 
where ?̂?𝑖,𝑘 is a spatial-field of the 𝑘th forecast systems at the 𝑖th target year for a given 
variable, target period and lead time. 
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The FA combination is also applied into spatial-field forecasts. First, the matrix 𝒀 is 
reorganized to place the grid points in the rows and the number of training years in the 
columns, such as: 
𝒀∗ = [
𝑦1,1 𝑦1,2 ⋯ 𝑦1,𝑄
𝑦2,1 𝑦2,2 ⋯ 𝑦2,𝑄
⋮ ⋮ ⋱ ⋮
𝑦𝑛,1 𝑦𝑛,2 ⋯ 𝑦𝑛,𝑄
] 
where 𝑛 is the number of training years and 𝑄 is the number of latitudes times the number 
of longitudes. Similarly, the matrix ?̂?𝑖,𝑘 is reorganized to place all grid points and forecast 
systems in the rows, such as: 
𝑨 =
[
 
 
 
 
?̂̅?1,1 ?̂̅?1,2 ⋯ ?̂̅?1,𝑃
?̂̅?2,1 ?̂̅?2,2 ⋯ ?̂̅?2,𝑃
⋮ ⋮ ⋱ ⋮
?̂̅?𝑛,1 ?̂̅?𝑛,2 ⋯ ?̂̅?𝑛,𝑃]
 
 
 
 
 
where 𝑃 is the number of grid points in the 2.5º grid (𝑄) times the number of forecast 
systems (𝑀). Note that all observations and forecast systems have the same number of 
grid points after the interpolation. Due to the large dimensionality of gridded data 
compared to the number of independent forecasts, especially for multimodel predictions 
(i.e., 𝑃 ≫ 𝑛), and the strong dependency between values at adjacent grid-points, 
dimension reduction becomes necessary (Stephenson et al., 2005). Maximum covariance 
analysis (MCA) is used to extract the leading co-varying modes from the forecast systems 
predictions and the observations. The cross-covariance matrix can be decomposed into 
the product of three matrix, such as: 
𝒀∗𝑇𝑨 = 𝑼𝑫𝑽𝑇 (3.25) 
where the columns of 𝑼𝑄,𝑄 are the orthonormal eigenvectors of (𝒀
∗𝑇𝑨)(𝒀∗𝑇𝑨)
𝑇
, the 
columns of 𝑽𝑃,𝑃 are the orthonormal eigenvectors of (𝒀
∗𝑇𝑨)
𝑇
(𝒀∗𝑇𝑨) and 𝑫𝑄,𝑃 is a 
diagonal matrix containing the square roots of the eigenvalues of 𝑼 or 𝑽. The PCs 
associated with the eigenvectors can be written as: 
𝒁 = 𝒀∗𝑼𝑄,𝑛𝑚 
𝑾 = 𝑨𝑽𝑃,𝑛𝑚 
(3.26) 
(3.27) 
where 𝒁 and 𝑾 are the left (observations) and right (predictions) expansion coefficients 
and 𝑛𝑚 is the number of modes retained. Finally, the equations (3.19) to (3.21) are 
rewritten to solve the likelihood parameters of the predictions of spatial-fields of climate 
variables: 
𝓖𝑖 = 𝓢𝑍𝑊
2,𝑖 (𝓢𝑍𝑍
2,𝑖)
−1
 (3.28) 
𝒛0
𝑖 = −[?̅?𝑖 − ?̅?𝑖(𝓖𝑖)
𝑇
] 𝓖𝑖 [(𝓖𝑖)
𝑇
𝓖𝑖]
−1
 (3.29) 
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𝓢2,𝑖 = 𝓢𝑊𝑊
2,𝑖 (𝓢𝑍𝑍
2,𝑖)
−1
(𝓢𝑍𝑊
2,𝑖 )
𝑇
 (3.30) 
where ?̅?𝑖 and ?̅?𝑖 are the mean over the 𝑛 training years of 𝑾 and 𝒁, 𝓢𝑍𝑍
2,𝑖
 and 𝓢𝑊𝑊
2,𝑖
 are the 
𝑛𝑚x𝑛𝑚 covariance matrix of 𝒁 and 𝑾, and 𝓢𝑍𝑊
2,𝑖
 is the 𝑛𝑚x𝑛𝑚 cross-covariance matrix 
between 𝒁 and 𝑾. Similarly, the equations (3.17) and (3.18) can be rewritten to solve the 
FA in the MCA space: 
?̂?𝑖 = ?̅?𝑏
𝑖 + 𝓛𝑖[?̂?𝑖 − 𝓖
𝑖(?̅?𝑖 − 𝒛0
𝑖 )] (3.31) 
?̂?𝑖
2 = [(𝓖𝑖)
𝑇
(𝓢2,𝑖)
−1
𝓖𝑖 + (𝓒𝑖)
−1
]
−1
 (3.32) 
where ?̂?𝑖 = ?̂?𝑖𝑽𝑃,𝑛𝑚 is the predictor at the 𝑖th target year in the MCA space, ?̂?𝑖 =
(?̂?𝑖,1 ?̂?𝑖,2 ⋯ ?̂?𝑖,𝑃) is the grid-point climate variable for all 𝑀 forecast systems at 
the 𝑖th target year and 𝓛𝑖 = 𝓒𝑖(𝓖𝑖)
𝑇
(𝓖𝑖𝓒𝑖(𝓖𝑖)
𝑇
+ 𝓢2,𝑖)
−1
 is the gain/weight matrix. The 
final step is to get the FA predictions in the geographical coordinate system, such as: 
?̂?𝑖
𝐹𝐴𝐶 = 𝑼𝑄,𝑛𝑚?̂? 𝑖 (3.33) 
?̂?𝑖
2,𝐹𝐴𝐶 = 𝑼𝑄,𝑛𝑚?̂?𝑖
2(𝑼𝑄,𝑛𝑚)
𝑇
 (3.34) 
where ?̂?𝑖
𝐹𝐴𝐶 and ?̂?𝑖
2,𝐹𝐴𝐶
 are the spatial-field predicted mean and covariance matrices of 
the FA prediction. 
 
3.5. Forecast quality assessment 
A forecast quality assessment where the predicted and observed values are compared is 
an important step in climate prediction. A wide variety of forecast verification procedures 
exists, but all involve measures of the relationship between a forecast or a set of forecasts 
and the corresponding observation(s) of the predictand (Wilks, 2006). Due to the high 
dimensionality of the forecast verification problem, it is very important to take into 
account multiple verification measures to obtain richer and more robust conclusions about 
the quality and/or value of the forecast systems (Murphy, 1991; Mason and Stephenson, 
2008). In this thesis, several deterministic and probabilistic verification measures are used 
in the forecast quality assessment. These measures are described below. 
 
The usual Pearson correlation coefficient is used in this thesis to measure the degree of 
linear correspondence (or association) between the predicted mean (e.g., ensemble mean) 
and the observed value of the predictand. It can be written as: 
𝑟 =
∑ (?̂?𝑖 − ?̅̂?)
𝑁
𝑖=1 (𝑦𝑖 − ?̅?)
√∑ (?̂?𝑖 − ?̅̂?)
2𝑁
𝑖=1 ∑ (𝑦𝑖 − ?̅?)
2𝑁
𝑖=1
 
(3.35) 
34 
 
where ?̂?𝑖 and 𝑦𝑖 are the predicted and observed predictands and ?̅̂? and ?̅? are their 
respective mean over 𝑁 the target years. Note that ?̂?𝑖 and 𝑦𝑖 are anomaly values computed 
in three-year-out cross-validation mode and that their time average in (3.35) are computed 
for all 𝑁 target years (i.e., they are close to, but not exactly, zero). 
 
The correlation coefficient measures the quality of deterministic forecasts (i.e., how well 
the mean of the PDF is predicted), but provides no information about the quality of the 
forecast uncertainty (i.e., how well the spread of the PDF is predicted). As mentioned in 
Chapter 2, climate forecasts should be communicated with a proper quantification of the 
forecast uncertainty in their statements. In this thesis, we use multiple probabilistic 
verification measures to assess how well the forecast uncertainty is predicted by the 
forecast systems and their combination. The Brier score (𝐵𝑆) is one of the most 
commonly used quadratic score to verify probabilistic forecasts. It can be defined as: 
𝐵𝑆 =
1
𝑁
∑(?̂?𝑖 − 𝑜𝑖)
2
𝑁
𝑖=1
 (3.36) 
where ?̂?𝑖 is the probability forecast and 𝑜𝑖 is the observation, which is set to be one if the 
event happened and zero if it did not happen, for the 𝑖th target year. The 𝐵𝑆 could be 
generalized in the form of a skill score where the forecast of a given system is compared 
to a reference prediction system, which is usually a much simpler forecast such as the 
climatological frequency of the event. This generalization is called the Brier skill score 
(𝐵𝑆𝑆), and could be written as: 
𝐵𝑆𝑆 = 1 −
𝐵𝑆
𝐵𝑆𝑐
, 𝑤𝑖𝑡ℎ     𝐵𝑆𝑐 =
1
𝑁
∑(?̂?𝑐 − 𝑜𝑖)
2
𝑁
𝑖=1
 (3.37) 
where 𝐵𝑆 is the Brier score of a given forecast system, 𝐵𝑆𝑐 is the Brier score of the 
climatology and ?̂?𝑐 is the climatology probability. Positive 𝐵𝑆𝑆 means the 𝐵𝑆 of the 
system is better than the 𝐵𝑆 of the reference forecast. Two probability events are 
considered in this thesis: the probability of the predictand of being above the median and 
the upper quartile. 
 
Two types are probability forecasts are handled in this study: ensemble predictions and 
sets of predictions defined by a forecast mean and a standard deviation. For those forecast 
systems that did not have ensemble hindcasts, the normal forecast distribution of each 
year is sampled with size 10,000 to obtain samples from which to compute the median 
and the upper quartile of the corresponding climatological distributions. The 10,000 
sample size was chosen because it was found to provide robust estimates of the 
climatological PDF. The robustness was estimated by calculating the BSS 1,000 times 
for the statistical model and for a given target month and lead time pair. These 1,000 
estimations were performed with sample size 11, 51, 100, 1,000 and 10,000. The sample 
size 10,000 was chosen because it presented the smallest spread in the histogram of the 
1,000 estimated values of the 𝐵𝑆𝑆. The median and the upper quartile of the 
climatological distribution are estimated using ensemble members for the predictions of 
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the dynamical forecast systems and all available years. Separate threshold estimates are 
obtained for the predictions and the observations to take into account that the predictions 
have systematic errors in the variability. 
 
Finally, the probability forecasts are estimated using the estimated thresholds (median 
and upper quartile). For those forecast systems that did not have ensemble hindcasts, the 
probability forecasts are estimated using the standard PDF for the Gaussian distribution, 
such as: 
𝑓(𝜒) =
1
?̂?𝑖√2𝜋
𝑒𝑥𝑝 [−
(𝜒 − ?̂?𝑖)
2
2?̂?𝑖
2 ] , −∞ < 𝜒 < ∞ (3.38) 
where ?̂?𝑖 and ?̂?𝑖 are the predicted mean and standard deviation and 𝜋 = 3.14 is a 
mathematical constant. The probability forecast is the area below of the PDF estimated 
using (3.38) for the two binary events analyzed: 𝜒 above the median and the upper 
quartile. For ensemble hindcasts, the probability forecast is estimated using a frequentist 
approach. In this case, the probability is given by the number of ensemble members above 
the threshold divided by the total number of ensemble members of a given forecast 
system. 
 
The 𝐵𝑆 can be expressed in terms of the sum of three important forecast verification 
attributes: the reliability, the resolution and the uncertainty (Wilks, 2006). One way to 
estimate these three attributes is to stratify the 𝑁 forecast probabilities into a set of 𝐿 bins. 
In this thesis, the forecasts are stratified into 10 bins with equivalent width, ranging from 
?̂?𝑖 = 0.0 to ?̂?𝑖 = 1.0 (i.e., 0.0 ≤ ?̂?𝑖 < 0.1;  0.1 ≤ ?̂?𝑖 < 0.2, …, 0.9 ≤ ?̂?𝑖 ≤ 1.0). Then, 
the equation (3.36) can be rewritten as: 
𝐵𝑆 =
1
𝑁
∑𝑁𝑙(?̅?𝑙 − ?̅?𝑙)
𝐿
𝑙=1
−
1
𝑁
∑𝑁𝑙(?̅?𝑙 − ?̅?)
𝐿
𝑙=1
+ ?̅?(1 − ?̅?) (3.39) 
where 𝐿 = 10 is the number of bins, 𝑁𝑙 is the number of forecast-observation pairs inside 
each bin, such as: 
𝑁 = ∑𝑁𝑙
𝐿
𝑙=1
 (3.40) 
?̅?𝑙 and ?̅?𝑙 are the frequency of predicted and observed events, such as: 
?̅?𝑙 =
1
𝑁𝑙
∑ ?̂?𝑖
𝑖∈𝑁𝑙
 (3.41) 
?̅?𝑙 =
1
𝑁𝑙
∑ 𝑜𝑖
𝑖∈𝑁𝑙
 (3.42) 
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where 𝑜𝑖 is the observation inside each bin. Finally, the frequency of the event being 
observed in the whole sample (i.e., sample climatology) can be written as: 
?̅? =
1
𝑁
∑𝑜𝑖
𝑁
𝑖=1
=
1
𝑁
∑𝑁𝑙?̅?𝑙
𝐿
𝑙=1
 (3.43) 
 
The three terms in the equation (3.39) are known as the reliability (𝐵𝑆𝑅𝐸𝐿, first term on 
right hand side of 3.39), resolution (𝐵𝑆𝑅𝐸𝑆, second term on right hand side of 3.39) and 
uncertainty (𝐵𝑆𝑈𝑁𝐶, third term on right hand side of 3.39) components of the 𝐵𝑆. 𝐵𝑆𝑅𝐸𝐿 
verifies the degree of correspondence between the frequency of events predicted by the 
system and the frequency of events that actually happened and measures the degree of 
trustworthiness of the predicted probabilities. On the other hand, 𝐵𝑆𝑅𝐸𝑆 measures the 
ability of the forecasts to distinguish events that have forecast probabilities different from 
the climatological frequency given by the equation (3.43). 𝐵𝑆𝑈𝑁𝐶 is associated with the 
uncertainty of the observations for a given event being forecast and does not depend on 
the predictions. For example, an event that always happen and an event that never happens 
do not have any uncertainty in its observations (i.e., 𝐵𝑆𝑈𝑁𝐶 = 0) as it is fully known the 
observed outcome. The largest possible uncertainty is achieved for an event that has the 
climatological frequency equals to 0.5, resulting in 𝐵𝑆𝑈𝑁𝐶 = 025. 
 
Depending on the number of bins used to stratify the forecast probabilities, the sum of the 
three components of the 𝐵𝑆 in the equation (3.39) does not equal the 𝐵𝑆 computed using 
the equation (3.36). Therefore, two additional components that account for the within-bin 
variance of the forecasts and the within-bin covariance between forecasts and 
observations are also needed to make the components of the 𝐵𝑆 less sensitive to the 
number of bins (Stephenson et al., 2008). These two extra components are added to the 
resolution component of the 𝐵𝑆 to make a generalized resolution term. The generalized 
resolution can be written as (Stephenson et al., 2008): 
𝐵𝑆𝐺𝑅𝐸𝑆 =
1
𝑁
∑𝑁𝑙(?̅?𝑙 − ?̅?)
𝐿
𝑙=1
−
1
𝑁
∑𝑁𝑙 [
1
𝑁𝑙
∑(?̂?𝑖 − ?̅?𝑙)
2
𝑖∈𝑁𝑙
−
2
𝑁𝑙
∑(?̂?𝑖 − ?̅?𝑙)(𝑜𝑖 − ?̅?𝑙)
𝑖∈𝑁𝑙
]
𝐿
𝑙=1
 
(3.44) 
where 𝐵𝑆𝐺𝑅𝐸𝑆 is the generalized resolution component of the 𝐵𝑆. In this thesis, the skill 
scores of the reliability and generalized resolution are used with the climatology as 
reference. They are computed as follows (Doblas-Reyes et al. 2005): 
  
𝐵𝑆𝑆𝑅𝐸𝐿 = 1 −
𝐵𝑆𝑅𝐸𝐿
𝐵𝑆𝑈𝑁𝐶
 (3.45) 
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𝐵𝑆𝑆𝐺𝑅𝐸𝑆 =
𝐵𝑆𝐺𝑅𝐸𝑆
𝐵𝑆𝑈𝑁𝐶
 (3.46) 
 
Another probabilistic verification score used in this thesis is the continuous ranked 
probability score (𝐶𝑅𝑃𝑆; Wilks, 2006). It can be generically defined as: 
𝐶𝑅𝑃𝑆 = ∫[𝐹∗(𝜒) − 𝐹0(𝜒)]
2
∞
−∞
𝑑𝜒 (3.47) 
where  
𝐹0(𝜒) = {
0,          𝜒 < 𝑦𝑖
1,          𝜒 ≥ 𝑦𝑖
 (3.48) 
is a Heaviside step function that jumps from 0 to 1 at the point where the predicted 
variable equals the observation and 𝐹∗(𝜒) is the predicted cumulative distribution 
function (CDF). An illustrative example of the 𝐶𝑅𝑃𝑆 is given in Figure 3.1. The 𝐶𝑅𝑃𝑆 
has two important advantages over the 𝐵𝑆 (Jolliffe and Stephenson, 2012): it is defined 
on a continuous scale and does not require reduction to discrete probabilities of binary 
events, and it can be interpreted as an integral over all possible 𝐵𝑆 values. On the other 
hand, the 𝐵𝑆 allows to verify how a forecast system predict different kind of probability 
events, such as, more extreme events. Therefore, they are complementary. 
 
 
Figure 3.1: Cumulative distribution for the 𝑘th forecast system of five members 
{?̂?𝑖,𝑘,1, ⋯ ?̂?𝑖,𝑘,5} (thick solid black line) and the Heaviside step function that jumps from 0 
to 1 at the observation 𝑦𝑖 (thick solid blue line). The 𝐶𝑅𝑃𝑆 at the 𝑖th target year is 
represented by the red area. Source: Adapted from Hersbach (2000). 
 
The 𝐶𝑅𝑃𝑆 is estimated differently for the two types of probability forecasts handled in 
this thesis. When ensemble predictions are considered (Figure 3.1), the 𝐶𝑅𝑃𝑆 is estimated 
assigning equal weight to each ensemble member, such as: 
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?̂?𝑖,𝑘,𝑡 ≡
𝑡
𝑁𝑡
,          𝑓𝑜𝑟    ?̂?𝑖,𝑘,𝑡 < ?̂?𝑖,𝑘,𝑡+1 < ⋯ ?̂?𝑖,𝑘,𝑁𝑡 (3.49) 
where ?̂?𝑖,𝑘,𝑡 is a piecewise constant function for the 𝑡th ensemble member, 𝑁𝑡 is the total 
number of ensemble member of the 𝑘th forecast system at the 𝑖th target year. Note that 
?̂?𝑖,𝑘,0 = −∞ and ?̂?𝑖,𝑘,𝑁𝑡+1 = ∞ are introduced for convenience. For the hypothetical 
forecast system illustrated in Figure 3.1, ?̂?𝑖,𝑘,1 = ⋯ = ?̂?𝑖,𝑘,5 =
1
5
. 
 
Therefore, the equation (3.47) can be rewritten to deal with ensemble forecasts, as follows 
(Hersbach, 2000): 
𝑐𝑖,𝑘,𝑡 = ∫ [?̂?𝑖,𝑘,𝑡 − 𝐹0(𝑦𝑖)]
2
𝑡+1
𝑡
𝑑𝜒 ⟹ 𝐶𝑅𝑃𝑆 =
1
𝑁
∑∑𝑐𝑖,𝑘,𝑡
𝑁𝑡
𝑡=1
𝑁
𝑖=1
 (3.50) 
where  
𝑐𝑖,𝑘,𝑡 = 𝛼𝑡?̂?𝑖,𝑘,𝑡
2 + 𝛽𝑡(1 − ?̂?𝑖,𝑘,𝑡)
2
 (3.51) 
 
If the observation 𝑦𝑖 falls between the smallest and highest ensemble member, then 𝛼𝑡 
and 𝛽𝑡 can be estimated as follows: 
0 < 𝑡 < 𝑁𝑡 𝛼𝑡 𝛽𝑡 
𝑦𝑖 > ?̂?𝑖,𝑘,𝑡+1 ?̂?𝑖,𝑘,𝑡+1 − ?̂?𝑖,𝑘,𝑡 0 
?̂?𝑖,𝑘,𝑡+1 > 𝑦𝑖 > ?̂?𝑖,𝑘,𝑡 𝑦𝑖 − ?̂?𝑖,𝑘,𝑡 ?̂?𝑖,𝑘,𝑡+1 − 𝑦𝑖 
𝑦𝑖 < ?̂?𝑖,𝑘,𝑡 0 ?̂?𝑖,𝑘,𝑡+1 − ?̂?𝑖,𝑘,𝑡 
 
(3.52) 
 
Otherwise, when the observation 𝑦𝑖 falls outside the range of ensembles, then 𝛼𝑡 and 𝛽𝑡 
can be estimated as follows: 
Outlier 𝛼𝑡 𝛽𝑡 
𝑦𝑖 < ?̂?𝑖,𝑘,1 0 ?̂?𝑖,𝑘,𝑡 − 𝑦𝑖 
𝑦𝑖 > ?̂?𝑖,𝑘,𝑁𝑡 𝑦𝑖 − ?̂?𝑖,𝑘,𝑡 0 
 
(3.53) 
 
Note that in these cases, 𝑡 = 0 (∆𝜒 = ?̂?𝑖,𝑘,1 − 𝑦𝑖) and 𝑡 = 𝑁𝑡(∆𝜒 = 𝑦𝑖 − ?̂?𝑖,𝑘,𝑁𝑡) concern 
the intervals (−∞, ?̂?𝑖,𝑘,1] and [?̂?𝑖,𝑘,𝑁𝑡, ∞), respectively, for which ?̂?𝑖,𝑘,0 = 0 and ?̂?𝑖,𝑘,𝑁𝑡 =
1. 
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In the case of the statistical model and the combinations, where sets of predictions defined 
by a forecast mean and standard deviation are considered, the 𝐶𝑅𝑃𝑆 is estimated as 
follows (Gneiting et al., 2005): 
𝐶𝑅𝑃𝑆 =
1
𝑁
∑?̂?𝑖 {
𝑦𝑖 − ?̂?𝑖
?̂?𝑖
[2𝐹 (
𝑦𝑖 − ?̂?𝑖
?̂?𝑖
) − 1] + 2𝑓 (
𝑦𝑖 − ?̂?𝑖
?̂?𝑖
) −
1
√𝜋
}
𝑁
𝑖=1
 (3.54) 
where  
𝐹(𝜒) =
1
√2𝜋
∫𝑒𝑥𝑝 [−
𝜒2
2
] 𝑑𝜒 (3.55) 
where 𝐹(𝜒) and 𝑓(𝜒) denote the CDF and PDF, respectively, of the normal distribution 
with zero 0 and variance 1 evaluated at the normalized prediction error, 
𝑦𝑖−?̂?𝑖
?̂?𝑖
. 
 
The 𝐶𝑅𝑃𝑆 can be computed in terms of skill score, such as: 
𝐶𝑅𝑃𝑆𝑆 = 1 −
𝐶𝑅𝑃𝑆
𝐶𝑅𝑃𝑆𝐶𝐿𝐼𝑀
 (3.56) 
where 𝐶𝑅𝑃𝑆𝐶𝐿𝐼𝑀 is the 𝐶𝑅𝑃𝑆 of the climatological distribution computed using the 
equation (3.50) and considering all but the target year with equal probability, ?̂?𝑖,1 = ⋯ =
?̂?𝑖,𝑁−1 =
1
𝑁−1
. 
 
Another probabilistic score used in this thesis is the ignorance score (𝐼𝑔𝑛), which is 
defined as the negative logarithm of the predicted probability density corresponding to 
the event that actually occurred (Wilks, 2006). It can be written as: 
𝐼𝑔𝑛 =
1
𝑁
∑−𝑙𝑛[𝑓(𝑦𝑖)]
𝑁
𝑖=1
 (3.57) 
where 𝑓(𝑦𝑖) is the predicted probability density of the observed predictand 𝑦𝑖. The 𝐼𝑔𝑛 
measures the information deficit (or ignorance) of a forecast probability when the 
observation is available (Roulston and Smith, 2002). That is, what information is missed 
for the probability forecast equals the observation. For a perfect forecast, 100% forecast 
probability has to be issued for the event that actually occurred. In this case, the ignorance 
score would be 0. Alternatively, 𝐼𝑔𝑛 goes to infinity when 0% forecast probability is 
assigned for the event that actually occurred. That means that the 𝐼𝑔𝑛 punishes very hard 
bad probabilistic forecasts (Gneiting et al., 2005). Ensemble predictions, especially for 
those dynamical forecast systems that have a small number of ensemble members, usually 
get low evaluation in terms of 𝐼𝑔𝑛. 
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As previously, the predicted PDF is estimated in two different ways. When ensemble 
prediction is available 𝑓(𝜒) is estimated using a kernel density estimator, which sums of 
the bumps placed at each ensemble member for a given forecast system. For simplicity, 
each bump will be assumed Guassian. For the statistical model and the combinations, the 
predicted PDF is assumed Guassian and the equation (3.38) is used to solve the 𝐼𝑔𝑛. After 
some arithmetic, the equation (3.57) can be rewritten as (Gneiting et al., 2005): 
𝐼𝑔𝑛 =
1
𝑁
∑[
1
2
𝑙𝑛(2𝜋?̂?𝑖
2) −
(𝑦𝑖 − ?̂?𝑖)
2
2?̂?𝑖
2 ]
𝑁
𝑖=1
 (3.58) 
 
Rewriting the 𝐼𝑔𝑛 in terms of skill score so that: 
𝐼𝑔𝑛𝑆𝑆 = 1 −
𝐼𝑔𝑛
𝐼𝑔𝑛𝐶𝐿𝐼𝑀
 (3.60) 
where 𝐼𝑔𝑛𝐶𝐿𝐼𝑀 is the ignorance score of the climatological distribution, estimated 
considering all but the target years as bumps in the kernel estimation, and 𝐼𝑔𝑛 is the 
ignorance score of the system being evaluated. 
 
A particular verification dataset is just one of many possible samples from a population 
and therefore verification measures need to be shown together with an indication of the 
sampling uncertainty (Jolliffe and Stephenson, 2012). The sampling uncertainty in the 
verification measures is quantified using 95% confidence intervals (Nicholls, 2001; 
Mason, 2008b; Jolliffe and Stephenson, 2012). However, for grid-point verification 
measures displayed as a map or two-dimensional field where the use of confidence 
intervals would result in a very complex map, p-values are used to quantify the sampling 
uncertainty (Nicholls, 2001). Both the confidence intervals and the p-values are estimated 
using a non-parametric bootstrap method (Mason, 2008b; Jolliffe and Stephenson, 2012). 
In this procedure, the forecast-observation pairs are randomly resampled with 
replacement, keeping the forecast and observation pairs together (Mason, 2008b). The 
bootstrap size is chosen to be 1,000.  From these 1,000 resamples, the 2.5% and 97.5% 
quantiles, which represent the lower and upper confidence interval limits, respectively, 
are estimated. On the other hand, the null hypothesis used to estimate the p-values is that 
the verification measure is zero, while the alternative hypothesis is that it is larger than 
zero (i.e. one-tailed test). When the difference between the forecast quality of two forecast 
systems are considered, the alternative hypothesis is that the verification measure 
difference is different from zero (i.e., two-tailed test). 
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4. Prediction of tropical SST 
4.1. Introduction 
Due to the chaotic nature of the climate system and the inadequacy of current dynamical 
forecast systems, quantifying uncertainty plays an important role in climate forecasting 
(Palmer, 2000). Dealing with uncertainty will help decision makers making better 
decisions on whether or not to take any action given a probability forecast for an event. 
The unavoidable uncertain character of weather and climate prediction forces climate 
forecasts to be formulated in a probabilistic way, as has been recognized for more than a 
century (Murphy and Winkler, 1984). In addition, the probabilistic formulation requires 
an appropriate assessment of how reliable (i.e. whether the forecast uncertainty is 
accurate) the forecasts are (Slingo and Palmer, 2011). 
 
The predictability of the near-surface temperature and precipitation patterns, which plays 
an important role on human activities, is to a certain degree linked to our ability to predict 
the boundary conditions of the climate system such as the SST, especially in the tropics 
(Shukla, 1998; Goddard et al., 2001). As shown in Chapter 2, ENSO is the most important 
source of predictability at seasonal timescale; therefore, the assessment of skill of ENSO 
SST predictions is a fundamental requirement for any seasonal forecasting system 
(Stockdale et al., 2011). Other tropical ocean basins such as the tropical SST over the 
Atlantic and Indian Oceans also have a major impact on the climate variability of the 
surrounding regions (Goddard et al., 2001). For instance, the SST anomalies over the 
tropical Atlantic region directly influence the position of the ITCZ, which plays a role on 
the precipitation patterns over northern northeastern Brazil and western Africa, while the 
western Indian Ocean SST anomalies have impacts on the climate of eastern parts of the 
African continent. Another interesting feature is that the SST variability of the Atlantic 
and Indian basins is somehow linked to that of the tropical Pacific (Goddard et al., 2001). 
Therefore, an important tool used for operational seasonal predictions are the ocean 
climate indices that can be linked to major patterns of climate variability (Doblas-Reyes 
et al. 2013a). 
 
This chapter addresses several innovative aspects of climate forecasting. Firstly, it 
compares three different operational dynamical forecast systems: S4, CFSv2 and MF3. 
These are some of the dynamical seasonal forecast systems available to the users of this 
type of climate information. A simple statistical model based on lagged regression 
(Coelho et al., 2004) is also used as an additional model in the combination procedure. 
Secondly, the study uses and compares several methods to combine the single forecast 
systems in different ways: the multiple linear regression methods described in Doblas-
Reyes et al. (2005) and the Bayesian method described in Stephenson et al. (2005). The 
SMM, where the systems are put together with equal weighting, is used as a benchmark. 
The aim is to assess how the Bayesian method compares with the multiple linear 
regression methods and a simple multimodel. However, this study goes a bit farther than 
those two papers, and several others that were recently published (Hagedorn et al. 2005; 
Palmer et al. 2004; Tippett and Barnston 2008; Kug et al. 2007; Kug et al. 2008). In this 
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paper, the impact of those combination methods on a series of operational dynamical 
forecast systems, which is an aspect of the problem not dealt with in the past, was 
investigated. In particular, this implied considering the differences in how the systems are 
developed in a real-time basis, and how the combination affects predictions that are 
carried out regularly, with one start date per month. Finally, a comprehensive quality 
assessment of the climate forecasts both from a deterministic and probabilistic point of 
view is performed considering all possible start dates and lead time up to seven months, 
which is the limit of the forecast time allowed by both S4 and MF3. The forecast quality 
assessment of both the combinations and the single forecast systems is carried out for 
SST averaged over three different tropical regions: the Niño3.4, the SNA, and the WTI 
indices. 
 
4.2. Forecast quality assessment 
4.2.1. Niño3.4 index 
Figure 4.1 shows monthly forecast anomalies of the Niño3.4 index for the four single 
forecast systems and the FAS for the period between 1982 and 2010. This illustration is 
for the target month of January and lead time two months. This means that the statistical 
model used the previous month of October of the previous year as the predictor, S4 and 
MF3 forecasts were started on the first of November while CFSv2 has its ensemble 
members started between the second week of October and the first week of November. 
The 95% prediction interval for each forecast system, given by the predicted mean 
anomaly plus or minus 1.96 times the predicted standard deviation, and the mean 
climatology forecast are also displayed. For the dynamical forecast systems the predicted 
standard deviation is the standard deviation of all available ensembles. All forecast 
systems have a high linear correspondence with the observed anomalies. However, the 
FAS has higher correlation than all single forecast systems. Besides, most of the 
observations in the forecast systems, except for the MF3, fall inside the 95% prediction 
interval meaning that these forecast systems are reliable. This is shown quantitatively by 
the large values of the reliability component (BSSrel) of the BSS of each forecast system 
that is displayed in the top left corner of each panel of Figure 4.1. Note that even though 
many of the MF3 forecasts fall outside the prediction interval, it has a good BSSrel. The 
FAS has the highest BSS of all forecast systems. 
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Figure 4.1: Monthly forecast anomalies of Niño3.4 index for the statistical model, S4, 
CFSv2, MF3 and FAS. Forecasts are for the target month of January with lead time two. 
Observed values (black solid line), predicted values (red solid line), 95% predicted 
interval (grey area) and the climatology value of January (black dashed line). Several 
scores are displayed in each panel: the correlation coefficient, and the Brier skill score 
and its reliability and resolution components for dichotomous events of SST anomalies 
exceeding the median and the upper quartile. 
 
As operational systems have to provide a prediction starting at least once a month all year 
round, this analysis was extended to all months of the year and for the seven lead times 
available for S4 and MF3. The results for both deterministic and probabilistic scores are 
summarized in Figures 4.2 and 4.3. Figure 4.2 shows the correlation coefficient of the 
Niño3.4 SST index mean prediction as a function of both target month and lead time for 
all forecast systems and combinations for the period between 1982 and 2010. The 
statistical model has the highest values of correlation for predictions produced during the 
boreal winter, when ENSO persistence is the strongest, followed by a period of decreasing 
skill for predictions produced during the boreal spring. This decrease in skill during the 
boreal spring is known as the spring barrier (Balmaseda et al. 1995; Goddard et al. 2001; 
Mason and Mimmack 2002; Stockdale et al. 2011). The lowest values of correlation were 
observed during the boreal summer for longer leads coinciding with the period of the year 
when ENSO typically changes from one phase to another. 
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Figure 4.2: (Left column) Correlation between the ensemble-mean predicted and 
observed Niño3.4 index as a function of target month (horizontal axis) and lead time 
(vertical axis) for the different forecast systems. (Right column) Correlation difference 
between each forecast system and the SMM. The predictions have been formulated over 
the period 1982 to 2010. The forecast systems used are, from top to bottom the statistical 
model, S4, CFSv2, MF3, SMM, MLR, FAC,  FAS, PC1 and PCA-regression. HadISSTv1.1 
data are used to estimate the coefficients in the statistical model and for the forecast 
quality assessment. Circles are for p-values smaller than or equal 0.01, squares for p-
values between 0.05 and 0.01, and diamonds for p-values between 0.10 and 0.05. 
 
A similar pattern is found for the S4 predictions, except that the correlation is higher, and 
the decrease of skill for predictions started during the boreal spring is much less important 
than in the statistical predictions. The superior performance of the ECMWF seasonal 
forecast system 3 (S3) over the older ECMWF forecast systems and persistence when 
predicting the Niño3.4 index has been shown previously (Stockdale et al., 2011). S4 and 
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S3 have similar skill in terms of anomaly correlation when predicting the Niño3.4 index 
(Molteni et al., 2011). The CFSv2 predictions also show a less marked decrease in 
correlation across the spring barrier than the statistical model, but on average its skill is 
slightly lower than in S4. Kim et al. (2012) also found that S4 has higher correlation than 
CFSv2 when predicting the Niño3.4 index in the boreal winter with lead time one month; 
however, they did not apply the CFSv2 bias correction suggested by Kumar et al. (2012). 
Here we show that S4 outperforms CFSv2 even after applying the bias correction 
suggested by Kumar et al. (2012). On the other hand, MF3 predictions are less skilful 
than the other dynamical forecast systems and also have a decrease in correlation during 
the boreal spring although its correlation does not turn into negative correlation as in the 
statistical model. Similar results were found for the NCEP CFS version 1 (CFSv1) and a 
persistence model in previous studies (Saha et al., 2006; Sooraj et al., 2012). It is worth 
noting that ENSO skill may have a decadal dependence, i.e. skill may depend on the 
period of verification (Balmaseda et al., 1995). That is not addressed here. Moreover, 
persistence forecasts, though outperformed by more sophisticated statistical models of 
ENSO, are a tough standard to beat mainly when predicting short lead times (Goddard et 
al., 2001; Mason and Mimmack, 2002). In any case, none of the three dynamical forecast 
systems as well as none of the combinations, show any negative correlation as the 
statistical model does in boreal summer. 
 
The SMM, which is used as the reference standard in the comparison with all the other 
forecast systems, has higher correlation than the statistical model, CFSv2 and MF3 more 
often than not (right panel of Figure 4.2). On the other hand, the SMM has higher 
correlation than S4 only at longer leads in the boreal summer and fall. As discussed in 
previous studies (Hagedorn et al., 2005) the SMM could be outperformed by the best 
single forecast system on some of the aspects of the prediction (here the Niño3.4 index in 
the boreal winter). On the other hand, as it will be shown in the following sections of this 
chapter, the SMM has an overall better performance than the four single forecast systems 
when all aspects of the prediction (i.e. the three analyzed regions, all target month and 
lead time pairs) are taken into account. 
 
All combinations show a similar skill pattern. They outperform the SMM only in a few 
target month and lead time pairs especially during the boreal winter. On the other hand, 
they have lower correlation than the SMM in the other months of the year, especially for 
leads longer than two months. The forecast quality of the SMM is usually difficult to 
improve using multiple linear regression because of the small number of single forecast 
systems and short time series used to estimate the regression coefficients (Doblas-Reyes 
et al., 2005). This could also help explaining the similarities between the MLR and PCA 
predictions. S4 has the best overall correlation for the Niño3.4 predictions, that is, it has 
higher correlation than all the other single forecast systems and combinations more often 
than not. 
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Because of the inherent uncertainty involved in climate forecasting (Mason and 
Mimmack, 2002) the quality of the probabilistic forecasts were also assessed and will be 
described below. The BSS with respect to climatology for the SST anomalies exceeding 
the median for the Niño3.4 index is shown in Figure 4.3. The patterns of skill are similar 
to those of the correlation coefficient, except for the smaller magnitude of the values. 
Wang et al. (2009) also found that probabilistic forecast skill scores display similar 
patterns as those of deterministic scores. Positive BSS for most of the target month and 
lead time pairs in all single forecast systems and their combinations show that predictions 
are more skillful than the climatology. As for the mean predictions, the probabilistic 
predictions for this index also show the lowest skill at the target period of the boreal 
summer, especially for longer leads (i.e. for predictions with start dates in boreal spring). 
This agrees with previous studies (Tippett and Barnston, 2008). 
 
The differences between the BSS of the single forecast systems and the combinations 
with the SMM have all a pattern similar to that of the correlation shown in Figure 4.2. 
One difference is that the SMM beats all single forecast systems, including S4, more often 
than not. On the other hand, the other combinations are more competitive when assessing 
their probabilistic skill in comparison with their deterministic counterpart although the 
SMM performs better than all of them more often than not. The only exception to this is 
given by the FAS predictions. The only season where the unequal combinations beat the 
SMM more often than not is the boreal winter. This is achieved by improved resolution 
skill score, a highly desirable feature that shows that unequal weighting can also improve 
the accuracy of the predictions and not just the reliability. This result provides evidence 
that unequal combination can indeed improve predictions over that of the SMM even with 
the limited sample size typical of seasonal forecasting. 
 
The BSS for the event defined as the anomalies of the Niño3.4 SST index exceeding the 
upper quartile were also analyzed (not shown). The BSS has similar patterns to those of 
the SST anomalies exceeding the median shown in Figure 4.3. One difference is that the 
SMM is more difficult to beat when predicting the SST anomalies exceeding the upper 
quartile. 
 
4.2.2. Subtropical North Atlantic index 
The correlation coefficient of the predictions of the SNA SST index for all forecast 
systems and combinations show positive values in all target month and lead time pairs 
(Figure 4.4). This is also observed in the Niño3.4 index predictions, except for the 
statistical model where negative correlations are observed in the boreal summer and 
beginning of fall at leads four, five and six. This confirms that there is considerable SST 
memory in these two ocean regions for the lead times considered here. For all forecast 
systems and combinations the correlation coefficient is higher in the Niño3.4 index than 
in the SNA index more often than not. All these findings agree with previous studies, 
although they used slightly different areas to represent the tropical northern Atlantic SST 
region (Stockdale et al., 2011; Sooraj et al., 2012;). 
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Figure 4.3: As Figure 4.2, but for the BSS of the Niño3.4 SST index anomalies exceeding 
the median. 
 
The skill of the SNA index varies seasonally. All forecast systems reach a maximum peak 
in correlation in December. After the peak the correlation starts decreasing, reaching 
relatively lower values of correlation during boreal spring. The SMM has higher 
correlation than all forecast systems and combinations during all seasons more often than 
not, except for the S4 and CFSv2 in the boreal summer and fall (right panel of Figure 
4.4). This shows how difficult it is to improve the SMM ensemble-mean predictions in 
all cases using more sophisticated combination methods that assign unequal weights to 
each forecast system (Doblas-Reyes et al., 2005; DelSole et al., 2011). 
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Figure 4.4: Same as Figure 4.2, but for the correlation coefficient of the SNA SST index 
anomalies. 
 
The BSS of the SNA SST index anomalies exceeding the median have similar patterns as 
the correlation counterpart, except for the lower magnitude (Figure 4.5). The SMM has 
higher BSS than the statistical model, S4 and MF3 more often than not. CFSv2 beats the 
SMM in terms of BSS more frequently than not, but S4 beats the SMM only during the 
boreal summer and fall in some leads. It is important to note that S4 shows noticeable 
improvements in skill when compared to S3 and persistence over the tropical Atlantic 
region (Molteni et al., 2011). The SMM outperforms all combinations methods more 
often than not; however, it is observed that the unequal combinations do a good job during 
the target months between August and November. The decomposition of the BSS shows 
that the resolution skill score term explain most of the pattern of the BSS in all systems, 
that is, whenever the SMM has higher (smaller) BSS than a single forecast system or 
combination it also performs better (worse) in terms of BSSres. All forecast systems and 
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combinations have similar BSSrel, except for the SMM that performs better in a few 
target month and lead time pairs. 
 
 
Figure 4.5: As Figure 4.2, but for the BSS of the SNA SST index anomalies exceeding the 
median. 
 
The BSS of the SNA SST index anomalies exceeding the upper quartile shows similar 
patterns as the ones in Figure 4.5, except that they are smaller in magnitude (not shown). 
As for the Niño3.4 index, predictions of the SNA SST index anomalies exceeding the 
upper quartile are less skillful than when predicting the event of exceeding the median. 
In addition, in agreement with the results discussed above, the SMM has higher BSS than 
all forecast system more often than not. For the Niño3.4 and SNA indices it is more 
difficult to improve SMM forecasts in terms of BSS for more extreme events, such as the 
ones above the upper quartile than for events above the median. 
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4.2.3. Western Tropical Indian index 
All forecast systems show positive correlation for the WTI index predictions in almost all 
target month and lead time pairs (Figure 4.6). This shows both that there is considerable 
SST memory in the region and that the three dynamical forecast systems analyzed here 
are able to reproduce well the inter-annual SST variability in the Western Indian Ocean. 
The predictability of the WTI index also varies seasonally, but unlike the two indices 
described above the skill of the statistical and the three dynamical forecast systems vary 
differently. The three dynamical forecast systems have the highest correlation during the 
target months between November and May, and a significant drop in skill in the target 
months of the boreal summer, especially for longer lead times. This rapid decrease in 
correlation was observed previously in S3 (Stockdale et al., 2011), CFSv1 (Sooraj et al., 
2012), the Climate Prediction and its Application to Society (CliPAS) and the DEMETER 
multimodel (Wang et al., 2009). On the other hand, the statistical model has two peaks in 
correlation, one in the boreal spring and another one in the boreal summer. Wang et al. 
(2009) showed that while the SST predictions in the WTI and East Tropical Indian (ETI; 
90°-110°E, 10°S-Equator) have some useful skill both in dynamical and statistical 
forecast systems and their combinations, the skill for the Indian Ocean Dipole SST index 
(SST at ETI minus SST at WTI; Saji et al., 1999), which has influence in the surround 
continental regions, is reduced. 
 
The statistical model has higher correlation than the SMM at the first two lead times in 
all target months and during the boreal summer also at longer leads when the three 
dynamical forecast systems have relatively lower skill. CFSv2 is the only dynamical 
forecast system that outperforms the SMM more often than not. On the other hand, S4 
and MF3 have systematically lower correlation than the SMM. All combinations, except 
for the PC1, outperform the SMM more often than not and this coincides with the target 
month and lead time pairs where the statistical model performs well. This shows that in 
some situations the combination methods that assign unequal weights can in fact lead to 
improvement in skill over that of the SMM. In contrast to the Niño3.4 and SNA analyses, 
the inclusion of the statistical model information in the WTI index adds skill to the 
combinations. 
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Figure 4.6: As Figure 4.2, but for the correlation coefficient of the WTI SST index 
anomalies. 
 
The BSS of the WTI SST index anomalies exceeding the median are shown in Figure 4.7. 
Except for the statistical model during the boreal summer, when the dynamical forecast 
systems perform worse than climatology, the SMM outperforms all forecast systems more 
often than not. The statistical model has higher BSS than the SMM during the target 
months of July and August at all lead times and also during the first two leads in the first 
six target months of the year. For the other target month and lead time pairs the SMM has 
higher BSS than the statistical model more often than not. The SMM has systematically 
higher BSS than all dynamical forecast systems in all seasons of the year and lead times. 
Among all forecast systems and combinations the FAS is the only one that has higher 
BSS than the SMM more often than not. On the other hand, the PC1 is the only 
combination that has systematically lower BSS than the SMM while the other 
combinations have higher BSS than the SMM at the target month and lead time pairs 
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when the statistical model performs well. The decomposition of the BSS shows that the 
combination methods that assign unequal weights have higher reliability skill score than 
the SMM more often than not, but they only perform better than the SMM in terms of 
resolution skill score during the boreal summer (not shown). 
 
 
Figure 4.7: As Figure 2, but for the BSS of the WTI SST index anomalies exceeding the 
median. 
 
The BSS of the WTI SST index anomalies exceeding the upper quartile shows similar 
results as those of Figure 4.7. However, all dynamical forecast systems perform worse 
than the climatology more often than when predicting the same index exceeding the 
median. The boreal summer is the most difficult season to improve the climatological 
probability forecasts and the statistical model is the only single forecast system that has 
skill. All combinations also have skilful probabilistic predictions when predicting the 
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WTI index anomalies exceeding the upper quartile. Besides, the WTI is the only index 
when it is easier to outperform the SMM when predicting events above the upper quartile. 
4.2.4. Discussion 
The previous results give a detailed account of the different performance of the single 
forecast systems and the impact of the combination methods. It was seen that there is no 
single forecast system that provides the best results for all cases. In fact, while one system 
is better for Niño3.4 (S4), a different one is the best overall for the WTI (statistical). 
Surprisingly, simple empirical models can still provide useful predictive information, 
even when compared to the recently developed state-of-the-art dynamical forecast 
systems. As it is impossible to choose a single system to provide climate information to 
the users, an approach to integrate the different sources into a single prediction is 
necessary. These combination methods have different properties for specific target month 
and lead time pairs, not only because they combine a different set of single systems, but 
also because they calibrate the probabilistic predictions differently, as it has been found 
in the analysis of the reliability. 
 
A more integrated view of the advantages of the set of combination methods considered 
is required. The scatterplots of the correlation (Figure 4.8) and the BSS (Figure 4.9) 
summarize the results described above. Predictions for all indices, target months, lead 
times and events of the probabilistic forecasts have been included to obtain a general 
picture of the performance. Each symbol in the scatterplots represents one of the three 
analyzed regions: WTI (circle), Niño3.4 (triangle) and SNA (cross). 
 
The SMM has higher correlation than all single forecast systems and combinations, 
except for the FAS, more often than not (not shown). This is seen in Figure 4.8 by the 
number of symbols that fall below the diagonal more frequently than above it in all 
forecast systems and combinations, except in the FAS. However, this superiority of the 
SMM over the single forecast systems is not found in all single aspect of the forecast as 
noted previously in this study and, for instance, in Hagedorn et al. (2005). As mentioned 
above, if only the Niño3.4 index is considered, then S4 ensemble-mean predictions are 
more skilful than the SMM (Figure 4.2). Moreover, if only the target months of July and 
August for the predictions of the WTI index are considered, then the statistical model and 
the CFSv2 are more skilful than the SMM. 
 
It is interesting to note that the SMM fails to beat all forecast systems when it has 
correlation smaller than 0.6 (Figure 4.8). In these cases, all forecast systems and 
combinations, except S4, MF3 and PC1, have higher correlation than the SMM. The 
combination methods almost never show a negative correlation. This result is significant 
because it illustrates an important property of appropriate weighting methods: they reduce 
the risk of providing poor predictions in cases where the single forecast systems have low 
or negative correlation. 
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Figure 4.8: Scatterplots of the correlation coefficient for the statistical model, S4, CFSv2, 
MF3 and FAS versus the SMM. Results are for twelve target months, seven lead times 
and three indices. Each symbol represents the correlation for one index: WTI (circle), 
Niño3.4 (triangle) and SNA (cross). 
 
The scatterplots of the BSS show that the SMM has higher skill than the four single 
forecast systems more frequently than not (Figure 4.9). In agreement with previous 
studies (Hagedorn et al., 2005) the SMM probabilistic predictions do have an overall 
improved reliability and resolution when compared to the single forecasting systems (not 
shown). The statistical model hardly gets values of BSS below -0.4, while the dynamical 
forecast systems do worse for low values (Figure 4.9). This could be explained because 
the statistical models are calibrated by construction (Mason and Baddour, 2008) while 
the three dynamical systems are not and tend to be overconfident (Slingo and Palmer, 
2011). None of the weighting methods tends to show higher BSS than the SMM more 
often than not, but when the SMM has a low BSS the weighted predictions tend to be 
better. 
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Figure 4.9: As Figure 4.8, but for the BSS. Results also include two events: anomalies 
above the median and above the upper quartile. 
 
4.3. Summary and conclusions 
The chaotic nature of the climate system implies that forecast uncertainty must be 
quantified (Palmer, 2000). The uncertainties in climate forecasts are due to both the initial 
conditions and model inadequacy (Slingo and Palmer, 2011). The first source of 
uncertainty is addressed by generating an ensemble of forecasts, while model inadequacy 
has been addressed in this thesis using the multimodel method (Doblas-Reyes et al., 
2009). It has been shown that the quantification of these two sources of uncertainty leads 
to more reliable probabilistic forecasts (Coelho et al., 2004; Doblas-Reyes et al., 2005; 
Hagedorn et al., 2005; Stephenson et al., 2005; Doblas-Reyes et al., 2009; Wang et al., 
2009). 
 
Traditionally, multimodel predictions are built by merging the different single forecast 
systems, avoiding the question of how best to combine them depending on their past 
performance. Hence, the question of whether there exists an optimal way to combine the 
different forecast systems remains unanswered. In this chapter, the Bayesian method 
described in Stephenson et al. (2005) is compared with the multiple linear regression 
methods described in Doblas-Reyes et al. (2005) and a simple combination method where 
all forecast systems are combined with equal weight attributed to each of them. However, 
this study goes a bit farther than those two papers, and several others that were recently 
published (Palmer et al., 2004; Hagedorn et al., 2005; Kug et al., 2007; Tippett and 
Barnston, 2008; Kug et al., 2008). In this chapter, the impact of those combination 
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methods on a series of operational forecast systems, which is an aspect of the problem 
not dealt with in the past, was investigated. In particular, this implied considering the 
differences in how the systems are developed in a real-time basis, and how the 
combination affects predictions that are carried out regularly, with one start date per 
month. Three operational dynamical seasonal forecast systems were used: S4, CFSv2 and 
MF3. The statistical model described in Coelho et al. (2004) is used as an additional 
model for both benchmarking and to increase the number of systems in the combination 
procedure. 
 
The predictability of the climate system is to a large extent linked to our ability to predict 
its boundary conditions, such as the SST. Therefore, the forecast quality assessment of 
the SSTs for deterministic and probabilistic predictions of all forecast systems and 
combinations was analyzed. Given the large amount of cases considered in this study, for 
simplicity, the forecast quality assessment is carried out for SST averaged over three 
different tropical regions: the tropical Pacific Ocean, the tropical Atlantic Ocean and the 
tropical Indian Ocean. 
 
The SMM, which is used as the reference forecast, has often higher correlation than all 
single forecast systems. However, for a specific aspect of the forecast the SMM can be 
outperformed by the best single forecast system as noted in earlier studies (Hagedorn et 
al., 2005; Wang et al., 2009). For instance, S4 has higher correlation than the SMM more 
often than not when only the Niño3.4 predictions are considered (Figure 4.2). On the 
other hand, the statistical model has higher correlation than the SMM more often than not 
when only the WTI predictions in the boreal summer are considered (Figure 4.6). This 
shows that empirical systems can still provide useful information. The SMM has also 
higher mean prediction correlation than all combination methods that assign unequal 
weights, except for the FAS, more often than not, making it a benchmark difficult to beat. 
Even the FA method, which includes and generalizes previous calibration methods and 
had been proved to be competitive against the SMM when predicting the equatorial 
Pacific SST for the four target months available in the DEMETER project (Stephenson 
et al., 2005), performed only as good as the SMM in terms of correlation when all cases 
are considered (all SST indices, target month and lead time pairs). The low number of 
forecast systems (four) could explain this and short samples (29 years) used to estimate 
the regression coefficients (Doblas-Reyes et al., 2005). 
 
The SMM outperforms the four single forecast systems analyzed here more often than 
not also in terms of BSS. It has been found that the higher BSS of the SMM predictions 
when compared to the single forecast systems is the result of improved reliability and 
resolution, which is in agreement with previous studies despite the slightly different 
definition of reliability and resolution used. The probabilistic predictions of the SMM are 
often better than those of the combination methods that assign unequal weights in terms 
of BSS. However, some of the results shown here give light to further research on how to 
improve the SMM predictions using combination methods that assign unequal weights. 
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For example, FAS deterministic and probabilistic predictions are often competitive 
against the SMM. The combination methods that assign unequal weights improve the 
SMM predictions when only a fraction of all single forecast systems have skill as in the 
case of the SNA index predictions in the boreal fall (Figure 4.5) or in the case WTI index 
predictions in the boreal summer (Figure 4.7). Therefore, the weighting does not 
outperform the SMM when the SMM is very skilful, but it reduces the risk of low skill 
situations that are found when several single forecast systems have a low skill. 
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5. Prediction of the WAM rainfall regimes 
5.1. Introduction 
Associated with the apparent motion of the sun, the ITCZ experiences a latitudinal shift 
along the year that plays a fundamental role in determining the WAM rainfall variability 
(Motha et al., 1980; Sylla et al., 2013). The WAM rainfall variability spans a wide range 
of timescales, from intraseasonal (Sultan et al., 2003) to interdecadal (Nicholson, 1993), 
and is influenced by both local and remote oceanic forcings, and associated changes in 
the atmospheric circulation (Folland et al., 1986; Fontaine et al., 1995, 1998; Fontaine 
and Janicot, 1996; Janicot et al., 1998, 2001; Joly and Voldoire, 2009, 2010; Hourdin et 
al., 2010; Mohino et al., 2011a, 2011b; Rodríguez-Fonseca et al., 2011). 
 
Motha et al. (1980) analyzed long-term rainfall data in Nigeria and found two distinct 
rainfall patterns. In one of them, rainfall anomalies of opposite signs are observed in the 
Sahelian and Guinean regions. They suggested that this was associated with the latitudinal 
migration of the ITCZ such as that above (below) normal rainfall in the Sahelian 
(Guinean) region is observed when the ITCZ is placed further north of its climatological 
position. The opposite takes place when the ITCZ does not penetrate into the Sahelian 
region with its normal intensity. In the second pattern, rainfall anomalies with the same 
sign are experienced throughout the WAM region. 
 
The two leading modes of WAM rainfall variability, extracted by using PCA, correspond 
to the rainfall variability along the Sahelian and Guinean regions (Giannini et al., 2003, 
2005; Tippet and Giannini, 2006; Philippon et al., 2010). While the Guinean rainfall 
regime is mostly explained by interannual variations, the variability in the semi-arid 
Sahelian region occurs mostly on decadal time scales, although interannual variations 
also play a role in this region, specially linked to ENSO (Fontaine et al., 1998; Janicot et 
al., 2001; Giannini et al., 2003, 2005; Tippet and Giannini, 2006). 
 
Forecasting the WAM summer rainfall is of great importance, especially taking into 
account that a large part of this region employs rain fed agriculture (Sylla et al., 2013). 
On the other hand, farmers find that forecasting the total amount of seasonal rainfall is of 
limited usefulness (Ingram et al., 2002). Instead, they would benefit from having 
information such as the duration and distribution of rainfall over time and space or the 
timing of the monsoon onset (Ingram et al., 2002; Vellinga et al., 2013; Sylla et al., 2013). 
This kind of information has been hardly taken into account in predictability studies over 
the WAM region. In this chapter, the seasonal evolution of the WAM summer rainfall is 
taken into account through the meridional evolution of rainfall from June to October. 
Latitude-time diagrams of longitudinally averaged rainfall are considered as this approach 
provides a suitable representation of the integrated atmospheric dynamics of the WAM 
system, which is related to shifts in the local ITCZ (e.g. Sultan and Janicot, 2000, 2003; 
Sultan et al., 2003). 
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AGCMs forced with observed SSTs are able to simulate successfully the two WAM 
rainfall regimes (Giannini et al., 2003, 2005; Tippet and Giannini, 2006). However, 
Goddard and Mason (2002) compared the ensemble-mean anomaly correlation simulated 
and predicted by an AGCM using persisted SST anomalies and found that errors in the 
predicted SST could lead to a significant degradation of the predictive skill. They showed 
that the WAM rainfall during the July-August season is one of the most severe examples 
of this loss of prediction skill. In a different study, Tompkins and Feudale (2010) noticed 
that a dipole bias in the WAM rainfall prediction by S3, with dry (wet) conditions over 
the Sahel (Gulf of Guinea). A warm bias in the Equatorial Atlantic SST predictions by S3 
would affect the observed northward migration of the ITCZ. When S3 is run with 
observed SST as boundary forcing the dipole bias disappears, and an overall reduction in 
rainfall bias is found (Tompkins and Feudale, 2010). Capture the interannual variability 
of the Equatorial Atlantic SST using simulations from the Coupled Model 
Intercomparison Project 3 (CMIP3) is still an issue; and consequently, its influence on 
the rainfall over the Western African continent is hardly reproduced (Joly and Voldoire, 
2010). 
 
Cook and Vizy (2006) studied the ability of eighteen climate models to simulate the 
climatology and the dipole mode of WAM variability associated with the meridional 
migration of the ITCZ. They found that all of them have positive SST bias in the Gulf of 
Guinea, only ten could simulate the main observed climatological features (e.g., some of 
the forecast system put the maximum rainfall over the ocean due to the warm SST biases) 
and only eight the dipole mode of variability. An analysis of the recently available CMIP5 
historical simulations shows that dynamical forecast systems still have substantial SST 
biases in the Equatorial Atlantic (Roehrig et al., 2013). Zuo et al. (2013) used the CFSv2, 
to assess the predictability of the modes of interannual rainfall variability of three northern 
hemisphere monsoon systems: the Asian and Indo-Pacific, the West African and the 
North American monsoon systems. They found that the low predictability of the PCs 
associated with the two main modes of the WAM rainfall variability could be probably 
due to the link between the WAM and the equatorial Atlantic SST, which is poorly 
predicted by the CFSv2. 
 
In addition, predictive skill can be negatively affected if the model used to take advantage 
of SST information does not properly describe the mechanisms responsible for the WAM 
rainfall (Kumar et al., 2005). Im et al. (2014) used a regional climate model with 
observations and reanalysis as initial and boundary conditions to show the sensitivity of 
the WAM rainfall, surface energy balance and circulation to the land surface and 
convection schemes. They show that predictability of these parameters over the WAM 
can be significantly improved when the land surface and convection are better represented 
in the model. Zuo et al. (2013) found that the poor representation of land surface processes 
in the CFSv2 could in part explain the low predictability of this forecast system when 
predicting the WAM rainfall regimes. Improving the representation of land surface and 
rainfall processes in dynamical forecast system is difficult and the skill improvement in 
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one region is usually followed by a degradation in another one so that the overall 
improvement is usually small (Tompkins and Feudale, 2010). 
 
When systematic errors are important, several studies have shown how the combination 
of several dynamical forecast systems yields on average better deterministic and 
probabilistic forecast skill than any of the single systems (Coelho et al., 2004; Doblas-
Reyes et al., 2005; Hagedorn et al., 2005; Stephenson et al., 2005;  Batté and Dequé, 
2011; Rodrigues et al., 2014a). It has been shown that combining statistical and dynamical 
forecast systems could enhance forecast skill even further (Coelho et al., 2004; 
Stephenson et al., 2005). Coelho et al. (2004) and Stephenson et al. (2005) used the FA 
technique, a Bayesian method for calibrating and combining several dynamical forecast 
systems taking into account historical (observed) information, to forecast SST over the 
Pacific region. The FA technique assigns weights to each forecast system in the 
combination procedure based on each systems’ forecast error (i.e. more weight to forecast 
systems with less forecast error). Stephenson et al. (2005) found that the FA technique 
could improve forecasts not only over the single systems but also over the SMM 
combination, where all forecast systems are combined assigning equal weights. 
Rodrigues et al. (2014a) studied the benefits of combing three operational dynamical 
forecast systems and a simple statistical model to predict SST over three ocean basins. 
They found that on average the SMM is better than the single forecast systems and the 
combination methods that assign weight to each forecast system, including the FA. On 
the other hand, assigning different weights could reduce low skill when most forecast 
systems perform badly, which is typically the case for the WAM precipitation.  
 
Previous multimodel assessments, however, showed limited benefit of merging different 
sources of information. Bouali et al. (2008) found that the DEMETER multimodel system 
has only modest skill when predicting the Sahelian rainfall. Philippon et al. (2010) studied 
the skill of the ENSEMBLES stream 1 multimodel when forecasting key parameters of 
the WAM and found that the Guinean rainfall regime could be accurately predicted by 
these systems, but not the Sahelian regime. Batté and Dequé (2011) used the 
ENSEMBLES stream 2 forecast systems to study the precipitation seasonal forecast skill 
over Africa and found that the SMM improves on average forecast skill over the single 
systems. They also found that probabilistic forecasts were more skilful in the Guinean 
region than in the Sahelian region. Vellinga et al. (2013) used several forecast systems, 
including the ones from the ENSEMBLES project and the UK Met Office operational 
seasonal forecast system UK Met Office global seasonal forecast system 4 (GloSea4), to 
study the skill of these systems when forecasting the onset of the WAM rainy season. 
They found that these forecast systems have modest probabilistic skill when forecasting 
the onset of the Sahelian rainfall. This was attributed to the difficulty of such systems to 
capture the mean rainfall amount in the Sahel and the influence of a diversity of 
intraseasonal phenomena that usually have little or no predictability at this timescale. 
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New aspects of seasonal climate prediction of the WAM are addressed in this chapter. 
Firstly, a targeted methodology to assess both the seasonal evolution of the WAM rainfall 
within a rainy season and its interannual variability simultaneously is considered. 
Secondly, the two leading modes of the WAM rainfall variability are estimated using the 
seasonal evolution diagrams over the whole hindcast period. The robustness of the 
methodology was estimated using two different datasets to assess the uncertainty 
associated with the observations. Thirdly, several quasi-operational forecast systems were 
used to estimate the leading modes of WAM rainfall variability. The aim is to assess the 
ability of the forecast systems to predict the seasonal evolution of the latitudinal migration 
of rainfall over West Africa.  A simple statistical model that uses SST indices as 
predictors for the WAM rainfall regimes is considered as both a benchmark and an 
additional forecast system. Fourthly, three methods of combination described in Chapter 
3 (i.e. SMM, FAS and FAC) are used to combine the dynamical and empirical seasonal 
predictions. Fifthly, a forecast quality assessment of the combinations and the single 
forecast systems is performed using multiple deterministic and probabilistic verification 
measures. 
 
5.2. Forecast quality assessment 
Figure 5.1 shows the correlation between the predicted ensemble mean and the observed 
JAS rainfall at each grid point over the WAM region for the period 1982-2011. The 
correlation is computed for all dynamical forecast systems at lead time 2 months (i.e. 
predictions starting in May). The aim is to assess the ability of these systems to predict 
the spatial distribution of the seasonal WAM rainfall. S4 shows positive correlations in 
almost all grid points at the three start dates analyzed (results for the two start dates of 
June and April are not shown), most of them with p-values smaller than 0.10. On the other 
hand, CFSv2 has low, and in several instances, negative correlation values. Most of the 
positive correlation values in this forecast system appear north of 10ºN, over the Sahel. 
Correlation values below 0.1 are found more often in the region south of 10ºN. MF3 also 
has low correlation skill when compared to S4, but contrary to CFSv2, most of the 
positive correlation appears south of 10ºN in the Guinean region over the longitudinal 
range 20ºW-10ºE. CCSM3 performs generally worse than the previous three forecast 
systems but, as MF3, it performs better over the Guinean region. GFDL performs well in 
almost all grid points and lead times, except for the Guinean region at lead time 3 (i.e. 
predictions starting in April), where it has correlation values below 0.1 more often than 
above it (not shown). As in the CFSv2 case, GFDL performs better over the Sahel than 
over the Guinean region. The IRI-ECHAM systems perform poorly over the WAM 
region, especially over the Sahel where they have negative values more often than 
positive ones. CMC2 shows positive correlations all over the WAM region at the three 
start dates analyzed (i.e., lead times 1, 2 and 3 months). 
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Figure 5.1: Correlation coefficient between the predicted ensemble mean and observed 
summer (JAS) rainfall at each grid-point over the WAM region for the period 1982-2011. 
The GPCP dataset was used as the reference data. Forecasts are for lead time 1 month 
and interpolated into the GPCP grid prior to computing the correlation coefficient. 
Circles are for p-values smaller than or equal 0.01, squares for p values between 0.05 
and 0.01, and diamonds for p values between 0.10 and 0.05. 
 
Figure 5.1 illustrates that S4 has the highest overall correlation skill at all lead times, 
followed by CMC2 and GFDL, respectively. This is a feature that will appear in many 
other of the diagnostics described in this chapter. S4 seems to represent a leap forward in 
the seasonal prediction of the WAM precipitation with respect to previous versions of this 
system and to other contemporaneous operational systems. This leap forward can be 
measured when compared with the performance of the previous ECMWF forecast system, 
which had similar skill to other European systems (Batté and Déqué, 2011). The grid-
point correlation over the WAM region does not substantially change with lead time in 
any of the forecast systems.  
 
S4, GFDL and CMC2 have smaller mean systematic errors when compared to the other 
systems (not shown). Therefore, even though a direct link between mean biases and 
forecast skill could not be established, one can expect that improving the physical 
processes that are at the origin of the model drift and the systematic error, and that hamper 
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the conversion of predictability into skill, could lead to improvements in forecast quality 
(DeWitt, 2005). Molteni et al. (2011) found that S4 has improved the simulation and 
prediction of ocean/atmosphere variability in the tropical Atlantic and adjacent regions 
when compared to S3, which could benefit the prediction of the WAM rainfall. They 
highlight that some of the improvements S4 has achieved when compared to its 
predecessor might be due to higher horizontal and vertical resolution, a more accurate 
initialization of the land-surface variables, and improved physical parameterization, 
among other reasons. In fact, it is observed that the higher the model resolution of a 
system is, the smaller its biases are, with CCSM3 being the only exception to this simple 
rule. However, as pointed out by Kirtman et al. (2014), CCSM3 is generally worse when 
compared to the other NMME systems in terms of root mean square error (RMSE) of the 
tropical SST for September start dates at leads 0-5 months. As a consequence, it is planned 
to be replaced by CCSM4 in the second phase of the NMME project (Kirtman et al., 
2014). On the other hand, not always a small bias leads to a high correlation. For instance, 
CFSv2 shows a relatively small bias, while at the same time it has low correlation. 
 
The WAM rainfall displays a strong monthly variability, which is illustrated by 
considering the latitudinal migration of the zonally-averaged rainfall between the months 
of June and October. Figure 5.2 shows the climatology of monthly-mean rainfall averaged 
over 10ºW- 10ºE and displayed over the latitudes between the Equator and 20ºN. The 
climatology is computed using the GPCP dataset for the period 1982-2011 (upper left 
panel), GPCP after applying a mask over the ocean for the same period (upper right 
panel), GPCC for the same period (lower right panel) and the GPCC dataset for the period 
1951-2011 (lower left panel). The climatologies of the zonally averaged monthly rainfall 
have similar patterns in both GPCP and GPCC. They show a northward migration of the 
rainfall that reaches its northernmost position at 18ºN in July and August, moving 
southward later in the year. Some differences between GPCC and GPCP can be found 
over the common period. These differences already point at the observational uncertainty 
of the WAM rainfall. 
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Figure 5.2: Monthly rainfall (mm/day) averaged over 10ºW-10ºE as a function of month, 
from June to October, and of latitude. Climatologies of the two analysed observational 
datasets, GPCP and GPCC were computed using the period 1982-2011 and 1951-2011, 
respectively, except when indicate otherwise.  For comparison, the GPCP climatology 
was also computed masking the ocean and the GPCC using only the common period 
1982-2011. 
 
Every dynamical forecast system successfully simulates the meridional shift of the 
rainfall for the three lead times analyzed (not shown). However, they all fail in simulating 
the correct position and magnitude of the rainfall maxima and therefore have substantial 
biases, suggesting that these systems do not fully reproduce the physical processes 
associated with the WAM rainfall. As an illustration, Figure 5.3 shows the systematic 
error of the dynamical forecast systems at lead time 1. CCSM3 has a larger bias than the 
other forecast systems. It not only fails to simulate the rainfall maxima in August but it is 
the only forecast system that simulates rainfall above 2 mm/day north of 18ºN. MF3 also 
has substantial biases. In particular, it has a positive bias south of 10ºN and negative north 
of it indicating that in this forecast system the ITCZ does not penetrate as far north as in 
the observations, which creates a dipole-like bias pattern (i.e. excessive precipitation at 
lower latitudes and a deficit at higher latitudes). This pattern is also observed in S4 and 
CFSv2 but with smaller magnitude when compared to MF3. The IRI-ECHAM systems 
and CMC2 have a dipole-like pattern with inverse sign (i.e. excessive precipitation at 
higher latitudes), while GFDL has a positive bias overall. The forecast systems could be 
ranked in decreasing order of the mean bias (i.e. sum of the mean bias over the whole 
domain) at lead time 1 to give S4, CMC2, CFSv2, IRI-ECHAM direct, GFDL, MF3, IRI-
ECHAM ano and CCSM3. As it was also found in the analysis without the longitudinal 
averaging (not shown), the systems with lower (higher) systematic errors are the systems 
with higher (lower) resolution, CCSM3 being the only exception to this. 
65 
 
 
Figure 5.3: Mean precipitation bias (mm/day) of the dynamical forecast systems over the 
WAM region for the period 1982-2011 is computed as the difference between the one-
month-lead hindcasts and the GPCP mean climatological estimates. The hindcasts were 
interpolated into the GPCP grid prior to computing the systematic error. 
 
The two leading modes of the observational WAM rainfall, obtained with the PCA 
method described in Chapter 3, are shown in Figure 5.4. The aim of the longitudinal 
averaging applied to the data prior to the PCA is to concentrate in both the latitudinal 
migration and the seasonal distribution of the WAM rainfall. The first EOF (EOF1) in the 
GPCP dataset shows positive values south of 10ºN, in the Guinean region, while the 
second EOF (EOF2) shows positive values north of 10ºN, in the Sahelian region. The 
variance associated with these two EOFs is 29% and 23%, respectively (Table 5.1). This 
is in agreement with the WAM patterns described in the literature using different 
methodologies (Motha et al., 1980; Fontaine et al., 1995; Fontaine and Janicot, 1996; 
Janicot et al., 1998; Giannini et al., 2003, 2005; Mohino et al., 2011b; Rodríguez-Fonseca 
et al., 2011). The same analysis has been performed on the GPCP dataset after applying 
a mask over the ocean and on the GPCC dataset with a common period 1982-2011 and 
an extended period 1951-2011 to assess the observational uncertainty. The GPCP land-
only and the GPCC datasets have a reverse order of the leading modes when compared 
to the GPCP land-ocean (Figure 5.4). This reverse pattern when land-ocean and land-only 
data are used has been documented previously (Giannini et al., 2005). This reversal is 
probably due to the variance maximization of inland rainfall, where the latitudinal 
migration from the ocean into the Guinean region early in the season is not considered. 
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The variance explained by these two EOFs varies, being 31% (EOF1) and 24% (EOF2) 
in the GPCP land-only, 27% and 20% in the GPCC, and 30% and 18% in the GPCC for 
the common period 1982-2011. The difference between the smallest and largest values of 
the variance explained in the observational datasets is 4% and 6% for the first and second 
EOF, respectively. As previously with the mean bias, this uncertainty in the observations 
will be taken into account when interpreting the EOFs from the hindcasts. 
 
 
Figure 5.4: Leading two EOFs of the longitudinally-averaged precipitation datasets of 
Figure 5.2. 
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Table 5.1: Variance explained (%) by the first and second modes of the WAM rainfall 
variability by the GPCP, GPCC, and the dynamical forecast systems. For the predicted 
modes of variability, the variance is displayed for each lead time. 
 Variance (%): First mode Variance (%): Second mode 
 Lead 0 Lead 1 Lead 2 Lead 0 Lead 1 Lead 2 
GPCP 29 23 
GPCP land-only 31 24 
GPCC 27 20 
GPCC (1951-2011) 30 18 
S4 25 34 41 15 14 11 
CFSv2 15 19 18 09 09 08 
MF3 27 20 16 11 11 11 
CCSM3 46 49 51 10 09 09 
GFDL 24 22 30 19 18 18 
IRI-ECHAM ano 34 31 29 14 15 15 
IRI-ECHAM direct 32 33 31 11 12 11 
CMC2 18 18 15 12 12 13 
 
To illustrate that the Guinean regime is captured in the EOF1 (EOF2) when the dataset 
have values over both land and ocean (land only) and vice-versa for the Sahelian regime, 
the PCs associated with these EOFs are displayed in Figure 5.5. The first PC (PC1) of the 
GPCP dataset is highly correlated with the second PC (PC2) of the GPCP land-only and 
GPCC datasets, and vice versa (see figure caption). The GPCC PCs show that the Guinean 
regime is characterized mainly by interannual variability while the Sahelian regime is 
associated with substantial interdecadal variations, although interannual variations also 
play a role in the latter as described in previous studies (Fontaine et al., 1998; Giannini et 
al., 2003, 2005). The PCA has been also performed over the full spatial field (i.e. without 
longitudinal averaging) of the GPCP JAS rainfall with longitudes 10ºW-10ºE and 
latitudes between the Equator and 20ºN. The aim is to compare the modes of variability 
of the WAM rainfall computed in a conventional way by applying PCA on the seasonally-
averaged spatial field with the ones computed by applying the PCA on the longitudinally-
averaged seasonal evolution diagrams shown above. The first and second EOFs of the 
JAS full spatial field are also associated with the Guinean and Sahelian regimes, 
respectively (not shown). The lower panels of Figure 5.5 show the PCs associated with 
the Guinean and Sahelian regimes estimated by applying the PCA on both the full spatial 
field and the seasonal evolution diagram. As expected, the PCs are highly correlated in 
both cases, being the correlation 0.91 for the Guinean regime and 0.90 for the Sahelian 
regime. Even so, the zonally-averaged rainfall approach allows a better characterization 
of the intraseasonal evolution of the rainfall regimes because the rainy seasons associated 
with the two modes are not simultaneous.  
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Figure 5.5: Principal components associated with the EOFs shown in Figure 5.4. The 
blue line is the PC of the GPCP land and ocean, the green line is the PC of the GPCP 
land only and the red line is the PC of the GPCC land only. These three PC are computed 
for the common period 1982-2011. The black line is the PC computed using the GPCC 
land only for the period 1951-2011. These PCs are estimated using the seasonal evolution 
diagrams averaged over 10ºW-10ºE, covering the latitudes between the Equator and 20ºN 
and the period between June and October. For comparison, the PCs are also estimated 
using the traditional way with the full spatial field (i.e., without applying the longitudinal 
averaging) over 10ºW-10ºE and between the Equator and 20ºN on the JAS rainfall (gray 
line, bottom panels). The blue lines are the same in the top and bottom panels. The 
correlation between GPCP land and ocean PC1 (blue line in the upper right panel) and 
the GPCC land only PC2 (black line in the upper right panel) is 0.84 while the correlation 
between the GPCP land and ocean PC2 (blue line in the upper left panel) and the GPCC 
land only PC1 (black line in the upper left panel) is 0.95. The correlation between the 
WAM rainfall regimes estimated using the seasonal evolution diagrams and the spatial 
field is 0.91 for the Guinean regime (lower right panel) and 0.90 for the Sahelian regime 
(lower left panel). 
 
The first EOF of the dynamical forecast systems reproduces the overall features 
associated with the observed Guinean regime, as they locate the positive values south of 
10ºN and capture the northward migration of the rainfall (Figure 5.6 illustrates the results 
for lead time 1 month). This is similar to what is found in the GPCP land and ocean 
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dataset. However, the forecast systems fail to simulate the accurate magnitude and 
location of the maxima of the observed EOF, and some of the forecast systems even 
reproduce a pattern different to the one found for the observations in Figure 5.4. S4’s 
EOF1 closely resembles the GPCP EOF1 pattern. The variance explained by S4’s EOF1 
varies considerably with lead time, from 25% at lead time 0 (underestimated when 
compared to GPCP) to 34% and 41% at lead times 1 and 2 months, an important 
overestimation when compared to all the observational estimates (Table 5.1). This could 
be explained by the fact that S4 underestimates (overestimates) the Guinean rainfall at 
lead time 0 (2) months with respect to GPCP. This is likely due to the increasing SST bias 
with forecast time in the Equatorial Atlantic (Doblas-Reyes et al., 2013a). CFSv2 also 
captures well the Guinean regime’s pattern, albeit overestimates the role of the rainfall in 
September and October. MF3 captures the anomalous rainfall in June, July and August 
as in the GPCP dataset, but overestimates it in several latitudes and target months. 
Surprisingly, despite its large systematic errors (Figure 5.3), CCSM3 captures the rainfall 
evolution anomaly in June, July and August, but overestimates the duration of the 
anomalous rainy season. In addition, CCSM3 overestimates the variance explained by the 
EOF1 at all lead times and has the largest difference when compared to GPCP (Table 
5.1). GFDL generally overestimates the rainfall anomalies, but differently from the 
previous forecast systems it yields rainfall above 10ºN and in several latitudes in the target 
months of September and October. Both IRI systems place the rainfall maximum in June 
and thus, overestimate the rainfall at this target month. IRI-ECHAM anomaly 
underestimates the observed rainfall anomaly maxima in July and August and 
overestimates the rainfall latitudinal extent later in the season, while IRI-ECHAM direct 
simulates better than IRI-ECHAM anomaly the rainfall maxima, but overestimates the 
signal in September and October. The IRI-ECHAM systems overestimate the variance 
explained by the first EOF at all lead times, except for the IRI-ECHAM anomaly at lead 
time 2 (Table 5.1). CMC2 generally underestimates the amplitude of the pattern, although 
it shifts the pattern north of 10ºN, contrary to what is found in GPCP. CFSv2, MF3 and 
CMC2 underestimate the variance explained by the first EOF at all lead times. 
 
70 
 
 
Figure 5.6: As Figure 5.4 but for the lead time 1 month (start date in May) dynamical 
hindcasts. EOF1 is displayed in the upper set of panels and EOF2 in the lower set of 
panels. The correlation between the predicted and observed PCs is included in the second 
line of the panel title. 
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Contrary to the Guinean regime, the Sahelian regime is only well simulated by S4, yet 
the amplitude of the pattern is generally underestimated when compared to GPCP. CFSv2 
captures the pattern north of 10ºN, but gives an unrealistic pattern with a signal of 
opposite sign south of 10ºN in August. MF3 also captures the pattern north of 10ºN in 
July and August, but has a pattern of opposite sign in June. CCSM3 completely fails to 
simulate any signal north of 10ºN. GFDL captures the pattern in the Sahelian region in 
August, but shows a pattern of similar sign in June and of opposite sign in October, which 
are not found in the GPCP pattern. Both IRI-ECHAM systems completely fail to capture 
the Sahelian regime. CMC2 captures the Sahelian signal but, as other systems do, also 
simulates a pattern of opposite sign south of 10ºN. All forecast systems underestimate the 
variance explained by the second EOF when compared to GPCP EOF2 at the three lead 
times (Table 5.1), which is supposed to be related to the problems all the systems have to 
timely shift the precipitation over the Sahel during the rainy season. 
 
Figure 5.7 illustrates the indices for the Guinean rainfall regime predicted by the statistical 
model, the dynamical forecast systems and their combinations. The predictions shown 
are for lead time 1 month (i.e. predictions starting in May). Several deterministic and 
probabilistic scores are also displayed. The zero line is shown for reference. The statistical 
model, which is based on the May Atl3 index as predictor, captures well the interannual 
variability associated with the Guinean regime. The correlation coefficient of the 
statistical model is the third largest among the single forecast systems, being 
outperformed only by S4 and MF3 and it is one of the few systems that has a positive 
BSS. In addition, the statistical model outperforms all forecast systems and combinations 
in terms of reliability skill score when predicting the Guinean rainfall above the median 
at lead times 1 (Figure 5.7) and 2 months (not shown). This illustrates that simple linear 
regression models are still difficult to be beaten by state-of-the-art dynamical forecast 
systems, especially in the tropical Atlantic basin. 
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Figure 5.7: Leading principal component (Guinean regime) predicted by the statistical 
model, the dynamical forecast systems and their combinations. Predictions are for lead 
time 1 (start date in May). Observed values (black solid line), predicted values (red solid 
line), 95% predicted interval (grey area) and the zero line (black dashed line) are 
displayed. The values displayed are anomalies. The correlation coefficient, the BSS, 
BSSrel and BSSgres for probabilities of rainfall regime being above the median (M) and 
the upper quartile (U) are displayed in each panel. 
 
Following on its excellent representation of the Guinean rainfall spatial-temporal pattern, 
S4 captures the interannual variability associated with the Guinean regime and its 
ensemble-mean correlation is 0.66. S4 is also skillful probabilistically, with most of the 
observations falling inside the 95% predicted interval (a sign of reliability). The resulting 
positive BSS values are among the three largest for the two binary events described in 
this study. Additionally, in most cases it shows the best resolution skill score for the 
Guinean regime above the median and upper quartile at the three lead times. MF3 has 
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lower skill than S4, but still shows a high ensemble-mean correlation, while the BSS 
ranges between negative values (event above the median) and low positive ones (0.18 for 
the event above the upper quartile). CFSv2 and GFDL have positive correlation of 0.26 
and 0.25, respectively, but no positive skill in terms of BSS. Finally, CCSM3, the IRI-
ECHAM systems and CMC2 have no deterministic or probabilistic skill when predicting 
the Guinean regime with 1 month lead time. 
 
It has been considered difficult to improve the SMM forecasts using combination methods 
that assign different weights to the forecast systems based on the past performance 
(DelSole et al., 2012). In this case, when the different forecast systems are brought 
together, the SMM performs worse than the weighted combinations FAC and FAS. This 
can be explained because weighting methods can provide more skillful forecasts than the 
SMM when most systems perform badly and there is a small subset that stands out 
(Rodrigues et al., 2014a). When comparing with all the forecast systems available, the 
FAC has the best correlation coefficient (Figure 5.7), which is slightly higher than S4 and 
FAS. On the other hand, both FAC and FAS are outperformed by S4 in terms of BSS, 
reflecting the difficulty that combination methods have to conserve the forecast resolution 
when producing more reliable predictions. 
 
A summary of the forecast quality measures for both the Guinean and Sahelian regimes 
and the three lead times considered can be found in Figure 5.8. The statistical model has 
only one correlation value for each WAM regime (the correlation does not vary with lead 
time) as it takes advantage of using the best SST predictor for each regime (see Appendix 
B for detailed information). Interestingly, a statistical model based on simple linear 
regression still provides useful information and beats most of dynamical forecast systems 
when predicting the Guinean and the Sahelian regime. Only S4 and MF3 outperform the 
statistical model when predicting the Guinean regime, and S4 and GFDL (for lead time 
0), S4, GFDL, IRI-ECHAM direct, and CMC2 (for lead time 1) and only S4 (for lead 
time 2) when predicting the Sahelian regime. 
 
S4 has the highest correlation when predicting both rainfall regimes at all lead times, with 
two exceptions in the prediction of the Guinean regime: FAS is the best at lead time 0, 
while FAC is the best at lead time 1 (Figure 5.8). As mentioned above, S4 has improved 
when compared to its predecessor when predicting the WAM variability (Molteni et al., 
2011). S4 has correlation above 0.6 in all cases, except for the Guinean regime at lead 
time 2 months. Interestingly, the S4 correlation for the Sahelian regime does not vary 
much with lead time. MF3 (GFDL) is only competitive when predicting the Guinean 
(Sahelian) regime with average correlation of about 0.45. On the other hand, CFSv2 has 
no skill when predicting the Guinean regime and low correlation when predicting the 
Sahelian regime. CCSM3, CMC2 and both IRI-ECHAM systems perform generally 
worse than the other dynamical forecast systems. As pointed out previously, the SMM 
usually outperforms unequal methods of combination when most single forecast systems 
have skill, as in the Sahelian regime at lead time 1. The opposite would happen when only 
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a fraction of the forecast systems have skill as in most cases in Figure 5.8. However, in 
this study, S4 is an outlier when predicting the WAM rainfall variability modes as this 
system is far better than any other single forecast system. Therefore, combining it with 
the other forecast systems will hardly improve the forecast quality of the WAM rainfall 
regimes. 
 
 
Figure 5.8: Correlation coefficient between the observed and predicted ensemble mean 
PCs for the period 1982-2011. The correlation was computed for the Sahelian (lower 
panel) and Guinean (upper panel) rainfall regimes and for lead times zero, one and two. 
The bars in each histogram represent the forecast systems. The lower and upper bound 
of the bootstrapped confidence interval is displayed as vertical bars. 
 
Formulating skilful and reliable probabilistic predictions, which are the main 
requirements for decision making (Jolliffe and Stephenson, 2012; Doblas-Reyes et al., 
2013a), is still an issue for most of the forecast systems analyzed here for the WAM 
rainfall regimes (Figure 5.7, 5.9 and 5.10). S4 has the best probabilistic prediction in terms 
of BSS (considering the events “rainfall regime above the median” or “above the upper 
quartile”; not shown), the CRPSS (Figure 5.9) and the ignorance skill score (Figure 5.10) 
more often than not. S4 is clearly an outlier as it is the only forecast system that has skill 
in terms of CRPSS and ignorance skill score. Another outlier is the CCSM3, which is the 
worst forecast system in almost all cases. Two reasons could explain this behavior in 
CCSM3 concerning the probabilistic scores: the small number of ensemble members (six 
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members), which makes its forecasts overconfident, and the low accuracy and large 
systematic error, as described above (Figure 5.7). As in the case of the correlation 
coefficient, the negative skill of most forecast systems makes the combinations to perform 
worse than S4 alone. 
 
 
Figure 5.9: Same as Figure 5.8, but for the CRPSS. 
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Figure 5.10: Same as Figure 5.8, but for the ignorance skill score. 
 
5.3. Summary and conclusions 
A targeted methodology to assess the year-to-year variations of the WAM rainfall 
variability has been illustrated in this chapter. This method estimates the main regimes of 
the WAM rainfall using monthly data averaged over 10ºW-10ºE covering the latitudes 
between the Equator and 20ºN and the period from June to October. The aim of the 
longitudinal averaging is to take into account the latitudinal migration and temporal 
distribution of the summer rainfall over the WAM region. This approach represents a 
process-oriented assessment of both the variability and predictability of the ITCZ-related 
WAM rainfall. PCA is applied on the seasonal evolution diagrams to estimate the leading 
modes of the WAM rainfall variability. PCA is performed upon the observations and each 
forecast system and lead time separately to take into account the fact that the hindcasts 
might represent the variability in a way different to the observations, while this 
representation also depends on the lead time (Doblas-Reyes et al., 2003; Philippon et al., 
2010). The EOFs and the associated PCs related to the leading modes are used to describe 
the WAM rainfall regimes. 
 
Two observational datasets (GPCP and GPCC) and a large number of quasi-operational 
forecast systems, among them the two systems from the EUROSIP initiative and six from 
the NMME project, are used in this chapter. The aim of using two different observational 
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datasets is twofold: firstly, to assess the observation uncertainty, and secondly, to build a 
statistical model using a dataset different from the one used for the forecast quality 
assessment. A simple statistical model built in retroactive mode as in an operational 
context (Mason and Baddour, 2008) is also used to predict the PCs associated with the 
Guinean and Sahelian regimes. Another aim of this research is to combine all the 
dynamical forecast systems and the statistical model to provide a single source of forecast 
information, something needed by the stakeholders (Doblas-Reyes et al., 2013a). 
 
The forecast systems are combined using combination methods with both equal and 
unequal weights. In the first case, the predicted mean of each forecast system is averaged 
assigning equal weights to the forecast systems (i.e. simple average of the predicted 
mean). The second way of combining the forecast systems consists in assigning a larger 
weight to the systems that have smaller errors. The FA method (Coelho et al., 2004; 
Stephenson et al., 2005) is used to assign the weights. Finally, a forecast quality 
assessment is performed upon both combinations and forecast systems. Several 
deterministic and probabilistic verification scores have been used to take into account the 
high dimensionality of the forecast quality assessment (Murphy, 1991; Jolliffe and 
Stephenson, 2012). To the best of our knowledge, this work offers an unprecedented 
probabilistic evaluation of the seasonal prediction forecast quality of the WAM rainfall 
variability. 
 
The main results of this chapter, which are innovative for the use of a large set of forecast 
systems and the way the seasonal variations of the WAM rainfall have been taken into 
account, are: 
 As in previous studies (Motha et al., 1980; Fontaine et al., 1995; Fontaine and 
Janicot, 1996; Janicot et al., 1998; Giannini et al., 2003, 2005; Mohino et al., 
2011b; Rodríguez-Fonseca et al., 2011), the two leading modes of the WAM 
rainfall variability are associated with the Guinean and Sahelian rainfall regimes. 
The Guinean and Sahelian regimes appear in the EOF1 and EOF2, respectively, 
when data are available over land and ocean (i.e. GPCP and the dynamical forecast 
systems). The Guinean (Sahelian) regime is found in the EOF2 (EOF1) when the 
data are available only over land (GPCP after applying a mask over the ocean and 
GPCC). For the common period 1982-2011, the variance explained by the 
Guinean mode varies from 29% (GPCP) to 20% (GPCC) and by the Sahelian 
mode from 31% (GPCP land-only) to 23% (GPCP) (Table 5.1).  
 The PCs associated with the Guinean and Sahelian regimes estimated from GPCP 
are highly correlated with the ones estimated from GPCC. In addition, the PCs 
associated with the Guinean and Sahelian regimes estimated using a more 
traditional way, i.e. by applying a PCA on the spatial rainfall field, are highly 
correlated with the ones used in this study (Figure 5.5). This suggests that the 
seasonal variability does not modify the interannual nature of these regimes and 
that the substantial observational uncertainty is not as large as to substantially 
modify the characteristics of these regimes. The innovative component of the 
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analysis presented in this chapter is that the modes offer information about the 
intraseasonal variations of the rainfall regimes. 
 Most forecast systems capture the main features associated with the Guinean 
regime (EOF1), that is, rainfall located south of 10ºN and the seasonal northward 
migration of rainfall. However, they are all biased and several of the forecast 
systems simulate the rainfall anomalies in the wrong location. On the other hand, 
only a fraction of the forecast systems capture the rainfall signal north of 10ºN 
associated with the Sahelian regime as observed in the GPCP dataset (EOF2). 
 A fraction of the forecast systems have significant positive correlation (i.e., when 
the lower limit of the confidence interval is above zero) between the predicted 
mean and observed PC associated with the WAM regimes. However, only S4 has 
significant correlation when predicting both WAM regimes. MF3 performs well 
when predicting the Guinean regime and GFDL when predicting the Sahelian 
regime. The deterministic and probabilistic forecast quality assessment show two 
outliers: S4 and CCSM3. On the one hand, S4 is clearly the best forecast system 
for all scoring measures in most occasions. On the other hand, CCSM3 is clearly 
the worst system in most cases. Not surprisingly, it is shown that CCSM3 has the 
largest rainfall systematic errors over continental West Africa (Figure 5.3). 
CCSM3 has been identified as an outlier when compared to other NMME forecast 
systems in terms of root mean square error (RMSE) of tropical SST for September 
start dates and will be replaced by CCSM4 in the next phase of the NMME project 
(Kirtman et al., 2013). 
 The simple statistical model outperforms several state-of-the-art dynamical 
forecast systems when predicting the PCs associated with the Guinean and 
Sahelian regimes (Figure 5.8). This result emphasizes the importance of using 
empirical benchmarks to compare with the dynamical forecast systems, 
particularly in an operational context. 
 Combining all forecast systems do not lead to improved forecasts when compared 
to the best single forecast system, S4. In fact, S4 is far better than any forecast 
system when predicting the WAM rainfall regimes. This suggests that in some 
occasions, a multimodel approach is not necessarily better than an especially 
skillful model that is clearly identified. 
 
Apart from showing that current operational or quasi-operational seasonal forecast 
systems can skillfully and reliably predict the interannual variations of the WAM rainfall 
regimes, which is an important result for the emerging climate services, the example 
described here illustrates that not always the SMM should be the preferred option in 
seasonal prediction. S4 is clearly the best forecast system when predicting both WAM 
rainfall regimes. The equal-weighting combination, with much lower skill than S4, does 
not improve the forecast quality of the resulting multimodel. At the same time, the two 
unequal-weighting combination approaches used here also do not improve the quality of 
the predictions with respect to S4. This suggests that the multimodel approach should not 
be automatically considered the best option in a prediction context and that a detailed 
analysis of the single systems should be carried out in each specific instance. Furthermore, 
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given the important investment in model and initial-condition development undertaken 
by ECMWF, it is clear that multimodel predictions will only improve if a sufficient 
number of single systems are continuously improved. 
 
  
80 
 
6. Prediction of near-surface temperature and precipitation 
over Europe 
6.1. Introduction 
Seasonal forecast skill has been traditionally low in the extratropical regions (Doblas-
Reyes et al., 2013) because the response of the atmosphere to the slowly varying 
components of the climate system is difficult to be identified and modeled in these regions 
(Goddard et al., 2001; Scaife et al., 2014). Both statistical and dynamical forecast systems 
have been used to forecast surface climate variables at the seasonal time scale over 
extratropical regions (Goddard et al., 2001; Doblas-Reyes et al., 2013). Barnett and 
Preisendorfer (1987) studied the sources of forecast skill for monthly and seasonal-mean 
near-surface temperature over the United States using statistical models. They used sea 
level pressure (SLP), sea surface temperature (SST) and near-surface temperature itself 
as predictors in their statistical model. They found that forecast skill was generally low, 
except in January and February, and derived mainly from three sources: a decadal scale 
change in the northern hemisphere (NH) near-surface temperature, El Niño-Southern 
Oscillation (ENSO)-related phenomena and two non-ENSO short-lived, but large-scale 
structures in the pressure fields. Besides, persistence of the previously observed climate 
conditions prior to forecast issue time seemed to play an important role in summer 
(Barnett and Preisendorfer, 1987). 
 
Using a similar methodology, Johansson et al. (1998) studied the seasonal forecast skill 
of near-surface temperature in northern Europe using 700 hPa geopotential height, SST 
and the predictand variable itself (lagged with respect to the predictand) as predictors. 
They showed that the highest skill is found in winter. For that season, geopotential height 
produces the highest skill due mainly to the North Atlantic Oscillation (NAO), but both 
near-surface temperature and local SST were also found to be important sources of skill. 
When quasi-global SST (i.e. 40ºS-60ºN, 180ºE-180ºW) was used as predictor much less 
skillful forecasts (in almost all target seasons) were obtained compared to the other 
predictors. However, when SST over six specific areas were used as predictors, they 
showed that the extratropical northern Pacific Ocean (30ºN-60ºN) SST produced the 
highest skill, pointing at the regional character of the SST influence. A secondary, weaker 
skill maximum was found in summer when only near-surface temperature was used as 
predictor (Johansson et al., 1998). Both studies showed that a combination of predictors 
in a multiple linear regression model did not improve forecast skill compared to simple 
linear regression models using a single predictor. Instead, the latter produced the highest 
skill when using ENSO as the single predictor for the North American climate (Barnett 
and Preisendorfer, 1987) and the NAO for the northern Europe climate (Johansson et al., 
1998). 
 
Blender et al. (2003) also attempted to build statistical models to predict monthly near-
surface temperature, averaged spatially over three European regions (i.e. Great Britain, 
Germany and Scandinavia). From a variety of predictors, they chose two for each month 
and region that had the highest correlation with the predictand over the hindcast period to 
build a multiple linear regression model. The predictors tested were three teleconnection 
indices (i.e. the North Pacific pattern, the Southern Oscillation Index, and the NAO 
index), the first three principal components (PCs) of the North Atlantic SST, and monthly 
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anomalies of three surface climate variables (i.e. near-surface temperature, SLP and 
precipitation). They found that the skill has a seasonal cycle in the three regions, with 
maximum values observed in February-March and August-September. Besides, they 
showed that the near-surface temperature itself as predictor led to the highest forecast 
skill, with marginally positive correlation (up to 0.3) found in summer even at longer lead 
times (up to 11 months) in Great Britain and Scandinavia, but not in Germany. 
 
Recently, Eden et al. (2015) assessed the forecast quality of several global linear 
regression models, built in retroactive mode, for seasonal near-surface temperature and 
precipitation with lead time one month. Global carbon dioxide equivalent concentration 
(CO2Eq), Niño3.4, Pacific decadal oscillation (PDO), Atlantic Multidecadal Oscillation 
(AMO), quasi-biennial oscillation (QBO) and Indian Ocean Dipole (IOD) indices, as well 
as local SST and persistence of the predictand itself were all used as predictors. In contrast 
with the studies described above, in this case the multiple linear regression model 
generally outperforms the best simple linear regression model. However, when the 
CO2Eq influence was removed, near-surface temperature skill was limited to certain 
regions, seasons and predictors. In this case, predictors such as persistence only led to 
skill over the oceans and continental areas in the tropics, while the Niño3.4 index led to 
skill over the ENSO teleconnection regions, such as tropical Pacific Ocean, northern 
Australia, Indonesia, Philippines, southeastern Africa, southern United States, northern 
and southeastern South America. For the extratropical North Atlantic/Europe sector, the 
AMO was the only predictor that led to near-surface temperature skill, while precipitation 
predictions were found to have skill limited to the ENSO teleconnection regions. 
 
Using dynamical forecast systems, Doblas-Reyes et al. (2000) studied the seasonal 
forecast skill of the PRediction Of climate Variations On Seasonal to interannual Time-
scales (PROVOST) multimodel ensemble over the NH. Three variables were analyzed: 
850 hPa temperature, 500 hPa geopotential height and precipitation. The multimodel 
ensemble was made of three atmospheric general circulation models (AGCMs) integrated 
using prescribed SST, each of them having nine ensemble members. Several conclusions 
were drawn from that experiment. First, skill by single dynamical forecast systems varied 
with the variable and region. Similarly, the multimodel forecast skill in the midlatitudes 
showed a strong seasonality, with maximum values in winter. Second, forecast skill 
presents an interannual variation, with higher skill during ENSO years. Third, 
deterministic and probabilistic skill was spatially inhomogeneous and reduced over 
Europe when compared to other NH regions. Fourth, the multimodel forecasts presented 
higher probabilistic skill than individual models over both Europe and the NH. On the 
other hand, the multimodel ensemble mean did not always outperform individual forecast 
systems over Europe as it did over the NH. Some of these conclusions are similar to those 
described above using statistical models. 
 
Similarly, Wang et al. (2009) applied the Climate Prediction and its Application to 
Society (CliPAS) multimodel ensemble, composed by 14 dynamical forecast systems, to 
study the global forecast skill of seasonal predictions of several global climate variables 
with lead time one month, both in winter and summer. Their conclusions endorsed the 
knowledge of the previous studies described above, such as the existence of a spatial 
distribution of the forecast skill with generally higher skill over the tropics than the 
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extratropics, including a limitation of forecast skill over Europe, as well as an interannual 
variability with virtually no skill in ENSO-neutral years. This later feature was also 
observed in the Development of a European Multimodel Ensemble Prediction System for 
Seasonal to Interannual Prediction (DEMETER) multimodel predictions of precipitation 
and maximum near-surface temperature over Spain (Frías et al., 2010). Using a different 
multimodel ensemble composed by three ACGMs, Mason et al. (1999) showed that the 
International Research Institute for Climate and Society (IRI) multimodel system has 
seasonal forecast skill when predicting precipitation and near-surface temperature for the 
strong 1997/98 El Niño event, except over Europe. 
 
Given the importance of the coupling between the atmosphere with the slowly varying 
components of the climate system to seasonal prediction (Mason et al., 1999; Doblas-
Reyes et al., 2000; Wang et al., 2009), Graham et al. (2005) compared the UK Met 
Office´s one-tier (GloSea3) and two-tier (HadAM3) seasonal forecast systems for 
probabilistic predictions of near-surface temperature in the upper tercile. The two-tier 
forecast system was integrated using persisted SST as boundary conditions. Four start 
dates (February, May, August and November), two lead times (one and three months), 
three regions (tropics, extratropics and Europe) and four scores (area under the relative 
operating characteristic (AROC), Brier Skill score (BSS), and its reliability and resolution 
components) were considered. They showed that GloSea3 systematically outperformed 
HadAM3 in all cases over the tropics. Over the extratropics, and more specifically over 
Europe, GloSea3 showed higher BSS than HadAM3 more often than not, especially due 
to improvements in the reliability term of the Brier score (BS). However, the BSS is 
negative over the extratropics in most cases (i.e. worse than the reference climatological 
forecast). 
 
In a later study, the probabilistic forecast quality of the GloSea4 system to predict global 
SST, near-surface temperature and precipitation in winter and summer with lead time one 
month was assessed (Arribas et al., 2011). As in GloSea3, GloSea4 presents forecast skill 
over many tropical and subtropical regions, but not over extratropical regions. Arribas et 
al. (2011) noted that when the verification measure was the BSS, GloSea4 produces 
negative values for most land regions for both near-surface temperature and precipitation, 
which could be explained by the fact that the climatological forecast used as reference in 
the BSS is perfectly reliable (although having zero resolution) while GloSea4 was far 
from it. Therefore, the BSS will only be positive when a forecast system has good 
resolution, which makes the BSS a very demanding score for seasonal forecasting. 
Despite all the challenges in predicting the extratropical climate, Scaife et al. (2014) have 
recently shown that the GloSea5 has significant positive correlation skill when predicting 
the extratropical winter climate with lead time one month. They claimed that much of the 
skill found over North Atlantic and Europe is derived from the ability of this forecast 
system to predict the winter NAO, which in turn derived from an improved representation 
of the slowly varying components of the climate system compared to its predecessors. 
Despite the significant positive ensemble-mean correlation skill when predicting the 
NAO, the signal-to-noise-ratio (defined there as the standard deviation computed using 
the ensemble International Research Institute for Climate and Society mean divided by 
the standard deviation computed using all ensembles over the hindcast period) is low 
(Scaife et al., 2014). This means that the skill is sensitive to the ensemble size. 
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It has been shown that both statistical and dynamical forecast systems have limited 
forecast skill when predicting the surface climate over extratropical regions, especially 
over Europe. Even the combination of several forecast systems hardly led to any skill 
improvement. As the climatological prediction of precipitation and near-surface 
temperature is hard to beat in the extratropics, it makes sense to think of a way to combine 
predictions performed by complementary dynamical forecast systems with the 
climatology. In this respect, Robertson et al. (2004) applied a Bayesian methodology to 
combine several dynamical forecast systems with a climatological prior for tercile-
category probabilities of seasonal-mean precipitation and near-surface temperature. They 
estimated weights for each forecast system, season, variable and land grid point 
independently having the ranked probability skill score (RPSS) as a skill measure. A 
spatial smother was applied to the weights of each forecast system with the aim of 
reducing the noise at the regional scale. The idea is that when no forecast system has skill 
in the RPSS sense at a certain season, variable and grid point, the final prediction would 
tend to the climatological forecast (e.g. for a variable well predicted by current forecast 
systems such as near-surface temperature, less weight is assigned to the climatological 
forecast and more weight to the better forecast systems). They concluded that this 
Bayesian combination scheme improves precipitation and near-surface temperature 
forecasts over the simple multimodel (SMM), which in turn, improves the forecasts over 
the single forecast systems. In the extratropics, the main benefit of this method is to bring 
much of the large area of negative precipitation RPSS values to near-zero values. 
 
Using a different approach, Coelho et al. (2006) also applied a Bayesian methodology to 
combine several dynamical forecast systems with a statistical model to predict summer 
mean precipitation over South America. This technique is known as Forecast 
Assimilation (FA; Coelho et al., 2004, 2006; Stephenson et al., 2005). The FA technique 
applies a dimension reduction technique to deal with the high dimensionality of a 
multimodel ensemble of spatial fields with strong dependency between values of 
neighboring grid points (Stephenson et al., 2005), something not dealt with in Robertson 
et al. (2004), and that in a certain way substitutes the spatial smoothing of the weights. 
Coelho et al. (2006) showed that the combination of dynamical forecast systems with a 
statistical model, which have comparable precipitation skill level over South America, 
improved the skill over the SMM combination and the individual forecast systems in 
terms of BS and its components. 
 
In order to contribute to the challenging task of predicting European climate as 
highlighted in previous studies described above, this chapter assesses the forecast quality 
of several statistical and dynamical forecast systems for near-surface temperature and 
precipitation predictions over Europe. Two start dates (i.e. May and November) and four 
lead times (i.e. zero through three months) are considered to represent monthly-anomalies 
in two seasons: summer (MJJA) and winter (NDJF). Statistical models based on simple 
linear regression are also estimated using four different predictors, the predictand itself 
lagged in time and three SST indices (Niño3.4, subtropical North Atlantic (SNA) and 
AMO). The dynamical forecast systems are combined using two different combination 
methods: the SMM and the FA method. The benefits and limitations of combining the 
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forecast systems using these two methods are discussed. An overall assessment of the 
skill of the combinations and the single forecast systems is shown. 
 
6.2. Forecast quality assessment 
In this section, the forecast quality assessment of the near-surface temperature and 
precipitation predictions in summer and winter by multiple forecast systems will be 
discussed. 
 
6.2.1. Statistical model 
Statistical models based on simple linear regression as described in Coelho et al. (2004) 
are estimated using four different predictors: the local predictand itself and three SST 
indices (Niño3.4, SNA and AMO). These predictors are used to predict monthly near-
surface temperature and precipitation in summer (MJJA) and winter (NDJF). A 
combination of predictors has not been taken into account because it had been shown in 
previous studies that this does not improve forecast skill (Barnett and Preisendorfer, 1987; 
Johansson et al., 1998), except when CO2Eq is also used as predictor (Eden et al., 2015). 
For a fair comparison with the dynamical forecast systems, the predictors of the month of 
April are used to predict near-surface temperature and precipitation in May, June, July 
and August, and the predictors of the month of October to predict these variables in 
November, December, January and February. Thus, the four lead times considered are 
zero to three months. 
 
The statistical models are built in retroactive mode, that is, only years prior to the target 
period are used in the estimation of the regression coefficients as in an operational context 
(Mason and Mimmack, 2002; Mason and Baddour, 2008; Eden et al., 2015). The first 
training period 1951-1981 is increased by one year at a time to predict the target years 
from 1982 to 2010 (the same period available for all hindcasts of the dynamical forecast 
systems). In this study, GHCNv2 (near-surface temperature) and GPCC (precipitation) 
datasets are used to train the statistical models over continental areas to take advantage 
of their long time series to train the statistical models in retroactive mode. However, the 
forecast quality of both statistical and dynamical forecast systems is assessed using a 
common data, that is, GPCP for precipitation and ERA-Interim for near-surface 
temperature. The SST indices used as predictors in the statistical models are computed 
using ERSST. 
 
As shown in previous studies (e.g. Barston, 1994; Lang et al., 2014), forecast skill is more 
sensitive to the predictand, predictor, target region and season than to lead time. That is, 
forecast skill varies little from lead time zero to four (Appendix C). Another well-known 
result is that regardless of the predictor, the statistical models predict better near-surface 
temperature than precipitation (Figure 6.1). In fact, none of the four predictors used to 
predict precipitation leads to statistically significant correlation, except for small areas. 
As noted in previous studies, predicting precipitation outside the ENSO teleconnection 
areas using linear models is a very difficult goal (e.g. Eden et al., 2015). This is because 
linear models do not account for the non-linear interactions between the atmosphere 
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region and the slowly varying components of the climate system in the extratropical 
region, which limits their usefulness. 
 
Near-surface temperature predictions in summer are more skillful than in winter (two 
right columns of Figure 6.1). Much of this skill in summer months might be derived from 
the near-surface temperature trend between 1982 and 2010, something not detected in 
winter (EEA, 2015). The slope of near-surface temperature linear trend has been 
computed for each grid-point and target month independently using ERA-Interim dataset 
(Appendix D). We found a statistically significant warming trend in May and June over 
the Western Europe, the Mediterranean Sea and northern Africa. On the other hand, 
during the months of July and August warming trend is detected in northern and eastern 
Europe, northern Africa, Eurasia, and the Middle East. These are the areas where the 
statistical models yield statistically significant correlation skill in July and August 
(Appendix C). The warming trend in the summer months might also explain the similarity 
among the correlation patterns of the linear regression models built with different 
predictors (third column of Figure 6.1 and second column of the first row of Figure D1). 
No warming or a cooling trend is observed over continental Europe in some winter 
months (second row of Figure D1), which might be linked to the positive snow cover 
trend over Eurasian region (Cohen, 2011). Eden et al. (2015) showed that the forecast 
skill is considerably reduced when the trend is removed before estimating the regression 
coefficients in linear regression models. 
 
6.2.2. Dynamical forecast systems 
As with the statistical models, dynamical forecast systems are usually more skillful when 
predicting near-surface temperature (Figure 6.2) than precipitation (Figure 6.3). Figure 
6.2 shows the correlation coefficient between predicted and observed near-surface 
temperature in June, with the predictions initialized in May (lead time 1) for the hindcast 
period 1982-2010. Four out of nine forecast systems present statistically significant 
positive correlation over the North Atlantic, continental Europe and the Mediterranean 
Sea. These forecast systems are S4, CFSv2, GFDL, and NASA. MF3 and CMC2 display 
statistically significant positive correlation in the northern North Atlantic, southern 
Europe and the Mediterranean Sea, whereas CCSM3 and the IRI-ECHAM forecast 
systems display negative or non-significant positive correlation in most areas over 
continental Europe. On the other hand, precipitation forecast skill in December for 
predictions initialized in November display a different picture (Figure 6.3): only a small 
fraction of the forecast systems has positive correlation and, among these ones, 
statistically significant positive correlation is located mostly over the ocean. As explained 
in the introductory section, low ow skill of dynamical forecast system when predicting 
surface climate variables in the extratropics has been shown in previous studies (Doblas-
Reyes et al., 2000; Wang et al., 2009; Arribas et al., 2011). 
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Figure 6.1: Correlation between predicted and observed precipitation (first and second 
columns) and near-surface temperature (third and fourth columns) in June (first and third 
rows) and December (second and fourth rows). The correlation was computed for the 
hindcast period 1982-2010. The statistical model was estimated using four different 
predictors: the predictand variable itself at the same grid point, SST Niño3.4, SNA and 
AMO indices. Anomaly values of April and October are used to predict June and 
December, respectively. The regression coefficients were estimated in retroactive mode. 
The dots are placed where there is statistical significance at the 95% level computed 
using non-parametric bootstrap. See text for details. 
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Figure 6.2: Correlation coefficient between predicted and observed near-surface 
temperature in June. Predictions are for May start dates (lead time 1). The correlation 
was computed for the hindcast period 1982-2010. The dots are placed where there is 
statistical significance at the 95% level computed using non-parametric bootstrap. See 
text for details. 
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Figure 6.3: Correlation coefficient between predicted and observed precipitation in 
December. Predictions are for November start date (lead time 1). The correlation was 
computed for the hindcast period 1982-2010. The dots are placed where there is 
statistical significance at the 95% level computed using non-parametric bootstrap. See 
text for details. 
 
The precipitation skill decreases considerably with lead time. Figure 6.4 illustrates the 
correlation coefficient between the S4 ensemble mean and observed precipitation 
decreasing rapidly from lead time 0 to lead time three months, both in summer and winter. 
S4 is one of the forecast systems, together with CFSv2, CMC2 and NASA, that has 
statistically significant positive correlation coefficient in a large number of grid points at 
lead time 0 (not shown). Some of the forecast system do not display statistically 
significant precipitation skill even at lead time 0. The decrease in correlation with 
increasing lead time is also observed for near-surface temperature predictions in winter, 
but not in summer. This is probably due to the trend in the observed near-surface 
temperature in summer months (Appendix D), a feature captured by many of the forecast 
systems, including S4. 
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Figure 6.4: Correlation coefficient between predicted and observed near-surface 
temperature (two right columns) and precipitation (two left columns) in May, June, July 
and August for predictions initialized in May (first and third column) and in November, 
December, January and February for predictions initialized in November (second and 
fourth column). The correlation was computed for the hindcast period 1982-2010. The 
dots are placed where there is statistical significance at the 95% level computed using 
non-parametric bootstrap. See text for details. 
 
Due to the high dimensionality of the forecast verification problem, it is very important 
to take into account multiple verification measures to obtain richer and more robust 
conclusions about the quality and/or value of the forecast systems (Murphy, 1991; Mason 
and Stephenson, 2008). Therefore, we have also used one probabilistic score to verify 
how well forecast uncertainty (e.g. the spread of an ensemble system) is predicted by 
current forecast systems. The CRPS is used to measure the quality of the probabilistic 
predictions and serves as complementary information to the correlation coefficient. The 
CRPS is displayed as skill scores where the climatology is the reference forecast. In this 
case, the climatological CDF is built up by considering each hindcast year, except the 
target year and one year prior to and one after it, as ensemble members. The CRPSS is 
positive when the forecast system has better (smaller) CRPS than the climatological naïve 
forecast. 
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The CRPSS estimated for near-surface temperature predictions in June at lead time one 
month (Figure 6.5) illustrates how hard it is to beat the climatological forecast (Feddersen 
and Andersen, 2005; Graham et al., 2005). None of the forecast systems displays 
significant positive CRPSS over continental Europe and only S4 and CFSv2 display more 
positive than negative CRPSS areas over the studied region. Even at lead time 0 (May), 
only three out of nine forecast systems (S4, CFSv2 and NASA) have more positive than 
negative CRPSS grid points. A similar picture is found in July and August as well as in 
winter months (not shown). The CRPSS for precipitation predictions shows an even more 
pessimistic view of the forecast quality of current forecast systems (not shown). Only S4 
and CFSv2 present positive CRPSS at lead time 0, both in summer and winter. However, 
all the skill goes to zero or negative at lead times one, two and three months. It should be 
borne in mind that the CRPSS is a more stringent skill measure than the correlation 
because it requires not only that the signal has the correct sign (as the correlation is not 
sensitive to errors in the forecast variability), but also that the uncertainty is correctly 
predicted, which is usually not the case in current systems. 
 
 
 
Figure 6.5: CRPSS for near-surface temperature predictions in June. Predictions are for 
May start dates (lead time 1). The CRPSS was computed for the hindcast period 1982-
2010. The dots are placed where there is statistical significance at the 95% level 
computed using non-parametric bootstrap. See text for details. 
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The ignorance score, which is defined as the negative logarithm of the predicted 
probability density of the observation, was also computed to quantify the quality of the 
predicted uncertainty (Roulston and Smith, 2002). A kernel density estimation using the 
ensemble members for each individual forecast system is used to quantify the predicted 
uncertainty. As the CRPS, an ensemble forecast system gets a perfect ignorance score 
when all ensemble members equal the observation (i.e. the predicted probability density 
equals one and its logarithm equals zero). On the other hand, the logarithm goes to infinity 
when zero probability density is assigned to a value that was actually observed. This 
penalty, which is often applied to unreliable ensemble forecast systems with a small 
number of members, is more severe than in the CRPS. As with the CRPSS, only S4 and 
CFSv2 predictions get positive ignorance skill score for near-surface temperature 
predictions at lead time 0, which rapidly decreases to near zero or negative values at leads 
longer than one month (not shown). The other forecast systems get near zero or negative 
ignorance skill score in most cases (i.e. month being predicted, lead time and grid point). 
For precipitation predictions, most forecast systems are strongly penalized for assigning 
large probabilities to values that do not occur, which leads to large negative values in the 
ignorance skill score. The ignorance skill score usually shows a more pessimist of the 
forecast quality when compared to the CRPSS; thus, only the latter score has been 
illustrated in this chapter.  
 
6.3. FA predictions 
6.3.1. Modes of variability 
As described in Chapter 3, the first step to perform the combination of several dynamical 
forecast systems using the FA technique is to apply the MCA on the gridded data 
(Stephenson et al., 2005; Coelho et al., 2006). The MCA is applied on the cross-
covariance matrix of the observations and predictions, where the left matrix has the 
longitudes and latitudes of the observations on the rows, and the right matrix has the 
longitudes and latitudes of the ensemble mean of all forecast systems on the rows. Both 
matrices have the target years on the columns. This is necessary because the number of 
grid points is much higher than the number of independent forecasts and the dependency 
between values at neighboring grid points (Stephenson et al., 2005). Therefore, the 
combination is first performed in the MCA space and then brought back to the longitude-
latitude space. In this section, the modes of variability estimated from the MCA analysis 
applied to the cross-covariance matrix between the forecasts and observations, used to 
estimate the parameters needed to combine several forecasts using the FA method, will 
be described from a physical point of view. The MCA analyses were performed 
independently on two variables (i.e. precipitation and near-surface temperature), two start 
dates (i.e. May and November), four lead times (i.e. zero to three months), and nine 
dynamical forecast systems. The large amount of cases makes a detailed description of 
every mode of variability unfeasible. Therefore, only one example will be shown. 
 
The correlation between the expansion coefficients (time series) associated with the MCA 
variability modes and several climate indices is computed to quantify the relation between 
the MCA modes and the main teleconnection patterns of the European climate variability. 
Some of the teleconnection patterns that have influence over the European climate are 
analyzed, including the NAO, Artic Oscillation (AO), East Atlantic (EA), East 
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Atlantic/Western Russia (EAWR), Scandinavian and Polar/Eurasian (PE). The MCA 
variability modes will be illustrated below as the heterogeneous correlation maps 
computed by correlating the expansion coefficients of the left field (i.e. the observation) 
with the original data of the right field (i.e. the forecast systems) and vice versa. The aim 
is to compare several variability modes with the same standard of units. 
 
The first observed mode of near-surface temperature variability in June displays positive 
values over most of the area, except for a few grid points in the Eurasian region and in 
the Norwegian Sea (top left panel of Figure 6.6). The expansion coefficient associated 
with this mode (red line of the left panel of Figure 8) has null or near null correlation with 
physical teleconnection patterns described above. S4, CFSv2, GFDL, CMC2 and NASA 
(first column of Figure 6.6) simulate this widespread positive near-surface temperature, 
but they overestimate the magnitude of the values compared to observations. The IRI-
ECHAM systems predict a generalized temperature increase, but shift westward the 
negative values over Eurasia compared to observations. This variability mode accounts 
for 51% of the squared covariance between the observations and the predictions at lead 
time one month. 
 
The second observed near-surface temperature variability mode, which accounts for 19% 
of the squared covariance, displays a strong dipole with positive anomalies over central 
Europe and negative anomalies centered over Russia (top central panel of Figure 6.6). 
The expansion coefficient associated with this variability mode (red line of the central 
panel of Figure 6.10) has a small correlation with the NAO (0.31), AO (0.34) and EA 
(0.40), and near null correlation with the other analyzed teleconnection indices. These 
three climate indices are then correlated with the observed grid-point near-surface 
temperature anomalies for the period 1982-2010. The correlation between EA and the 
near-surface temperature anomalies exhibit a pattern similar to the second variability 
mode displayed in the top central panel of Figure 6.6 (not shown). All forecast systems 
underestimate the magnitude of the anomalies associated with this variability mode, and 
most of them fail to simulate it (second column of Figure 6.6). As an exception to this, 
S4 simulates a similar dipole, but the positive anomalies over central Europe are shifted 
southward whereas the negative anomalies over Russia are shifted northward. In addition, 
S4 captures a similar pattern compared to observation over the North Atlantic Ocean, 
central Africa and the Middle East. All other forecast systems failed to simulate the 
negative anomalies over Russia, except for IRI-ECHAM anomaly that simulates 
anomalies of the opposite sign. Similarly, most forecast systems, with the exception of 
GFDL and CMC2 yet with considerably biases, have difficulties in simulating the 
positive anomalies over continental Europe and the Mediterranean Sea. 
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Figure 6.6: Observed and predicted heterogeneous correlation maps of near-surface 
temperature in June. Predictions are for May start date (lead time 1). The expansion 
coefficients of the left field (i.e. the observation) are correlated with the original data of 
the right field (i.e. the forecast systems) and vice versa. Results are shown for the first 
three leading MCA modes, computed for the hindcast period 1982-2010. 
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Figure 6.6: Continue. 
 
The third observed variability mode (top right panel of Figure 6.6) shows a pattern with 
positive anomalies over most of Europe and the Norwegian Sea and negative anomalies 
over some parts of North Atlantic Ocean, northern Africa, and Middle East. This mode 
accounts for 10% of the squared covariance. None of the climate indices described above 
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has correlation higher than 0.3 with the expansion coefficient associated with this 
variability mode, which makes it difficult to associate it with a main teleconnection 
pattern. All forecast systems capture the negative anomalies over the North Atlantic 
Ocean, but most of them fail to predict the pattern over the continents. The only forecast 
system that predicts a variability that slightly resembles the observed one over the 
continents is the IRI-ECHAM direct. 
 
The first three observed MCA modes of near-surface temperature variability in May, July 
and August have similar patterns to the ones in June (first row of Figure 7). However, the 
variance explained by each mode varies considerably from May (predictions at lead time 
zero) to August (predictions at lead time three months): while the first three modes 
account for 33%, 24% and 17% of the squared covariance in May, these numbers change 
to 66%, 10% and 7%, respectively, in August. That is, not only there is an increase in the 
squared covariance accounted for these three modes with lead time, but also the share of 
the covariance accounted for the first mode alone doubles while the share of the 
covariance accounted for the second and third modes are reduced by half each. If the 
observed variability patterns do not vary with lead time, then the explanation for the 
changes in the accounted covariance might come from the predictions. In fact, most of 
the forecast systems consistently increase the positive anomalies of the first variability 
mode with lead time which could be associated with the different trends simulated for 
different lead times. 
 
The first observed mode of near-surface temperature variability in December shows 
widespread positive anomalies over most Europe, Eurasia and Middle East, and negative 
anomalies over the Iberian Peninsula and Iceland (first column of the first row of Figure 
E1 of the Appendix E). This pattern is different to the observed near-surface temperature 
trend in December where a cooling trend is observed over most of Europe, not limited to 
the Iberian Peninsula (second column of the second row of Figure D1 of the Appendix 
D). This difference might be explained because some of the forecast systems used in the 
cross-covariance matrix of the observations and predictions used to estimate the 
variability modes have different trend at this lead time. The expansion coefficient 
associated with this variability mode has correlation with the NAO (0.43), AO (0.38), AE 
(0.30) and Scandinavian (-0.30) indices. The correlation between the grid-point near-
surface temperature anomalies and the NAO/AO both in December have many similar 
features to the variability mode shown in top left panel of Figure E1. These features are 
consistent with the weakening of the meridional circulation associated with the negative 
phase of NAO/AO. On the other hand, the EA pattern presents positive anomalies over 
most of Western Europe and the Scandinavian pattern presents negative anomalies over 
the Iberian Peninsula and positive anomalies over eastern Mediterranean. Neither the 
pattern nor its explained variance change considerably with lead time (it changes from 
69% to 63%, from lead time zero to three months). 
 
The second variability mode in November, with variance 10%, displays negative 
anomalies in northern Europe and norther Russia, and positive anomalies over North 
Atlantic, Southern Europe and Middle East. The expansion coefficient associated with 
this mode is also positively correlated with the NAO (0.36), which pattern in November 
resembles that of the top central panel of Figure E1. Most forecast systems fail to capture 
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this variability mode, with the exception of CCSM3 that displays some of the features 
present in the observed mode (Figure E1).  This failure might be explained by the 
difficulties of these forecast systems to predict near-surface temperature in December 
with lead time 1 month (Figure 6.2) whose forecast skill over Europe is even worse than 
at lead times two and three months (Figure 6.4). The third variability mode has positive 
anomalies over central and northern Europe, the eastern side of the Mediterranean Sea 
and northeast Africa and negative anomalies over the Iberian Peninsula and northwestern 
Africa (top right panel of Figure E1). The expansion coefficient associated with this 
variability mode, which explains only 7% of the total variance, has positive correlation 
with the EA index (0.41). However, the spatial EA pattern in December is very different 
from the one in the top right panel of Figure E1. Forecast systems fail to predict some of 
the features found in the observations, especially over Europe and western Mediterranean. 
Differently from the summer months, the variances explained by these three modes do 
not change significantly with lead time. 
 
Figure 6.7 illustrates the first three observed and predicted precipitation variability modes 
for May, which explains 18% of the total variance. Predictions are for lead time 0 (i.e. 
produced in early May and valid for May). The first precipitation variability mode from 
observations (top left panel of Figure 6.7) displays a wave-like pattern with a strong 
positive area centered over west Iceland, a strong negative area centered over Northern 
Europe, a weak positive area over Southern Europe, the Mediterranean Sea and Northern 
Africa, and a weak negative one over Northwestern Africa. The expansion coefficient 
associated with this mode has correlation with the NAO (0.37), AO (0.36) and EAWR 
(0.47) indices. The precipitation pattern associated with the EAWR index in May presents 
many similar features to the first observed precipitation variability mode. Some of the 
forecast systems capture reasonably well this pattern, such as S4 and CFSv2 (first column 
of Figure 6.7). Some others, such as MF3, GFDL, CMC2 and NASA forecast systems, 
reproduce the dipole Iceland-Northern Europe, but not the Southern Europe-Western 
Africa one. Although IRI-ECHAM anomaly reproduces the wave-like pattern, the pattern 
does not match that of the observations. IRI-ECHAM direct and CCSM3 do not capture 
the observed pattern. 
 
The second observed variability mode (top central panel of Figure 6.7) also displays a 
wave like pattern with negative anomalies over the UK, North Sea and Norway, positive 
anomalies over from the North Atlantic Ocean off the coast of Africa to the Eurasian 
region, and another negative region with negative anomalies over Kazakhstan and Russia. 
This mode explains 13% of the total variance of the cross-covariance matrix of the 
observed and predicted precipitation. The expansion coefficient associated with this mode 
has negative correlation with the AO (-0.34), EA (-0.77) and EAWR (-0.40) indices. This 
negative correlation with the AO and EAWR indices is expected given the similarities 
between the wave patterns in the first and second variability mode. On the other hand, 
precipitation pattern associated with the AE in May is very similar to the one shown in 
the top central panel of Figure 6.7. Some of the dynamical forecast systems, such as S4, 
CFSv2, MF3, CMC2 and NASA, capture reasonably well this pattern (second column of 
Figure 6.7). IRI-ECHAM anomaly captures well the negative anomalies over 
Kazakhstan, but not the positive ones over Eastern Europe and the eastern bound of the 
Mediterranean Sea. CCSM3 and IRI-ECHAM direct predictions do not display a wave 
like pattern in this variability mode. 
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Figure 6.7: Observed and predicted heterogeneous correlation maps of precipitation in 
May. Predictions are for May start date (lead time 0). The expansion coefficients of the 
left field (i.e. the observation) are correlated with the original data of the right field (i.e. 
the forecast systems) and vice versa. Results are shown for the first three leading MCA 
modes, computed for the hindcast period 1982-2010. 
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Figure 6.7: Continue. 
 
The third observed variability mode (top right panel of Figure 6.7) displays another wave-
like pattern, zonally oriented with positive anomalies over Western Europe and 
Northwestern Africa, a negative band that extends from Northern Africa to Russia and 
once more positive anomalies over the Middle East. The variance associated with this 
variability mode is 13%, equal to the variance explained by the second mode. The 
99 
 
expansion coefficient associated with this mode has negative correlation with the AO (-
0.39) and positive correlation with the Scandinavian index (0.49). S4 is the forecast 
system that best simulates this mode of variability. CFSv2, MF3, IRI-ECHAM systems, 
CMC2 and NASA also simulate the observed wave-like pattern, but the magnitude and 
location of the anomalies differs from the observations. 
 
The first three observed modes of precipitation variability in June (predictions at lead 
time one month), July (predictions at lead time two months) and August (predictions at 
lead time three months) display pattern with many similar features to the ones in May. 
This can be illustrated by comparing the first precipitation variability mode in July (top 
left panel of Figure 6.8) and its counterpart in May (top let panel of Figure 6.7). However, 
the expansion coefficient associated with the former is only weakly correlated with the 
NAO (0.01) and EAWR (-0.09) indices. This might be explained because most forecast 
systems at lead time two months fail to reproduce the dipole between negative (positive) 
precipitation anomalies in northern (southern) Europe resulting from a negative NAO and 
a dry (wet) pattern over Europe (North Atlantic) associated with a positive EAWR (left 
column of Figure 6.8). 
 
The wave-like pattern of the second observed precipitation variability mode in July is 
hardly reproduced by the forecast system with predictions initialized two months in 
advance (central column of Figure 6.8). This mode explains 12% of the total variance. 
However, some of them capture at least in part of the features (e.g. wave-like pattern) 
found in the observed variability mode, although with significant differences in the 
position and magnitude of the anomalies. A comparison of the second column of Figures 
6.7 and 6.8 illustrates how fast predicted variability mode drifts from the observations 
from lead time zero to lead time two. The shift in the position and magnitude of the 
anomalies is at the origin of low skill because one tends to estimate the skill locally and 
not averaged over large areas. For example, the second precipitation variability mode is 
well predicted in May with lead time zero by S4 (central column of the second row of 
Figure 6.7). The same forecast system predict a similar wave-like pattern in July, but the 
anomalies are shifted northward (central column of the second row of Figure 6.7). This 
shift might explain the decline of skill assessed at local level, especially over Europe, 
between lead time zero and lead time two (first column of Figure 6.4). 
 
The third variability mode in July, which explains 10% of the total variance, also displays 
many features as its observed counterpart in May (top right panel of Figure 6.8). The 
expansion coefficient associated with this mode is only weakly correlated with the AO (-
0.05) and Scandinavian (0.10) indices, the ones that have the highest correlation with the 
variability mode in May. On the other hand, it is negatively correlated with the EA index 
(-0.50). This correlation might be explained because the anomalies over 
Russia/Kazakhstan and over the North Atlantic off the cost of North Africa and the 
Iberian Peninsula resembles those of precipitation anomalies associated with the EA 
teleconnection pattern in July. The predicted patterns by individual forecast systems at 
lead time two differ from the observed one (left column of Figure 6.8). For instance, S4 
predicts anomalies of opposite sign over the Norwegian Sea and Northern Africa. 
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Figure 6.8: Observed and predicted heterogeneous correlation maps of precipitation in 
July. Predictions are for May start date (lead time 2). The expansion coefficients of the 
left field (i.e. the observation) are correlated with the original data of the right field (i.e. 
the forecast systems) and vice versa. Results are shown for the first three leading MCA 
modes, computed for the hindcast period 1982-2010. 
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Figure 6.8: Continue 
 
The first observed precipitation variability mode in December (predictions at lead time 
one month), which explains 31% of the total variance, displays widespread positive 
anomalies over Western Europe and negative anomalies south and north of it (top left 
panel of Figure 6.9). As previously, the expansion coefficient associated with this 
variability mode is correlated with several climate indices to attempt to find a physical 
102 
 
meaning it. Among several indices, it presents the highest correlation with the EA index 
(0.41). In turn, the precipitation teleconnection pattern in December associated with this 
index is very similar to the first observed precipitation variability mode in the same 
month. Most forecast systems detect a dipole of positive anomalies over Europe and 
negative anomalies south of it; however, all of them present limitations concerning the 
position and magnitude of the anomalies (left column of Figure 6.9). For instance, S4, 
CFSv2 and MF3 predictions display a dry Mediterranean whereas IRI-ECHAM direct 
present a wet eastern bound of the Mediterranean. This figure shows how difficult it is 
for current dynamical forecast systems to reproduce the observed precipitation variability 
in the extra-tropical regions in winter with lead time one month. 
 
The second observed precipitation variability mode in December displays strong negative 
anomalies over northern North Atlantic, positive anomalies over Europe and Eurasia and 
again negative anomalies over North Africa and Middle East (top central panel of Figure 
6.9). The expansion coefficient associated with this mode (explained variance 17%) is 
negatively correlated with the NAO (-0.60), AO (-0.43) and EAWR (-0.46). In fact, the 
second observed precipitation variability mode in December have many features found in 
the precipitation pattern associated with these three indices. For example, positive 
anomalies over northern Europe could be linked to the precipitation pattern of the positive 
phase of the NAO and AO associated with the strengthening of the zonal circulation 
(Figure 2.2). On the other hand, neither the negative anomalies over the Iberian Peninsula 
nor the positive anomalies over northeastern Africa associated with the NAO and AO 
pattern is observed in the top central panel of Figure 6.9. The precipitation pattern 
associated with the EAWR presents many similar features to the ones found in the second 
observed precipitation variability mode in December, including the strong negative 
anomalies over northern North Atlantic. IRI-ECHAM anomaly is the only forecast system 
that captures these strong anomalies over northern North Atlantic associated with the 
EAWR (central column of Figure 6.9). Similarly, CFSv2 and NASA are the only forecast 
systems that capture the positive anomalies associated with the NAO and AO 
precipitation patterns in December. 
 
The third variability mode, which is explained by 9% of the total variance, displays 
negative anomalies over northern Europe and adjacent oceans and positive anomalies 
over the Iberian Peninsula and adjacent ocean (top right panel of Figure 6.9). The ocean 
component of this dipole is similar to the precipitation pattern associated with the EAWR 
in December, which could explain the correlation between the expansion coefficient 
associated with this variability mode and the EAWR index (-0.34). Most forecast systems 
fail to simulate this variability mode, with the exception of CMC2 that captures the ocean 
component of the above-mentioned precipitation dipole over North Atlantic. 
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Figure 6.9: Observed and predicted heterogeneous correlation maps of precipitation in 
December. Predictions are for November start date (lead time 1). The expansion 
coefficients of the left field (i.e. the observation) are correlated with the original data of 
the right field (i.e. the forecast systems) and vice versa. Results are shown for the first 
three leading MCA modes, computed for the hindcast period 1982-2010. 
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Figure 6.9: Continue. 
 
The expansion coefficients associated with the MCA modes of variability are used to 
estimate the parameters needed to combine several models using the FA method. Figure 
6.10 illustrates the expansion coefficients associated with the first three modes of near-
surface temperature variability in June (top left panel of Figure 6.6). The expansion 
coefficient associated with the first near-surface temperature variability mode displays a 
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positive trend over the studied region, which is consistent with the corresponding spatial 
pattern as most of the grid points have the same sign. This is consistent with the observed 
warming trend over Europe shown in Figure D.1, a feature already documented 
previously (EEA, 2015). On the other hand, both the second and the third PCs display 
interannual variability. The expansion coefficients associated with the first three 
precipitation variability modes in December (predictions at lead time one month) also 
displays an interannual variability (second row of Figure 6.10). 
 
 
 
Figure 6.10: First three expansion coefficients of left (observations) and right 
(predictions) fields for near-surface temperature in June (top row) and precipitation in 
December (bottom row). Forecasts are for May starting date (lead time 1). 
 
After estimating the MCA modes to reduce the dimension of the original dataset, an 
important question that arises is how many expansion coefficients would be retained to 
lead to the best FA prediction. As in Coelho et al. (2006), we have retained and tested a 
range of number of modes (i.e. the FA predictions are estimated with two, three, four, 
five and six modes). The number of modes that give the best FA prediction varies 
according to the climate variable, start date, lead time and area. However, the FA 
predictions estimated using three MCA modes give the best prediction more often than 
not, both for precipitation and near-surface temperature. 
 
6.3.2. Choice of the number of MCA modes used in the FA combination 
Figure 6.11 shows the correlation between the observations and the FA predictions, 
estimated using a different number of MCA modes in three-year-out cross-validation 
mode (i.e. the target year, one year prior to and one year after the target year are removed 
from the analysis). Predictions were initialized in May to predict May, June, July and 
August (from the left to the right column). FA predictions estimated using two MCA 
modes are displayed in the first row, the ones using three MCA modes in the second row, 
and so forth. FA predictions at lead time 0 improve as more MCA modes are included in 
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the analysis; however, only little improvement is found when the sixth mode is added 
(left column of Figure 6.11). On the other hand, FA predictions using three modes 
performs best when predicting with lead times one, two and three months, especially over 
Europe and northern Africa. This might be explained because the first MCA variability 
mode (i.e. the warming trend) explains only 33% of the cross-covariance matrix of the 
predictions at lead time 0 and the observations. This variance increases to 51%, 56% and 
66% for predictions at lead times 1, 2 and 3, respectively, because the predicted warming 
trend increases with lead time probably due to systematic errors. As a result, FA 
predictions that takes into account the variability mode that are best predicted by most 
forecast systems (first column of Figure 6.6) generate the most skillful forecasts. On the 
other hand, FA performs badly over the Eurasia region where forecast systems fail to 
predict the weak negative anomalies in the first variability mode as well as the strong 
negative anomalies in the second variability mode (first column of Figure 6.6).  
 
6.3.3. Forecast quality of the combinations 
The resulting skill from combining multiple forecast systems is illustrated and discussed 
in this subsection. The SMM and the FA methods are used to combine all dynamical 
forecast systems shown above as well as only the four best systems (i.e. the ones that 
perform better more often). The best forecast systems are S4, CFSv2, GFDL and CMC2. 
The aim is to quantify the relative merits of adding less skillful forecast systems in the 
resulting combined prediction. For simplicity, statistical models are not included in the 
combination. Instead, a climatological PDF is used as the prior prediction in the FAC 
combination. 
 
The correlation coefficient between predicted and observed near-surface temperature in 
June (predictions at lead time one month) illustrates the deterministic skill (correlation of 
the ensemble mean) of the four combinations used in this study Figure 6.12). The 
correlation of the SMM and FAC predictions displays an overall similar pattern, but with 
significant differences at local level in some regions. For instance, FAC outperforms 
SMM over the Scandinavian Peninsula, but the opposite happens over the Eurasian 
region. The weak performance of the FAC over the Eurasian region might be explained 
because most forecast systems fail to predict weak (strong) negative anomalies in the first 
(second) near-surface temperature variability mode (first and second columns of Figure 
6.6). The poor performance of FAC is observed in target months and lead times over 
regions where the forecast systems fail to predict the main variability modes (Appendices 
F and G). 
 
The combination of a different number of forecast systems using the same methodology 
shows that the addition of more forecast systems does not always lead to better forecast 
skill, especially when they lack skill. For example, the FA over Russia performs worse 
when all forecast systems are used in the combination (third and fourth panels of Figure 
6.12). Independently from the combination method, near-surface temperature correlation 
skill is more sensitive to lead time in winter (Figure F.2 and G.2) than in summer (Figure 
F.1 and G.1), probably because much of the skill in summer derived from the trend as 
previously described in the Section 6.3.1. Another important result is that the best forecast 
system (i.e. S4) generally performs at least as good or better than the best resulting 
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combination (i.e. SMM with S4, CFSv2, GFDL and CMC2). This can be seen by 
comparing the third column of Figure 6.4 with the Figure F1 and the fourth column of 
Figure 6.4 with the Figure F2, both Figures of the Appendix F. However, it is important 
to remember that the best forecast system is not always the same (Hagedorn et al., 2005). 
For instance, CFSv2 is the best forecast system over many regions when predicting near-
surface temperature in June with lead time one month (Figure 6.2). For this specific 
prediction, the SMM (second column of Figure 6.12) outperforms S4 (top left column of 
Figure 6.2) in many grid-points over in the Eurasia region. In Chapter 5, it was shown 
that S4 alone predicts the modes of precipitation variability over the WAM region better 
than all other single forecast system and their combination more often than not. 
 
 
 
Figure 6.11: Correlation between the observed and FA predictions of near-surface 
temperature in May, June, July and August (from left to right). Predictions are for May 
start date. FA predictions are estimated using two, three, four, five and six MCA modes 
(from top to bottom). The correlation was computed for the hindcast period 1982-2010. 
The dots are placed where there is statistical significance at the 95% level computed 
using non-parametric bootstrap. See text for details. 
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Figure 6.12: Correlation coefficient between predicted and observed near-surface 
temperature in June. Predictions are for May start dates (lead time 1). The correlation 
was computed for the hindcast period 1982-2010. The four combinations are SMM, SMM 
4 best, FAC and FAC 4 best and the forecast systems used in the 4 best combinations are 
S4, CFSv2, GFDL and CMC2. The dots are placed where there is statistical significance 
at the 95% level computed using non-parametric bootstrap. See text for details. 
 
SMM outperforms FAC when predicting precipitation more often than not (Appendix F). 
However, there are many illustrations when the FAC precipitation predictions perform 
better. For instance, FAC 4 best  (fourth column of Figure 6.13) performs better than 
SMM (first and second column of Figure 6.13) over the northern North Atlantic, west the 
cost of Great Britain, and over parts of Russia. In this illustration, the skill pattern is 
similar in both combination methods. Two conclusions hold the analysis of the 
combination for near-surface temperature predictions. First, forecast skill does not 
improve with the addition of more forecast systems to the combination, especially when 
it is known that they lack skill (Figures 6.13). Here the forecast systems not considered 
in the 4 best combinations are MF3, CCSM3, IRI-ECHAM systems and NASA. This 
directs attention to the importance of continuously assess the forecast quality for specific 
situations. Second, S4 outperforms the other forecast systems and their combination more 
often than not in terms of correlation coefficient (not shown). For the precipitation 
predictions in December with lead time one month (Figures 4 and 10), the SMM 4 best 
outperforms performs any single forecast system more often than not. 
 
 
 
Figure 6.13: Correlation coefficient between predicted and observed precipitation in 
December. Predictions are for November start dates (lead time 1). The correlation was 
computed for the hindcast period 1982-2010. The four combinations are SMM, SMM 4 
best, FAC and FAC 4 best and the forecast systems used in the 4 best combinations are 
S4, CFSv2, GFDL and CMC2. The dots are placed where there is statistical significance 
at the 95% level computed using non-parametric bootstrap. See text for details. 
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Several probabilistic scores are estimated to better quantify the benefits and limitations 
of combining several forecast systems using the two different combination methods 
considered in this chapter. The CRPSS illustrates the probabilistic forecast quality of the 
combinations for the near-surface temperature predictions in June with May start date 
(Figure 6.14). For this specific illustration, the patterns of the forecast skill of the SMM 
and FAC are similar with statistically significant positive CRPSS over northern North 
Atlantic, Mediterranean Sea (limited to the eastern bound in the FA predictions) and 
Middle East. However, the FAC probabilistic predictions are generally reduced when 
compared to SMM in the other target months and lead times (not shown). One of the 
reasons that might explain the weaker performance of the FA method compared to SMM 
is associated with the need of the former for dimension reduction. Following Stephenson 
et al. (2005), MCA is used in this chapter to reduce the dimension of the data to a few 
variability modes that explains most of the variance. This approach proved good in 
regions where the main variability modes are successfully predicted by current forecast 
systems, such as regions dominated by the ENSO signal (Coelho et al., 2006). However, 
the main near-surface temperature and precipitation variability modes over most 
extratropical regions are poorly predicted by current forecast systems as shown in the 
Section 6.3.1. 
 
 
 
Figure 6.14: CRPSS for near-surface temperature predictions in June. Predictions are 
for May start dates (lead time 1). The CRPSS was computed for the hindcast period 1982-
2010. The four combinations are SMM, SMM 4 best, FAC and FAC 4 best and the forecast 
systems used in the 4 best combinations are S4, CFSv2, GFDL and CMC2. The dots are 
placed where there is statistical significance at the 95% level computed using non-
parametric bootstrap. See text for details. 
 
6.4. Summary and conclusions 
This study performed a forecast quality assessment of monthly near-surface temperature 
and precipitation predictions performed by simple statistical models and dynamical 
forecast systems over Europe. Operational and quasi-operational dynamical forecast 
systems from both the European EUROSIP initiative and North American NMME project 
are used. The dynamical forecast systems are combined using two different combination 
methods: one with equal weights, assuming all forecast systems have similar 
performance, and one giving more weights to the forecast systems that perform better 
over the hindcast period. The predictions of the resulting combinations are assessed and 
compared to the predictions of single forecast systems. Two start dates (May and 
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November) and four lead times (zero through three) are considered to take into account 
four target months in two seasons: summer (MJJA) and winter (NDJF). 
 
Simple linear regression models are estimated considering several predictors: the 
predictand itself and three SST indices (Niño3.4, SNA and AMO). These models are used 
as reference forecasts. Therefore, predictors of the month of April are used to predict 
near-surface temperature and precipitation in May, June, July and June and predictors of 
the month of October are used to predict these variables in November December, January 
and February, allowing a fair comparison with the dynamical forecast systems. The 
parameters of the statistical models are estimated in retroactive mode, that is, only the 
period prior to the target period is used to estimate the regression coefficient emulating 
an operational prediction. Consequently, datasets with long-term record, available only 
over the continents, are used to estimate these parameters. For simplicity, a combination 
of predictors (e.g. multiple linear regression) has not been taken into account. We have 
shown that the forecast skill of the statistical models does not change significantly with 
lead time, in agreement with previous studies (e.g. Barnston, 1994; Lang et al., 2014). 
Regardless of the predictor, simple linear regression models are more skillful when 
predicting near-surface temperature than precipitation. Besides, near-surface temperature 
predictions are more skillful in summer than in winter, which might be linked the 
observed warming trend in summer. A recent study has shown that most of the forecast 
skill of near-surface temperature predictions vanishes and gets limited to the ENSO 
teleconnection regions when the warming trend is removed prior to the analysis (Eden et 
al., 2015). None of the four statistical models used here provide skillful precipitation 
predictions over Europe, with the exceptions for very few grid points with significant 
positive correlation. 
 
The forecast quality assessment of the dynamical forecast systems is also analyzed. As 
with the statistical models, dynamical forecast systems predict better near-surface 
temperature than precipitation, which might be linked to the fact that most forecast 
systems predict the warming trend over the studied regions although at a different rate 
when compared to the observation. On the other hand, differently from the statistical 
model predictions, forecast skill varies considerably with lead time and forecast system. 
For example, while S4 and CFSv2 are found to perform better than the IRI-ECHAM 
systems, statistical models built with different predictors present similar skill patterns. 
This can be seen by comparing Figure 6.1 with the Figures 6.2 and 6.3. At the same time, 
the S4 precipitation predictions loose considerable amount of skill from lead time 0 to 
lead time 1, both in summer and winter (Figure 6.4). 
 
The FA method is used to combine the dynamical forecast systems assigning more weight 
to systems that presented better performance over the hindcast period. The FA method 
has been implemented using a prior taken from the climatology, the FAC. The skill of the 
resulting FAC predictions is compared to the skill of the SMM combination where 
forecast systems are combined without assigning weights. The FAC generally presents 
reduced scores when compared to SMM for near-surface temperature and precipitation 
over Europe, both in terms of deterministic and probabilistic verification measures. 
However, there are many instances when the spatial pattern of the FAC forecast skill is 
similar to that of the SMM approach (Figure 6.12, 6.13, 6.14). One of the reasons that 
111 
 
might explain the reduced forecast skill of the FAC predictions for specific regions over 
Europe is associated with the way the coefficients are estimated. The first step to estimate 
the FAC predictions is to apply a dimension reduction technique like the MCA to deal 
with the high dimensionality of the gridded data and the strong dependency between 
values of neighboring grid points (Stephenson et al., 2005; Coelho et al., 2006). However, 
as shown in the Section 6.3.1, the forecast systems are not able to properly simulate the 
main modes of near-surface temperature and precipitation variability over the 
extratropics. An illustration of how the predicted variability modes affect the skill of the 
FAC predictions can be seen by comparing Figure 6.6 with Figures 6.12 and 6.14. In this 
illustration, there is a large area where FAC predictions are negatively correlated with the 
observations over Russia, a region where most forecast systems do not predict the correct 
sign of the anomalies in the first and second observed variability mode. Previous studies 
have shown that the FAC predictions perform at least as well as the SMM in regions 
where the variability modes are well predicted by forecast systems, particularly the ones 
affected by ENSO (e.g. Coelho et al., 2006). 
 
Seasonal forecast skill relies on the response of the atmosphere to the slowly varying 
components of the climate systems. This response is not well quantified by currently 
forecast systems over certain regions across the globe, including over Europe. As a result, 
forecast systems have little skill over Europe. In this chapter, we showed that precipitation 
forecast skill considerably decreases from lead time zero to lead time one month. On the 
other hand, forecast systems simulate well the summer near-surface temperature trend, 
although at a different rate when compared to the observed one, capturing the response 
of the atmosphere to the increasing greenhouse gases. The next generation of forecast 
systems need to quantify this response in order to improve forecast skill at seasonal 
timescales. This challenge has already been addressed by leading climate prediction 
centers (e.g. Scaife et al., 2014).  
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7. General Conclusions 
The main objective of this thesis is twofold: first, to apply different statistical methods to 
combine seasonal predictions of climate variables produced by the state-of-the-art 
statistical and dynamical forecast systems; second, to assess the forecast quality of the 
resulting combination as well as predictions produced by the individual forecast systems. 
This thesis focuses on seasonal climate predictions of SST and precipitation in the tropics 
and near-surface temperature and precipitation in the extratropics. 
 
The conclusions derived from this thesis are summarized below: 
 Many of the dynamical forecast systems used in this study have skill when 
predicting climate variables over tropical regions. In Chapter 4, it is shown that 
three dynamical forecast systems (i.e. S4, CFSv2 and MF3) have statistically 
significant deterministic and probabilistic skill during all months of the year for 
predictions of SST indices over three tropical ocean basins: Pacific, Atlantic and 
Indian Oceans. In many instances, forecast skill is found up to lead time six 
months, the longest lead time available for S4 and MF3. In Chapter 5, many 
forecast systems have deterministic forecast skill when predicting the modes of 
WAM rainfall variability. However, only one of them (i.e. S4) produces skillful 
probabilistic forecasts, assessed in terms of CRPSS and ignorance skill score. 
 On the other hand, forecast systems have low seasonal forecast skill over Europe 
and adjacent areas. In Chapter 6, it is illustrated that precipitation forecasts hardly 
have any statistically significant positive correlation over Europe in December for 
predictions produced in November (lead time one month). Near-surface 
temperature forecast have statistically significant correlation in summer months 
for predictions with lead time up to four months. However, most of the correlation 
skill might be explained because many forecast systems are able to reproduce the 
observed warming trend in summer months over most of Europe. None of the 
forecast systems produces statistically significant positive CRPSS in June with 
lead time one month. 
 Simple linear regression models, used here as a benchmark, outperformed many 
of the dynamical forecast systems in several instances. This is illustrated for 
deterministic and probabilistic predictions of the WTI SST index in summer 
months and the modes of the WAM rainfall variability also in summer. However, 
there are occasions when simple linear models are of limited usefulness, such as 
to predict precipitation over Europe and adjacent areas. 
 It is shown that no single forecast system performs best in all cases. For example, 
S4 is the best forecast system when predicting the modes of WAM rainfall 
variability and Niño3.4 SST index, CFSv2 performs best when predicting SNA 
SST index and the simple linear regression model performs best when predicting 
the WTI SST index.  
 The predictions of the SMM are often better than those combination methods that 
assign unequal weights. The difficulty in the robust estimation of the weights due 
to the small samples available is one of the reasons that limit the potential benefit 
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of the combination methods that assign unequal weights. However, some of the 
results shown here give light to further research on how to improve the SMM 
predictions using combination methods that assign unequal weights. Two cases 
can illustrate this as follows: 
1. Predictions of univariate predictands: the combination methods that assign 
unequal weights improve the SMM predictions when only a fraction of all 
single forecast systems have skill as in the case of the SNA index predictions 
in the boreal fall (Figure 4.5) or in the case WTI index predictions in the boreal 
summer (Figure 4.7). Therefore, the weighting does not outperform the SMM 
when the SMM is very skillful, but it reduces the risk of low skill situations 
that are found when several single forecast systems have a low skill. 
2. Predictions of multivariate predictands: the FA method performs as well 
as or better than SMM in regions where the forecast systems used in the 
combination procedure are able to represent the modes of climate variability 
associated to predictive skill. However, this does not hold true over most of 
Europe and adjacent regions. In these cases, not only SMM performs better 
than FA, but also SMM is frequently outperformed by the best single forecast 
system (S4). After building a multimodel ensemble with a smaller number of 
forecast systems, it is shown that the addition of more forecast system does not 
always lead to better forecast. 
 There are cases when combining all forecast systems does not lead to improved 
forecasts when compared to the best single forecast system. In fact, S4 is far better 
than any forecast system when predicting the variability of the WAM rainfall 
regimes several months ahead (Figure 5.9 and 5.10). This suggests that in some 
special occasions like this one, a multimodel approach is not necessarily better 
than an especially skillful forecast system. This shows the importance of 
continuously assessing the forecast quality for the specific application of the user. 
 
This study has applied and compared several combination methods, which had been 
previously described in the literature. These methods were used to combine climate 
predictions produced by several operational and quasi-operational forecast systems, most 
of which are publicly available on the web or easily implemented by the user. This 
allowed a uniform assessment (i.e. using the same verification measures and 
observations) of the predictions produced by each combination method and each single 
forecast system. However, due to the limited time available for a PhD research, many 
research questions were not dealt with in this PhD thesis, including some that were 
formulated during this PhD thesis. Some of these questions could be recommended for 
future studies in this field of research as follows:  
 The forecast quality of several dynamical forecast systems, each having a different 
number of ensemble members, were assessed without asking the question of 
whether or not or to what extent the number of ensemble members affect the 
forecast quality of the forecast system. That is, if a certain forecast system is better 
than another one simply because it has a larger number of ensemble member or if 
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it actually has a better representation of the climate system. This kind of issue 
could be dealt with by using the so-called fair scores (Ferro, 2014). 
 Another issue found in this study was to compare a probabilistic prediction 
estimated from an ensemble forecast system using a frequentist approach (i.e. 
number of ensemble members above or below a certain threshold) with a 
probabilistic prediction derived from a predictive distribution function. One way 
to address this issue could be to estimate a predictive distribution function from 
an ensemble system before estimating the probabilistic prediction. 
 It is shown in Chapter 6 that near-surface temperature predictions over Europe 
and adjacent regions have skill in summer months in terms of correlation 
coefficient, but not in terms of CRPSS. This might be linked to the fact that many 
forecast systems simulate the observed warming trend (Appendix D). However, a 
quantification of how much of the correlation skill comes from the warming trend 
has not been investigated here. This could be studied by assessing the forecast 
quality of near-surface temperature after the trend is removed. 
 It is shown in Chapter 6 that one of the challenges of using the FA over Europe 
and adjacent regions is associated with the fact that current forecast systems do 
not simulate well the modes of near-surface temperature (except the first mode, 
which is the warming trend) and precipitation variability. However, this has not 
been quantified. To address this issue, one could perform a forecast quality 
assessment of these variability modes for each single forecast system as it was 
done in Chapter 4 for the modes of WAM rainfall variability. 
 This thesis has focused on SST, near-surface temperature and precipitation. 
However, the uncertainty quantification and forecast quality assessment 
performed in this study might be also of value to other surface climate variables 
such as wind, especially in the context of renewable energy.  
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Appendix A.  
Figure A.1 shows the correlation with the observations of the hindcasts produced by the 
statistical model for the Niño3.4 index in retroactive and cross-validation modes for the 
period between 1982 and 2010. Similar patterns are found, including the decrease in 
correlation (blue squares) for 4-6 month lead predictions produced early in the year, 
particularly during the northern hemisphere spring. This feature is known as the spring 
barrier (Balmaseda et al., 1995). The correlation is also very similar. The main differences 
are found in the boreal summer (June-July-August) for leads longer than four months. In 
these cases, the statistical model in retroactive mode performs better (i.e. has higher 
correlation) than the statistical model trained in cross-validation mode, which justified 
the use of the former approach in the results shown in this paper. It has been shown in 
previous studies that the predictive skill estimation methods using simple or multiple 
regression in cross-validation mode could introduce negative bias in negative correlations 
(Barnston and Van den Dool 1993). 
 
 
 
Figure A.1: Correlation between the predicted and observed Niño3.4 index as a function 
of target month (horizontal axis) and lead time (vertical axis) for the statistical model 
trained in forecast mode (left column) and in cross-validation mode (right column). 
Predictions have been formulated over the period 1982–2010. HadISST data are used to 
estimate the coefficients in the statistical model and for the forecast quality assessment. 
The symbols are for the p values (see text for details). Circles are for p values smaller 
than or equal 0.01, squares for p values between 0.05 and 0.01, and diamonds for p-
values between 0.10 and 0.05 
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Appendix B.  
Figure B.1 shows the correlation coefficient between indices of the Guinean and Sahelian 
regimes and three SST indices for all months of the year for the period 1951-2011. SST 
indices representing the main SST variability over several ocean regions are obtained via 
spatial averaging. These indices represent the main patterns of climate variability and are 
widely used as predictive tools in statistical models (Doblas-Reyes et al., 2013). The 
Equatorial Pacific, North and Equatorial Atlantic ocean basins are known to play an 
important role on the WAM rainfall variability (Folland et al., 1986; Fontaine and Janicot, 
1996; Fontaine et al., 1998; Joly and Voldoire, 2009, 2010; Mohino et al., 2011a, 2011b; 
Rodríguez-Fonseca et al., 2011). Therefore, the Niño3.4 (SST anomalies averaged over 
170ºW-120ºW; 5ºS-5ºN), the Atlantic Multidecadal Oscillation (AMO; SST anomalies 
averaged over 80ºW-0ºW; 0º-60ºN minus global SST anomalies over 60ºS-60ºN) and the 
Atlantic 3 (Atl3; SST anomalies averaged over 20ºW-0ºW; 3ºS-3ºN) indices are used. The 
SST over other regions such as the Mediterranean basin that might also play a role on the 
WAM rainfall variability (Fontaine et al., 2010), is not taken into account for the sake of 
simplicity. The correlation between the rainfall regimes and the SST indices is computed 
using the period 1951-2011. The Niño3.4 SST index is not well correlated either with the 
Guinean or the Sahelian regime (the maximum absolute correlation values are 0.31 and 
0.25, respectively). This might be either because the Niño3.4-WAM rainfall relationship 
is not stationary (Mohino et al., 2011b; Rodríguez-Fonseca et al., 2011) or because not all 
ENSO events can be linked to WAM rainfall anomalies (Joly and Voldoire, 2009). The 
time series associated with the AMO (black line) and the Atl3 (blue line) are almost of 
opposite sign when comparing the Guinean (left panel) and the Sahelian (right panel) 
regimes. As shown previously, there is positive correlation between the Atl3 and the 
Guinean regime (Joly and Voldoire, 2010) and the AMO and the Sahelian regime (Mohino 
et al., 2011a; Rodríguez-Fonseca et al., 2011). Therefore, we used the Atl3 and the AMO 
as predictors for the Guinean and Sahelian regimes, respectively. The PCs associated with 
the WAM rainfall regimes are computed for the target months between June and October 
(see Section 2 for detailed information) and, as a consequence, only the months prior to 
June of the target year may be considered as predictors when trying to mimic an 
operational forecasting approach. Figure B.1 shows that the best predictor for the Guinean 
regime is the Atl3 of May of the target year while the best predictor for the Sahelian 
regime is the AMO of December of the year prior to the target year. 
 
Figure B.1: Correlation coefficient between the Guinean and Sahelian regimes (estimated 
from the GPCC seasonal evolution diagram described above) and three ERSSTv3b SST 
indices: AMO, Niño3.4 and Atl3. The correlation is computed for each month of the year 
and for the period 1951-2011.  
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Appendix C.  
 
 
Figure C.1: Correlation between predicted and observed near-surface temperature in 
May (first row), June (second row), July (third row) and August (fourth row). Anomaly 
values of April is used to predict the summer months of May (lead time zero) through 
August (lead time three months). The correlation was computed for the hindcast period 
1982-2010. The statistical model was estimated using four different predictors: the 
predictand variable itself at the same grid point (first column), SST Niño3.4 (second 
column), SNA (third column) and AMO (fourth column) indices. The dots are placed 
where there is statistical significance at the 95% level computed using non-parametric 
bootstrap. See text for details. 
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Figure C.2: Correlation between predicted and observed precipitation in November (first 
row), December (second row), January (third row) and February (fourth row). Anomaly 
values of November is used to predict the winter months of November (lead time zero) 
through February (lead time three months). The correlation was computed for the 
hindcast period 1982-2010. The statistical model was estimated using four different 
predictors: the predictand variable itself at the same grid point (first column), SST 
Niño3.4 (second column), SNA (third column) and AMO (fourth column) indices. The 
dots are placed where there is statistical significance at the 95% level computed using 
non-parametric bootstrap. See text for details. 
 
 
  
133 
 
Appendix D.  
 
Figure D.1: Observed near-surface temperature linear trend in the summer (May, June, 
July and August; first row) and winter (November, December, January and February; 
second row) months computed for the period 1982-2010. The dots are placed where there 
is statistical significance at the 95% level computed using non-parametric bootstrap. See 
text for details. 
 
 
Figure D.2: Predicted near-surface temperature linear trend in June computed for the 
period 1982-2010. Predictions were initialized in May (lead time one month). The dots 
are placed where there is statistical significance at the 95% level computed using non-
parametric bootstrap. See text for details. 
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Appendix E.  
 
 
 
Figure E.1: Observed and predicted heterogeneous correlation maps of near-surface 
temperature in December. Predictions are for November start date (lead time 1). The 
expansion coefficients of the left field (i.e. the observation) are correlated with the 
original data of the right field (i.e. the forecast systems) and vice versa. Results are shown 
for the first three leading MCA modes, computed for the hindcast period 1982-2010. 
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Figure E1: Continue. 
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Appendix F.  
 
Figure F.1: Correlation coefficient between predicted and observed near-surface 
temperature in May (first row), June (second row), July (third row) and August (fourth 
row). Predictions are for May start dates (lead times zero through three months). The 
correlation was computed for the hindcast period 1982-2010. The four combinations are 
SMM, SMM 4 best, FAC and FAC 4 best and the forecast systems used in the 4 best 
combinations are S4, CFSv2, GFDL and CMC2. The dots are placed where there is 
statistical significance at the 95% level computed using non-parametric bootstrap. See 
text for details. 
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Figure F.2: Correlation coefficient between predicted and observed near-surface 
temperature in November (first row), December (second row), January (third row) and 
February (fourth row). Predictions are for November start dates (lead times zero through 
three months). The correlation was computed for the hindcast period 1982-2010. The four 
combinations are SMM, SMM 4 best, FAC and FAC 4 best and the forecast systems used 
in the 4 best combinations are S4, CFSv2, GFDL and CMC2. The dots are placed where 
there is statistical significance at the 95% level computed using non-parametric 
bootstrap. See text for details. 
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Figure F.3: Correlation coefficient between predicted and observed precipitation in May 
(first row), June (second row), July (third row) and August (fourth row). Predictions are 
for May start dates (lead times zero through three months). The correlation was computed 
for the hindcast period 1982-2010. The four combinations are SMM, SMM 4 best, FAC 
and FAC 4 best and the forecast systems used in the 4 best combinations are S4, CFSv2, 
GFDL and CMC2. The dots are placed where there is statistical significance at the 95% 
level computed using non-parametric bootstrap. See text for details. 
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Figure F.4: Correlation coefficient between predicted and observed precipitation in 
November (first row), December (second row), January (third row) and February (fourth 
row). Predictions are for November start dates (lead times zero through three months). 
The correlation was computed for the hindcast period 1982-2010. The four combinations 
are SMM, SMM 4 best, FAC and FAC 4 best and the forecast systems used in the 4 best 
combinations are S4, CFSv2, GFDL and CMC2. The dots are placed where there is 
statistical significance at the 95% level computed using non-parametric bootstrap. See 
text for details. 
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Appendix G.  
 
 
Figure G.1: CRPSS for near-surface temperature predictions in May (first row), June 
(second row), July (third row) and August (fourth row). Predictions are for May start 
dates (lead times zero through three months). The CRPSS was computed for the hindcast 
period 1982-2010. The four combinations are SMM, SMM 4 best, FAC and FAC 4 best 
and the forecast systems used in the 4 best combinations are S4, CFSv2, GFDL and 
CMC2. The dots are placed where there is statistical significance at the 95% level 
computed using non-parametric bootstrap. See text for details. 
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Figure G.2: CRPSS for near-surface temperature predictions in November (first row), 
December (second row), January (third row) and February (fourth row). Predictions are 
for November start dates (lead times zero through three months). The CRPSS was 
computed for the hindcast period 1982-2010. The four combinations are SMM, SMM 4 
best, FAC and FAC 4 best and the forecast systems used in the 4 best combinations are 
S4, CFSv2, GFDL and CMC2. The dots are placed where there is statistical significance 
at the 95% level computed using non-parametric bootstrap. See text for details. 
 
