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Abstract. Con la llegada de una amplia variedad de arquitecturas mul-
ticore (NUMA, UMA), seleccionar la mejor configuracio´n del nodo de
co´mputo para una cierta aplicacio´n paralela de memoria compartida, se
convierte en la actualidad en un gran reto. Nuestro trabajo hace frente
a este tema caracterizando los nodos de co´mputo y las aplicaciones. Los
nodos se caracterizan ejecutando pequen˜os programas (o microbench-
marks, µB), que contienen nu´cleos de estructuras representativas del
comportamiento de programas paralelos de memoria compartida. Los
µB￿s ejecutados en cada uno de los nodos nos proporcionan perfiles de
rendimiento, o datos medidos del comportamiento, que se almacena en
una base de datos y se utiliza con para estimar el comportamiento de
nuevas aplicaciones La aplicacio´n es ejecutada sobre un nodo base para
identificar sus fases representativas. Para cada fase se extrae informacio´n
de rendimiento comparable con la de los µB￿s, con el fin de caracterizar
dicha fase. En la base de datos de los perfiles de rendimiento se localizan
µB￿s con caracter´ısticas similares en comportamiento para cada fase de
la aplicacio´n sobre el nodo base. Finalmente, los perfiles seleccionados,
pero ejecutados sobre los otros nodos candidatos, se usan para comparar
el rendimiento de los nodos de co´mputo y seleccionar el nodo de co´mputo
apropiado para la aplicacio´n
Key words: Evaluacio´n de prestaciones, modelos de rendimiento, sis-
temas de co´mputo multicore
1 Introduccio´n
En la actualidad, para configurar o seleccionar los recursos de co´mputo a utilizar
en un computador paralelo, nos encontramos con que existen una gran variedad
de componentes y tecnolog´ıas a escoger. Con el actual desarrollo de procesadores
multicore, es au´n mayor la variedad de configuraciones de los nodos, y por ende,
de la influencia en las prestaciones que pueden tener estas posibles configura-
ciones para una aplicacio´n. Por tanto, es importante caracterizar los sistemas.
￿ Este trabajo ha sido subvencionado por el MEC (Espan˜a), proyecto TIN 2007-64974
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Sin embargo, la mejor configuracio´n del sistema es dependiente de la aplicacio´n,
y los benchmarks usados para la caracterizacio´n de recursos deben ser cuida-
dosamente seleccionados.
A su vez debemos tener en cuenta que a lo largo de una aplicacio´n va
cambiando el comportamiento y necesitaremos la caracterizacio´n del compor-
tamiento de la CPU en diferentes puntos, lo que aconseja la utilizacio´n de mi-
crobenchmarks (µB￿s).
En las aplicaciones que requieren gran capacidad de co´mputo, la influencia
sobre el rendimiento en las diferentes configuraciones de nodos de co´mputo, es
muy importante tanto para los administradores como para los usuarios finales
[1]. Es deseable tener un ı´ndice para comparar el rendimiento de la aplicacio´n en
diferentes configuraciones de nodos de co´mputo y, de esa manera, tener criterios
para seleccionar el ma´s adecuado. Esta es una tarea que puede requerir mucho
tiempo. Por ello, es importante disponer de una estrategia que nos permita,
hacerlo en un tiempo razonable.
La metodolog´ıa se resume en obtener: los perfiles de rendimiento de los nodos
de co´mputo ejecutando diferentes microbenchmarks (µB￿s), la caracterizacio´n de
la aplicacio´n buscando las caracter´ısticas de las fases significativas que influyen
en el rendimiento y finalmente combinar los resultados para hacer la estimacio´n
de rendimiento sobre diferentes nodos de co´mputo que permite compararlos, sin
que requiera ejecutar la aplicacio´n. Para ello se propone generar un conjunto de
µB￿s bien caracterizados, que permitan obtener informacio´n acerca de los nodos
de co´mputo y obtener su Perfil de Rendimiento. La caracterizacio´n de la apli-
cacio´n es un modelo de la aplicacio´n que se extrae analizando la traza de accesos
a memoria y otras caracter´ısticas cualitativas y cuantitativas de la aplicacio´n,
independientes de la arquitectura. Finalmente, se modela el comportamiento con
µB￿s que tengan caracter´ısticas de comportamiento similares a las de cada fase
de la aplicacio´n.
El art´ıculo esta´ organizado como sigue: En la seccio´n 2, se describen otros
trabajos relacionados. En la seccio´n 3 presentamos la metodolog´ıa propuesta
para caracterizar el comportamiento. En la seccio´n 4, se muestra la validacio´n
experimental. Finalmente en la seccio´n 5, se presentan las conclusiones y trabajos
futuros.
2 Trabajos relacionados
La prediccio´n de rendimiento de aplicaciones sobre sistemas de co´mputo, es un
a´rea de estudio muy consolidada. Las estrategias que se utilizan normalmente:
modelos anal´ıticos, la medicio´n mediante la ejecucio´n de benchmarks y la simu-
lacio´n.
Un gran conjunto de benchmarks han sido propuestos para medir las presta-
ciones generales de aplicaciones. Entre los ma´s conocidos destacamos los NAS
Parallel [4] y los SPEC [5]. Los SPEC son empleados para evaluar caracter´ısticas
de microarquitectura en sistemas paralelos. Gustafson y Todi [6] relacionan las
aplicaciones a la curva del benchmark HINT sobre una ma´quina y as´ı predecir
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el rendimiento de la aplicacio´n. El problema de los benchmarks es buscar su
relacio´n con la aplicacio´n. McCalpin [7] hace un estudio ma´s completo entre la
relacio´n de los benchmarks y el rendimiento de las aplicaciones, pero ellos no
extienden sus ideas a aplicaciones paralelas.
En el trabajo de Carrington y otros [2], elabora modelos computacionales
para predecir el rendimiento sobre mu´ltiples sistemas de co´mputo. De igual
forma, Lau y otros [8], estudian la correlacio´n existente entre el co´digo de una
aplicacio´n y la prediccio´n de rendimiento.
Sharkawi y otros [1], presentan un me´todo para proyeccio´n de rendimiento
de aplicaciones HPC sobre el nodo de co´mputo, usando datos publicados del
SPEC CPF2006, y contadores hardware de la ma´quina base. Su esquema utiliza
el algoritmo gene´tico como herramienta para generar un modelo de rendimiento
de la aplicacio´n HPC como una funcio´n de benchmarks sustitutos o similares,
en este caso los SPEC CPF2006.
Nuestro enfoque, pretende combinar la informacio´n de los perfiles de rendimi-
ento obtenidas con un conjunto de microbenchmarks significativos, de mu´ltiples
plataformas o nodos de co´mputo, para estimar sobre ellas las caracter´ısticas de
rendimiento de una aplicacio´n, como una funcio´n de datos obtenidos con los
microbenchmarks previamente seleccionados.
3 Metodolog´ıa: Comparacio´n de prestaciones
El objetivo de este trabajo es presentar una metodolog´ıa para estimar las posi-
bles diferencias en el comportamiento, al ejecutar una aplicacio´n en distintos
nodos multicore, desde el punto de vista del rendimiento (tiempo de ejecucio´n)
de dicha aplicacio´n paralela de memoria compartida, en diferentes configura-
ciones de nodos de co´mputo con sistemas multiprocesador. La figura 1 muestra
el esquema general de la metodolog´ıa.
Fig. 1. Esquema de la metodolog´ıa para estimar el rendimiento
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Los perfiles de rendimiento de los nodos de co´mputo (Nodo Base y Nodos
Target), se obtienen ejecutando un conjunto de microbenchmarks (µB￿s), o pro-
gramas sinte´ticos de prueba, bien caracterizados, compuestos por estructuras
representativas de aplicaciones reales.
Para obtener la caracterizacio´n de la aplicacio´n, se ejecuta sobre el Nodo
Base (BN) con el fin de analizar y extraer sus fases representativas y obtener
informacio´n del comportamiento en cada fase.
Basa´ndonos en la informacio´n de rendimiento almacenada en la NPPDB y la
caracterizacio´n de la aplicacio´n, hacemos un proceso de comparacio´n (matching)
para identificar aquellos perfiles de rendimiento, obtenidos sobre el BN al ejecutar
los microbenchmarks, que tienen un comportamiento similar con cada una de
las fases representativas de la aplicacio´n. Cuando se encuentra similaridad, el
µB seleccionado sera´ el candidato para representar a la fase en el proceso de
estimacio´n.
En el caso de no ser posible encontrar similaridad entre los perfiles de rendimi-
ento obtenidos con los µB￿s y la caracterizacio´n de la fase, sera´ necesario imple-
mentar nuevos µB￿s y actualizar la base de datos NPPDB.
Por u´ltimo, tenemos el Proceso de Estimacio´n, que consiste en localizar en
la Base de Datos, las me´tricas de los µB￿s seleccionados en el paso anterior
en la NPPDB, y estimar el comportamiento de la aplicacio´n como una funcio´n
de los perfiles de rendimiento seleccionados en el paso anterior sobre el BN,
considerando el peso de cada una de las fases.
Una vez validada la estimacio´n como composicio´n de los perfiles sobre el BN,
se han de buscar ahora los perfiles de rendimiento para los µB￿s seleccionados,
pero de los nodos candidatos o Nodo Target y reemplazar en el modelo del
tiempo de ejecucio´n de la aplicacio´n y as´ı estimar el perfil de comportamiento
en otros nodos. A continuacio´n describimos el esquema con mayor detalle cada
una de las fases.
3.1 Perfiles de rendimiento de los nodos
Los perfiles son obtenidos estresando el nodo de co´mputo con programas sinte´ticos
paralelos de memoria compartida implementados en C y OpenMP. El objetivo
es caracterizar el nodo de co´mputo frente estructuras comunes encontradas en
varias aplicaciones. Cada ejecucio´n de un µB nos da una informacio´n del perfil
de rendimiento del nodo de co´mputo.
La Figura 2, muestra una descripcio´n de algunos de los µB￿s que hemos
usado, con el fin de visualizar un ejemplo de Perfil de Rendimiento del Nodo.
Los µB￿s son disen˜ados a partir de estudios previos realizados en un conjunto
de aplicaciones paralelas en funcio´n de sus comportamientos y sus patrones de
acceso a memoria. El disen˜o de los µB￿s esta´ guiado por caracter´ısticas relevantes
de la aplicacio´n (por ejemplo, la forma que accede a memoria, el stride, etc).
Un perfil de rendimiento es una lista de valores, que caracterizan el µB junto
con valores promedios obtenidos en la ejecucio´n. La idea es obtener informacio´n
cualitativa y cuantitativa en cada nodo de co´mputo.
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Fig. 2. Ejemplo de descripcio´n del perfil de rendimiento a partir de tres µB￿s
– Caracter´ısticas cualitativas tales como: patro´n de accesos a memoria, tipo
de datos, operaciones ba´sicas, complejidad del algoritmo y la densidad de
los datos (densos o dispersas).
– Caracter´ısticas cuantitativas tales como: taman˜o de los datos de entrada,
el nivel de paralelismo, tiempos de ejecucio´n, tiempo por operacio´n. Para
obtener los perfiles de rendimiento, los µB￿s son ejecutados previamente en
todos los nodos de co´mputo disponibles (BN y TNi) para diferentes taman˜os
de datos de entrada.
3.2 Caracterizacio´n de la Aplicacio´n
Como hemos visto, en esta fase, se analizan aplicaciones paralelas de memo-
ria compartida, implementada en C y con paradigma de programacio´n paralela
OpenMP[9] (Fork Join).
Necesitamos obtener las fases representativas de la aplicacio´n. Para identificar
cada fase, buscamos estructuras/primitivas/constructores de paralelismo en el
co´digo [10].
Esta caracterizacio´n nos permitira´ contrastar y comparar con la informacio´n
de los perfiles de rendimiento disponibles en la NPPDB del Nodo Base en el
Proceso de Comparacio´n (Matching).
3.3 Proceso de Comparacio´n.
La idea es encontrar el µB o los µB￿s que puedan representar el comportamiento
de la aplicacio´n, se busca el perfil de comportamiento de cada una de las fases
representativas de la aplicacio´n. El proceso consiste en identificar para cada una
de las fases caracterizadas de la aplicacio´n, que µB tiene del nodo base tienen
caracter´ısticas similares, para ello se utilizan los perfiles de rendimiento obtenidos
de la ejecucio´n de los µB￿s y que esta´n almacenados en la NPPDB.
El proceso comienza por comparar ordenadamente la lista de caracter´ısticas
mostradas en la tabla 1 para los diferentes µB￿s con las caracter´ısticas de cada
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una de las fases seleccionadas de la aplicacio´n. El orden dependera´ del tipo de
fase de la aplicacio´n, distinguimos en este caso en fases limitadas por memoria,
limitada por co´mputo, limitada por llamadas a funciones.
Se pueden encontrar dos posibilidades frente al Matching:
– En caso de encontrarse similitud entre una de las fases de la aplicacio´n y un
µB en el BN, se ajustan los para´metros de entrada (taman˜o de los datos de
entrada y nu´mero de threads) del µB seleccionado. La idea es sintonizar los
para´metros de entrada del perfil de rendimiento frente al de la fase.
– En caso de no encontrar similitud entre los perfiles en la NPPDB y la carac-
terizacio´n de la fase de la aplicacio´n, sera´ necesario implementar nuevos µB
con el objeto de actualizar la NPPDB, con perfiles correspondientes a estos
nuevos comportamientos.
Una vez ajustados los para´metros de entrada al perfil de rendimiento se ha
de estimar sobre el mismo BN el tiempo y compararlo con la ejecucio´n real, para
validar si este µB seleccionado permite estimar.
3.4 Proceso de Estimacio´n
La estimacio´n del rendimiento corresponde a predecir el comportamiento de una
aplicacio´n paralela sobre un nodo de co´mputo (nodo target), teniendo en cuenta
que la aplicacio´n no se ha ejecutado en este nodo.
Hasta ahora, hemos dividido el programa en fases representativas y cada una
de las fases posee un correspondiente peso, sobre el total del tiempo de ejecucio´n
de la aplicacio´n. Entonces, debemos seleccionar cada uno de los µB que han
sido relacionados por su similaridad a e´stas fases pero han sido ejecutados sobre
los TN o nodos candidatos y as´ı poder estimar el tiempo de ejecucio´n. Esta
informacio´n (el tiempo de ejecucio´n) nos permitira´ comparar el comportamiento




Experimentalmente validamos la metodolog´ıa usando las configuraciones de no-
dos de co´mputo que se describen en la Figura 3.
Los sistemas TN poseen dual-socket, y para este estudio hemos utilizado
solo 4 cores, tanto para obtener los perfiles de rendimiento, como para la carac-
terizacio´n de las aplicaciones a estudiar en el presente art´ıculo. En el caso en
que tengamos mas de 4 cores (por ejemplo: TN2 y TN3), hemos realizado los
experimentos enlazando los procesos dentro de un procesador o pastilla de silicio.
Para seleccionar la afinidad del proceso, es decir, enlazar un proceso o un
thread espec´ıfico a un core o procesador espec´ıfico, usamos la biblioteca sched.h.
El TN3, es un sistema con procesador AMD de cache L2 privada para cada core.
Posee una L3 compartida para cada 4 cores y un sistema operativo con 32bits
(i686).
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Fig. 3. Configuracio´n de Nodos de co´mputo: Nodo Base BN y Nodos Target TN(i)
4.2 Perfiles de rendimiento
La Figuras 4, presentan los perfiles de rendimiento del µB3, caracterizados en
la Figura 2; ejecutados en los nodos de co´mputo descritos en la Figura 3.
Fig. 4. Perfiles de Rendimiento: µB1 y µB3, sobre diferentes configuraciones de nodos de co´mputo
Los perfiles se obtienen ejecutando previamente sobre todos los nodos de
co´mputo. Para obtener validacio´n estad´ıstica se hace un numero de repeticiones
de cada ejecucio´n superior a 30 veces, y de esa manera extraer el promedio de
los valores. Los para´metros a ajustar en los µB￿s son el Nivel de Paralelismo
(4threads) y diferentes taman˜os de los vectores (k entre 1000 y 49 millones de
elementos).
4.3 Caracterizacio´n de la Aplicacio´n
Debido a que las operaciones con matrices son fundamentales para la ciencia com-
putacional, hemos considerado como ejemplo para probar nuestra metodolog´ıa
dos variantes del algoritmo paralelo de Multiplicacio´n de Matrices.
A continuacio´n,mostraremos la descripcio´n de un algoritmo MM1. La imple-
mentacio´n del algoritmo ha sido hecho por descomposicio´n row-wise (es decir,
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En (1), se presenta el algoritmo MM1, la matriz B es almacenada por filas,
A(filas) por B(filas).
Fig. 5. Caracterizacio´n de la Aplicacio´n: Multiplicacio´n de Matrices (algoritmo MM1)
El algoritmo es ejecutado en el BN, con el fin de obtener la caracterizacio´n
y los valores a medir y calcular como el Tiempo/Operacio´n. Para este ejemplo
hemos usado como datos de entrada N=1000, 2000, 3000 y 6000.
4.4 Proceso de Matching
Despue´s de ejecutar el algoritmo sobre el BN, debemos empezar a comparar
entre la caracterizacio´n de la aplicacio´n (ver Figura 6) y el perfil de rendimiento
dado por los µB￿s.
1. Empezamos por buscar la similitud entre los Patrones de Acceso a Memoria,
entre las Figuras 2 y 5. Los perfiles candidatos vienen dados por µB1 y
µB2, debido a que tienen ”stride-1” secuencial para ambos vectores como el
algoritmo MM1.
2. En la Figura 7, se presentan los valores calculados del Tiempo/Operacio´n y
la diferencia (%) entre el algoritmo MM1(N) y los dos µB(k) seleccionados
en el paso anterior. Ajustamos el para´metro segu´n los valores de entrada al
algoritmo MM1(N) (N=1000, 2000, 3000 y 6000) en los µB(k) seleccionando
k=N2.
Como se puede apreciar en la Figura 7 el comportamiento µB2 hace un muy
buen match con el algoritmo MM1.
4.5 Proceso de Estimacio´n
Hasta ahora hemos obtenido los µB￿s cuyos perfiles de rendimiento hacen match
con los algoritmos en el BN (Seccio´n 4.4). Para hacer la estimacio´n sobre los
nodos candidatos o TN(i), comenzamos a buscar los valores de los Perfiles de
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Fig. 6. Tiempo/Operacio´n de MM1 y µB2 obtenidos en el BN
Rendimiento en la base de datos NPPDB de e´stos µB￿s pero que han sido eje-
cutados sobre los nodos candidatos. De esta forma obtenemos la estimacio´n de
comportamiento de los algoritmos sobre los TN(i). En la Figura 7 a) se presentan
las predicciones de comportamiento MM1 los nodos candidatos o TN.
Con esta prediccio´n de comportamiento podr´ıamos seleccionar el nodo mas
conveniente para esta aplicacio´n. Para validar los resultados, en la Figura 7 b),
mostramos el Tiempo/Operacio´n de los algoritmos de Multiplicacio´n de Matrices
MM1 sobre los nodos candidatos.
Fig. 7. Comportamientos: a) Estimado y b)Real Calculado para la aplicacio´n MM1 sobre diferentes
configuraciones de nodos de co´mputo.
4.6 Conclusiones
Hemos presentado una metodolog´ıa para la Seleccio´n del Nodo de co´mputo
Multicore, para una Aplicacio´n Paralela de Memoria Compartida, mediante los
perfiles de rendimiento de variedad de nodos de co´mputo con diferentes con-
figuraciones. Los perfiles de rendimiento son extra´ıdos usando microbenchmarks
µB￿s,basados en la idea de kernels o nu´cleos los cuales son primitivas en com-
portamiento de zonas representativas de aplicaciones paralelas. Los tiempos de
ejecucio´n de los tres µB￿s son muy cortos, en relacio´n al tiempo que toma la
ejecucio´n de la aplicacio´n. El objetivo de los µB￿s es estresar entre el sistema
de memoria de los nodos de co´mputo como tambie´n el co´mputo, de manera de
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poder identificar diferencias significativas en te´rminos de prestaciones entre los
nodos.
Hemos creado un me´todo para caracterizar la aplicacio´n, y hemos mostrado
el funcionamiento de la metodolog´ıa sobre un algoritmo de multiplicacio´n de
matrices, para diferentes taman˜os de entrada. La caracterizacio´n del algoritmos
resultan en un buen match o emparejamiento con los µB￿s propuestos, y a su
vez permite una seleccio´n ra´pida de una configuracio´n de nodo de co´mputo
apropiada.
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