The Cardioid distribution is a relevant model for circular data. However, this model is not suitable for scenarios were there is asymmetry or multimodality.
Introduction
Circular data have been obtained from various fields, where the measurements are angle and directions, such as in Biology [Batschelet (1981) ], Zoology [Boles and Lohmann (2003) ], Geology [Jammalamadaka and Sengupta (1972) ] and others. Some examples are related to birds navigational, variation in the onset of leukaemia, orientation data in textures and wind directions. The periodic nature of circular data imposes a specific treatment which is appropriate for non-euclidean space. Even though symmetry is assumed by several circular models, there are many practical situations where asymmetric distributions are necessary. Thus, a new tractable flexible circular model will be addressed in this paper.
There are some generators for representing circular and directional data. Among them, the simplest is known as perturbation procedure proposed by Jeffreys (1961) and it is based on the product of an existing circular density and a function chosen such that the resulting expression is also a circular density ].
The cardioid (C) and sine-skewed distributions ] are particular cases of this method. The C distribution was introduced by Jeffreys (1961) as cosine perturbation of the continuous circular uniform distribution and has probability density function (pdf) given by f C (θ) = 1 2π {1 + 2ρ cos(θ − µ)}, where 0 ≤ µ < 2π, |ρ| ≤ 1 2
and ρ and µ are concentration and mean direction parameters, respectively. Further, the circular uniform distribution is obtained when ρ = 0. Other generator is stemmed from the real line around the circumference, called wrapping models [Jammalamadaka and SenGupta (2001) ]. The wrapped Cauchy and normal models are examples of this method. Generators defined by transforming the argument of some existing densities, say g(θ), replacing its argument, θ, by functions of it, can also be mentioned. Some distribution generators in this way are Abe and Pewsey (2013) , Jones and Pewsey (2012) , (generated from C) and Batschelet (1981) (from von Mises) families. Moreover, the von Mises distribution is particularly useful in this paper because its wide application to circular data. Its pdf is given by (for 0 ≤ θ < 2π)
where 0 ≤ µ < 2π, ρ ≥ 0 and I 0 (ρ) = A further form to construct a circular model is the called Möbius transformation. An example is the proposed family in Kato and Jones (2010) , derived from the von Mises distribution. Another method is based on the transformation of a bivariate linear random variable to its directional component. The obtained models are called offset distributions [Mardia (1972) ].
The previous generators result generally in symmetrical distributions. However, tractable circular models with asymmetric shape are required in several applications into the circular context. Some asymmetric extensions have been proposed in the literature. Among them, finite mixtures of unimodal models [ Mardia (1972) ] and the application of multiplicative mixing, as that used by Gatto and Jammalamadaka (2007) to extended the von Mises law. also made reference to the non-negative trigonometric moment distributions [ Fernández-Durán (2007) ].
In Euclidean space, there are several ways to extend well-defined models. One of them is by exponentiating a cumulative distribution function (cdf), say F , by a positive real number β, F (·) β see; AL-Hussaini and Ahsanullah AL-Hussaini and Ahsanullah (2015) . As far as we know, this approach has not been previously used in the circular data context.
In this paper, the methodology described by AL-Hussaini and Ahsanullah AL-Hussaini 
The Proposed Model
The EC ditribution has cdf given by (for 0 < θ ≤ 2π)
where 0 < µ ≤ 2π, 0 ≤ ρ ≤ 0.5 and β > 0 and, therefore, its pdf is
This situation is denoted as Θ ∼ EC(β, ρ, µ). As special cases, the C distribution follows for β = 1 and the uniform distribution is obtained when β = 1 and ρ = 0. In this position, it is important to mention that the Cardioid extension by exponentiation requires to the replacement zero by 2π in the EC support comparatively to that of the C model. This change avoids an undefinition at zero. 
Quantiles
Theorem 2.1 Let Θ ∼ EC(β, ρ, µ). The following expressions are valid for quantiles approximation:
1. For Q α − µ ∈ [0, 0.60]:
2. For Q α − µ ∈ (0.60, 2.62] and ρ = 0:
3. For Q α − µ ∈ (2.62, 3.64]:
4. For Q α − µ ∈ (3.64, 5.76] and ρ = 0: (5.76, 6 .28]:
where
The EC quantile function (qf) is analytically intractable. However, from trigonometric results and the Taylor serie expansions, approximated expressions for the EC qf may be given, according to Theorem 2.1. The proof is presented in Appendix A.
Modality Essays
The flexibility of the EC distribution is partially portrayed in Table 1 . It knows that the C model (β = 1) is unimodal. In contrast, the EC distribution can be classified as amodal, unimodal and bimodal for different values of β, ρ and µ. This fact shows our proposal has greater flexibility than its corresponding baseline.
Moments
Expressions for the first two trigonometric moments of the EC model are derived in this section. Moreover, standard descriptive measures for the proposed model are obtained from them. In general, EC trigonometric moments do not present closed-form expressions. Thus, they are represented through expansions in terms of a proposed special function as follows.
Theorem 3.1 Let Θ ∼ EC(β, ρ, µ). Its cdf can be represented as
to the indicator function and T k,s is given by
It is known, the nth central trigonometric moment of the EC is given by 
Using integration by parts, it follows that
When p = 1, applying the Theorem 3.1, the EC first moment is given by
where α 1 and β 1 are determined at the following corollary.
Corollary 3.1.1 Let Θ ∼ EC(β, ρ, µ). The components of the first central trigonometric moment are given by 
which corresponds to the components of the first central trigonometric moment of the C distribution [Fisher (1993) ]. In a similar manner, the second moment is
where α 2 and β 2 are determined as follows.
Corollary 3.1.2 Let Θ ∼ EC(β, ρ, µ). The components of the second central trigonometric moment are given by 
Some standard circular measures are functions of the first and second trigonometric moments. The second column of Table 2 presents expressions (in terms of ρ 1 , α 2 and β 2 ) for mean resultant length, circular variance, standard deviation, dispersion, skewness and kurtosis of any circular model. Using results of Corollaries 3.1.1 and 3.1.2, these quantities can be obtained to the EC model. The ranges to each resulting EC quantities are given in the third column of Table 2 . The used notation is the same as in Fisher (1993) , where ρ i = α 
Estimation Procedures

Maximum Likelihood Estimation
Let θ 1 , θ 2 , . . . , θ n be a n-points observed sample from Θ ∼ EC(β, ρ, µ). Then the log-likelihood function at δ= (β, ρ, µ) ⊤ is given by
Therefore, the ML estimates for β, ρ and µ, sayβ,ρ andμ, can be defined as solutions of the following non-linear system:
This system can be reduced to others under equations (4.2) and (4.3), replacing the ML estimateβ byβ 
Quantile Least Squares Method
The QLSE for δ can be defined as solutions from minimization of the sum of squares of the differences between theoretical and empirical quantiles. Consider θ 1:n , · · · , θ n:n as observed order statistics drawn from n−points random sample of Θ ∼ EC(β, ρ, µ), where θ k:n is the kth order statistics. Thus, the QLS estimates for EC parameters consist in argument that minimizes the following goal function:
Equivalently to discussed in previous section, the QLS estimates for β, ρ and µ can be defined as solutions of the following non-linear equations system:
and
where F C represents the C cdf and F is given in (2.1).
Numerical Results
Simulation Study
First, a Monte Carlo simulation study was performed to assess and compare the two proposed estimators. To that end, five thousand replications were considered and, on each one of them, bias and mean square error for both procedures were quantified, like comparison criteria.
Initially, a discussion about the effect of using (6) is presented in estimation process by maximum likelihood. Here, a sample size n = 100 and four parametric points are considered. Results are displayed in Table 3 and indicate that the use of (6) may imply in more accurate estimates. The most pronounced improvement can be observed to estimate ρ. Moreover, the estimation considering (6) takes a mean execution of 83 seconds, while the other is slower, taking 116 seconds. From now on, the best ML estimates for β, ρ and µ will be used. Table 4 added to other four, respectively. Figures 4 and 6 also address MSEs for points in Table 5 along with ones. To illustrate the abscissas of graphs, Figure 3 begins with 0.6, 0.2,
with mean direction 0.0279 and, after, by (2, 0.3,
) with mean direction 1.1777. In regard to variation of mean direction, fourth and seventh points impose difficulties to both methods for estimating the parameters. However, the impact over ML estimates are smaller than that on the QLS estimates. For the variation of mean resultant length, the hardest scenario is the sixth point and the same conclusion is obtained. In particular, poor QLS estimates for ρ at third, sixth and seventh points are found, according to Figure 6 , in contrast with respective ML estimates. Additionally, such points refer to β = 4, β = 4 and β = 10, respectively, which indicates that high values to β difficult the estimation of ρ.
Interesting evidence can be found in Figure 6 , where the behavior of MSEs for esti-mates of ρ is approximately monotone.
In general, the MLE performed better than the QLSE in most considered cases, comparing the MSEs of the estimates. The QLSE seems to be more indicated for large β (β = 10) and small ρ (ρ = 1 5
) (see Table 6 ). 
Mean
Application
In order to illustrate the potentiality of the EC distribution, an application to real data was made. Further, its performance was compared with other due to the Cardioid and von Mises models. ML estimates were used to fit considered models to data. All the computations were done using function maxLik at the R statistical software [R Core Team (2015) ].
The dataset consists of 21 wind directions obtained by a Milwaukee weather station, at 6.00 am on consecutive days [Johnson and Wehrly (1977) ] (see Appendix C). The independence of the data can be verified by the Box-Pierce (Ljung-Box) test [Box and Pierce (1970) ] in Figure 7 .
The Figure 8 shows the sample skewness and kurtosis of data, by the blue point given by 0.4313 and 0.2480, respectively. It noticeable that the EC model may provide better fit than those due to C and von Mises distributions. The likelihood ratio test was also applied to compare the C (H 0 : β = 1) and EC (H 0 : β = 1) distributions.
The p-value is 0.0027, indicating the EC model as the best descriptor for these wind
directions. In what follows, other quantitative discussions are done. These aderence measures may be found in Jammalamadaka and SenGupta (2001) and they are given by
general, smaller values of them are associated to better fits. 
The items (3) and (5) 
In this case,
The item 4 of the theorem is demonstrated in a similar manner. In this case,
is the second degree Taylor polynomial for sin(θ) around the value 3π 2
.
As on illustration, the Figure 10 shows the plot of sin(θ) and the functions used for the approximations. 
B First central trigonometric moment
In this appendix, the expression for the first central trigonometric moment of the EC distribution is derived in detail. To simplify this expression, we adopt the notation 
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