Large-scale observational data from citizen science efforts are becoming increasingly com-14 mon in ecology, and researchers often choose between these and data from intensive local-scale 15 studies for their analyses. This choice has potential trade-offs related to spatial scale, observer 16 variance, and inter-annual variability. Here we explored this issue with phenology by compar-17 ing models built using data from the large-scale, citizen science National Phenology Network 18 (NPN) effort with models built using data from more intensive studies at Long Term Ecologi-19 cal Research (LTER) sites. We built process based phenology models for species common to 20 each dataset. From these models we compared parameter estimates, estimates of phenological 21 events, and out-of-sample errors between models derived from both NPN and LTER data. We 22 found that model parameter estimates for the same species were most similar between the two 23 datasets when using simple models, but parameter estimates varied widely as model complex-24 ity increased. Despite this, estimates for the date of phenological events and out-of-sample 25 errors were similar, regardless of the model chosen. Predictions for NPN data had the lowest 26 error when using models built from the NPN data, while LTER predictions were best made 27 using LTER-derived models, confirming that models perform best when applied at the same 28 scale they were built. Accordingly, the choice of dataset depends on the research question.
Introduction 38
Plant phenology, the timing of recurring biological events such as flowering, plays an important 39 role in ecological research extending from local to global scales (Cleland et al., 2007; Richardson 40 et al., 2013; Tang et al., 2016) . At large scales, uncertainty in the timing of spring leaf out and only kept observations that were preceded by a 'no' within 15 days, and also grouped multiple 119 individuals at single sites to a single observation. We used 30 days to allow for a greater number 120 of species to be compared. We chose not to group multiple individuals at a single site to better 121 incorporate intra-site variability. 122 In the LTER datasets observation metrics varied widely due to different protocols. To match the 123 NPN data we converted all metrics to binary 'yes' and 'no' observations for each phenophase 124 (see supplementary methods). As with the NPN data, we inferred the date for each phenophase 125 as the midpoint between the first 'yes' observation and most recent 'no' observation, and only 126 kept species and phenophases combinations which had at least 30 total observations. After data 127 processing there were 38 species and phenophase combinations (with 24 unique species) common 128 to both the NPN and LTER datasets to use in the analysis (Table 1 & S1). 129 Models 130 It is common to fit multiple plant phenology models to find the one that best represents a specific 131 species and phenophase (Chuine et al., 2013) . For each of the 38 species and phenophase combina-132 tions in the five datasets (NPN and four LTER datasets), we fit eight phenology models (Table 2) . 133 The Naive model uses the mean DOY from prior observations as the estimated DOY. The Linear 134 model uses a regression with the mean spring (Jan. 1 -March 31) temperature as the independent 135 variable and DOY as the response variable. For the six remaining models, the general form is based 136 on the idea that a phenological event will occur once sufficient thermal forcing units, F * , accumu-137 late from a particular start day of the year (t 1 ). Forcing units are a transformation of the daily mean 138 temperature. The start day can either be estimated or fixed. For the Growing Degree Day (GDD) 139 model, forcing units are the total degrees above the threshold T . The Fixed GDD model uses the 140 same form but has fixed values for start day (t 1 = Jan 1) and temperature threshold (T = 0 • C). The
141
Alternating model has a variable number of required forcing units defined as a function of the total 142 number of days below 0 • C since Jan. 1 (NCD). The Uniforc model is like the GDD model but 143 with the forcing units transformed via a sigmoid function (Chuine, 2000) . These models are some 144 6 of the most commonly used in phenology research and serve as a suitable baseline for comparing 145 the NPN and LTER datasets. 146 We also fit two models that attempt to capture spatial variation in phenological requirements. The 147 first spatial model, M1, is an extension of the GDD model which adds a correction in the required 148 forcing using the photoperiod (L) (Blümel and Chmielewski, 2012) . The second, the Macroscale
149
Species-specific Budburst model (MSB), uses the mean spring temperature as a linear correction on 150 the total forcing required in the Alternating model (Jeong et al., 2013) . Since there is little to no 151 spatial variation in the LTER datasets, we fit the two spatial models to data from the NPN only. We 152 compared the resulting parameters, estimates, and errors for the NPN-derived M1 and MSB models 153 to their non-spatial analogs (the GDD and Alternating models, respectively) for each species and 154 phenophase in the LTER data. 155 We extracted corresponding daily mean temperature for all NPN and LTER observations from 156 the gridded PRISM dataset (PRISM Climate Group, 2004) . We parameterized all models using 157 differential evolution to minimize the root mean square error (RMSE) of the estimated DOY of 158 the phenological event. Differential evolution is a global optimization algorithm which uses a 159 population of randomly initialized models to find the set of parameters that minimize the RMSE 160 (Storn and Price, 1997). Confidence intervals for parameters were obtained by bootstrapping, 161 in which individual models were re-fit 250 times using a random sample, with replacement, of 162 the data. We made predictions by taking the mean DOY estimated from the 250 bootstrapped As described above, we fit two sets of models for each species and phenophase: one set of models 167 parameterized using only NPN data, and one set parameterized using only LTER data (with the ex-168 ception of the M1 and MSB models, see above). To compare the inferences about process made by 169 7 the two datasets, we compared the distribution of each parameter between LTER and NPN-derived 170 models for each species and phenophase combination. Using the mean value of each bootstrapped 171 parameter, we also calculated the coefficient of determination (R 2 ) between LTER and NPN-172 derived models among the 38 species-phenophases. In three cases where a species phenophase 173 combination occurred in two LTER sites (Budburst for Acer saccharum, Betula alleghaniensis, 174 and Fagus grandifolia in the Harvard and Hubbard Brook datasets) they were compared separately 175 to the NPN data.
176
Models with different parameter values, and even entirely different structures, can produce similar 177 estimates for the date of phenological events (Basler, 2016) . Therefore, to compare the predictions 178 and potential forecasts for models fit to the different datasets, we compared the estimated DOY 179 predicted by the LTER and NPN derived models for all held out observations. For each of the 180 eight models, we calculated the coefficient of determination (R 2 ) between LTER and NPN-derived 181 estimates for estimates made at the four LTER sites and across all NPN sites. 182 We also directly evaluated model performance using four combinations of models and observed 
Results

207
The best matches between parameter estimates based on NPN and LTER data were the Fixed GDD 208 model (R 2 = 0.49) and the Linear model (R 2 = 0.39 for β 1 and -0.05 for β 2 ). The parameters for 209 all other models had R 2 values <0 indicating that the relationship was worse than no relationship 210 between the parameters (but with matching mean parameter values across the two sets of models) 211 (Fig. 2 ). The Naive model showed a distinct late bias in mean DOY estimates for phenological 212 events, likely resulting from the LTER datasets being mostly in the northern United States com-213 pared to the site locations of the NPN dataset (Fig. 2) . The large outlier for the Fixed GDD model 214 is Larrea tridentata; this species' flower phenology is largely driven by precipitation, which is 215 not considered in the Fixed GDD model (Beatley, 1974) . While the Fixed GDD and Linear mod-216 els showed reasonable correspondence between parameter estimates, all parameters for individual 217 species and phenophase combinations had different distributions between NPN and LTER-derived 218 models ( Fig. S6-S7 ).
219
When comparing estimates of phenological events between the two sets of models, many NPN 220 and LTER models produced similar estimates (Fig. 3) . The Fixed GDD model had the highest 221 9 correlation between the two models sets at NPN sites (R 2 = 0.82), while the GDD, M1, and Uni-222 forc models had the highest correlation at LTER sites (R 2 = 0.51, 0.52, and 0.51, respectively).
223
Comparing models with spatial corrections to the non-spatial alternatives, the MSB (an extension 224 of the Alternating model with a spatial correction based on mean spring temperature, see Table 2 225 and Methods) improved the correlation between the two datasets over the Alternating model. The
226
MSB model improved the R 2 from 0.36 to 0.45 at LTER sites, and from -0.23 to -0.15 at NPN sites.
227
The M1 model (an extension of the GDD model with a spatial correction based on day length) 228 improved the correlation over the GDD model only slightly at LTER sites (from 0.51 to 0.52) and 229 did not improve the correlation at NPN sites.
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When comparing the prediction accuracy on held-out data, NPN-derived models made more ac-231 curate predictions for held-out NPN observations, and LTER-derived models performed better on 232 held-out LTER observations (Fig. 4) . The Naive and Linear models had the largest differences be- Data used to build phenology models typically falls into two categories: intensive long-term data 241 with long time-series at a small number of locations (e.g., LTER data in this study), and large-scale 242 data with less intensive sampling at hundreds of locations (e.g., NPN data) (Table 3) . This data 243 scenario-a small amount of intensive data and a large amount of less intensive data-is common in 244 many areas of science and makes it necessary to understand how to choose between, or combine, 245 data sources (Hanks et al., 2011) . We explored this issue for phenology modeling in relation to 246 10 making predictions and inferring process from models. For inference we found that models based 247 on different data sources resulted in different parameter estimates for all but the simplest models.
248
For prediction we found that models fit to different data sources tended to make similar predic-249 tions, but that models better predicted out-of-sample data from the data type to which they were In this study, parameter estimates differed widely within the same phenology model when fit to 259 the two different types of data, except for the simplest process-oriented model: the Fixed GDD 260 (Fig. 2) . These differences may be caused by a variety of factors that have different implications 261 for interpreting process-oriented models and their parameters. First, the differences could result 262 from limitations in the sampling of the NPN dataset, leading to less accurate parameter estimates.
263
If this is the case, it would suggest that using LTER data is ideal for making inferences about 264 plant physiology, and that focusing on the Fixed GDD model is best for making inferences when 265 NPN data is all that is available. Second, spatial variation in phenology requirements could drive 266 these differences, because NPN data integrates over that spatial variation, while LTER data only 267 estimates the phenological requirements for a specific site. In this case, NPN data would provide 268 a better estimate of the general phenological requirements of a species, but LTER data would 269 provide a more accurate understanding for a single site. The best solution to this issue would be 270 the development of models that accurately incorporate spatial variation, such as including genetic 271 variation between different populations (Chuine and Régnière, 2017). Third, these differences 272 could result from issues with model identifiability. Since different parameter values can yield 273 nearly identical estimates of phenological events, parameter estimates can differ between datasets 274 11 even when the underlying processes generating the data are the same. Information about which of 275 these issues may be causing the differences between datasets can be explored using these analyses, 276 as will be explained below.
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Despite substantial differences in parameter estimates, LTER and NPN-derived models produced 278 similar estimates for phenological events in most cases (Fig. 3) . This greater correspondence 279 between predictions than parameters suggests that more complex models may have identifiability 280 issues. For example, two GDD models with parameters of t 1 =1, F=10, T * =0 and t 1 =5, F=5, T * =0 281 produce nearly identical estimates in many scenarios. This possibility is supported by the fact that 282 the highest correlation between parameter estimates is seen in models with only 1 or 2 parame-283 ters. In addition, bootstrap results for more complex models suggest a high degree of variability 284 in parameter estimates and potentially multiple local optima in fits to both NPN and LTER data 285 ( Fig. S6-S7 ). Finally, parameter estimates of more complex models are also not consistent among 286 models for the same species when comparing multiple LTER datasets (Fig. S4-S5) . These results While more complex phenology models appear to have identifiability issues, there is also evidence 296 that they capture useful information, beyond the Fixed GDD model, based on their ability to make 297 out-of-sample predictions. Based on the RMSE, the GDD and Uniforc models produce the best 298 out-of-sample predictions for the majority of species and phenophases at both NPN and LTER 299 datasets ( Fig. S1 & S2) . This demonstrates that the more complex models are capturing additional 300 information about phenology, and that some of the differences between datasets result from differ-301 12 ences in either the scales or the sampling of the data. Spatial variation in phenological requirements 302 is known to exist in plants (Zhang et al., 2017) . In combination with our results showing observed 303 differences in parameter estimates between LTER sites ( Fig. S4-S5 ), this suggests that variation 304 in phenological requirements across the the range is likely important. However, the models that 305 attempted to address this by incorporating spatial variation did not yield improvements over their 306 base models in our analyses. Specifically, correspondence between parameter estimates (Fig. 2) , 307 estimates of phenological events (Fig. 3) , and out-of-sample error rates (Fig. 4) for the MSB 308 and M1 models were essentially the same as the Alternating and GDD models, respectively. This 309 lack of improvement from incorporating spatial variation could be caused either by models not 310 adequately capturing the process driving the spatial variation, the NPN dataset having biases from 311 variation in sampling effort and/or spatial auto-correlation, or some combination of these factors.
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Basler (2016) used the M1 model to predict budburst for six species across Europe and found it 313 was generally among the best models in terms of RMSE, albeit never by more than a single day.
314
Their result was strengthened by having a 40-year time-series across a large region. Chuine and 315 Régnière (2017) listed the incorporation of spatial variation in warming requirements in models as 316 a primary issue in future phenology research. Large-scale phenology datasets, like NPN, will be 317 key in addressing this and other phenological research needs.
318
In conclusion, our results suggest that both LTER and NPN data provide valuable information on 319 plant phenology. Models built using both data sources yield effective predictions for phenological 320 events, but parameter estimates from the two data sources differ and models from each source best 321 predict that data source's phenology events. The primary difference in the datasets is spatial scale, 322 but due to trade-offs in data collection efforts, the larger scale NPN data has shorter time-series, 323 less site fidelity and other differences from the intensively collected LTER data (Table 3) . These 324 differences can be strengths or potential limitations. Observers sampling opportunistically allows 325 the NPN dataset to have a large spatial scale, but also leads to low site fidelity which limits the 326 ability to measure long-term trends at local scales (Gerst et al., 2016) . Tracking long-term trends is 327 the major strength of LTER data, but having a relatively small species pool limits its use in species-328 level predictive modeling. Due to these differences, the best data source for making predictions 329 13 depends on the scale at which the predictions are being made. Identifying the most effective data 330 sources for different types and scales of analysis is a useful first step, but the ultimate solution 331 to working with diverse data types is to focus on integrating all types of data into analyses and 332 forecasts (Hanks et al., 2011; Melaas et al., 2016) . Our results suggest that methods that can 333 learn from the intensive information available in LTER data in regions where it is available, and 334 simultaneously use large-scale data to capture spatial variation in phenological requirements will 335 help improve our ability to understand and predict phenology. Data integration efforts should also 336 leverage data from remote sensing sources such as the PHENOCAM network or satellite imagery, 337 which have both a large spatial extent and high temporal resolution (Richardson et al., 2018) . Data 338 integration provides the potential to use data from many sources to produce the best opportunity 339 for accurate inference about, and forecasting of, the timing of biological events. 
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504 Table 3 : Attributes of the two datasets used in this study. Bold text indicates an attribute is expected 507 to increase over time. 
