The measurement of biallelic pair-wise association called linkage disequilibrium (LD) is an important issue in order to understand the genomic architecture. A large variety of such measures of association in two by two tables have been proposed in the literature.
1. Introduction
Background
Modern genetic high-through-put methods increasingly provide medium to large size data sets that consist of high dimensional vectors of binary markers. We have been particularly motivated by the example of SNP-chips that address up to one million of biallelic single nucleotide polymorphisms (SNPs) . Another example of this data type is patterns of genomic aberration in tumours that can be measured based again on SNP-chip technology or by matrix competitive genome hybridisation (mCGH).
We restrict ourselves to one sample problems as opposed to two or more sample problems encountered in the context of disease association case-control studies. The focus is to detect highly linked pairs of markers. In the case of SNPs this kind of association is called linkage disequilibrium (LD).
Highly linked SNPs are interpreted to be inherited together. LD indicates that a recombination event between the two sites was rare in the population under study. However, there may be other reasons for high LD such as admixture or selection. Linkage has been analysed to understand the genomic architecture especially with respect to recombination hot-spots and jointly inherited haplotype blocks (Schulze et al., 2004; Service et al., 2006) . In the following we always restrict ourselves to LD between two biallelic markers.
A basic step in analysing such data is assessing associations between markers in a very large number of two by two tables and comparing associations between tables. A bewildering plethora of measures of association are used in the literature (Devlin & Risch, 1995; Hedrick, 1987; Thomas, 2004) .
Some suggestions on the preferred use of single measures were made (Devlin & Risch, 1995; Mueller, 2004) . Most of these arguments are based on biological issues such as dependence on allelic frequencies and rate of decay (Hedrick, 1987) or on practical applications such as correlation of test statistics (Pritchard & Przeworski, 2001 ) and determination of haplotype blocks (Gabriel et al., 2002) .
After a short review of different LD measures, we propose and justify biometrical and statistical postulates to choose between measures of association in the one sample case. We conclude that none of the established LD measures fulfil all of the desirable properties in general. We construct a family of canonical linkage disequilibrium measures which fulfil all of our postulates. Family members differ in the choice of a symmetric Dirichlet distribution on the set of all two by two contingency tables. These Dirichlet distributions calibrate the scale of the measure which essentially measures the extremacy of LD relative to the given distribution. The new measures are compared with the established once. Finally, the problem of estimation of the new measure is addressed and different estimators are compared in a simulation study.
Measures of Linkage Disequilibrium
We consider to analyse contingency tables of two biallelic markers at one strand of the genome. Let T be the manifold of all tetranominal probability models written as a two by two table of probabilities:
T consists of all two by two matrices t with entries p ij ∈ R, (i, j ∈ {0, 1}) fulfilling the properties p ij > 0, i,j p ij = 1. The p ij denote the probabilities of the corresponding combination of the two alleles of the markers i and j. In the following, we abbreviate 1 i=0 1 j=0 = i,j , p i. = p i0 + p i1 and p .j = p 0j + p 1j for convenience. Here, the marginals p i. and p .j denote the frequencies of the alleles of the two markers.
Statistically, a measure of LD is simply a measure of association in the contingency table t. The following measures were defined in literature:
The measure D is the absolute deviation of the observation from the expectation that the alleles of marker i are randomly combined with alleles of marker j under the assumption of constant marginals.
Hence:
This measure is zero in case of independence of the markers but extremal values depend on the marginals. Lewontin, 1963) : The widely used measure D ′ is a standardisation of the original measure D:
Lewontin's D ′ ranges from −1 to 1 and tends to these values if one of the p ij tends to zero while the marginals are bounded away from zero.
Correlation coefficient r (Hill & Robertson, 1968) : The usual correlation coefficient applied to binary data has similar popularity as D ′ . It also ranges from −1 to 1 where an absolute value of 1 is obtained when a diagonal of t tends to zero:
Odds ratio λ (Edwards, 1963) :
The odds ratio is the first quantity which is not directly dependent on D and the marginals. It is well known that λ is independent of selection of single rows or columns of the table t. It is thus often used analysing (two sample) case-control studies. The odds ratio is extremal if one of the p ij tends to zero while the marginals are bounded away from zero.
Yule's Q (Yule, 1900):
Since the common odds ratio λ is not standardised, this quantity has been defined as a function of λ which is bounded to [−1, 1] . It can also be written as a difference of the two conditional probabilities p00p11 p00p11+p01p10 and p01p10 p00p11+p01p10 (Hartung, 1991) . (Li et al., 2008; Weaver & Shannon, 1963) :
Mutual information MI
MI has its minimal value zero when p 00 = p 0. p .0 and its maximal value one only if t is diagonal with either p 00 = p 11 = 1 2 or p 01 = p 10 = 1 2 . Hence, MI is not normalized.
A further measure Dvol has been proposed by Chen et al. (Chen et al., 2006 The use of these measures has been discussed extensively and it has been recommended to calculate r when one marker is used to predict another marker and to use D ′ as a measure of recombination probability (Devlin & Risch, 1995; Mueller, 2004) . However, all these recommendations lack of a clear definition of desired statistical properties of a measure of LD. Hence, the use and interpretation of these measures remain vague.
2. The canonical measure of Linkage Disequilibrium
Postulates for a Canonical Measure of Linkage Disequilibrium
In this section we list postulates for a canonical measure of LD giving both biological and mathematical justifications.
P1 (Domain of association measure):
A measure of LD is a continuous function η : T → R.
The LD measure η is formally defined on the manifold T of tetranomial probability models (with two by two lay-out), not on a set of concrete realisations (for example as two by two data tables of sample size N ). Defining the LD measure and estimating it from concrete data are radically separate tasks. Tables in linkage equilibrium show no association that is they fulfil p ij = p i. p .j (i, j ∈ {0, 1}). Complete LD is present whenever at least one p ij approaches zero while the marginals retain a positive lower limit.
P2 (Lack of association and complete linkage disequilibrium):
When a new SNP emerges in a population by a single mutation event, the new allele is exclusively found in conjunction with only one of the two alleles of an already existing SNP. As long as no recombination event occurs, the new SNP remains in complete LD with the other SNP. The corresponding two by two Requiring antisymmetry and thus introducing a sign to the linkage disequilibrium measure is convenient in applications where we have well defined marked states of the markers (Thomas, 2004) . Alternatively, one may just take the absolute value of η to obtain a measure invariant under the full symmetry group.
Note that P3 implies that tables in linkage equilibrium are mapped to zero, since transposing preserves the condition of no association.
P4 (Selection invariance:)
The LD measure η is not changed by selection of alleles of one SNP that does not affect the corresponding allele frequency ratios of the other SNP. In other words, multiplication of columns or rows by positive numbers and renormalisation of the table does not change the measure of association.
Selection of alleles and genetic drift is common during the course of evolution in a population. Allele frequencies fluctuate and differ in distinct populations. The measure of LD should capture an intrinsic property of the genome architecture that reflects the structural probability of a recombination event between two markers. It should thus not depend on the marginal allelic frequencies that happen to be observable in a given population.
In addition, there may occur sampling selection in obtaining the data that introduces bias. Using a selection invariant measure of association safeguards against this danger up to a certain degree.
Selection invariance is particularly important if the measure of association is intended to be meaningfully compared between tables with markedly different marginal distributions (allele frequencies).
P5 (Standardization):
The LD measure η is standardized to values in (−1, 1). The extremal values ±1 stand for perfect LD. To achieve uniqueness we require that η(t) → 1 for t → Postulate 6 implies the choice of a symmetric calibrating distribution on T to specify sampling "arbitrary" tables. In theorem 2 we will see that η has an intuitive interpretation based on the proportion of tables having less extreme LD than the given one in the chosen distribution.
Later we calculate the LD measure η for Dirichlet distributions
This family of distributions is often used in a Bayesian context as prior distribution for contingency tables since it is the conjugate prior to the multinomial distribution (Geisser, 1984; Walley, 1996) . The density of the Dirichlet distribution is given by:
is the Beta-function and Γ denotes the Gamma function.
The Dirichlet distributions are symmetric (invariant under transpositions of columns or rows) if and only if all α ij are equal. For simplicity of notation, we identify the vector α with one of its components in the symmetric case.
A principled choice for a symmetric non-informative distribution on T to define the canonical LD measure η may be the well-known non-informative Jeffreys' prior α = 1 2 (Geisser, 1984; Jeffreys, 1961) .
In addition, with D 1 2 the distribution of the minor marginal frequencies is uniform on [0; 0.5] which in our experience is often encountered in SNP-array-data. We also discuss the choices α = 1 and α = 2.
Construction of a Canonical Measure of Linkage Disequilibrium
We will now explore the consequences of this set of postulates. In particular, we will show that for any continuous symmetric distribution on T the canonical LD measure η exists and is unique. Later we will calculate η for symmetric Dirichlet distributions. We start with a closer look at selection invariance.
Selection invariance may be formalised as the action of a suitable group G on T: Consider the group
Lying in the same group orbit defines an equivalence relation on T: We say two elements t 1 , t 2 ∈ T are equivalent t 1 ∼ t 2 if and only if there are (µ, ν) ∈ R + × R + with g(µ, ν)(t 1 ) = t 2 . Thus every selection invariant function η : T → R induces a well-defined mapη :T → R on the quotient spaceT = T/ ∼.
Theorem 1 (odds ratio):
a) The odds ratio λ :
b) The odds ratio induces a homeomorphismλ :T → R + .
c) The inverse mappingλ
Proof: a) is easily verified. Every equivalence class [t] inT has a representant with marginals
For every distribution D on T the odds ratio λ induces the distribution λ * (D) of the corresponding odds ratios on R + .
Theorem 2 (Existence of a canonical LD measure):
Then η is the unique canonical LD measure that fulfils postulates P1-P6 chosen D.
Proof: Because of theorem 1 the measure η depends only on the odds ratio λ of the table. By construction η is uniform on (−1, 1). The remaining postulates and uniqueness are easily verified. 2
Remark: Note that this construction provides η with an intuitive interpretation. η(t) is a signed measure of extremality of the odds ratio λ(t) relative to an underlying calibrating distribution D of arbitrary tables on T. It is based on the proportion of tables with less extreme odds ratio in this distribution.
Calculation of the Canonical Measure of Linkage Disequilibrium for Symmetric Dirichlet Distributions
We determine the distribution function of the odds ratio λ under the Dirichlet distribution D(α).
Define
(1 − p 00 − p 01 − p 10 ) α11−1 dp 00 dp 01 dp 10 (2.3)
Using the formula
we transform the coordinates (p 00 , p 01 , p 10 ) to (p 00 , p 01 , λ) with the corresponding functional determi-
Furthermore, Ω Λ can be parameterized by p 00 ∈ (0, 1), p 01 ∈ (0, 1 − p 00 ) and λ ∈ (0, Λ). Hence, (2.3)
can be written as
where
(λp 01 + p 00 ) α10+α11 dp 01 dp 00 (2.5)
is the probability density of λ under the Dirichlet distribution D (α).
A plot of this density can be found in figure 1 for some special Dirichlet distributions.
In the following, we consider symmetric Dirichlet distributions and denote the corresponding canonical LD measure with η α .
In case of α ∈ 1 2 , 1 there are analytic formulae for η α which will be derived now.
Theorem 3 (Analytic formula for η 1 ):
The gap of definition at λ = 1 can be removed by taking the limit lim λ→1 η 1 (λ) = 0.
Proof: At first we solve the double integral for l in (2.5)
2 dp 01 dp 00 (2.7)
Using partial fraction decomposition we obtain after some calculation l (λ) = −6 1 0 p 00 λ 3 2λ − 2λp 00 + (2p 00 + λ − λp 00 ) ln p 00 p 00 + λ − λp 00 dp 00 (2.8)
The only summand in (2.8) causing difficulties is p 00 (2p 00 + λ − λp 00 ) ln (p 00 + λ − λp 00 ) dp 00 . It can be solved by substitution of p 00 (1 − λ), where it is necessary to distinguish λ > 1 and λ < 1. A singularity occurs for λ = 1 which can be removed separately. After a longer calculation it follows that
and l(1) = lim λ→1 l(λ) = 1 6 .
With equation (2.9) the third integral can be calculated
Both summands can be dealt with using partial integration
Theorem 4 (Analytic formula for η 1 2 ):
This integral can also be expressed in terms of the dilogarithm function dilog x = − x 0 ln|1−y| y dy (see Maximom (2003) for properties of dilog) for which good numerical procedures are available (Koelbig).
Again, there is a gap of definition at λ = 1 which can be resolved by lim λ→1 η 1 2 (λ) = 0.
Proof: Equation (2.10) follows directly from equation (2.5) after elementary integration. Equation Remark 2: The measure Q is a good approximation for η 2 with max t∈T |Q (t) − η 2 (t)| ≈ 0.035.
Hence, Q is approximately uniformly distributed under D (2). Optimal agreement of Q and η α is obtained for α ≈ 1.77 with max t∈T |Q (t) − η α (t)| ≈ 0.013.
Remark 3:
The LD measure r needs a diagonal structure to approach the extremal values of ±1 
It is not surprising that measures depending on D are not selection-invariant since the concept of D is based on constant marginals while selection may change these.
Remark 5: For every ε > 0 there is a table t ε ∈ T such that |D ′ (t ε )| < ε and λ (t ε ) > 1 ε . Hence, there are tables for which D ′ measures almost no LD and λ, Q and η α measure almost perfect LD.
Proof: Consider for example
for δ > 0 sufficiently small. Then it follows that lim δ→0 D ′ (t δ ) = 0 and lim δ→0 λ (t δ ) = ∞. 2
Note however that this abnormality only occurs when three table entries tend to zero. Compare Figure   4 .
Remark 6: For tables with not too imbalanced marginals, monotonicity between D ′ and odds ratio based measures is essentially preserved. Table 1 shows the Kendall correlation coefficient determined for tables with specified marginals.
Remark 7: On a set of tables with constant marginals, p 00 is uniformly distributed under D (1).
Thus after standardisation with D max , D ′ is uniformly distributed on (−1, 1) and has maximum entropy in this case. By construction the canonical LD measures η 1 and η 1 2 are uniformly distributed when paired with their respective Dirichlet distribution. Compare Figure 5 .
The Estimation Problem for LD Measures
We now investigate various estimators for the theoretical linkage disequilibrium measures discussed above. Here, we do not address the problem that the entries n ij sometimes must also be estimated from real data by a phasing algorithm in case of double heterozygote markers. This can be done for example with the help of the exact solution of an EM-algorithm (see Weir (1996) for details). At this step it is necessary to assume haploid populations or polyploid populations in Hardy-Weinberg equilibrium.
Estimation is based on observed contingency tables t N = n00 n10 n01 n11 with n ij ∈ N and i,j n ij = N .
The table t N is regarded as a random realization of the true table t ∈ T under the corresponding tetranomial distribution with sample size N . The tables t N form a sample space T N of all possible realizations of t after N -fold sampling. In the following, we will define and compare different families of consistent estimators for linkage disequilibrium measures given an observation t N ∈ T N .
Estimators for LD Measures
The common approach is the use of "plug-in" estimates, where the probability estimatesp ij of p ij are inserted into the theoretical formula of a measure. Often, the frequency maximum-likelihood estimates nij N of p ij are used. However this may lead to inflated or undefined estimates of the desired quantity especially in case of small sample sizes (Tear et al., 2002) . This approach has been used both extensively and carelessly in the literature to estimate for example D ′ and r. We will denote corresponding estimators as naive estimators NE.
For any LD measure M it readŝ
An alternative approach is using "non-informative" Bayesian probability estimates for p ij (Walley, 1996) .
which is the expectation of the posteriori distribution D (α + n) were n = (n 00 , n 01 , n 10 , n 11 ). Calculating M with the help ofp ij instead of p ij yields a consistent semi-naive estimator SNE. It has the formM
A further approach is to calculate the expectation of M under a posteriori distribution which is the ordinary Bayes estimator BÊ (1 − p 00 − p 01 − p 10 ) α11+n11−1 M (t) dp 00 dp 01 dp 10
Finally, some LD measures can be estimated with a so-called volume formula. The concept of volume measures can be traced back to Hotelling (1939) and has been applied to contingency tables by Diaconis & Efron (1985) and to linkage disequilibrium measures by Chen et al. (2006) . In the simplest case, the idea is to count the number of tables which are less "extreme" than an observed table and compare this "volume" with the total volume of all possible tables. In the original definition, this measure is always greater or equal to 0 and less than 1. For better comparability with the other estimators, we consider an obvious signed versionD (Chen et al., 2006) .
Generalising this approach, we define an estimation functionη VE α for η α . Any Dirichlet distribution D (α) induces a probability distribution w α on the sample space T N and thus a discrete probability distribution of the corresponding odds ratios λ t . We defineη VE α (t N ) in analogy to equation (2.2) as the probability under D (α) to obtain an odds ratio less extreme than λ t N standardised to (−1, 1).
By construction, the function L in (2.2) can be interpreted as the "volume" of tables with smaller odds ratio than Λ divided by the total volume of all tables in T N .
Note that T N contains all tables with fixed sum of entries but not fixed marginals as in the defi-
This definition can be used to construct another estimation function for η directly from the observed contingency table t N . In contrast to the construction ofD ′ VE we will not assume that all alternative tables t N ∈ T N are equally likely. Therefore, we calculate the probability of a single table t N given a Dirichlet distribution.
Theorem 5: Let w α (t N ) be the probability of the table t N ∈ T N under the distribution D (α) on T N , then we have
where we define nB (n, x) = 1 for n = 0, x > 0 and B is the Beta-function.
Proof: Let M (n, p) be the multinomial distribution of n ij under the probabilities p ij , then (1 − p 00 − p 01 − p 10 )ñ 11 dp 10 dp 01 dp 00
it follows that w α (t N ) = CB (ñ 10 + 1,ñ 11 + 1) B (ñ 01 + 1,ñ 10 +ñ 11 + 2) B (ñ 00 + 1,ñ 10 +ñ 01 +ñ 11 + 3)
Rewriting the last equation yields equation (3.5). constant.
With the last theorem, the volume estimator for η can be defined. Let λ (t N ) = (n 00 + α 00 ) (n 11 + α 11 ) (n 01 + α 01 ) (n 10 + α 10 ) (3.6) be the semi-naive estimator for the odds ratio, then, we definê
where the indicator function χ has the form
Comparison of Estimators
We compared these estimation functions in a simulation study. First, we simulate true tables by random drawing from specified Dirichlet distributions. From it, true values of the linkage disequilibrium measures can be calculated. In the next step, we construct a concrete realization of the true tables by random drawing from the corresponding multinomial distribution with different sample sizes N . The estimation functions are compared with respect to their expected mean square error.
The analysis is performed for η 1 , η 1 2 , D ′ , r, Q and corresponding estimation functions. Results can be found in table 2.
Because of different variances of the true measures, we can only compare different estimators for one and the same LD measure. However, the results for η are comparable to those for D ′ and Q.
Looking at the results presented in table 2 we can summarize the following observations.
Observation 1: For all scenarios and measures, the naive estimator has the highest mean square error.
Observation 2: Semi-naive and Bayes estimators perform almost equally well for all measures. However, as expected the Bayes estimator performs best if the defining distribution equals the sampling distribution of the tables. The semi-naive estimator is robust against variation of the sampling distribution.
Observation 3: The volume estimator for D ′ is better than the naive estimator but worse than the semi-naive estimators. It is especially worse in case of sampling distribution D entries of the tables are likely. 
Numerical Issues
The analytic solutions (2.6) and (2.11) cause numerical problems, because of the singularity for λ = 1 in combination with the differences in the numerator. Hence, in the neighbourhood of λ = 1 it is useful to replace the analytic formula by the corresponding Taylor series. After some calculation one finds that
where O is the first Landau order symbol.
The calculation of the Bayes estimator of η is also computationally complicate. We suggest to use
Monte-Carlo integration in combination with a quick sampling tool for Dirichlet distributions. The calculation of the volume estimator for η is computationally expensive as well if the number of haplotypes is high, since computational effort rises with O N 3 .
Discussion
In this paper we proposed and justified six postulates for a canonical measure of (allelic) association (linkage disequilibrium) intended for application to one-sample two by two contingency tables T: The measure is a mapping of T to the set of real numbers. It should be zero in case of independence and extremal if one of the entries approaches zero while the marginals are positively bounded. It should reflect the symmetry group of two by two tables and be invariant under certain transformations of the marginals (selection invariant). Their scale should be maximally discriminative for arbitrary tables relative to a calibrating (symmetric) distribution on the manifold of two by two probability tables.
We proved that there is a unique canonical LD measure for each choice of a calibrating symmetric distribution on T. This calibrating distribution specifies an easy-to-interpret scale essentially based on the fraction of tables exhibiting a less extreme odds ratio than the given one. Although we will use
Bayesian and empirical Bayesian considerations in the following in order to motivate the choice of the calibrating distribution, it is only nice but not necessary that the calibrating distribution is a proper Bayesian prior for data at hand.
The canonical LD measures have maximum entropy relative to their defining calibrating distribution.
The principle of maximum entropy classifiers is not new and has been applied to several areas of interest (for example Nigam et al. (1999); Zhu et al. (2005) ). However, to our knowledge there is no application of maximum entropy classifiers to the problem of association measures of two by two contingency tables.
Theoretical and empirical arguments support the choice of D Jeffreys' non-informative prior on T derived from an information invariance principle (Jeffreys, 1961) .
2 induces the uniform distribution on the marginal frequencies and is weakly informative concerning the odds ratio (confer Figure 1) . Empirically in our experience, SNP-array data often exhibit a rather uniform distribution of minor allele frequencies when disregarding extremely rare SNPs (confer Figure 6 ). Consequently, η 1 2 tends to have a roughly uniform distribution when calculating pair-wise LD in a small region of the genome (confer Figure 7) . Thus η 1 2 can also be interpreted in an empirical
Bayesian way as the fraction of tables in the analysed data exhibiting a less extreme odds ratio than the given one.
Hence, for applications in SNP data we recommend the use of η 1
2
. In situations where most tables have less imbalanced marginals, Q (corresponding to η 2 ) is a reasonable alternative.
The popular measures D ′ and r are not selection invariant. D ′ is motivated by a biological model of human evolution and genomic structure which is not in the focus of our biometrical point of view (Morton et al., 2001; Shete, 2003 The usual naive plug-in estimators based on frequencies can lead to unreliable estimates (Chen et al., 2006; Lo, 1991; Sebastiani & Abad-Grau, 2007) . Estimation functions based on the computationally expensive volume measures (Chen et al., 2006) were proposed recently as a remedy to this well-known problem.
Here, we investigated four different consistent estimation functions for the measures η, D ′ , r and Q, the naive estimator, the semi-naive estimator, the Bayes estimator and the volume estimator (for η, D ′ only) and compared them in an extensive simulation study based on the expected mean square error (Lo, 1991) .
We confirmed that volume estimators have better expected mean square error than the naive plug-in estimators. In the case of D ′ , volume estimation perform worse than the semi-naive estimator particularly for the sampling distribution D 1 2 . The reason is that the volume definition for D ′ is based on tables with fixed marginals. Implicitly the marginals are treated as certain but they are in fact random. In contrast, our volume estimator for η treats the marginals as random and its accuracy is reasonable.
In our study the semi-naive estimator outperforms the naive estimator with respect to accuracy and the volume and Bayesian estimators with respect to computational cost.
In summary we propose a canonical measure η 1 2 for analysing linkage disequilibrium in the one-sample case. The canonical measure is uniquely characterised by a set of six biometrical postulates. It is easy to interpret and can be economically calculated and estimated by the semi-naive estimator using R functions which we will be glad to provide on request. Minor allelic frequency (1, 1, 1, 1) D (2, 2, 2, 2) N = 50 N = 100 N = 500 N = 50 N = 100 N = 500 N = 50 N = 100 N = 500 
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