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Abstract
This study extends the framework of partially observable Markov decision processes (POMDPs) to allow their parameters,
i.e., the probability values in the state transition functions and the observation functions, to be imprecisely specified. It is shown
that this extension can reduce the computational costs associated with the solution of these problems. First, the new framework,
POMDPs with imprecise parameters (POMDPIPs), is formulated. We consider (1) the interval case, in which each parameter is
imprecisely specified by an interval that indicates possible values of the parameter, and (2) the point-set case, in which each prob-
ability distribution is imprecisely specified by a set of possible distributions. Second, a new optimality criterion for POMDPIPs is
introduced. As in POMDPs, the criterion is to regard a policy, i.e., an action-selection rule, as optimal if it maximizes the expected
total reward. The expected total reward, however, cannot be calculated precisely in POMDPIPs, because of the parameter impre-
cision. Instead, we estimate the total reward by adopting arbitrary second-order beliefs, i.e., beliefs in the imprecisely specified
state transition functions and observation functions. Although there are many possible choices for these second-order beliefs, we
regard a policy as optimal as long as there is at least one of such choices with which the policy maximizes the total reward. Thus
there can be multiple optimal policies for a POMDPIP. We regard these policies as equally optimal, and aim at obtaining one of
them. By appropriately choosing which second-order beliefs to use in estimating the total reward, computational costs incurred in
obtaining such an optimal policy can be reduced significantly. We provide an exact solution algorithm for POMDPIPs that does
this efficiently. Third, the performance of such an optimal policy, as well as the computational complexity of the algorithm, are
analyzed theoretically. Last, empirical studies show that our algorithm quickly obtains satisfactory policies to many POMDPIPs.
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The theory of partially observable Markov decision processes (POMDPs) is normative for sequential decision
making under uncertainty [2,15,35,51]. It provides a general framework for designing intelligent agents [8,30], and
several real-world applications have been reported (e.g., [29,38]). Let us consider a toy example called the tiger
problem:
Imagine an agent standing in front of two closed doors. Behind one of the doors is a tiger and behind the other is a
large reward. If the agent opens the door with the tiger, then a large penalty is received (presumably in the form of
some amount of bodily injury). Instead of opening one of the two doors, the agent can listen, in order to gain some
information about the location of the tiger. Unfortunately, listening is not free; in addition, it is also not entirely
accurate. There is a chance that the agent will hear a tiger behind the left-hand door when the tiger is really behind
the right-hand door, and vice versa [30].
What is the best action-selection rule for this agent? By a standard POMDP, this problem can be modeled as
follows: The possible states of the environment are sl (meaning that the tiger is behind the left-hand door) and sr
(behind the right-hand door). Assume that the agent’s initial belief in the states is that sl and sr are equally probable
(i.e., Pr(sl) = Pr(sr ) = 0.5). The agent can choose its action among LEFT (open the left door), RIGHT (open the right
door), and LISTEN (listen to the tiger). The action LEFT results in +10 reward when the state is sr , but −100 when it
is sl , while these rewards are reversed for the action RIGHT. The action LISTEN costs as much as −1 reward, but the
agent obtains a noisy observation TL (meaning that the tiger is likely to be behind the left-hand door) or TR (the tiger
is likely to be behind the right-hand door). If the state is sl , TL is observed with probability 0.85 and TR is observed
with probability 0.15 (i.e., Pr(TL|sl) = 0.85 and Pr(TR|sl) = 0.15), while we similarly have Pr(TR|sr ) = 0.85 and
Pr(TL|sr ) = 0.15.
An action-selection rule for the agent is called a policy. A policy is called optimal when it maximizes the expected
total reward. In this example, the optimal policy is (1) choose the action LISTEN several times until the agent’s belief
that the tiger is on the right (or left) side becomes sufficiently strong and then (2) choose the action LEFT (or RIGHT)
accordingly. POMDP theory tells us how the optimal policy can be derived.
POMDPs, however, cannot be used when their parameters (e.g., Pr(TL|sl) = 0.85) are not specified precisely. The
parameters remain imprecise for various reasons [5,13,32] including limited data, insufficient inference time, dis-
agreement among experts [34,49], and model abstraction [12,20,23]. Here we mention four examples. First, suppose
that Pr(TL|sl) is estimated by an experiment that examines the frequency with which TL is observed when the state
is sl . Such an estimate is subject to a statistical error. For this case, intervals (e.g., 95% confidence intervals) may
be used to express the uncertainty. Second, suppose that a human expert can be consulted to determine the value of
Pr(TL|sl). The expert would determine the value by his or her own subjective belief; he or she might say that Pr(TL|sl)
would be equal to 0.85. However, he or she might find it hard to explain why Pr(TL|sl) should be precisely 0.85 and
not 0.849 for example. Thus in this situation intervals can be used to express the expert’s belief more faithfully. Third,
suppose that there are multiple experts consulted. Even if each expert could specify a precise value for each parameter,
the values might differ from each other. In this case, a set of distributions may be adopted to express the disagreed
uncertainty. For example, we have (Pr(TL|sl),Pr(TR|sl)) ∈ {(0.84,0.16), (0.85,0.15)} if one expert specified the dis-
tribution (Pr(TL|sl),Pr(TR|sl)) as (0.84,0.16), while another expert specified it as (0.85,0.15). Last, suppose that
the tiger problem is an abstracted version of a more complex problem. For example, the probability distribution of
observing TL or TR, given sl , might actually also depend on the temperature of the sonic sensor. Suppose that if the
temperature is high (denoted by thigh), the distribution is (Pr(TL|sl, thigh),Pr(TR|sl, thigh)) = (0.84,0.16). Similarly,
if the temperature is low, the distribution is (Pr(TL|sl, tlow),Pr(TR|sl, tlow)) = (0.85,0.15). The agent, however, may
want to neglect such a small dependence on the temperature. In this case, again a set of distributions may be adopted
to express the abstracted uncertainty as (Pr(TL|sl),Pr(TR|sl)) ∈ {(0.84,0.16), (0.85,0.15)}.
Motivated by these examples, in this paper, we introduce POMDPs with imprecise parameters (POMDPIPs). We
consider two cases. One is the interval case, in which each parameter is imprecisely specified by an interval, e.g.,
Pr(TL|sl) ∈ [0.84,0.86]. The other is the point-set case, in which each distribution is specified by a set of distributions,
e.g., (Pr(TL|sl), Pr(TR|sl)) ∈ {(0.84,0.16), (0.85,0.15)}. In this paper, we will consider the parameter imprecision in
the state transition functions (i.e., the probability functions that model how a state is changed by each action) and the
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such as the imprecision in the reward function, remain to be considered in the future.
Another motivation for the introduction of POMDPIPs arises from the fact that the POMDPs are computationally
expensive to solve [36,42]. By solving a POMDP, we mean obtaining its optimal policy. Although several algorithms
that can solve POMDPs in finite time [11,24,51,57,58] have been developed, within a given non-prohibitive time pe-
riod, only relatively small-sized POMDPs can be solved by these algorithms. This high computational cost can be due
to the fact that the algorithms seek the optimal policy that strictly maximizes the expected reward. In many problems,
however, such a strict optimization is meaningless, since the expected reward cannot be precisely evaluated because
of the parameter imprecision. For such problems, it may often be sufficient to maximize the expected reward that is
roughly estimated by using the imprecise parameters. Such rough optimization may require a lower computational
cost.
Thus motivated, in this paper, we will formulate an optimality criterion for POMDPIPs in the following manner.
We will begin by considering a hypothetical situation in which strict optimization can be performed for POMD-
PIPs. To perform strict optimization, we need more information than POMDPIPs. Let us assume hypothetically
that the agent can specify correct second-order beliefs (e.g., [19,41]), i.e., the beliefs in the models, where we
define a model as a pair of the state transition function and the observation function. For instance, take the ex-
ample of the abstracted uncertainty above, in which the probability distribution of observing TL or TR was either
(Pr(TL|sl, thigh),Pr(TR|sl, thigh)) = (0.84,0.16) or (Pr(TL|sl, tlow), Pr(TR|sl, tlow)) = (0.85,0.15), depending on the
temperature of the sonic sensor. Suppose, for simplicity, that the other probability distributions in the model (i.e.,
the state transition function and the observation function) are specified precisely (see Section 3 for the general case).
Thus, we have two models, one for the high temperature and the other for the low temperature, which we denote by
mhigh and mlow, respectively. Suppose hypothetically that the agent has performed a detailed experiment and found
that the temperature is high or low with the same probability 0.5. Then its second-order belief is that mhigh and mlow
are equally probable. If such additional beliefs are given, the total reward can be defined exactly, and hence strict
optimization can be performed.
Then we will introduce a relaxed optimality criterion. Recall that the second-order beliefs are not given in POMD-
PIPs. None of the second-order beliefs are considered to be less reliable than the others. Thus, we adopt arbitrary
second-order beliefs to estimate the total reward. We consider a policy optimal as long as it maximizes the estimated
total reward. We refer to the policies that satisfy this optimality criterion as “quasi-optimal” policies. By “quasi” we
mean that the policies are optimized by using the second-order beliefs that are not necessarily correct.
There are two possible approaches for adopting arbitrarily-selected second-order beliefs instead of the correct (but
unknown) beliefs. When we estimate the total reward, we use a second-order belief for multiple purposes, i.e., not only
to estimate the reward obtained immediately after each action but also to estimate the future rewards after the action
and the subsequent observation. One approach is to adopt a single arbitrarily-selected second-order belief instead of
the correct belief, and use it for all of these purposes. The other approach is to use multiple arbitrarily-selected second-
order beliefs instead of the correct belief, and use different beliefs for different purposes. Although further research is
necessary for detailed comparison, we will argue in Section 3.3 that the latter is at least not always disadvantageous in
terms of the performance of the optimal policy obtained and that it is advantageous in terms of computational costs.
Thus, we will choose the latter approach in this study.
Next, we will provide an exact algorithm to obtain the quasi-optimal policies. The algorithm exploits the fact
that we have allowed the second-order beliefs to be adopted arbitrarily. To avoid confusion with the second-order
beliefs, let us refer to the beliefs in the states as the first-order beliefs. A first-order belief is said to be reachable
when it becomes the agent’s first-order belief after some actions and observations. In POMDPs, it is usual that a large
number of first-order beliefs are reachable, and this makes it hard for us to calculate the optimal policy. Our algorithm
reduces the number of reachable first-order beliefs by picking the second-order beliefs with which same first-order
beliefs are reached repeatedly. We will show that such second-order beliefs can be picked efficiently by solving linear
programming problems.
We will also provide a theoretical bound on the amount of reward loss that can occur by using a quasi-optimal pol-
icy, when compared with the optimal policy in the hypothetical situation in which the correct second-order beliefs
are given and the strict optimization is conducted. Furthermore, we study empirically the conditions whereby the
quasi-optimal policies have satisfactory performance and are easy to obtain by our algorithm.
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adopt a single arbitrarily-selected belief instead of the correct but unknown belief, our criterion is exactly the same as
E-admissibility because the quasi-optimal policy is optimal with regard to the adopted single belief. However, since
we select the latter approach, i.e., adopt multiple arbitrarily-selected beliefs, the quasi-optimal policy is not always
optimal with regard to a single belief. Note that we do not argue that our criterion is always better than E-admissibility.
Detailed comparisons await future research.
In POMDP literature, Cozman et al. [14] has already considered (using the E-admissibility criterion) parameter
imprecision with the motivation of reducing computational costs. However, their study was limited to the case where
the agent’s actions do not affect the state of the environment, and the observation probability functions were limited
to Gaussian distributions. The present study considers a more general case.
There are several other studies of decision-making under parameter imprecision with various definitions of opti-
mality [21,34,50,54]. For (fully observable) Markov decision processes (MDPs) with parameter imprecision, several
algorithms have been provided to obtain max-min policies [20,48,56], max-max policies [20,48], all E-admissible poli-
cies [55], and maximal policies [27]. For influence diagrams (IDs) with parameter imprecision, admissible policies
have been studied [10,17,18]. The ideas in these studies may, in principle, be applied to POMDPs. However, their
computational complexity is at least that of solving the corresponding problem whose parameters are precise. Thus
none of these approaches offers a means of reducing computational complexity when applied to POMDPs.
Other studies have been devoted to solving large-sized POMDPs. One approach is to develop approximate algo-
rithms [28], e.g., grid-based algorithms [7,28,59], α-vector-based algorithms [44,46,47,52,53], and policy-gradient
methods [1]. Another approach is to exploit the structure of each POMDP problem: e.g., factored state representation
[9,25] and hierarchies [26]. Their combinations, e.g., the approximate algorithms for factored state representation [16,
37], have also been studied. However, as yet no study has explored the possibility of exploiting parameter imprecision
to reduce computational costs.
This paper is organized as follows; Section 2 reviews POMDPs and their two transformations (history-state MDPs
and belief-state MDPs), as a background for the following sections. Section 3 formulates POMDPIPs and their quasi-
optimal policies. In Section 4 we provide an algorithm to obtain the quasi-optimal policies. The performances of the
quasi-optimal policies and the provided algorithm are analyzed theoretically in Section 5 and empirically in Section 6.
Section 7 concludes this study.
2. POMDPs
In this section, we review POMDPs and their two transformations (see, e.g., [6,28] for introductory explanations).
2.1. Definition
We assume discrete time steps. We define a POMDP by a tuple (S,A,Θ, {Th | h ∈ H }, {Oh | h ∈ H },R,p0) where
• S is a finite set of the states.
• A is a finite set of actions.
• Θ is a finite set of observations.
• {Th | h ∈ H } is a set of state transition functions. Th :S × A × S → [0,1] is the state transition function for a
given h ∈ H , where H is a set of histories that is defined as follows. Let st ∈ S, at ∈ A, and ot ∈ Θ denote
the state, action, and observation at time t (= 0,1,2, . . .), respectively. Let ht := (a0, o1, a1, o2, . . . , at−1, ot )
denote the history up to time t .1 We say that the length of such a history is t . We further introduce Ht :=
{(a0, o1, a1, o2, . . . , at−1, ot ) | a0, a1, . . . , at−1 ∈ A,o1, o2, . . . , ot ∈ Θ}, which is the set of all the possible his-
tories whose length is t . Finally, let H := ⋃∞t=0 Ht be the set of all the histories of any length. For every
h ∈ H, s, s′ ∈ S and a ∈ A, let Th(s, a, s′) be the probability that state s′ is reached from state s on action a
after history h. Note that the state transition function is history-dependent, i.e., Th1 and Th2 may be different
functions if h1 and h2 are different histories. It holds that
∑
s′∈S Th(s, a, s′) = 1 for all h ∈ H,s ∈ S and a ∈ A;
1 For notational simplicity, we assume that the agent does not observe o0 at time t = 0. The modification of this assumption to include o0 is
straightforward.
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• {Oh | h ∈ H } is a set of observation functions. Oh :S × A × Θ → [0,1] is the observation function for a given
h ∈ H . Note that these functions are also history-dependent. Oh(s′, a, o) is the probability that observation o is
given to the agent when state s′ is reached on action a after history h. It holds that
∑
o∈Θ Oh(s′, a, o) = 1 for all
h ∈ H,s′ ∈ S and a ∈ A;
• R :S ×A× S →R is the reward function, where R(s, a, s′) denotes the reward that the agent gains when state s
changes into s′ on action a, for all s, s′ ∈ S and a ∈ A;
• p0 :S → [0,1] is the prior probability function of the initial state s ∈ S. It holds that ∑s∈S p0(s) = 1.
The process proceeds as follows; at time t = 0, the process has an initial state s0 ∈ S with probability p0(s0),
and the history is empty (i.e., h0 = ∅). At time t (= 0,1,2, . . .), the state and the history is denoted by st and
ht = (a0, o1, a1, o2, . . . , at−1, ot ) ∈ Ht , respectively. The agent selects an action at ∈ A by which it changes the
current state st into the subsequent state st+1 with probability Tht (st , at , st+1). The agent then observes ot+1 ∈ Θ
with probability Oht (st+1, at , ot+1), and gains reward rt := R(st , at , st+1), whereupon the history is changed into
ht+1 = (a0, o1, a1, o2, . . . , at−1, ot , at , ot+1) ∈ Ht+1. The relations between these variables within a single time step
are shown in Fig. 1.
For the agent to select its action at at time t , we assume that the POMDP tuple (S, A, Θ, {Th | h ∈ H }, {Oh | h ∈
H }, R, p0) and the past history ht = (a0, o1, a1, o2, . . . , at−1, ot ) are available. The action selection rule of the agent,
which is a mapping from the available information to an action, is called a policy.
Solving a POMDP is to find the optimal policy that maximizes an objective function. We adopt the ‘infinite-horizon
discounted sum of the expected rewards’ criterion, in which the objective function is defined as
E
{ ∞∑
t=1
γ t−1rt
}
, (1)
where 0 γ < 1 is a discount factor, and the expectation E{·} is taken over all the possible process paths.2
2.2. History-state MDP
Solving a POMDP problem is equivalent to solving a (fully observable) Markov decision process (MDP), which is
called the history-state MDP.
In history-state MDPs, we take an alternative view of the POMDP process (Fig. 2). At time t = 0, it starts with the
initial history that is the empty history ∅. At time t (= 0,1,2, . . .), let h be the current history. The agent selects an
action a ∈ A, observes o ∈ Θ , and gains some reward. The history h is then changed into a new history.
2 The algorithm that we will provide later can be modified for the finite-horizon cases, in which the objective function is E{∑T˜t=1 rt } for a given
termination time T˜ .
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is treated as a state in the history-state MDP. We associate each history, h, with the corresponding belief bh . The subscripts of b indicate the history
with which the belief is associated; e.g., b11 is the belief associated with the history h = (a1, o1).
Taking this view, we can consider the Bellman equation to derive the optimal policy. We require some further
functions for this purpose. First, let bh, which is termed the belief, be a probability function where bh(s) is the
probability that the current state is s, given that the past history is h. It can be calculated recursively as follow; To
begin with, let the initial belief for the empty history h0 = ∅ be
b∅ = p0. (2)
Note that ‘=’ here means that b∅ and p0 are identical functions, i.e., ‘b∅(s) = p0(s) for all s ∈ S.’ Next, for every
h ∈ H , a ∈ A and o ∈ Θ , let ‘h; 〈a, o〉’ denote the history in which a and o have followed h. The belief bh;〈a,o〉 is
calculated from bh by Bayes’ rule as
bh;〈a,o〉(s′) = Oh(s
′, a, o)
∑
s∈S Th(s, a, s′)bh(s)∑
s′′∈S Oh(s′′, a, o)
∑
s∈S Th(s, a, s′′)bh(s)
(3)
for every s′ ∈ S.
Second, let P(o|h,a) be the probability that o is observed, given that action a is taken after history h. It can be
calculated as
P(o|h,a) :=
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bh(s). (4)
Last, let ρ(h, a) be the average reward that the agent will gain by taking action a at history h. We have
ρ(h, a) :=
∑
s∈S
∑
s′∈S
R(s, a, s′)Th(s, a, s′)bh(s). (5)
Now, by the principle of optimality [4], we can write the Bellman equation as
V ∗(h) = max
a∈A
{
ρ(h, a) + γ
∑
o∈Θ
P (o|h,a)V ∗(h; 〈a, o〉)} (6)
for every h ∈ H , where V ∗ :H →R is called the optimal value function. The optimal policy is defined as the mapping
μ∗ :H → A that satisfies
μ∗(h) = arg max
a∈A
{
ρ(h, a) + γ
∑
o∈Θ
P (o|h,a)V ∗(h; 〈a, o〉)} (7)
for every h ∈ H .
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Solving the history-state MDP in the previous section is equivalent to solving another MDP problem called the
belief-state MDP [2] if we restrict the T ’s and O’s as follows.
First, we restrict T ’s, so that they satisfy Th1 = Th2 whenever bh1 = bh2 holds for any h1 and h2 ∈ H . Note again
that the ‘=’ symbols here denote equality of functions. In other words, we impose the condition that Th1(s, a, s′) =
Th2(s, a, s
′) for all s, s′ ∈ S and a ∈ A, whenever the beliefs after h1 and h2 are the same (i.e., bh1(s) = bh2(s) for all
s ∈ S). With this restriction, whenever bh1 = bh2 we treat Th1 and Th2 as identical. Consequently, we re-define the set of
T ’s as {Tb | b ∈ B} instead of {Th | h ∈ H }, where B is the set of all the possible beliefs, i.e., B := {b | b = bh,h ∈ H }.
Second, we similarly restrict O’s, so that they satisfy Oh1 = Oh2 whenever bh1 = bh2 holds for any h1 and h2 ∈ H .
Consequently, we re-define O’s from {Oh | h ∈ H } to {Ob | b ∈ B}.
With the T ’s and O’s restricted, the belief b ∈ B becomes a sufficient statistic. That is, after any history, the belief b
(and also the tuple (S, A, Θ, {Tb | b ∈ B}, {Ob | b ∈ B}, R, p0)) summarizes all the information available at that
time for the agent to predict what will happen (together with its probability) in the future. Thus, the Bellman equation
(Eq. (6)) can be re-written as
V ∗(b) = max
a∈A
{
ρ(b, a) + γ
∑
o∈Θ
P (o|b, a)V ∗(τ(b, a, o))} (8)
for every b ∈ B , where ρ(b, a) and P(o|b, a) are defined (re-defined from Eqs. (5) and (4)) as
ρ(b, a) :=
∑
s∈S
∑
s′∈S
R(s, a, s′)Tb(s, a, s′)b(s), P (o|b, a) :=
∑
s′∈S
Ob(s
′, a, o)
∑
s∈S
Tb(s, a, s
′)b(s),
and τ , which we call the belief-update function, is defined as
τ(b, a, o)(s′) := Ob(s
′, a, o)
∑
s∈S Tb(s, a, s′)b(s)∑
s′′∈S Ob(s′′, a, o)
∑
s∈S Tb(s, a, s′′)b(s)
(9)
for every s′ ∈ S.
The optimal policy can be re-written as the mapping μ∗ :B → A that satisfies
μ∗(b) = arg max
a∈A
{
ρ(b, a)+ γ
∑
o∈Θ
P (o|b, a)V ∗(τ(b, a, o))} (10)
for every b ∈ B .
3. POMDPIPs
3.1. Definition
Here, we describe the formulation of POMDPs with imprecise parameters (POMDPIPs). In POMDPIPs, the
process proceeds in exactly the same way as POMDP in Section 2.1, except that the agent knows Th and Oh at
each history h ∈ H only imprecisely. A POMDPIP is defined by a tuple (S,A,Θ,T M,OM,R,p0), where
• S,A,Θ,R and p0 are the same as those defined in POMDPs. Furthermore, let H be the set of all the histories.3
• T M is what we call the model-set function for the state transition functions {Th|h ∈ H }. We consider two cases
(Fig. 3).4 One is what we call the interval case, in which T M :S ×A× S → I indicates the range of the possible
values of Th(s, a, s′) for each s, s′ ∈ S, a ∈ A, and h ∈ H , where I is the set of all the intervals within [0,1]. For
example, suppose that we have T M(s, a, s′) = [0.8,0.9] for certain s, a, and s′. This means that, for each h ∈ H ,
we have Th(s, a, s′) ∈ [0.8,0.9] for the s, a, and s′. The other case we consider is what we call the point-set
3 Here we consider the imprecision only on Th and Oh . In case p0 is imprecise, an equivalent POMDPIP in which only Th and Oh are imprecise
can be constructed by introducing an auxiliary state. Further research is required to handle imprecision on R.
4 For simplicity we consider these two cases separately. It is straightforward to consider a combination of both of these cases.
460 H. Itoh, K. Nakamura / Artificial Intelligence 171 (2007) 453–490Fig. 3. Example of Th(s, a, ·) in POMDPIPs. The figure shows a probability simplex Δ|S| for |S| = 3, in which Th(s, a, ·) = (p1,p2,p3), for
certain h ∈ H,s ∈ S, and a ∈ A, is located. (A) the interval case. For each s′ ∈ S, Th(s, a, s′) should be within the interval specified by T M(s, a, s′).
Consequently, Th(s, a, ·) should lie within a convex area (striped in the figure). (B) the point-set case. Th(s, a, ·) should be one of the probability
functions that TM(s, a) specifies (the three dots in the figure).
case, in which T M :S × A → Δ∗|S| indicates the probability functions that Th(s, a, ·) can possibly be identical to,
where Δ∗|S| is defined as follows. First, for any n 0, let Δn be the n-dimensional probability simplex, i.e., Δn =
{(p1,p2, . . . , pn) | pi  0 for all i, ∑ni=1 pi = 1}. Next, let Δ∗n be the set of all the finite sets of different points
in Δn. Thus, for each s ∈ S and a ∈ A, T M(s, a) is a finite set of probability functions. For example, suppose
that there are three states, i.e., S = {s1, s2, s3}, and that T M(s, a) = {(0.8,0.1,0.1), (0.85,0.1,0.05)} for a certain
s and a. This means that, for each h ∈ H , we have Th(s, a, ·) = (0.8,0.1,0.1) or Th(s, a, ·) = (0.85,0.1,0.05),
where by the relation Th(s, a, ·) = (p1,p2, . . .) we mean that Th(s, a, s1) = p1, Th(s, a, s2) = p2, and so on.
• OM is the model-set function for the observation functions. OM is defined in the same way as T M , that is, for
the interval case, OM :S × A × Θ → I indicates the range of possible values of each parameter. Thus, we have
Oh(s
′, a, o) ∈ OM(s′, a, o) for every s′ ∈ S, a ∈ A, o ∈ Θ, and h ∈ H . For the point-set case, OM :S×A → Δ∗|Θ|
indicates the possible probability functions. Thus we have Oh(s′, a, ·) ∈ OM(s′, a) for each s′ ∈ S, a ∈ A, and
h ∈ H .5
The information available to the agent for the selection of its action at at time t is the tuple (S,A,Θ,T M,OM,R,
p0) and the past history ht .
Let us define some basic notions for later use. We call a pair of state-transition function Th and observation function
Oh for each h ∈ H a model. Further, let M0 denote the set of all the possible models that is defined without regard to
the model-set functions. That is, we define M0 as
M0 :=
{
(T ,O) | T :S × A × S → [0,1],
∑
s′∈S
T (s, a, s′) = 1 for all s ∈ S and a ∈ A,
O :S × A × Θ → [0,1],
∑
o∈Θ
O(s′, a, o) = 1 for all s′ ∈ S and a ∈ A
}
.
Finally, let M denote the set of all the possible models that is defined with regard to the model-set functions. For the
interval case,
M := {(T ,O) | (T ,O) ∈ M0, T (s, a, s′) ∈ T M(s, a, s′) for all s, s′ ∈ S, and a ∈ A,
O(s′, a, o) ∈ OM(s′, a, o) for all s′ ∈ S,a ∈ A, and o ∈ Θ},
5 Note that Th and Oh are assumed to be history-dependent. This assumption should be natural for many problems, where the values of the
parameters in Th and Oh may fluctuate due to unknown or neglected dynamics (e.g., the dynamics of the sonic sensor’s temperature in Section 1).
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is within the interval specified by the corresponding model-set function T M or OM .
For the point-set case,
M := {(T ,O) | (T ,O) ∈ M0, T (s, a, ·) ∈ T M(s, a) for all s ∈ S and a ∈ A,
O(s′, a, ·) ∈ OM(s′, a) for all s′ ∈ S and a ∈ A},
i.e., M is the set of all models such that every probability distribution in its state transition function T and observation
function O is identical to one of the possible distributions specified by the corresponding model-set function T M
or OM .
3.2. A “truly” optimal policy
Before we formulate the optimality criterion for POMDPIPs in the next section, let us consider a hypothetical
situation where the optimal policies can be defined in a normative way as in POMDPs. This provides a basis for us to
formulate a relaxed optimality criterion for POMDPIPs in the next section.
In POMDPIPs, we have assumed that the agent knows only that, for each h ∈ H , the model mh(:= (Th,Oh)) is
a member of M . One way to deal with this uncertainty about the model is to use the second-order belief, i.e., the
belief in the models. Let us suppose hypothetically that the agent had more information (in any form) to specify its
second-order belief by a probability density function bMh :M0 → [0,1], where we let bMh (mh) be the probability that,
given a history h, the model mh will govern the process immediately after h.
For instance, let us again consider the example of the abstracted uncertainty in Section 1. Suppose that the model
mh = (Th,Oh) depends on the temperature of the sonic sensor, and that it is mhigh and mlow for high and low tem-
peratures, respectively. If the agent performs a detailed experiment and finds that the temperature is high or low with
the same probability, then the agent sets the second-order belief as bMh (mh) = 1/2(δ(mh − mhigh) + δ(mh − mlow)),
where δ is Dirac’s delta function.
The second-order belief bMh should be naturally assumed to satisfy
bMh (mh) = 0 for mh /∈ M, (11)
and ∫
mh∈M
bMh (mh)dmh = 1 (12)
for every h ∈ H .6 We call Eqs. (11) and (12) the permissibility condition for any second-order belief. That is, we say
that a function f :M0 → [0,1] satisfies the permissibility condition, if and only if it satisfies f (m) = 0 for m /∈ M
and
∫
m∈M f (m)dm = 1.
Now we can consider a modified version of POMDPs, in which the process proceeds in exactly the same way
as the original POMDPs in Section 2.1, except that the model mh for each h ∈ H is determined stochastically with
probability bMh (mh). We refer to this modified POMDP with given second-order beliefs as a hypothetical POMDP.
In hypothetical POMDPs, there are no imprecise parameters. Thus we can define the optimal policy as that which
maximizes the discounted sum of the expected rewards (Eq. (1)). We call these optimal policies the truly optimal
policies.
For later use, let us derive Bellman equations that the truly optimal policy satisfies. Let us consider an equivalent
history-state MDP as in Section 2.2 (Fig. 2).
First, the belief in the states, bh :S → [0,1] for each h ∈ H , is calculated recursively as follows. To avoid confusion,
we refer to this belief as the first-order belief. Let the initial first-order belief be
b∅ = p0. (13)
Next, for every h ∈ H , a ∈ A and o ∈ Θ , the belief bh;〈a,o〉 is calculated from bh by Bayes’ rule as
6 We implicitly assume that the integral in Eq. (12) and the others throughout this paper exist.
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∫
mh=(Th,Oh)∈M Oh(s
′, a, o)
∑
s∈S Th(s, a, s′)bh(s)bMh (mh)dmh∫
mh=(Th,Oh)∈M
∑
s′′∈S Oh(s′′, a, o)
∑
s∈S Th(s, a, s′′)bh(s)bMh (mh)dmh
=: τ(bh, a, o, bMh )(s′), (14)
for all s′ ∈ S, where we re-defined the belief-update function τ of Eq. (9).
Then, by the principle of optimality [4], the truly optimal policy can be defined as the mapping μ∗ : H → A that
satisfies the Bellman equations (exactly the same as Eqs. (6) and (7))
V ∗(h) = max
a∈A
{
ρ(h, a) + γ
∑
o∈Θ
P (o|h,a)V ∗(h; 〈a, o〉)}, (15)
μ∗(h) = arg max
a∈A
{
ρ(h, a) + γ
∑
o∈Θ
P (o|h,a)V ∗(h; 〈a, o〉)}, (16)
for each h ∈ H , where we re-define ρ(h, a) and P(o|h,a) (from Eqs. (5) and (4), respectively) as
ρ(h, a) :=
∫
mh=(Th,Oh)∈M
∑
s∈S
∑
s′∈S
R(s, a, s′)Th(s, a, s′)bh(s)bMh (mh)dmh, (17)
P(o|h,a) :=
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bh(s)bMh (mh)dmh. (18)
Below are some notes regarding the second-order beliefs introduced in this section.
First, although we have introduced the beliefs in the models (i.e., the beliefs in mh’s), there are other types of beliefs
that could be considered instead. For example, we could introduce the beliefs in the conditional distributions, i.e., the
beliefs in Th(s, a, ·)’s, for each s ∈ S, a ∈ A, and h ∈ H , and the beliefs in Oh(s′, a, ·)’s, for each s′ ∈ S, a ∈ A, and
h ∈ H . Another example is the beliefs in the sets of all the models, i.e., the beliefs in {mh|h ∈ H }’s. Comparisons
among them remain to be studied in the future (but see the following paragraph).
Second, we will actually use the second-order beliefs in the conditional distributions when we provide a solution
algorithm in Section 4. A belief in the conditional distributions is equivalent to a belief in the models if the latter is
decomposable into a product of the beliefs in the conditional distributions (see Section 4.2). We will use only these
decomposable beliefs when we provide a solution algorithm in Section 4. Thus, we actually consider the beliefs in the
conditional distributions as far as the solution algorithm is concerned. However, we began with the non-decomposed
second-order beliefs in this section because they are a wider class of the beliefs that could be utilized in a wider range
of problems, and the theoretical result in Section 5.1 is applicable to these beliefs.
Last, the parameter imprecision handled with the second-order beliefs in this paper can be handled equivalently
with the convex hulls of possible probability measures (or the credal sets) [13,33]. Obviously, a second-order belief
bMh (mh) that satisfies the permissibility condition (Eqs. (11) and (12)) can be referred to also as a member of the
convex hull of the possible measures over the models, i.e., the convex hull of fi(mh) = δ(mh − mih), i = 1,2, . . . ,
where fi :M0 → [0,1], each mih is a member of M , and δ is Dirac’s delta function. Similarly, as will become obvious
in Section 4.2, using a second-order belief in the conditional distributions is equivalent to using a convex hull of
possible conditional distributions.
3.3. Quasi-optimal policies
In the previous section, we defined the truly optimal policies with a strict optimal criterion, assuming that the
agent could specify the second-order beliefs. In POMDPIPs, however, the agent has no precise idea how to specify
the second-order beliefs. In this section, we formulate a relaxed optimality criterion, allowing the agent to employ
arbitrary functions for the second-order beliefs.
First, recall that, to define the truly optimal policy, the second-order belief bMh has to be determined in order
to Bayes-update the first-order belief by Eq. (14) after every h ∈ H , a ∈ A, and o ∈ Θ . Since bMh is unknown in
POMDPIPs, we allow the agent to employ any function that satisfies the permissibility condition (Section 3.2) for this
purpose. Let bˆM denote the employed function.h,a,o
H. Itoh, K. Nakamura / Artificial Intelligence 171 (2007) 453–490 463Fig. 4. History tree for a POMDPIP with two actions and two observations. The possibly-correct first-order beliefs are calculated recursively using
the possibly-correct second-order beliefs; bˆ11 = τ(bˆ∅, a1, o1, bˆM∅,a1,o1 ), bˆ12 = τ(bˆ∅, a
1, o2, bˆM∅,a1,o2 ), and so on.
In the following, we call bMh in Section 3.2 the “correct” second-order belief. By “correct” we stress that b
M
h has
been defined as the belief that the agent would employ if sufficient information is available. On the other hand, we call
bˆMh,a,o the “possibly-correct” second-order belief. By “possibly correct” we mean that it could possibly be identical to
the correct belief.
Let bˆh denote the first-order beliefs that are calculated by these possibly-correct second-order beliefs. That is, bˆh
for each h ∈ H is calculated recursively (Fig. 4) as
bˆ∅ = p0 (19)
and
bˆh;〈a,o〉 = τ
(
bˆh, a, o, bˆ
M
h,a,o
) (20)
for each h ∈ H , a ∈ A, and o ∈ Θ . We call bh in Section 3.2 the correct first-order beliefs. We call bˆh the possibly-
correct first-order beliefs.
Second, recall that, for each h ∈ H , the second-order belief bMh is also used to estimate the expected one-step
reward, ρ(h, a), and the probability of the next observation, P(o|h,a), in Eqs. (17) and (18), respectively. Again, we
allow the agent to employ any function that satisfies the permissibility condition for these purposes. Let bˆMh denote
the employed function, which we shall also label as the possibly-correct second-order beliefs.
Last, we define the quasi-optimal policy as the solution of Eqs. (13)–(18) in which bMh is replaced with arbitrary,
but possibly-correct, functions bˆMh,a,o and bˆMh . That is, the quasi-optimal policy is the policy μˆ∗ :H → A that satisfies
Vˆ ∗(h) = max
a∈A
{
ρˆ(h, a) + γ
∑
Pˆ (o|h,a)Vˆ ∗(h; 〈a, o〉)}, (21)o∈Θ
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a∈A
{
ρˆ(h, a) + γ
∑
o∈Θ
Pˆ (o|h,a)Vˆ ∗(h; 〈a, o〉)}, (22)
for every h ∈ H , where
ρˆ(h, a) :=
∫
mh=(Th,Oh)∈M
∑
s∈S
∑
s′∈S
R(s, a, s′)Th(s, a, s′)bˆh(s)bˆMh (mh)dmh, (23)
Pˆ (o|h,a) :=
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bˆMh (mh)dmh, (24)
in which bˆh is defined by Eqs. (19) and (20). The hat mark (ˆ) on V ∗, μ∗, ρ(h, a), and P(o|h,a), has been introduced
in order to stress that these functions are not calculated with the “correct” (but unknown) second-order beliefs.
In summary, a quasi-optimal policy is the policy that satisfies the same Bellman equations as the hypothetical
POMDPs, except that the second-order beliefs are replaced with arbitrary, but possibly-correct, ones. We regard quasi-
optimal policies as the solution of POMDPIPs. We now proceed to make some additional comments regarding these
policies.
We first note that, for each h ∈ H , we have replaced a correct second-order belief bMh with multiple possibly-correct
second-order beliefs (bˆMh,a,o for each a ∈ A and o ∈ Θ and bˆMh ). We could have instead used a single possibly-
correct second-order belief. Doing this may sometimes have its own merit; if we use a single belief, then the quasi-
optimal policy is guaranteed to be the truly optimal policy for at least one possible hypothetical POMDP, and hence
can be termed as E-admissible [33,34].
However, in this paper, we study the use of multiple beliefs for the following reasons. First, at least for some
POMDPIPs, using multiple beliefs can lead to a more robust policy than using a single belief; it can be risky to rely
on a single belief. We provide a simple example in Appendix A. Second, since by using multiple beliefs we have a
higher degree of freedom, the quasi-optimal policy should be easier to obtain. This is a useful property because one
of the motivations in this paper is to solve the problems with low computational costs.
Note that we do not argue that the use of multiple beliefs is always better than the use of a single belief. Further
research is necessary for detailed comparisons (however, see also Section 6.1 for an empirical study). Note also that
the algorithm in the next section can be modified for the use of a single belief, although the modification will increase
the computational costs.
We further note that, in our definition, the possibly-correct first-order belief bˆh for each history h ∈ H is a single
probability function. Another possibility is to use a set of probability functions (e.g., [13,18]). This possibility may
be worth investigating in the future. The manner of changing the set of probability functions, given a new action and
observation, is currently a topic of debate [3,22]; there can be multiple future research directions. In this paper, we do
not use a set of probability functions. We regard the quasi-optimal policy as an optimal policy (in a broader sense) for
an agent who is allowed to use only a single probability function for expressing its belief in the states.
Note also that although we have introduced the second-order beliefs, we do not use them to make any inference
about the models. In a future study, it may be interesting to use the second-order beliefs to make some inference
about the uncertain models, e.g., Bayesian inference to identify the true model from the action-observation history.
Although strict inference may be impossible because of prohibitive computational costs, we would be able to focus
on identifying the true model to the extent that the remaining uncertainty does not significantly affect the total reward.
Making such an inference in POMDPIPs can be an interesting future research topic.
We finally note that, since bˆMh,a,o and bˆ
M
h are arbitrary, there can be multiple quasi-optimal policies for a single
POMDPIP. We regard any of those policies as the solution of the POMDPIP. In the next section, we will provide an
efficient algorithm to obtain one of these quasi-optimal policies.
4. Algorithm for solving POMDPIPs
4.1. Determining bˆMh,a,o
The first step in our algorithm is to determine bˆMh,a,o for each h ∈ H , a ∈ A, and o ∈ Θ under the permissibility
condition. Recall that if we determine all the bˆM ’s, then all the possibly-correct first-order beliefs (bˆh for everyh,a,o
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bˆ = bˆh, h ∈ H }. We try to keep |Bˆ|, i.e., the number of the different first-order beliefs, as small as possible in order
to reduce computational costs. This is achieved using the following procedure, which we term the FIND-A-SMALL-
BELIEF-SET procedure.
We determine these bˆMh,a,o’s in a breadth-first manner, and calculate the bˆh’s whenever it becomes possible; that is,
in Fig. 4 for example, we first calculate bˆ∅ (i.e., set it equal to p0), then determine bˆM∅,a1,o1 , calculate bˆ11, determine
bˆM∅,a1,o2 , calculate bˆ12, . . . , determine bˆ
M
(a1,o1),a1,o1
, calculate bˆ1111, . . ., and so forth. In determining each bˆMh,a,o, we try
to make bˆh;〈a,o〉 (= τ(bˆh, a, o, bˆMh,a,o)) identical to one of the other first-order beliefs that have already been calculated.
For example, in Fig. 4, suppose that we have already determined bˆM∅,a1,o1 and bˆ
M
∅,a1,o2 , and that we have calculated bˆ∅,
bˆ11, and bˆ12. Now, we search for the bˆM∅,a2,o1 for which bˆ21 (= τ(bˆ∅, a2, o1, bˆM∅,a2,o1)) is identical to one of bˆ∅, bˆ11,
or bˆ12. For this search, we use the IS-FEASIBLE procedure in Section 4.2. If such a bˆM∅,a2,o1 is found, it is adopted,
otherwise we employ an arbitrary bˆM∅,a2,o1 under the permissibility condition.
If it is possible to make one first-order belief identical to another, we will then also make the descendant first-
and second-order beliefs identical. For example, suppose that bˆ21 was made identical to bˆ11. Since we determine
bˆM
(a2,o1),a1,o1
, bˆM
(a2,o1),a1,o2
, . . ., to be the same as bˆM
(a1,o1),a1,o1
, bˆM
(a1,o1),a1,o2
, . . ., respectively, we have bˆ2111 = bˆ1111,
bˆ2112 = bˆ1112, and so on. By following this rule, we can skip the determination and calculation of the beliefs following
bˆ21; we need only consider the beliefs following bˆ11.
We continue determining and calculating the beliefs, skipping them whenever possible. Eventually, we see that we
can skip all the remaining ones (proof in Section 5.2). This means that all the bˆMh,a,o’s and bˆh’s have been determined
and calculated, respectively. We may then proceed to the next step described in Section 4.3.
4.2. IS-FEASIBLE procedure
The IS-FEASIBLE procedure searches, under the permissibility condition, for a function bˆM :M0 → [0,1] for
which τ(bˆ, a, o, bˆM) = bˆ′ holds, given two first-order beliefs bˆ and bˆ′, an action a, an observation o, and a part of
the POMDPIP tuple (S,A,Θ,T M,OM). The search for the desired second-order belief in the FIND-A-SMALL-
BELIEF-SET procedure (in Section 4.1) can be performed by using this procedure several times. Each time the
IS-FEASIBLE procedure is used, we let bˆ′ be one of the other first-order beliefs that have already been calculated,
and we let bˆ be bˆh. For example, in Fig. 4, suppose again that we have already determined bˆM∅,a1,o1 and bˆ
M
∅,a1,o2 , and
that we have calculated bˆ∅, bˆ11, and bˆ12. We now have to search for the bˆM∅,a2,o1 for which τ(bˆ∅, a
2, o1, bˆM∅,a2,o1) is
identical to bˆ∅, bˆ11, or bˆ12. This search can be performed by using the IS-FEASIBLE procedure three times with
bˆ′ = bˆ∅, bˆ11, or bˆ12 and with bˆ = bˆ∅.
We begin with replacing the required task with an easier one. Recall that our task is to search, under the permissi-
bility condition, for bˆM for which
bˆ′(s′) =
∫
m=(T ,O)∈M O(s
′, a, o)
∑
s∈S T (s, a, s′)bˆ(s)bˆM(m)dm∫
m=(T ,O)∈M
∑
s′′∈S O(s′′, a, o)
∑
s∈S T (s, a, s′′)bˆ(s)bˆM(m)dm
for every s′ ∈ S (25)
holds, where bˆ, bˆ′, a, and o are given. We restrict our search to those bˆM that can be decomposed according to
bˆM(m) =
∏
s∈S, a˜∈A
Fs,a˜
(
T (s, a˜, ·)) ∏
s′∈S, a˜∈A
Gs′,a˜
(
O(s′, a˜, ·)), (26)
where m = (T ,O) ∈ M0, and Fs,a˜ (for every s ∈ S and a˜ ∈ A) and Gs′,a˜ (for every s′ ∈ S and a˜ ∈ A) are probability
density functions. Here we denote an action by a˜ to distinguish it from the action, a, that is a constant (specified by
the FIND-A-SMALL-BELIEF-SET procedure) in this procedure. Note that such decomposable second-order beliefs
always exist. Note also that, by this restriction of the search, we might fail to find a desired bˆM even when it exists.
Hence the number of resultant first-order beliefs, |Bˆ|, might increase. However, the restricted search can be performed
quickly, and the total computational time may be reduced. Note that we can still find a quasi-optimal policy despite
the restriction.
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Fig. 3, letting a = a˜. (A) the interval case. Tˆ (s, a˜, s′) should be in the same convex area that constrained Th(s, a˜, s′) in Fig. 3. (B) the point-set
case. Tˆ (s, a˜, ·) should be a convex combination of the possible probability functions that Th(s, a˜, ·) in Fig. 3 could be identical to.
Let us define the averaged model functions as
Tˆ (s, a˜, s′) :=
∫
T (s,a˜,·)∈Δ|S|
T (s, a˜, s′)Fs,a˜
(
T (s, a˜, ·))dT (s, a˜, ·) (27)
for each s, s′ ∈ S, and a˜ ∈ A, and
Oˆ(s′, a˜, o˜) :=
∫
O(s′,a˜,·)∈Δ|Θ|
O(s′, a˜, o˜)Gs′,a˜
(
O(s′, a˜, ·))dO(s′, a˜, ·) (28)
for each s′ ∈ S, a˜ ∈ A, and o˜ ∈ Θ . Again, we denote an observation by o˜ to distinguish it from the specified observa-
tion o. From Eqs. (26)–(28), we can re-write Eq. (25) as
bˆ′(s′) = Oˆ(s
′, a, o)
∑
s∈S Tˆ (s, a, s′)bˆ(s)∑
s′′∈S Oˆ(s′′, a, o)
∑
s∈S Tˆ (s, a, s′′)bˆ(s)
for every s′ ∈ S. (29)
From the permissibility condition together with Eqs. (26) and (27), we have that, for each s ∈ S and a˜ ∈ A, Tˆ (s, a˜, ·)
should be a convex combination of the possible probability functions that the model-set function T M specifies. In
the interval case (Fig. 3A), the possible probability functions are those within a convex area that are constrained by
the intervals for each parameter. Thus, their convex combination, Tˆ (s, a˜, ·), is also constrained by the same intervals
(Fig. 5A). In the point-set case (Fig. 3B), the possible probability functions are those that are directly specified by the
model-set functions. Thus Tˆ (s, a˜, ·) is a convex combination of these probability functions (Fig. 5B). We call these
conditions that Tˆ (s, a˜, ·) for each s ∈ S and a˜ ∈ A should satisfy the convexity conditions for Tˆ . Similarly we have
conditions for Oˆ(s′, a˜, ·) for each s′ ∈ S and a˜ ∈ A, which we call the convexity conditions for Oˆ .
In summary, the search for a bˆM that satisfies both Eq. (25) and the permissibility condition has been replaced with
the search for a pair of the averaged model functions, (Tˆ , Oˆ), that satisfies Eq. (29) and the convexity conditions for
Tˆ and for Oˆ .
Whether such a pair of the averaged model functions exists is easily determined by the feasibility test of Fig. 6.
A proof of the validity of the test is detailed in Appendix B. Henceforth, we shall label the implementation of this test
the IS-FEASIBLE procedure. The averaged model functions (Tˆ , Oˆ), if they exist, can be derived from the solution of
this test.7
In the procedure and thereafter, we let T ,T ,O, and O denote the lower and upper bounds of each parameter; in
the interval case, the lower bounds are defined by
7 Let Oˆ(s′, a, o) = Z/q(s′) for every s′ ∈ S. Employ arbitrary values (under the convexity conditions) for the undetermined parameters.
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Procedure IS-FEASIBLE (for the interval case)
input: (bˆ, a, o, bˆ′, S,A,Θ,T M,OM)
output: True or False
Test if there is a solution that satisfies the following constraints:
variables:
Tˆ (s, a, s′) ∈R for all s, s′ ∈ S,
q(s′) ∈R for all s′ ∈ S,
Z ∈R,
constraints:
T (s, a, s′) Tˆ (s, a, s′) T (s, a, s′) for all s, s′ ∈ S,∑
s′∈S Tˆ (s, a, s′) = 1 for all s ∈ S,∑
s∈S bˆ(s)Tˆ (s, a, s′) = bˆ′(s′)q(s′) for all s′ ∈ S,
Z
O(s′,a,o)  q(s
′) Z
O(s′,a,o) for all s
′ ∈ S,
Z  0.
Return True if a solution is found. Return False otherwise.
end procedure
(B)
Procedure IS-FEASIBLE (for the point-set case)
input: (bˆ, a, o, bˆ′, S,A,Θ,T M,OM)
output: True or False
Test if there is a solution that satisfies the following constraints:
variables:
Tˆ (s, a, s′) ∈R for all s, s′ ∈ S,
λis ∈ [0,1] for all s ∈ S and i = 1, . . . , |T M(s, a)|
q(s′) ∈R for all s′ ∈ S,
Z ∈R,
constraints:
Tˆ (s, a, s′) =∑i λisT Mi (s, a, s′) for all s, s′ ∈ S,∑
i λ
i
s = 1 for all s ∈ S,∑
s∈S bˆ(s)Tˆ (s, a, s′) = bˆ′(s′)q(s′) for all s′ ∈ S,
Z
O(s′,a,o)  q(s
′) Z
O(s′,a,o) for all s
′ ∈ S,
Z  0.
Return True if a solution is found. Return False otherwise.
end procedure
Fig. 6. Sub-routine that checks if the averaged model functions (Tˆ , Oˆ) that change bˆ into bˆ′ after a ∈ A and o ∈ Θ can exist. (A) is for the interval
case; (B) is for the point-set case. In (B), we define |TM(s, a)| as the number of possible probability functions that T M(s, a) specifies. Each
probability function is indexed as TM
i
(s, a), where i = 1,2, . . . , |TM(s, a)|.
T (s, a˜, s′) := minT M(s, a˜, s′), (30)
O(s′, a˜, o˜) := minOM(s′, a˜, o˜), (31)
for all s, s′ ∈ S, a˜ ∈ A, and o˜ ∈ Θ . In the point-set case, they are defined by
T (s, a˜, s′) := min
T (s,a˜,·)∈T M(s,a˜)
T (s, a˜, s′), (32)
O(s′, a˜, o˜) := min
O(s′,a˜,·)∈OM(s′,a˜)
O(s′, a˜, o˜), (33)
for all s, s′ ∈ S, a˜ ∈ A, and o˜ ∈ Θ . The upper bounds are defined by substituting max for min in the above definitions.
The feasibility test in Fig. 6 can be conducted efficiently; all the constraints are linear, and, in the interval case,
there are |S|(|S| + 1) + 1 variables and 2|S|(|S| + 2) + 1 (in)equalities, which are almost minimum in comparison
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case. The feasibility test can be solved by sub-procedures of the linear programming routines that are implemented in
many programming languages. The worst-case complexity is a polynomial order of |S| [31]. See also Section 5.2 for
the computational complexity of the overall algorithm.
For later use, we define some notations here. Recall that we use this procedure when we determine bˆMh,a,o for each
h ∈ H , a ∈ A, and o ∈ Θ in the FIND-A-SMALL-BELIEF-SET procedure. We denote the desired averaged model
functions, if found, by Tˆh,a,o and Oˆh,a,o. If they are not found, we employ arbitrary Tˆ and Oˆ that satisfy the convexity
conditions, and denote them by Tˆh,a,o and Oˆh,a,o, also. Thus, Tˆh,a,o and Oˆh,a,o always indicate (implicitly) the bˆMh,a,o
to be employed.
4.3. Determining bˆMh
The second step in our algorithm is to determine, for each h ∈ H , the bˆMh that satisfies the permissibility condition.
Although there are several possible ways to do this, here we determine them as
bˆMh (mh) =
1
|A‖Θ|
∑
a∈A,o∈Θ
bˆMh,a,o(mh) for all mh ∈ M0, (34)
for every h ∈ H . That is, we take the average of the bˆh,a,o’s. Clearly, if the bˆMh,a,o’s satisfy the permissibility condition,
then so will the bˆMh ’s.
Recall that, in the previous section, we have replaced the determination of bˆMh,a,o with the determination of Tˆh,a,o
and Oˆh,a,o; we have determined bˆMh,a,o only implicitly. Thus we cannot determine bˆMh explicitly from Eq. (34). Recall,
however, that we need bˆMh only for the evaluation of ρˆ(h, a) and Pˆ (o|h,a) from Eqs. (23) and (24). Substituting bˆMh
in Eqs. (23) and (24) with the right-hand side of Eq. (34), and using Eqs. (26)–(28), we have
ρˆ(h, a) = 1|A‖Θ|
∑
a˜∈A, o˜∈Θ
∑
s∈S
∑
s′∈S
R(s, a, s′)Tˆh,a˜,o˜(s, a, s′)bˆh(s), (35)
Pˆ (o|h,a) = 1|A‖Θ|
∑
a˜∈A, o˜∈Θ
∑
s′∈S
Oˆh,a˜,o˜(s
′, a, o)
∑
s∈S
Tˆh,a˜,o˜(s, a, s
′)bˆh(s). (36)
Thus ρˆ(h, a) and Pˆ (o|h,a) are given in terms of the Tˆh,a,o’s, Oˆh,a,o’s, and bˆh’s, all of which have already been
determined.
4.4. Dynamic programming over the possibly-correct first-order beliefs
The last step in our algorithm is to solve the Bellman equations, i.e., Eqs. (21), (22), (35), and (36). As in Sec-
tion 2.3, solving these equations is equivalent to solving a belief-state MDP:
Vˆ ∗(bˆ) = max
a∈A
{
ρˆ(bˆ, a) + γ
∑
o∈Θ
Pˆ (o|bˆ, a)Vˆ ∗(τ(bˆ, a, o, bˆM
bˆ,a,o
))}
, (37)
μˆ∗(bˆ) = arg max
a∈A
{
ρˆ(bˆ, a) + γ
∑
o∈Θ
Pˆ (o|bˆ, a)Vˆ ∗(τ(bˆ, a, o, bˆM
bˆ,a,o
))}
, (38)
ρˆ(bˆ, a) = 1|A‖Θ|
∑
a˜∈A, o˜∈Θ
∑
s∈S
∑
s′∈S
R(s, a, s′)Tˆ
bˆ,a˜,o˜
(s, a, s′)bˆ(s), (39)
Pˆ (o|bˆ, a) = 1|A‖Θ|
∑
a˜∈A, o˜∈Θ
∑
s′∈S
Oˆ
bˆ,a˜,o˜
(s′, a, o)
∑
s∈S
Tˆ
bˆ,a˜,o˜
(s, a, s′)bˆ(s), (40)
8 To be precise, the procedure in Fig. 6 is correct only under the condition that bˆ′(s′) = 0 and (O(s′, a, o),O(s′, a, o)) = (0,0) for all s′ ∈ S. For
the general case, we require a little more complicated procedure that is described in Appendix B.
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the ρˆ(h, a)’s for which bˆh is the same. To see that solving these equations is equivalent to solving Eqs. (21), (22),
(35), and (36), note that we have, by construction, Tˆh1,a,o = Tˆh2,a,o, Oˆh1,a,o = Oˆh2,a,o, and τ(bˆh1 , a, o, bˆMh1,a,o) =
τ(bˆh2 , a, o, bˆ
M
h2,a,o
) whenever bˆh1 = bˆh2 holds, for any h1, h2 ∈ H , a ∈ A, and o ∈ Θ .
Finally, if |Bˆ| is finite, the quasi-optimal policy can be obtained by solving these equations (Eqs. (37)–(40)) nu-
merically, for example by the value iteration methods [6].
5. Theoretical analyses
5.1. A bound on the reward losses of the quasi-optimal policies
We provide a bound on the amount of reward loss that may occur by using a quasi-optimal policy instead of
specifying the correct second-order beliefs and performing the strict optimization. Note that this bound is applicable
not only to the quasi-optimal policies obtained by the algorithm in Section 4 but also to quasi-optimal policies
obtained by any other method.
In the following, let 
Tmax and 
Omax denote the maximum imprecision of the parameters in Th and Oh, i.e.,

Tmax := max
s,s′∈S, a∈A
∣∣T (s, a, s′) − T (s, a, s′)∣∣ (41)
and

Omax := max
s′∈S, a∈A, o∈Θ
∣∣O(s′, a, o) − O(s′, a, o)∣∣. (42)
Let V μˆ∗ be the value (i.e., the infinite-horizon discounted sum of the expected rewards) of a given quasi-optimal policy
μˆ∗ that is evaluated in the hypothetical POMDP. Let V μ∗ be the value of the truly optimal policy μ∗ that is also
evaluated in the hypothetical POMDP. Note that, by definition, V μ∗  V μˆ∗ .
Theorem 1. The reward loss, i.e., the difference between V μˆ∗ and V μ∗ , is bounded by
V μ
∗ − V μˆ∗  ((1 − γ )|S|

T
max + 16γ d)Rmax + (1 + 15γ )γ d(Vˆ μˆ
∗
max + Vˆ μ
∗
max)
(1 − γ )2 ,
where
d := |S|
Tmax + |Θ|
Omax + 2|Θ‖S|
Tmax
Omax, (43)
Rmax := max
s,s′∈S, a∈A
∣∣R(s, a, s′)∣∣, (44)
and
Vˆ μmax := max
h∈H, a∈A, o∈Θ
∣∣Vˆ μ(h; 〈a, o〉)∣∣ (45)
for any policy μ :H → A, in which Vˆ μ :H →R is the solution of
Vˆ μ(h) = ρˆ(h,μ(h))+ γ ∑
o∈Θ
Pˆ
(
o|h,μ(h))Vˆ μ(h; 〈μ(h), o〉) (46)
for every h ∈ H , where ρˆ and Pˆ are the functions in Eqs. (21) and (22) that the quasi-optimal policy μˆ∗ satisfies.
Proof. See Appendix C. 
Here are some notes on how this bound can be calculated (or upper-bounded):
First, both Vˆ μˆ
∗
max and Vˆ μ
∗
max are upper-bounded by Vmax := Rmax + γRmax + γ 2Rmax + · · · = Rmax/(1 − γ ), which
is easy to calculate.
Second, Vˆ μˆ
∗
max is readily available if our algorithm (Section 4) has been used to derive the quasi-optimal policy
μˆ∗. Note that Vˆ μ in Eq. (46) is an extension of Vˆ ∗ in Eq. (21) in the sense that Vˆ μ is the value (that is estimated by
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identical to Vˆ ∗. Since our algorithm calculates Vˆ ∗, it is easy to obtain Vˆ μˆ
∗
max by Eq. (45).
Last, for Vˆ μ
∗
max, there is a tighter bound than Vmax. If R(s, a, s′) is non-negative for all s, a, and s′, then Vˆ μ
∗
max is
upper-bounded by Vˆ μˆ
∗
max. Otherwise, Vˆ μmax is upper-bounded by the larger value of Vˆ μˆ
∗
max and Vˆ
μˆ∗−,−
max , where Vˆ
μˆ∗−,−
max is
calculated in exactly the same manner as Vˆ μˆ
∗
max, except that the reward function R is replaced by −R and the quasi-
optimal policy μˆ∗− is optimized for this modified problem (i.e., μˆ∗− maximizes the estimated total negative reward).9
Thus, this theoretical bound can be easily calculated. Unfortunately, this is not a tight bound. Unless γ , 
Tmax, and

Omax are sufficiently small, this bound is looser than the default bound 2Rmax/(1 − γ ) that can be applied to any
policy.10 Given the presence of the (1 − γ )−2 factor, our bound is of limited practical use for problems in which
γ is close to 1. Tighter bounds remain to be derived in future studies. We will study the reward loss empirically in
Section 6.
5.2. Computational complexity of the provided algorithm
Here we summarize the computational costs our algorithm (Section 4) incurs in solving for the quasi-optimal policy.
First, we show that the FIND-A-SMALL-BELIEF-SET procedure of Section 4.1, which uses the IS-FEASIBLE
procedure discussed in Section 4.2, terminates with finite |Bˆ| under moderate conditions. Suppose, for example,
that every parameter has non-zero imprecision (i.e., for every parameter, the lower bound (Eqs. (30)–(33)) does not
equal the upper bound). Let us consider a set Δ′
bˆ
into which a first-order belief bˆ can be Bayes-updated (Eq. (29))
by choosing a set of averaged model functions (Tˆ and Oˆ) arbitrarily under the convexity conditions. Note that Δ′
bˆ
is a subset of the probability simplex Δ|S|. Let bc be the first-order belief that is added when the desired averaged
model functions are not found in the IS-FEASIBLE procedure (Section 4.2). Since every parameter has non-zero
imprecision, we can always place bc inside Δ′
bˆ
at a positive distance from its boundary; i.e., we can guarantee that the
set Δ′
bˆ
includes a non-empty ball
K = {b | ‖b − bc‖ 
r , b ∈ Δ|S|}⊂ Δ′
bˆ
, (47)
where 
r > 0 is the radius of the ball, and ‖ · ‖ denotes the L1 norm. Thus, when the FIND-A-SMALL-BELIEF-
SET procedure adds a new first-order belief, this belief should be a distance of more than 
r from the other first-order
beliefs. Since every first-order belief is in the simplex Δ|S|, the procedure cannot continue adding new first-order
beliefs an infinite number of times. It has therefore been proved that the procedure terminates with a finite number
of the first-order beliefs. The condition that every parameter has non-zero imprecision can be relaxed, as long as the
non-empty ball is guaranteed to exist.
As is evident from this discussion, the number of first-order beliefs |Bˆ| can, in the worst case, increase exponentially
with |S|. As described below, |Bˆ| is an important factor in the computational complexity of the provided algorithm.
However, currently, we have no other theoretical results concerning |Bˆ|. We will instead provide some empirical
results in the next section; for example, we will show that |Bˆ| does not always increase exponentially with |S|.
Next, we quantify the computational complexity of the present algorithm. We use the notation O(·) to indicate
the order of the complexity. First, for the FIND-A-SMALL-BELIEF-SET procedure, we need, in the worst case,
O(|Bˆ|2|A‖Θ|) iterations of the IS-FEASIBLE procedure. Second, as noted in Section 4.2, the IS-FEASIBLE proce-
dure can be conducted efficiently; in the interval case, the complexity is O(poly(|S|)), that is the polynomial order of
|S|. In the point-set case, it is O(poly(|S|NT )), where NT := maxs∈S,a∈A |T M(s, a)|. Third, to construct the belief-
state MDP (Eqs. (39) and (40)), we require O(|Bˆ||A|2|Θ|2|S|2) time. Last, to solve the belief-state MDP (Eqs. (37)
and (38)) by the value iteration method, we need O(|Bˆ||A||Θ|) time per iteration.
9 The former bound is derived by noting that Vˆ μ∗ (h; 〈a, o〉) Vˆ μˆ∗ (h; 〈a, o〉) holds for any h, a, and o. The latter bound is derived by noting
additionally that |Vˆ μ∗ (h; 〈a, o〉)|  max(Vˆ μ∗ (h; 〈a, o〉),−Vˆ μ∗ (h; 〈a, o〉)) and −Vˆ μ∗ (h; 〈a, o〉)  Vˆ μˆ∗−,−(h; 〈a, o〉) hold for any h, a, and o,
where we define Vˆ μ,− for any μ in the same manner as Vˆ μ, except that we replace the reward function R with −R.
10 This default bound is obtained by observing that any policy may miss at most 2Rmax reward at each time step. Calculating the discounted sum
over an infinite horizon gives this bound; i.e., 2Rmax + 2Rmaxγ + 2Rmaxγ 2 + · · · = 2Rmax/(1 − γ ).
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ing the complexity of the FIND-A-SMALL-BELIEF-SET procedure and that of the IS-FEASIBLE procedure, we
see that the time that the IS-FEASIBLE procedure requires is O(|Bˆ|2|A||Θ|poly(|S|)) in the interval case, and
O(|Bˆ|2|A||Θ|poly(|S|NT )) in the point-set case. These can be changed into O(|Bˆ||A||Θ|(poly(|S|) + |Bˆ||S|))
and O(|Bˆ||A||Θ|(poly(|S|NT ) + |Bˆ||S|)), respectively, by the following modification. Recall that, in the FIND-A-
SMALL-BELIEF-SET procedure, given each bˆh and a ∈ A and o ∈ Θ , we search through all the candidates (i.e.,
all the first-order beliefs that have already been calculated), seeking one that τ(bˆh, a, o, bˆMh,a,o) can be identical to.
However, in many cases, searching through all the candidates can be avoided; we can search through only a small
number of the candidates that are likely to include the required belief. To do this, we first calculate a tentatively
Bayes-updated belief bˆ′′ = τ(bˆh, a, o, bˆMh,a,o), using an arbitrary bˆMh,a,o that satisfies the permissibility condition. Then
we pick k-nearest neighbors of bˆ′′ among all the candidate beliefs, and we search only within them. Note that, with
this modification, we can still find the quasi-optimal policy. Although this modification may increase the resultant size
of Bˆ , empirically, it was found to significantly reduce the total computational time. In the next section we adopt this
technique with k = 5, using the L1 norm for measuring the distance between the first-order beliefs. Further, note that
with this modification, the FIND-A-SMALL-BELIEF-SET procedure of Section 4.1 still terminates with finite |Bˆ|
under moderate conditions. This is proved in exactly the same manner as in the beginning of this section if we let bˆ′′
be bc, i.e., if we use bˆ′′ as the first-order belief to be added when the search fails.
There is another modification that we can make to our algorithm in order to reduce the computational cost. When
the number of states, |S|, is large, it takes long time to solve the linear programming problem in the IS-FEASIBLE pro-
cedure. Recall that it takes O(poly(|S|)) time in the interval case and O(poly(|S|NT )) time in the point-set case. We
can modify the procedure so that we search only for the values for Oˆ . The transition function Tˆ is set arbitrarily (under
the convexity conditions). With Tˆ fixed, the procedure (Fig. 6) requires O(|S|2) time for both the interval case and
the point-set case. This modification often reduced the solution time when |S| is large. We use this modification in
Sections 6.2 and 6.3. Note that since this modification restricts the search space of the IS-FEASIBLE procedure, the
number of required first-order beliefs might increase. However, this modification often reduced significantly the time
spent in each search, and consequently the total solution time was reduced. Note also that with this modification, the
FIND-A-SMALL-BELIEF-SET procedure of Section 4.1 still terminates with finite |Bˆ| under moderate conditions.
For example, if every parameter in Oˆ has non-zero imprecision, the non-empty ball K in Eq. (47) can be guaranteed
to exist, and hence the procedure terminates with finite |Bˆ|.
6. Experiments
We applied our algorithm to several POMDPIPs. We report only results for the interval case. Those for the point-set
case are expected to be similar. All results were obtained by Matlab codes on a Pentium4 PC.11
6.1. Small-sized POMDPIPs
Here, we used nine small-sized POMDPs for which the optimal policies are known [11,24,57].
First, for each POMDP (Table 1) and a parameter 
 ∈ {0.0125, 0.025, 0.05, 0.1, 0.2, 0.4, 0.6} that controls the
imprecision, we constructed a POMDPIP as follows. We set T M as T M(s, a, s′) := [T (s, a, s′) − 
, T (s, a, s′) +

] for all s, s′ ∈ S and a ∈ A, where T (s, a, s′) is the parameter value of the original POMDP. Similarly we set
OM(s′, a, o) := [O(s′, a, o) − 
,O(s′, a, o) + 
] for all s′ ∈ S,a ∈ A and o ∈ Θ , where O(s′, a, o) is the original
parameter value. We made these bounds saturated as 0 or 1, when they exceeded the range of [0,1]. We then calculated
the maximum imprecision 
Tmax and 
Omax (Eqs. (41) and (42)), and let 
max be the maximum of these.
Second, we applied our algorithm to each of these POMDPIPs, and obtained the quasi-optimal policies. Since the
algorithm sometimes requires arbitrary averaged model functions (Tˆ and Oˆ), we calculated “typical” model functions
and used them whenever necessary. To make the typical model functions, we first calculated the middle points of the
upper and lower bounds. Since such points sometimes break the sum-to-1 constraints (e.g., ∑s′ Tˆ (s, a, s′) = 1), we
11 The codes are freely available at http://www.brn.dis.titech.ac.jp/˜hideaki/pomdpips/index.htm.
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Small-sized POMDPs with known optimal policies
Test problem |S| |A| |Θ|
Tiger 2 3 2
1D maze 4 2 2
4× 3 11 4 6
4 × 3 CO 11 4 11
Cheese 11 4 7
Part painting 4 4 2
Network 7 4 2
Shuttle 8 3 5
Aircraft ID 12 6 5
Fig. 7. Small-sized POMDPIPs; the reward losses of the quasi-optimal policies evaluated in the original POMDPs.
then picked the nearest points (measured by Euclidean norm) that do not violate all the constraints (both the sum-to-1
constraints and the convexity conditions).
Then we studied whether the quasi-optimal policies obtained were nontrivial (Fig. 7). For each POMDPIP problem,
we assumed that the original POMDP was the true environment, i.e., the hypothetical POMDP in Section 3.2. We
evaluated V μˆ∗ , i.e., the value of the obtained quasi-optimal policy in the original POMDP. We also evaluated V μ∗ ,
i.e., the value of the truly optimal policy of the original POMDP. The difference, V μ∗ −V μˆ∗ , indicates the reward loss
that occurred by using the quasi-optimal policy, instead of identifying the true environment and performing the strict
optimization for it. Fig. 7 shows the reward losses, each of which was normalized by V μ∗ . For all of the problems, the
reward losses were small when 
max was small. This indicates that the quasi-optimal policies found were nontrivial.
These policies are admissible as solutions of the POMDPIPs in the sense that they are almost optimal for at least one
possibly true environment.
Furthermore, we studied robustness of the obtained policies (Fig. 8). In this study, we regard a policy to be robust
if the reward loss, V μ∗ − V μˆ∗ , is small for various true environments. For each POMDPIP problem, we randomly
generated twenty hypothetical POMDPs. For each of the hypothetical POMDPs, we calculated the reward loss in the
same way as in Fig. 7. Then we calculated the largest reward loss in these twenty environments. The results (Fig. 8)
suggest that, in many problems, the reward loss is kept small as long as 
max is within a range. However, in Aircraft ID
and Tiger, relatively large reward losses were observed. In these problems, the agent receives a huge negative reward
by taking some action in some state. To avoid the huge negative reward, the first-order belief (i.e., the belief in the
state) needs to be inferred precisely. For such problems, quasi-optimal policies may not be a good solution; we may
need precise probabilities and strict optimization, or we may need other policies such as maximin.
We compared the robustness of the quasi-optimal policies with that of the E-admissible policies. Note that the
quasi-optimal policies could be more robust than the E-admissible policies (Section 3.3 and Appendix A). For each
POMPDIP problem, we obtained three kinds of E-admissible policies: (1) the optimal policy for the original POMDP
problem, (2) the optimal policy for the POMDP that consists of the “typical” model functions, and (3) the optimal
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Fig. 9. Small-sized POMDPIPs; solution time (left) and |Bˆ| (right). See Fig. 7 for the legend.
policy for a randomly-generated hypothetical POMDP. For each of these E-admissible policies, we calculated the
largest reward loss as in Fig. 8. Unfortunately, the results (not shown) were not significantly different from those of
the quasi-optimal policies in Fig. 8. Among the three kinds of the E-admissible policies tested, the first ones (i.e.,
the optimal policies for the original POMDPs) were the most robust (i.e., the largest reward loss was the smallest)
in most of the problems. Thus, we compared these E-admissible policies with the quasi-optimal policies. Out of the
63 POMDPIP problems (9 original POMDP problems times 7 values of 
max) in Fig. 8, these E-admissible policies
were more robust than the quasi-optimal policies in 29 problems. In the other 34 problems, the quasi-optimal policies
were more robust. Thus, the quasi-optimal policies tended to be more robust. However, the difference was subtle, and
further research is required for detailed comparisons.
Fig. 9 (left) shows the cpu time required to obtain the quasi-optimal policies. Our algorithm terminated in a rea-
sonably short time in many cases. For example, for the “Aircraft ID” problem, the shortest solution time ever reported
is 27,676 seconds [57]. Although direct comparison is impossible, our algorithm required 5,152 seconds when 
max
was around 0.05, and only 467 seconds when it was around 0.1 (with a degraded value, though). For the “Network”
problem, the shortest solution time ever was 140 seconds [57], whereas our algorithm required 35 seconds when 
max
was around 0.05 and 11 seconds when it was around 0.1. In some of the other problems, however, our algorithm
recorded longer solution times than those reported for other algorithms.
The number of beliefs, |Bˆ|, is plotted in Fig. 9 (right). It may be noted that the plots of the |Bˆ| appear similar to
those of the cpu time. This result is in agreement with expectations due to the algorithm’s complexity (Section 5.2).
We further note that |Bˆ| increases as 
max becomes smaller. All the plots in the figure appear to be well approximated
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poly(1/
max).
The slopes of the plots in Fig. 9 clearly depend on the problem being solved; The slopes of the plots of the Aircraft
ID and Part painting problems are large, whereas they are smaller for the Cheese and 4 × 3 CO problems. This
indicates that |Bˆ| does not depend directly on the size of the problem (i.e., |S|, |A| and |Θ|). Rather, it appears that
the slopes tended to be smaller for problems for which |Θ| is large compared with |S|. This result is in agreement
with expectations; if |Θ| is large, and if by each o ∈ Θ the agent tends to be able to obtain a relatively large amount
of information about the state s, then the first-order beliefs bˆh ∈ Bˆ will be mostly located around the rims of the
probability simplex (i.e., bˆh(s)  1 for most s ∈ S), and hence only a small number of the beliefs would be required
in the FIND-A-SMALL-BELIEF-SET procedure of Section 4.1.
6.2. POMDPIPs with nearly full observations
Next we study larger-sized problems. As suggested in the previous section, our algorithm can be expected to
quickly solve POMDPIPs in which the agent’s first-order beliefs are mostly located around the rims of the probability
simplex. As an example, we consider here some problems in which the agent can perform low-noise observations of
the states.
First, we constructed POMDPs. They are maze-type environments with n states and four actions, and the agent’s
state can be observed by n kinds of observations (i.e., |S| = |Θ| = n, |A| = 4); we constructed three mazes with
n = 320,640, and 1280. These POMDPs are simple models of a navigation problem in which a robot does not have
a complete capability of moving and sensing, but has a capability close to this condition. The agent’s action changes,
with a probability of 0.9, its current state to another one in agreement with its intention. However, with a probability
of 0.1, the agent stays in the same state or moves to an unintended state that is selected uniformly randomly. Each
observation corresponds to each state by a one-to-one mapping, and usually (with probability 0.9) the agent observes
the current state correctly. However, with a probability of 0.1, it observes a false state that is selected uniformly
randomly. The initial state is distributed uniformly over the states. There is a single goal state. A reward of 1 is given
for reaching the goal state, there is no reward otherwise. We set γ = 0.95.
Having constructed the POMDPs, we made POMDPIPs from these POMDPs, in the manner described in Sec-
tion 6.1.
Then we obtained their solutions. We used a modified algorithm in which the IS-FEASIBLE procedure searches
only for the values in Oˆ (see Section 5.2 for details). We set the transition function Tˆ as the “typical” model function
defined in Section 6.1, instead of setting it by linear programming.
The results are shown in Figs. 10–12. The formats are the same as those of Figs. 7–9, except that, in Figs. 10 and
11, the value of the truly optimal policy, V μ∗ , of each problem was calculated approximately by the Perseus algorithm
[52,53] because we could not solve these large problems exactly.
Fig. 10. POMDPIPs with nearly full observations; the reward losses of the quasi-optimal policies evaluated in the original POMDPs.
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hypothetical POMDPs. See Fig. 10 for the legend.
Fig. 12. POMDPIPs with nearly full observations; solution time (left) and |Bˆ| (right). See Fig. 10 for the legend.
The quasi-optimal policies were obtained successfully for these POMDPIPs, even for the cases in which |S| =
|Θ| = 1240, without a significant reduction in the performance. The policies obtained were suggested to be nontrivial
(Fig. 10) and robust (Fig. 11) when the parameter imprecision was small. As expected, the algorithm terminated in
a reasonable time (Fig. 12 left) with a small number of first-order beliefs (Fig. 12 right). In all of the problems, the
number of required first-order beliefs was less than 4 times larger than |S|.
6.3. Problems that have not been solved
Although our algorithm was able to solve the large-sized problems up to |S| = 1240 in Section 6.2, it failed to solve
some other problems in a reasonable amount of time. We report on these problems in this section. Further research is
required to solve these problems.
We tried to solve the Tag-Avoid problem [44], Cycle10 problem, and 3leg10 problem [45,47] (Table 2). For each
of these POMDP problems, we created POMDPIPs in the manner described in Section 6.1, with 
 = 0.0125, 0.1, 0.4,
0.6, or 0.8. In each POMDPIP problem, we applied the algorithm used in Section 6.2, which searches only for the
values of the parameters in Oˆ . The algorithm used in Section 6.1, which searches for the values of the parameters in
Tˆ and Oˆ , was not applicable due to running out of memory.
For each POMDPIP problem, we allowed the algorithm to run for up to 48 hours. For 
 ∈ {0.0125, 0.1, 0.4, 0.6},
none of the problems were solved within the time limit. Many first-order beliefs had been generated (Table 2), and
more beliefs were being generated. For 
 as large as 0.8, the algorithm terminated after generating a tractable number
476 H. Itoh, K. Nakamura / Artificial Intelligence 171 (2007) 453–490Table 2
Problems for which the algorithm did not terminate or terminated but failed to find a satisfactory solution
Test |S| |A| |Θ| # beliefs (×104) # beliefs (×100)
problem generated within 48 h when terminateda

 = 0.0125 0.1 0.4 0.6 0.8
Tag-Avoid 870 5 30 3.2 3.1 2.0 1.4 439 (759, 2.1)
Cycle10 1280 21 2 2.9 2.8 2.8 1.4 33 (23, 0.41)
3leg10 1280 21 2 2.9 2.8 2.8 1.6 127 (76, 0.42)
a Shown with (time elapsed [s], normalized reward loss of the policy found).
of beliefs (Table 2) for every problem. However, the policies found were unsatisfactory; the normalized reward loss,
which we calculated in the same manner as in Fig. 10, was 0.41 or larger.
7. Conclusion
In this paper, we formulated POMDPIPs and their quasi-optimal policies, and provided an efficient algorithm to
obtain these policies. We also provided a theoretical bound on the reward losses of the quasi-optimal policies and the
computational complexity of the algorithm. Empirical studies showed that the algorithm can find nontrivial policies
in a reasonable time for many POMDPIPs.
There are several directions for future research.
First, characteristics of the quasi-optimal policy can be studied more deeply. For example, derivation of tighter
theoretical bounds may be investigated. Also, detailed comparisons between the quasi-optimal policies and the E-
admissible policies remain to be performed (Section 6.1).
Second, robustness of the policy can be pursued further. In this paper, we did not attempt to obtain the most
robust policies possible. For some problems, the quasi-optimal policies were relatively less robust (Section 6.1).
It would be desirable if we could obtain the robust policies, e.g., using the maximin approach, within a reasonable
time. Recently, Nilim and El Ghaoui proposed handling imprecision by using likelihood-bounded sets (as opposed to
intervals) in order to efficiently obtain robust policies in MDPs [39,40]. It would be interesting to investigate POMDPs
as well.
Third, other types of the solution algorithm can be considered. Although our algorithm solved many POMDPIPs,
it failed (Section 6.3) to solve the problems for which recent POMDP algorithms are able to find good (although
approximate) policies [43,45,47]. Our algorithm directly constructs grid-based belief state MDPs. It can suffer from
exponential growth of the number of first-order beliefs, as in the other grid-based approaches [7,28,59]. Other ap-
proaches, e.g., those based on α-vectors [24,44,46,47,51–53,57], may offer reduced solution times for the classes of
POMDPIPs for which our algorithm is slow.
Last, we note that our algorithm can also be used as an approximate planning method for large-sized POMDPs.
Even when parameters are given precisely, we can choose to introduce a parameter imprecision, balancing the gains in
reduction in solution time against the reduction in accuracy. The empirical results (Section 6) are encouraging because
they suggest that satisfactory policies will be obtained within a certain range of the parameter imprecision. Note that
the idea that the parameter imprecision can be exploited to reduce the computational complexity of solving POMDPs
is orthogonal to other approximation methods (reviewed in Section 1), i.e., every combination of this idea and other
approximation methods can be pursued.
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using a single second-order belief
Let us consider a very simple POMDPIP problem. Suppose that there are four states, S = {s1, s2, s3, s4}, two
actions, A = {a1, a2}, and two observations, Θ = {o1, o2}. Suppose p0 = (1,0,0,0), i.e., the process starts with
s1. Let us consider the point-set case. Let T M be T M(s, a) = {(0,0,0,1)} for all s and a, except T M(s1, a1) =
{(0,0.4,0.6,0), (0,0.6,0.4,0)}. That is, the state always changes to s4 no matter which action the agent takes, except
that it changes to s2 or s3 with the imprecise probability if the agent takes action a1 in state s1. Let OM be OM(s′, a)
= {(0.5,0.5)} for all s′ and a; that is, the state is completely unobservable. Let R be R(s, a, s′) = 0 for all s, a, and
s′, except that R(s, a, s′) = 1 for s = s2, a = a1, and s′ = s4, and that R(s, a, s′) = 1 for s = s3, a = a2, and s′ = s4.
That is, a reward is gained only when the agent takes action a1 in state s2 or when the agent takes action a2 in state s3.
For this POMDPIP problem, let us consider the history tree shown in Fig. 4. The possibly-correct first-order
beliefs are (1) bˆ∅ = p0 = (1,0,0,0), (2) bˆ11, which is the belief after taking action a1 and observing o1, equals a
convex combination of (0,0.4,0.6,0) and (0,0.6,0.4,0), (3) bˆ12 also equals a convex combination of (0,0.4,0.6,0)
and (0,0.6,0.4,0), and (4) (0,0,0,1) otherwise. Note that bˆ11 and bˆ12 are calculated depending on the second-order
beliefs bˆM∅,a1,o1 and bˆ
M
∅,a1,o2 , respectively. Thus, if only a single second-order belief is allowed, bˆ11 and bˆ12 should be
identical. If multiple second-order beliefs are allowed, bˆ11 and bˆ12 can be different.
Now, let us consider which action is to be taken after each action-observation history. Since a reward can be gained
only when the state is in s2 or s3, the initial action (i.e., the action after history ∅) should be a1. For the same reason,
the actions after two actions (i.e., actions after bˆ1111, bˆ1112, and so on) do not affect the total reward. Thus, the only
actions to be optimized are those immediately after bˆ11 and bˆ12.
Let us consider the action after bˆ11. Recall that a unit reward is gained for action a1 in state s2 or action a2 in state
s3. The estimated rewards for actions a1 and a2 depend on the value of bˆ11, as shown in Fig. A.1. For example, if
bˆ11(s2) = 0.4 (which means bˆ11 = (0,0.4,0.6,0)), then the estimated reward is 0.4 for action a1 and 0.6 for action
a2; hence action a2 should be taken.
The same holds for the action after bˆ12. Thus, if only a single second-order belief is allowed, then bˆ11 and bˆ12 are
identical, and hence the actions after bˆ11 and bˆ12 are identical. Let us suppose, for example, that bˆ11(s2) = bˆ11(s3) =
0.4. Then action a2 is selected both after bˆ11 and bˆ12.
On the other hand, if multiple second-order beliefs are allowed, and if bˆ11 and bˆ12 are different, then the actions
after bˆ11 and bˆ12 can be different. Let us suppose, for example, that the agent adopts bˆ11(s2) = 0.4 and bˆ12(s2) = 0.6.
Then action a2 is selected after bˆ11 and action a1 is selected after bˆ12. Since both bˆ11 and bˆ12 are reached with
probability 0.5, this agent selects action a1 or a2 with probability 0.5.
Now, suppose that the correct second-order beliefs are given (as in Section 3.2). Depending on their values, the
expected total reward varies from 0.4γ to 0.6γ for the agent who always selects a2 (where γ is the discount factor).
On the other hand, the expected reward is always 0.5γ for the agent who selects a1 or a2 with probability 0.5.
Fig. A.1. Reward expected by taking action a1 or a2 after bˆ11.
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beliefs if the belief adopted is correct, the worst case performance can be better in the agent with multiple beliefs. In
this sense, the use of multiple beliefs can lead to a more robust policy.
Note that in other parts of this paper, we use the term “robust” with a slightly different meaning; i.e., we regard
a policy to be robust if the reward loss incurred by using the policy, instead of using the optimal policy for each
environment, is small for various environments (Section 6). The conclusion in Appendix A is not changed by adopting
this meaning because the maximum reward loss is 0.2γ for the agent who always selects a2 and 0.1γ for the agent
who selects a1 or a2 with probability 0.5.
Note that we do not argue that the use of multiple beliefs is always better. Note also that, in our algorithm, we
do not try to find a policy that is as robust as possible. The example in this section suggests the use of randomized
policies (i.e., stochastic action-selection rules) for robustness. Finding such robust policies is beyond the scope of the
present paper. The only purpose of introducing this simple example is to show that it is not always advantageous to
use a single second-order belief compared to the use of multiple second-order beliefs.
Appendix B. Derivation of the IS-FEASIBLE procedure
First, we consider the interval case. In the IS-FEASIBLE procedure, the query that we want to answer as true or
false is formalized as follows:
Q1: There exists Tˆ (s, a, s′) ∈R for each s and s′ ∈ S, Oˆ(s′, a, o) ∈R for each s′ ∈ S, and Z ∈R, s.t.
Z > 0, (B.1)
Z =
∑
s,s′∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o), (B.2)
T (s, a, s′) Tˆ (s, a, s′) T (s, a, s′) for all s, s′ ∈ S, (B.3)∑
s′∈S
Tˆ (s, a, s′) = 1 for all s ∈ S, (B.4)
O(s′, a, o) Oˆ(s′, a, o)O(s′, a, o) for all s′ ∈ S, (B.5)∑
s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = bˆ′(s′) for all s′ ∈ S (B.6)
hold.
There are some non-linear equations in this query. In the following, we transform this query into an equivalent
query that consists of linear equations only.
To begin with, in Q1, Eq. (B.2) is unnecessary because we already have Eqs. (B.1) and (B.6) and ∑s′∈S bˆ′(s′) = 1
holds by construction. Consequently, the query Q1 is equivalent to:
Q2: There exists Tˆ (s, a, s′) ∈ R for each s and s′ ∈ S, Oˆ(s′, a, o) ∈ R for each s′ ∈ S, and Z ∈ R, s.t. Eqs. (B.1),
(B.3)–(B.6) hold.
Q1 is equivalent to Q2, since Q1 is true (or false) when Q2 is true (or false), respectively.
Next, let us divide S into mutually exclusive sets S1, S2, S3, and S4, as:
S1 :=
{
s′ | bˆ′(s′) = 0,O(s′, a, o) = 0,O(s′, a, o) = 0, s′ ∈ S},
S2 :=
{
s′ | bˆ′(s′) = 0, s′ ∈ S − S1
}
,
S3 :=
{
s′ | bˆ′(s′) = 0,O(s′, a, o) = 0, s′ ∈ S},
S4 :=
{
s′ | bˆ′(s′) = 0,O(s′, a, o) = 0, s′ ∈ S}.
Note that the sets S1, S2, S3, and S4 form a partition of S. It is straightforward to see that Q2 is equivalent to:
Q3: There exists Tˆ (s, a, s′) ∈R for each s and s′ ∈ S, Oˆ(s′, a, o) ∈R for each s′ ∈ S, and Z ∈R, s.t.
Eqs. (B.1), (B.3), (B.4),
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s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = bˆ′(s′) = 0 for all s′ ∈ S1, (B.8)
O(s′, a, o) Oˆ(s′, a, o)O(s′, a, o) = 0 for all s′ ∈ S2, (B.9)∑
s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = bˆ′(s′) for all s′ ∈ S2, (B.10)
0 Oˆ(s′, a, o)O(s′, a, o) for all s′ ∈ S3, (B.11)∑
s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = 0 for all s′ ∈ S3, (B.12)
0 < O(s′, a, o) Oˆ(s′, a, o)O(s′, a, o) for all s′ ∈ S4, (B.13)∑
s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = 0 for all s′ ∈ S4 (B.14)
hold.
Note that, in Eq. (B.9), we have O(s′, a, o) = 0, since, if O(s′, a, o) = 0, then, from 0O(s′, a, o)O(s′, a, o),
it is concluded that O(s′, a, o) = O(s′, a, o) = 0, which means that s′ is in S1, not in S2.
Next, we prove that Q3 is equivalent to:
Q4: S1 is an empty set, and there exists Tˆ (s, a, s′) ∈ R for each s and s′ ∈ S, Oˆ(s′, a, o) ∈ R for each s′ ∈ S, and
Z ∈R, s.t.
Eqs. (B.1), (B.3), (B.4),
O(s′, a, o) Oˆ(s′, a, o)O(s′, a, o) = 0 for all s′ ∈ S2,∑
s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = bˆ′(s′) for all s′ ∈ S2,
Oˆ(s′, a, o) > 0 for all s′ ∈ S2,∑
s∈S
bˆ(s)Tˆ (s, a, s′) = 0 for all s′ ∈ S4
hold.
To prove that Q3 is equivalent to Q4, check that Q4 is true if Q3 is true, and that Q3 is true if Q4 is true. To
check the former, note the followings: For s′ ∈ S1, Eqs. (B.7) and (B.8) can never be satisfied. For s′ ∈ S2, Eqs. (B.9)
and (B.10) can be satisfied only if Oˆ(s′, a, o) > 0 holds. For s′ ∈ S4, Eqs. (B.13) and (B.14) are satisfied only if∑
s∈S bˆ(s)Tˆ (s, a, s′) = 0.
To check the latter, note the followings: For s′ ∈ S3, Eqs. (B.11) and (B.12) can always be satisfied by setting
Oˆ(s′, a, o) = 0, (B.15)
which is always possible by the definition of S3. For s′ ∈ S4, Eq. (B.13) can always be satisfied by setting
Oˆ(s′, a, o) arbitrarily s.t. O(s′, a, o) Oˆ(s′, a, o)O(s′, a, o), (B.16)
which is always possible by definition.
Next, let us define q(s′) = Z/Oˆ(s′, a, o) for all s′ ∈ S2. Now Q4 is equivalent to:
Q5: S1 is an empty set, and there exists Tˆ (s, a, s′) ∈R for each s and s′ ∈ S, q(s′) ∈R for each s′ ∈ S2, and Z ∈R,
s.t.
Eqs. (B.1), (B.3), (B.4),
Z
′  q(s
′) Z′ for all s
′ ∈ S2, (B.17)
O(s , a, o) O(s , a, o)
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s∈S
bˆ(s)Tˆ (s, a, s′) = bˆ′(s′)q(s′) for all s′ ∈ S2, (B.18)
q(s′) < ∞ for all s′ ∈ S2, (B.19)∑
s∈S
bˆ(s)Tˆ (s, a, s′) = 0 for all s′ ∈ S4 (B.20)
hold, where we define Z
O(s′,a,o) = ∞ when O(s′, a, o) = 0 in Eq. (B.17). Note that ZO(s′,a,o) = ∞ since O(s′, a, o) = 0
for any s′ ∈ S2.
In Q5, Eq. (B.19) is unnecessary, since we have Eq. (B.18) in which the left-hand side is finite and bˆ′(s′) = 0 by
definition of S2. Thus, finally, we have that Q5 is equivalent to:
Q6: S1 is an empty set, and there exists Tˆ (s, a, s′) ∈R for each s and s′ ∈ S, q(s′) ∈R for each s′ ∈ S2, and Z ∈R,
s.t. Eqs. (B.1), (B.3), (B.4), (B.17), (B.18), and (B.20) hold.
Therefore, if S1, S2, and S4 are empty (which is often the case), we obtain the IS-FEASIBLE procedure in Fig. 6.
Otherwise, we need a little more (but almost negligible) computational cost to answer the Q6 correctly; we need to test
if S1 is empty and to include Eq. (B.20) as a constraint. We also need to use Eqs. (B.15) and (B.16) to set Oˆ(s′, a, o)
for s′ ∈ S3 and S4, respectively. Still, note that we can easily answer Q6, since all the constraints are linear.
We can consider the point-set case in a similar manner. The query that we want to answer as true or false is
formalized as follows:
Q7: There exists Tˆ (s, a, s′) ∈R for each s and s′ ∈ S, Oˆ(s′, a, o) ∈R for each s′ ∈ S, λis ∈ [0,1] for all s ∈ S and
i = 1, . . . , |T M(s, a)|, νi
s′ ∈ [0,1] for all s′ ∈ S and i = 1, . . . , |OM(s′, a)|, and Z ∈R, s.t.
Z > 0,
Z =
∑
s,s′∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o),
T (s, a, s′) =
∑
i
λisT
M
i (s, a, s
′) for all s, s′ ∈ S,
∑
i
λis = 1 for all s ∈ S,
O(s′, a, o) =
∑
i
νis′O
M
i (s
′, a, o) for all s′ ∈ S, (B.21)
∑
i
νis′ = 1 for all s′ ∈ S, (B.22)
∑
s∈S
bˆ(s)Tˆ (s, a, s′)Oˆ(s′, a, o)/Z = bˆ′(s′) for all s′ ∈ S
hold.
The constraints, Eqs. (B.21) and (B.22) with νi
s′ ∈ [0,1], are equivalent to Eq. (B.5) (note that a and o are fixed
here). After replacing them with Eq. (B.5), we can obtain the final form in Fig. 6 in the same way as the interval case
described above.
Appendix C. Proof of Theorem 1
Here, we provide the proof of Theorem 1. This proof is based on McAllester et al. [37].
The proof strategy is as follows. Note that Theorem 1 gives a bound on the error of the optimal value that can occur
by using possibly-correct second-order beliefs instead of the correct ones. To prove Theorem 1, we will bound various
errors that can occur by using possibly-correct second-order beliefs instead of the correct ones. After proving some
basic properties of the norm and the probability functions in Lemmas 1–4, we first bound the error of the first-order
belief after an action and an observation in Lemma 5. Next, using Lemma 5, we bound the error of the first-order belief
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Finally, using Lemma 7, we bound the error of the optimal value to prove Theorem 1.
We begin by providing basic lemmas. Let ‖ · ‖ denote the L1 norm; that is, for any probability function P(s), let
‖P(s)‖ :=∑s |P(s)|. For this norm, we have the following lemmas:
Lemma 1. Let P and Q be two probability functions on the same set. We have∥∥P(s) − Q(s)∥∥ 2.
Proof.∥∥P(s) − Q(s)∥∥=∑
s
∣∣P(s) − Q(s)∣∣∑
s
P (s) +
∑
s
Q(s) = 2. 
Lemma 2. (Modified from Lemma 15 in [37].) Let X and O be two sets. Let P and Q be any two probability functions
on X ×O . Let P(o) denote the marginal probability function on O , i.e., P(o) =∑x P (x, o), and similarly for Q(o).
Let P(x|o) be the conditional probability function on X, i.e., P(x|o) = P(x, o)/P (o) if P(o) = 0. Let P(x|o) be an
arbitrary probability function if P(o) = 0. Similarly for Q(x|o). We then have the following.
Eo∼P(o)
∥∥P(x|o) − Q(x|o)∥∥ ∥∥P(x, o) − Q(x,o)∥∥+ ∥∥P(o) − Q(o)∥∥.
Proof. Let O+ be the set of o for which P(o) = 0 holds. First, we prove that for any o ∈ O+, we have
P(o)
∑
x∈X
∣∣∣∣Q(x,o)P (o) − Q(x|o)
∣∣∣∣= ∣∣P(o) − Q(o)∣∣. (C.1)
When Q(o) = 0, Eq. (C.1) holds because
P(o)
∑
x∈X
∣∣∣∣Q(x,o)P (o) − Q(x|o)
∣∣∣∣= P(o)∑
x∈X
∣∣∣∣Q(x,o)P (o) − Q(x,o)Q(o)
∣∣∣∣
= P(o)
∣∣∣∣ 1P(o) − 1Q(o)
∣∣∣∣∑
x∈X
Q(x,o) = P(o)
∣∣∣∣ 1P(o) − 1Q(o)
∣∣∣∣Q(o)
= ∣∣P(o) − Q(o)∣∣.
When Q(o) = 0, Eq. (C.1) holds because
P(o)
∑
x∈X
∣∣∣∣Q(x,o)P (o) − Q(x|o)
∣∣∣∣= P(o)∑
x∈X
∣∣Q(x|o)∣∣ (∵Q(x,o) = 0 when Q(o) = 0)
= P(o) = ∣∣P(o) − Q(o)∣∣. (∵Q(o) = 0)
Therefore, Eq. (C.1) holds for any o ∈ O+.
Next, we prove the lemma as follows:
Eo∼P(o)
∥∥P(x|o) − Q(x|o)∥∥= ∑
o∈O+
P(o)
∑
x∈X
∣∣P(x, o)/P (o) − Q(x|o)∣∣

∑
o∈O+
P(o)
∑
x∈X
∣∣∣∣P(x, o)P (o) − Q(x,o)P (o)
∣∣∣∣+ ∑
o∈O+
P(o)
∑
x∈X
∣∣∣∣Q(x,o)P (o) − Q(x|o)
∣∣∣∣
=
∑
o∈O+,x∈X
∣∣P(x, o) − Q(x,o)∣∣+ ∑
o∈O+
∣∣P(o) − Q(o)∣∣ (∵ Eq. (C.1))

∥∥P(x, o) − Q(x,o)∥∥+ ∥∥P(o) − Q(o)∥∥. 
Next, let us consider the hypothetical POMDP in which the correct second-order beliefs are specified (Section 3.2).
For later use, let Pr(a|h,μ) denote the probability of taking action a ∈ A, given history h ∈ H and policy μ. Define
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that time t has elapsed after history h had ended with state s and that policy μ is used. For a first-order belief b, define
P(s′, h′|h,b, t,μ) :=∑s∈S b(s)P (s′, h′|h, s, t,μ). Note that h′ is an action-observation sequence whose length is t ;
to denote this, we say h′ ∈ Ht , with a little abuse of notation.
Let us define P(h′|h,b, t,μ) as P(h′|h,b, t,μ) := ∑s′∈S P (s′, h′|h,b, t,μ). Also, define P(s′|h′, h, b, t,μ)
as P(s′|h′, h, b, t,μ) := P(s′, h′|h,b, t,μ)/P (h′|h,b, t,μ) if P(h′|h,b, t,μ) = 0. If P(h′|h,b, t,μ) = 0, let
P(s′|h′, h, b, t,μ) be an arbitrary probability function on S. We denote P(s′|h′, h, b, t,μ) by P(s′|h′, h, b) for short,
since t and μ are redundant, given h′, h, and b. For these functions, we have the following bounds:
Lemma 3. Let b and bˆ be any first-order beliefs, t be any elapsed time, μ be any policy, and h be any history. Then
we have∥∥P(h′|h,b, t,μ) − P(h′|h, bˆ, t,μ)∥∥ ‖b − bˆ‖.
Proof.
∥∥P(h′|h,b, t,μ) − P(h′|h, bˆ, t,μ)∥∥= ∑
h′∈Ht
∣∣∣∣∑
s∈S
P (h′|h, s, t,μ)b(s) −
∑
s∈S
P (h′|h, s, t,μ)bˆ(s)
∣∣∣∣

∑
h′∈Ht
∑
s∈S
P (h′|h, s, t,μ)∣∣b(s) − bˆ(s)∣∣= ‖b − bˆ‖. 
Lemma 4. Let b and bˆ be any first-order beliefs, t be any elapsed time, μ be any policy, and h be any history. Then
we have∑
h′∈Ht
P (h′|h,b, t,μ)∥∥P(s′|h′, h, b) − P(s′|h′, h, bˆ)∥∥ 2‖b − bˆ‖.
Proof.∑
h′∈Ht
P (h′|h,b, t,μ)∥∥P(s′|h′, h, b) − P(s′|h′, h, bˆ)∥∥

∥∥P(s′, h′|h,b, t,μ) − P(s′, h′|h, bˆ, t,μ)∥∥
+ ∥∥P(h′|h,b, t,μ) − P(h′|h, bˆ, t,μ)∥∥ (∵ Lemma 2)
 ‖b − bˆ‖ (∵ proof is similar to Lemma 3)
+ ‖b − bˆ‖ (∵ Lemma 3)
= 2‖b − bˆ‖. 
Next, we prove the bounds on the errors of the possibly-correct first-order beliefs in Section 3.3, compared to the
correct beliefs of the hypothetical POMDPs. In the following, suppose that the possibly-correct second-order beliefs
bˆMh,a,o and bˆ
M
h have been determined for every h ∈ H , a ∈ A, and o ∈ Θ . First, we provide a bound on the error that
may be caused by a one-step update of a first-order belief.
Lemma 5. Let b be any first-order belief. Let h be any history. Let b′ and bˆ′ be the correct and possibly-correct
beliefs which are Bayes-updated from b, i.e., b′ := τ(b, a, o, bMh ) and bˆ′ := τ(b, a, o, bˆMh,a,o), respectively. Let b′ be an
arbitrary probability function on S if τ(b, a, o, bMh ) cannot be calculated (i.e., if the denominator is zero in Eq. (14)).
Similarly for bˆ′. Define d as Eq. (43). Then we have∑
a∈A,o∈Θ
P
(〈a, o〉|h,b,1,μ)‖b′ − bˆ′‖ 4d.
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Q(s′, o|h,b, a) :=
∫
mh=(Th,Oh)∈M
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)b(s)bMh (mh)dmh
and
Q(o|h,b, a) :=
∑
s′∈S
Q(s′, o|h,b, a).
Then we have
b′(s) = Q(s
′, o|h,b, a)
Q(o|h,b, a) for all s ∈ S (C.2)
when Q(o|h,b, a) = 0. Similarly, define Qˆ(s′, o|h,b, a) and Qˆ(o|h,b, a) as
Qˆ(s′, o|h,b, a) :=
∫
mh=(Th,Oh)∈M
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)b(s)bˆMh,a,o(mh)dmh
and
Qˆ(o|h,b, a) :=
∑
s′∈S
Qˆ(s′, o|h,b, a).
Then we have
bˆ′ = Qˆ(s
′, o|h,b, a)
Qˆ(o|h,b, a) for all s ∈ S (C.3)
when Qˆ(o|h,b, a) = 0. Next, define their differences as

(s′, o|h,b, a) := Q(s′, o|h,b, a) − Qˆ(s′, o|h,b, a)
and

(o|h,b, a) := Q(o|h,b, a) − Qˆ(o|h,b, a).
Note that∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ)‖b′ − bˆ′‖ =∑
a∈A
Pr(a|h,μ)
∑
o∈Θ
Q(o|h,b, a)‖b′ − bˆ′‖ (C.4)
holds. For any h ∈ H , first-order belief b, and a ∈ A, if o ∈ Θ satisfies Q(o|h,b, a) 2|
(o|h,b, a)|, then we have
Q(o|h,b, a)‖b′ − bˆ′‖ 4∣∣
(o|h,b, a)∣∣ (∵ Lemma 1 and assumption)
 4
∑
s′∈S
∣∣
(s′, o|h,b, a)∣∣. (C.5)
If o ∈ Θ satisfies Q(o|h,b, a) > 2|
(o|h,b, a)|, then Q(o|h,b, a) = 0 and Qˆ(o|h,b, a) = 0 should hold (proof by
contradiction), and hence we have
Q(o|h,b, a)‖b′ − bˆ′‖ = Q(o|h,b, a)
∑
s′∈S
∣∣∣∣Q(s′, o|h,b, a)Q(o|h,b, a) − Qˆ(s
′, o|h,b, a)
Qˆ(o|h,b, a)
∣∣∣∣ (∵ Eqs. (C.2) and (C.3))
= Q(o|h,b, a)
∑
s′∈S
∣∣∣∣Q(s′, o|h,b, a)Q(o|h,b, a) − Q(s
′, o|h,b, a) + 
(s′, o|h,b, a)
Q(o|h,b, a) + 
(o|h,b, a)
∣∣∣∣
=
∑
′
∣∣∣∣Q(s′, o|h,b, a)
(o|h,b, a) − Q(o|h,b, a)
(s′, o|h,b, a)Q(o|h,b, a) + 
(o|h,b, a)
∣∣∣∣s ∈S
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∑
s′∈S
∣∣∣∣Q(s′, o|h,b, a)
(o|h,b, a) − Q(o|h,b, a)
(s′, o|h,b, a)Q(o|h,b, a)
∣∣∣∣ (∵ assumption)
= 2
∑
s′∈S
∣∣b′(s′)
(o|h,b, a) − 
(s′, o|h,b, a)∣∣
 2
∣∣
(o|h,b, a)∣∣+ 2∑
s′∈S
∣∣
(s′, o|h,b, a)∣∣ 4∑
s′∈S
∣∣
(s′, o|h,b, a)∣∣.
Thus, together with Eq. (C.5), we have
Q(o|h,b, a)‖b′ − bˆ′‖ 4
∑
s′∈S
∣∣
(s′, o|h,b, a)∣∣ (C.6)
for any h ∈ H , first-order belief b, a ∈ A, and o ∈ Θ .
Note that we have∑
o∈Θ
∑
s′∈S
∣∣
(s′, o|h,b, a)∣∣= ∑
o∈Θ
∑
s′∈S
∣∣Q(s′, o|h,b, a)− Qˆ(s′, o|h,b, a)∣∣
=
∑
o∈Θ
∑
s′∈S
∣∣∣∣
∫
mh=(Th,Oh)∈M
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)b(s)bMh (mh)dmh
−
∫
mh=(Th,Oh)∈M
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)b(s)bˆMh,a,o(mh)dmh
∣∣∣∣

∑
o∈Θ
∑
s′∈S
∑
s∈S
b(s) max
(T 1,O1),(T 2,O2)∈M
∣∣O1(s′, a, o)T 1(s, a, s′) − O2(s′, a, o)T 2(s, a, s′)∣∣
=
∑
o∈Θ
∑
s′∈S
∑
s∈S
b(s) max(
T 0+
1T ,O0+
1O
)
,(T 0+
2T ,O0+
2O)∈M
∣∣(O0(s′, a, o)+ 
1O(s′, a, o))(T 0(s, a, s′) + 
1T (s, a, s′))
− (O0(s′, a, o)+ 
2O(s′, a, o))(T 0(s, a, s′) + 
2T (s, a, s′))∣∣
(where we let (T 0, O0) be an arbitrary model in M)
=
∑
o∈Θ
∑
s′∈S
∑
s∈S
b(s) max
(T 0+
1T ,O0+
1O),
(
T 0+
2T ,O0+
2O
)∈M
∣∣O0(s′, a, o)(
1T (s, a, s′) − 
2T (s, a, s′))
+ T 0(s, a, s′)(
1O(s′, a, o)− 
2O(s′, a, o))+ 
1O(s′, a, o)
1T (s, a, s′) − 
2O(s′, a, o)
2T (s, a, s′)∣∣

∑
o∈Θ
∑
s′∈S
∑
s∈S
b(s)
(
O0(s′, a, o)
Tmax + T 0(s, a, s′)
Omax + 
Tmax
Omax + 
Tmax
Omax
)
= |S|
Tmax + |Θ|
Omax + 2|S‖Θ|
Tmax
Omax := d. (C.7)
The desired result is obtained by combining this result with Eqs. (C.4) and (C.6). 
Next, we provide the following error bound on the first-order beliefs after any time t  0. Let Eμh∈Ht {·} be the
expectation over all the t-length histories h ∈ Ht , each of which occurs with the probability P(h|∅,p0, t,μ).
Lemma 6. Let bh be the correct belief of the hypothetical POMDP. Let bˆh be the possibly-correct belief ; let bˆh be
an arbitrary probability function on S if it cannot be calculated (i.e., if the denominator is zero in Eq. (14)). For any
t  0, we have
E
μ
h∈Ht ‖bh − bˆh‖ 16dt.
Proof. First, we define a generalized possibly-correct first-order belief, Pˆ (s′|h′, h, b), which is calculated by Bayes-
updating b repeatedly with the possibly-correct second-order beliefs, assuming that b is the belief after history h. That
is, let Pˆ (s′|∅, h, b) = b(s′) hold for any s′ ∈ S, h ∈ H , and first-order belief b. Also, if we have bˆ′ := τ(b, a, o, bˆMh,a,o),
then let Pˆ (s′|〈a, o〉;h′′, h, b) = Pˆ (s′|h′′, h; 〈a, o〉, bˆ′) hold, for any s′ ∈ S, h,h′′ ∈ H , a ∈ A and o ∈ Θ , where
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due to a zero denominator in Eq. (14), then let Pˆ (s′|〈a, o〉;h′′, h, b) be an arbitrary probability function on S.
Next, note that
E
μ
h∈Ht ‖bh − bˆh‖ =
∑
h∈Ht
P (h|∅,p0, t,μ)
∥∥P(s′|h,∅,p0) − Pˆ (s′|h,∅,p0)∥∥
holds. Thus, we need to prove that the right-hand side of this equation is not larger than 16dt . We prove here a more
general equation:∑
h′∈Ht
P (h′|h,b, t,μ)∥∥P(s′|h′, h, b) − Pˆ (s′|h′, h, b)∥∥ 16dt (C.8)
for any h ∈ H , first-order belief b, t  0, and policy μ. The proof is by induction on t . Eq. (C.8) holds for t = 0, since
we have P(s′|∅, h, b) = Pˆ (s′|∅, h, b) = b(s′). Assume that Eq. (C.8) holds for t . For t + 1, we have∑
h′∈Ht+1
P(h′|h,b, t + 1,μ)∥∥P(s′|h′, h, b) − Pˆ (s′|h′, h, b)∥∥
=
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ) ∑
h′′∈Ht
P
(
h′′|h; 〈a, o〉, b′, t,μ)
×∥∥P (s′|h′′, h; 〈a, o〉, b′)− Pˆ (s′|h′′, h; 〈a, o〉, bˆ′)∥∥
(∵ Divide h′ as h′ = 〈a, o〉;h′′. Define b′ and bˆ′ as in Lemma 5.)
=
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ) ∑
h′′∈Ht
P
(
h′′|h; 〈a, o〉, b′, t,μ)
×∥∥P (s′|h′′, h; 〈a, o〉, b′)− P (s′|h′′, h; 〈a, o〉, bˆ′)∥∥
+
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ) ∑
h′′∈Ht
P
(
h′′|h; 〈a, o〉, b′, t,μ)
×∥∥P (s′|h′′, h; 〈a, o〉, bˆ′)− Pˆ (s′|h′′, h; 〈a, o〉, bˆ′)∥∥
 2
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ)‖b′ − bˆ′‖ (∵ Lemma 4)
+
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ)
×
∑
h′′∈Ht
∣∣P (h′′|h; 〈a, o〉, b′, t,μ)− P (h′′|h; 〈a, o〉, bˆ′, t,μ)∣∣
×∥∥P (s′|h′′, h; 〈a, o〉, bˆ′)− Pˆ (s′|h′′, h; 〈a, o〉, bˆ′)∥∥
+
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ) ∑
h′′∈Ht
P
(
h′′|h; 〈a, o〉, bˆ′, t,μ)
×∥∥P (s′|h′′, h; 〈a, o〉, bˆ′)− Pˆ (s′|h′′, h; 〈a, o〉, bˆ′)∥∥
 2
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ)‖b′ − bˆ′‖
+ 2
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ)‖b′ − bˆ′‖ (∵ Lemmas 1 and 3)
+
∑
a∈A, o∈Θ
P
(〈a, o〉|h,b,1,μ) ∑
h′′∈Ht
P
(
h′′|h; 〈a, o〉, bˆ′, t,μ)
×∥∥P (s′|h′′, h; 〈a, o〉, bˆ′)− Pˆ (s′|h′′, h; 〈a, o〉, bˆ′)∥∥
 8d + 8d (∵ Lemma 5)
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= 16d(t + 1).
Thus, Eq. (C.8) holds for t + 1. This completes the proof. 
Next, we provide an error bound on the values of a given policy. For a policy μ, let V μ(h) be the value of history h
for the hypothetical POMDP, which is defined as the solution to
V μ(h) =
∑
a∈A
Pr(a|h,μ)
{
ρ(h, a) + γ
∑
o∈Θ
P (o|h,a)V μ(h; 〈a, o〉)},
where ρ(h, a) and P(o|h,a) are defined as Eqs. (17) and (18), respectively. Similarly, define the quasi-value of history
h, which we denote by Vˆ μ(h), as the solution to
Vˆ μ(h) =
∑
a∈A
Pr(a|h,μ)
{
ρˆ(h, a) + γ
∑
o∈Θ
Pˆ (o|h,a)Vˆ μ(h; 〈a, o〉)},
where ρˆ(h, a) and Pˆ (o|h,a) are defined as Eqs. (23) and (24), respectively.
Let us call V μ := V μ(∅) the value of policy μ, and Vˆ μ := Vˆ μ(∅) the quasi-value of policy μ. Let Rmax and Vˆ μmax
be defined as Eq. (44) and Eq. (45), respectively. For any policy μ :H → A, define Wμ as
Wμ := ((1 − γ )|S|

T
max + 16γ d)Rmax + (1 + 15γ )γ dVˆ μmax
(1 − γ )2 .
Then we have the following.
Lemma 7. For any policy μ, we have
|V μ − Vˆ μ|Wμ.
Proof. First, we prove that
E
μ
h∈Ht
∣∣V μ(h) − Vˆ μ(h)∣∣ γEμ
h′∈Ht+1
∣∣V μ(h′) − Vˆ μ(h′)∣∣
+ 16d(Rmax + γ Vˆ μmax)t + |S|
TmaxRmax + γ dVˆ μmax. (C.9)
To prove this, note that we have
E
μ
h∈Ht
∣∣V μ(h) − Vˆ μ(h)∣∣
= Eμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣ρ(h, a) + γ ∑
o∈Θ
P (o|h,a)V μ(h; 〈a, o〉)− ρˆ(h, a) + γ ∑
o∈Θ
Pˆ (o|h,a)Vˆ μ(h; 〈a, o〉)∣∣∣∣
Eμh∈Ht
∑
a∈A
Pr(a|h,μ)∣∣ρ(h, a) − ρˆ(h, a)∣∣
+ γEμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣∑
o∈Θ
P (o|h,a)V μ(h; 〈a, o〉)−∑
o∈Θ
P (o|h,a)Vˆ μ(h; 〈a, o〉)∣∣∣∣
+ γEμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣∑
o∈Θ
P (o|h,a)Vˆ μ(h; 〈a, o〉)−∑
o∈Θ
Pˆ (o|h,a)Vˆ μ(h; 〈a, o〉)∣∣∣∣
Eμh∈Ht
∑
a∈A
Pr(a|h,μ)∣∣ρ(h, a) − ρˆ(h, a)∣∣
+ γEμh∈Ht
∑
a∈A
Pr(a|h,μ)
∑
o∈Θ
P (o|h,a)∣∣V μ(h; 〈a, o〉)− Vˆ μ(h; 〈a, o〉)∣∣
+ γEμh∈Ht
∑
Pr(a|h,μ)
∣∣∣∣∑ P(o|h,a) −∑ Pˆ (o|h,a)
∣∣∣∣Vˆ μmax,a∈A o∈Θ o∈Θ
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E
μ
h∈Ht
∑
a∈A
Pr(a|h,μ)∣∣ρ(h, a) − ρˆ(h, a)∣∣
= Eμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣
∫
mh=(Th,Oh)∈M
∑
s∈S
∑
s′∈S
R(s, a, s′)Th(s, a, s′)bh(s)bˆMh (mh)dmh
−
∫
mh=(Th,Oh)∈M
∑
s∈S
∑
s′∈S
R(s, a, s′)Th(s, a, s′)bˆh(s)bˆMh (mh)dmh
∣∣∣∣
RmaxEμh∈Ht
∑
a∈A
Pr(a|h,μ)
∑
s∈S
∑
s′∈S
∣∣∣∣bh(s)
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bMh (mh)dmh
− bˆh(s)
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bˆMh (mh)dmh
∣∣∣∣
RmaxEμh∈Ht
∑
a∈A
Pr(a|h,μ)
∑
s∈S
∑
s′∈S
∣∣∣∣bh(s)
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bMh (mh)dmh
− bˆh(s)
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bMh (mh)dmh
∣∣∣∣
+ RmaxEμh∈Ht
∑
a∈A
Pr(a|h,μ)
∑
s∈S
∑
s′∈S
∣∣∣∣bˆh(s)
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bMh (mh)dmh
− bˆh(s)
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bˆMh (mh)dmh
∣∣∣∣
RmaxEμh∈Ht ‖bh − bˆh‖ + RmaxE
μ
h∈Ht
∑
a∈A
Pr(a|h,μ)
∑
s∈S
bˆh(s)
∑
s′∈S
∣∣∣∣
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bMh (mh)dmh
−
∫
mh=(Th,Oh)∈M
Th(s, a, s
′)bˆMh (mh)dmh
∣∣∣∣

(
16dt + |S|
Tmax
)
Rmax (∵ by Lemma 6 and by a proof similar to Eq. (C.7)),
and
γE
μ
h∈Ht
∑
a∈A
Pr(a|h,μ)
∑
o∈Θ
P (o|h,a)∣∣V μ(h; 〈a, o〉)− Vˆ μ(h; 〈a, o〉)∣∣= γEμ
h′∈Ht+1
∣∣V μ(h′) − Vˆ μ(h′)∣∣,
and also
E
μ
h∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣∑
o∈Θ
P (o|h,a) −
∑
o∈Θ
Pˆ (o|h,a)
∣∣∣∣
= Eμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣∑
o∈Θ
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bh(s)bMh (mh)dmh
−
∑
o∈Θ
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bˆMh (mh)dmh
∣∣∣∣
Eμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣∑
o∈Θ
∫ ∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bh(s)bMh (mh)dmhmh=(Th,Oh)∈M
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∑
o∈Θ
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bMh (mh)dmh
∣∣∣∣
+ Eμh∈Ht
∑
a∈A
Pr(a|h,μ)
∣∣∣∣∑
o∈Θ
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bMh (mh)dmh
−
∑
o∈Θ
∫
mh=(Th,Oh)∈M
∑
s′∈S
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bˆMh (mh)dmh
∣∣∣∣
Eμh∈Ht ‖bh − bˆh‖
+ Eμh∈Ht
∑
a∈A
Pr(a|h,μ)
∑
o∈Θ
∑
s′∈S
∣∣∣∣
∫
mh=(Th,Oh)∈M
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bMh (mh)dmh
−
∫
mh=(Th,Oh)∈M
Oh(s
′, a, o)
∑
s∈S
Th(s, a, s
′)bˆh(s)bˆMh (mh)dmh
∣∣∣∣
 16dt + d (∵ by Lemma 6 and by a proof similar to Eq. (C.7)).
Taken together, we obtain
E
μ
h∈Ht
∣∣V μ(h) − Vˆ μ(h)∣∣ γEμ
h′∈Ht+1
∣∣V μ(h′) − Vˆ μ(h′)∣∣+ (16dt + |S|
Tmax)Rmax + γ (16dt + d)Vˆ μmax
and hence Eq. (C.9).
Next, let us re-write this equation by defining Yt := Eμh∈Ht |V μ(h) − Vˆ μ(h)|, A := 16d(Rmax + γ Vˆ
μ
max), and B :=
|S|
TmaxRmax + γ dVˆ μmax. Then we have
Y0  γ Y1 + B  γ (γ Y2 + A + B) + B  γ
(
γ (γ Y3 + 2A + B) + A + B
)+ B  · · ·
A(γ + 2γ 2 + · · ·) + B(1 + γ + γ 2 + · · ·) = A
(
1
(1 − γ )2 −
1
(1 − γ )
)
+ B
(
1
1 − γ
)
.
Substituting back A = 16d(Rmax + γ Vˆ μmax) and B = |S|
TmaxRmax + γ dVˆ μmax into this equation proves the Lemma
(note that |V μ − Vˆ μ| equals to Y0). 
Now, we can prove Theorem 1 as
V μ
∗ − V μˆ∗  V μ∗ − Vˆ μˆ∗ + Wμˆ∗ (∵ Lemma 7)
 V μ∗ − Vˆ μ∗ + Wμˆ∗ (∵ Definition of μˆ∗)
 V μ∗ − V μ∗ + Wμˆ∗ + Wμ∗ (∵ Lemma 7)
= Wμˆ∗ + Wμ∗ . 
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