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Abstract
For each even classical pretzel knot P (2k1 + 1, 2k2 + 1, 2k3), we
determine the character variety of irreducible SL(2,C)-representations,
and clarify the steps of computing its A-polynomial.
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1 Introduction
For a knot K ⊂ S3, let EK = S3 −N(K), with N(K) a tubular neighbor-
hood. The SL(2,C)-representation variety of K is the set R(K) consisting
of representations ρ : pi1(EK) → SL(2,C), and the character variety of K
is X (K) = {χ(ρ) : ρ ∈ R(K)}, where the character of ρ is the function
χ(ρ) : pi1(EK)→ C sending x ∈ pi1(EK) to tr(ρ(x)).
The reason for calling R(K) and X (K) varieties is that they can be de-
fined by a finite set of polynomial equations [5]. Denote the subset of R(K)
consisting of irreducible representations by Rirr(K), then up to conjugacy,
each ρ ∈ Rirr(K) is determined by χ(ρ). We mainly focus on Rirr(K) and
X irr(K) := {χ(ρ) : ρ ∈ Rirr(K)};
reducible representations and their characters are easy to understand.
As seen in the literature, there seems to be difficulty in dealing with the
representation/character variety of K when pi1(EK) is generated by at least
three generators. Although an effective algorithm for finding the character
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variety of any finitely presented group has been developed in [1], systemat-
ically computing for a family at a time is another story. In [3], the author
computed the character varieties for classical odd pretzel knots, which form
a 3-parameter family. In this paper, we contribute one more piece, by deter-
mining the character variety for each even classical pretzel knot. Based on
this, we also present a method for computing the A-polynomial. The main
line is parallel to that of [3], but now we simplify some key steps, and fix a
few newly arising issues.
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2 Preliminary
For most part of this section, refer to [3] Section 2.
Let M(2,C) denote set of 2 × 2 matrices with entries in C; it is a 4-
dimensional vector space over C. Let U(2,C) ⊂ M(2,C) denote the sub-
space of upper-triangular matrices, and let UT = U(2,C) ∩ SL(2,C). Let I
denote the 2× 2 identity matrix.
Given t ∈ C and k ∈ Z, take a with a+ a−1 = t and put
ωk(t) =
{
(ak − a−k)/(a− a−1), a /∈ {±1},
kak−1, a ∈ {±1};
note that the right-hand-side is unchanged when a is replaced by a−1. It is
easy to verify that for all k ∈ Z,
ωk(t) + ω−k(t) = 0, (1)
ωk+1(t)− tωk(t) + ωk−1(t) = 0, (2)
ωk(t)
2 − tωk(t)ωk−1(t) + ωk−1(t)2 = 1. (3)
If X ∈ SL(2,C) with tr(X) = t, then repeated applications of Cayley-
Hamilton Theorem leads to
Xk = ωk(t)X − ωk−1(t)I (4)
for all k ∈ Z; in particular,
X−1 = tI −X. (5)
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Lemma 2.1. For any X,Y ∈ SL(2,C) with tr(X) = t1, tr(Y ) = t2 and
tr(XY ) = t12, one has
XYX = t12X − Y −1, (6)
XY + Y X = (t12 − t1t2)I + t2X + t1Y. (7)
We call a set {X1, . . . , Xr} regular if X1, . . . , Xr do not have a common
eigenvector. The following results are somewhat well-known; one can refer
to [6] Section 2 and Section 5.
Lemma 2.2. For any X,Y ∈ SL(2,C)−{±I}, the following conditions are
equivalent to each other:
(i) {X,Y } is not regular;
(ii) there exists Z ∈ SL(2,C) such that ZXZ−1, ZY Z−1 ∈ UT ;
(iii) I,X, Y,XY are linear dependent as elements of M(2,C).
Lemma 2.3. Given t, t12, t23, t13, t123 ∈ C, let
ν0 = t
2(3− t13 − t23 − t13) + t212 + t223 + t213 + t12t23t13 − 4,
ν1 = t(t12 + t23 + t13)− t3.
(i) There exist X1, X2, X3 ∈ SL(2,C) with tr(Xi) = t, tr(XiXj) = tij for
1 ≤ i < j ≤ 3 and tr(X1X2X3) = t123 if and only if
t2123 − ν1t123 + ν0 = 0. (8)
(ii) If (8) holds and {X1, X2, X3} is required to be regular, then the or-
dered triple (X1, X2, X3) is unique up to simultaneous conjugacy.
3 Irreducible representations
Fix K = P (2k1 + 1, 2k2 + 1, 2k3) throughout this section. Let x1, x2, x3 ∈
pi1(EK) be the elements represented by the arcs shown in Figure 1.
Similarly as in [3] Section 3.1, we can show: given X1, X2, X3 ∈ SL(2,C),
there exists a representation ρ : pi1(EK)→ SL(2,C) with
X1 = ρ(x1), X2 = ρ(x2), X3 = ρ(x
−1
3 )
if and only if
(X2X
−1
3 )
k1X2(X2X
−1
3 )
−k1 = (X3X−11 )
k2+1X1(X3X
−1
1 )
−(k2+1), (9)
(X3X
−1
1 )
k2X3(X3X
−1
1 )
−k2 = (X1X−12 )
k3X−11 (X1X
−1
2 )
−k3 , (10)
(X1X
−1
2 )
k3X2(X1X
−1
2 )
−k3 = (X2X−13 )
k1+1X−13 (X2X
−1
3 )
−(k1+1). (11)
3
Figure 1: The pretzel knot P (2k1 + 1, 2k2 + 1, 2k3), with k1 = 1, k2 = k3 = 2
Notation 3.1. To simplify the writing, by Xj+ we mean Xj+1 for j ∈ {1, 2}
and X1 for j = 3; by Xj− we mean Xj−1 for j ∈ {2, 3} and X3 for j = 1.
Similarly for other situations.
Put
Yj = Xj+X
−1
j− , j = 1, 2, 3,
Aj = Y
kj
j Xj+Y
−kj
j Xj−, j = 1, 2,
A3 = Y
k3
3 X
−1
1 Y
−k3
3 X1 = Y
k3
3 X
−1
2 Y
−k3
3 X2.
Then (9)–(11) are equivalent to
A1 = A2 = A3. (12)
We only consider irreducible representations, so {X1, X2, X3} is assumed
to be regular.
Suppose
tr(X1X2X3) = r; tr(X1) = tr(X2) = tr(X3) = t = u+ u
−1,
tr(Yj) = sj = vj + v
−1
j , j = 1, 2, 3.
Clearly,
tr(Xj+Xj−) = tr(Xj+(tI −X−1j− )) = t2 − sj .
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Let
σ1 = s1 + s2 + s3, σ2 = s1s2 + s2s3 + s3s1, σ3 = s1s2s3,
τ = t3 + t− r,
δ = 4 + σ3 + 2σ2 − σ21,
κ = τ2 − t(σ1 + 2)τ + t2(σ2 + 4).
Then (8) can be rewritten as
κ = δ. (13)
For each j, denote
αj = ωkj−1(sj), βj = ωkj (sj), γj = ωkj+1(sj).
Using (4) and (6), we compute
Y
kj
j Xj+ = (βjYj − αjI)Xj+ = βjXj+X−1j−Xj+ − αjXj+
= (sjβj − αj)Xj+ − βjXj− (2)= γjXj+ − βjXj−,
Y
−kj
j Xj− = (−βjYj + γjI)Xj− = γjXj− − βjXj+,
so for j = 1, 2,
Aj = (γjXj+ − βjXj−)(γjXj− − βjXj+) (14)
= γ2jXj+Xj− − γjβj(X2j+ +X2j−) + β2jXj−Xj+,
= (γ2j − β2j )Xj+Xj− + t(βj − γj)βj(Xj+ +Xj−) + (2γj − sjβj)βjI;
(15)
in the last line, we have used (4) and (7).
Since
Y k33 X
−1
2 = (β3Y3 − α3I)X−12 = tβ3X1X−12 − β3X1 − α3X−12 ,
Y −k33 X2 = (ω−k3(s3)Y3 − ω−k3−1(s3)I)X2
(1)
= (γ3I − β3Y3)X2 = γ3X2 − β3X1,
we have
A3 = (tβ3X1X
−1
2 − β3X1 − α3X−12 )(γ3X2 − β3X1)
= (α3 − γ3)β3X1X2 + t(β3 − α3)β3(X1 +X2) + (α23 − β23)I, (16)
where in the last line, (4)–(7) are applied.
The case when t = 0 turns out to require a special treatment. To this
end, we cite the result of [2] Section 3, stated in a different form:
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Proposition 3.2. Suppose t = 0 and (13) is satisfied. Then (12) holds if
and only one of the following cases occurs:
• γj = βj, j = 1, 2 and v2k33 = −1;
• γj = −βj, j = 1, 2 and β3 = 0;
• δ = 0, and there exists θj ∈ R with sj = 2 cos θj, j = 1, 2, 3 and
cos(2k1 + 1)θ1 = cos(2k2 + 1)θ2 = cos(2k3θ3) 6= ±1.
Lemma 3.3. (a) For j = 1, 2, Aj = I if and only if γj = βj or Xj+ = X
−1
j− .
(b) If {X1, X2} is regular, then A3 = I if and only if β3 = 0.
Proof. (a) For j = 1, 2, from (14) we see that Aj = I if and only if
γjXj+ − βjXj− = (γjXj− − βjXj+)−1 (5)= t(γj − βj)I − γjXj− + βjXj+,
which is equivalent to (γj − βj)(Xj+ −X−1j− ) = 0.
(b) By (16) and the assumption on (X1, X2), A3 = I if and only if
(α3 − γ3)β3 = t(α3 − β3)β3 = α23 − β23 − 1 = 0.
Clearly this holds when β3 = 0. Conversely, if β3 6= 0, then α3 = γ3 so that
(v3− v−13 )(vk33 + v−k33 ) = 0, and the last equality implies s3α3 = 2β3 so that
(v3 − v−13 )(vk3−13 + v1−k33 ) = 0; since clearly v3 6= ±1, this is absurd.
Corollary 3.4. If t 6= 0 and γj = βj for some j ∈ {1, 2}, then (12) holds if
and only one of the following cases occurs:
(i) γ1 = β1, γ2 6= β2, X3 = X−11 , β3 = 0;
(ii) γ1 6= β1, X2 = X−13 , γ2 = β2, β3 = 0;
(iii) γ1 = β1, γ2 = β2, {X1, X2} is regular, β3 = 0;
(iv) γ1 = β1, γ2 = β2, s3 = 2, t ∈ {±2} and X1X2 = X2X1.
Proof. Only case (iv) needs an explanation: if {X1, X2} is not regular, then
up to conjugacy we may assume X1 =
(
u 1
0 u−1
)
, X2 =
(
u x
0 u−
)
with  ∈ {±1}. From (16) we can deduce u ∈ {±1}, s3 = 2, and then clearly
X1X2 = X2X1.
6
Lemma 3.5. Suppose t 6= 0, γj 6= βj for j = 1, 2, β3 6= 0, and (13) is
satisfied. Let λ = τ/t. Then (12) holds if and only
(λ− 2− sj)γj = (σ1 − sj − λ)βj , j = 1, 2, (17)
(σ1 + 2− 2λ)α3 = (s23 − s3λ+ σ1 − 2)β3. (18)
Proof. By (15), for j = 1, 2,
tr(Aj) = (γ
2
j − β2j )(t2 − sj) + t(βj − γj)βj · 2t+ (2γj − sjβj)βj · 2
= 2− (sj + 2− t2)(γj − βj)2, (19)
tr(AjX
−1
j± ) = (γ
2
j − β2j )t+ t(βj − γj)βj(sj + 2) + (2γj − sjβj)βjt = t, (20)
and since tr(Xj+Xj−X−1j ) = tr(Xj+Xj−(tI −Xj)) = τ − t(1 + sj), we have
tr(AjX
−1
j ) = (γ
2
j − β2j )(τ − t(1 + sj)) + t(βj − γj)(σ1 − sj) + (2γj − sjβj)βjt
= t(γj − βj)
(
(λ− 2− sj)γj − (σ1 − sj − λ)βj
)
+ t. (21)
By (16),
tr(A3) = (α3 − γ3)β3(t2 − s3) + t(β3 − α3)β3 · 2t+ (α23 − β23) · 2
= 2 + (s3 − 2)(s3 + 2− t2)β23 , (22)
tr(A3X
−1
3± ) = (α3 − γ3)β3t+ t(β3 − α3)β3(2 + s3) + (α23 − β23)t = t, (23)
tr(A3X
−1
3 ) = (α3 − γ3)β3t(λ− 1− s3) + t(β3 − α3)β3(σ1 − s3) + (α23 − β23)t
= t((s23 − s3λ+ σ1 − 2)β3 − (σ1 + 2− 2λ)α3)β3 + t. (24)
If (12) holds, then
tr(A1) = tr(A2) = tr(A3), (25)
tr(A1X
−1
j ) = tr(A2X
−1
j ) = tr(A3X
−1
j ), j = 1, 2, 3. (26)
Due to the assumptions t 6= 0, γ1 6= β1, γ2 6= β2, and β3 6= 0, from (20),
(21), (23), (24) we see that (26) is equivalent to (17) and (18).
Now suppose (17) and (18) hold (so that (26) is satisfied).
For j = 1, 2,
(σ1 + 2− 2λ)γj = (σ1 − sj − λ)(γj − βj), (27)
(σ1 + 2− 2λ)βj = (λ− 2− sj)(γj − βj), (28)
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hence
(σ1 + 2− 2λ)2 (3)= (σ1 + 2− 2λ)2(γ2j − sjγjβj + β2j )
=
(
(σ1 − sj − λ)2 − sj(σ1 − sj − λ)(λ− 2− sj) + (λ− 2− sj)2
) · (γj − βj)2
= (t−2κ(sj + 2)− δ)(γj − βj)2,
where in the last line we use s3j − σ1s2j + σ2sj − σ3 = 0. By (13),
(σ1 + 2− 2λ)2 = t−2κ(sj + 2− t2)(γj − βj)2.
If σ1 + 2 − 2λ = 0, then (27) and (28) imply s1 = s2 = λ − 2, s3 = 2, so
that δ = 0 and κ = 4t2, contradicting (13) and the assumption t 6= 0. Hence
σ1 + 2− 2λ 6= 0, so that
sj 6= t2 − 2, j = 1, 2. (29)
Consequently,
tr(Aj)− 2 = −(sj + 2− t2)(γj − βj)2 = −t2κ−1(σ1 + 2− 2λ)2.
Moreover,
1
(3)
= α23 − s3α3β3 + β23
(18)
= β23
((
σ1 + 2− 2λ
σ1 + 2− 2λ
)2
− s3σ1 + 2− 2λ
σ1 + 2− 2λ + 1
)
=
(
β3
σ1 + 2− 2λ
)2 κ
t2
(4− 2t2 + t2s3 − s33),
so that tr(A3) − 2 = −t2κ−1(σ1 + 2 − 2λ)2. This establishes (25), which
together with (22), (19), (29) implies
s3 6= 2, t2 − 2. (30)
The proof will be completed once I,X−11 , X
−1
2 , X
−1
3 are shown to form
a basis of M(2,C); then (25), (26) will imply that tr(A1Z) = tr(A2Z) =
tr(A3Z) for all Z ∈M(2,C), forcing A1 = A2 = A3.
Assume on the contrary that I,X−11 , X
−1
2 , X
−1
3 are linearly dependent,
so are I,X1, X2, X3. Note that I,X1, X2 are linearly independent: otherwise
X1 = X2 or X1 = X
−1
2 , which would respectively imply s3 = 2 or s3 = t
2−2,
either contradicting (30). So we have X3 = aI + bX1 + cX2 for some a, b, c.
Then t = tr(X3) = 2a+ t(b+ c), implying
X3 = bX1 + cX2, with Xj = Xj − t
2
I.
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The following can be computed using (7):
X1X2 +X2X1 = pI, with p =
1
2
t2 − s3,
X
2
j = dI, with d =
1
4
t2 − 1.
Consequently, tr(X1X2) = p, tr(X
2
1) = tr(X
2
2) = 2d, and tr(X
2
1X2) =
tr(X1X
2
2) = 0. We can rewrite (15) as
A1 = (γ
2
1 − β21)X2X3 +
t
2
(γ1 − β1)2(X2 +X3) + (· · · )I
= (· · · )X1X2 + t
2
(γ1 − β1)2(bX1 + (c+ 1)X2) + (· · · )I,
A2 = (γ
2
2 − β22)X3X1 +
t
2
(γ2 − β2)2(X3 +X1) + (· · · )I
= (· · · )X1X2 + t
2
(γ2 − β2)2((b+ 1)X1 + cX2) + (· · · )I,
and re-write (16) as
A3 = (· · · )X1X2 + t
2
(β23 − γ3β3)(X1 +X2) + (· · · )I,
where the (· · · )’s stand for coefficients that are irrelevant.
By (25), (26), tr(A1X`) = tr(A2X`) = tr(A3X`), ` = 1, 2. Hence
(γ1 − β1)2(2db+ p(c+ 1)) = (γ2 − β2)2(2d(b+ 1) + pc) = (β23 − γ3β3)(2d+ p),
(γ1 − β1)2(pb+ 2d(c+ 1)) = (γ2 − β2)2(p(b+ 1) + 2dc) = (β23 − γ3β3)(2d+ p),
which lead to
2db+ p(c+ 1) = pb+ 2d(c+ 1),
2d(b+ 1) + pc = p(b+ 1) + 2dc.
These force p = 2d, so that s3 = 2. But this contradicts (30).
The above results are summarized as
Theorem 3.6. The irreducible character variety of K can be embedded in
{(t, s1, s2, s3, τ) ∈ C5 : τ2 − t(σ1 + 2)τ + t2(σ2 + 4) = 4 + σ3 + 2σ2 − σ21},
and is the disjoint union of four parts: X irr(K) = X0 unionsqX1 unionsqX2 unionsqX3, where
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• X0 = X0,1 unionsq X0,2, where X0,1 consists of (0, s1, s2, s3, τ) with
τ 6= 0, γ1 = −β1, γ2 = −β2, β3 = 0,
and X0,2 consists of (0, 2 cos θ1, 2 cos θ2, 2 cos θ3, 0) with
cos(2k1 + 1)θ1 = cos(2k2 + 1)θ2 = cos(2k3θ3) 6= −1;
• X1 = X1,1 unionsq X1,2 unionsq X1,3, where X1,3 consists of (±2, s1, s2, 2, τ) with
γ1 = β1, γ2 = β2, and for j = 1, 2, X1,j consists of (t, s1, s2, s3, τ) with
γj± = βj±, t2 = sj + 2 = sj+ + sj−;
• X2 consists of(
t, 2 cos
(2h1 + 1)pi
2k1 + 1
, 2 cos
(2h2 + 1)pi
2k2 + 1
, 2 cos
h3pi
k3
, τ
)
with h1 ∈ {0, . . . , k1}, h2 ∈ {0, . . . , k2}, h3 ∈ {0, . . . , k3−1}, so X2 has
(k1 + 1)(k2 + 1)k3 components, each being a conic;
• X3 consists of (t, s1, s2, s3, tλ) with
σ1 + 2− 2λ 6= 0, t 6= 0,
(λ− 2− sj)γj = (σ1 − sj − λ)βj , j = 1, 2,
(σ1 + 2− 2λ)α3 = (s23 − s3λ+ σ1 − 2)β3.
The dimensions are: dimX0 = dimX1 = 0, dimX2 = dimX3 = 1.
4 The A-polynomial
For background on A-polynomial, see [4, 7].
For a knot K ⊂ S3, choose a meridian-longitude pair (m, l) of K. Define
ξ = (ξ1, ξ2) : RU (K) := {ρ ∈ R(K) : ρ(m), ρ(l) ∈ UT } → C2
by setting ξ1(ρ) (resp. ξ2(ρ)) to be the upper-left entry of ρ(m) (resp. ρ(l)).
As a known fact, each component of the Zariski closure V of Im(ξ) has
dimension 0 or 1. The defining polynomial of the 1-dimensional part of V is
called the A-polynomial AK .
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For the knot at hand, K = P (2k1 + 1, 2k2 + 1, 2k3), take m = x1. The
corresponding longitude can be found to be
l = (x1x
−1
2 )
−k3(x−13 x
−1
1 )
k2(x2x3)
−k1−1(x1x−12 )
k3(x2x3)
−k1(x−13 x
−1
1 )
k2+1.
Let ρ be a representation of pi1(EK) as in Section 3. Then
ρ(l) = Y −k33 Y
k2
2 Y
−k1−1
1 Y
k3
3 Y
−k1
1 Y
k2+1
2 .
Suppose ρ ∈ RU (K), and let u,w denote the upper-left entries of X1, ρ(l),
respectively, so that tr(ρ(l)) = w + w−1. It is easy to see that
ρ(l) =
w − w−1
u− u−1 X1 +
uw−1 − wu−1
u− u−1 I. (31)
Let B1 = Y
−k3−1
3 Y
k2
2 , B2 = Y
−k1−1
1 Y
k3
3 , B3 = Y
−k1
1 Y
k2+1
2 , then B3 = B2B1
and B1B2B3 = Y
−1
3 ρ(l). Hence
tr(B3) = tr(B1B2) = tr(Y
−1
3 ρ(l)B
−1
3 )
(31)
=
w − w−1
u− u−1 tr(X2B
−1
3 ) +
uw−1 − wu−1
u− u−1 tr(X2X
−1
1 B
−1
3 )
=
w − w−1
u− u−1 tr(B3X
−1
2 ) +
uw−1 − wu−1
u− u−1 tr(B3); (32)
in the last line we have used (9) to deduce
B3X1 = X2B3, (33)
so that tr(X2X
−1
1 B
−1
3 ) = tr(B
−1
3 ) = tr(B3). Rewrite (32) as
(w + 1)tr(B3X
−1
2 ) = (u+ u
−1w)tr(B3). (34)
Similarly as in [3], we focus on the “hard” part AK of AK , contributed
by X3.
Since
B3 = β1β2Y1 − β1γ2Y −13 − γ1β2I + γ1γ2Y2,
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we have
tr(B3X
−1
2 ) = t(β1β2 − β1γ2 − γ1β2 + γ1γ2(s1 + s2 + 1− λ))
= t((σ1 − λ− s3)γ1γ2 + (γ1 − β1)(γ2 − β2))
(17)
=
tβ1β2
(λ− 2− s1)(λ− 2− s2)
( 3∏
j=1
(σ1 − λ− sj) + (σ1 + 2− 2λ)2
)
(13)
=
tβ1β2
(λ− 2− s1)(λ− 2− s2)(σ1 + 2− λ− t
2)κ,
tr(B3X1) = t(β1β2(λ− 1− s3)− β1γ2 − γ1β2 + γ1γ2)
= t((λ− 2− s3)β1β2 + (γ1 − β1)(γ2 − β2))
(17)
=
tβ1β2
(λ− 2− s1)(λ− 2− s2)
( 3∏
j=1
(λ− 2− sj) + (σ1 + 2− 2λ)2
)
(13)
=
tβ1β2
(λ− 2− s1)(λ− 2− s2)(λ− t
2)κ,
and then
tr(B3)
(5)
= t−1(tr(B3X−11 ) + tr(B3X1))
(33)
= t−1(tr(B3X−12 ) + tr(B3X1))
=
β1β2
(λ− 2− s1)(λ− 2− s2)(σ1 + 2− 2t
2)κ.
Thus (34) becomes
(w + 1)t(σ1 + 2− λ− t2) = (u+ u−1w)(σ1 + 2− 2t2).
Then AK , as a polynomial in u,w, can be obtained by computing the
multi-variable resultant of the following (remembering t = u+ u−1):
(λ− 2− sj)γj = (σ1 − sj − λ)βj , j = 1, 2, (35)
(σ1 + 2− 2λ)α3 = (s23 − s3λ+ σ1 − 2)β3, (36)
t2(λ2 − (σ1 + 2)λ+ σ2 + 4) = 4 + σ3 + 2σ2 − σ21, (37)
(w + 1)t(σ1 + 2− λ− t2) = (u+ u−1w)(σ1 + 2− 2t2). (38)
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