Articulatory features provide robustness to speaker and environment variability by incorporating speech production knowledge. Pseudo articulatory features are a way of extracting articulatory features using articulatory classifiers trained from speech data. One of the major problems faced in building articulatory classifiers is the requirement of speech data aligned in terms of articulatory feature values at frame level. Manually aligning data at frame level is a tedious task and alignments obtained from the phone alignments using phone-to-articulatory feature mapping are prone to errors.
Introduction
Automatic speech recognition (ASR) systems have seen significant improvement in performance with recent advances in deep neural network architectures.
However, factors like speaker variability and environment noise continue to degrade the performance. Hence, developing techniques to generate features or models that are robust to these effects are very important. Articulatory features (AF) are a way of incorporating speech production knowledge into ASR [1] . It has been reported in [2, 3, 4, 5, 6 ] that the use of speech production knowledge makes the models more robust to speaker and channel variations. Articulatory features can be generated [7] either by directly measuring the articulatory parameters using cine-radiography, or by performing inverse filtering of acoustic signal, or by using articulatory class probabilities obtained from articulatory classifiers built from speech data. Articulatory features obtained from articulatory classifiers are often referred to as pseudo articulatory features. Our work is restricted to the use of pseudo articulatory features and from now on we will refer to them as only articulatory features.
The use of hybrid artificial neural network for articulatory features extraction was studied in [7, 8, 9] . In [7] , articulatory features in adverse environmental conditions were studied and shown to give promising results.
The details and results obtained in Johns Hopkins 2006 summer workshop on Articulatory Feature-based Speech Recognition are given in [8, 9] . The use of articulatory features in tandem HMM paradigm are described in the report.
To extract pseudo-articulatory features in any language, AF classifiers need to be constructed for each of the AF group (eg: Place of articulation, Degree and Manner of articulation). To build a robust AF classifier, large amounts of data transcribed in terms of AF values (eg: alveolar, dental) in that language is required. To get the data aligned at frame level, manual transcription techniques were employed in [10] . It is difficult to manually transcribe data at frame-level in terms of AF values. Hence, the usual practice is to obtain a phone-level alignment and convert it into AF values using the phone-to-AF mapping.
In this paper a novel technique using connectionist temporal classification (CTC) is proposed. The proposed technique eliminates the need of forced frame level alignment of articulatory values. CTC [11] is a sequence labeling technique which was recently proposed and used for speech recognition in [11, 12, 13] . When compared to existing techniques, our proposed method provides an absolute improvement of 9% on SVitchboard task [14] and 4% on Switchboard 33 hours task [15] .
In this paper various neural network architectures are used to extract AF and their performances are analyzed. The Neural network architectures studied include deep neural networks (DNN), convolutional neural network (CNN) and bidirectional long short-term memory (BLSTM) recurrent neural network (RNN). Among these architectures BLSTM gave better performance and along with CTC gave the best performance in both SVitchboard and Switchboard tasks.
The paper is organized as follows. Sections 2 and 3 describes articulatory feature set and CTC criterion respectively. The proposed articulatory feature extraction technique is explained and analyzed in section 4. Section 5 compares articulatory classifiers built with and without alignments. Articulatory features are further analyzed in section 6 and conclusions are drawn in section 7.
Articulatory Features
Pseudo-articulatory features (pseudo-AF) are used in our work to build acoustic models. The use of these features for ASR were described in [7, 9, 8] . In [9] a discrete multi-level feature set was introduced. The feature set has eight articulatory groups and their details are given in Table 1 . In the case of diphthongs, (eg. /aw/), the initial state is denoted by /aw1/ and final state by /aw2/. A 'silence' class is also associated with each of the articulatory group. 
Connectionist Temporal Classifier (CTC)
CTC is a sequence labeling technique recently introduced for speech recognition [11, 12, 13] . It tries to find the best alignment between the input speech frames and output labels. The main concept behind CTC criterion is to interpret the network outputs as a probability distribution over all possible label sequences for a given input feature set. CTC uses a softmax layer to give posterior probabilities to all output symbols at each time step. In ASR, CTC uses phones as the output symbols along with an extra blank symbol to denote no-label at any time step. This is followed by many-to-one mapping which maps output labels to a label sequence without blank. This mapping removes blanks and any repeated labels in the output label sequence. CTC uses a forward-backward algorithm to sum over all possible alignments of output labels which can represent the target sequence.
Proposed Feature Extraction Technique
In this section, the steps involved in extracting articulatory features using articulatory classifiers built with CTC criterion is explained. These articulatory classifiers need to be trained for each of the AF group as given in Table 1 . In previous works [8, 9] , the articulatory classifiers were built using frame-level alignment of AF values corresponding to that AF group. In those works the frame-level alignment of AF values were generated manually using the procedures given in [10] . Another way to generate frame level AF value alignments is by converting the frame-level phone alignments using a phone-toarticulatory feature mapping in that language [7] . The efficacy of the articulatory features extracted depends on the quality of the articulatory classifiers. Hence the articulatory classifiers need to be built using error free framelevel alignments. Generating error free alignment manually is a difficult task. In this paper, a technique to generate articulatory classifiers without forced-frame level alignments is proposed. The proposed technique uses CTC criterion to build a BLSTM articulatory classifier. The CTC criterion avoids the requirement of frame alignments. The steps involved in proposed method are as follows: 5. Concatenate the output features from all the AF-BLSTM classifiers as shown in Figure 2 to get the articulatory features. Figure 3 shows the comparison of AF value probabilities for the articulatory group "Place" obtained from BLSTM classifier built with CTC and frame-level alignment. The same utterance as shown in Figure 1 was used for the analysis. From Figure 3 , it can be seen that the output labels of CTC classifier follows the target sequence closely compared to frame-level classifier. BLSTM classifier using frame alignments had many cases of misclassification compared to BLSTM-CTC. This supports our claim that articulatory classifier built with CTC performs superior to the ones trained on frame alignments. As seen in Figure 3 , P-A is very poor when using frame alignments. 
Comparison of various Networks for AF classifier using Frame Alignments and CTC
In this section, we perform a detailed analysis on the effectiveness of different neural network architectures for building articulatory classifiers. The analysis was performed for the architectures like DNN, CNN and BLSTM. The BLSTM was built using both, cross-entropy criterion with frame alignments and CTC criterion without any frame alignments. The DNN and CNN were built using frame level alignments. Articulatory classifiers using frame level alignments were built using Kaldi toolkit [16] and the BLSTM with CTC criterion was built with EESEN toolkit [17] based on Kaldi toolkit. The articulatory classifiers (for Degree, Place, etc.,) were built with 110 hours of Switchboard database. In each of articulatory classifiers the output targets are the corresponding AF values in that AF group. The configurations for the different neural network architectures are given below:
• AF-DNN was trained with 3 layers and 1024 nodes in each layer for Nasality, Rounding and Glottal classifiers and rest of the articulatory classifiers had 2048 nodes. AF-DNN was trained with restricted Boltzmann machine (RBM) pretraining followed by DNN training.
• AF-CNN was trained with 2 layers and 1024 nodes in each layer for all the classifiers. The CNN used a covolutional window of size 8. Pooling layer window was of size 3 and no overlapping of pooling window was allowed. The CNN layers had 128 feature maps in the first layer and 256 feature maps in the second layer.
• AF-CNN-DNN was trained with 2 layers of CNN followed by 4 layers of fully connected DNN layers. The CNN layers were trained in the same way as that in AF-CNN and the output layer was removed to generate the features for the DNN layers. The DNN layers were trained with 1024 nodes in each hidden layer.
• AF-BLSTM was trained with 2 layers and cell dimension of 256 for all articulatory classifiers.
• AF-BLSTM-CTC used the same configurations as that of AF-BLSTM and was trained using CTC objective function. AF values along with an extra blank symbol are used as output targets .
Now we compare the various articulatory features obtained above in terms of recognition performance (word error rate (WER)). The next section discusses the experimental set-up and the databases used.
Databases
The SVitchboard task [14] is commonly used for articulatory feature related works. It is a small vocabulary task defined using the subsets of Switchboard-1 corpus with words ranging from 10 to 500. The database is divided into 5 subsets denoted by letters A to E. In our experiments the subsets A, B and C were used for training, subset D as development set and subset E as the test set. The Switchboard-1 Release 2 telephone speech corpus (LDC97S62) [15] has 2400 two-sided telephone conversations among 543 speakers from all over the United States. Switchboard-1 database contains continuous conversational speech which was recorded in real time. In our experiment the 33 hour subset of Switchboard-1 database in Kaldi toolkit recipe [16] was used.
Baseline Acoustic models
The baseline acoustic models were built with Mel frequency cepstral coefficients (MFCC) features. The recognition performance of baseline acoustic models are given in Table  3 . The monophone model had 3 states for non-silence phones and 5 states for silence phones. For SVitchboard the triphone and linear discriminant analysis maximum likelihood linear transform (LDA-MLLT) models were built with 1300 context dependent states and 6 mixtures per state. The DNN was trained with 6 layers and 2048 nodes in each hidden layer. For Switchboard 33hr task the triphone and LDA-MLLT models were trained with 3200 context depend states and 10 mixtures per state. Switchboard 33hr task also used 6 layers and 2048 nodes for DNN training. Now using each of the classifiers the articulatory features are extracted for SVitchboard database as shown in Figure 2 . Acoustic models are built using the extracted features from each of the neural network architecture and the results are given in Table 2 . Monophone and triphone models are built over AF with its delta and acceleration coefficients. LDA-MLLT model was built by splicing AF over 7 frames and projecting down to 40 dimension. 
Results for Comparison
The recognition performance for the acoustic models built using AF extracted with different articulatory classifiers built from different neural network architectures are given in Table  2 . The results confirm that the AF are superior to MFCC features. The efficacy of the articulatory classifiers built with frame alignments were measured from the frame classification accuracy obtained in training and cross-validation set. It was found that AF-BLSTM and AF-CNN-DNN gave best results compared to other neural network architectures. AF-BLSTM had better classification accuracy for AF groups like Place and Vowel over AF-CNN-DNN. Since, AF groups Place and Vowel occupy the major portion of coefficients in AF, this resulted in AF-BLSTM giving superior performance. AF-BLSTM-CTC gives token accuracy which cannot be directly compared with frame classification accuracy but the performance of BLSTM-RNN and the CTC criterion makes the AF-BLSTM-CTC the best articulatory classifier. To summarize, from Table 2 , it is clear that the among the various architectures using frame-level alignments, BLSTM gave the best recognition performance. Further, for the same BLSTM network using CTC gave significant improvements over using frame-level alignments.
Analysis of Articulatory Features
Since BLSTM-CTC classifiers generated the best articulatory features, in all subsequent analysis we will use these as the AF features. We investigate the efficacy of AF as stand alone features and also when appended with the conventional 39-dimension MFCC features (including delta and acceleration coefficients). For the second case where AF are appended with MFCC features, we apply PCA on the original 49-dimensional AF feature and reduce it to 40 dimension. The 40 dimensional AF are then appended with 39 dimensional MFCC features. The monophone and triphone models were built with these features and LDA-MLLT model was built with LDA features obtained by splicing the appended features over 3 frames and projecting down to 40 dimension. In both experiments the DNN models were built with the LDA features obtained from the corresponding articulatory features.
Results of Analysis
The results for the experiments with AF as stand alone and appended with MFCC for SVitchboard and Switchboard 33 hours task are given in Table 3 . Results in Table 3 shows that AF perform better than MFCC features and when appended with MFCC features they give similar or better performance than when used alone. The AF gave an absolute improvement of 16% in SVitchboard and 4% in Switchboard 33 hours task in DNN acoustic model over LDA features. The AF seems to be giving better improvements in the case of low resource datasets, i.e. SVitchboard task.
AF in context of Speaker Normalization
The AF extracted using articulatory classifiers give a discrete set of feature values which are invariant across speakers. Hence, AF are robust to speaker variations. We investigate this property and compare it to conventional feature space maximum likelihood linear regression (fMLLR) normalization. From Table 4 , it can be seen that AF alone provides performance comparable to fMLLR, indicating that they are inherently robust to speaker variations. Further a DNN model was built by appending the fMLLR features to the AF which yielded better performance. This indicates that both features carry some complementary information which improved the results when appended. 
Conclusion
In this paper, a novel technique to build articulatory classifiers using CTC criterion was proposed. The proposed technique eliminates the requirement of frame-level alignments for training articulatory classifiers. The articulatory features extracted using the proposed technique gave a relative important of 36% for SVitchboard task and 13% for Switchboard 33 hours task over the conventional MFCC features. In this paper, a detailed comparison was performed between the proposed technique and the other methods that use frame level alignments. The comparison showed that articulatory classifiers built with BLSTM with CTC criterion gave relative improvement of 12% over the BLSTM with frame alignments.
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