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Abstract
Virtual reality (VR) is an emerging technology which allows for the presentation of immersive and realistic yet tightly controlled audiovisual scenes.
In comparison to conventional displays, the VR system can include depth, 3D
audio, fully integrated eye, head, and hand tracking, all over a much larger
field of view than a desktop monitor provides. These properties demonstrate
great potential for use in vision science experiments, especially those that can
benefit from more naturalistic stimuli, particularly in the case of visual rehabilitation. Prior work using conventional displays has demonstrated that that
visual loss due to stroke can be partially rehabilitated through laboratorybased tasks designed to promote long-lasting changes to visual sensitivity. In
this work, I will explore how VR can provide a platform for new, more complex
training paradigms which leverage multisensory stimuli. In this dissertation, I
will (I) provide context to motivate the use of multisensory perceptual training
in the context of visual rehabilitation, (II) demonstrate best practices for the
appropriate use of VR in a controlled psychophysics setting, (III) describe a
prototype integrated hardware system for improved eye tracking in VR, and
(IV, V) discuss results from two audiovisual perceptual training studies, one
using multisensory stimuli and the other with cross-modal audiovisual stimuli. This dissertation provides the foundation for future work in rehabilitating
visual deficits, by both improving the hardware and software systems used
to present the training paradigm as well as validating new techniques which
use multisensory training not previously accessible with conventional desktop
displays.
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Chapter 1

Introduction
As a discipline, vision science has made great strides in understanding how
the visual systems of humans and non-human animals process and interact
with different visual stimuli. Many fundamental studies have been done using
projector systems or later, carefully calibrated computer monitors to present
simple stimuli, distilled down to measure basic features of vision like sensitivity
to different orientations, contrast, or spatial frequency. However, these basic
abilities represent only the smallest fraction of what our visual systems are
capable of. How does sensitivity to spatial frequency impact one’s ability to
catch a ball, or identify a single speaker in a crowd, or drive a car? In order
to study more complex visual processes, the conventional apparatus of a 2D
screen is not sufficient to produce the necessary stimuli.
Virtual reality (VR) systems have existed since the 1990s, and have more
recently become an emerging consumer technology. This type of system is
very promising as an apparatus useful in psychophysical experiments. VR can
provide an immersive and realistic user environment, one with the ability to
create objects at multiple depths, present 3D spatialized audio, operate with
integrated head, hand and eye tracking, and all with a much greater field of
view (FOV) than a traditional desktop display. Commercially available VR
headsets are also designed for consumer use, and can be easily used within a
person’s home rather than in a lab setting. These advantages are particularly
important for instances of psychophysics where the goal of the study is more
applied to everyday life, as in the context of visual rehabilitation.
Visual rehabilitation has been demonstrated in many disorders, but this
1
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dissertation will primarily focus on rehabilitation of cortical vision loss in the
form of hemianopia. Hemianopia is the loss of conscious vision in half of the
visual field, and it is caused by damage to the primary visual cortex or optic
tracts [59]. Rehabilitation can be conducted through multiple techniques,
either through training the behavior to compensate or through the use of
other paradigms to restore the visual processes, known as restitution [107].
Restitution techniques generally fall under the umbrella of perceptual learning, in which a perceptual task is practiced repeatedly until the individual’s
perceptual sensitivity improves. This learning has been demonstrated in the
visual domain, or increasingly, in combinations of multiple sensory modalities.
Particularly of interest in this dissertation is the combination of vision and audition. This can either be through multisensory combination, in which visual
and auditory stimuli are concurrent and both providing information about
the same thing, or through cross-modal combination, in which one modality
precedes the other and provides information about a stimulus in the other
modality. Multisensory audiovisual and cross-modal audiovisual perceptual
learning can lead to faster, more generalizable perceptual learning in the visual domain [127], which is of particular interest in rehabilitation of visual
deficit. However, due to the difficulty in producing high-quality multisensory stimuli with conventional displays, multisensory paradigms have been
studied less than unisensory perceptual learning paradigms. This thesis will
describe methodology used to produce audiovisual perceptual learning tasks
in virtual reality with integrated eye tracking, and show the results from a
both a multisensory audiovisual training study as well as a study of a figureground segregation learning task which incorporates a cross-modal audiovisual
feature-based attention cue. These studies, which are conducted with visually
intact participants, represent paradigms which could be candidates for future
deployment in rehabilitation of patients with cortical blindness.
This thesis will begin by reviewing properties of audiovisual integration
and contextualizing their potential to impact rehabilitation in Chapter 2. To
carry out rehabilitation by perceptual learning with audiovisual stimuli, new
hardware and software solutions are required which will be described in Chapter 3. This includes procedures to validate the use of VR for the production
of high quality audiovisual stimuli as well as a description of improvements
made to an existing open-source integrated eye tracking system. The validated
VR system is then put to use to create a multisensory audiovisual perceptual
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training paradigm in VR, which is then used to test the impact of multisensory
audiovisual stimuli on global motion integration learning as well as the spatial
specificity of this learning, detailed in Chapter 4. Then, a cross-modal auditory
attention cue is used to investigate the impact of auditory attention on spatial transfer of perceptual learning in figure-ground segregation in the motion
domain, described in Chapter 5. Through the use of virtual reality to produce novel multisensory perceptual learning paradigms, this thesis advances
the potential of multisensory rehabilitation, particularly for hemianopia.

Chapter 2

Background
2.1

Visual Perceptual Learning and Plasticity

In the adult brain, perceptual ability can continue to develop and change
throughout an individual’s lifetime. These changes can be on the level of
adaptation, which is a fleeting re-weighting of perceptual information, or can
be due to perceptual learning, which is long lasting and the result of plastic changes to the brain. In a laboratory setting, visual perceptual learning
(VPL) is defined as improvement on a visual task through repeated exposure
to a training stimulus, which is sustained beyond the training period, rather
than being a temporary change which fades upon completion of the stimulation period [125]. This improvement is brought about by the process of neural
plasticity, in which the mechanism of perception is changed by repeated exposure to new stimuli [88]. Perceptual learning differs from other types of
learning in that it is unconscious, and from other perceptual enhancements
like adaptation because it persists after the learning period has finished without a return to baseline [49]. Learning can be based in specific applications,
like a radiologist’s improved ability to identify lesions in x-ray images [71],
or as is often studied in laboratory environments, improved performance on
basic visual tasks like orientation discrimination [126], visual acuity [105], motion direction discrimination [153], figure-ground segregation [133] and others.
Laboratory-based training tasks can produce VPL over timescales of several
days for visually intact participants [49], and the resulting improvements are
long-lasting, with improvements lasting for years after training has been com4
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pleted [86].
Research has found that the effectiveness of laboratory training tasks as
well as the mechanisms of learning are impacted by a number of factors. In
order for learning to occur, the task difficulty must be sufficiently easy to allow
the participant to understand the proper procedure, but not so easy that they
have no room to improve [2, 11]. While perceptual learning is itself a mechanism for perceptual enhancement, it also works in conjunction with other
systems like visual attention. Visual attention is a process where relevant,
potentially para-foveal information is selectively enhanced in the perceptual
representation. By prompting the deployment of visual attention during training, perceptual improvement can be increased [41, 42]. VPL is also impacted
by reinforcement and reward systems in which correct judgments are noted
and incorporated into internal perceptual models [58]. Similarly, while learning can occur passively in the absence of reinforcement, learning is often more
effective when done through training in which correct perceptual judgments
result in feedback, generating an internal reward [128].

2.1.1

Transfer of Visual Perceptual Learning

One notable feature of VPL is that it can be specific. Often, learned perceptual enhancements do not generalize well to new spatial locations, different
task dimensions, or to related tasks, though training conditions do have an
effect on this. This can be in the form of task-specificity, where learning shows
limited transfer to untrained tasks, even when related stimuli are used, or location specificity where learning is restricted to the retinotopic location where
training was carried out. Specificity is thought to be due to the mechanism of
the plastic changes that occur during learning, which may be in low-level cortical regions especially with single-stimulus training paradigms [121]. Certain
trained improvements are also retinotopically specific [144], such that when a
stimulus is repeatedly presented at the same location in the visual field, any
improvement gained through training that particular area is not shared by surrounding retinal locations. However, the mechanisms of perceptual learning
are not restricted to enhancements in the lowest levels of visual processing.
The specificity of perceptual learning was initially thought to be a result
of learning modulating changes only to the early retinotopically and functionally specific areas of the brain, such as primary visual cortex (V1) which
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are then able to pass higher-quality representations to later processing areas
[3]. However, recently this understanding has been expanded as results that
show generalizability of learning under certain conditions have been observed
[45]. Current understanding of the mechanisms of perceptual learning has
converged upon a realization that there is not likely to be a single mechanism
for perceptual learning, but rather that learning can modulate more than one
process, and operate in more than one region of the brain depending on various parameters of the task and training procedure [90]. Certain methods
of improving both task and retinotopic generalizability have been identified,
such as double-training [144, 151, 152, 153]. In double training, one stimulus is paired with a second stimulus which does not effect performance on
the primary task. These double training paradigms have shown promising
results in improving the generalizability of visual training, potentially by expanding the neural substrate which is affected by the training. Transfer of
perceptual learning can also be improved by manipulating the deployment of
attention during the training. In our context, attention can be exogenous or
endogenous. Exogenous or “bottom-up” attention is an involuntary process,
often generated by an external stimulus, whereas endogenous or “top-down”
attention can be deployed voluntarily [98]. Within these categories, attention
can also be characterized as spatial, pertaining to a given location in a visual field, or feature-based, centered on a specific stimulus dimension such as
color, direction, or orientation [56]. Deployment of attention, either exogenous
or endogenous, spatial or feature based, has been shown to improve spatial
transfer of visual perceptual learning [41, 44, 68]. And finally, transfer of visual perceptual learning to different tasks can be produced through the use of
cross-modal audiovisual training. Particularly, this training transfers between
sensory modalities, which may indicate a higher level of non-specific processing [6, 110, 132]. Cross-modal perceptual training will be discussed further in
Section 2.2.3.
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Audiovisual Integration
Anatomical and physiological substrates

Methods for identifying areas involved in audiovisual integration
Integrating audiovisual information is useful to the animal who is constantly
receiving multimodal sensory information and must use that information to
eventually to guide action or make high level decisions about their environment. During perception, information flows from the sensory receptors (e.g.,
eyes, ears) to different functional areas in the brain which each perform additional processing. One approach to identifying the areas where unisensory
signals are combined and represented is to follow the path of unisensory inputs
in the brain in search of neural populations that are selective for multimodal
sensory signals, either through combination or transformation [143]. This sort
of tracing is accomplished through four commonly used methods as detailed in
[97]: electrophysiology with single neuron recording, retrograde or anterograde
tracing, fMRI studies of the whole brain, and electroencephalography (EEG)
or event-related potential (ERP) studies of certain regions [97]. The first two,
electrophysiology and tracer studies are primarily done in non-human subjects
and provide very fine-grained information about how signals pass through specific small populations of neurons. Tracer studies have the added benefit of
showing signal direction, either upstream or downstream from the injection
site. However, with tracers it is difficult to determine how multiple signals
interact with each other, as can be done in electrophysiology, and in electrophysiology it is impossible to determine where signals originate or end up, as
can be done with tracer studies. The next two methods, fMRI and EEG/ERP,
can be used in humans as well as with non-human animals and can provide
information on a much larger population of neurons, which gives insight into
the higher level organization. FMRI has good spatial resolution, but suffers
from poor temporal resolution and can be difficult to interpret when comparing with data on electrical processes in the brain. EEG and ERP studies have
better temporal resolution and data directly represent electrical waveforms as
they pass through the brain, but spatial resolution is poor as the responses
from many neurons are averaged together.
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Anatomy of audiovisual integration
Broadly, audiovisual integration occurs at both early and late levels of processing, and perhaps on all levels of processing. Integrated audiovisual responses
can be observed as modulated versions of unisensory signals. In particular,
studies of audiovisual integration across multiple species have identified involvement of the primary visual cortex (V1), the superior colliculus (SC),
and the primary auditory cortex (A1). Audiovisual integration occurs both
at the level of the primary cortex as well as in extrastriate areas further up
in the hierarchy. In anatomical studies, to be considered a truly audiovisual
neuron, the cell must not only receive information from both sensory modalities, but respond to a combined stimulus differently than a unimodal one.
In results from single-unit electrophysiology studies done with cats, the SC
contained neurons which showed a non-linear response to simultaneous audiovisual stimuli which differed from the sum of the same neuron’s response to
auditory stimuli and visual stimuli alone [96]. Similarly in primary cortical
areas, single unit recording in the auditory field neurons of ferrets showed a
distinct response to paired audiovisual stimuli as compared to the sum of responses from unimodal visual or auditory alone [22]. Anatomical tracing in
primary cortical areas shows that connections between auditory and visual
regions are bidirectional. Retrograde tracing in cynomolgus monkeys showed
projection of auditory signals into V1 [50] and similar retrograde tracing in
marmosets has shown the opposite to be true as well: visual information has
been found to be projected to the auditory belt [29].
In humans, a comparison of BOLD responses to visual-only stimuli and
audiovisual stimuli showed increased activation in the posterior superior temporal sulcus (STS) when experiencing the audiovisual stimuli [15, 148]. This
region is implicated in speech processing as well, which occurs higher in the
hierarchy, indicating that the posterior STS may be required for more complex audiovisual tasks. For simpler tasks or those requiring quick processing,
lower hierarchy areas may be activated, as reviewed in [57]. Other studies
have found activation in the primary auditory and primary visual corticies
with shorter BOLD response latencies when exposed to audiovisual stimuli
than when exposed to either unisensory auditory or unisensory visual [54, 92],
indicating more efficient processing of multisensory integration in those areas.
Multisensory integration occurs throughout the brain, in cortical as well as
extrastriate areas.
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Figure 2.1: Multisensory regions in the human brain Figure borrowed
from [57] Signals from the primary sensory areas are distributed throughout
the brain, where they are combined to form multisensory percepts. The primary visual cortex itself contains many audiovisual convergences.
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Physiological mechanisms
The exact physiology of multisensory integration is difficult to determine due
to challenges in comparing results from different methods. The markers used
to search for integration as compared to simply “processing” present differently in different experimental methods. In fMRI studies or electrophysiology,
integration is often indicated by the nonlinear combination of multimodal
signals, such as an fMRI signal after audiovisual stimuli with a different amplitude than would be observed by summing the amplitudes of the response to
unisensory stimuli. It can also be marked by a different latency, where multisensory signals are processed earlier or later than unisensory ones. This can be
observed with both fMRI methods as well as retrograde/anterograde tracing.
In EEG/ERP results, there may be different topographies for multisensory
signals versus unisensory signals, and oscillations may be synchronized. These
methods are reviewed in detail in [97]. Despite these challenges it is known
that in general audiovisual integration relies on coordination and synchronization between multiple regions of the brain in addition to processes involving
single neurons [131].
Studies of non-human animals have demonstrated both nonlinear integration as well as shorter latency in the processing of multisensory integration as
compared to unisensory signals. In a single unit recording study performed
with cats, nonlinear combination of signals was reported in superior colliculus neurons, where multisensory enhancement is observed. This pattern was
present in the intact brain, but after deactivation of part of the association
cortex, the nonlinear combination was no longer observed though the response
to unisensory stimuli persisted. This suggests that multisensory integration
through nonlinear combination relies on coordination between multiple areas
of the brain [143]. In cynomolgus monkeys, a retrograde tracing experiment
demonstrated short feedback connections from primary auditory cortex to
primary visual cortex. These feedback connections would provide the shortlatency pathway needed for spatial processing of multisensory integration [35].
The effect of task on response properties
In studies with human participants, behavior and task demands may require
different mechanisms depending on what the specific requirements of the task
are. In a study examining BOLD response latency and response times in sub-
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jects performing a behavioral task, both primary visual and primary auditory
cortices had shorter BOLD response latencies when exposed to audiovisual
stimuli than to unisensory stimuli [92]. In ERP data collected during a multisensory behavioral task, audiovisual responses were generated by a different
topography of neurons rather than being a simple strength modulation of
unisensory signals [30]. In another reaction time task, EEG data showed increased β activity in response to multisensory stimuli when compared to the
β activity predicted by summing the response individual unisensory stimuli.
This increased β activity was found distributed over the scalp, suggesting a
synchronization of oscillations from different cortical regions [129].
Behavioral results
Multisensory integration can alter and often enhance unisensory perception,
but the specific parameters of the task influence the strength of these interactions. For example, performance in a visual search task was enhanced by
cross-modal auditory cueing, but only when the auditory and visual cues were
spatially and temporally coherent [89]. Temporal coherence was found to be
more important than spatial coherence in a different visual search task, but
auditory cross-modal cues still enhance the visual search [139]. Audiovisual
enhancement can also impact illusory contour detection, where addition of
sound increases reaction times in a contour detection task [138]. From behavioral studies of multisensory integration, several physiological principles of
multisensory integration have been derived. The first is the principle of spatial and temporal coherence. In order for signals to be properly integrated,
stimuli must occur during a specific temporal binding window and be spatially congruent [26]. The second is the inverse effectiveness principle, stating
that audiovisual integration is more likely to occur when individual modalities
alone provide weak signals [130, 143].

2.2.2

Audiovisual Integration With Visual Deficit

In the presence of visual deficit, audiovisual integration does not fully cease,
though the process does manifest differently. In populations with visual deficit
it is convenient to expand the definition of audiovisual integration beyond processes where auditory and visual inputs directly interact to produce signals
which differ from the sum of unisensory signals alone. This expanded defi-
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nition is necessary because after the reduction or elimination of visual input,
“audiovisual integration” can now be recast as non-visual functions adopted
by parts of the brain that would ordinarily handle visual input, or processes
of cross-modal calibration.
The age of onset of visual deficit impacts the degree and type of plastic
change undergone after the brain. For the purposes of this work, age of onset will be split into three categories: congenital blindness which occurs from
birth, early blindness which occurs before 16 years of age in humans, and late
blindness which occurs after 16 years of age in humans. These divisions are
detailed in [52] which reviews the various critical periods in visual development.
Age of onset also interacts with different types of visual deficit, and the
plasticity of the brain at these different periods leads to different changes in
audiovisual integration processes. Broadly there are two types of visual deficit.
Deficits can result from damage to or loss of the eyes themselves, which leads
to a reduction in visual input, or vision can be lost as a result of damage to
parts of the brain which process visual information. These types of deficit can
overlap, as in the case of amblyopia, and the age of onset of either can impact
the changes to audiovisual integration.
There is a critical period of both multisensory and unisensory development during which young children are especially vulnerable to a total lack of
visual input, or anopthalmia. Partial visual deprivation can also be caused by
conditions including refractive errors, cataracts, strabismus and others. Even
when corrected, this partial deprivation can in turn lead to amblyopia, or decreased visual acuity not due to a physical defect in the eye. Amblyopia can
produce a wide range of effects depending on the severity and duration of the
impairment, as reviewed in [116]. Lastly, we consider cortical vision loss or
hemianopia, wherein a full hemisphere of vision is lost on the contralesional
side. Often this is the result of stroke damage occurring later in life past any
critical period of development, but still can result in plasticity as the visual
afferents are preserved.
Total deprivation
In the case of total visual deprivation in congenitally blind or early blind
individuals, the lack of visual input modulates neural connectivity. This is
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observed as changes to the underlying mechanism of audiovisual integration
and redirection of signals from other modalities to areas of the brain that
would otherwise process visual information. In a retrograde tracing study
comparing anophthalmic and sighted opossums, tracers injected into the primary visual cortex showed different organization of the thalamo-cortical (motor signals) and cortico-cortical (unisensory auditory) connections rather than
tecto-cortical (superior/inferior colliculus) connections in the anophthalmic
opossums [72]. Results with anophthalmic mice show sub-cortical auditory
input to the primary visual cortex, but no direct connections between the primary visual cortex and the inferior colliculus [32]. In gerbils deprived of either
auditory, visual or somatosensory inputs, connections in the brain were reorganized to enable the recruitment of the deprived brain areas for processing
inputs from the spared senses. Specifically in the blind animals, projections
from V1 to A1 were reduced but lemniscal projections to V1 were increased
[64].
Studies with human participants find similar results: “visual” areas of the
brain can be recruited for processing auditory stimuli. Early-blind human
participants performing a purely auditory bisection task showed activation of
the occipital cortex which was not observed in sighted, blindfolded individuals
performing the same task [27].
Another interesting result is in the reorganization of visual areas to match
structure usually observed in auditory areas. In a typically sighted brain,
visual processing areas are retinotopically organized, auditory processing areas are tonotopically organized. However, anophthalmic human participants
showed tonotopic organization in area V5/MT, suggesting that these ordinarily visual areas are recruited for auditory processing [147]. Additionally, when
asked to discriminate between pure and complex sounds, early blind participants showed activation in V1 and V2 which was not present in a sighted,
blindfolded control group [106]. This recruitment of “visual” areas for auditory processing does have a sensitive period developmentally. When comparing
early blind and late blind individuals, early blind participants showed auditory
activation of MT/MST+ where late blind and sighted participants did not.
The blindness-onset times in this participant pool suggest that the sensitive
period is before the age of 3 years [16].
As “visual areas” are recruited for auditory processing, unisensory auditory processing areas are also affected and sometimes enhanced by early total
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blindness. ERP recordings made as early-blind participants were asked to detect deviant sounds while allocating attention to either peripheral or central
locations showed a narrowed auditory attention range in the periphery when
compared with sighted, blindfolded controls, suggesting an ability to tune their
auditory attention more finely than the sighted participants [118]. Frequency
perception also shows fine tuning in early blind populations. When asked to
detect when a particular frequency was repeated in a block as fMRI data was
collected, auditory cortex of blind participants showed narrower tuning for auditory frequencies than the sighted blindfolded participants. These results are
further evidence that blindness in the early stage of development modulates
connectivity throughout the brain, even extending to areas which are mainly
concerned with the processing of non-visual information.
Early and late partial deprivation
Although the rehabilitation sections of this manuscript focus on ameliorating
the effects visual deprivation from cortical blindness, additional insight can
be drawn from studies of amblyopia, a much more common form of visual
impairment. Studies of amblyopia show that early visual impairment does
affect both auditory and audiovisual processing. In people with amblyopia,
visual information is partially degraded during the early critical period of
brain development. As in the case of total deprivation, the degraded visual
input has effects on auditory as well as audiovisual processing. Compared with
sighted participants, adult amblyopes showed impairment in both absolute and
relative unisensory auditory spatial localization tasks. Impairment is present
on both sides of the body in adult amblyopes but worse on the amblyopic side
[117]. In a similar study with an added visual stimulus to make an audiovisual
spatial localization task, the amblyopes remained impaired but were found to
integrate audiovisual inputs in a Bayes-optimal fashion as sighted participants
do [115]. When this principle is applied to the case of cortical blindness, it
may implies that cortically blind individuals could still integrate signals in the
same way as before the deficit occurred, but due to the lower quality of the
visual input may weight it lower in the combination.
Amblyopia is a form of partial blindness that occurs early in development,
but cortical vision loss due to stroke often occurs in adult populations long
after the brain has developed with full visual input. One such form of adult
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Figure 2.2: Hemianopia due to cortical vision loss Figure borrowed from
Krystel Huxlin The left panel of this figure depicts a horizontal section of the
brain including the eyes and optic nerves. Shown as red bars are two different
types of damage to the brain that cause visual field defects. These defects are
shown in the right panel. On top, total loss of vision in one eye is the result of
damage to the optic nerve, severing the connection before it is combined with
the other eye downstream. On the bottom highlighted in green is a depiction
of cortical vision loss, resulting in hemianopia. In hemianopia, conscious vision
in half the visual field is lost in both eyes on the side contralateral to the lesion
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visual deprivation comes in the form of cortical vision loss, which can present
as quadrantanopia or hemianopia. In cortical vision loss, which is often caused
by stroke [109], the conscious vision is lost in up to half of the visual field,
on the opposite side of the cortical lesion, as shown in Figure 2.2 As in amblyopia and other forms of vision loss, both audiovisual as well as unisensory
auditory processing can still be affected in cases of cortical blindness. In particular, hemianopia can affect auditory and audiovisual spatial representations.
Hemianopia patients have shown disassociation between auditory and visual
straight-ahead perception, where the visual perception of straight-ahead is biased toward the contralesional side but the auditory straight-ahead judgment
is unaffected [84]. Similarly, in an absolute auditory spatial localization task
which measured both hand-point and head-point responses, hemianopes show
bias towards the blind side for the head-pointing response but not for the
hand-point, excepting right hemianopes who showed bias in both responses
[85]. Testing audiovisual localization in hemianopes with a verbal response
found impaired unisensory auditory localization in the blind hemifield. Audiovisual integration enhanced this perception but only when the auditory and
visual stimuli were spatially and temporally coherent [83], which is consistent
with the spatial and temporal coherence requirements for audiovisual integration in visually intact participants. In a similar localization task which used
saccadic responses to an audiovisual or unisensory auditory localization task,
hemianopes showed impairment in both but no difference in accuracy between
the auditory and audiovisual tasks, suggesting that damage to V1 impacts
audiovisual integration for saccade direction [136].
Recovered vision or sensory substitution
In some cases, individuals who were either fully or partially visually impaired
can recover later in life, or learn sensory substitution methods like echolocation which provide spatial and “visual-like” information through auditory
sensation. This still impacts audiovisual processing, as the visual or visual-like
information is only presented to the brain after the critical or sensitive period
in development. For example, early-blind participants who recovered their
sight as adults listened to static and moving auditory stimuli while undergoing
fMRI scans. Compared with normally sighted participants, the sight-recovery
group had more activation of area MT+, even for weak auditory motion, sug-
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gesting that the experience of early blindness may lead to lasting changes in
that area of the brain, even when visual information is supplied later in life
[120].
In studies of blind individuals who have been taught to echolocate, auditory information which contains spatial content may be processed in areas
otherwise considered to be “visual.” Compared with sighted controls, two early
blind and one late blind echolocators showed increased activation of the occipital cortex in a shape recognition task [10]. FMRI data measured from
echolocators performing a spatial localization task showed topographic organization in the occipital cortex similar to the retinotopic organization found
in sighted individuals in the areas mapped as V1, V2 and V3 [101].

2.2.3

Audiovisual Integration and Perceptual Learning

Perceptual learning is a way to induce plasticity even in the adult brain past
the critical period of development. Learning can occur in all sensory modalities, and but less is known about how auditory and visual processing interact
in the context of perceptual learning. Improved understanding of the learning process has implications for development of rehabilitation techniques, as
well as insight into how the brain reorganizes after vision loss. Perceptual
learning can be multisensory, involving both modalities at the same time,
or cross-modal, in which one modality informs perception of another but remains independent. Multisensory perceptual training is focused mainly on
tasks which could be accomplished by both the auditory and visual systems
independently, such as spatial localization, temporal order or simultaneity
judgments, motion direction discrimination and simple detection. On many
tasks, regardless if training has taken place, audiovisual integration enhances
processing beyond uni-modal processing, as discussed in Section 2.2.1. Similarly, audiovisual training can lead to enhancement in unisensory perception
[55]. This occurs in both visually intact populations as well as in populations with visual deficit, but the mechanisms may differ, as reviewed in [14].
Additionally, transfer between modalities (i.e. unisensory training to visual
learning) depends highly on the training paradigms used. A distinction must
be made between “cross-modal” training in which the training task uses one
modality and the pre- and post-test uses another, and “multi-modal” training
in which the training task uses both modalities together and testing can be
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either single or dual modality.
Mechanisms of audiovisual perceptual learning
As with studies of visual-only perceptual learning, the location generalizability versus specificity of audiovisual learning is sometimes used to determine
the mechanism modulated by learning. In a cross-modal training task run
by Beer and Watanabe in 2009 where participants completed an auditory
task while passively viewing task-irrelevant visual stimuli, testing on the visual stimuli showed enhancement when paired with the same auditory stimuli
as had been heard during training. However, this learned enhancement was
specific to trained locations, suggesting that the learning occurred in a retinotopically organized region with small receptive fields like V1 [18]. A second
study with a similar task showed enhancement as well as inhibitory effects,
suggesting that cross-modal training may have multiple mechanisms [17]. An
EEG study found increased activity in the colliculo-dorsal MT pathway after
multi-modal audiovisual training on a motion discrimination task, but only
led to an enhancement in task performance in the trained hemifield, and only
with spatially coincident stimuli [60]. Visual training on an audiovisual simultaneity judgment task yielded a narrower temporal binding window as well
as increased activity in the posterior superior temporal sulcus on fMRI data
[109].
In individuals with visual deficit, the mechanisms for audiovisual perceptual learning can differ from those observed in visually intact individuals. Research on multisensory perceptual learning in populations with visual deficit
has focused primarily on training late-blind adults with some residual vision,
as training in this population can still include a visual component. In an
electrophysiology study combined with a behavioral task, cats were trained to
perform a visual orienting task then lesioned in V1 to produce hemianopia.
These lesions reduced the electrophysiological response in the deep superior
colliculus. After training with an audiovisual stimulus in the same orienting
task, the cats recovered the ability to perform at pre-lesion levels and the superior colliculus neurons recovered the pre-lesion response [70]. With human
participants, patients with hemianopia but spared collicular-striate pathways
were compared to patients with neglect but spared geniculo-striate pathways.
The neglect patients showed adaptation to the ventriloquism aftereffect in

CHAPTER 2. BACKGROUND

19

the contralesional field but the hemianopic patients did not, implying that
the geniculo-striate pathways mediate the ventriloquism aftereffect. The same
study showed enhanced auditory localization after passive exposure to visual
stimuli in both the damaged and intact hemifields, showing a crossmodal interaction that is neither collicular-striate nor geniculo-striate [103]. Lastly, in
a study not focused explicitly on training, late-blind individuals were found
to show no activation in MT/MST when exposed to moving sound, where
early-blind individuals do show this activation suggesting a sensitive period
for cross-modal plasticity in area MT/MST and may not be a mechanism
which can be used for training later in life [16].
Transfer of audiovisual perceptual learning to unisensory functions
Multi-modal audiovisual training may not always produce learning that transfers to improvements in unisensory functions. In visually intact participants,
the stimulus type, task, and training conditions can impact transfer between
modalities. Participants trained in a temporal order judgment task with either unisensory visual unisensory auditory or audiovisual stimuli and showed
learning in all modalities. However, with the exception of audiovisual training
transferring to a unisensory visual task, no other training transferred between
modalities [6]. Another study which used a motion direction discrimination
task compared training with a congruent audiovisual stimulus to incongruent audiovisual and visual-only training, and found that the group trained
with the congruent stimulus learned faster and had better performance on
a visual-only post-test than subjects trained with visual only or incongruent
audiovisual stimulus [75]. Training on an audiovisual localization task did
show transfer to a unisensory auditory localization task but the transfer was
improved when the training used spatially congruent audiovisual stimuli over
spatially incongruent [79]. Training with an audiovisual simultaneity judgment task did not transfer and change the parameters of auditory integration,
as demonstrated by similar susceptibility to the sound-induced-flash illusion
before and after the training period. However, participants did improve performance on a purely visual test and had a higher proportion of correct detection
of visual flashes after training [110]. These results suggest higher chances of
transfer when audiovisual training are spatially and temporally congruent, and
that transfer to either unisensory auditory or visual modalities is highly task
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dependent.
Less research has been conducted in participants with visual deficit, but
similar results have been observed as in visually intact populations, showing
that transfer between modalities is dependent on task parameters. A pair of
studies measured different patient populations but used the same training procedure comprised of a visual detection task accompanied by a task-irrelevant
auditory stimulus, and requested that participants make a saccade to any
target they detected. One study used adult hemianopes [24] and the other
used children and young adults who had acquired lesions after age eight and
were more than a year post-damage [34]. Both populations showed similar
outcomes, where performance improved in the training task but when the auditory stimuli were removed the improvement in the visual task disappeared
if the participants were not allowed to make eye movements during the task.
As this result was consistent despite the age of onset, it suggests the lack of a
sensitive period where this transfer would be available throughout the lifetime.

2.3

Using virtual reality for perceptual science

In previous sections, I have discussed vision loss and how audiovisual training
can impact and be used to rehabilitate vision loss. However, another extremely
important part of the puzzle is how to produce appropriate audiovisual stimuli
in a practical manner. In many cases, researchers in either vision or audition
are somewhat limited to their immediate field in terms the technology they
can access, as it requires somewhat specialized knowledge and dedicated space
to set up systems like 3D speaker arrays in a soundproof room, or a properly
calibrated display with an eye tracker. But as virtual reality (VR) technology
has improved to the point where displays of reasonable quality are readily
available to the consumer, new opportunities are open to experimenters who
wish to create novel multisensory stimuli. In the following section, I will
describe ways to take advantage of what VR can offer the perceptual scientist,
and pitfalls to avoid when designing experiments in VR.
Virtual reality systems are relatively new in the field of vision science, and
using them successfully requires understanding of the unique display properties
that they possess. While VR provides the ability to present 3D visual stimuli,
track the motion of the head and the hands, and present 3D audio without the
use of complex physical speaker arrays, the display is limited in the field of view
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(FOV), spatial resolution, and contrast it can provide. User comfort must also
be addressed especially when using the headsets for a longer duration. But,
with proper consideration, these systems can be very powerful tools for the
study of human perception.

2.3.1

Trade-offs from virtual image display

Modern VR headsets use a combination of a pair of magnifying lenses and
small display panels to present a different view to each eye. This lens-display
combination produces a virtual image distant from the viewer’s eye, which
is then imaged to the viewer’s retina by the optics of the eye, making this
system a “virtual image display”, as diagrammed in Figure 2.3. The benefits
of such a design include a wide FOV without the need for large, weighty display
panels which can also be placed very close to the face, making it wearable as
a head-mounted system.
However, a virtual image display comes with several issues for the viewer.
The primary issue is known as the vergence-accommodation conflict. When
viewing a real image, such as a flat panel display or anything in the physical
world, a viewer’s eyes adjust to the depth of that object in two coupled ways.
The vergence angle between the eyes changes, as does the optical power of the
eye’s lens through a process known as accommodation. For any real depth,
there is a predictable relationship between the accommodation and vergence
of the eyes. In a virtual image display, accommodation is fixed to a single
optical power which is best suited to focus on the display positioned at a fixed
distance from the eye. But due to changing disparity information between the
displays presented to each eye, used to simulate depth in the virtual images,
the vergence angle between the eyes changes continually as the viewer looks
around the scene at objects placed at different depths. The decoupling of these
two processes causes a perceptual conflict, wherein two cues the visual system
can use to determine the depth of a given object give conflicting information.
Research has shown that this conflict reduces performance on visual tasks
[65] and causes visual discomfort especially when the disagreement is more
extreme [74]. When using virtual image displays for long periods of time,
special consideration should be taken to minimize the vergence accommodation
conflict where possible. The vergence-accommodation conflict and methods to
mitigate its impact on perceptual studies in VR is further discussed in Chapter
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Figure 2.3: Schematic of a virtual image display In a virtual image
display, the LCD screen to be displayed is placed inside the focal plane of the
lens. This produces a virtual image which is magnified and can fill the entire
field of view while the overall system fits within a compact form factor. The
virtual image is then imaged to the retina by the optics of the viewer’s eye.
In this type of display, the virtual image can only be viewed by an imaging
lens placed within the eye box (shown in orange). The eye box location and
size is a critical parameter for the design of virtual image HMDs. The eye
box must be of sufficient size and at the right location so that a range of users
with different eye positions can still properly view the virtual image.
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3.

2.3.2

Producing spatialized 3-D auditory stimuli

Just as 3D visual displays create the perception of depth by simulating visual
cues such as disparity, visual parallax and a vanishing point, 3D audio displays do the same by mimicking auditory cues which lead to 3D spatialized
perception. Similarly to ray tracing models in the visual context, these cues
are recreated in a virtual scene by simulating how sound waves from a given
source would be propagated through the scene before reaching the listener’s
ears. However, being comparatively slow moving pressure waves, sound waves
observe slightly different rules in how they propagate, and human hearing is
sensitive to these perturbations. The way sound waves are reflected and modulated by interactions with physical properties of the environment provides a
great deal of information about the spatial properties of a scene as well as the
location of the sound source.
This sensitivity to small changes in sound waves creates one of the main
challenges in producing realistic sounding 3D audio, which is creating the
appropriate localization perception in listeners. Auditory perception of spatial
location is formed by a combination of several cues, including the intra-aural
time difference (ITD) intra-aural level difference (ILD) as well as more subtle
spectral cues [19]. Any virtual audio display must faithfully recreate these
cues in order to give the proper perception of location, and recreating these
cues requires careful treatment, especially when the auditory scene is being
replayed through headphones. The challenge in creating the spectral cues in
particular lies in both how to calculate the appropriate waveform that would
be produced by the desired source after propagating it through the scene as
well how to eventually play the sound through a speaker or array of speakers
depending on the user’s position in the scene. The propagation of sound is done
through spatializer algorithms, which are somewhat analogous to the process
of ray tracing done to simulate virtual lighting conditions. These spatializers
take the physical properties of sound waves and material properties of items
in the scene and calculate how they would be transformed upon reaching the
ears of a listener in a given location [87, 149]. If the user is stationary in a
known location, and multiple speakers are located in free space, the problem of
playback is constrained and sounds can be rendered at the speaker locations.
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However, if the listener is wearing headphones, or moving their head as is the
case in virtual reality settings, additional measures must be taken to ensure
that the simulated sound is physically appropriate.
To properly render sounds through headphones when the head is moving freely, a head-related transfer function (HRTF) must be employed. The
HRTF is a transfer function which accounts for how an individual’s head
shape, ear shape, and head position impact sound wave propagation. HRTFs
vary widely between individuals [150], and can be impractical to calculate in
many contexts as accurate HRTF measurement requires carefully calibrated
equipment. Howver, when developing psychophysics experiments involving
auditory localization, there are ways to produce sufficiently localizable sounds
without perfect reproduction of all spectral cues. As is generally the case in
virtual reality, the limits of the perceptual system place helpful constraints on
the fidelity required of the simulated world. Producing a realistic 3D sound
scene can often be accomplished by making appropriate tradeoffs, but in order to determine what is a appropriate in a given context, it is important to
understand the sensitivities of the perceptual system when deciding how to
best produce stimuli.
While the ideal case would be to use an individualized HRTF, legitimate,
if crude, spectral cues can be produced with generic HRTFs, and these can
be used in contexts where other localization cues are sufficiently strong [19].
Even with generic HRTFs, there are several ways other ways to increase the
potency of localization cues. For one, sounds are better localized when they
are in motion relative to the head [94, 156], so one might design an experiment
which uses moving sounds rather than fixed, and adjust the task accordingly.
Another method to strengthen localization is to exploit the ventriloquist effect [5]. The ventriloquist effect is a phenomenon in multisensory integration
where a visual source can “capture” sound and pin it to a particular location.
This capture effect can be additionally enhanced by a synchronized temporal
component to the stimulus like a visual flash paired with an auditory pulse,
which increases the strength of crossmodal binding [23]. Of course, this may
not be appropriate if the aim of the study is to probe specific parameters of
multisensory integration or if this could otherwise confound the desired results.
Another way to incorporate auditory localization stimuli in VR without
perfect spectral cuing is to simply use a task which requires relative localization
judgment rather than an absolute one. Distinguishing one sound as being to
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the left of another, for example, is easier with sparse localization cues than
making an absolute judgment of location by pointing. However, care must be
taken even when positioning stimuli for relative judgments. One tricky case
for 3D sound production involves something known as the “cone of confusion”
which refers to a set of locations which all produce similar ILD and ITDs,
requiring the use of spectral cues to distinguish the true location [119]. In
absence of a high-quality individualized HRTF, it is preferable to design a
task where the stimuli to be distinguished do not fall within the same cone of
confusion.
Even without a perfect auditory simulation, useful spatialized auditory
stimuli can be created in virtual reality without the requirement of specialized
auditory equipment. As long as care is taken to make compromises which will
not interfere with the goals of a given study, strong localization cues can be
produced by exploiting the abilities of the perceptual system.

2.3.3

Eye-tracking in virtual reality

Another inviting feature provided by using VR for psychophysics study is the
ability to directly integrate eye tracking into an experiment. Eye tracking has
become widespread in vision research, whether it is used for simple fixation
monitoring or for recording more complex gaze behavior. At the time of writing, video-based eye tracking has become dominant for most applications save
certain high-precision contexts, and can be paired with desktop or real-world
setups used for stimulus presentation. Generally, video based eye tracking begins with collecting an image of the eye, then uses a variety of algorithms to
determine the eye’s position within image, and finally maps that eye position
to a location in the real or virtual world based on a set of calibration points
collected at the beginning of the session.
The accuracy and precision of these eye tracking systems are limited by
the quality of the individual images and quality of the video stream. Relevant image quality parameters include spatial resolution, proper alignment of
cameras with respect to eye, image exposure and contrast, and the presence
of artifacts. Video quality is further determined by the temporal resolution as
well as consistency of the video stream. Optimization of all these parameters
must be balanced against processing speed, particularly at higher temporal
and spatial resolutions. However, none of these issues are insurmountable if
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the algorithms used to determine eye position are robust to them. Of course,
it is making the algorithms robust that has provided much of the challenge in
video based eye tracking.
Currently available eye tracking systems in use are varied in the scope of
their applications. Options include desktop eye trackers which require immobilizing the head, mobile eye trackers which are worn like a pair of glasses, as
well as eye trackers integrated into virtual reality headsets. Many eye tracking algorithms have been developed and optimized for the more established
desktop or mobile contexts, and though these algorithms can be repurposed
for use in VR, they do not fully account for the unique challenges posed by integrating the eye trackers into a head-mounted display. Firstly, HMDs have a
much smaller area in which eye tracking cameras can be positioned, imposing a
form-factor limitation. This results in altered FOV and eye appearance due to
its position in the image. Next, the environment inside the HMD can heat up
considerably, which either requires additional cooling hardware or robustness
to thermal noise. Another factor is the possible introduction of image artifacts, particularly in designs where the eye tracking cameras are positioned
behind the HMD lens. Artifacts can include scattered light and glare from
the illumination used, as well as optical aberrations. Finally, for applications
where real-time performance is necessary, the output from the trackers must
operate quickly enough to integrate seamlessly into the rendered environment.
Eye-tracking in virtual reality still lags behind solutions available in realworld contexts, and must improve before it can be reliably used in virtual
reality for the complex gaze monitoring possible in mobile or desktop settings. While creating better eye tracking in VR is thematically a different
approach to improving visual rehabilitation than producing audiovisual training paradigms, consistent use of eye tracking during training can have a great
impact on the efficacy of a given rehabilitation paradigms [66] and any rehabilitation system that operates in virtual reality must include eye tracking,
making poor eye tracking in VR a very real bottleneck in the advancement of
the work.
At the time of writing this thesis, the following solutions are available, but
each has certain limitations:
• HTC Vive Pro Eye: This tracker is accurate, priced at around $2,200,
and easy to calibrate. However, when the user moves their head or body,
tracker latency becomes unacceptably long and the device becomes un-
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suitable for real-time use. Additionally, the eye images and internal
settings are not available to the experimenter, limiting the researcher’s
ability to validate data quality or conduct in-depth studies of eye movement behavior.
• Pupil Labs HTC Vive Pro Add-on: This tracker is a standalone
module which can be clipped onto the outside of a VR HMD. It is competitively priced at around $1000, and the software it uses is open source,
meaning all parts of the pipeline can be viewed and controlled by the
experimenter. However, due to the design of the tracker hardware, the
image quality of the eye is low and the tracking accuracy is inconsistent.
Because it is open source, the Pupil Labs system is the most suitable
for modification and will be the focus of eye tracking work presented in this
dissertation.

Chapter 3

Psychophysics in virtual
reality
In the study of human vision, there is a need to compromise between the
ideal case of stimuli which totally match elements found in the natural world,
and the ability to carefully control and replicate experimental conditions from
participant to participant. In an experiment which uses a desktop monitor, the
stimulus is very controlled and conditions are replicable, but the “naturalism”
of the stimuli is limited by the small field of view, the single depth plane,
and the lack of immersion. The potential use of VR in psychophysics both
facilitates the study of natural behavior and greatly expands the number of
stimulus dimensions that can be rigorously controlled and manipulated, as well
as the scope of potential questions related to perception and visually guided
behavior that can be explored. VR affords the use of head and hand tracking,
expanded FOV, the ability to manipulate depth, and the ability to add 3D
spatialized audio. It also allows for the use of integrated eye tracking, and
the use of gaze contingent or gaze following stimuli even while the head is
in motion. Precise monitoring of eye movements and gaze behavior becomes
possible in more naturalistic settings, and the built-in capability of the eye
trackers make gaze-in-world estimation interpretable through the combination
of gaze-estimates with knowledge of the layout of gaze targets within the
simulated environment.
However, due to the relative novelty of these technologies, problems remain in the measurement and characterization of these systems for use in
28
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psychophysics. Compared with conventional desktop displays, validating stimulus fidelity and display properties in these VR systems is less straightforward.
Many headsets only provide nominal FOV and other display specification information, due to the virtual image setup, because accurate correspondence
between physical and virtual spatial position is difficult to verify in the context of a virtual image display. In the following section, I will discuss several
sensory-motor issues that are unique to virtual reality displays, and present
my work towards resolving these issues.

3.1

The Vergence-Accommodation Conflict

The virtual image display causes a perceptual mismatch known as the vergenceaccommodation conflict, which is known to cause discomfort and fatigue in
users [12]. The vergence accommodation conflict arises from a mismatch in
depth cues which are usually tightly coupled. When judging the depth of an
object in space, multiple cues are optimally combined to form the perception
[76]. These include defocus cues which drive accommodation [33] and disparity cues which drive the vergence angle of the eyes. In the natural world, these
cues change in tandem. In VR, the vergence-accommodation conflict arises
when the cues which drive accommodation and vergence become decoupled
[65]. In the case of virtual image displays used in VR, the defocus cues to
drive accommodation remain fixed, because the virtual image of the screen
remains at a single location due to the monofocal lens used in currently available VR displays. However, the stereoscopic nature of the pair of displays,
which each present a separate image to each eye, relies on disparity cues to
give the illusion of depth. As the depth of objects in the virtual world vary,
the disparity information varies without the expected corresponding change
in defocus, causing a cue conflict in the perceptual system.

3.2

Measuring the focal plane location in a head
mounted display

The vergence accommodation conflict can cause discomfort and visual fatigue
for users of head-mounted displays (HMDs). This conflict is a result of the
virtual image display configuration used by current HMDs, in which the viewer

CHAPTER 3. PSYCHOPHYSICS IN VIRTUAL REALITY

30

sees a virtual image at a fixed depth created by the lens-display configuration
in the HMD. This configuration is diagrammed in Figure 2.3.
Because the display is monofocal, the use of multiple virtual depth planes
will give rise to cue conflict. However, many applications in VR may not require the use of different depths. For applications that only require virtual
objects to be presented at a single depth, the conflict can be avoided by conveniently choosing the virtual depth plane in the 3D world so that it matches
the virtual image location produced by the HMD optics. In this scenario, the
accommodation of the eye lenses needed to bring the image into focus matches
the vergence angle produced by the disparity cue from the pair of displays.
Unfortunately, the virtual image location of these lenses is not a published
specification of the headset, and there is a variance between headsets that is
accounted for in the factory calibration. So each device must be measured
individually. The procedure for this is straightforward, and is summarised in
Figure 3.1.
The procedure for this measurement requires a camera equipped with an
adjustable-focus imaging lens. To begin testing, a resolution test pattern is
displayed within the HMD (Figure 3.1). Virtual depth of this pattern is arbitrary, and can be described as the “vergence” depth, because size and disparity
will change with different virtual depths (prompting vergence changes) but focus is fixed. Here a vergence depth of 1.5m was used to scale the chosen test
pattern appropriately. The camera and the HMD are then placed on a table
and positioned so that the camera lens is at the approximate eye location. Positioning is then adjusted so that the optical axes of the camera lens and one
of the HMD lenses are aligned. Alignment is verified by ensuring the central
Fresnel ring of the HMD lens is in the center of the image produced by the
camera. once the camera is aligned, the focal length on the camera’s lens is
adjusted to bring the virtual resolution test pattern on the HMD display into
focus. Once focus has been achieved while the camera is in the eye’s position,
the HMD is removed. A real resolution test target is then placed along the
camera’s optical axis, and without changing the focal length of the camera’s
lens system, the real resolution target is brought into focus by moving it backward away from the camera until it reaches the focal plane set by the focus
adjustment. The distance between the first surface of the camera lens and
the real resolution target is then measured. This distance is the same as the
virtual image location determined by the headset.
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resolve target in VR
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Camera to target distance adjusted
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Figure 3.1: Measurement procedure for virtual focal planes In the
first stage of the measurement, a focus-adjustable camera is placed within
the eyebox of the virtual reality display, viewing a resolution target shown in
the virtual world. The focal length of the camera lens is adjusted to bring the
resolution target into focus. The camera is then removed from the VR headset
and then positioned so it is focused on a physical resolution target in the real
world. The distance between the camera and the physical resolution target is
the virtual image distance of the display produced by the lens used in the VR
headset, and this distance is what the eyes accommodate to while a person is
wearing the headset.
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The measurement for the headset used in the subsequent experiments was
0.57m±0.02m. The variance on this measurement represents the variance in
the “eye box” locations used for camera placement (Figure 2.3). This distance
is used throughout this dissertation in studies where a single depth plane is
required, as it minimizes the impact of the vergence-accommodation conflict
on the user experience.

3.3

Spatial verification

In addition to producing the vergence accommodation conflict, virtual image
displays also present challenges in validation of the scale of image features
presented by the display. Unlike a real image which can be measured directly, a
virtual image must be first collected by an imaging system and then evaluated.
This verification step must be conducted before running any application which
requires precise control over stimulus size.
To measure scale in virtual image displays, a spatially calibrated camera
can be placed in the eyebox of the HMD (see Figure 2.3) to view the screen as
the eye would. The spatial calibration on the camera is performed to mitigate
distortions in the camera plane and ensure that the dimensions of each image
pixel captured by the sensor are uniform. The image collected by this camera
can be compared with a standard reference to identify any mis-scaling created
by the virtual image system. This can be counter-verified by exploiting the
human visual system’s natural blind-spot, where the optic nerve intersects the
retina and no photoreceptors are present, which has been well characterized
in terms of size.
The spatial calibration done on the camera involves several stages. The
first primary calibration is distortion correction [159]. In this process, an
image correction function is calculated to null any distortions introduced by
the imaging lens on the camera. To calculate this function, many images of a
highly structured scene with easily identified straight lines and key points are
collected. In practice, the scene used often contains a checkerboard pattern.
Once the images have been collected, the locations of the checkerboard corners
are manually annotated or automatically detected by using an algorithm such
as the Harris Corner Detector [63] The distortion correction matrix is then
calculated to minimize the error in all images when rectifying the locations of
all the points onto the true corner points of a checkerboard.
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Once the distortion correction has been completed, an image of a target
with known size can be collected. By measuring the distance between the
camera and the target, and counting the size of the target on the image in
units of pixels, the pixels/degree of visual angle can be determined for the
camera system. The pixels/degree can be used to determine the size of any
other object in the image, and by knowing the distance between the camera
and the object, degrees can be converted into units of length. Finally, the size
of virtual objects can be measured by the calibrated system.
To perform an additional scaling verification and ensure that the calibrated
camera properly represents the human eye, a target can be placed in the
natural human blind spot, and a person’s ability to detect the target can
be measured. This is best done with the addition of eye tracking to ensure
fixation is maintained during the testing. The procedure for this measurement
is first to take a measurement of the blind spot location in the real world
using a small object on a flat screen. The size of the object used should not
exceed 5◦ [9] in visual degrees, which is the lower end of a range of measured
sizes of the blind spot from the literature. This measurement can be done
by asking a participant to stand a short distance away from a screen and
to fixate on a single point. While fixation is maintained, the experimenter
can probe the blind spot location by moving a small object such as the tip
of a pencil across their visual field until the observer reports that it is no
longer visible. That location is marked, and its distance from the fixation
point measured. Armed with this information, the same participant dons
a virtual reality headset, and the experimenter presents a fixation point in
the virtual world and asks the participant to fixate on it. Once fixation is
maintained and verified by the use of an integrated eye tracker, a separate
point is introduced into the measured location of the blind spot, again taking
care to ensure that the size of the virtual object does not exceed 5◦ . The point
is moved slowly out of the blind spot until the participant reports seeing it.
This can be repeated along different axes if desired to refine the precision of
the measurement, but it should be noted that no additional information is
gained unless the corresponding measurement in real space was carried out
with similar precision to account for the individual variation in blind spot size
and location on the retina.
For our purposes in VR, the smallest object of interest was 14 arcminutes. The calibrated camera was found to have 116 pixels/degree, or 1.6
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pixels/arcminute. This means that a properly scaled 14 arcmin target should
cover 27 pixels in the image. Images taken of 14 arcminute targets displayed in
our VR system had an average diameter of 26.5±0.07 pixels, which accounting
for measurement error, indicates correct scaling of the virtual objects.
In conclusion, the scale agreement between real and virtual images can be
measured with a calibrated camera and additionally validated by exploiting
the well-characterized human blind spot. For studies where proper scaling
and position in retinotopic coordinates is required, validation that stimuli
presented by the rendering software are the correct size is essential to ensure
that the entire VR system is working correctly. While this measurement is
trivial on a flat screen the virtual image display used in many HMDs requires
special treatment to carry out this basic validation step.

3.4

Eye-tracking in virtual reality

Eye-tracking is a fundamental method in vision science, allowing precise measurement of where a person is looking at a given point in time. This can be
used in many different ways including recording eye movement behavior as
its own variable of interest, tracking gaze location to ensure proper stimulus
placement, or using gaze location to trigger certain events. These last two in
particular, where eye tracking data is used in real time to affect the course of
an experiment, are particularly relevant in virtual reality when the flexibility
of the virtual world is a major asset.
For example, in studies where retinotopic specificity of a response is a factor
in the design, eye-tracking to ensure correct stimulus presentation is crucial.
One barrier to performing studies like this in virtual reality has been a dearth
of commercially available technologies which accomplish eye-tracking within
a head-mounted display (HMD). A VR eye-tracking system from Pupil Labs
has been developed for commercial sale, and differs from other systems in that
it is open source and offers the user full access to the raw data collected by the
eye cameras. This is especially important for offline post-hoc analysis of eye
tracking data, which may be required in situations where there is individual
variation in the quality of the calibration.
The Pupil Labs system works very well for the mobile eye tracking format, where the cameras are positioned on eye-wear that resembles glasses.
But when the system was ported to VR for use within the HMD, the current
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Off-axis image of eyes
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Figure 3.2: Moving the eye tracking camera inside the VR HMD
between the optics and the display produces on-axis images of the
eyes On the top left, off-axis images of the eyes are shown. These images
are taken with the Pupil Labs cameras in their standard placement just below
the outside of the VR optics. The poor positioning of the eyes within the
frame means that the pupil is not captured when the eyes look upward. On
the bottom left, on-axis images of the eyes are shown, taken with the modified
set-up shown on the right. In the modified configuration a hot mirror is placed
between the VR optics and the display, and the camera is placed above it. This
allows the camera to see an on-axis image of the user’s eye, without affecting
their view of the display.

positioning of the cameras in this device leads to several image quality problems, including distorted views of the pupil and occlusion of the pupil by the
eyelids. A low-noise image of the pupil is crucial for the functioning of this
pipeline, as poor pupil segmentation leads to tracking errors in accuracy and
precision, and occasionally a loss of tracking entirely. The image quality issues
that lead to poor pupil segmentation must be addressed before the Pupil Labs
VR eye-tracker is suitable for regular use in data collection. This can be done
by modifying the hardware to reduce image quality on the front end, or by
modifying software to make the pipeline more robust to these common image
quality issues. Both approaches will be addressed here.

3.4.1

Hardware Modification

The goal of modifying the camera setup in the HMD is to change the camera
placement to a location on the same optical axis as the eyeball center. The
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Pupil Labs system is unique among VR eye tracker integrations in that the
cameras are typically placed on the lower outside edge of the HMD lenses,
with infrared illuminators surrounding the lens. This means the camera is
looking up at the eye from a short distance away, rather than taking a centered
view. The Pupil Labs mobile eye tracker, for which the software pipeline was
developed, collects images from a perspective closer to the optical axis of the
eye by placing the cameras further away from the eye and higher up into the
wearer’s field of view. But given the space constraints within the HMD, it is
not possible to simply place the camera further from the eye while keeping
it outside of the lens housing. Our approach to resolving this issue involved
repositioning the cameras so that they were inside the HMD, with a reflected
image of the eye that is more closely aligned with the optical axis of the eye
when looking at screen center.
Procedure
To create the hardware needed for this modification, the commercial off-theshelf version of the HTC Vive was carefully disassembled to isolate the plastic
housing which held the LCD panel displays and the eyepiece lenses for both
sides of the display. These housings were then scanned using a NextEngine 3D
scanner to determine the internal contour of the piece. This internal contour
was used to develop the mirror shape and determine proper placement. The
mirror used was designed to pass visible light and reflect infrared light, and
this design is often referred to as a “hot mirror.” The coating transmission
specification is shown in Figure 3.3D, with near full transmission across the
visible range of wavelengths (350-850nm) and good reflectivity in the nearinfrared range. This hot mirror coating had peak reflectivity of the infrared
when placed a 45◦ angle to the optical axis (see Figure 3.2). Due to the shape
of the housing (see Figure 3.3B) the mirror had to be placed at an angle just
shallower than 45◦ in order to keep all mirror edges from intersecting the field
of view of the lenses and interrupting the VR display. The shape of the hot
mirror shown in Figure 3.3C was determined by fitting the internal contour of
the lens/display housing in SolidWorks, a 3D computer-aided design software.
The mirrors were custom cut and coated by GS Plastic Optics in Rochester
NY.
Once the mirror had been designed and fabricated, it was press-fit into
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Figure 3.3: Hot mirror design and coating spec A: Lens-display housing
from the HTC Vive. The housing is a rigid plastic shape which holds the
plastic Fresnel lens on one end and the small LCD panel on the other. B: 3D
scan of the housing created with a NextEngine 3D Laser Scanner. Scanning
was necessary to determine the mirror profile to fit within the irregular shape
of the housing interior. C: Mirror profile for the final hot mirror. This mirror
fits snugly at an angle within the housing, and fully fills the field of view of
the lens without any visible edges. D: Transmittance profile for the hot mirror
coating. This mirror has high transmittance in the visible range (350-850nm)
and reflects in the near infrared.
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the housing and a small hole was drilled in the top of the housing nearest to
the lens side at the point where the optical axis would be reflected by the hot
mirror. The eye tracking cameras used by Pupil Labs were inserted into these
holes and focus of the camera imaging lens was adjusted to bring the image
of the eye into focus. Once the cameras were glued in place the headset was
reassembled.
In this configuration, due to reduced reflectivity of infrared light by the
hot mirror and surface reflections plus absorption within the VR lenses, the
lighting conditions which worked for the eye tracking cameras placed outside
the VR headset were insufficiently bright for the modified setup described
in Figure 3.2. Images taken with the original illumination but the modified
camera placement were underexposed. The illumination from the LEDs was
increased in magnitude by adjusting the power supply to increase voltage, and
care was taken to keep illumination levels within safe limits for the human eye.
Once illumination was adjusted, the headset was tested with several participants to complete the calibration stages and assess tracking quality. Multiple
eye relief settings were tested, as shown in Figure 3.4, as the stock setup performed poorly especially when the eye relief was small and the cameras were
placed close to the eyes. Testing consisted of a run through the stock Pupil
Labs VR calibration sequence as well a series of fixations on an array of points.
Calibration assessment points were positioned at 5◦ , 10◦ and 15◦ eccentricity
from center along eight equally-spaced spokes as shown as red crosses in Figure
3.5.
Results
Tracking error was measured for a small sample of three participants as a pilot
study, and image quality was assessed for this prototype system. Full quantitative assessment is deferred pending adjustments to the prototype. In the
image quality results, we can observe that our goal of acquiring on-axis images
of the eyes is achieved with the new system, at both near and far eye relief
settings. This can be observed in Figure 3.2. While the unmodified system at
near-eye relief can cut off the pupil in certain eye poses, the modified system is
able to provide a clear view of the eye in both settings. This added consistency
is hypothesized to improve the robustness of pupil detection. Additionally the
pilot testing of the modified system shows high precision as seen in Figure 3.5
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Figure 3.4: Comparison of eye images taken at shallow and deep
eye relief Images in the top row were taken using the stock configuration of
placing the cameras directly outside the HMD lens facing upward. The left
column is taken at shallow eye relief when the lens is closest to the user’s
eye. This provides the largest FOV to the user and is the preferable setting
for the wearer. However, as seen in Panel A, the stock setting has difficulty
resolving a circular pupil in this position and occlusion of the pupil boundary
can become a problem when the eye is viewing the lower half of the screen.
Panel B shows the stock configuration with a deeper eye relief, wherein the
pupil appears rounder and the pupil boundary is less likely to be occluded.
Panels C and D in the lower row are images taken with the modified camera
configuration, and in both eye relief settings show round pupils and low risk
of occlusion.
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Figure 3.5: Pilot tracking accuracy for modified eye-tracking setup
Left panel: One participant’s data taken with the modified eye tracker. True
calibration point locations are indicated as red crosses, and samples of gaze
vectors are shown as dots. Color of these dots as shown on the colorbar
indicates error in degrees of visual angle. Precision is high, as indicated by the
tight clustering of points. Accuracy is lower, especially in the lower half o the
visual field. Right panel: Average error over 3 participants. Azimuth error
shown in orange and elevation error shown in blue. Eccentricity of groundtruth points on the horizontal axis. The error is greatest at highest eccentricity,
and for the central points, elevation error is greater than azimuth error.
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However, this system also introduces new challenges in the eye images.
These are shown in Figure 3.6. Placing the eye-tracking camera so that the
image of the eye passes through the VR lens before reaching the sensor means
introducing additional optical aberration into that imaging system. Two notable image flaws caused by the optics are barrel distortions and glare from the
illuminators off the surface of the VR lens coating. The barrel distortion and
other physical aberrations can be corrected easily using the same distortion
correction method described in Section 3.3. This distortion correction need
only be calculated once after the system is set up, and is a quick and efficient
operation that will not meaningfully affect system performance. Glare can
be mitigated by baffling the illuminators so that their field of view does not
reach the VR lens surface an only illuminates the eye itself. Some glare will be
unavoidable, but that which cannot be reduced with hardware changes may
be treatable with software corrections. This is discussed further in Section
3.4.1.
The other image quality problem in this modified system is thermal noise.
Placing the sensors within the main housing of the HMD reduces ventilation
and traps heat, causing the sensors to warm up as long as the system is powered
on. Thermal noise is a natural consequence of semiconductor-based cameras,
which operate by accumulating charge in the photosensitive pixel wells when
exposed to light, and emptying the wells rapidly by reading out the signal generated by the charge. If the sensor gets too warm, the probability of spurious
signals increases as charge is read out as a result of random motion of charge
carriers rather than as a result of incoming photons. This spurious signal
leads to pixels in the image which are bright not due to signal coming from
the image but from saturation due to thermal noise. The Pupil Labs system
uses the OmniVision OV6211 CMOS sensor, which has a maximum operating
temperature of 70◦ C. Temperatures which approach this maximum can lead
to high thermal noise, and the design of the CMOS sensor amplifies this noise
further than other sensor types such as CCDs. To improve the performance of
this sensor inside the HMD, a cooling method should be employed like a heat
sink, vent holes, water cooling or a fan.
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Figure 3.6: Image quality problems introduced by modified system
A: Thermal noise. Thermal noise can be observed as grainy areas particularly
in the bottom of this image, circled in red. This image was taken after the
headset had been worn for 20 minutes, and thermal noise progressively worsened as the headset stayed powered on for longer periods of time. B: Barrel
distortion. This image shows barrel distortion characteristic of many massproduced lenses. The red lines in the image are straight, and the checkerboard
pattern appears warped by comparison. These distortions are a result of the
optical design of the system, and in the case of removing aberrations from the
image displayed on the VR headset to the viewer, an aberration correction is
applied during factory calibration and is always applied in rendering. Similar
correction can be applied to the eye tracking data. C: Glare. There are two
types of glare represented in this image. The first, starburst pattern streaks,
are caused by the LED illuminators positioned close to the edge of the HMD
lens and can be reduced by application of baffles. The second type, concentric
rings which appear to be reflections of the ridges in the Fresnel lens, are the
result of scattering from the rays passing through in reverse.
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Discussion: Software Modification
One of the main reasons the stock eye tracking system does not perform well
on the off-axis images collected by the stock hardware configuration is because
the pupil boundary is often occluded by the eyelids, and because at this angle
the pupil does not appear round in the imagery. This problem is caused in
part because the software pipeline was tuned for optimal performance on data
collected in a different hardware setup used for mobile eye tracking rather
than VR eye tracking. When the image properties are changed as a result of
the different hardware setup, the original assumptions made in the algorithm
tuning process may not apply to the new setup, leading to problems with
robustness. To alleviate this, we can take two approaches: either to adjust the
imaging setup so that the VR eye images more closely resemble the mobile
eye images the system was trained with, or to change the software pipeline to
make it more robust to images collected in a different set-up.
Though changing the camera position to place it inside the HMD alleviates
some issues by providing on-axis images similar to those collected in the mobile
eye tracking context, it introduces new challenges for the software pipeline
and does not fully address the robustness problem. Eye images collected with
the modified hardware include scattered light from the Fresnel ridges in the
lens as well as barrel distortions in the imagery, as shown in Figure 3.6. The
illuminators around the lens also cause reflections in the image which interrupt
the pupil boundary and cause instability in the pupil detection portion of the
pipeline. For those issues which cannot be fully addressed with changes to
hardware a secondary approach is needed.
In ongoing work by Barkevich et. al (unpublished) the Pupil Labs pipeline
is modified to swap out different pupil detection algorithms. Pupil detection
is one of the stages in the pipeline most impacted by image quality and consistency of the images with training data, and if this stage fails to properly
detect the pupil the eye tracking quality can suffer. By replacing the stock
algorithm with RITNet EllSeg [78] which has demonstrated state-of-the-art
pupil detection and is robust to many image quality problems like glare and
pupil boundary occlusion, the image quality problems introduced by modifying
the hardware system can be addressed in software. This hybrid approach of
software and hardware modification is only possible in open-source eye tracking systems, and while it requires investment of time by experimenters, it has
the potential to produce high-quality eye tracking data that is fully validated
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from eye image collection to gaze vector placement.

3.5

VR eye tracking latency assessment

A major potential benefit in VR is the ability to fix objects in space relative
to the head and eyes without requiring the person to remain still. This is
especially useful in contexts which require gaze-contingent or gaze-following
stimuli. However, such applications require low latency between the head and
the eye tracker signals. In a gaze-following task with high latency between
head and eye tracking, the gaze contingent object will trail behind the gaze.
When using real time eye tracking in virtual reality, many different stages
can contribute to delay between the reported gaze location and the image
displayed on the screen. Measuring this latency is crucial in understanding
the signals produced by the eye tracker. In a typical video-based eye tracking
system, several data streams are combined to generate the gaze location in a
given scene. First, the eye tracking camera is used to capture an image of the
eye at a given frame rate. This is then passed through multiple processing
stages to determine a gaze direction within head-centered space. This gaze
vector can be projected into the virtual world through combination with head
pose, which is concurrently measured by the the VR headset’s head tracking
system. This measurement has its own frame rate. This head pose and location
is used to determine the appropriate scene to render in the participant’s field
of view that will drive the next series of eye movements. As the scene is being
prepared, the gaze from the previous frame can be reported.
In the ideal case for gaze-contingent displays without using predictive models, the eye tracking data collected while the user was viewing frame “n” should
be the data used to update frame “n+1”. To accomplish this, the eye-tracker
latency must be shorter than the rendering frame rate, so that as soon as a
new frame of the virtual scene is ready to be rendered, gaze data is ready
from the frame directly preceding it. In most cases with current commercial
VR displays the frame rate is 90Hz, or 11ms between frames. Finally, when
measuring the eye tracker latency, the timing of a frame start in comparison
to the other data streams is somewhat random, so the eye tracking data associated with rendered frame “n” has an uncertainty associated with its timing,
as it could have come from either the start of the rendered fame or from the
end of the frame. So in a measurement of the eye tracker latency in a closed
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loop gaze contingent setup with a rendering frame rate of 90Hz, the latency
measurement of the the eye tracker has a minimum uncertainty of 22ms: this
represents the time it would take if the first eye tracking sample was taken
at the beginning of frame “n” and the second sample was taken at the end of
frame “n+1”. The time span of two frames or 22ms is the minimum precision
achievable in this direct measurement due to the underlying conditions of the
system timing.
This is important because direct measurement of end-to-end latency from
the moment the eye moves to the moment the frame updates can be difficult,
but since the uncertainty floor in this context is 22ms, measuring with precision
beyond that does not contribute additional information. However, an indirect
measurement of latency in an eye tracking system with comparable precision,
can be made by measuring the latency between the head tracking system
and the eye tracking system by exploiting the human vestibulo-ocular reflex
(VOR). The VOR represents a fast and tight coupling between eye and head
movements that has been well-characterized. VOR latency in humans (or, the
delay between when the head moves and the eyes catch up) has been observed
in humans in the range of 8-17ms, with the average VOR latency being 11ms
[36]. This latency must be considered in combination with the latency for head
tracking, which for the Vive Pro system under test is estimated to be up to 22
ms [99]. This combined latency of 19-29ms is near the uncertainty floor of our
direct measurement, it represents an appropriate basis for comparison for the
system latency. This VOR based benchmark is much simpler to collect and is
sufficiently precise for assessing suitability of gaze contingent or gaze following
stimuli in most general cases which do not deeply probe eye and head motion
dynamics.
To measure the latency between the head and the gaze trackers by using
the VOR as a baseline, the participant is asked to fixate on a stationary
point presented in the virtual world and oscillate their head from side to
side, as if shaking the head to indicate “no.” Analysis involves comparison of
the eye-in-head signal and the head’s “forward” direction vector. The vertical
component of the eye-in-head signal and head-forward direction should remain
fixed through the VOR duration, while the horizontal components however
should approximate a pair of upright and inverted sine waves with an offset
between them. This offset represents the delay between the update of the gaze
and the head signal. In an ideal world, the gaze and head trackers would have
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near-to zero latency which would correspond to an approximate 11ms time
difference between frames when the data is written out. Cross-correlation
can then be calculated to determine this offset from the two signals. This
cross-correlation represents the latency between the head tracker and the gaze
tracker.

3.6

Conclusions

Precise study of the human visual system relies on careful control of the stimuli as well as a need to match the natural world as closely as possible while
still controlling the experimental conditions. Virtual reality systems represent
a compelling trade-off between these two goals, and have potential to expand
the scope of vision science research if used appropriately. However, these systems require careful validation to minimize the impacts certain quirks that
result from the system design. These include visual artifacts like mis-scaling
as well as potentially problematic perceptual phenomena like the vergenceaccommodation conflict that comes along with the currently used virtual image display systems. The impact of these issues can be determined through
measurement of the virtual image properties with a camera inserted in the
eye box, and mitigated by task and experiment design which take these data
into account. Another necessary feature required for vision science done using virtual reality is the addition of integrated eye tracking. For applications
where gaze location or other eye data is needed, a high performing integrated
eye tracking system is required to take full advantage of the potential benefits
of VR. Currently, market limitations require experimenters to make a choice
between high accuracy and consistency of tracking quality or an open-source
system which gives the user full control over the eye tracking pipeline. To improve eye tracking accuracy in the Pupil Labs brand open-source eye tracker,
a more on-axis view of the eye can be captured by placing a hot mirror inside
the lens-display housing of a VR headset. This has potential to improve eye
tracking quality while still maintaining full control of the calibration pipeline
and the ability to re-calibrate post-hoc if needed.

Chapter 4

Multisensory perceptual
learning in virtual reality
4.1

Introduction

As an individual grows, their visual system must develop in response to everchanging demands. This does not stop when adulthood is reached, and perceptual ability can change throughout a lifetime. Visual perception requires
adaptation to different situations and optimization of processing to better fit
the statistics of the natural visual environment. These changes can be shortterm adaptations, which quickly fade when conditions change, or can take
the form of longer-lasting changes due to plasticity. Plasticity in the brain
is essential to the growth and development of cognition and can be accessed
through a process referred to a perceptual learning, in which the learner’s actual perceptual ability is altered through specific training. Perceptual learning
has also been demonstrated in laboratory settings in response to specific visual
training regimes, and has been used as a method to rehabilitate visual deficits,
particularly in hemianopia [21, 48, 69, 122].
Hemianopia is a form of cortical vision loss often caused stroke in the
primary visual cortex [59]. It manifests as the loss of conscious vision in half
of the visual field contralateral to the damage. This damage can be partially
rehabilitated through perceptual training. Training in this context can be
repeatedly performed in the same location at the edge of the visual field, and
with training, performance on a task improves [95, 123, 124].
47
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However, In certain training contexts, the learned benefit is specific to the
trained stimulus dimension like orientation [2], or retinotopic location [73].
This is thought to result from improvements only in populations of neurons
at the earliest levels in processing which have specificity for certain stimulus
features or spatial locations [121]. Particularly in a rehabilitation context, the
specificity of training can make the process of re-learning to see slower and
less efficient, as each individual region in the visual field as well as each visual
task must be trained in series.
There has been some success mitigating the spatial specificity of perceptual
learning through the use of alternative learning paradigms which may shift
the mechanism of learning to a higher level in the processing hierarchy [45].
These methods include double training, where a separate irrelevant task is
trained simultaneously in a second location, [144], the invocation of visual
attention [43, 68] and other strategies designed to shift processing away from
the spatially specific primary visual areas. Similar to visual-only perceptual
learning, multisensory perceptual learning is also possible. After repeated
exposure to multi-modal stimulus, perceptual performance on an audiovisual
task improves [132]. Multisensory audiovisual training has also been shown
to generalize to visual improvements, an indication that mechanisms where
multisensory integration occurs may be implicated in the learning [75, 111,
127]. Training with audiovisual stimuli may be a good candidate to improve
learning efficiency especially when the visual modality is compromised.
The neurological mechanisms of audiovisual learning seem to extend beyond modulation of primary sensory corticies alone [14]. Training with auditoryvisual stimuli produced enhancement in the superior colliculus, but only when
the auditory and visual cues were presented in a temporally synchronous and
spatially congruent manner necessary for audiovisual binding. [60, 100]. The
superior colliculus has also been implicated in spatial coordination as well as
audiovisual processing [61, 81]. In addition to the superior colliculus, area
MT has been implicated in both motion processing and audiovisual integration [77], and has shown potential as a mechanism in multisensory training
[60]
The present study examines the potential benefits of multisensory integration for learning in intact individuals. Specifically, we ask if audio-visual
training enhances visual motion direction discrimination learning, whether this
learning is retained when the audio cues are removed, and whether this learn-
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ing transfers across the visual field, benefiting untrained visual field locations.

4.2
4.2.1

Methods
Participants

Participants were recruited from the Rochester Institute of Technology (RIT)
campus community. The experiment was approved by the Institutional Review
Board at RIT and all participants gave informed consent prior to participation.
Participants had normal or corrected-to-normal vision, and self-reported as
having no documented hearing or auditory processing disorders. A total of 17
participants, 6 females, participated in the full 12 days of the study. The mean
age (±SD) was 25.2 ± 3.2 years. Six participants (3 females) attended the
first session only and opted to self-exclude due to discomfort using the virtual
reality system or were excluded by the experimenter because of unusually poor
task performance in the practice block.

4.2.2

Apparatus

During all experiment sessions, participants were seated wearing an HTC Vive
Pro Eye virtual reality headset. The binocular field of view of the headset is
nominally 110◦ horizontally, but this varies with the adjustable distance of the
eyes from the headset’s optics. During pilot testing, we verified that the task
environment was able to maintain the nominal update rate of approximately
90 Hz. The experimental software was created and rendered using Unity3D
version 2019.1.14f1, and run on a PC equipped with an Intel i7-6700 CPU
and an NVIDIA 2080 RTX graphics card. The eye tracker integrated into the
HTC Vive Pro Eye was used during each session, and controlled using the
manufacturer-provided SRAnipal plugin to Unity3D, version 1.3.2.0. Auditory stimuli were created using the SteamAudio audio spatializer plugin and
spatialization was conducted using a generic head rotation transfer function
(HRTF). The HRTF in this context is the function used to compute the spatial effects of the human ear on the virtual sound waves so that virtual audio
presented with headphones sounds as if it is truly coming from a distant point
in space. A generic HRTF was sufficient for our purposes because participants
were only asked to make coarse judgments about the auditory portion of the
task, as discussed in Section 4.2.4.
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At the start of each testing or training session, participants adjusted the
headset to improve comfort and display quality, and then completed the integrated Vive Pro Eye calibration routine. Following calibration, a custom
calibration assessment was run through Unity. Participants were sequentially
presented with each target of a grid of nine spherical targets that were equally
spaced across a visual angle of 5◦ . Targets were yoked to the head position.
All targets were at a virtual depth of 0.57m, which was experimentally determined to be the virtual image plane of the optics in the specific headset used
for this experiment. This depth was selected to minimize the effects of the
vergence accommodation conflict which has been known to cause discomfort
during use of virtual reality displays [65]. Data was recorded for a period of
500ms during fixation at each target, and error was measured between the
true target direction and the gaze direction reported by the eye tracker. The
average error across all sessions and all participants at the central fixation
point was 1.1◦ with a standard deviation of 0.4◦ of visual angle.
Once the calibration assessment concluded, the seated participant was instructed to adopt a comfortable head pose that could be maintained for a long
period of time. Head position was to remain constant during the trial to maintain consistency in the auditory stimulus localization cues. The participant’s
head position in the 3D world reference frame was recorded in Unity3D, and
used to constrain the initial head position to this pose at the start of each
trial, similar in spirit to the use of a fixation point to constrain gaze direction.
If the head position rotated from it’s original orientation by more than 2 ◦ , a
realignment procedure began. To realign the head, participants moved their
head to align a rectangular box that was stationary in head-centered reference frame with a bar that was stationary at the world reference frame. This
world-fixed box was located at the fixation point, parallel to the ground, and
perpendicular to the vector between the head and the fixation point. Trials
would not begin unless fixation was within 0.3◦ of the fixation point, and head
pose was within 2◦ of the world-fixed box for one uninterrupted second.
Fixation and head pose were also constrained during stimulus presentation.
If the head position deviated from the home position by more than 2◦ of
rotation in any direction or translation by more than 10 cm of translation
while a trial was in progress, the trial would be aborted and the stimulus
reset with the same conditions. If gaze location as reported by the eye tracker
deviated by more than 1.5◦ from the fixation point, the trial was aborted and
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the stimulus reset.

4.2.3

Stimuli and Task

4.2.4

Task

Participants were asked to discriminate the global motion direction of a field
of dots moving within a 5◦ diameter aperture. The dots could move to one
of four oblique directions: upper right, lower right, upper left, or lower left.
The individual dot motion directions were perturbed away from the oblique
direction described in Section 4.2.4 to increase the direction range of the global
motion over 10 discrete levels. This direction range level changed each trial
following a 2-up-1-down staircase procedure. One group received visual-only
stimuli for the duration of the training period, while the other group had an
auditory stimulus paired with the visual dot motion during training. The
auditory stimulus, described in Section 4.2.4, always moved with the same
direction as the horizontal component of the visual dot motion as shown in
Figure 4.1. For example, if the visual motion was directed to the upper left
oblique, the auditory stimulus would move from right to left along the horizontal axis. This ensured that the group with audiovisual training stimuli had
partial information about the visual motion direction.
Visual stimuli
We used random dot stimuli within a 5◦ diameter aperture. Individual dots
2
were 14 arcmin in diameter and dot density was 3.5 dots/◦ . Dots moved at
10◦ /s, and had a lifetime of 250ms before disappearing and re-spawning in a
new random location. Total stimulus duration was 500 ms. Difficulty of the
visual task was parameterized in two ways. The first method was to manipulate the proportion of “noise” dots, which moved with random trajectories
as opposed to the “signal” dots, which moved with coherent trajectories. The
proportion of random dots in the stimulus was determined and set at the beginning of the experiment (in the titration block) for each participant. Once
set, it remained unchanged throughout the 12-day experiment. This proportion was set according to a pre-experiment titration procedure for the purpose
of modifying the baseline noise dot level of the task in order to account for individual differences. This procedure is described in Section 4.2.5. The second
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Figure 4.1: Decomposition of horizontal and vertical components of
global motion stimulus The global motion is directed to one of the four
corners overall, but participants are scored separately on the horizontal and
vertical components of their response.

stimulus manipulation consisted of varying the range of directions in which
signal dots could move. This was dynamically changed within a session, using
a staircase procedure tied to performance. The direction range of a stimulus
described the bounds on a uniform distribution of angles from which signal
dot trajectories could be selected. For example, for a stimulus with direction
range of 80◦ , the motion direction of a given signal dot was chosen from a
distribution that spanned ±40◦ about one of the four oblique base directions
of the stimulus (upper right, lower right, upper left, lower left).
Auditory Stimuli
For participants in the audio-visual training group, auditory stimulation was
added during visual stimulus presentation. This auditory stimulus provided
information about only the horizontal motion component of the visual stimulus
on any given trial. The spatialized auditory stimulus was implemented with
the SteamAudio spatializer plugin for Unity3D. The virtual sound source was
defined as point source with a radius of 2.5◦ . The motion of the source was
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Response: indicate visualFeedback: Visual indicator of correct
motion direction through direction plus auditory feedback
indicating correct or incorrect response
button press

Figure 4.2: The Experimental Task: Participants were seated and wearing
the HTC Vive Pro Eye virtual reality display. All stimuli were gaze contingent, and fixation was enforced with the built-in eye tracker. They viewed a
visual stimulus and heard the auditory stimulus in the 3D environment, and
responded with a button press

from a point 20◦ left of the visual stimulus center, to a point 20◦ right of
center, through an arc with radius 0.57m parallel to the horizontal ground
plane, as shown in Figure 4.2. The speed of motion of the audio source was
80◦ /s. The motion direction of the auditory stimulus always matched the
horizontal motion direction component of the visual stimulus. For example, if
the movement direction of the visual stimulus was towards either the top-right
or the bottom-right, the auditory stimulus would sweep from left to right. The
participants in the audio-visual training group were informed that the auditory
stimulus would always match the horizontal component of motion of the visual
stimulus.
The auditory stimulus was parameterized such that perception of its motion direction would be significantly above threshold and that all participants
would be able to clearly discern the cued direction. The sound used was a
pulsed white noise with a duration of 500ms and pulse frequency of 12Hz. As
discussed in Section 4.2.2, a generic HRTF was used for this experiment. As
computing individualized HRTFs is an arduous process, and the benefits of
using them are primarily seen when making absolute spatial localization judgments [20], we found that using the generic HRTF did not prevent participants
from being able to accurately and consistently judge motion direction of the
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auditory source. Further, the decision to restrict the movement of the auditory stimulus to the horizontal direction rather than vertical was motivated,
in part, by the finding that there is potential for up/down confusion when
using generic HRTFs in virtual spatialized audio [20, 150] but more clarity in
left/right discrimination.

4.2.5

Procedures

Setting the initial noise level for the visual stimulus
The first day of the experiment involved a procedure for the purpose of modifying the baseline percentage of random noise dots of the task to ensure that
all participants started with similar performance at the outset of the study.
Participants first completed 20 trials of practice with initial difficulty was set
to 30% of the dots to move with completely random trajectories to familiarize
themselves with the apparatus and task (see Section 4.2.4 for further details
on random dot settings). If the practice block was so difficult that the participants could not progress, or so easy that every trial was correct, the proportion
of random dots was adjusted in increments of 10% random dots until the participant could correctly respond to trials at 80◦ of direction range within the
first 20 trials. Following this coarse adjustment of the baseline random dot
ratio, participants performed a titration block consisting of 100 trials. Performance in this block was used to fine tune the random dot ratio for the training
and testing blocks. After the titration block was completed, participants took
a brief break out of the headset while the experimenter fit a psychometric
function to their trial-by-trial results (see Section 4.2.7 for further details).
If the threshold of the psychometric function was between 100◦ and 200◦ of
direction range, this difficulty setting was kept for the remainder of the study.
If it was above or below, difficulty was adjusted by adding or subtracting 5%
from the random dot proportion and the experiment proceeded.
Pre- and post-tests
After the titration block, participants completed a pre-test consisting of 200
4AFC direction discrimination trials at both the training location (10◦ to the
right and 10◦ up from fixation and 0.57m from the head) and at a second untrained location, 10◦ left and 10◦ up from fixation, at a depth of 0.57m (Figure
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Figure 4.3: Study design: In both the visual and the audiovisual groups, the
first day of the study was a single day with two blocks of 200 trials each. The
first block used a training location at 10◦ azimuth and 10◦ elevation relative to
the fixation point, and the second block was at -10◦ azimuth and 10◦ elevation.
For the following 10 days of training, the both groups completed 300 trials per
day in a single block at [10◦ , 10◦ ] and the audiovisual group had an added
sound cue on each trial. On the final day, both groups repeated two blocks of
200 trials each at [10◦ , 10◦ ] and [-10◦ , 10◦ ].

4.3, Day 1). On the subsequent 10 days of training (Figure 4.3, Days 2-11),
participants completed 300 training trials in their assigned condition (visualonly or audio-visual). On the final day, (Figure 4.3, Day 12) participants
performed post-tests in the trained and untrained locations that were identical to baseline, pre-test on Day 1. During pre- and post-tests, trial direction
range was determined on the fly based on two interleaved staircases, each with
a 2:1 ratio. One staircase tracked correctness of the judgment of horizontal
component of the visual motion stimulus while the other tracked correctness
of the vertical component judgment. When participants scored 2 correct trials in a row at a particular direction range level on either the horizontal or
vertical components, depending on which staircase that trial corresponded to,
direction range in the stimulus was increase by 40◦ , making the task harder.
When they scored an incorrect response, direction range was decreased by 40◦ ,
making the task easier.
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Training sessions.
Each training session (Days 2-11) consisted of a single block of 300 trials of
4AFC direction discrimination. At the start of each training trial, a fixation
point was presented in the center of the participant’s visual field at a virtual
depth of 0.57m. After the eye tracker recorded 1s of fixation on the target, and
the head tracker simultaneously recorded 1s of stationary head in the home
position, the trial proceeded to the stimulus. If the eyes or head deviated during this 1s interval, the trial reset. Additionally, if the eyes or head deviated
from their positions at any time during the stimulus presentation, or before
the participant provided a response, the trial reset. After the 1s interval had
ended, during continued fixation, a visual or visual+auditory motion stimulus
was presented for 500ms at the same depth as the fixation target, 10◦ azimuth
and 10◦ elevation away from fixation (trained location, Figure 2A). The participant was able to indicate perceived motion direction (upper right, lower right,
upper left, lower left) at any point following stimulus presentation by selecting
one of 4 corner regions on the HTC Vive controller’s trackpad. There was no
limit placed on the response time. After the response was given, participants
received feedback in the form of a blue arrow presented at fixation indicating
the correct direction of the motion, as seen in Figure 4.2. They also received
positive or a negative auditory feedback. This feedback was delivered in the
form of sounds similar to those used in video games, and easily discerned as
indicating positive or negative feedback.

4.2.6

Feedback

In this task, feedback was provided in multiple ways, both through an indicator
sound which was positive for a correct vertical judgment and negative for
an incorrect vertical judgment, and by a visual representation of the correct
motion direction as an arrow. However, during training, participants were also
informed of the nature of the staircase, and knew that if they got the vertical
component of the task on three consecutive trials, they would move to a higher
direction range trial. Before training, participants were instructed that their
goal was to reach the highest direction range level possible.
Though the audible and visual feedback remained the same in the pre- and
post-test sessions, the staircase procedure was changed. In the test sessions,
participants were tested with two interleaved staircases, which switched ran-
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domly from trial to trial. They were informed that the level of the trials would
generally improve the more overall correct responses they gave, and that both
the horizontal and vertical components were important to progress, but that
direction range would be somewhat randomized. This was done to ensure participants did not discount the importance of one component during testing,
but also means that the task was implicitly and subtly different during testing
due to slightly different feedback conditions

4.2.7

Analysis

To assess performance in each session, data was exported from Unity3D as a
custom CSV file then imported into Matlab version R2018a for quantitative
analysis. Psychometric functions were fit to each session using custom code to
calculate the session’s direction range threshold (DRT). DRTs were calculated
by fitting a Weibull function to the percentage of correct judgments made at
each level of direction range.
Weibull function parameters were fit using maximum likelihood estimation
implemented in MATLAB using the Optimization Toolbox. The chance level
for each component judgment was 50% and the fits were performed assuming a
5% lapse rate. The Weibull function was evaluated to find the direction range
level at which participants answered correctly 72.5% of the time, the value
halfway between ideal performance considering the lapse rate and chance.
Although participants made a judgment on both vertical and horizontal
components of the global motion stimulus at once by selecting one of four
oblique motion directions, separate thresholds were calculated for judgments
of the vertical component direction and judgments of the horizontal component of motion for each training session. For example, if the correct direction
was to the upper right, and the participant selected the upper left, the participant would score correctly on the judgment of the vertical component, but
incorrectly on the judgment of the horizontal component (see Figure 4.1).
Vertical and horizontal training rates were calculated as the slope of a
linear fit to the mean DRT across the 10 training sessions. The decision
to analyze vertical motion direction threshold separately from the horizontal threshold made comparison of training efficacy between the unisensory
and multisensory groups possible. Learning rate in the vertical component
is comparable between groups as it a visual-only judgment for each. For the
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horizontal component, no comparison can be made between the training rate
in the two groups because the DRT for the horizontal component judgment in
the auditory group remained constant at near-ceiling levels. This was expected
because this group had unambiguous, supra-threshold information about the
horizontal component of motion direction from the purely horizontal auditory
motion stimulus.
To assess overall change in thresholds as a result of training, we compared
the change in DRT from pre-test to post-test performance in both components
of motion direction, and tested for effects of training stimulus type (audiovisual and visual-only), in both trained and untrained locations. The pre- and
post-tests used visual-only stimuli, so results in both components of motion
direction are comparable between groups.
Statistics
Analysis was done by fitting a linear mixed effects model to the data and
conducting post-hoc tests to determine the impact any factors had on the results. These models were fit using the lme4 package [13] in the R statistical
software environment (version 4.0.5 [113]). The significance of each effect in
these models indicates whether that factor had significantly different parameter estimates between its levels. For example, a linear mixed effects model was
fit to the DRT in the training location and included pre- to post- test change,
group assignment (audiovisual or visual-only) as well as component of DRT
(horizontal or vertical), and interactions between them. If group assignment
were to show as a significant factor, we could conclude that the group assignment had significant differences between factor levels. In this case, this would
indicate a difference between audiovisual and visual-only.
In this model, since pre-test to post-test is coded as a factor and we primarily care about the change from pre-test to post-test, we can disregard any
effects that do not involve an interaction with the the pre- to post-test term.
If the main effect of the pre-test to post-test were significant, but the interaction between pre- to post-test and group assignment was not significant, we
could conclude that while both group assignments show change from pre-test
to post-test, there is no difference in the magnitude of this change between
the groups.
In order to understand the effects further, post-hoc testing was done using
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the linear mixed effects model by calculating the estimated marginal means
in R using the emmeans package [82] and running interaction contrasts to
determine whether the change from pre-test to post-test was different between
groups, locations, and component of judgment. Detailed descriptions of the
models used and contrasts calculated can be found in Section 4.3.

4.3
4.3.1

Results
Effect of training on the trained task

Training results from days 2-11 of the study were evaluated to assess the effect of the added auditory stimulus on learning rate. Because the audiovisual
group was given supra-threshold information about the horizontal component
of movement direction, horizontal judgments were near perfect, as was expected. For this reason, we focused analysis on the judgments of motion
direction based upon the vertical motion component of the stimulus, which
was statistically independent from the horizontal motion component. DRT
for the vertical component was fit by a linear mixed effects model. The participant’s study ID was included as a random factor, which contributed to 76.6%
of the overall variance in the model. The fixed effects in the model were group
assignment, which was a factor with 2 levels, and day, which was a continuous
numeric variable. The effect of day was significant (p < 0.001), indicating
that performance increased overall during the training. Additionally, the interaction between day and group was significant (p = 0.017), meaning that the
groups had significantly different rates of change. The marginal slope estimate
for the audiovisual group was 3.513◦ /day with standard error of 0.6042, and
for the visual-only group the slope estimate was 5.646◦ /day with standard error of 0.6409. The audiovisual group learned more slowly than the visual-only
group for the vertical component judgment.
A separate linear mixed effects model was fit for the training data within
the visual-only group to compare slopes in the vertical and horizontal component. As in the previous model, DRT for both components was fit by the
model, with the participant’s study ID as a random factor. This model owed
61% of its variance to random effects. The fixed factors include the two direction components of the judgment of motion direction (treated as independent
factors, horizontal and vertical), and the day of training. This model showed
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Figure 4.4: Training results: Direction range thresholds for the overall combined motion direction judgment as well as the horizontal and vertical components of the motion direction judgment are averaged for each group (error
bars are standard deviation) and shown for each of the 10 days of training.
The audiovisual group had n = 9 participants, and the visual-only group had
n = 8 participants. Horizontal judgments for the AV group (triangle symbols,
center panel) are at ceiling due to the presence of the informative auditory
cue.

a significant effect of day (p < 0.001) but no significant interaction between
the component and days, indicating that the slopes for each component were
not significantly different.

4.3.2

Transfer of learning to the visual-only condition

Days 1 and 12 of the experiment included a pre- and post-test in the training
location without the presence of a cue. In the audiovisual group, learning
achieved in the training task with the auditory cue failed to transfer to the
post-test condition where the auditory cue was removed, as shown in Figure
4.5.
To assess transfer of learning on the task including the auditory cue to
the task without the auditory cue, a linear mixed effects model was fit to the
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change from the pre-test to the first day of training as well as the change
from the last day of training to the post-test on the vertical component of
the judgment. Participant’s study IDs were included as a random factor,
and this random effect contributed 79% of the overall variance in the model.
The audiovisual group showed a significant change (p = 0.02) from day 10
of training, which included the auditory cue, to the post-test, which had no
auditory cue. The audiovisual group had an estimated slope of -22 degrees of
direction range, with standard error of 8 degrees of direction range, and the
visual group had no significant change from day 10 to the post-test.
To examine transfer of learning to the task condition with no auditory cue
in the horizontal component of motion, training data could not be directly
compared to the post-test data for the audiovisual group. As the participants
in the audiovisual group were provided an unambiguous cue to the motion
direction during training, this group remained at ceiling for the duration of the
training. Thus, their results on day 10 where they received the auditory cue are
not indicative of their visual perception alone as the auditory cue provided full
information about the horizontal component of the motion direction. However,
by comparing the pre- and post-test results for the horizontal component,
task transfer can be inferred. The pre- and post-test data for all participants,
including both components of the motion direction judgment were fit using a
linear mixed effects model. This model had the response variable of DRT, and
included the individual participant ID as a random factor. The random effect
contributed 31.3% of the overall variance in the model. The fixed effects were
group assignment, location of test, and component of judgment as well as the
interactions between them. In this model, no terms were significant, indicating
that the effects of the levels of the included factors were minimal. To determine
whether there was improvement within any of the treatment combinations,
consecutive contrasts comparing the pre-test to the post-test were calculated
for each group, location and judgment component combination.
In the trained location, both groups improved only within the horizontal
component of judgment, as shown in Figure 4.6. The visual-only group showed
a significant improvement (p = 0.030) in the horizontal judgment within the
trained location. Change was estimated at 61.6 degrees of direction range
with a standard error of 27.9. The audiovisual group also showed significant
improvement (p = 0.028) in the trained location for the horizontal component,
with the change estimated as 57.0 degrees of direction range, and a standard
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Figure 4.5: Task transfer in training location: Direction range thresholds
for the overall combined judgment of the motion direction, as well as the horizontal and vertical components of the motion direction judgment are averaged
for each group (error bars are standard deviation, point markers represent individual participants). Direction range thresholds are shown on the first and
final day of training (days 1 and 10), where the auditory cue was present for
the audiovisual group, and in the pre-test and post-test, where the auditory
cue was absent in both groups. The audiovisual group shows a significant
difference (p = 0.02) between their performance on day 10 (cue present) and
the post-test (cue absent) for all the components of the judgment.
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Figure 4.6: Pre-/post-test change in horizontal and vertical component judgments for both groups in the trained location Individual
participants are represented by round or triangle markers. The boxplots show
range as vertical lines. The top row of plots show the direction range threshold
performance in the pre-test and post-test for the vertical component, the horizontal component, and the combined components of the motion judgment, in
both the visual-only group (left, orange) and audiovisual group (right, blue).
The bottom panel shows the change in performance as post-test minus pre-test.
Vertical judgments showed no significant change. Horizontal judgments in the
visual-only group (orange) improved significantly with an estimated change of
61.6 ± 27.9 degrees (p = 0.03). The audiovisual group (blue) also improved
significantly in the horizontal component, with an estimated improvement of
57.0 ± 25.5 degrees (p = 0.028)
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error of 25.5. In the training location, neither group showed significant improvement in the vertical component of the judgment as shown in Figure 4.6.

4.3.3

Transfer of learning to an untrained location

In the untrained location, only the audiovisual group showed significant change
from pre-test to post-test, as seen in Figure 4.7. The audiovisual group showed
significant improvement (p = 0.0145) in the horizontal component of judgment
with change estimated at 52.0 degrees of direction range, and standard error
of 20.8 degrees of direction range. The vertical component also showed nearsignificant improvement (p = 0.0514) for the audiovisual group with change
estimated at 41.1 degrees of direction range with standard error of 20.8 degrees
of direction range.
Despite the presence of main effects in the comparison of pre- and posttests, when interaction contrasts are calculated to compare the changes between different factor levels, there is no significant difference between any of
the groups, locations, or judgment components. For example, in the training
location for the visual-only group, while the change from pre-test to post-test
was significant for the vertical component of the judgment and not the horizontal component of the judgment, when comparing the estimates of these
changes, there is no significant difference between them. This is likely due to
the high noise level in the data compared to the effect size; and should be
unsurprising given that the standard error in these estimates are around 50%
of the estimated quantities.

4.4

Discussion

Results from this study show that visual training with an added auditory cue
can still produce learning, but that learning may not transfer to improvements
on the task in the absence of the cue. However, transfer of learning to an
untrained location is observed in the audiovisual group for the component of
learning that transferred to the task condition with no cue.
Both the audiovisual and visual-only groups showed learning in the purelyvisual, vertical component of the motion direction judgment, though the audiovisual group showed a slower learning rate in this task. The difference in
learning rates between the two groups may be caused by different allocation of
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Figure 4.7: Pre-/post-test change in horizontal, vertical, and combined component judgments for both groups in the untrained location Individual participants are represented by round or triangle markers.
The boxplots show range as vertical lines. The top row of plots show the direction range threshold performance in the pre-test and post-test for the vertical
component, the horizontal component, and the combined components of the
motion direction judgment, in both the visual-only group (left, orange) and
audiovisual group (right, blue). The bottom panel shows the change in performance as post-test minus pre-test. The visual-only group (orange) showed no
significant improvement in either the horizontal or vertical component. The
audiovisual group however showed significant improvement in the horizontal
component estimated at 52.0±20.8 degrees (p = 0.0145), and a near-significant
change in the vertical component estimated at 41.1±20.8 degrees (p = 0.0514)

CHAPTER 4. MULTISENSORY PERCEPTUAL LEARNING

66

attention. In training, the presentation of the vertical component is the same
for both groups, but the audiovisual group has additional information provided for the horizontal component in the form of the auditory cue. Attention
is a strong driver of visual perceptual learning [62, 98], but it is also a limited
cognitive resource. In the training task, participants in the audiovisual stimulus group must split attention between a visual-only component in the vertical
direction and an audiovisual component in the horizontal direction of motion.
Audiovisual integration requires attention, especially when the auditory and
visual stimuli are spatially and temporally coherent [46, 53, 139]. And when
the visual and auditory components are coherent, they may be subjected to
the cross-modal spreading of attention as described in [135]. In the context
of this training task, information about the horizontal component is irrelevant to correct judgment of the vertical component. Cross-modal spreading
of attention can lead to an irrelevant auditory stimulus capturing more of the
participant’s attention away from a visual task [160, 161]. The splitting of
attention which occurs only in the audiovisual training group could be the
cause of the reduced learning rate observed for this group.
Task transfer to the visual-only post-test partially occurred for the audiovisual group. In this group, learning in perception of the vertical component of
motion direction did not transfer to the post-test. Interestingly, the auditory
cue present in training provided no information about the vertical component. Task transfer of the horizontal component was measured indirectly by
comparison of the pre-test performance to the post-test, as thresholds during
training were at ceiling due to the presence of the cue and not informative
about learning. Learned improvement to the judgment of horizontal component, which was cued during training, transferred to the task condition when
the cue was removed. This incomplete task transfer may also be related to
the split in attentional resources between the two modalities during training.
Attention can be enhanced by congruent cross-modal stimuli [47], and in our
task the horizontal component of the visual motion was congruent to the auditory motion while the vertical was not. Engagement of endogenous attention
can improve transfer of visual perceptual learning [98], and it is possible that
this increased attention to the horizontal component due to the cross-modal
cue led to transfer of learning to the task condition where no cue was present.
In the training location, both groups improve on the horizontal component of learning but lose the improvements gained during training on the
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vertical component. This could be the result of the complex role of feedback
in perceptual learning. Feedback has been shown to improve performance in
visual perceptual learning [58]. The consolidation of perceptual learning can
be disrupted by the introduction of a similar but slightly changed testing, this
process is known as retest lability [39, 142]. The fact that both groups showed
improvement in the vertical component during training, but in the testing condition when the feedback structure of the task was changed slightly due to the
inclusion of as second interleaved staircase, as described in Section 4.2.6 may
also be possibly due to the disruption of previously consolidated learning [40].
Additionally, this change in staircase design may also have contributed to the
loss of a sense of progress during the session duration. Participants were not
as aware of how they were improving, which may have also been interpreted by
participants as a lack of feedback, or less positive feedback. Negative feedback
even when false has been shown to negatively affect learning performance [8],
and if the slight change to the feedback was perceived as subtly negative it
may have disrupted gains made in training.
It has been shown that perceptual learning is very sensitive to the task
parameters, including task difficulty [2]. In the paper from Seitz in 2006 [127]
where auditory facilitation of visual perceptual learning was demonstrated, the
task was at a fixed difficulty level rather than adaptively determined through
a staircase. Additionally, although their experiment also involved a 10 day
training period for motion direction discrimination, and although the resulting overall attainment between the visual and audiovisual groups was similar
to the levels found in this study, their audio / audio visual training groups
demonstrated notably different learning curves during training. We do not
observe those different learning curves between the two groups, and this may
be due to our task having the same relative difficulty between groups from the
staircase design, where in their task design the audiovisual group had a task
which could be considered easier.
The audiovisual group showed transfer to the untrained location, and this
transfer was only observed for the horizontal component of motion direction
judgment which had been trained in combination with an auditory cue for
this group. Notably, this was also the only component of the motion direction
judgment that had learning transfer to the post-test condition where the auditory cue was removed. This observed transfer supports our initial hypothesis
that audiovisual integration can support better transfer to untrained locations,
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perhaps by engaging the top-down mechanisms involved in multisensory integration. This result is in agreement with findings from previously published
literature [110, 127].
In general, variance in learning between participants was high for this
study. One possible explanation for this variance was simply that the task
was quite difficult even at its lowest noise settings. In recruiting for the study,
almost a third of participants could not complete the titration task described
in Section 4.2.5 and were excluded from the study. In similar tasks completed during pilot testing which only used a left/right discrimination versus a
four-way discrimination task, dropout levels were much lower, and almost exclusively due to self-exclusion due to discomfort in the VR headset. The high
difficulty level was set deliberately in part to encourage audiovisual interactions which have been shown to be strengthened when the visual information
is of lower quality [37, 38, 102]. While most literature around task difficulty
in perceptual learning centers around specificity of training, the results from
[145] show shallower training slopes for a higher precision task than for the
same task with lower precision. As task precision required for a 4AFC task
is higher than for a 2AFC task, a longer training period may be needed to
produce more consistency between participants in this 4AFC task.
Results from this study show that sound is not automatically a facilitator of visual perceptual learning, but rather that multisensory engagement is
one factor among many which can impact perceptual learning. Certain conditions must be met in order to reap the benefits of including sound in a given
experimental paradigm.

Chapter 5

Transfer of figure-ground
segregation learning is
facilitated by a cross-modal
auditory feature-based
attention cue
5.1

Introduction

The visual system is constantly faced with a barrage of information, and efficient processing of this can only come from practice and experience with
interpreting the world around us. Experience shapes processing in a variety
of ways, from temporary adaptation to changes in viewing conditions, like the
color-change aftereffect that comes when removing tinted glasses, to the more
durable changes to perception that come as the result of plasticity. Particularly in adults, plasticity occurs less often than in periods of early childhood
development, but it is still possible to experience perceptual learning in the
adult brain. This can come about organically, as in the case of a factory inspector becoming more accurate or quicker to spot product defects through
practice, or be the result of dedicated training in a laboratory setting. The
process of perceptual learning in a laboratory setting has been the subject of
69
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a great deal of research, and especially has important clinical implications in
the area of visual rehabilitation [4, 95, 104].
Several models have been developed to understand the mechanism of perceptual learning, particularly at which stage of the visual hierarchy does plasticity occur. These models can be divided into early, mid, and late processing,
are reviewed in [146]. While there is still debate over the exact processes
that govern perceptual learning, there is agreement that it is likely a complex process which can be modulated at multiple levels of visual processing.
One of the main implications of these various models is predicting conditions
which lead to either specificity or transfer of learning. Many studies where
learning was shown to be retinotopically specific have lead to the theory that
visual perceptual learning is modulated by early visual processing areas such
as V1 [1, 49, 105]. Some models of perceptual learning explain learning as
improvement to the lowest level of processing in V1 [3], but increasingly there
is recognition that learning impacts other mechanisms on the level of read-out
and combination of information at higher levels of processing [45]. Modulation
at higher levels is particularly evident when training paradigms are set up to
improve spatial transfer, and there are several ways to do this. The first is
through the procedure known as double training, where one task is performed
at a given training location and interleaved with that is a separate, irrelevant task performed in a second location. This procedure can lead to learning
transfer of the primary task to the secondary location [134, 145, 151, 152].
Another method to improve transfer of perceptual learning is through the
deployment of attention. Attention can be exogenous or endogenous. Exogenous or “bottom-up” attention is generated involuntarily, often by an external
stimulus, whereas endogenous or “top-down” attention is voluntarily deployed
[98]. Broadly speaking, attention can also be characterized as spatial, pertaining to a given location in a visual field, or feature-based, centered on a specific
stimulus dimension such as color, direction, or orientation [56]. Deployment of
attention, either exogenous or endogenous, spatial or feature-based, has been
shown to improve spatial transfer of visual perceptual learning [41, 44, 68]. Additionally, the incorporation of cross-modal stimuli has been shown to transfer
across sensory modalities [6, 110, 132].
As perceptual learning can be modulated on different levels of visual processing, studying perceptual learning in a task which requires interplay between multiple levels of processing can generate new insights into the impacts
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of different learning paradigms on specificity. Figure-ground segregation is a
mid-level visual process which requires fusion of both local and global information. It can be decomposed into several visual sub-tasks, including boundary
detection, region filling and background subtraction [67] which may all depend
on different mechanisms. While the primary visual cortex (V1) has shown to
be involved along with area V4 in studies of non-human primates [108], the
complex nature of the task requires feed-forward as well as feed-back connections to area V4 as well [80]. Additionally, depending on the specific stimulus
to be segregated, additional mechanisms may be involved, such as the involvement of area MT in motion-domain figure-ground segregation [133]. Perceptual learning can improve motion-domain figure-ground segregation [133]. The
plastic changes caused by perceptual learning in general can impact many levels in the visual processing hierarchy, and the exact mechanism for any given
learned improvement is highly dependent on not only the stimulus used but
other features of the training paradigm. In the specific case of figure-ground
segregation, sound has been shown to improve mid-level visual processing and
aid participants in the detection of illusory contours, a mid-level visual task
which is related to figure-ground segregation [138]. Feature-based attention
has also been shown to improve figure-ground segregation [140], as well as
motion direction discrimination [91].
Our experiment measures the impact of a cross-modal feature-based attention cue on learning efficacy and learning generalizability in a figure-ground
segregation task in the global motion domain, using a multi-location training paradigm. The main experimental questions addressed in this study are:
1.) Does figure-ground segregation learning occur in a multi-location training
paradigm? Does motion direction discrimination? 2.) Does learning transfer
to untrained locations from the figure-ground segregation and motion direction
discrimination tasks? 3.) What is the effect of a cross-modal feature-based
attention cue on learning, both learning rate and learning specificity? It is anticipated that the feature-based attention cue will improve learning rate as it
facilitates perception in both figure-ground segregation and motion direction
discrimination, as well as improve spatial transfer to untrained locations. By
using a novel virtual reality test paradigm, this experiment will test whether
using a figure-ground segregation task in the motion domain with a dualtask multi-location training paradigm will produce spatially general learning
and improve localization ability, and also investigate whether the addition of
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cross-modal exogenous covert feature-based attention cue will impact learning
as well as spatial generalizability.

5.2
5.2.1

Methods
Participants

Participants were recruited from the Rochester Institute of Technology (RIT)
campus community. The experiment was approved by the Institutional Review
Board at RIT and all participants gave informed consent prior to participation. 13 participants (4 female, 3 not reported) were recruited with normal or
corrected-to-normal vision and no self-reported history of auditory processing
problems. One participant self-excluded after the first session due to childhood history of amblyopia, but the remaining 12 completed the full 12 days
of the experiment. The mean age in years ± standard deviation was 21±2.

5.2.2

Apparatus

The experiment was conducted using the HTC Vive Pro Eye virtual reality
headset. The computer used to run the experimental sessions was equipped
with an NVIDIA RTX 3080 GPU and had an Intel i7-11700K CPU. The
experiment was built in Unity3D, editor version 2019.4.18f1, on top of the
Unity Experiment Framework (UXF) [25]. Eye-tracking was done with the
hardware built in to the Vive Pro Eye and controlled with the SRAnipal
plugin to Unity3D, version 1.3.2.0. Auditory spatialization was done with
the SteamAudio plugin, and used a generic head rotation transfer function
(HRTF).
Before each experiment session, the headset was adjusted to the participant’s comfort and the headset tilt was further adjusted to ensure that the
user started out viewing the display through the optical axis of the headset
lenses. This was done by asking the user to change the tilt until the outer
edges of the headset were sharp and clear. Once this adjustment was complete, participants followed the stock eye-tracker calibration and adjusted the
headset position further if needed and adjusted the headset inter-pupillary
distance (IPD) following prompts from the calibration software.
At the conclusion of the calibration sequence, a custom calibration assessment was run using a 30◦ x 30◦ grid of points. Participants were asked to fixate
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at these points in sequence and gaze position was recorded for 500ms. If average error was greater than 2◦ , calibration was re-run. Average eye-tracking
error at the central point was 1.2◦ ± 0.6◦ (standard deviation).

5.2.3

Attention cue and visual stimulus

To begin a trial, participants were asked to fixate at a central point with
diameter of 0.3◦ for 1000ms, and keep their head still. If the eyes or head
moved more than 5◦ during this period through the stimulus presentation, the
trial was aborted and discarded.
After gaze was fixed on the fixation point and head was still, either an
auditory cross-modal feature-based attention cue or a neutral cue to the fixation point was presented. The neutral cue was a 3D spatialized pulsed white
noise cue with virtual radius of 2.5◦ located at the fixation point. The pulse
frequency was set to 12Hz and the cue duration was 1s. The cross-modal
feature-based attention cue was the same 3D spatialized moving pulsed white
noise source but rather than being stationary at the fixation point, it moved
through the virtual space. Motion direction of the sound cued the forthcoming
motion direction of the coherent visual stimulus within the randomly moving
dot background. The auditory cue moved from left-to-right or right-to-left
from one side of the participant’s head to the other. The virtual sound source
moved through an arc parallel to the ground plane with radius of 0.57m so
it passed through the fixation point halfway through the cue’s duration, with
a speed of 80◦ /s. Auditory cue parameters were set during pilot testing to
produce a clear perception of motion while using a generic HRTF. Participants achieved correct auditory motion direction perception throughout the
experiment.
At the conclusion of the cue period, the visual figure-ground segregation
task began. The participant’s visual field was filled with randomly moving
dots and within this field a 10◦ diameter patch of dots moved coherently for a
duration of 500ms. This coherent-motion patch was the figure to be segregated
out of the ground. The randomly moving dots had a diameter of 14arcmin
each, and the field had a diameter of 80◦ , enough to fill the entire field-of-view
2
of the VR headset. Dot density was 3.5 dots/◦ . Each dot had a lifetime of
250ms, after which it would re-spawn in a new random location. Individual
dot speed was 10◦ /s.
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The dots within the coherent-motion patch were parameterized with two
separate sources of noise. The first source of noise was the overall percentage
of random dots, which was set per-individual to ensure that performance on
the first day of training was similar between participants. Overall random dot
noise level was set using a titration procedure (see section 5.2.5) on the first day
of the experiment. The second source of noise was the dot direction range. The
direction range of a stimulus refers to the range of trajectories the dot motion
can take. For example, with dots within a motion-patch with a direction range
of 0, all dots followed a path aligned with the cardinal rightward or leftward
direction. Dots within a motion patch with a direction range of 80◦ could
take any trajectory between 40◦ above the cardinal direction to 40◦ below the
cardinal direction. Direction range was adjusted each trial following a 3-up1-down staircase. The combination of overall noise adjusted per-participant
and direction range adjusted per-trial ensured that the task direction range
reached an asymptote around the participant’s threshold for segregation.

5.2.4

Task

After presentation of the attention cue (either neutral or cross-modal featurebased) and display of the coherent-motion stimulus, participants performed
a pair of related tasks. They were instructed to indicate both the location
and motion direction that the coherent motion patch possessed. This was
done while the full field of random motion remained visible, to reduce the
chances of a motion-aftereffect from the coherent patch. To indicate that the
response period had begun, a cursor beam appeared from the handheld HTC
Vive controller. This beam terminated at the point of intersection between
the beam with the visual stimulus plane, and this provided participants with
a visual indication of where on the plane they were pointing. Participants
carried out the pair of tasks by pointing to the former coherent-motion-patch
location with the controller, and indicating motion direction by pressing one
side or the other of the selection pad on the controller. Pressing the direction
on the selection pad also locked in the localization response to the location in
which the controller was at the time of the button press.
Feedback was provided by showing the participant the true location of the
coherent-motion patch versus the indicated location, as well as the true motion
direction versus the indicated motion direction. A yes/no sound was also
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FB

N

Time since start of trial

2s

2.5s

3-5s

Gaze contingent fixation (1s), Attention cue:
Auditory feature-based (FB) or Neutral (N)

Visual stimulus

Visual task: figure/ground segmentation and
direction discrimination

Feedback

Figure 5.1: Trial Sequence In this task, a user is seated and wearing a virtual
reality headset. On the start of a trial, a central fixation point is visible in
a featureless grey virtual world. Each trial is gaze contingent, and begins
once the integrated eye tracker detects a fixation lasting 1s. Once the fixation
duration is met, the auditory attention cue plays for 0.5s. In the neutral group,
the cue is a stationary pulsed white noise sound centered at the fixation point.
In the feature-based attention cue group, the cue is the same pulsed white
noise, but moving in an arc around the participant’s head. The direction of
motion of the sound matches motion direction of the upcoming target stimulus.
After the cue period ends, the field of view is filled by moving noise dots, in
which a coherent target stimulus is embedded. The target stimulus is active
for 0.5 seconds, whereafter the full field reverts to random motion and is
present for up to 3s or until the user makes a response. The response is
made by pointing to the target’s location with the handheld controller, and
indicating the target’s motion direction with a button press. Feedback is
then provided as a positive or negative indicator sound based on whether the
localization judgment was within the cutoff range, plus a visualization of the
true target location versus the indicated, as well as the true and indicated
motion directions.
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5°
Pre-test:
No cue, pink locations
interleaved with blue locations

80°
10 days of training:
Auditory feature-based attention or
neutral auditory cue, blue locations

Post-test:
No cue, pink locations
interleaved with blue locations

Figure 5.2: Experiment progression: The experiment consists of a ten day
training period bookended by a pre-test and a post-test. During the pre- and
post-tests all locations in the visual field are potential target locations, and no
auditory cue is presented to either group. During the training sessions, targets
may only appear in the visual field regions indicated in blue. Participants also
receive an auditory pre-cue, either a neutral cue or a feature-based attention
cue indicating the motion direction of the dots within the upcoming target.

played to indicate whether localization fell within 7◦ of the true location or not.
7◦ was chosen as the cutoff point through pilot data showing that localizing the
target within 7◦ was an indication that the participant had properly segregated
the figure from the ground, and any error in the localization judgment was
noise contributed by other sources than figure-ground perception ability (see
Section 5.3 for details).

5.2.5

Procedure

Each participant completed four stages of the study: random dot percentage
titration, pre-test, training, and post-test. The titration and pre-test were
completed on the first day, followed by ten days of training, and a post-test
(identical to the pre-test) on the twelfth day as detailed in Figure 5.2.
In the titration block, overall noise level in the coherent-motion patch was
initially set to 20% and participants were asked to complete 20 practice trials

CHAPTER 5. CROSS-MODAL ATTENTION CUE

77

to familiarize themselves with the apparatus and tasks. If within those 20
trials, participants failed to correctly respond at least once to a trial with
80◦ of direction range, random noise dot percentage was adjusted to 10% and
the practice was re-started. If the participants successfully completed three
trials at 120◦ of direction range within the 20 practice trials, random noise dot
percentage was adjusted up to 30% and the practice was re-started. This was
repeated until trials at 120◦ of direction range were successfully completed only
once or twice during the initial 20 trials, whereupon the participant continued
until 150 titration trials were completed. Thresholds were calculated on the
completed 150 trials to ensure that the starting threshold was between 100
and 200 degrees of direction range for the segregation task. All participants
satisfied this criteria and were able to continue the experiment.
Once the initial random noise dot level was set, participants completed
a pre-test stage on the first day of the experiment. The pre-test consisted
of two blocks of 300 trials each of the dual segregation/motion direction discrimination task, without any attentional pre-cues. In each block, trials were
randomly presented in all locations within the visual field, including both
training regions and regions of the visual field which would not be trained.
Training and untrained locations were interleaved randomly to reduce the effect of practice on performance in these regions, rather than testing them
sequentially. Participants removed the headset and took a break in between
blocks, to avoid visual fatigue and discomfort from wearing the VR headset
for long periods of time. Eye-tracking was re-calibrated each time the headset
was removed and replaced. At the conclusion of training, the same test was
conducted as a post-test.
The training period lasted for 10 days, in which the participants would
complete 300 trials each day during a consistent time slot. During training,
either the neutral cue or the cross-modal feature-based attention cue was presented ahead of each trial. The coherent-motion patches also only appeared
in select “training locations” (see figure 5.2). When interviewed during the
experiment debrief, participants reported no conscious knowledge that training was conducted in a restricted set of locations, or that it differed from the
pre- and post-test in any way save for the presence of the pre-cue.
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Analysis

Broadly, the analysis focuses on comparing the performance in the pre-test and
post-test as well as assessing the impact of training within the training period.
With the dual segregation/motion direction discrimination task, several axes
of performance were examined to address the experimental questions posed by
this study.
Firstly, if global motion direction judgment improves, we will see this as an
increase in the direction range threshold for motion direction (DRTmd). This
threshold is calculated from a psychometric function representing the percent
of correct direction judgments at each level of direction range. Thresholds are
calculated with a 5% lapse rate and a 50% chance level. This means that even
with perfect perception, 5% of the trials will be random mistakes, and even
with a random guess, 50% of the trials will still be guessed correctly, as the
choice is only between two options see Figure 5.3 panel D.
Second, if segregation ability improves, we will see this as an increase in
the direction range threshold for segregation (DRTseg). This threshold is
calculated similarly to the DRTmd, from a psychometric function representing the percentage of correct segregation judgments at each level of direction
range. However, the response to the segregation task is collected as a continuous measure of localization error, and must be transformed to a binary correct/incorrect judgment before percentage correct can be calculated. Though
the measure is continuous, the underlying responses show a strong bi-modal
distribution with a clear cutoff point between trials where the target was perceived and when the participant was making a random guess. This cutoff
point was reinforced by feedback during the experiment which was positive
when segregation judgments fell within the cutoff region, and negative when
they were outside it (see Figure 5.3 panel B). Once the psychometric function
was created with the percentage of trials within the cutoff point on the vertical
axis and direction range of those trials on the horizontal axis, thresholds were
calculated using a 5% lapse rate and a 10% chance level (see Figure 5.3 panel
C). As in the DRTmd measure, there was a 5% chance that even with perfect
perception the participants would make a random error, and with the geometry of the task (size of field of view, size of target stimulus and response cursor)
there was a 10% chance that any random guess as to the target location would
fall within the cutoff point and be counted as correct.
Third, if localization accuracy and precision improve with training, this will
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Figure 5.3: Analysis procedures A: Representative localization judgments
from a selection of training trials. True location shown as blue circles, and the
participant’s indicated location shown as red crosses. Error vectors connecting
true and indicated locations are color coded based on error size, with 50◦
of visual angle shown in yellow and 0◦ shown in violet. B: Frequency plot
of all errors for one participant, over all days. This distribution is strongly
bimodal for all participants, and the cutoff for a “correct” judgment is shown
highlighted in green. C: Sample Weibull function fit of DRTseg for localization
responses, with thresholds determined at 52.5% correct, halfway between 95%
correct and the chance level of 10% correct. D: Sample Weibull function fit of
DRTmd for motion direction judgments, with thresholds determined at 72.5%
correct, halfway between 95% correct and the chance level of 50% correct.
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be observed as a reduction in average localization error as well as a reduction
in the variance of localization error. Localization error refers to the distance
between the centers of the target and the response cursor in units of degrees
of visual angle. To avoid confounding this measure with random guesses,
(in which participants are trying to localize a target which they incorrectly
perceived and does not exist) only trials which fall within the DRTseg cutoff
point are analyzed. This means that they were properly segregated from the
background. Additionally due to the staircase design of the experiment, most
trials are conducted near the DRTseg threshold. To make a fair comparison of
localization judgments, segregation ability should be about the same for each
localization judgment being compared. Thus, only trials from direction ranges
near the DRTseg on a given day will be compared. To sum up: localization
error is filtered using the same cutoff point as in the DRTseg calculation, then
further filtered to only include trials at direction ranges around the calculated
DRTseg. These filtered trials are then averaged to get localization accuracy,
and the standard deviation is calculated to get localization precision.
With these three analysis measures, learning transfer to trained and untrained locations is also tested. If improvement on any measure (DRTmd,
DRTseg, localization accuracy and localization precision) transfers to the untrained locations, the change from pre-test to post-test should be the same in
the training locations as it is in the untrained locations.
Similarly, the effect of the cue is also tested. If the addition of the crossmodal feature-based attention cue improves performance on any measure (DRTmd,
DRTseg, localization accuracy and precision), the change from pre-test to posttest should be greater in the group trained with the cross-modal feature-based
attention cue versus the group trained with a neutral cue. If the cross-modal
feature-based attention cue leads to more generalizable improvements, then
the difference in change from pre-test to post-test in the trained versus untrained location should be smaller for the group trained with the cross-modal
feature-based attention cue than for the group trained with the neutral cue.
Statistical tests
Tests related to generalizability and group level effects were conducted using a
linear mixed effects model within the R statistical software environment (version 4.0.5 [113]). DRT thresholds were the response variable. Fixed factors
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were test day (pre-test or post-test), presence of cue during training, testing
locations (trained and untrained), and type of threshold (DRTseg or DRTmd).
The participant was fit as a random factor. This random factor contributed
45% of the overall variance in the model. This model was then used to calculate
estimated marginal means, from which interaction contrasts within the training day were computed in post-hoc testing to determine possible differences
in the change from pre-test to post-test over combinations of these factors.

5.3

Results

This study produced learning in both groups, which in the case of the audiovisual group fully transferred to the task condition with no attention cue. Spatial
transfer of learning was observed for both groups in the DRTmd measure, but
learning in the DRTseg measure only transferred to untrained locations when
training was done with the auditory feature-based attention cue.
During the training period, both groups showed significant learning in the
DRTseg measure, as shown in Figure 5.4. The auditory feature-based attention
cue group performed near ceiling in the DRTmd measure for the duration of
the training period, as the auditory pre-cue gave full knowledge of the motion
direction at every trial. In the neutral cue group, there was also improvement
in the DRTmd measure. The learning observed in the DRTmd measure was
not significantly different from the learning in the DRTseg measure.
The main effect of the pre-test to post-test was highly significant (p <
0.001) in the linear mixed effects model. No interactions between day and
any other effects were significant. Within the main effect of pre- to post-test
change, contrasts were calculated to determine the magnitude of change for
each group, in each set of locations and for each measure.
To evaluate transfer of learning to the task without the presence of the
auditory feature-based attention cue, change in performance from pre-test to
post-test in the training locations on both the DRTseg and DRTmd measures
was calculated and compared between groups. In the training location, the
feature-based cue group had a significant (p < 0.001) estimated increase in
the DRTmd measure of 60.5 degrees of direction range with a standard error
of 10.4 degrees of direction range. The neutral cue group showed a significant
increase (p < 0.001) in the DRTmd measure with estimated improvement of
74.2 degrees of direction range and standard error of 10.4 degrees of direc-
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Figure 5.4: Training results Points shown represent each DRT measurement
averaged over all participants within the group, error bars are standard deviation. The horizontal axis is day of training. In the left panel, the vertical
axis is DRTmd, and in the right panel and the vertical axis is DRTseg. The
DRTmd measure shown in the left panel was consistently near ceiling for the
auditory feature-based attention cue group (orange). The neutral cue group
(blue) had a slope estimated at 2.43◦ /day with standard error 1.05◦ /day. In
the DRTseg measure shown in the right panel, the feature-based attention
group (blue) showed a slope estimated at 3.8◦ /day with standard error 0.83
and the neutral group had a slope estimated at 2.9◦ /day with standard error 0.84. These two slopes were not significantly different from one another.
Additionally, the slopes over DRTmd and DRTseg within the neutral groups
were not significantly different from one another
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tion range. In the audiovisual group, we observed a significant (p < 0.001)
increase in the DRtseg measure estimated at 49.0 degrees of direction range
with a standard error of 10.4 degrees of direction range. For the neutral cue
group, the DRTseg also increased significantly (p < 0.001) with an estimated
improvement of 43.5 degrees of direction range and standard error of 10.4
degrees of direction range.
In the untrained locations, the feature-based cue group saw a significant
(p < 0.001) improvement in the DRTmd estimated at 40.5 degrees of direction
range with standard error of 10.4 degrees of direction range, and significant
(p = 0.003) improvement in DRTseg estimated at 32.3 degrees of direction
range with standard error of 10.4 degrees of direction range. The neutral cue
group had significant (p = 0.001) improvement of DRTmd estimated at 44.7
degrees of direction range, standard error of 10.4, and significant improvement
of DRTseg estimated at 23.0 degrees of direction range with standard error of
10.4 degrees of direction range.
Post-hoc tests were then done to estimate the differences between contrasts. One notable result from this study is that motion-direction discrimination learning, measured with DRTmd, transfers to untrained locations, regardless of the presence of the attentional cue. The contrasts comparing pre-test to
post-test change between trained and untrained locations for the DRTmd measure show there is no significant difference in any of the changes from pretest
to post test, for the trained and untrained locations. This indicates that both
groups displayed full transfer of motion direction discrimination learning.
However, we do see that the presence of the cue during training impacts
the transfer of figure-ground segregation learning. In the group which received
the feature-based cross modal attention cue during training, learning in the
DRTseg measure transferred fully to the untrained locations. There was no significant difference in the improvement in performance for the trained locations
versus the untrained locations. This differed in the neutral cue group. While
there was significant learning in both the training and untrained locations, the
comparison between these changes showed a significant difference (p = 0.004)
between the learning in the training and untrained locations. The neutral cue
group still showed transfer of learning to the untrained location, but it was a
smaller improvement than observed in the training location, indicating partial
transfer.
The other results from this study are that the perceptual learning measured
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Figure 5.5: Pre- to post-test change in motion discrimination judgments (DRTmd) The feature-based cue group (left panel) improved an estimated 60.5±10.4 degrees of direction range in the trained locations (left
box plot), and 40.5±10.4 degrees of direction range in the untrained locations
(right box plot). These values were not significantly different from each other,
indicating full transfer of DRTmd learning in the feature-based cue group.
The neutral cue group (right panel) improved an estimated 74.2±10.4 degrees
of direction range in the trained locations (left box plot), and 44.7±10.4 degrees of direction range in the untrained locations (right box plot). These
values were not significantly different from each other, indicating full transfer
of DRTmd learning in the neutral cue group.
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Figure 5.6: Pre- to post-test change in figure-ground segregation
threshold (DRTseg)The feature-based cue group (left panel) improved an
estimated 49.0±10.4 degrees of direction range in the trained locations (left
box plot), and 32.3±10.4 degrees of direction range in the untrained locations
(right box plot). These values were not significantly different from each other,
indicating full transfer of DRTseg learning in the feature-based cue group. The
neutral cue group (right panel) improved an estimated 43.5±10.4 degrees of direction range in the trained locations (left box plot), and 23.0±10.4 degrees of
direction range in the untrained locations (right box plot). These values were
significantly different from each other (p = 0.004), indicating partial transfer
of DRTseg learning in the neutral cue group.
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Figure 5.7: Training localization accuracy and precision The top panel
shows the localization accuracy, or average localization error, averaged over all
participant on each of the ten days of training. The bottom panel shows the
localization precision, or standard deviation of localization errors, averaged
over all participant on each of the ten days of training. For both groups,
neither accuracy or precision had significant change over the training period.
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Figure 5.8: Pre- to post-test localization accuracy and precision, in
training and untrained locations The top panels show the localization accuracy, or average localization error, averaged over all participant on each of
the ten days of training. The top right panel is trials in the training locations,
and top left panel is untrained locations. The bottom panels show the localization precision, or standard deviation of localization errors, averaged over
all participant on each of the ten days of training. The bottom right panel is
trials in the training locations, and bottom left panel is untrained locations.
For both groups and in both sets of locations, neither accuracy or precision
had significant change from pre-test to post-test.
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by DRTseg and DRTmd do not impact localization accuracy and precision as
shown in Figure 5.7 and Figure 5.8. Localization accuracy and precision were
each fit with a separate linear mixed effects model including separate models
for the change over the training period and the change between the pre-test
and the post-test. In all models, the response variable was either accuracy
or precision, and the random effect was the participant’s study ID. The fixed
effects were day of the study and group assignment for the model of the training
days, and the models for the pre- to post-test data also included the locations
as a fixed effect. These models showed no significant effects over any of the
fixed factors or interactions between them.

5.4

Discussion

This task produced tangible learning results in the dual-task paradigm of
figure-ground segregation and motion direction discrimination learning. The
presence of the auditory, feature-based attention cue mainly impacted transfer
to untrained locations. The motion direction discrimination learning transferred fully in both groups, regardless of the presence of a feature-based attention cue. However, the figure-ground segregation learning only fully transferred to untrained locations with the addition of the feature-based attention
cue. These results speak to the multiple levels of processing on which perceptual learning can operate.
First of all, in the trained locations, both groups showed significant learning on both the figure-ground segregation task as well as the motion direction
discrimination task. This learning occurred strongly even though the training
took place in a spatially-jittered manner, where the location of the training
stimuli varied constantly during the session. While training was only performed in half the visual field, split up into 4 wedges out of 8 (see Figure 5.2),
participants reported no conscious knowledge that locations were constrained
during training. This result is of particular interest in the context of rehabilitation, as it shows that fewer trials in any given location can still produce
strong learning. This is in alignment with other studies of double training
[93, 151] in which stimulation of multiple retinal locations during training can
lead to full spatial transfer at locations with comparably few trials. Though
our method of randomized stimulus placement differs from the conventional
double training procedure where only two locations are trained, the same prin-
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ciples central to double training apply where the attention is distributed to
multiple locations and learning can accumulate across all trained locations.
This learning transferred to the visual-only pre- and post-tests for both
groups despite the fact that the testing sessions were carried out with no precue. Both groups demonstrated full spatial transfer of the motion direction
discrimination task to the untrained locations. This could be due to several
factors. Firstly, the same “double training” effects which allowed learning to
occur with fewer trials in any one location may have carried over to fully untrained locations. Because participants did not consciously know the training
locations only occurred in half the visual field, higher level processes such as
the distribution of spatial attention may have been deployed which are known
to increase spatial generalizability [41]. Crucially, however, the same transfer
did not occur for the figure-ground segregation task in the neutral cue group.
This decoupling of two stages has been noted in other figure-ground segregation tasks. [141, 155]. If training in multiple locations was solely responsible
for the spatial transfer, one would expect to see the effects of this apply in
both tasks, as the training method was identical for the two tasks. More
likely, the learning of the motion direction discrimination task is mediated by
changes in the higher levels processing needed to complete the task, and can
transfer to untrained locations [157, 158]. These higher levels in the visual
hierarchy are not spatially specific [45] and can modulate signals from multiple locations. Important to note is that visual perceptual learning has been
increasingly viewed as a whole-brain process [90] rather than mediated by a
single specific mechanism. In this task, the motion direction discrimination
is linked to the figure-ground segregation in that improvement on motion direction discrimination ability could improve overall figure-ground segregation
ability, but is not a requirement. This is because figure-ground segregation
relies on input from several sub-tasks. In a task like figure-ground segregation
where performance is dependent on the successful completion of sub-tasks at
multiple levels of pooling, perceptual learning in this task could be achieved
through modulation at any of these stages. Similarly to how a chef can improve
her cooking in a number of ways, at the lowest level by using fresher ingredients, next by choosing tastier flavor combinations, and finally by using better
cooking techniques, any of the changes alone can result in better testing food
even in the absence of the others. So perceptual learning in the domain of a
complex tasks like figure-ground segregation can be accomplished through im-
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provement on any individual sub-tasks. In our neutral group, the mechanism
for improving figure-ground segregation was likely independent of the mechanism which improved motion direction discrimination, as the motion direction
learning transferred to the untrained locations where the figure-ground segregation learning did not. This is supported by other studies indicating that
background subtraction happens in early vision even at the level of the retina
[162].
Another key result from this study is that the addition of the auditory
cross-modal feature-based attention cue lead to full spatial transfer of the
figure-ground segregation task. This is consistent with other results showing that visual endogenous feature-based attention improves spatial generalizability of perceptual learning [68]. Specifically in figure-ground segregation,
feature-based attention has been shown to improve early visual processing in
figure-ground segregation [140].
Our study shows that modulation of auditory feature-based attention has
implications for the transfer effects of visual perceptual learning. This result
is also interesting in the context of visual rehabilitation. In cortically blind
participants, feature-based attention has been shown to generate recovery of
fine direction discrimination abilities [31]. The use of a cross-modal attention
cue could be particularly beneficial for this patient population as other studies have shown promising rehabilitation through the use of other cross-modal
stimuli [28, 34, 112]. Presenting this feature-based attention cue in the auditory modality also raises some interesting questions about the mechanisms
involved in cross-modal attention and perceptual learning. Area MT has been
shown to be heavily involved in visual motion processing [154], as well as in
figure-ground segregation [133]. Additionally, though area MT is not typically
thought of as being involved in auditory processing, this area has been shown
to be capable of responding to auditory motion stimuli in patients with early
blindness [120] as well as in early blind adults who have learned to echolocate [137], indicating that cross-modal plasticity may be possible in this area.
Even in studies of visually intact participants, this region of the brain has
been shown to represent auditory motion direction along with visual motion
direction [114]. This may be a possible mechanism for the cross-modal transfer seen in the improved performance even in the absence of the auditory cue
during the visual-only post-test. While the receptive field size in area MT is
larger than in V1 [7, 51], it is not large enough to fully explain the spatial
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transfer of learning to untrained locations especially transfer to the opposite
hemifield. However, since this task paradigm used multiple training locations
spatially jittered throughout the visual field, this spatial transfer may instead
be impacted by the use of multiple training locations in close proximity to the
untrained locations.
In conclusion, this study has shown that motion direction discrimination
can be improved by perceptual training in multiple locations, and that this
learning can fully transfer to untrained locations. Similarly, the figure-ground
segregation ability which may use motion direction discrimination as a precursor to figure-ground segregation in this task can also be improved by perceptual training in multiple locations, but learning does not fully transfer to
untrained locations. However, the addition of an auditory cross-modal featurebased attention cue can cause full spatial transfer of learning for the global
motion direction discrimination task. Future work is necessary to determine
whether this effect is restricted exclusively to cross-modal cues or if the transfer effect is preserved with an intra-modal visual feature-based attention cue.
Additionally, further study is needed to quantify the impact of training at
multiple locations. Virtual reality uses an expanded field of view and the addition of integrated eye tracking makes it easier to provide stimulus in multiple
retinal locations while controlling for eye movements.

Chapter 6

Conclusions
Virtual reality can be a powerful tool for developing multisensory perceptual
learning paradigms which are an important avenue to explore in the development of novel visual rehabilitation paradigms. In this thesis, I have described
a set of best practices for the use of VR in perceptual science to create high
quality audiovisual stimuli for use in psychophysics experiments. I then described two studies of audiovisual perceptual training, including training with
an multisensory audiovisual stimulus as well as perceptual training with a
cross-modal auditory attention cue. This work demonstrates that the audiovisual perceptual training paradigms made possible through the use of VR have
the potential to be an effective visual rehabilitation technique as they may aid
in the promotion of spatial transfer of learning.
In Chapter 2, I discussed multisensory integration, and in particular audiovisual integration. The mechanisms for multisensory integration are pervasive
throughout the brain, and the strength of multisensory integration depends
on the spatial and temporal coherence of the two signals, as well as the added
effectiveness of integrating the signals versus processing them independently.
In individuals with visual deficit, audiovisual integration still occurs, but is
often altered through a plastic process known as cross-modal calibration. The
degree of plasticity observed in different types of visual deficit is dependent
on the type, severity, and age of onset of the damage. However plasticity can
be observed throughout the brain just as multisensory integration is widely
distributed . This plasticity can be deliberately provoked through perceptual
learning, including multisensory perceptual learning. The addition of audio92
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visual stimuli during training can be effective in improving visual function in
populations with visual deficit.
Chapter 3 introduces procedures for improving the study of multisensory
perceptual training through the use of VR systems. This chapter aims to
provide a resources for researchers who want to fully validate and design experiments to these systems to properly for psychophysics applications. I first
describe a way to mitigate the vergence-accommodation conflict in singledepth applications through measurement of a given headset’s virtual image
location. I also detail a way to carry out scaling and positioning validation
in VR systems through the use of a calibrated camera. The second portion
of this chapter explores the integration of eye-tracking into virtual reality.
I describe the development and evaluation of a prototype hardware system
which is created by modifying an existing open-source eye tracker. I detail
the image quality problems incurred by such a system and suggest software
mitigation methods to improve the tracking quality further. Finally, I discuss
a simple way to measure latency between head and eye tracking in VR, which
is another important diagnostic in ensuring that the system is able to present
stimuli correctly, especially in a gaze-contingent or gaze-following context.
The study of multimodal audiovisual perceptual training presented in Chapter 4 showed that the addition of an auditory cue to visual perceptual training
may promote to spatial transfer, but that transfer of learning to the condition
without the auditory cue may require that the auditory and visual stimuli be
coherent during training. While spatial transfer of learning may be enhanced
by training with a auditory cue, learning transfer to the condition with no
auditory cue is not a given. These results also support the conclusion that
perceptual learning is highly dependent on task and experiment parameters
like feedback and task difficulty. Future work in this area will be important
to further evaluate the impact of stimulus congruence during training, and to
further probe cross-modal transfer of learning.
Finally, the study of the impact of cross-modal attention on figure-ground
segregation learning presented in Chapter 5 showed that a cross-modal featurebased attention cue can facilitate the spatial transfer of figure-ground segregation learning in a motion-domain task. This study also demonstrated that
fewer training trials in multiple locations can lead to learning of improved
motion direction discrimination distributed across those multiple trained locations, which also fully transfers to untrained locations regardless of the pres-
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ence of the cross-modal attention cue.
The use of virtual reality to develop these multisensory training experiments provides a platform to deliver high quality audiovisual stimuli and
integrated eye tracking without the need for additional specialized equipment
and setup. VR distills all the capability of an expertly-run lab environment
into an inexpensive and user-friendly consumer package which can easily be
deployed to people who are undergoing rehabilitation at home. If VR perceptual learning were adopted as a common method for rehabilitation, patients
would be freed from frequent visits to the laboratory just as researchers will
be freed from making compromises on experiment quality when conducting
studies in the homes of their participants. Especially as telehealth and remote
work become more prevalent in society in the aftermath of the COVID-19
pandemic, work to streamline the process of scientific development of virtual
therapeutic interventions is more important than ever. This thesis outlines
how that may be accomplished in the domain of visual rehabilitation.
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Dinei Florencio, and Zhengyou Zhang. Generic HRTFs may be good
enough in virtual reality. Improving source localization through crossmodal plasticity. Frontiers in Neuroscience, 2018.
[20] Christopher C. Berger, Mar Gonzalez-Franco, Ana Tajadura-Jiménez,
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Bertini. Audio-visual multisensory training enhances visual processing

BIBLIOGRAPHY

102

of motion stimuli in healthy participants: an electrophysiological study.
European Journal of Neuroscience, 44(10):2748–2758, 2016. Publisher:
Blackwell Publishing Ltd.
[61] J M Groh, A S Trause, A M Underhill, K R Clark, and S Inati. Eye position influences auditory responses in primate inferior colliculus. Neuron,
29(2):509–18, 2001.
[62] Diego A. Gutnisky, Bryan J. Hansen, Bogdan F. Iliescu, and Valentin
Dragoi. Attention Alters Visual Plasticity during Exposure-Based
Learning. Current Biology, 19(7):555–560, April 2009. Publisher: Elsevier.
[63] C. Harris and M. Stephens. A Combined Corner and Edge Detector.
In Procedings of the Alvey Vision Conference 1988, pages 23.1–23.6,
Manchester, 1988. Alvey Vision Club.
[64] Julia U. Henschke, Anja M. Oelschlegel, Frank Angenstein, Frank W.
Ohl, Jürgen Goldschmidt, Patrick O. Kanold, and Eike Budinger. Early
sensory experience influences the development of multisensory thalamocortical and intracortical connections of primary sensory cortices.
Brain Structure and Function, 223(3):1165–1190, April 2018. Publisher:
Springer Verlag.
[65] David M. Hoffman, Ahna R. Girshick, Kurt Akeley, and Martin S.
Banks. Vergence-accommodation conflicts hinder visual performance
and cause visual fatigue. Journal of Vision, 8(3):33–33, 2008. Publisher:
The Association for Research in Vision and Ophthalmology.
[66] J C Horton. Disappointing results from Nova Vision’s visual restoration
therapy. The British journal of ophthalmology, 89(1):1–2, 2005. Publisher: Copyright 2005 British Journal of Ophthalmology.
[67] Ling Huang, Lijuan Wang, Wangming Shen, Mengsha Li, Shiyu Wang,
Xiaotong Wang, Leslie G. Ungerleider, and Xilin Zhang. A source for
awareness-dependent figure-ground segregation in human prefrontal cortex. Proceedings of the National Academy of Sciences of the United States
of America, 117(48):30836–30847, December 2020.

BIBLIOGRAPHY

103

[68] Shao-Chin Hung and Marisa Carrasco. Feature-based attention enables
robust, long-lasting location transfer in human perceptual learning. Scientific Reports, 11(1):13914, July 2021. Number: 1 Publisher: Nature
Publishing Group.
[69] Krystel R. Huxlin. Perceptual plasticity in damaged adult visual systems. Vision Research, 2008. ISBN: 1878-5646 (Electronic).
[70] Huai Jiang, Barry E. Stein, and John G. McHaffie. Multisensory training
reverses midbrain lesion-induced changes and ameliorates haemianopia.
Nature Communications, 6(1):7263, November 2015.
[71] Ian Andrew Johnston, Mohan Ji, Aaron Cochrane, Zachary Demko, Jessica B. Robbins, Jason W. Stephenson, and C. Shawn Green. Perceptual
Learning of Appendicitis Diagnosis in Radiological Images. Journal of
Vision, 20(8):16, August 2020.
[72] S.J. Karlen, D.M. Kahn, and L. Krubitzer. Early blindness results in
abnormal corticocortical and thalamocortical connections. Neuroscience,
142(3):843–858, October 2006.
[73] A Karni and D Sagi. Where practice makes perfect in texture discrimination: evidence for primary visual cortex plasticity. Proceedings of the
National Academy of Sciences, 88(11):4966–4970, June 1991. Publisher:
Proceedings of the National Academy of Sciences.
[74] Joohwan Kim, David Kane, and Martin S. Banks. The rate of change
of vergence-accommodation conflict affects visual discomfort. Vision
Research, 105:159–165, 2014. Publisher: Elsevier Ltd.
[75] Robyn S. Kim, Aaron R. Seitz, and Ladan Shams. Benefits of Stimulus Congruency for Multisensory Facilitation of Visual Learning. PLoS
ONE, 3(1):e1532, January 2008.
[76] David C. Knill and Jeffrey A. Saunders. Do humans optimally integrate
stereo and texture information for judgments of surface slant? Vision
Research, 2003. ISBN: 0042-6989 (Print).
[77] Hauke Kolster, Ronald Peeters, and Guy A. Orban. The retinotopic
organization of the human middle temporal area MT/V5 and its cortical

BIBLIOGRAPHY

104

neighbors. Journal of Neuroscience, 30(29):9801–9820, 2010. Publisher:
Society for Neuroscience.
[78] Rakshit S. Kothari, Aayush K. Chaudhary, Reynold J. Bailey, Jeff B.
Pelz, and Gabriel J. Diaz. EllSeg: An Ellipse Segmentation Framework
for Robust Gaze Tracking. 2020.
[79] Daniel P Kumpik, Connor Campbell, Jan W H Schnupp, and Andrew J
King. Re-weighting of Sound Localization Cues by Audiovisual Training.
Frontiers in neuroscience, 13:1164, 2019. Publisher: Frontiers Media SA.
[80] Oliver W. Layton, Ennio Mingolla, and Arash Yazdanbakhsh. Neural
dynamics of feedforward and feedback processing in figure-ground segregation. Frontiers in Psychology, 5:972, 2014.
[81] Jungah Lee and Jennifer M. Groh. Different Stimuli, Different Spatial
Codes: A Visual Map and an Auditory Rate Code for Oculomotor Space
in the Primate Superior Colliculus. PLoS ONE, 9(1):e85017, 2014. Publisher: Public Library of Science.
[82] Russell V. Lenth. emmeans: Estimated Marginal Means, aka LeastSquares Means. 2021.
[83] Fabrizio Leo, Nadia Bolognini, Claudia Passamonti, Barry E. Stein, and
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[118] Brigitte Röder, Wolfgang Teder-Sälejärvi, Anette Sterr, Frank Rösler,
Steven A. Hillyard, and Helen J. Neville. Improved auditory spatial
tuning in blind humans. Nature, 400(6740):162–166, July 1999.
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