Abstract. We consider an elliptic system of Hamiltonian type on a bounded domain. In the superlinear case with critical growth rates we obtain existence and positivity results for solutions under suitable conditions on the linear terms. Our proof is based on an adaptation of the dual variational method as applied before to the scalar case.
Introduction
Existence and non-existence of solutions of semilinear elliptic systems has been a subject of active research recently; see for example [FF] , [L3] , [PS] . Such systems are called variational if solutions can be viewed as critical points of an associated functional defined on a suitable function space. Restricting our attention to systems with two unknowns, we distinguish two classes of variational elliptic systems:
(a) potential systems; (b) Hamiltonian systems. Potential systems are of the form
where L 1 and L 2 are second order selfadjoint elliptic operators. Formally these are the Euler-Lagrange equations of the functional
Here (·, ·) is the L 2 inner product for functions defined on the underlying domain, and H(u, v) = H(u(x), v(x))dx. The functional f is often called the Lagrangian. Its critical points correspond to weak solutions of (A). The appropriate choice of the function spaces for u and v follows by requiring that the quadratic part of f be well defined. This naturally leads to Sobolev spaces with square integrable first derivatives. Since also H(·, ·) must be well defined, by virtue of the embedding theorems, some growth restrictions on this latter function are required. An extra difficulty appears if we consider system (A) with a plus sign in the second equation, for then the corresponding function f has a strongly indefinite quadratic part.
For systems of superlinear type and with subcritical growth the Mountain Pass Theorem [AR] or, in the strongly indefinite case, the Benci-Rabinowitz Theorem [BR] , [H] for strongly indefinite functionals may be applied under some extra technical assumptions on H. If we consider system (A) with critical growth, in general the critical point theorems cannot be applied due to a lack of compactness. For some special systems, however, decoupling techniques can be used to reduce the problem to one equation with a nonlocal term, see for example [FM1] , [MM] , which can be treated using concentration compactness methods in the spirit of P.-L. Lions [L1] , [L2] . We point out that even if the decoupling technique is not applicable, systems of type (A) behave in a certain sense like scalar equations. This is essentially due to the weak coupling between the two equations, see e.g. [CFM2] .
For Hamiltonian systems the situation is quite different because they are of the form
where L * is the adjoint operator of L. In this case the corresponding functional is given by f (u, v) = (u, Lv) − H(u, v).
The non-quadratic part is called the Hamiltonian. One sees that the coupling now also occurs in the quadratic part of f , and therefore it is much stronger than in the potential case. An immediate consequence is that there is no longer only one appropriate choice of function spaces [HV1] , [FF] , because there is a trade-off between u and v. This accounts for a much richer structure and a rather different characterization of the concept of critical growth. Consider for example
where ∆ is the Laplace operator and Ω a domain in R n . The following result has been proved in [M] , [V1] .
Theorem 1.
Let Ω ⊂ R n with n ≥ 3 be a bounded starshaped domain with smooth boundary. Let H ∈ C 1 (R 2 ; R) be such that
then problem (C) has no positive solutions of class
In this paper we consider a special case of system (C), namely
where λ and µ are real numbers. When λ = µ = 0, the condition in Theorem 1 reduces to 1
However, for the critical case, more precisely, for 1
(the critical hyperbola), there may exist positive solutions for certain positive values of λ and µ. We mention that the Rellich type identity proved in [M] , [V1] (see also [P] , [PS] ), which is used in the proof of Theorem 1 for system (C) with p and q on the critical hyperbola, reduces to n 2
For positive solutions on a domain starshaped with respect to the origin, the right hand side of this identity is positive. Thus the existence of positive solutions is not obstructed by the identity if λ and µ are positive. The purpose of this paper is to obtain such existence results for solutions of system (I p,q ) in the case that n ≥ 4. Let us recall that if λ = µ, p = q, u = v, system (I p,q ) reduces to the scalar semilinear elliptic equation −∆u = λu + |u| p−1 u with critical exponent p = n+2 n−2 . For n ≥ 4 Brézis and Nirenberg [BrN] have shown that a positive solution exists if 0 < λ < λ 1 , where λ 1 is the first eigenvalue of the Laplacian with zero Dirichlet boundary data. This solution is constructed as a mountain pass of the corresponding Lagrangian. Crucial in their arguments is the fact that the critical value in the mountain pass is strictly less than an explicit constant related to the Sobolev embedding H 1 0 → L 2n n−2 . Below this constant the Lagrangian satisfies the Palais-Smale (PS) condition, which is always satisfied in the subcritical case 1 < p < n+2 n−2 . In the subcritical case with superquadratic Hamiltonian, i.e.
positive solutions of (I p,q ) exist as critical points of the strongly indefinite functional
provided λµ < λ 2 1 . This is shown in [HV1] and [FF] by means of an indefinite functional theorem due to Benci and Rabinowitz [BR] , and in [CFM1] and [PV] by topological methods. Besides a PS-condition, this theorem requires compactness of the gradient of the non-quadratic part of the above Lagrangian, which fails in the critical case (4). For the scalar case the Lagrangian is not strongly indefinite, and therefore this second condition is not needed in [BrN] .
In dealing with the critical case we shall circumvent this complication by using a dual formulation originally due to Clarke and Ekeland [CE] . This approach was used by Ambrosetti and Struwe [AS] as an alternative for the methods in [BrN] . The dual method requires a strict convexity condition on the non-quadratic part of the Lagrangian. This allows for a relation between critical points of the functional and its dual. The main advantage is now that critical points of the dual functional of (6), despite its original indefinite character, can be obtained as mountain passes, provided that the corresponding critical value lies below a constant depending only on p, q and n, which is related to the best Sobolev constant appearing in a naturally associated Sobolev inequality. To get below this constant the exact asymptotic behaviour of the regular radial ground states of system (I p,q ) with λ = µ = 0 and Ω = R n as established in [HV2] is required. Let us remark that we have chosen to restrict our attention to a very explicit system with only pure powers in the nonlinearities. The advantage is that, as in [AS] , this allows a much smoother presentation of the results and proofs. Clearly generalization to a larger class of systems is possible, but this will not be a subject of the present paper.
Throughout this paper we shall assume without loss of generality that p ≥ q. We parameterize the critical hyperbola by
Denoting the eigenvalues of the Laplacian with homogeneous Dirichlet boundary conditions by λ k (k = 1, 2, . . . ), our main result reads as follows:
Theorem 2. Let Ω ⊂ R n with n ≥ 4 be a bounded domain with smooth boundary, and let p ≥ q > 1 (i.e. α ∈ [0, 1)). Assume λµ = λ 2 k for all k and let one of the following conditions hold.
Then the system (I p,q ) has at least one nontrivial solution
Throughout this paper we shall assume that α < 1, i.e. q > 1. For q = 1 and µ = 0 the system reduces to the semilinear biharmonic equation ∆ 2 u = λu+|u| p−1 u in Ω with boundary conditions u = ∆u = 0 on ∂Ω, which has been studied in [V2] . In what follows we shall assume that n ≥ 4. The case n = 3 is more delicate, as can be seen in [BrN] , and will be studied elsewhere. This paper is organized as follows. In section 1 we introduce the functional analytic framework for the dual variational formulation of (I p,q ) in the spirit of Ambrosetti and Struwe. Section 2 contains the key lemma concerning the PalaisSmale condition. In section 3 we discuss the geometric properties of the dual functional. Finally, in section 4, we use the asymptotic estimates proved in [HV2] of the ground states for (I p,q ) with λ = µ = 0 in R n , to push the energy level below the critical Palais-Smale level. This allows us to complete the proof of Theorem 2.
Variational formulation and the dual functional
Let n ≥ 3, and let Ω ⊂ R n be a bounded domain with smooth boundary. In this paper we denote the standard L 2 × L 2 -duality pairing by ·, · . As in [HV1] and [FF] , weak solutions of (I p,q ) correspond to critical points of the functional f defined on a suitable member of a family of Sobolev interpolation spaces. For a precise description of these spaces in terms of Fourier series, see [HV1] , [FF] . Let
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For p and q satisfying (4) and α ∈ [0, 1] given by (7), define
Denoting by E * α the dual of E α with respect to the L 2 × L 2 -duality ·, · , the operator
is in fact an isometry; see [HV1] . Alternatively, by (linear) regularity theory (Agmon-Douglis-Nirenberg estimates; see [HV1] again), we can also view it as an isomorphism
(1.3b)
Consequently the same holds for 
where j is a noncompact Sobolev embedding. Neither of the two compositions is compact. The first one is denoted by
It has the property that
. This is a direct consequence of the fact that (A
λµ . One may think of this as a selfadjointness property of operators from a reflexive space
we have
We define the dual functional
where
In fact we have
Since H : R 2 → R is strictly convex, the same holds for H * : X * α → R. It follows that both dH and dH * are invertible, and
is a critical point of f : E α → R, regularity theory (see [HV1] ) implies that A λ,µ z ∈ X * α . Consequently we may obtain a critical point of f * : X * α → R by setting w = i * w = A λ,µ z. Thus the formulations are in fact equivalent.
The Palais-Smale Condition
In this section we verify that f * satisfies a Palais-Smale condition for sufficiently small energy levels. We recall that a sequence x n is called a Palais-Smale sequence for the function f ∈ C 1 (X) at the energy level c, if df (x n ) → 0 in X * and f (x n ) → c for some c ∈ R. We use the following formulation of the Palais-Smale condition.
(P S) c
Let {w n } ∈ X * α be a Palais-Smale sequence for f * at the energy level c.
Then there exists a subsequence {w n k } converging to some w ∈ X * α . Note that the limit w is a stationary point of f * and that its critical value equals c. In order to see for which values of c (if any) the function f * satisfies (P S) c , let us introduce (see also [BrN] , [L1] , [L2] , [HV2] ) the embedding constants
Let p ≥ q ≥ 1 and 0 ≤ α < 1.
Lemma 2.1. Let 0 ≤ α < 1 and n > 2 + 2α. Then f * satisfies (P S) c for all c with
Lemma 2.1 will be proved in four steps. In first step we prove that (P S) csequences w n are bounded in X * α .
In the second step we show that the sequence z n = B λ,µ w n has the property that df (jz n ) → 0, not only in E * α but also in X * α . In addition, the energy level is INDEFINITE SYSTEMS WITH CRITICAL SOBOLEV EXPONENTS 2355 not affected: f (jz n ) → c. One might view the sequence z n as a (P S) c -sequence of f : E α → R with respect to the X * α -topology. In the third step we prove that this sequence z n contains a subsequence strongly convergent in X α (and by regularity also in Y α ).
Finally in the fourth step we tie everything up in terms of the original sequence w n .
Proof. Step 1. Let w n be a (P S) c -sequence of f * . Then
Step 2. Let z n = B λ,µ w n ∈ Y α ⊂ E α . We note that we consider z n here as an element of Y α . As functions from Ω to R the elements z n ∈ Y α and jz n ∈ E α coincide. Since df
by applying dH = (dH * ) −1 and using
we see that
This implies that
i.e. df (jz n ) → 0 in E * α . Next we show that f (z n ) → c. At this point we no longer need to distinguish between z n and jz n . Thus we may write
which completes the proof of step 2.
Step 3. Since by step 1 the sequence w n is bounded in X * α , it follows that the sequence z n is bounded both in Y α and E α . Rewriting (2.3), we obtain
Thus along a subsequence we have that z n z in Y α . The weak limit is easily seen to be a weak solution of (I p,q ), i.e. df (z) = 0. It remains to show that f (z) = c.
We first exclude the possibility that z = 0. Since α < 1 we have z n → z strongly in L 2 × L 2 . Therefore for some nonnegative number k we find that
On the other hand, by the Sobolev embedding theorem we have
Combining the above inequality with (2.7) and taking the limit, we get
On the other hand, in view of (2.6) and step 2 we must have
This contradicts the assumption on c. Therefore the limit z is nonzero. Next we set (following [BrN] ) α n = u n − u and
In view of the Brézis-Lieb lemma (see [BrL] ) we have
and likewise for v. Also
As before, we may assume now that
This implies that either k = 0 or k ≥ K n 2 p,q . Since by assumption c < K n 2 p,q , it follows that k = 0. This proves the strong convergence of z n in X α .
Step 4. Since w n = dH(z n ) + o(1) in X * α and z n contains a strongly convergent subsequence, the existence of a convergent subsequence of w n in X * α is now immediate. This concludes the proof of Lemma 2.1.
Geometry of the dual functional
In this section we begin with the construction of a critical point of mountain pass type of the dual functional f * defined by (1.8). Note that this functional has a local minimum at zero. There exist (see e.g. [BF] , [CV1] ) numbers a, ρ such that
Depending on the sign of the quadratic part, we see that far away from the origin we may find arbitrarily large positive and negative values, so that we are in a situation where we may apply the Mountain Pass Lemma. We now look for a curve connecting the origin to a point where the functional is negative and such that along this curve the functional has a maximum strictly less then the value in Lemma 2.1. Let (w 1 , w 2 ) ∈ X * α be a function pair to be determined later. Substituting w = (tw 1 , sw 2 ) in (1.8), we find that f * becomes
Note that the last term in (3.1) contains t and s. For fixed w 1 and w 2 the numbers t and s parameterize a linear subspace spanned by (w 1 , 0) and (0, w 2 ). In this subspace the restricted functional has a saddle point. Roughly speaking, we are going to choose our curve through this point along the unstable direction.
The choice of w 1 and w 2 will have to ensure that along this curve the functional remains below the critical Palais-Smale level. The existence of a critical point of mountain pass type will follow from a standard min-max argument. For this purpose we need the precise decay rates [HV2] of the ground states of (I p,q ) with λ = µ = 0 and (p, q) on the critical hyperbola. Let us denote this one-parameter family of ground states by z = (u , v ), where ∈ (0, ∞). Replacing Ω by R n , putting w 1 = u p and w 2 = v q and taking λ = µ = 0, we find that (3.1) becomes
The function g(t, s) has a saddle point in (t, s) = (1, 1), and
which is exactly the critical Palais-Smale level. There exists a curve through the origin along which g(s, t) attains a maximum in (1, 1). Indeed this curve is given by
Now we replace R n by Ω, and take arbitrary λ and µ. We will show that along (3.3) the function f * (tu p , sv q ) has a smaller maximum. The parameter will be used to control the change from R n to Ω, whereas λ and µ, in combination with will push the maximum down below the critical Palais-Smale level.
We split (3.1) up into a part which resembles (3.2) and a remainder part. Let ϕ and ψ be the harmonic functions which coincide on the boundary of Ω with u and v respectively. Let Φ = (ϕ , ψ ),
First we deal with the quadratic part of the functional. For w = (tu p , sv q ) we have
By regularity the function pairs K λ,µ w and B λ,µ w coincide; thus
λ,µ (r ) and
For the quadratic part we now find that w , K λµ w = w , Dz − Dφ + w , r = ts
Combining (3.6) and (3.1), we get
and
We note that C is the sum of two equal terms. Indeed, we have
A straightforward computation yields that along (3.3) the function g 1 has a maximum for
and that this maximum is given by
The second factor in (3.11) converges from below to n+2 n K n 2 p,q as → 0, whereas the third factor in (3.11) may be rewritten as
Thus the maximum of g 1 along (3.3) satisfies
Next we consider g 2 . Our goal is to show that as → 0, the contribution of g 2 will pull the maximum of f * (tw 1 , sw 2 ) down along (3.3). By (3.9), (3.4) and (3.5) we have
Using the boundedness of K λ,µ : X * α −→ X α and Hölder's inequality, (3.15) is estimated by
This concludes the preliminary study of the estimates related to the geometric properties of the function f * .
Scaling the ground states
In this section we examine the limit behaviour of (3.12), (3.14) and (3.16) as → 0 in order to push the maximum of f * (tw 1 , sw 2 ) along (3.3) below the critical Palais-Smale level. We recall that the ground states (u , v ) satisfy the following scaling property:
The asymptotic behaviour of (u 1 , v 1 ) is given by Theorem 4.1 [HV2] . Let p ≥ log r u 1 (r) = a if q = n n − 2 ; lim r→∞ r q(n−2)−2 u 1 (r) = a if q < n n − 2 .
In the latter case the constants a and b are related by
The extension to q ≥ n+2 n−2 follows from interchanging the role of u and v and of p and q.
In order to find the -dependences of the terms in (3.12), (3.14) and (3.16), we need to consider three cases.
n−2 2(n−1) ). As → 0 we have
Here f ≈ g means that the quotient of f and g is bounded away from zero and infinity. All the asymptotic estimates above are consequences of the exact decay rates of u 1 and v 1 combined with the observation that for β > 0 and s ≥ 1 we have
We can now check for which values of n, α, µ and λ the maximum of f * (tw 1 , sw 2 ) along (3.3) can be pushed below the critical Palais-Smale level by making small. When µ > 0 we use the second term on the right hand side of (3.14) to effect this. For the case µ = 0 we shall use the first term. First we assume that n > 4 and µ > 0. We have
The contribution of all the other terms in (3.12), (3.14) and (3.16) is seen from the asymptotics above to be at most the asymptotics of v . Thus, since n > 4 and µ > 0, the second term in (4.2) dominates as → 0. If α > 0, µ = 0 and λ > 0, the first term in (4.1) dominates (note there are fewer terms to consider) provided 2 + 2α < n − 2, i.e. n > 4 + 2α. For n = 4 and α > 0, (4.2) contains a logarithmic term. In this case we have to assume µ > 0. If α = 0 we need λ + µ > 0 (for all n ≥ 4). Summarizing, the maximum along (3.3) may be pushed below the critical Palais-Smale level in each of the following cases:
2(n−1) , 1). We only have to consider the behaviour of terms with asymptotics differing from the asymptotics in Case I. These are given below:
Proceeding as before, we use the term
to push the maximum along (3.3) down. The contributions of all the other terms in (3.12), (3.14) and (3.16) are seen from the above asymptotics to be at most the asymptotics of v Thus, for µ > 0 everything is the same as before, because the orders have not changed. However for µ = 0 we have to use u 2 2 , which now has different asymptotics. Comparing with the remaining terms, we find that it dominates provided q + 1 > p − 1. Summarizing, in terms of n and α, the maximum can be pushed below the critical Palais-Smale level in the following two cases: The second condition on n and α is certainly satisfied when n ≥ 4 + 4α.
Case III. q = n n−2 , α = n−2 2(n−1) . This case differs from the first because of the logarithmic term in the asymptotics for u 1 . We now use For µ > 0 everything is as before. When µ = 0 and λ > 0 we find that we need n 2 − 6n + 6 > 0.
End of the proof of Theorem 2. We define Γ = {γ ∈ C([0, 1]; X * α ) : γ(0) = (0, 0), γ(1) = (t 1 u p , s 1 v q )}, with t 1 and s 1 satisfying (3.3). We choose t 1 and s 1 sufficiently large to ensure that f * (γ(1)) < 0 for all sufficiently small > 0. In view of the analysis above we now know that for all sufficiently small > 0, we have 0 < c = inf
Thus the Palais-Smale condition holds (section 2) and c is a critical value of f * . As we have seen in section 1, such a critical value is also a critical value of f . This yields the existence of a nontrivial solution.
Finally, in order to show that problem (I p,q ) has a positive solution under the additional assumption λµ < λ 2 1 , as in [AS] we just need to consider the modified Hamiltonian given by
For δ ∈ (0, 1] one obtains exactly as before a nontrivial critical point z δ corresponding to a positive critical value c δ below the critical Palais-Smale level. This critical value is bounded away from zero and 2 n K n 2 p,q , uniformly in δ. Therefore we may adjust the argument used in section 2 and extract a convergent sequence z δn . The limit is then a nontrivial solution of
in Ω, u = v = 0, on ∂Ω,
The regularity of weak solutions follows immediately from [HV1, section 5] . We emphasize that positivity of the solutions is not needed for the regularity results in [HV1] , which are valid in the subcritical and critical case. By the maximum principle proved in [FM2] , this solution is positive. This completes the proof of Theorem 2.
