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Let n = nq be the group of the upper unitriangular matrices of size n over
q, the ﬁnite ﬁeld of q = pt elements. G. Higman has conjectured that, for each
n, the number of conjugacy classes of elements of n is a polynomial expression in
q. In this paper we prove that the number of conjugacy classes of n of cardinality
qs , with s ≤ n− 3, is a polynomial in q − 1, with non-negative integral coefﬁcients,
fsq − 1, of degree less than or equal to the integer part of
√
2s + 1. In addition,
fsq − 1 depends only on s and not on n. We determine these polynomials argu-
ing with the methods we gave previously (1995, J. Algebra 177, 899–925). In fact,
the coefﬁcients of these polynomials are obtained by certain generating functions.
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INTRODUCTION
In [4, 6] we explain the general method to ﬁnd the conjugacy vector of
n. The aim is to reach in each conjugacy class a matrix that is uniquely
determinated and, therefore, that can be considered as a canonical repre-
sentative of the class.
We take the set of entries over the main diagonal
 = i j 	 1 ≤ i < j ≤ n

ordered so that
n− 1 n < n− 2 n− 1 < n− 2 n < · · · < 1 2 < · · · < 1 n
(1)
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Let A be a matrix of n. The entries of A whose values can be changed by
conjugation without changing the values at the preceding entries are said to
be inert points. The rest of the entries are the ramiﬁcation points. Beginning
with n − 1 n and according to the order (1), we obtain the value 0 by
conjugation at each inert point that we ﬁnd. So, when we reach the last
entry 1 n, this method leads us to a unique matrix, which we say to be
canonical. A necessary and sufﬁcient condition for a matrix A = aij to be
canonical is that aij = 0 at each inert point i j.
For a matrix A ∈ n, its centralizer CnA consists of matrices T = tkl
such that AT − TA = 0; that is, matrices whose components tkl, k l ∈ ,
are a solution of the linear equation system Lij = 0 where the linear forms
are deﬁned by
Lij =
j−1∑
u=i+1
aiuxuj − aujxiu i j ∈ 
An entry i j ∈  is an inert point if and only if the corresponding linear
form Lij is linearly independent on the preceding linear forms. The rank
of this linear system is equal to the number of inert points of A, which we
denote s = niA. Thus the order of the centralizer of A and the order of
its conjugacy class are, respectively,
	CnA	 = qnrA and 	ClnA	 = qniA
where nrA =
(
n
2
)− niA is the number of ramiﬁcation points of A. The
inert and ramiﬁcation points are invariants of the conjugacy class.
When we analyze the inert points and ramiﬁcation points, the ﬁrst non-
zero entry of the non-zero rows of A0 = A− I is of special interest. Such
an element is considered as a pivot in order to introduce zeros at the sub-
sequent entries. We deﬁne the pivot map, π, at the set 1 n as follows:
πi = k if the ith row of A0 is non-zero and its ﬁrst non-zero element is
ai k; for convenience we take πi = n+ 1 if the ith row of A0 is zero.
We summarize some properties proved in [6, Remark 3.3, Theorem 4.3,
and Theorem 4.5] in the following proposition.
Proposition 1. Let A be a canonical matrix of n.
(α) If the form Lij is null, then i j is a ramiﬁcation point. This is the
case for the entries i i+ 1 in the ﬁrst diagonal.
(β) If i j is a pivot, then
(i) it is a ramiﬁcation point;
(ii) the entries in the same column above it are inert points;
(iii) the entries in the same row at its left are ramiﬁcation points if
they are not over a pivot in their column.
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(γ) If the lth row of A0 is zero, then those entries k l of the lth
column preceded by pivots in its row (that is, πk < l) are inert points.
From these properties it follows that there is at most one pivot in each
row and in each column of A. We say that a matrix A is quasimonomial
if in each row and in each column of A0 there is at most one non-zero
entry. It is immediate that quasimonomial matrices are canonical matrices
and that its pivots are the non-zero entries.
For A0, A0i (resp. A0j) denotes the ith row (resp. jth column) of
A0. We deﬁne the sets
s=A∈n 	A is canonical and 	ClnA	=qs

ts=A∈n 	A is quasimonomial, it has t pivots, and 	ClnA	=qs

Thus, the conjugacy vector of n is
n =
(qN−s	s 	)
s=0 1 N−n−1
with N = (n2
)
.
The key of the main result of this paper is the fact that, for s ≤ n− 3,
	ClnA	 = qs implies A is quasimonomial. The values 	t s	 will be effec-
tively computed with the aid of rational generating functions.
RESULTS
Lemma 2. Let A ∈ n, A = In a canonical matrix. Consider the indices
i0 and j0 such that A0i0 is the last non-zero row and A0j0 is the ﬁrst
non-zero column of A0. Then the following bound
niA ≥ n− 3− j0 − i0
holds.
Proof. From the deﬁnition of i0 and j0, it follows that all pivots are in
the rectangle
i0 j0 = i j 	 1 ≤ i ≤ i0 j0 ≤ j ≤ n

and there exist entries i1 j1, i2 j2 corresponding to pivots such that
j1 = j0 and i2 = i0. Let π be the pivot map of A. We distinguish two
cases. If πi0 = j0, then, bearing in mind Proposition 1, it follows that the
i0 − 1 entries k j0, k = 1     i0 − 1 lying over the pivot in its column
and the n − j0 entries i0 l, l = j0 + 1     n lying at the right in its row
are inert points. Therefore, in this case, s ≥ n − 1 − j0 − i0 holds. Oth-
erwise, if πi0 = j0, then i1 j1 and i2 j2 are different pivots of A
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and the i2 − 1 entries k j2, k = 1     i2 − 1 are inert points, since
they are over the pivot i2 j2. Furthermore, for each of the n − j1 val-
ues k = j1 + 1     n, we have an inert point either at the entry i1 k or
at the entry i1+ 1 πk. Indeed, if the kth row of A0 is zero then, accord-
ing to Proposition 1, part γ, i k is an inert point, since it is preceded by
the pivot of its row; otherwise, there is a pivot in this row, kπk, being
k > j1 > i1, so that k > i1 + 1 and the point i1 + 1 πk is inert. From
the above it follows that the number s of inert points, removing possible
repetitions in the entries i1 j2 and i1 + 1 j2, is greater than or equal to
i2 − 1 + n− j1 − 2 = n− 3− j0 − i0.
For each non-zero row of a canonical matrix A, we deﬁne the broken
line of its pivot kπk to be
Bk = uπk 	 1 ≤ u < k
 ∪ k u 	 πk < u ≤ n

Lemma 3. Let A ∈ n, A = In be a canonical matrix. Suppose that
niA ≤ n − 3. Then A is quasimonomial and the inert points of A are
exactly those lying over the pivots in their columns and those lying on the right
of the pivots in their rows. Therefore the number of inert points of A is
niA = ρπ
with π = πA and
ρπ =
t∑
u=1
iu − 1+ n− πiu −
∑
u<vπu<πv
1
being i1 πi1     it πit the pivots of A.
Proof. Set s = niA. The entries lying over the pivots in their columns
are inert points (Proposition 1(α)). We show that the entries lying on the
right of the pivots are inert points. Let i j be a pivot and i j′ j′ > j
an entry at its right. From the deﬁnition of i0 and j0, we get i ≤ i0 and
j ≥ j0. From Lemma 2 and the hypothesis it follows that j0 − i0 ≥ n− s −
3 ≥ 0. So j′ > j ≥ j0 ≥ i0 and consequently the j′th row of A0 is zero.
Now, from Proposition 1, part γ, we deduce that i j′ is an inert point.
We have shown that the entries of
⋃it
k=i1 Bk correspond to inert points
and consequently, the only non-zero entries of A are the pivots. So, if an
entry i j ∈ ⋃itk=i1 Bk then aiu = auj = 0, u = i + 1     j − 1; that is, the
corresponding linear form Lij is identically zero and i j is a ramiﬁcation
point. Therefore the inert points of A are exactly those lying in
⋃it
k=i1 Bk.
Finally,
∣∣∣∣
it⋃
k=i1
Bk
∣∣∣∣ =
it∑
k=i1
	Bk	 −
∑
1≤r<s≤t
	Bir ∩ Bis 	 = ρπ
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because Bir ∩ Bis ∩ Biu =  and 	Bir ∩ Bis 	 = 1 or 0, according to whether
πr < πs or πr > πs.
We deﬁne the following equivalence relation in the set t s  AB iff
they have the same pivot map. Aπ denotes the equivalence class of A
with pivot map π, and ˜t s denotes the quotient set.
Lemma 4. Let n ∈ . The number of conjugacy classes of quasimonomial
matrices of n of cardinality qs is
fsq− 1 =
√2s+1∑
t=0
	˜t s	q− 1t  (2)
Proof. For each Aπ ∈ ˜t s we have 	Aπ 	 = q− 1t , since each pivot
entry admits q − 1 non-zero different values. If a canonical matrix has t
pivots and s inert points, it is immediate that s ≥ tt − 1/2, so (2) follows.
Theorem 5. Let n ∈ . For each s ≤ n − 3, the number of conjugacy
classes of n of cardinality qs is a polynomial fs in q− 1, which depends only
on s and not on n. In fact we have
(1) Let
fsq− 1 =
√2s+1∑
t=0
	˜t s	q− 1t 
(2) For t ﬁxed, the generating function of the numbers at s = 	˜t s	 is
mtx =
xtt−1/2
1− xt ·
t∏
k=1
1
1− xk 
Proof. Part (1) follows immediately from Lemmas 3 and 4. We see (2).
We notice that if A ∈ t s, with s ≤ n− 3, then from Lemma 3 we have
s = ρπ .
We deﬁne Rt = u1     ut 	 uk ∈  1 ≤ u1 ≤ · · · ≤ ut
, the map λ 
Rt −→  given by λu1     ut = u1 + · · · + ut and for each k ∈  the set
Rtk = u1     ut ∈ Rt 	 λu1     ut = k
. We have Rt =
⋃˙
k≥0Rtk.
Let ισ be the number of inversions of a permutation σ ∈ (t . We deﬁne
(t k = σ ∈ (t 	 ισ = k
. It is clear that (t =
⋃˙
k≥0(t k. Let the set
t =
⋃˙
s≥0˜t s. For each Aπ ∈ t , with pivots i1 πi1     it πit
we consider the permutation σ ∈ (t such that πiσ1 > · · · > πiσt. We
deﬁne the map
φ  t −→ R2t × (t
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given by
φAπ = u1     ut v1     vt σ
where uk = ik−k− 1 and vk = n+ 1−πiσk − k− 1. It is immediate
that φ is a bijection. The map µ  R2t ×
∑
t −→  given by
µu1utv1vtσ=λu1ut+λv1vt−ισ+tt−3
satisﬁes the relationship ρπ = µφAπ. Consequently, the restriction
φ¯ of φ to ˜t s gives the following bijection
φ¯  ˜t s →
⋃˙
k1 k2  k3
k1+k2−k3=s−tt−3
Rtk1 × Rtk2 × (t k3
where the union is disjoint. By taking cardinals in this formula, we obtain
	˜t s	 = at s, where
at s =
∑
k1 k2  k3
k1+k2−k3=s−tt−3
	Rtk1 	 · 	Rtk2 	 · 	(t k3 	 (3)
This expression does not depend on n. Now, we determinate exactly the val-
ues at s, by using generating functions theory. The cardinal ptk = 	Rtk	
is the number of different ways of writing k as a sum of t positive integers.
It is well known (see [7]) that the generating functions of the sequences
ptk
k∈ and qtk
k∈qtk = 	(t k	 are, respectively,
gtx =
xt
1− x · · · 1− xt = x
t
t∏
k=1
1
1− xk
and
htx = 1+ x · · · 1+ x+ · · · + xt−1 =
t∏
k=1
1− xk
1− x 
as may be shown from the recurrence relations and initial conditions
ptk = pt−1k− 1 + ptk− t p1k = 1 k ≥ 1
and
qtk = qt−1k + qt−1k− 1 + · · · + qt−1k− t + 1
q10 = 1 q1k = 0 k > 0
From (3), it follows that, for t ∈  ﬁxed, the generating function of the
numbers at s = 	t s	 is xtt−3gtx2htx−1 = mtx, so (2) holds.
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The bound s ≤ n− 3 given in the above theorem is the best possible one.
Indeed, for s = n− 2, the following assertion holds:
Theorem 6. Let n = s + 2. The 	s	 > fsq− 1.
Proof. Let A ∈ s+2 be a canonical matrix and π = πA the corre-
sponding pivot map. We shall see that all canonical matrices A such that
ρπ = n − 2 have exactly n − 2 inert points and, in addition, there exist
canonical matrices with ρπ = n − 1 and exactly n − 2 inert points. Sup-
pose ρπ = n − 2. Let i0 and j0 be as in Lemma 2. If i0 j0 is a pivot
then n− 2 = ρπ ≥ i0 − 1+ n− j0 and so j0 − i0 ≥ 1. Otherwise, let i′ j0
and i0 j′ be two different pivots. Then the number of inert points is
n− 2 = ρπ ≥ i′ − 1+ n− j0 + i0 − 1+ n− j′ − 1 ≥ n− j0 + i0 − 1− 1,
so j0 − i0 ≥ 0. In both cases the pivots of A are in the rectangle i0 j0 , with
j0 − i0 ≥ 0. Arguing as in Lemma 3, we conclude that the set of inert points
of A is
⋃t
k=1 Bij0 and their number is exactly niA = s = ρπ . As an exam-
ple of the second case we can point the matrix A = I + E12 + E3n whose
pivots are (1, 2) and (3, n). In this case the entry (1, 3) is a ramiﬁcation
point, since we have L13 = x23 and L2n = −x23. Therefore the value of the
function ρ is ρπ = 1 − 1 + n − 2 + 3 − 1 + n − n − 1 = n − 1 = s + 1
and the inert points are precisely 1 4     1 n 2 n and consequently
niA = n− 2.
Examples 7. By straightforward computation we can calculate the ﬁrst
20 coefﬁcients of mtx, t = 0     6. The coefﬁcientes of the ﬁrst 20 poly-
nomials fsy are given by the columns of Table I.
The number of conjugacy classes and the conjugation vector of n for
n ≤ 8 are given in [4, 6]. The computational method described in these
TABLE I
1 0 0 0 0 0 0 0 0 0
1 2 3 4 5 6 7 8 9 10
0 1 3 7 13 22 34 50 70 95
0 0 0 1 4 11 25 50 91 155
0 0 0 0 0 0 1 5 16 41
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
11 12 13 14 15 16 17 18 19 20
125 161 203 252 308 372 444 525 615 715
250 386 575 831 1170 1611 2175 2886 3771 4860
92 187 353 628 1065 1735 2732 4177 6225 9070
1 6 22 63 155 343 701 1345 2451 4278
0 0 0 0 0 1 7 29 92 247
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two papers, applied to the cases n = 9 10 11, and 12, allows us to obtain
the values of rnMs, for s ≤ 10, which are resumed in the following four
tables:
(1) For n = 9 and s ≤ 6 the values are given in the ﬁrst 7 columns of
Table 1. For s = 7 8 9, and 10 we have
n = 9
1 q− 1 q− 12 q− 13 q− 14 q− 15 q− 16
f˜7 0 8 56 60 9
f˜8 0 0 70 123 39 2
f˜9 0 0 76 205 110 15
f˜10 0 0 73 302 249 60 2
(2) For n = 10 and s ≤ 7 the values are given in the ﬁrst 8 columns
of Table I. For s = 8 9, and 10 we have
n = 10
1 q− 1 q− 12 q− 13 q− 14 q− 15
f˜8 0 9 77 103 21
f˜9 0 0 96 194 70 3
f˜10 0 0 106 315 181 22
(3) For n = 11 and s ≤ 8 the values are given in the ﬁrst 9 columns
of Table I. For s = 9 and 10 we have
n = 11
1 q− 1 q− 12 q− 13 q− 14 q− 15
f˜9 0 10 103 169 47
f˜10 0 0 127 296 127 5
(4) For n = 12 and s ≤ 9 the values are given in the ﬁrst 10 columns
of Table I. For s = 10 we have
n = 12
1 q− 1 q− 12 q− 13 q− 14 q− 15
f˜10 0 11 134 266 99 1
We see that, when n = 9 10 11 f˜10 decreases until the value of f10 in
Table I. The same property holds for f˜7, f˜8, and f˜9.
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