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Long-time Dynamics of Classical Patlak-Keller-Segel Equation
Chia-Yu Hsieh and Yong Yu
Abstract: When the spatial dimension n = 2, it has been well-known that a global mild solution to
classical Patlak-Keller-Segel equation (PKS equation for short) exists if and only if its initial total mass
is not in supercritical regime. However, to study long-time behavior of a global mild solution to 2D PKS
equation usually requires additional assumptions on initial data. These additional assumptions include
a finite-free-energy assumption and a finite-second-moment assumption. Moreover, u0 log u0 should be
L1-integrable over R2, where u0 is the initial mass density of cells. In earlier works, within subcritical
regime and with these additional assumptions, a global mild solution to 2D PKS equation is shown to
approach a self-similar profile when time is large. It is unclear whether these additional assumptions
are necessary to characterize the long-time behavior of global mild solutions to PKS equation in 2D.
There are probably two difficulties. Firstly, L1 -integrability of the initial data is not strong enough
to induce the finiteness of free energy. Entropy method cannot be applied. Secondly, the gradient
of chemoattractant concentration does not satisfy the Carlen-Loss condition for the viscously damped
conservation law. Therefore, we have no Carlen-Loss type estimate for PKS equation. In this article,
we introduce a novel argument to push and stretch a space-time strip. By this way, we gain L1 -
compactness of PKS equation expressed under similarity variables. As a consequence, we obtain global
dynamics of 2D PKS equation in subcritical regime with no additional assumptions. As for the higher
dimensional case in which the spatial dimension n ≥ 3, we also characterize the long-time asymptotics
of global mild solutions to PKS equation. With a finite-total-mass assumption on density of cells, any
global mild solution to PKS equation will approach a self-similar profile when time is large, provided
that there is a sequence of time going to infinity on which L∞ -norm of the density of cells converges
to zero. The self-similar profile in the higher dimensional case is given by the function M Gn, where
M is the total mass of cells and Gn denotes the standard n-dimensional Gaussian probability density.
Convergence rates to self-similar profiles are also discussed in any dimensions. Particularly in the higher
dimensional case, the general convergence rate for L1 -initial data can be improved if the initial data
has a finite second moment. In fact, when time is large and n ≥ 3, we provide, in an optimal way, a
higher-order approximation of global mild solutions to PKS equation if the initial density has a finite
second moment. All convergence rates studied in this article are under the Lp-norm with p ∈ [1,∞ ].
1 Introduction
General Patlak-Keller-Segel equation was introduced in [42] and [34] as a fundamental model for chemotaxis
in the cell population. In its simplest formulation, the equation is given by ∂tu = ∆u−∇ · (u∇v) on R
n+1
+ ;
−∆v = u on Rn+1+ .
(1.1)
Here u denotes the mass density of cells. v is the chemoattractant concentration. Rn+1+ = R
n × R+
with R+ = (0,∞). The equation (1.1) is usually referred to as classical Patlak-Keller-Segel equation.
This equation is also used in astrophysics to describe gravitationally interacting massive particles (see e.
1
g. [4, 5, 20]). Denote by En the fundamental solution of −∆ on Rn and suppose that u decays sufficiently
fast at spatial infinity. The equation (1.1) can be written in a non-local form as follows:
∂tu = ∆u−∇ ·
(
u∇(En ∗ u)) on Rn+1+ . (1.2)
Here ∗ is the standard convolution on Rn.
1.1 Existing research works
Since 1980s, extensive research works have been devoted to studying (1.1) or (1.2). In order to obtain global
weak solutions or blow-up solutions to (1.1), usually there should have some additional assumptions on
the initial density u0. For example, in 2D case, besides the finite-total-mass condition, u0 is also assumed
to have a finite free energy and a finite second moment in literatures. In addition, u0 log u0 should be
L1-integrable over R2. With these additional assumptions, Blanchet-Dolbeault-Perthame [14] shows the
existence of a critical threshold of total mass. If the initial total mass is below the threshold, then it lies
in the subcritical regime. In this case there exists a non-negative global weak solution to (1.1). If the
initial total mass is above the threshold, then it lies in the supercritical regime. Solutions to (1.1) with
supercritical initial data must blow up in finite time. It is until recently that the additional assumptions
used in [14] are dropped. See [51]. As is well-known, E2∗u exists if and only if uE2 is integrable on R2\D2.
Here D2 is the disk in R
2 with center 0 and radius 2. Merely with L1-integrability of initial density, it is
problematic to define the logarithmic potential E2 ∗ u in (1.2). Therefore in [51], the author chooses to
study mild solutions of the equation:
∂tu = ∆u−∇ ·
(
u∇E2 ∗ u
)
on R2+1+ . (1.3)
The critical threshold phenomenon of (1.3) purely depends on the initial total mass without any additional
assumptions.
In 2D case, there are also many delicated works on specific properties of solutions to (1.3). For example,
some finite-time blow-up solutions have been found in the supercritical regime. See [21, 43, 48, 49, 50]. As
for the critical regime where the total mass equals to the critical threshold, solutions to (1.3) is shown to
exist globally in time (see [7] for the radial case and [51] for the general case). However, in this regime, there
coexist both blow-up and non-blow-up solutions. An infinite time blow-up solution was found by Blanchet-
Carrillo-Masmoudi [12]. The solution has a finite free energy and a finite second moment. Moreover,
it converges to a Dirac measure as time diverges to infinity. The blow-up rate problem has also been
addressed recently in [24] and [28] by different methods. As for non-blow-up solutions, we refer readers
to [11] where the authors prove the existence of properly dissipative weak solutions to the classical 2D
Patlak-Keller-Segel equation. Their solutions have a finite free energy; however, the second moment is
infinite. In [11] the authors also suggest that as time goes to infinity, the convergence rate problem of their
solutions can be studied by some stability result of Gagliardo-Nirenberg-Sobolev inequality. This program
is finally completed by Carlen-Figalli in [18]. In the subcritical regime, Blanchet-Dolbeault-Perthame [14]
shows that a global solution to (1.3) approaches a self-similar profile under L1-norm as time goes to infinity.
The problem on the convergence rate to the self-similar profile has been considered in [13], [17] and [25].
So far, in the subcritical regime, the long-time behaviors discussed in these works rely heavily on some
technical assumptions. Therefore, part of our current work is to drop these assumptions and provide a
theory on global dynamics of (1.3) in the subcritical regime. To finish our discussions on the 2D case, let
us mention that there are also some local well-posedness results of (1.3) with measure-valued initial data.
See [3, 9, 44]. Of particular interest to us is the uniqueness result of Bedrossian-Masmoudi [3]. Readers
may refer to Sect.1.3.3, where we will show an application of their uniqueness result in the study of global
dynamics of (1.3).
2
Compared to the 2D case, many problems are left open if the spatial dimension n ≥ 3. First of all, let
us summarize some known well-posedness results of (1.2) in the higher dimensional case. Local existence
of solutions to (1.2) is established in [4, 36], where initial data has Lp-integrability over Rn. Here p ≥ n/2.
To obtain global solutions in some functional spaces, the scaling property of (1.2) should be utilized. For
any function u on Rn+1+ and positive number µ, we define the scaled function
uµ (x, t) := µ
2u
(
µx, µ2t
)
. (1.4)
Under this transformation, the equation (1.2) is scaling invariant. It is also translational invariant. There-
fore, (1.2) may admit a global solution if the initial data is small in some translational and scaling invariant
space. Here and in what follows (except otherwise stated), all functions in a Banach space E are defined
on Rn. A Banach space E equipped with norm ‖ · ‖E is called scaling invariant if for any u ∈ E and µ > 0,
the scaled function
uµ (x) := µ
2u (µx)
lies in E with ‖uµ‖E = ‖u‖E. In [22, 36], the authors show that (1.2) has a global weak solution, provided
that the initial data is small in Ln/2-space. A similar global existence result has also been obtained in [35]
for weak-Ln/2 initial data. In general, it is shown in [39] that any Banach space E of tempered distributions
on Rn is embedded into the homogeneous Besov space B˙−2∞,∞ if the norm of E is translational and scaling
invariant. Therefore, to solve (1.2) globally, it is natural to choose the initial data from B˙−2∞,∞. By [39], a
non-negative global mild solution to (1.2) can be obtained with the initial data small in B˙−2∞,∞. However,
similarly as in the work of Bourgain-Pavlovic´ [15] for the 3D incompressible Navier-Stokes equation, it
shows in [32] that solutions to (1.2) with the initial data in B˙−2∞,∞ may not be continuously dependent
on the initial data. Besides the spaces mentioned above, some other translational and scaling invariant
spaces have also been used to obtain global solutions of (1.2). They include Triebel-Lizorkin space F˙−2∞,2,
Besov type spaces B˙
−2+np
p,∞ and Morrey space M˙1n/2. These functional spaces satisfy the following inclusion
relations:
L
n/2
+ −֒! B˙
−2+np
p,∞;+ −֒! F˙
−2
∞,2;+ −֒! M˙
1
n/2;+ = B˙
−2
∞,∞;+, for all p ≥ n
/
2. (1.5)
Here for any functional space E, the notation E+ denotes the subset of E which contains all non-negative
functions in E. Notice that although (1.2) is ill-posed in B˙−2∞,∞, it is in fact well-posed in F˙
−2
∞,2. The
following result is obtained by Iwabuchi-Nakamura in [33]:
Theorem A. There exist positive constants ǫ0 and c such that for any initial data u0 with ‖u0‖F˙−2∞,2 < ǫ0,
the equation (1.2) has a unique global mild solution, denoted by u, on Rn+1+ . The solution u takes the initial
data u0 at t = 0. Moreover, it satisfies
sup
t>0
∥∥u(·, t)∥∥
F˙−2∞,2
+ sup
t>0
t1/2
∥∥u(·, t)∥∥
F˙−1∞,2
≤ cǫ0. (1.6)
Compared to the 2D case where we can use L1-norm of the non-negative initial data to characterize global
solutions and blow-up solutions to (1.3), the smallness assumption on F˙−2∞,2 -norm of the initial data in
Theorem A is far from being optimal for the study of a similar threshold problem in the higher dimensional
case. Recently, radially symmetric global-in-time solutions to (1.2) have been obtained in [8]. In addition
to some regularity assumptions on initial data, the authors in [8] require some M˙1n/2-type norm of the
initial data less than twice of the surface area of Sn−1. Although this constant is not small and might be
the critical threshold for global and blow-up solutions to (1.2) in higher dimensions, at least in the radially
symmetric scenario, but so far the proof on the existence of this critical threshold is still open. The main
difficulty is to understand the blow-up behavior of solutions at its possible singularity. Readers may refer
to [10, 16, 29, 41, 45], where concentration and blow-up of solutions to (1.2) are discussed for the 3D case
or the case with n ≥ 4.
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1.2 Main results
In this section, we summarize our main results. The first result is concerned about the long-time behavior
of global mild solutions to (1.3) in which the spatial dimension n = 2.
Theorem 1.1. Suppose that u is a non-negative global mild solution to (1.3) with the total mass M . Then
the following three statements are equivalent:
1. M < 8π;
2. The L∞-norm of u(·, t) satisfies
lim sup
t!∞
t
∥∥u(·, t)∥∥∞ <∞. (1.7)
Here and throughout the article, ‖ · ‖p denotes the standard Lp-norm of a function on Rn;
3. The total mass M is strictly less than 8π. Moreover, it holds
lim
t!∞
t1−
1
p
∥∥∥∥u(·, t)− 1t GM
( ·√
t
)∥∥∥∥
p
= 0, for any 1 ≤ p ≤ ∞.
In this limit, GM is a strictly positive function with the total mass M . Among all non-negative
functions with the total mass M , the function GM is the unique solution to the following equation
with finite free energy:
∆ξU + U +
1
2
ξ · ∇ξU = ∇ξ ·
(
U∇ξE2 ∗ U
)
on R2. (1.8)
In 2D case, the free energy associated with the above equation is given by
F [w] :=
ˆ
R2
w (ξ) logw (ξ) dξ +
1
4
ˆ
R2
w (ξ) |ξ |2 dξ − 1
2
ˆ
R2
w (ξ) E2 ∗ w (ξ) dξ. (1.9)
A consequence of Theorem 1.1 is that the supremum norm of a non-negative global mild solution to
(1.3) satisfies the decay estimate (1.7) if and only if the total mass of this solution is strictly less than 8π.
Moreover, the long-time behavior of a non-negative global mild solution to (1.3) is uniquely governed by
the self-similar profile
1
t
GM
( ·√
t
)
if the total mass M of this solution is strictly less than 8π.
In the next, we introduce our results on the higher dimensional case.
Theorem 1.2. Suppose that the spatial dimension n ≥ 3. There exists a small positive constant ǫ0,
which depends only on the spatial dimension n, so that the following four statements are equivalent for any
non-negative mild solution u of the equation (1.2):
1. On the existence time interval of u, denoted by [0, Tu ), there is a time T ∈ (0, Tu ) so that∥∥u (·, T )∥∥
F˙−2∞,2
< ǫ0;
2. The maximal existence time interval of u equals to [0,∞). Moreover, the L∞-norm of u(·, t) satisfies
lim sup
t!∞
t
∥∥u(·, t)∥∥∞ <∞;
3. The maximal existence time interval of u equals to [0,∞). Moreover, the L∞-norm of u(·, t) satisfies
lim sup
t!∞
t
n
2
∥∥u(·, t)∥∥∞ <∞;
4
4. The maximal existence time interval of u equals to [0,∞). In addition, it holds
lim
t!∞
t
n
2 (1− 1p )
∥∥u(·, t)−M Γt (·) ∥∥p = 0, for any 1 ≤ p ≤ ∞.
Here Γt (·) is the fundamental solution of the heat equation ∂tw = ∆w on Rn.
The decay estimate in Statement 4 of Theorem 1.2 can be improved if the initial density has a finite second
moment. In fact, we have the following higher-order approximation of a global mild solution to (1.2) near
t =∞:
Theorem 1.3. In addition to all the assumptions in Theorem 1.2, we also assume that the initial density,
denoted by u0, of u has a finite second moment. Then Theorem 1.2 still holds with Statement 4 replaced
by the results given below:
5. The maximal existence time interval of u equals to [0,∞). Moreover,
(1). if n ≥ 5, then it holds
t
n
2 (1− 1p )
∥∥u(·, t)−M Γt +B0 · ∇Γt∥∥p = O(t−1), for any p ∈ [1,∞] and t ≥ 1.
Here B0 is the center of mass defined by
B0 :=
ˆ
Rn
xu0 (x) dx; (1.10)
(2). if n = 3, then for any p ∈ [1,∞] and t ≥ 1, it holds
t
3
2 (1− 1p)
∥∥∥∥u(·, t)−M Γt +B0 · ∇Γt +M2W (·, t) + c1t− 52 log t(12 − |x|212t
)
e−
|x|2
4t
∥∥∥∥
p
= O
(
t−1
)
.
The function W is the unique global solution to the following initial value problem: ∂tW = ∆W + div
(
Γt∇E3 ∗ Γt
)
on R3+1+ ;
W = 0 on R3 × {0}.
More explicitly, W can be represented by
W (x, t) = t−2
ˆ ∞
0
e
s
2 S3(s)
[
div
(G3∇V3)] ds ∣∣∣∣
x√
t
. (1.11)
Here and throughout the remainder of this article, for any dimension n, we use Gn to denote the
following Gaussian probability density:
Gn
(
ξ
)
:= (4π)
−n2 e−
|ξ|2
4 , for all ξ ∈ Rn. (1.12)
The function Vn = En∗Gn. Sn (τ) is the semi-group generated by the operator Ln := ∆ξ+ 12 ξ ·∇ξ+ n2 .
The constant c1 is given by
c1 := (4π)
− 32M
ˆ
R3
|z|2div
(
G3∇V(1)3 + G(1)3 ∇V3
)
dz,
where
G(1)3 := B0 · ∇G3 +M2
ˆ ∞
0
e
s
2S3(s)
[
div
(
G3∇V3
)]
ds and V(1)3 := E3 ∗ G(1)3 ;
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(3). if n = 4, then for any p ∈ [1,∞] and t ≥ 1, it holds
t2(1−
1
p )
∥∥∥∥u(·, t)−M Γt +B0 · ∇Γt − c2t−3 log t(12 − |x|216t
)
e−
|x|2
4t
∥∥∥∥
p
= O
(
t−1
)
. (1.13)
The constant c2 is given as follows:
c2 :=
(
M
4π
)2 ˆ
R4
|z|2div
(
G4∇V4
)
dz.
We would like put some remarks on our results in Theorems 1.2 and 1.3. Suppose that n ≥ 3 and u is
a non-negative global mild solution to (1.2). If it satisfies
lim inf
t!∞
∥∥u(·, t)∥∥∞ = 0, (1.14)
then there is a sequence
{
tk
}
, which diverges to∞ as k !∞, such that the L∞-norm of u (·, tk) converges
to 0 as k !∞. Since the equation (1.2) preserves the total mass, the Ln/2-norm of u (·, tk) also converges
to 0 as k!∞. In light of the inclusion relations (1.5), Statement 1 in Theorem 1.2 holds. These arguments
induce that the condition (1.14) is in fact equivalent to all the statements in Theorem 1.2. Hence for any
non-negative global mild solution to (1.2), either it decays uniformly to 0 as t ! ∞, or its L∞-norm has
a strictly positive lower bound near t = ∞. In 2D case, when the total mass is strictly less than 8π, we
have solutions uniformly decaying to 0 as time goes to infinity. However, when the total mass equals to
8π, there exists a global solution which converges to a non-zero stationary solution of (1.3) when t ! ∞.
See [18]. As for the higher dimensional case, little is known about smooth stationary solutions to (1.2).
Our results in Theorems 1.2 and 1.3 describe the long-time behavior of global mild solutions to (1.2) which
decay to 0 uniformly as t!∞.
We also want to point out that in [8], Biler-Karch-Pilarczyk have obtained some Lp-decay estimate for
global solutions to (1.2). Their results work for all spatial dimensions n ≥ 3. However, they need some
regularity assumptions on the initial data. And their results are for radially symmetric solutions only.
Our result in Statement 4 of Theorem 1.2 drops their symmetry assumption on the initial data. More
than theirs, our decay rate is optimal and we also show long-time asymptotics of non-negative global mild
solutions to (1.2) when time is large.
1.3 Mothodology and structure of the article
We briefly discuss the ideas behind the proofs of our main results. In what follows, u always denotes a
non-negative global mild solution to either (1.2) or (1.3). M is the total mass of u.
1.3.1 Temporal decay estimate of ‖u (·, t) ‖∞
With an approximation argument, we can assume our initial density u0 ∈ L1+ (Rn) ∩ L∞ (Rn). For any
positive constant K ′, we define
T0 := sup
{
T > 0 :
∥∥u(·, t)∥∥∞ ≤ K ′t for all t ∈ (0, T ]
}
.
The time T0 must be strictly positive or∞. Therefore, to obtain Statement 2 in Theorems 1.1 and 1.2, we
should show T0 =∞ for some K ′ suitably chosen. Suppose that T0 <∞. By Struwe’s arguments for heat
flow of harmonic maps, we can translate and scale the solution u to a new function û so that the supremum
norm of û is bounded from above by 5 on Rn × [−1, 0]. The equations (1.2) and (1.3) are translational
6
invariant. Moreover, they are also invariant under the scaling transformation (1.4). Hence, the function û
satisfies
∂τ û−∆ξû+
(∇ξEn ∗ û) · ∇ξû− û2 = 0 on P1 := B1 × [−1, 0]. (1.15)
In (1.15), B1 is the unit ball in R
n with center 0 and (ξ, τ) ∈ Rn × R+ are new space-time variables. To
apply local maximum estimate for parabolic equations to (1.15), we need control the coefficients of ∇ξû in
(1.15). By a potential estimate, it satisfies∥∥∇ξEn ∗ û∥∥∞ . ‖ û‖ 1n1 ‖ û‖1− 1n∞ , for all n ≥ 2. (1.16)
Here and in what follows, A . B denotes A ≤ cB, where c > 0 is a universal constant depending only on
n. In 2D case, the total mass is scaling and translational invariant. In conjunction with the supremum
norm estimate of û, the estimate (1.16) induces the supremum norm estimate of ∇ξE2 ∗ û on R2× [−1, 0].
However, when the spatial dimension n ≥ 3, this method fails. The reason is that L1-norm is no longer
scaling invariant and we have no control on the scaling used in the definition of û. It is also because of this
reason that we need to estimate the supremum norm of ∇ξEn ∗ û in terms of some scaling and translational
invariant norm. Notice that in higher dimensional case the Newtonian potential v̂ := En ∗ û is well-defined
if û has enough integrability. Moreover, it also satisfies
−∆ξv̂ = û on Rn × [−1, 0].
With Morrey’s inequality, standard W 2,p-estimate for elliptic equations and John-Nirenberg inequality, we
can imply from the above equation that∥∥∇ξv̂ (·, τ) ∥∥∞ . ∥∥û(·, τ)∥∥∞ + ∥∥ v̂(·, τ)∥∥BMO, for all τ ∈ [−1, 0].
As we can see, the BMO-norm of v̂ plays a key role in the estimate of the supremum norm of ∇ξ v̂,
particularly in the higher dimensional case. If we can control BMO-norm of v̂, then in conjunction with
the supremum norm estimate of û, we can obtain the supremum norm estimate of ∇ξ v̂ on Rn × [−1, 0].
At this stage, we should mention the work of Gotoh [30] on the BMO property of Newtoniam potential.
Indeed, Gotoh shows that the BMO-norm of v̂ can be estimated in terms of some Morrey norm of û. More
precisely, we have from Gotoh’s result that∥∥ v̂ (·, τ) ∥∥
BMO
.
∥∥ û (·, τ) ∥∥
M˙1
n/2
, for all τ ∈ [−1, 0].
Since the M˙1n/2-norm is scaling and translational invariant, by Theorem A and (1.5), the above estimate
yields the uniform boundedness of ‖ v̂ (·, τ) ‖BMO on [−1, 0], which infers the uniform bound of the supre-
mum norm of ∇ξ v̂ on Rn × [−1, 0]. Now we can apply local maximum estimate for parabolic equations to
(1.15) and obtain
1 = û (0, 0) .
ˆ
P1
û .
ˆ √2e−1/20
e
−1/2
0
Φz1(ρ)
ρ
dρ. (1.17)
In the above estimates, the first equality holds by our construction. e0 is a positive number. z1 = (y0, s1)
is a point in spacetime. The density function Φz1 is given by
Φz1(ρ) := (4π)
−n2 ρ2−n
ˆ
Rn
u˜
(
y, s1 − ρ2
)
e
− |y−y0 |2
4ρ2 dy,
where u˜ is another function obtained by scaling and translating the original solution u. We note that
various density functions have already been used in the study of heat flow of harmonic maps (see [46]) and
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mean curvature flow (see [52]). It is the first time that we apply a similar concept of density function to
study regularity of mild solutions to the classical Patlak-Keller-Segel equation.
To contradict the assumption T0 <∞, we are left to prove smallness of the last integral in (1.17). Here
our arguments are also different in 2D and higher dimensions. In 2D case, it shows in Lemma 2.4 that the
density function Φz1 satisfies the ODE inequality:
d
dρ
Φz1(ρ) ≥
(
1− M
8π
)
2
ρ
Φz1(ρ).
Due to this inequality, if M < 8π, then Φz1(ρ) decays to 0 as ρ ! 0. The decay rate is of the order
O
(
ρ2−
M
4π
)
as ρ! 0. Therefore, we can obtain the smallness of Φz1 on
[
e
−1/2
0
,
√
2e
−1/2
0
]
, provided that e0 is
large. The largeness of e0 can be attained if K
′ is large. For the higher dimensional case, we use the fact
that B˙−2∞,∞-norm of a function w can be characterized by the superemum norm of te
t∆w on Rn+1+ . The
density function Φz1 defined above immediately satisfies
Φz1 (ρ) ≤
∥∥u˜ (·, s1 − ρ2)∥∥B˙−2∞,∞ . ǫ0.
The last estimate above is a consequence of Theorem A and (1.5). In any case, we have smallness of the
integral on the most-right-hand side of (1.17), which by our previous arguments, infers the t−1-decay rate
of the supremum norm of u as t!∞. Readers may refer to Sect.2 for the details of the proof. Notice that,
for the classical 2D Patlak-Keller-Segel equation, the same t−1-decay rate has been obtained in [13] with
several additional assumptions on the initial data. Our method here only depends on the finite-total-mass
condition. Moreover, with smallness assumption on the F˙−2∞,2-norm of initial data, our method can be
applied to the higher dimensional case. We also want to point out that near t = ∞, the temporal decay
rate of the supremum norm of u can be improved from t−1 to t−
n
2 if the spatial dimension n ≥ 3. This
result is attained in Sect. 3 by a bootstrap argument. Compared to the linear part of the equation (1.2)
which is governed by the heat equation on Rn, our t−
n
2 -decay rate is optimal.
1.3.2 Long-time asymptotic behavior in higher dimensions
In light of the works [13, 14, 17, 25] on the classical 2D Patlak-Keller-Segel equation and the works [26, 27]
by Gallay-Wayne on the 2D incompressible Navier-Stokes equation, to study the long-time behavior of
global mild solutions to (1.2) or (1.3), it is convenient to write the equation under similarity variables. For
any spatial dimension n and function u, we define a new function U by
U(ξ, τ) := e
n
2 τu
(
e
τ
2 ξ, eτ
)
, where (ξ, τ) ∈ Rn × R+. (1.18)
If u is a solution of (1.2) or (1.3), then U satisfies the equation:
∂τU + fn∇ξ ·
(
U∇ξEn ∗ U
)
= LnU, on R
n+1
+ , where Ln := ∆ξ +
1
2
ξ · ∇ξ + n
2
. (1.19)
In (1.19), the function fn is given by
fn = fn(τ) := exp
{(
1− n
2
)
τ
}
, for all τ ∈ R. (1.20)
To prove Statement 4 in Theorem 1.2, we equivalently need to study the strong Lp-convergence of the
flow
{
U (·, τ) } as τ ! ∞. Here p ∈ [1,∞]. The temporal decay rate that we have discussed in Sect.
1.3.1 are now crucial for the sake of obtaining the strong Lp-compactness of U . In light of (1.18), a direct
consequence of the t−
n
2 -temporal decay rate of u is the uniform boundedness of the rescaled solution U
on Rn+1+ . Due to this uniform boundedness, the rescaled solution U (·, τ) and all its spatial derivatives are
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precompact in L∞loc (R
n) as τ !∞. The proof is a standard application of regularity theory for parabolic
equations and Arzela`-Ascoli theorem. Therefore, we only need to show that the flow
{
U (·, τ)} is spatially
localized in Lp (Rn) with the spatial localization uniform for all τ large. Then, the strong Lp-convergence
of the flow
{
U (·, τ) } follows. By Duhamel principle, we decompose U into
U = U1 + U2, where U1(τ) := Sn(τ)
[
U (·, 0) ].
In this decomposition, Sn(τ) is the semi-group generated by Ln. It can be shown that the flow
{
U1 (·, τ)
}
is strongly Lp-compact for large τ . Moreover, it converges to M Gn strongly in Lp (Rn) as τ ! ∞. We
are therefore guided to study strong Lp-compactness of U2. By an interpolation argument, the L
1 and
L∞-compactness of U2 are of most importance. One of our main estimates in Sect.4.1 is to control the
L1-norm of U2 as follows:
ˆ
Rn
∣∣U2 (ξ, τ) ∣∣ dξ . M1+ 1n [ sup
t≥0
(1 + t)
n
2
∥∥u (·, t)∥∥∞]1−
1
n
ˆ τ
0
fn(s)e
− τ−s2(
1− e−(τ−s)) 12 ds. (1.21)
As one can see, the t−
n
2 -temporal decay rate of u also plays a key role in the above estimate. Now we
would like to emphasize that when n = 2, the last integral on the right-hand side of (1.21) is only uniformly
bounded for all τ large. However, if the spatial dimension n ≥ 3, then this integral indeed converges to
0 as τ ! ∞. It is this difference that makes the long-time behaviors of the classical Patlak-Keller-Segel
equation different in 2D and higher dimensions. The assumption n ≥ 3 is also used in our study of the
strong L∞-convergence of U2 to 0 as τ !∞. Due to our previous arguments in this section, Statement 4
in Theorem 1.2 follows. Readers may refer to Sect.4.1 for more details.
If the initial density has a finite second moment, then the global solution to (1.19) with this initial
data may have a better convergence rate as τ ! ∞ than the case when the initial density is merely L1-
integrable. Generally a better convergence rate can be obtained via the entropy method. Readers may
refer to [1, 6, 27] for various applications of the entropy method on drift-diffusion type equations and 2D
incompressible Navier-Stokes equation. In the following, we briefly explain an application of the entropy
method on the classical Patlak-Keller-Segel equation. Given a positive function w on Rn with the total
mass M , we define the free energy of w associated with (1.19) as follows:
H [w] :=
ˆ
Rn
w log
(
w
Gn
)
+
1
2
fn
∣∣∇ξEn ∗ w∣∣2 dξ −M logM.
By carefully checking the validity of several integrations by parts, our solution U to (1.19) with a finite
second moment satisfies the free energy identity:
d
dτ
H +
ˆ
Rn
n− 2
4
fn
∣∣∇ξV ∣∣2 + G2n
U
∣∣∣∣∇ξ ( UGn
)∣∣∣∣2 = ˆ
Rn
f 2n U
∣∣∇ξV ∣∣2.
Here H = H (τ) = H [U ], V = En ∗ U and n ≥ 3. The Gaussian probability density Gn is given in (1.12).
Although H (τ) is not a Lyapunov function since in general it is not monotonically decreasing with respect
to τ , we can still apply Gross’ logarithmic Sobolev inequality in [31] and Csisza´r-Kullback inequality in
[23, 37] to control the L1 distance between U andMGn. When n ≥ 4, this method can give us the following
optimal approximation of U up to the order O(1):
U =MGn +O
(
e−
τ
2
)
near τ =∞ and under L1-norm.
However, for n = 3, the L1-convergence rate of U to MGn obtained from this entropy method is only e− τ4
when τ ! ∞. It is not optimal. This is one drawback of the entropy method. Another drawback is that
we can only control the distance of U with its 0th order approximation via the entropy method. But as
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is well-known, if the second moment of initial data is finite, the solution to heat equation under similarity
variables can be expanded near τ = ∞ up to the order e− τ2 with error bounded by e−τ . We expect a
similar expansion to be true for the classical Patlak-Keller-Segel equation with error also bounded by e−τ .
Therefore, instead of using the entropy method, in Sect.4.2, we utilize an integral representation of U , by
which we provide a higher-order approximation of the solution U to (1.19) with error also bounded by e−τ .
See Propositions 4.4 and 4.6. This approximation is optimal under the finite-second-moment assumption of
the initial density. With the higher-order approximation of U , by (1.18), Theorem 1.3 follows. We remark
here that the higher-order approximations of u shown in Theorem 1.3 are different between the 3D case,
the 4D case and the higher dimensional case with n ≥ 5. The reason is due to the advection term in (1.19).
For example, when n = 3, the advection term is of order e−
τ
2 . Therefore, the effect from the advection
term must be included in the approximation of U when we expand it up to the order e−
τ
2 . But when n ≥ 4,
the advection term is a higher-order term. Its contribution is minor when we only expand U up to the
order e−
τ
2 . We also want to emphasize two null structures associated with the classical Patlak-Keller-Segel
equation. One is
ˆ
Rn
u∂jv = 0, for all j = 1, ..., n.
Here v satisfies −∆v = u on Rn with u having sufficiently fast decay at spatial infinity. Another null
structure is ˆ
Rn
u1∂jv2 + u2∂jv1 = 0, for all j = 1, ..., n.
Here for k = 1, 2, vk satisfies the Poisson equation −∆vk = uk on Rn. Meanwhile, u1 and u2 also
have sufficiently fast decays at spatial infinity. With these two null structures obeyed by suitable functions,
enough temporal decays can be gained near the temporal infinity which are crucial in our proof of Theorem
1.3. Readers may refer to Sect.4.2 for the details of the proof of Theorem 1.3.
1.3.3 Long-time asymptotic behavior in 2D
Compared to the higher dimensional case, it is difficult to study global dynamics of solutions to (1.3)
in 2D. The reason is that in 2D case, the last integral in (1.21) is only uniformly bounded in L1 for all
τ ≥ 0. The compactness result of S2(τ) at τ =∞ cannot be straightforwardly applied to obtain the strong
L1-compactness of a bounded global solution U to
∂τU +∇ξ ·
(
U∇ξE2 ∗ U
)
= L2U on R
2+1
+ .
By standard parabolic regularity result and Arzela`-Ascoli theorem, the uniform boundedness of U can
imply locally uniform convergence of U as τ !∞. To obtain the strong L1-compactness of U , we need
sup
τ≥0
ˆ
B
c
Rǫ
U (·, τ) < ǫ, (1.22)
for arbitrary ǫ > 0 and some Rǫ > 0 depending on ǫ. In [27], a Carlen-Loss type estimate (see [19])
has been used to study the global dynamics of 2D incompressible Navier-Stokes equation. In this work,
the incompressibility condition of velocity satisfies Carlen-Loss type condition for the viscously damped
conservation law and plays a key role in order to obtain a similar estimate as (1.22) for vorticity. However,
the vector field ∇ξE2 ∗ U in the classical 2D Patlak-Keller-Segel equation satisfies
−divξ
(∇ξE2 ∗ U) = U on R2,
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which does not fulfill any Carlen-Loss type condition for the viscously damped conservation law if U > 0.
The result in [19] cannot be applied. The second approach to obtain a similar Carlen-Loss type estimate
for parabolic type equations is to employ the Gaussian estimate of Aronson [2] for fundamental solutions
of parabolic equations. But Aronson’s upper bound works only locally in time. One can extend Aronson’s
result globally in time. But in general (see [38]), a fundamental solution, denoted by p(s, x; t, y), to a
parabolic equation with bounded coefficients satisfies
p(s, x; t, y) .
ec(t−s)
(t− s)n2 e
− γ|x−y|2t−s .
Here c and γ are positive constants. The exponential function ec(t−s) is harmful while we study long-time
behavior of solutions to parabolic equations.
To overcome the difficulty mentioned above, in Sect.5.1, we introduce the quantity
τ0 (R) := sup
{
T > 0 :
ˆ
B
c
R
U (ξ, τ) dξ < ǫ, for all τ ∈ [0, T ]
}
. (1.23)
Our goal is to show τ0 (R) = ∞, provided that ǫ is small and R is large. In the following arguments, we
simply use τ0 to denote τ0(R). Note that in the decomposition U = U1 + U2, where U1 = S2 (τ)U0, the
component U1 is uniformly concentrated under the L
1-norm for all τ ≥ 0. The main arguments in Sect.5.1
are devoted to estimating the L1-norm of U2 outside a large ball BR. Sufficiently we are led to estimate
ˆ
B
c
R
dξ
ˆ τ0
0
ds
ˆ
R2
Ω (ξ, η, s) dη, (1.24)
where
Ω (ξ, η, s) :=
e−
τ0−s
2(
1− e−(τ0−s))2 U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4(1−e−(τ0−s)) .
Fixing an arbitrary R1,ǫ > 0, we decompose the integral domain of η variable, i.e. R
2, into ωǫ1 ∪ ωǫ2. Here
ωǫ1 denotes the ball BR+R1,ǫ , while ω
ǫ
2 is the complement set of ω
ǫ
1 in R
2. By (1.23), the integral of U(·, s)
on ωǫ2 is of order at most ǫ for any R1,ǫ > 0 and s ∈ [0, τ0 ]. Utilizing the potential estimate, we can pick
up R1,ǫ sufficiently large, so that the L
∞-norm of ∇E2 ∗ U on ωǫ2 is of order at most ǫ1/6. Therefore, the
integral
ˆ
B
c
R
dξ
ˆ τ0
0
ds
ˆ
ωǫ2
Ω (ξ, η, s) dη
is of order at most ǫ7/6, which is a higher-order term of ǫ. When we integrate Ω (ξ, η, s) with respect to
the variable η on ωǫ1, it is generally impossible to obtain any smallness from U and ∇E2 ∗ U since in this
case the radii R and R1,ǫ are large. Instead, we have to use the ξ variable, more precisely the function
∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4(1−e−(τ0−s))
in the integrand Ω (ξ, η, s). If there were some positive constant σǫ so that∣∣∣ξ − e− τ0−s2 η ∣∣∣ ≥ σǫ |ξ | for ξ ∈ BcR, η ∈ ωǫ1 and s ∈ [0, τ0 ], (1.25)
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then we could take R large enough to obtain
ˆ
B
c
R
dξ
ˆ τ0
0
ds
ˆ
ωǫ1
Ω (ξ, η, s) dη < ǫ2.
However, (1.25) is obviously false at s = τ0 in that the domain of ξ variable and ω
ǫ
1 have non-empty
intersection. But if we fix a tǫ > 0 and push down the upper limit of s variable in (1.24) from τ0 to
τ0 − log (1 + tǫ), then we can find a R large enough so that the inequality in (1.25) holds for some σǫ > 0,
all (ξ, η) ∈ BcR × ωǫ1 and all s ∈ [0, τ0 − log (1 + tǫ)]. See (5.17). By this way, we can keep taking R large
enough such that
ˆ
B
c
R
dξ
ˆ τ0−log(1+tǫ)
0
ds
ˆ
ωǫ1
Ω (ξ, η, s) dη
is a higher-order term of ǫ. Our arguments are finally accomplished by choosing carefully a constant tǫ
sufficiently small with which the integral
ˆ
B
c
R
dξ
ˆ τ0
τ0−log(1+tǫ)
ds
ˆ
ωǫ1
Ω (ξ, η, s) dη
is also a higher-order term of ǫ. In summary, the L1-compactness of U near τ = ∞ then follows by a
bootstrap argument and this pushing-and-stretching spacetime approach.
The next step to study the global dynamics of (1.3) is to determine the ω-limit set of U . To answer this
question, the 2D case is also different from the higher dimensional case. For the higher dimensional case,
since U2 converges to 0 strongly in L
1 as τ !∞, we can easily infer from the decomposition U = U1 +U2
that the functionMGn is the unique element contained in the ω-limit set of U . But in the 2D case, generally
the ω-limit set of U may contain multiple elements. Associated with a sequence
{
τk
}
which diverges to ∞
as k ! ∞, the limit of {U (·, τk + τ) } as k ! ∞, denoted by U⋆ (τ), should be a function depending on
the given variable τ ∈ R. Rewriting U⋆ under the (x, t)-variables by setting
u⋆ (x, t) :=
1
t
U⋆
(
x√
t
, log t
)
,
in Sect.5.2, we show that u⋆ solves the classical Patlak-Keller-Segel equation (1.3) smoothly on R
2+1
+ .
Meanwhile, u⋆ (·, t) converges to Mδ0 under the weak-∗ topology as t! 0. Here, δ0 is the standard delta
measure concentrated at 0. Therefore, if M < 8π, then by the uniqueness result of Bedrossian-Masmoudi
[3] on the classical 2D Patlak-Keller-Segel equation with measure-valued initial data, we obtain
u⋆ (x, t) =
1
t
GM
(
x√
t
)
,
where GM is the unique solution to (1.8) with the total mass M and a finite free energy. Equivalently, this
shows that U⋆ = GM if M ∈ (0, 8π). We are left to show M < 8π if U is uniformly bounded on R2+1+ . Our
strategy is as follows. Firstly, we show that u⋆ has finite second moments for all t > 0. Moreover, since
u⋆ (·, t) converges to Mδ0 under the weak-∗ topology as t! 0, we can further induce
ˆ
R2
u⋆ (x, t) |x |2 dx .
(
M +M2
)
t, for all t > 0. (1.26)
If the total mass M = 8π, then obviously
d
dt
ˆ
R2
u⋆(x, t) |x |2 dx = 4M
(
1− M
8π
)
= 0, for all t > 0.
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Hence, the left-hand side of (1.26) must be a constant, which in fact should be 0 if we take t! 0 on both
sides of (1.26). By this way, we obtain a contradiction since u⋆ ≡ 0 on R2+1+ . The total mass of u⋆ cannot
be 8π. Finally we finish the proof of Theorem 1.1 in Sect.5.3 by showing the strong L∞-convergence of
U (·, τ) to GM as τ !∞.
Remark 1.4. In [3, 9, 44], the classical 2D Patlak-Keller-Segel equation is shown to admit a local-in-time
weak/mild solution if the initial data is a non-negative finite measure with all its atoms of mass strictly
less than 8π. If atom of mass equals to 8π at some location, our arguments above show that there can have
no local-in-time solution smooth near t = 0 to the classical 2D Patlak-Keller-Segel equation.
1.4 Notations
• In this article, we simply use X to denote a functional space X (Rn) in which all functions are defined
on Rn. The norm in X-space is denoted by ‖ · ‖X ;
• Given Ω ⊆ Rn and p ≥ 1, the norm of Lp(Ω; dx) is denoted by ‖ · ‖p,dx;Ω, or simply by ‖ · ‖p;Ω when
there is no confusion. Notice that we have also introduced the notation ‖ · ‖p which in fact is the
norm ‖ · ‖p;Rn ;
• In this article, BR(x) is the ball in Rn with center x and radius R. BR is a simple notation for BR(0).
Given ρ > 0 and (x0, t0) ∈ Rn+1+ , we use Pρ(x0, t0) to denote the closed parabolic cylinder:
Pρ(x0, t0) :=
{
(x, t) : |x− x0 | ≤ ρ, t0 − ρ2 ≤ t ≤ t0
}
.
For simplicity, we also use Pρ to denote Pρ(0, 0) in the following arguments. Aside from the closed
parabolic cylinder Pρ(x0, t0), another closed cylinder QR will be used in Sect.5.2. It is defined as
follows:
QR :=
{
(x, t) ∈ R2+1 : |x| ≤ R and |t | ≤ R2
}
;
• We use Γt (x) to denote the fundamental solution of the heat equation ∂tw = ∆w on Rn. On occasions
that we need to substitute different values into the t-variable, we also use Γn (x, t) to denote the heat
kernel Γt (x) interchangeably;
• The notation A . B means A ≤ cB, where c > 0 is a universal constant depending only on the
spatial dimension n. If there is a set of parameters, for exampleM1, ..., Mk, then we use the notation
A .M1,...,Mk B to denote A ≤ CB, where C > 0 a constant depending on M1, ..., Mk. Note that the
constant C can also depend on the spatial dimension n.
2 Temporal decay estimate of global mild solutions
In this section, if n ≥ 3, then we assume that the initial density u0 has small F˙−2∞,2-norm. If n = 2, then
the total mass of u0 is assumed to be in the interval (0, 8π). Under these assmptions, we prove Statement
2 in Theorems 1.1 and 1.2. Firstly, we estimate the supremum norm of ∇En ∗ u in terms of u.
Lemma 2.1. Suppose that u ∈ L1 ∩ L∞. Then it holds∥∥∇En ∗ u∥∥∞ . ‖u‖ 1n1 ‖u‖1− 1n∞ , for all n ≥ 2. (2.1)
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Proof. We assume that u 6≡ 0 on Rn. Otherwise, (2.1) holds trivially. For any x ∈ Rn and R > 0, we can
estimate ∇En ∗ u pointwisely as follows:
∣∣∇En ∗ u ∣∣ (x) . ˆ
BR(x)
∣∣u(z)∣∣
|x− z|n−1 dz +
ˆ
B
c
R(x)
∣∣u(z)∣∣
|x− z|n−1 dz
. ‖u‖∞
∥∥|x− z|1−n∥∥
1,dz;BR(x)
+ ‖u‖ 3
2
∥∥|x− z|1−n∥∥
3,dz;B
c
R(x)
.
Let R = ‖u‖
1
n
1 ‖u‖−
1
n∞ and take supreme over x ∈ Rn in the last estimate. It turns out∥∥∇En ∗ u∥∥∞ . R‖u‖∞ +R1− 23n‖u‖ 231 ‖u‖ 13∞ . ‖u‖ 1n1 ‖u‖1− 1n∞ .
The proof finishes.
Now we consider the higher dimensional case with the additional assumption that u0 ∈ L∞.
Proposition 2.2. Suppose that the spatial dimension n ≥ 3. There exists a positive constant ǫ0 = ǫ0(n)
such that for any u0 ∈ L1+ ∩ L∞, if it satisfies∥∥u0∥∥F˙−2∞,2 < ǫ0, (2.2)
then (1.2) has a unique global mild solution u with initial data u0 at t = 0. Moreover, we have∥∥u(·, t)∥∥∞ ≤ 5t , for all t > 0. (2.3)
Proof. In light that u0 satisfies (2.2), if we take ǫ0 suitably small, then Theorem A in the introduction
yields the existence of a unique global mild solution, denoted by u, to (1.2) with the initial data u0 at t = 0.
We assume that u0 6≡ 0 on Rn. Otherwise, u ≡ 0 on Rn+1+ . The estimate (2.3) holds trivially. Notice that
locally in time near t = 0, the L∞-norm of u is finite in that u0 ∈ L∞. Therefore, we can define
T0 := sup
{
T > 0 :
∥∥u(·, t)∥∥∞ ≤ 5t for all t ∈ (0, T ]
}
.
T0 must be strictly positive or ∞. If T0 < ∞, then for any δ ∈ (0, 1), there exists (x0, t0) ∈ Rn × (0, T0 ]
depending on δ such that
sup
ρ∈ [0,√t0 ]
(√
t0 − ρ
)2
sup
Pρ(x0,t0)
u ≥ sup
(x,t)∈Rn×[0,T0 ]
sup
ρ∈ [0,
√
t]
(√
t− ρ)2 sup
Pρ(x,t)
u− δ. (2.4)
With (x0, t0) in (2.4), we translate and rescale (u, v) = (u,En ∗ u) by defining
u˜ (y, s) := t0u
(
x0 +
√
t0y, t0 + t0s
)
,
v˜ (y, s) := v
(
x0 +
√
t0y, t0 + t0s
)
, for all (y, s) ∈ Rn × [−1, 0].
Therefore, the left-hand side of (2.4) satisfies
sup
ρ∈ [0,1]
(1− ρ)2 sup
Pρ
u˜ = sup
ρ∈ [0,√t0]
(√
t0 − ρ
)2
sup
Pρ(x0,t0)
u. (2.5)
In the remainder of the proof, we denote by ρ0 a number in [0, 1) so that
sup
ρ∈ [0,1]
(1− ρ)2 sup
Pρ
u˜ = (1− ρ0)2 e0 := (1− ρ0)2 sup
Pρ0
u˜. (2.6)
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Moreover, we let (y0, s0) be a point in Pρ0 such that e0 = u˜ (y0, s0). We claim that
e0 <
4
(1− ρ0)2
. (2.7)
If on the contrary that (2.7) fails, then it holds
− (1 + ρ0)
2
4
≤ −ρ20 −
(1− ρ0)2
4
≤ s0 − 1
e0
≤ s0 + τ
e0
≤ 0, for any τ ∈ [−1,−e0s0 ]. (2.8)
Therefore, we can keep translating and rescaling (u˜, v˜) by defining
û (ξ, τ) :=
1
e0
u˜
(
y0 +
ξ√
e0
, s0 +
τ
e0
)
,
v̂ (ξ, τ) := v˜
(
y0 +
ξ√
e0
, s0 +
τ
e0
)
, for all (ξ, τ) ∈ Rn × [−1,−e0s0 ].
With the definitions of û and u˜, it follows from (2.8) that
sup
Rn×[−1,−e0s0 ]
û ≤ 4
e0(1− ρ0)2 supx∈Rn
(√
t0 −
√
t0
1 + ρ0
2
)2
sup
P√
t0
1+ρ0
2
(x, t0)
u.
In view of (2.4)–(2.6), this estimate can be reduced to
sup
Rn×[−1,−e0s0 ]
û ≤ 4
e0(1− ρ0)2 sup(x,t)∈Rn×[0,T0 ]
sup
ρ∈ [0,
√
t]
(√
t− ρ)2 sup
Pρ(x,t)
u
≤ 4
e0(1− ρ0)2
[
e0(1− ρ0)2 + δ
] ≤ 5. (2.9)
The last inequality above have used the assumption that (2.7) fails and δ < 1.
By the invariance of the F˙−2∞,2 -norm under the scaling transformation (1.4), Theorem A infers
sup
τ ∈ [−1,−e0s0]
‖ û (·, τ) ‖F˙−2∞,2 ≤ sup
t∈ [0,T0]
‖u (·, t) ‖F˙−2∞,2 ≤ cǫ0.
In conjunction with the last two relationships in (1.5), the above estimate induces
sup
τ ∈ [−1,−e0s0]
‖ û (·, τ) ‖M˙1
n/2
. ǫ0, (2.10)
where for any locally integrable function w in M˙1n/2, its M˙
1
n/2-norm is given by
‖w‖M˙1
n/2
:= sup
(x,r)∈Rn+1+
r2−n
ˆ
Br(x)
|w|.
Since v̂ = En ∗ û, it follows from (2.10) and the BMO property of the Newtonian potentials in [30] that
sup
τ ∈ [−1,−e0s0]
∥∥v̂ (·, τ) ∥∥
BMO
. sup
τ ∈ [−1,−e0s0]
∥∥û (·, τ) ∥∥
M˙1
n/2
. ǫ0.
Hence, for any fixed ξ ∈ Rn and τ ∈ [−1,−e0s0], by using Morrey’s ineqaulity, standard W 2,p-estimate for
elliptic equations, John-Nirenberg inequality, (2.9) and the last estimate on the BMO-norm of v̂, we can
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bound the gradient of v̂ as follows:
‖∇ξv̂ (·, τ)‖∞;B1(ξ) .
∥∥∇2ξ v̂ (·, τ)∥∥2n;B1(ξ) + ‖∇ξv̂ (·, τ)‖2n;B1(ξ)
.
∥∥û(·, τ)∥∥
2n;B2(ξ)
+
∥∥∥∥∥v̂ (·, τ) −−
ˆ
B2(ξ)
v̂
∥∥∥∥∥
2n;B2(ξ)
. 1 + ‖ v̂(·, τ)‖BMO . 1.
Here −
ˆ
B2(ξ)
v̂ denotes the average of v̂ on the ball B2(ξ). Since (ξ, τ) is arbitrary, we conclude that
sup
τ ∈ [−1,−e0s0]
∥∥∇ξv̂ (·, τ) ∥∥∞ . 1. (2.11)
Notice that P1 is contained in R
n× [−1,−e0s0] in that s0 ≤ 0. By the equation of u and the definition
of û, it turns out
∂τ û−∆ξû+∇ξv̂ · ∇ξû− û2 = 0 on P1. (2.12)
In light of (2.9) and (2.11), we can apply Theorem 7.36 in [40] to (2.12) and obtain
1 = û (0, 0) .
ˆ
P1
û. (2.13)
On the other hand, we let z1 := (y0, s1) :=
(
y0, s0 + e
−1
0
)
and define the backward heat kernel
Γ˜n;z1
(
y, s
)
:=
1
(4π (s1 − s))
n
2
e
− |y−y0 |24(s1−s) for s < s1.
Then the definition of û yields
ˆ
P1
û = e
n/2
0
ˆ
P
e
−1/2
0
(y0,s0)
u˜ .
ˆ
P
e
−1/2
0
(y0,s0)
u˜ Γ˜n;z1 .
ˆ √2e−1/20
e
−1/2
0
Φz1(ρ)
ρ
dρ, (2.14)
where in the last estimate,
Φz1(ρ) := ρ
2
ˆ
Rn
u˜ (·, s) Γ˜n;z1 (·, s)
∣∣∣∣
s=s1−ρ2
. (2.15)
Notice that the norm in B˙−2∞,∞ can be characterized by the heat kernel as follows:
‖w‖B˙−2∞,∞ = sup
t>0
t
∥∥et∆w∥∥∞ , for any w ∈ B˙−2∞,∞.
Therefore, by (2.10) and the scaling invariance of B˙−2∞,∞ -norm, it satisfies
Φz1 (ρ) ≤
∥∥u˜ (·, s1 − ρ2)∥∥B˙−2∞,∞ . ǫ0, for any ρ ∈ [e−1/20 ,√2e−1/20 ]. (2.16)
Applying (2.16) to the most-right-hand side of (2.14) infers
ˆ
P1
û . ǫ0. (2.17)
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Combining (2.13) and (2.17) yields ǫ0 & 1. However, this is impossible if we choose ǫ0 suitably small.
Hence, (2.7) follows, provided that ǫ0 is small. In light of (2.4)–(2.7), it holds
T0 sup
x∈Rn
u (x, T0) ≤ (1− ρ0)2e0 + δ < 4 + δ.
Since δ is an arbitrary number in (0, 1), the last estimate further implies
T0 sup
x∈Rn
u (x, T0) ≤ 4.
This is a contradiction to our definition of T0. Therefore, T0 =∞ and the proof is completed.
In the next, we consider the 2D case with the additional assumption that u0 ∈ L∞.
Proposition 2.3. Suppose that n = 2. For any u0 ∈ L1+ ∩ L∞ with M = ‖u0‖1 ∈ (0, 8π), the equation
(1.3) has a unique global mild solution u with initial data u0 at t = 0. Moreover, there exists a constant K
depending only on M such that the L∞-norm of u satisfies∥∥u(·, t)∥∥∞ ≤ Kt , for all t > 0. (2.18)
The constant K = K(M) is monotonically increasing with respect to the total mass M ∈ (0, 8π). It diverges
to ∞ as M approaches 8π.
Proof. By M < 8π, the equation (1.3) admits a unique global mild solution u with the initial data u0 at
t = 0. See [51]. In light that u0 ∈ L∞, locally in time near t = 0, the L∞-norm of u is finite. Therefore,
we can define
T0 := sup
{
T > 0 :
∥∥u(·, t)∥∥∞ ≤ Kt for all t ∈ (0, T ]
}
,
where K ≥ 32 is a constant to be determined later. T0 must be positive or∞. If T0 <∞, then similarly as
in the proof of Proposition 2.2, for any δ ∈ (0, 1), there exists (x0, t0) ∈ R2 × (0, T0 ] depending on δ such
that
sup
ρ∈ [0,√t0/2]
(√
t0/2− ρ
)2
sup
Pρ(x0,t0)
u ≥ sup
(x,t)∈R2×[0,T0 ]
sup
ρ∈ [0,
√
t/2]
(√
t/2− ρ)2 sup
Pρ(x,t)
u− δ. (2.19)
With (x0, t0) in (2.19), we translate and rescale u as follows:
u˜ (y, s) := t0u
(
x0 +
√
t0 y, t0 + t0s
)
, for all (y, s) ∈ R2 × [−1, 0].
Therefore, the left-hand side of (2.19) satisfies
sup
ρ∈ [0,1/2]
(1/2− ρ)2 sup
Pρ
u˜ = sup
ρ∈ [0,√t0/2]
(√
t0/2− ρ
)2
sup
Pρ(x0,t0)
u. (2.20)
We then denote by ρ0 a number in [0, 1/2) so that
sup
ρ∈ [0,1/2]
(1/2− ρ)2 sup
Pρ
u˜ = (1/2− ρ0)2 e0 := (1/2− ρ0)2 sup
Pρ0
u˜. (2.21)
Moreover, we let (y0, s0) be a point in Pρ0 such that e0 = u˜ (y0, s0). We claim that
e0 <
K
2 (1− 2ρ0)2
, provided that K is suitably large. (2.22)
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If on the contrary that (2.22) fails, then by K ≥ 32, it holds
− (1/2 + ρ0)
2
4
≤ −ρ20 −
(1/2− ρ0)2
4
≤ −ρ20 −
2 (1− 2ρ0)2
K
≤ s0 − 1
e0
≤ s0 + τ
e0
≤ 0, (2.23)
for any τ ∈ [−1,−e0s0 ]. Then we further translate and rescale u˜ by defining
û (ξ, τ) :=
1
e0
u˜
(
y0 +
ξ√
e0
, s0 +
τ
e0
)
, for all (ξ, τ) ∈ R2 × [−1,−e0s0 ].
By the definition of û and u˜, it follows from (2.23) that
sup
R2×[−1,−e0s0 ]
û ≤ 4
e0(1/2− ρ0)2 supx∈R2
(√
t0
2
−√t0 1/2 + ρ0
2
)2
sup
P√
t0
1/2+ρ0
2
(x, t0)
u.
In view of (2.19)–(2.21), this estimate can be reduced to
sup
R2×[−1,−e0s0 ]
û ≤ 4
e0(1/2− ρ0)2 sup(x,t)∈R2×[0,T0 ]
sup
ρ∈ [0,
√
t/2]
(√
t/2− ρ)2 sup
Pρ(x,t)
u
≤ 4
e0(1/2− ρ0)2
[
(1/2− ρ0)2 e0 + δ
] ≤ 5. (2.24)
The last inequality above have used the assumption that (2.22) fails, K ≥ 32 and δ < 1. Using (2.24) and
the scaling invariance of the L1-norm in 2D, we can deduce from (2.1) that
sup
τ ∈ [−1,−e0s0]
∥∥∇E2 ∗ û (·, τ) ∥∥∞ . 1. (2.25)
By the equation of u, it turns out
∂τ û−∆ξû+
(∇ξE2 ∗ û) · ∇ξû− û2 = 0 on P1. (2.26)
In view of (2.24)–(2.26), the local maximum estimate yields
1 = û (0, 0) .
ˆ
P1
û. (2.27)
Similarly as in (2.14), we can let z1 := (y0, s1) :=
(
y0, s0 + e
−1
0
)
and obtain
ˆ
P1
û .
ˆ √2e−1/20
e
−1/2
0
Φz1(ρ)
ρ
dρ. (2.28)
Here Φz1(ρ) is same as (2.15) with n = 2 here. Direct calculations (see Lemma 2.4) induce
d
dρ
Φz1(ρ) ≥
(
1− M
8π
)
2
ρ
Φz1(ρ) for all ρ ∈ (0, ρ∗). Here ρ∗ :=
(
1 + s0 + e
−1
0
) 1
2 . (2.29)
Equivalently it follows
1
Φz1(ρ)
d
dρ
Φz1(ρ) ≥
(
1− M
8π
)
2
ρ
.
Integrating the above inequality on both sides over the interval [ρ, ρ∗ ], we get
log
Φz1(ρ∗)
Φz1(ρ)
≥ 2
(
1− M
8π
)
log
ρ∗
ρ
, for all ρ ≤ ρ∗,
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which furthermore implies
Φz1(ρ) ≤ Φz1(ρ∗)
(
ρ
ρ∗
)2(1−M8π )
. Mρ2(1−
M
8π ), for all ρ ≤ ρ∗. (2.30)
In the last estimate, we have used
ρ∗ =
(
1 + s0 + e
−1
0
) 1
2 ≥ (1− ρ20 ) 12 ≥ √32
and the bound
Φz1(ρ∗) =
1
4π
ˆ
R2
u˜ (y,−1) e−
|y−y0|2
4ρ2∗ dy ≤ M
4π
.
Applying (2.30) to the most-right-hand side of (2.28) infers
ˆ
P1
û . M
ˆ √2e−1/20
e
−1/2
0
ρ1−
M
4π dρ .
M
2− M4π
(
1
e0
)1−M8π
.
M
2− M4π
(
1
K
)1−M8π
. (2.31)
By choosing K depending on M sufficiently large, (2.27) and (2.31) then yield a contradiction. Therefore,
(2.22) holds. In light of (2.19)–(2.22), we have
T0 sup
x∈R2
u (x, T0) ≤ (1− 2ρ0)2e0 + 4δ < K
2
+ 4δ.
Since δ is an arbitrary number in (0, 1), the above estimate further implies
T0 sup
x∈R2
u (x, T0) ≤ K
2
.
This estimate contradicts our definition of T0. Therefore, T0 =∞ and the proof is completed.
In the next, we drop the finiteness assumption on the L∞-norm of u0.
Proof of 1⇒ 2 in Theorems 1.1 and 1.2.
Fixing a L > 0, we denote by u0;L the function min
{
u0, L
}
. By Propositions 2.2 and 2.3, there is a unique
global mild solution, denoted by uL, to either (1.2) for the higher dimensional case or (1.3) for the 2D case.
The solution uL takes the initial data u0;L at t = 0. Moreover, by the decay estimates in (2.3) and (2.18),
the solution uL satisfies ∥∥uL (·, t) ∥∥∞ ≤ K ′t , for all t > 0. (2.32)
Here K ′ = 5 if n ≥ 3. Note that the total mass of u0;L cannot be greater than the total mass of u0. If
n = 2, by the monotonicity of the constant K in Proposition 2.3 with respect to the total mass of initial
density, the constant K ′ can be independent of L and equals to K(M) with M being the total mass of
u0. Using (2.32) and standard regularity theories for parabolic and elliptic equations, we can extract a
subsequence, still denoted by L, such that(
uL,∇En ∗ uL
)
−!
(
u,∇En ∗ u
)
, pointwisely on Rn+1+ as L!∞.
The function u is a non-negative function on Rn+1+ . Moreover, it is in fact a smooth solution to either (1.2)
or (1.3) on Rn+1+ . In the next, we show that u is the unique global mild solution to (1.2) or (1.3) with
initial data u0.
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Since uL is a global mild solution to either (1.2) or (1.3), for any t > 0 and ǫ ∈ (0, t/2), it satisfies∣∣∣Errǫ[uL;u0;L]∣∣∣ = 1
2
∣∣∣∣∣
ˆ ǫ
0
ˆ
Rn
uL(z, s)Γn(x− z, t− s)∇En ∗ uL
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣ . (2.33)
Here Γn (x, t) := Γt (x) is the standard heat kernel on R
n. Given ǫ ≥ 0 and two functions w and w0, the
notation Errǫ[w;w0] is defined as follows:
Errǫ
[
w;w0
]
:= w(x, t) −
ˆ
Rn
w0(z)Γn(x− z, t) dz
+
1
2
ˆ t
ǫ
ˆ
Rn
w(z, s)Γn(x− z, t− s)∇En ∗ w
∣∣∣∣
(z,s)
· z − x
t− s dzds.
Taking L!∞ on both sides of (2.33), we obtain
∣∣∣Errǫ[u;u0]∣∣∣ ≤ lim inf
L!∞
∣∣∣∣∣
ˆ ǫ
0
ˆ
Rn
uL(z, s)Γn(x− z, t− s)∇En ∗ uL
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣ ,
which furthermore infers∣∣∣Err0[u;u0]∣∣∣ ≤
∣∣∣∣∣
ˆ ǫ
0
ˆ
Rn
u(z, s)Γn(x− z, t− s)∇En ∗ u
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣
+ lim inf
L!∞
∣∣∣∣∣
ˆ ǫ
0
ˆ
Rn
uL(z, s)Γn(x − z, t− s)∇En ∗ uL
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣ .
Now we integrate both sides of the above estimate on Rn. By Fatou’s lemma, it turns out
ˆ
Rn
∣∣∣Err0[u;u0]∣∣∣ dx ≤ ˆ
Rn
∣∣∣∣∣
ˆ ǫ
0
ˆ
Rn
u(z, s)Γn(x − z, t− s)∇En ∗ u
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣ dx
+ lim inf
L!∞
ˆ
Rn
∣∣∣∣∣
ˆ ǫ
0
ˆ
Rn
uL(z, s)Γn(x− z, t− s)∇En ∗ uL
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣ dx.
In light of (2.1) and (2.32), we can apply Fubini’s theorem to the right-hand side of the above estimate
and obtain
ˆ
Rn
∣∣∣Err0[u;u0]∣∣∣ dx . M1+ 1n (K ′)1− 1n ˆ ǫ
0
s−1+
1
n (t− s)− 12 ds
. M1+
1
n (K ′)1−
1
n t−
1
2 ǫ
1
n −! 0 as ǫ! 0.
Hence, Err0
[
u;u0
] ≡ 0 on Rn+1+ . Then u is a global mild solution to either (1.2) or (1.3) with initial data
u0 at t = 0. The proof is completed since u satisfies the same estimate as (2.32) for the approximating
solutions uL.
In the end, we complete this section by showing the proof of (2.29).
Lemma 2.4. Suppose that n = 2 and u˜ is the function given in the proof of Proposition 2.3. Then (2.29)
holds for the density function Φz1 (·) defined in (2.15).
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Proof. By the definition of Φz1 ,
Φz1(ρ) =
1
4π
ˆ
R2
u˜
(
y, s1 − ρ2
)
e
− |y−y0 |2
4ρ2 dy =
ρ2
4π
ˆ
R2
u˜
(
y0 + ρz, s1 − ρ2
)
e−
|z|2
4 dz.
Using the equation of u˜, i.e.
∂su˜ = ∆yu˜−∇y ·
(
u˜ V˜
)
, where V˜ (y, s) := ∇E2 ∗ u˜
∣∣∣∣
(y,s)
,
we have
d
dρ
Φz1(ρ) =
1
4π
ˆ
R2
(
−2ρ∂su˜+ |y − y0|
2
2ρ3
u˜
)
e
− |y−y0|2
4ρ2 dy
=
1
4π
ˆ
R2
(
−2ρ∆yu˜+ 2ρ∇y ·
(
u˜ V˜
)
+
|y − y0|2
2ρ3
u˜
)
e
− |y−y0 |2
4ρ2 dy.
Here u˜ and V˜ are evaluated at s1 − ρ2. Through integration by parts, it turns out
ˆ
R2
∆yu˜ e
− |y−y0 |2
4ρ2 dy =
ˆ
R2
u˜
( |y − y0|2
4ρ4
− 1
ρ2
)
e
− |y−y0|2
4ρ2 dy
and
ˆ
R2
∇y ·
(
u˜ V˜
)
e
− |y−y0 |2
4ρ2 dy =
ˆ
R2
u˜ V˜ · y − y0
2ρ2
e
− |y−y0 |2
4ρ2 dy.
Combining the last three identities induces
d
dρ
Φz1(ρ) =
1
4π
ˆ
R2
(
2
ρ
+
y − y0
ρ
· V˜
)
u˜ e
− |y−y0 |2
4ρ2 dy
=
2
ρ
Φz1(ρ) +
1
4πρ
ˆ
R2
(
(y − y0) · V˜
)
u˜ e
− |y−y0 |2
4ρ2 dy
=
2
ρ
Φz1(ρ) +
ρ2
4π
ˆ
R2
u˜
(
y0 + ρz, s1 − ρ2
)
z · V˜
∣∣∣∣
y=y0+ρz
e−
|z|2
4 dz. (2.34)
The last integral in (2.34) can be further computed as follows:
ρ2
4π
ˆ
R2
u˜
(
y0 + ρz, s1 − ρ2
)
z · V˜
∣∣∣∣
y=y0+ρz
e−
|z|2
4 dz (2.35)
= − ρ
2
8π2
ˆ
R2
ˆ
R2
z · y0 + ρz − y
′∣∣y0 + ρz − y′ |2 u˜ (y0 + ρz, s1 − ρ2) u˜ (y′, s1 − ρ2) e− |z|
2
4 dy′ dz
= − ρ
3
8π2
ˆ
R2
ˆ
R2
z · z − z
′
|z − z′|2 u˜
(
y0 + ρz, s1 − ρ2
)
u˜
(
y0 + ρz
′, s1 − ρ2
)
e−
|z|2
4 dz′ dz
= − ρ
3
16π2
ˆ
R2
ˆ
R2
u˜
(
y0 + ρz, s1 − ρ2
)
u˜
(
y0 + ρz
′, s1 − ρ2
) [
e−
|z|2
4 z − e− |z
′|2
4 z′
]
· z − z
′
|z − z′|2 dz
′ dz.
Notice that for any z, z′ ∈ R2,[
e−
|z|2
4 z − e− |z
′|2
4 z′
]
· z − z
′
|z − z′|2 =
1
2
[
e−
|z|2
4 + e−
|z′|2
4
]
+
1
2
[
e−
|z|2
4 − e− |z
′|2
4
] |z|2 − |z′|2
|z − z′|2 .
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Thus (2.35) implies
ρ2
4π
ˆ
R2
u˜
(
y0 + ρz, s1 − ρ2
)
z · V˜
∣∣∣∣
y=y0+ρz
e−
|z|2
4 dz
≥ − ρ
3
32π2
ˆ
R2
ˆ
R2
u˜
(
y0 + ρz, s1 − ρ2
)
u˜
(
y0 + ρz
′, s1 − ρ2
) [
e−
|z|2
4 + e−
|z′|2
4
]
dz′ dz = − M
4πρ
Φz1(ρ).
Putting the last inequality into (2.34), we conclude (2.29).
3 Optimal time decay estimate
In this section, we focus on the higher dimensional case with n ≥ 3. The main result is to improve the
time decay rate obtained in Proposition 2.2 from t−1 to t−
n
2 . Our proof is a bootstrap argument which
relies on the following lemma.
Lemma 3.1. Let n ≥ 3 and u be a global mild solution to (1.2) with initial data u0 and the total mass M .
If it satisfies∥∥u(·, t)∥∥∞ ≤ c0 t−1 on 0 < t ≤ 1 and ∥∥u(·, t)∥∥∞ ≤ c0 t−α on t > 1, (3.1)
for some constants c0 > 0 and α ∈
[
1, n2
)
, then we have∥∥u(·, t)∥∥∞ ≤ c∗0 t−β, for all t > 0. (3.2)
Here β = min
{
n
2
,
(
2− 1
n
)
α− 1
2
}
. c∗0 is a positive constant depending only on n, c0 and M .
Proof. Since β > α, we only need to show (3.2) for t > 2. Notice that
u(x, t) =
ˆ
Rn
u0(z) Γn (x− z, t) dz
− 1
2
ˆ t
0
ˆ
Rn
u(z, s) Γn (x− z, t− s) ∇En ∗ u
∣∣∣∣
(z,s)
· z − x
t− s dzds. (3.3)
Here Γn is the heat kernel on R
n. The first integral on the right-hand side of (3.3) can be estimated by∣∣∣∣ ˆ
Rn
u0(z)Γn (x− z, t) dz
∣∣∣∣ ≤ 1(4πt)n2
ˆ
Rn
u0 ≤ M t−n2 . (3.4)
As for the last integral in (3.3), we divide it into three parts. By using (2.1) and (3.1),∣∣∣∣∣
ˆ t
t/2
ˆ
Rn
u(z, s) Γn (x− z, t− s)∇En ∗ u
∣∣∣∣
(z,s)
· z − x
t− s dzds
∣∣∣∣∣
.M,c0
ˆ t
t/2
ds
sα(2−
1
n)(t− s) 12
ˆ
Rn
Γn (x− z, t− s) |z − x|
(t− s) 12 dz
.M,c0 t
1
2−α(2− 1n). (3.5)
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Still using (2.1) and (3.1), we have∣∣∣∣∣
ˆ t/2
1
ˆ
Rn
u(z, s) Γn (x− z, t− s)∇En ∗ u
∣∣∣∣
(z,s)
· z − x
t− s dz ds
∣∣∣∣∣
.M,c0
ˆ t/2
1
ds
(t− s)n+12 sα(1− 1n)
.M,c0 t
−n+12
ˆ t/2
1
ds
sα(1−
1
n)
.M,c0

t
1−n
2 −α(1− 1n) if α <
n
n− 1;
t−
n+1
2 log
t
2
if α =
n
n− 1;
t−
n+1
2 if α >
n
n− 1 .
(3.6)
In the last, the integration on the time interval [0, 1] is estimated as follows:∣∣∣∣∣
ˆ 1
0
ˆ
Rn
u(z, s) Γn (x− z, t− s)∇En ∗ u
∣∣∣∣
(z,s)
· z − x
t− s dz ds
∣∣∣∣∣
.M,c0
ˆ 1
0
1
(t− s)n+12 s1− 1n
ds
.M,c0 t
−n+12 . (3.7)
Here we have also used (2.1) and (3.1). Therefore, we obtain (3.2) by (3.3)–(3.7).
As a direct consequence of Lemma 3.1, we have
Proof of 2⇒ 3 in Theorem 1.2.
Assuming the t−1-decay rate in Statement 2 of Theorem 1.2, we can repeatedly apply Lemma 3.1 finitely
many times by initially setting α = 1. Statement 3 in Theorem 1.2 then follows.
4 Long-time stability: higher dimensional case
We are concerned about in this section the long-time asymptotics of global mild solutions to (1.2). Par-
ticularly, the L∞-norms of global mild solutions are assumed to satisfy the t−
n
2 -temporal decay rate as t
goes to infinity. Throughout the section, the spatial dimension n ≥ 3.
4.1 Proof of 3⇒ 4 in Theorem 1.2
Our main result in this section is
Proposition 4.1. Let n ≥ 3 and suppose that u is a global mild solution to (1.2). Moreover, u is assumed
to have the finite total mass M and satisfy
[u ]∞ := sup
t≥0
(
1 + t
)n
2
∥∥u(·, t)∥∥∞ <∞. (4.1)
Then we have
lim
t!∞ t
n
2 (1− 1p )
∥∥u(·, t)−M Γt (·)∥∥p = 0, for any 1 ≤ p ≤ ∞. (4.2)
Here Γt is the fundamental solution of the heat equation ∂tw = ∆w on R
n.
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The proof of 3⇒ 4 in Theorem 1.2 follows easily from Proposition 4.1 above.
In light of the change of variables (1.18), the uniform bound in (4.1) induces∥∥U(·, τ)∥∥∞ ≤ [u ]∞ <∞, for all τ ∈ R. (4.3)
Moreover, the total mass of U is conserved in the sense that∥∥U(·, τ)∥∥
1
=
∥∥u (·, eτ )∥∥
1
=M, for all τ ∈ R. (4.4)
To prove Proposition 4.1, we need to study the strong L1-compactness of the flow
{
U (·, τ) } as τ !∞.
Lemma 4.2. Let n ≥ 3 and suppose that U is given in (1.18) with u ≥ 0 a classical global mild solution
to (1.2). If U satisfies (4.3)–(4.4), then for any sequence
{
τk
}
which diverges to ∞ as k !∞, there is a
subsequence, still denoted by
{
τk
}
, such that
{
U (·, τk)
}
converges strongly in L1 as k !∞.
Proof. The operator Ln in (1.19) generates the following semi-group:
Sn(τ)f :=
(
4πa(τ)
)−n2 ˆ
Rn
f(η)e−
∣∣·−e− τ2 η∣∣2
4a(τ) dη, where a(τ) := 1− e−τ . (4.5)
Using this linear semi-group, we decompose U into
U = U1 + U2, where U1 := Sn(τ)U0. (4.6)
In (4.6), U0 (·) := U (·, 0). The function U2 is given by
U2 (ξ, τ) :=
1
2 (4π)
n
2
ˆ τ
0
fn (s) e
− τ−s2
a (τ − s)1+n2
ds
ˆ
Rn
U (η, s)∇ηV (η, s) ·
(
ξ − e− τ−s2 η
)
e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη. (4.7)
Here we use V to denote the Newtonian potential En ∗ U .
To estimate U1, we fix an arbitrary R > 0 and define
W1 (ξ, τ) := a (τ)
−n2
ˆ
BR/2
U0 (η) e
−
∣∣
ξ−e−
τ
2 η
∣∣2
4a(τ) dη, W2 :=
(
4π
)n
2 U1 −W1. (4.8)
Since 2
∣∣ξ − e− τ2 η∣∣ ≥ ∣∣ξ∣∣ for any ξ ∈ BcR, η ∈ BR/2 and τ ≥ 0, it turns out
W1 (ξ, τ) ≤Ma (τ)−
n
2 e−
|ξ|2
16a(τ) , for all τ > 0 and ξ ∈ BcR. (4.9)
This estimate inducesˆ
B
c
R
W1 (ξ, τ) dξ ≤ M
ˆ
B
c
Ra(τ)−1/2
e−
|ξ|2
16 dξ ≤ M
ˆ
B
c
R
e−
|ξ|2
16 dξ, for all τ > 0.
On the other hand, by Fubini’s theorem, it turns out
ˆ
B
c
R
W2 (ξ, τ) dξ .
ˆ
B
c
R/2
U0, for all τ > 0.
By the last two estimates and U1 = (4π)
−n2 (W1 +W2), for any ǫ > 0, there is a Rǫ > 0 such that
sup
τ>0
ˆ
B
c
Rǫ
U1 (ξ, τ) dξ <
ǫ
2
. (4.10)
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In light of Lemma 2.1 and (4.3)–(4.4), the L∞-norm of ∇ξV satisfies∥∥∇ξV ∥∥∞ . M 1n ∥∥U∥∥1− 1n∞ .M 1n [u ]1− 1n∞ , for all τ ≥ 0. (4.11)
Utilizing the above estimate, (4.4) and Fubini’s theorem, we have
ˆ
Rn
∣∣U2 (ξ, τ) ∣∣ dξ . ˆ τ
0
fn(s)e
− τ−s2
a (τ − s) 12
ds
ˆ
Rn
U (η, s)
∣∣∣∇ηV (η, s) ∣∣∣dη
.M, [u]∞
ˆ τ
0
fn(s)e
− τ−s2
a (τ − s) 12
ds −! 0 as τ !∞. (4.12)
Here we have used the assumption n ≥ 3 so that the convergence in (4.12) holds. By (4.12), for any ǫ > 0,
there is τǫ > 0 such that
sup
τ≥τǫ
ˆ
Rn
∣∣U2 (ξ, τ) ∣∣ dξ < ǫ
2
. (4.13)
Combining (4.6), (4.10) and (4.13), for any ǫ > 0, we can find Rǫ > 0 and τǫ > 0 so that
sup
τ≥τǫ
ˆ
B
c
Rǫ
U (ξ, τ) dξ < ǫ. (4.14)
Now we rewrite (1.19) as follows:
−∂τU +∆ξU +
(
1
2
ξ − fn∇ξV
)
· ∇ξU +
(n
2
+ fnU
)
U = 0.
In light of (4.3) and (4.11), we can apply Theorem 7.22 in [40] to the above equation and obtain∥∥D2ξU ∥∥2n,PR(0,T ) + ∥∥∂τU ∥∥2n,PR(0,T ) ≤ C, for all T ≥ 10R2.
Here R > 0 is arbitrarily given. The constant C depends on n, R,M and [u]∞. By a standard interpolation
inequality, the last estimate yields∥∥DξU ∥∥2n,PR(0,T ) + ∥∥∂τU ∥∥2n,PR(0,T ) ≤ C, for all T ≥ 10R2.
Therefore, by Morrey’s inequality, the last estimate induces∥∥U ∥∥
C0,
n−1
2n (PR(0,T ))
≤ C, for all T ≥ 10R2. (4.15)
Given a sequence
{
τk
}
with τk !∞ as k !∞, by (4.15), U (·, τk) is uniformly bounded in C0,n−12n (BR),
provided that k is large. Utilizing Arzela`-Ascoli theorem, we then can extract a subsequence, still denoted
by
{
τk
}
, such that U(·, τk) −! U in L∞ (BR), as k ! ∞. Since R is arbitrary, the definition of U can
be extended to Rn by a diagonal argument. Moreover, we can also extract a subsequence, still denoted by{
τk
}
, so that
U (·, τk) −! U in L∞loc (Rn), as k!∞. (4.16)
In light of (4.3)–(4.4) and Fatou’s lemma, it holds U ∈ L1+ ∩ L∞. Then for any ǫ > 0, we can choose
R∗ > Rǫ sufficiently large such that ˆ
B
c
R∗
U(ξ) dξ < ǫ. (4.17)
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Here Rǫ is given in (4.14). On the other hand, by Lebesgue’s dominated convergence theorem and (4.16),
it follows ∥∥U(·, τk)− U∥∥1,BR∗ −! 0 as k !∞.
The proof is then completed by the last convergence, (4.14) and (4.17).
In the remainder of this section, we prove Proposition 4.1.
Proof of Proposition 4.1. Recall the decomposition (4.6). By Lebesgue’s dominated convergence theo-
rem, U1 satisfies
lim
τ!∞
U1(ξ, τ) = lim
τ!∞
(4π)−
n
2 a (τ)−
n
2
ˆ
Rn
U0 (η) e
−
∣∣
ξ−e−
τ
2 η
∣∣2
4a(τ) dη =MGn(ξ).
Here Gn is the n-dimensional Gaussian probability density given in (1.12). Combining this convergence
with (4.12), we have U (·, τ) −!MGn almost everywhere, as τ !∞. The L1-compactness result in Lemma
4.2 then induces
lim
τ!∞
∥∥U(·, τ)−MGn∥∥1 = 0. (4.18)
Equivalently, (4.2) holds for p = 1. Here we have used the change of variables in (1.18).
Now we fix an arbitrary R > 0 and still divide U1 into U1 = (4π)
−n2 (W1 +W2). The functions W1 and
W2 have been defined in (4.8). For W2, it can be bounded from above pointwisely as follows:
W2 (ξ, τ) .
ˆ
B
c
R/2
U0 on R
n × [1,∞).
This estimate and (4.9) then infer∥∥U1∥∥∞;BcR×[1,∞) −! 0 as R!∞. (4.19)
In light of (4.3)–(4.4) and (4.11), U2 can also be estimated pointwisely by
∣∣U2(ξ, τ)∣∣ . ˆ 3τ4
0
fn (s) e
− τ−s2
a (τ − s)1+n2
ds
ˆ
Rn
U (η, s)
∣∣∣∇ηV (η, s) ∣∣∣ ∣∣∣ξ − e− τ−s2 η∣∣∣ e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη
+
ˆ τ
3τ
4
fn (s) e
− τ−s2
a (τ − s)1+n2
ds
ˆ
Rn
U (η, s)
∣∣∣∇ηV (η, s) ∣∣∣ ∣∣∣ξ − e− τ−s2 η∣∣∣ e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη
.M, [u]∞
ˆ 3τ
4
0
fn (s) e
− τ−s2
a (τ − s)n+12
ds+
ˆ τ
3τ
4
fn (s) e
n−1
2 (τ−s)
a (τ − s) 12
ds
.M, [u]∞ e
− τ2
(
1− e− τ4 )−n+12 ˆ 3τ4
0
e
3−n
2 s ds+ e
5−2n
8 τ
ˆ τ
3τ
4
ds
a (τ − s) 12
. (4.20)
Therefore, when n ≥ 3, the above estimate induces∥∥U2(·, τ)∥∥∞ −! 0 as τ !∞. (4.21)
Utilizing (4.6), (4.16), (4.19), (4.21) and the fact that U =MGn, we obtain
lim
τ!∞
∥∥U(·, τ) −MGn∥∥∞ = 0. (4.22)
It is equivalent to (4.2) with p =∞. In light of (4.18) and (4.22), the proof of (4.2) for general p ∈ (1,∞)
then follows by an interpolation argument.
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4.2 Proof of Theorem 1.3
When the initial density has a finite second moment, many literatures have been devoted to studying the
long-time asymptotics of global solutions to the classical Patlak-Keller-Segel equation (1.3) on R2 (see e.g.
[14, 17, 25]). Now, we focus on the higher dimensional case. Our main result in this section is
Proposition 4.3. Let n ≥ 3 and suppose that u is a classical global mild solution to (1.2). If (4.1) holds
for u and meanwhile the non-negative initial data u0(·) = u(·, 0) satisfiesˆ
Rn
u0(x)
(
1 + |x|2)dx <∞, (4.23)
then the followings hold:
(1). If n ≥ 5, then
t
n
2 (1− 1p)
∥∥u (·, t)−MΓt +B0 · ∇Γt∥∥p = O(t−1), for any p ∈ [1,∞] and t ≥ 1.
Here B0 is the center of mass given in (1.10). Γt is the fundamental solution of ∂tw = ∆w on R
n;
(2). If n = 3, then for any p ∈ [1,∞] and t ≥ 1, it holds
t
3
2 (1− 1p)
∥∥∥∥u(·, t)−M Γt +B0 · ∇Γt +M2W (·, t) + c1t− 52 log t(12 − |x|212t
)
e−
|x|2
4t
∥∥∥∥
p
= O
(
t−1
)
.
The function W is defined in (1.11). The constant c1 is given in Theorem 1.3;
(3). If n = 4, then for any p ∈ [1,∞] and t ≥ 1, it holds
t2(1−
1
p )
∥∥∥∥u(·, t)−M Γt +B0 · ∇Γt − c2t−3 log t(12 − |x|216t
)
e−
|x|2
4t
∥∥∥∥
p
= O
(
t−1
)
. (4.24)
The constant c2 is given in Theorem 1.3.
Theorem 1.3 follows easily from Proposition 4.3.
The remainder of this section is devoted to proving Proposition 4.3. Our approach is based on a
bootstrap argument. Recall the decomposition of U in (4.6). By the standard estimate of heat equations
(see [47]), the first component U1(·, τ) = Sn(τ)U0 satisfies
Proposition 4.4. Suppose that U0 has a finite second moment. Then there is a constant C > 0 so that∥∥Sn(τ)U0 −MGn + e− τ2 B0 · ∇Gn∥∥p ≤ Ce−τ , for any τ ≥ 1 and p ∈ [1,∞]. (4.25)
Here the vector B0 denotes the following center of mass of U0:
B0 :=
ˆ
Rn
zU0(z) dz.
The constant C depends on n, M and the second moment of U0.
Notice that a solution u to (1.2) with a finite second moment preserves the center of mass. In light of
(1.18), we have
B0 =
ˆ
Rn
zU0 (z) dz =
ˆ
Rn
xu0 (x) dx.
The estimate of U1 in Proposition 4.4 is optimal if U0 is only assumed to have a finite second moment.
However, as for the supremum norm estimate of U2, the temporal decay rate in (4.20) is still not satisfactory.
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4.2.1 Approximation of U2 up to order e
− τ2
The main result in this section is
Lemma 4.5. Suppose that u0 has a finite second moment. Then there exist a positive constant C depending
on M , [u]∞ and the second moment of u0 and a positive constant βn depending on n only so that∥∥∥∥U2 +M2e− τ2 δn,3 ˆ ∞
0
e
s
2Sn(s)
[
div
(
Gn∇Vn
)]
ds
∥∥∥∥
p
≤ Ce−( 12+βn)τ , for any p ∈ [1,∞] and τ ≥ 0.
Here Vn := En ∗ Gn. u is the global mild solution to (1.2) with the initial data u0 at t = 0. U is the
representation of u under the similarity variables. The constant δn,3 = 1 if n = 3. It equals to 0 if n 6= 3.
Proof. We use U (0) and V (0) to denote MGn and MVn, respectively. By the representation of U2 in (4.7),
e
τ
2U2 = (4π)
−n2 [I + II + III], (4.26)
where the terms I, II and III are given as follows:
I :=
ˆ τ
τ
2
fn (s) e
τ
2
a (τ − s)n2
ds
ˆ
Rn
U (0)(z)∇V (0)(z) · ∇ze−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz;
II :=
ˆ τ
τ
2
fn (s) e
τ
2
a (τ − s)n2
ds
ˆ
Rn
[
U (z, s)∇V (z, s)− U (0)(z)∇V (0)(z)
]
· ∇ze−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz;
III :=
ˆ τ
2
0
fn (s) e
τ
2
a (τ − s)n2
ds
ˆ
Rn
U (z, s)∇V (z, s) · ∇ze−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz.
In the next, we estimate the terms I, II and III.
Estimate of I. Replacing U0 in (4.25) by div
(Gn∇Vn) and using the following null conditions:
ˆ
Rn
div
(
Gn∇Vn
)
=
ˆ
Rn
ξj div
(
Gn∇Vn
)
dξ = 0, j = 1, ..., n,
we have ∥∥∥Sn(s)[div(Gn∇Vn)]∥∥∥
p
. e−s, for any s ≥ 1 and p ∈ [1,∞]. (4.27)
For s ∈ [0, 1], the Lp norm of Sn(s)
[
div
(Gn∇Vn)] is uniformly bounded from above with the upper bound
independent of p. This uniform upper bound, in conjunction with (4.27), yields∥∥∥Sn(s)[div(Gn∇Vn)]∥∥∥
p
. e−s, for any s ≥ 0 and p ∈ [1,∞]. (4.28)
Change the variable s in term I to τ − s and integrate by parts with respect to the variable z. It holds
I = − (4π)n2
ˆ τ
2
0
e
s
2 e
3−n
2 (τ−s)Sn (s)
[
div
(
U (0)∇V (0)
) ]
ds.
By (4.28), it follows
∥∥I∥∥
p
.
ˆ τ
2
0
e
s
2 e
3−n
2 (τ−s)
∥∥∥Sn (s) [div (U (0)∇V (0)) ]∥∥∥
p
ds . M2
ˆ τ
2
0
e−
s
2 e
3−n
2 (τ−s) ds.
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Therefore, ∥∥I∥∥
p
. M2 e−
τ
4 , for all p ∈ [1,∞] and n ≥ 4.
If n = 3, then similar derivations for the above estimate yield∥∥∥∥ I + (4π) 32 ˆ ∞
0
e
s
2 S3 (s)
[
div
(
U (0)∇V (0)
) ]
ds
∥∥∥∥
p
. M2e−
τ
4 , for all p ∈ [1,∞].
In light of the last two estimates, it follows∥∥∥∥ I + (4π)n2 M2δn,3 ˆ ∞
0
e
s
2 Sn (s)
[
div
(Gn∇Vn)]ds∥∥∥∥
p
. M2e−
τ
4 , for all p ∈ [1,∞] and n ≥ 3. (4.29)
Estimate of II. Due to (4.12), (4.20) and (4.25), there is a positive constant C so that∥∥U −MGn∥∥p ≤ Ce− τ16 , for all τ ≥ 0 and p ∈ [1,∞]. (4.30)
Now we fix an α ∈ (1/2, 1). By (4.30) and (2.1), it turns out∣∣∣∣∣∣
ˆ ατ
τ
2
e
3−n
2 s
a (τ − s)1+n2
ds
ˆ
Rn
[
U (z, s)∇V (z, s)− U (0)(z)∇V (0)(z)
]
·
(
ξ − e− τ−s2 z
)
e−
∣∣ξ−e− τ−s2 z ∣∣2
4a(τ−s) dz
∣∣∣∣∣∣
.
ˆ ατ
τ
2
e
3−n
2 s
a
((
1− α)τ)n+12 ds
ˆ
Rn
∣∣∣U (z, s)∇V (z, s)− U (0)(z)∇V (0)(z)∣∣∣ dz
≤ C
(
1− e−(1−α)τ
)−n+12 ˆ ∞
τ
2
e
23−8n
16 s ds. (4.31)
Still by (4.30) and (2.1), it satisfies∣∣∣∣∣∣
ˆ τ
ατ
e
3−n
2 s
a (τ − s)1+n2
ds
ˆ
Rn
[
U (z, s)∇V (z, s)− U (0)(z)∇V (0)(z)
]
·
(
ξ − e− τ−s2 z
)
e−
∣∣ξ−e− τ−s2 z ∣∣2
4a(τ−s) dz
∣∣∣∣∣∣
.
ˆ τ
ατ
e
3−n
2 se
n
2 (τ−s)
a (τ − s) 12
∥∥∥U (·, s)∇V (·, s)− U (0)∇V (0)∥∥∥
∞
ds
≤ C
ˆ τ
ατ
e
23−8n
16 se
n
2 (τ−s)
a (τ − s) 12
ds ≤ C e 23−8n16 ατen2 (1−α)τ
ˆ τ
0
ds√
a(s)
.
Therefore, we can fix a α close to 1 so that∣∣∣∣∣∣
ˆ τ
ατ
e
3−n
2 s
a (τ − s)1+n2
ds
ˆ
Rn
[
U (z, s)∇V (z, s)− U (0)(z)∇V (0)(z)
]
·
(
ξ − e− τ−s2 z
)
e−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz
∣∣∣∣∣∣
≤ C e−µnτ
ˆ τ
0
ds√
a(s)
, for some constant µn > 0 depending on n.
Note that α can also be chosen to depend only on n. With the fixed α, the last estimate and (4.31) induce∥∥II∥∥∞ ≤ C e−βnτ , for some constant βn > 0 depending only on n. (4.32)
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As for L1-estimate of II, by Fubini’s theorem, it satisfies
∥∥II∥∥
1
≤ C
ˆ τ
τ
2
e
23−8n
16 s
a (τ − s) 12
ds ≤ Ce−βnτ , for some constant βn > 0 depending only on n. (4.33)
Estimate of III. Before we estimate the term III, we need to consider the uniform boundedness of the
second moment of U . Let η be a smooth function compactly supported on B2. Moreover, η ≡ 1 on B1 and
satisfies 0 ≤ η ≤ 1 on Rn. Fixing an arbitrary R > 0, we define
ηR(x) := |x|2 η
( x
R
)
, for any x ∈ Rn. (4.34)
Then we multiply ηR on both sides of (1.2) and integrate over R
n. It turns out
d
dt
ˆ
Rn
uηR =
ˆ
Rn
u∆ηR − 1
2nωn
ˆ
Rn
ˆ
Rn
(∇ηR(x)−∇ηR(y)) · (x− y)
|x− y|n u(x, t)u(y, t) dxdy. (4.35)
Here ωn denotes the volume of the unit ball in R
n. Since for any R > 0, it satisfies∑
i,j
∣∣∂ijηR∣∣ ≤ cη on Rn,
where cη is a positive constant depending only on η, therefore (4.35) can be reduced to
d
dt
ˆ
Rn
uηR .
ˆ
Rn
u+
ˆ
Rn
ˆ
Rn
u(x, t)u(y, t)
|x− y|n−2 . M +
∥∥u(·, t)∥∥22n
n+2
. (4.36)
The second estimate above used Hardy-Littlewood-Sobolev inequality. Note that we can apply the conser-
vation of the total mass of u and (4.1) to bound ‖u‖ 2n
n+2
. Then we integrate the variable t in (4.36) and
obtain ˆ
BR×{t}
u |x|2 dx ≤
ˆ
Rn×{t}
uηR ≤
ˆ
Rn
u0 |x|2 dx+ ct
(
M +M1+
2
n [u ]
1− 2n∞
)
.
Here c > 0 is an universal constant. This estimate holds for any R > 0. By taking R ! ∞ in the above,
it turns out ˆ
Rn×{t}
u |x|2 dx ≤
ˆ
Rn
u0 |x|2 dx+ ct
(
M +M1+
2
n [u ]
1− 2n∞
)
, for all t ≥ 0. (4.37)
This estimate and the change of variables in (1.18) infer
ˆ
Rn
U(ξ, τ) |ξ |2 dξ .
ˆ
Rn
u0 |x|2 dx+M +M1+ 2n [u ]1−
2
n∞ , for all τ ≥ −1. (4.38)
We are ready to estimate the term III. Notice that
ˆ
Rn
U (·, s)∇V (·, s) = 0, for all s ∈ R.
Therefore,
III =
1
2
ˆ τ
2
0
e
3−n
2 s
a (τ − s)1+n2
ds
ˆ
Rn
U (z, s)∇V (z, s) ·
ˆ e− τ−s2
0
d
dν
[(
ξ − νz)e− |ξ−νz |24(1−ν2) ]dν dz.
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Direct computations yield∣∣∣∣ ddν
[(
ξ − νz)e− |ξ−νz |24(1−ν2) ]∣∣∣∣ .
[
|z |+ |z | |ξ − νz|
2
1− ν2 +
ν
(1− ν2)2
|ξ − νz|3
]
e
− |ξ−νz |2
4 (1−ν2) . (4.39)
Utilizing (4.38) and (4.39), we obtain∥∥III∥∥∞ ≤ Ce− τ8 , for any τ ≥ 1. (4.40)
Here C is a positive constant depending onM , [u]∞ and the second moment of u0. In addition, by Fubini’s
theorem, the L1-norm of III can be estimated as follows:∥∥III∥∥
1
≤ Ce− τ8 , for any τ ≥ 1.
The proof is then completed by (4.26), (4.29), (4.32), (4.33), (4.40) and the last estimate.
4.2.2 Optimal approximation of U2
With the assumption that the initial density has a finite second moment, we give an optimal approximation
of the component U2 in this section. More precisely, we have
Proposition 4.6. Under the same assumptions as in Lemma 4.5, there exists a constant C > 0 depending
on n, [u]∞, M and the second moment of u0 so that the followings hold for any p ∈ [1,∞] and τ ≥ 1.
1. If n = 3, then∥∥∥∥U2 +M2e− τ2 ˆ ∞
0
e
s
2S3(s)
[
div
(
G3∇V3
)]
ds+ c1τ e
−τ
(
1
2
− |ξ |
2
12
)
e−
|ξ|2
4
∥∥∥∥
p
≤ Ce−τ .
Here c1 is defined in Theorem 1.3;
2. If n = 4, then ∥∥∥∥U2 − c2τ e−τ (12 − |ξ |216
)
e−
|ξ|2
4
∥∥∥∥
p
≤ Ce−τ .
Here c2 is defined in Theorem 1.3;
3. If n ≥ 5, then
‖U2 ‖p ≤ Ce−τ .
Proposition 4.3 follows easily from this proposition and the change of variables in (1.18). Before we
prove Proposition 4.6, let us introduce two lemmas.
Lemma 4.7. For any ξ, z ∈ Rn and s ≥ 1, it satisfies
1
(1− e−s)n2 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s) = e−
|ξ|2
4 +
ξ · z
2
e−
|ξ|2
4 e−
s
2 +
(
n− |ξ |
2 + |z |2
2
+
(ξ · z)2
4
)
e−
|ξ|2
4 e−s +Rem. (4.41)
The remainder term Rem = Rem(n, s, ξ, z) is bounded from above by
|Rem| . (1 + |ξ − r0z |6 + |z |6) e− |ξ−r0z |24(1−r20) e− 3s2 , for all ξ, z ∈ Rn and s ≥ 1. (4.42)
Here r0 = r0 (n, s, ξ, z) ∈
(
0, e−
1
2
)
. Moreover, the L1-norm of Rem can be estimated by
ˆ
Rn
|Rem| dξ . e− 3s2 (1 + |z|n+6) , for all z ∈ Rn and s ≥ 1. (4.43)
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Proof. (4.41) and (4.42) are direct results of the Taylor expansion of the function on the left-hand side of
(4.41) with respect to r = e−
s
2 . In addition, by (4.42), we have, for any z ∈ Rn, s ≥ 1 and n ≥ 3, thatˆ
Rn
|Rem| dξ . e− 3s2 (1 + |z|6) ˆ
Rn
e−
|ξ−r0z|2
8 dξ. (4.44)
Since r0 ∈
(
0, e−
1
2
)
, it turns out
ˆ
B2|z|
e−
|ξ−r0z|2
8 dξ . |z|n and
ˆ
B
c
2|z|
e−
|ξ−r0z|2
8 dξ .
ˆ
B
c
2|z|
e−
|ξ|2
32 dξ . 1. (4.45)
Therefore, applying (4.45) to (4.44) yields (4.43).
Lemma 4.8. Let n = 3 and define
W⋆ :=
ˆ ∞
0
e
s
2S3(s)
[
div
(
G3∇V3
)]
ds.
It holds ˆ
R3
|W⋆ | |ξ |k dξ < ∞ and
ˆ
R3
|∇ξW⋆ | |ξ |kdξ < ∞, for all k ≥ 0.
Proof. Using (4.5), we have
W⋆ (ξ) = (4π)− 32
ˆ ∞
0
ˆ
R3
e
s
2
(1− e−s) 32 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s) div
(
G3∇V3
)
dzds.
By Taylor’s theorem, it holds
1
(1− e−s) 32 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s) = e−
|ξ|2
4 +
ξ · z
2
e−
|ξ|2
4 e−
s
2 +Rem1, for all ξ, z ∈ R3 and s ≥ 1. (4.46)
Here with some r1 = r1 (s, ξ, z) ∈
(
0, e−
1
2
)
, the remainder term Rem1 = Rem1 (s, ξ, z) satisfies
|Rem1 | .
(
1 + |ξ − r1z|4 + |z|4
)
e
− |ξ−r1z|2
4(1−r2
1
) e−s, for all ξ, z ∈ R3 and s ≥ 1. (4.47)
Since ˆ
R3
div
(G3∇V3 )dz = 0 and ˆ
R3
zdiv
(G3∇V3 )dz = 0, (4.48)
by using (4.46), it turns out
(4π)
3
2W⋆ =W1 +W2, (4.49)
where
W1 :=
ˆ ∞
1
e
s
2ds
ˆ
R3
Rem1 · div
(
G3∇V3
)
dz; W2 :=
ˆ 1
0
ˆ
R3
e
s
2
(1− e−s) 32 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s) div
(
G3∇V3
)
dzds.
In view of (4.47) and r1 = r1(s, ξ, z) ∈
(
0, e−
1
2
)
,
ˆ
R3
|ξ |k |W1 | dξ .
ˆ ∞
1
e−
s
2ds
ˆ
R3
ˆ
R3
|ξ |k (1 + |ξ − r1z|4 + |z|4) e− |ξ−r1z|24(1−r21) ∣∣∣div(G3∇V3)∣∣∣ dz dξ
.
ˆ ∞
1
e−
s
2ds
ˆ
R3
ˆ
R3
|ξ |k (1 + |z |4) e− |ξ−r1z|28 ∣∣∣div(G3∇V3)∣∣∣ dz dξ. (4.50)
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As in the derivation of (4.43), we have
ˆ
|ξ|≤2|z |
|ξ |ke− |ξ−r1z|
2
8 dξ ≤
ˆ
|ξ|≤2|z|
|ξ |kdξ .k |z |k+3
and ˆ
|ξ|≥2|z|
|ξ |ke− |ξ−r1z|
2
8 dξ .
ˆ
|ξ|≥2|z |
|ξ |ke− |ξ|
2
32 dξ .k 1.
Therefore, applying the last two estimates to (4.50) induces
ˆ
R3
|ξ |k |W1 | dξ .k
ˆ ∞
1
e−
s
2 ds
ˆ
R3
(
1 + |z |k+7) ∣∣∣div(G3∇V3)∣∣∣dz < ∞, for all k ≥ 0. (4.51)
Furthermore, it holds
ˆ
R3
|ξ |k |W2 |dξ .
ˆ
R3
|ξ |k
ˆ 1
0
ˆ
R3
e
s
2
(1− e−s) 32 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s)
∣∣∣div(G3∇V3)∣∣∣ dz ds dξ
.k
ˆ 1
0
ds
(1− e−s) 32
ˆ
R3
ˆ
R3
(∣∣ξ − e− s2 z∣∣k + e− ks2 |z |k) e−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s)
∣∣∣div(G3∇V3)∣∣∣ dz dξ
.k
ˆ 1
0
ds
ˆ
R3
((
1− e−s) k2 + e− ks2 |z |k) ∣∣∣div(G3∇V3)∣∣∣ dz <∞, for all k ≥ 0. (4.52)
Combining (4.49), (4.51) and (4.52), we obtain
ˆ
R3
|ξ |k |W⋆ | dξ < ∞, for all k ≥ 0.
In the sense of distribution,
∇ξW⋆ (ξ) = −1
2
(4π)−
3
2
ˆ ∞
0
ˆ
R3
e
s
2
(1− e−s) 52 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s) div
(
G3∇V3
)(
ξ − e− s2 z) dzds.
Still by Taylor’s theorem, we have
1
(1 − e−s) 52 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s)
(
ξ − e− s2 z) = e− |ξ|24 ξ + e− |ξ|24 (ξ · z
2
ξ − z
)
e−
s
2 +Rem2, (4.53)
for all ξ, z ∈ Rn and s ≥ 1. Here for some r2 = r2(s, ξ, z) ∈
(
0, e−
1
2
)
, Rem2 = Rem2(s, ξ, z) satisfies
|Rem2 | .
(
1 + |ξ − r2z|5 + |z |5
)
e
− |ξ−r2z|2
4(1−r22) e−s, for all ξ, z ∈ R3 and s ≥ 1. (4.54)
In light of (4.53) and (4.48), we have
−2(4π) 32 ∇ξW⋆ (ξ) =W3 +W4, (4.55)
where
W3 :=
ˆ ∞
1
e
s
2ds
ˆ
R3
div
(
G3∇V3
)
Rem2 dz;
W4 :=
ˆ 1
0
ˆ
R3
e
s
2
(1− e−s) 52 e
−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s) div
(
G3∇V3
) (
ξ − e− s2 z)dz ds.
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By (4.54) and the fact that r2 = r2(s, ξ, z) ∈
(
0, e−
1
2
)
,
ˆ
R3
|ξ |k |W3 |dξ .
ˆ ∞
1
e−
s
2 ds
ˆ
R3
ˆ
R3
|ξ |k (1 + |ξ − r2z|5 + |z |5) e− |ξ−r2z|24(1−r22) ∣∣∣div(G3∇V3)∣∣∣ dz dξ
.
ˆ ∞
1
e−
s
2 ds
ˆ
R3
ˆ
R3
|ξ |k (1 + |z |5) e− |ξ−r2z|28 ∣∣∣div(G3∇V3)∣∣∣dz dξ.
As in (4.51), the last inequality infers
ˆ
R3
|ξ |k |W3 | dξ .k
ˆ ∞
1
e−
s
2 ds
ˆ
R3
(
1 + |z |k+8) ∣∣∣div(G3∇V3)∣∣∣dz < ∞, for all k ≥ 0. (4.56)
For W4, it can be estimated by
ˆ
R3
|ξ |k |W4 | dξ .
ˆ
R3
|ξ |k
ˆ 1
0
ˆ
R3
e
s
2
(1− e−s) 52
∣∣ξ − e− s2 z∣∣ e−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s)
∣∣∣div(G3∇V3)∣∣∣dz ds dξ
.k
ˆ 1
0
ds
(1− e−s) 52
ˆ
R3
ˆ
R3
(∣∣ξ − e− s2 z∣∣k + e− ks2 |z |k) ∣∣ξ − e− s2 z∣∣ e−
∣∣∣∣ξ−e−
s
2 z
∣∣∣∣
2
4(1−e−s)
∣∣∣div(G3∇V3)∣∣∣dz dξ
.k
ˆ 1
0
ds
(1− e−s) 12
ˆ
R3
((
1− e−s) k2 + e− ks2 |z |k) ∣∣∣div(G3∇V3)∣∣∣dz <∞, for all k ≥ 0. (4.57)
Therefore, by (4.55)–(4.57), we obtain
ˆ
R3
|ξ |k |∇ξW⋆| dξ < ∞, for all k ≥ 0.
The proof is completed.
Now we complete this section by proving Proposition 4.6.
Proof of Proposition 4.6. Throughout the proof, C is a positive constant depending on n, [u]∞, M and
the second moment of u0. Using the representation of U2 in (4.7), we decompose U2 into
U2 = (4π)
−n2 [U2,1 + U2,2 + U2,3 + U2,4 ], (4.58)
where
U2,1 :=
ˆ τ
0
fn (s)
a (τ − s)n2
ds
ˆ
Rn
U (0)(z)∇V (0)(z) · ∇ze−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz;
U2,2 := −
ˆ τ
0
fn (s) e
− s2
a (τ − s)n2
ds
ˆ
Rn
[
U (0)(z)∇V(1)n (z) + G(1)n (z)∇V (0)(z)
]
· ∇ze−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz;
U2,3 :=
ˆ τ
0
fn (s) e
−s
a (τ − s)n2
ds
ˆ
Rn
G(1)n (z)∇V(1)n (z) · ∇ze−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz;
U2,4 :=
ˆ τ
0
fn (s)
a (τ − s)n2
ds
ˆ
Rn
[
U (z, s)∇V (z, s)− U (1)(z, s)∇V (1)(z, s)
]
· ∇ze−
∣∣ξ−e− τ−s2 z ∣∣2
4a(τ−s) dz.
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In the above definitions, U (0) and V (0) are the same as in the proof of Lemma 4.5. The functions G(1)n and
V(1)n are given by
G(1)n := B0 · ∇Gn +M2δn,3
ˆ ∞
0
e
s
2Sn(s)
[
div
(
Gn∇Vn
)]
ds and V(1)n = En ∗ G(1)n .
Moreover, we use U (1) and V (1) to denote U (0) − e− τ2 G(1)n and V (0) − e− τ2 V(1)n , respectively.
The remainder of the proof are devoted to estimating the terms U2,1, U2,2, U2,3 and U2,4.
Estimate of U2,1. Integrating by parts with respect to z and changing variable from s to τ − s, we have
U2,1 = −(4π)n2
ˆ τ
0
e
2−n
2 (τ−s)Sn(s)
[
div
(
U (0)∇V (0)
) ]
ds.
Using (4.28) then yields∥∥U2,1∥∥p . e−τ ˆ τ
0
e
4−n
2 (τ−s)es
∥∥∥Sn (s) [div (U (0)∇V (0)) ]∥∥∥
p
ds . M2e−τ , if n ≥ 5. (4.59)
The above estimate holds for all p ∈ [1,∞]. Similarly, it can also be shown for all p ∈ [1,∞] that∥∥∥∥U2,1 + (4π) 32 e− τ2 ˆ ∞
0
e
s
2 S3 (s)
[
div
(
U (0)∇V (0)
) ]
ds
∥∥∥∥
p
. M2e−τ , if n = 3. (4.60)
As for the case when n = 4, by (4.41) in Lemma 4.7 and the null conditions
ˆ
R4
div
(
U (0)∇V (0)
)
dz =
ˆ
R4
zj div
(
U (0)∇V (0)
)
dz = 0, j = 1, ..., 4,
it turns out, for all τ ≥ 1, that
U2,1 = (τ − 1)e−τ e−
|ξ|2
4
ˆ
R4
( |z|2
2
− (ξ · z)
2
4
)
div
(
U (0)∇V (0)
)
(z) dz
−
ˆ τ
1
es−τds
ˆ
R4
Rem · div
(
U (0)∇V (0)
)
(z) dz − (4π)2
ˆ 1
0
es−τS4(s)
[
div
(
U (0)∇V (0)
) ]
ds.
Due to the radial symmetry of div
(
U (0)∇V (0)), we have
ˆ
R4
( |z|2
2
− (ξ · z)
2
4
)
div
(
U (0)∇V (0)
)
(z) dz =
(
1
2
− |ξ |
2
16
) ˆ
R4
|z|2div
(
U (0)∇V (0)
)
(z) dz.
Therefore, in view of (4.42), (4.43) and the last two equalities, it follows∥∥∥∥U2,1 − τe−τ (12 − |ξ |216
)
e−
|ξ|2
4
ˆ
R4
|z|2div
(
U (0)∇V (0)
)
dz
∥∥∥∥
p
. M2e−τ , if n = 4 and τ ≥ 1. (4.61)
Here p is also an arbitrary number in [1,∞].
Estimate of U2,2. Still integrating by parts with respect to z and changing the variable from s to τ − s,
we obtain
U2,2 = (4π)
n
2
ˆ τ
0
e
1−n
2 (τ−s)Sn(s)
[
div
(
U (0)∇V(1)n + G(1)n ∇V (0)
) ]
ds.
On the other hand, by −∆V (0) = U (0) and −∆V(1)n = G(1)n , we can also integrate by parts and getˆ
Rn
zjdiv
(
U (0)∇V(1)n + G(1)n ∇V (0)
)
dz = 0, j = 1, ..., n.
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In light of (4.41) and the last two equalities, it follows
U2,2 = −e
1−n
2 τe−
|ξ|2
4
ˆ τ
1
e
n−3
2 sds
ˆ
Rn
( |z|2
2
− (ξ · z)
2
4
)
div
(
U (0)∇V(1)n + G(1)n ∇V (0)
)
dz
+
ˆ τ
1
e
1−n
2 (τ−s)ds
ˆ
Rn
Rem · div
(
U (0)∇V(1)n + G(1)n ∇V (0)
)
dz
+ (4π)
n
2
ˆ 1
0
e
1−n
2 (τ−s)Sn(s)
[
div
(
U (0)∇V(1)n + G(1)n ∇V (0)
) ]
ds, for all τ ≥ 1.
Note that (4.42) infers∥∥∥∥ˆ τ
1
e
1−n
2 (τ−s)ds
ˆ
Rn
Rem · div
(
U (0)∇V(1)n + G(1)n ∇V (0)
)
dz
∥∥∥∥
p
.M,B0 e
−τ , for all p ∈ [1,∞] and n ≥ 3.
Therefore, we can obtain∥∥U2,2∥∥p .M,B0 e−τ , for all τ ≥ 1, p ∈ [1,∞] and n ≥ 4. (4.62)
When n = 3, as in the estimate of U2,1 for the n = 4 case, it turns out with an aid of Lemma 4.8 that∥∥∥∥U2,2 + τe−τ (12 − |ξ|212
)
e−
|ξ|2
4
ˆ
R3
|z|2div
(
U (0)∇V(1)3 + G(1)3 ∇V (0)
)
dz
∥∥∥∥
p
.M,B0 e
−τ , (4.63)
for all τ ≥ 1 and p ∈ [1,∞].
Estimate of U2,3. Similarly, we have
U2,3 = −(4π)n2
ˆ τ
0
e−
n
2 (τ−s)Sn(s)
[
div
(
G(1)n ∇V(1)n
) ]
ds.
Therefore, ∥∥U2,3∥∥p .M,B0 e−τ , for all τ ≥ 1, p ∈ [1,∞] and n ≥ 3. (4.64)
Estimate of U2,4. Combining Proposition 4.4 and Lemma 4.5, we can find a constant βn > 0 depending
only on n so that ∥∥∥U − U (1)∥∥∥
p
≤ Ce−( 12+βn)τ , for any τ ≥ 0 and p ∈ [1,∞]. (4.65)
By (4.65) and (2.1), there is a constant αn ∈ (0, 1) depending on n so that∣∣∣∣∣∣
ˆ τ
αnτ
e
2−n
2 se−
τ−s
2
a (τ − s)1+n2
ds
ˆ
Rn
[
U∇V − U (1)∇V (1)
]
(z, s) ·
(
ξ − e− τ−s2 z
)
e−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz
∣∣∣∣∣∣
. e−
τ
2
ˆ τ
αnτ
e
3−n
2
se
n
2
(τ−s)
a (τ − s) 12
∥∥∥U (z, s)∇V (z, s)− U (1)(z, s)∇V (1)(z, s)∥∥∥
∞
ds
≤ Ce−τ
ˆ τ
αnτ
e(
3−n
2 −βn)se
n+1
2
(τ−s)
a(τ − s) 12 ds
≤ Ce−τe( 3−n2 −βn)αnτen+12 (1−αn)τ
ˆ τ
0
ds√
a(s)
≤ C e−τ , for all τ ≥ 0. (4.66)
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Since ˆ
Rn
U (1) (·, s)∇V (1) (·, s) = 0 and
ˆ
Rn
U (·, s)∇V (·, s) = 0, for all s ≥ 0,
it turns out
ˆ αnτ
0
e
2−n
2 se−
τ−s
2
a (τ − s)1+ n2
ds
ˆ
Rn
[
U∇V − U (1)∇V (1)
]
(z, s) ·
(
ξ − e− τ−s2 z
)
e−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz
=
ˆ αnτ
0
e
3−n
2 se−
τ
2
a (τ − s)1+n2
ds
ˆ
Rn
[
U∇V − U (1)∇V (1)
]
(z, s) ·
ˆ e− τ−s2
0
d
dν
[(
ξ − νz)e− |ξ−νz |24(1−ν2) ]dν dz.
Thus, utilizing (4.65), (2.1), (4.38) and (4.39), we obtain∣∣∣∣∣∣
ˆ αnτ
0
e
3−n
2 se−
τ
2
a (τ − s)1+n2
ds
ˆ
Rn
[
U∇V − U (1)∇V (1)
]
(z, s) ·
(
ξ − e− τ−s2 z
)
e−
∣∣
ξ−e−
τ−s
2 z
∣∣2
4a(τ−s) dz
∣∣∣∣∣∣
.
e−τ
a
(
(1− αn) τ
)1+n2
ˆ αnτ
0
e
4−n
2 s
[ ∥∥∥∇V −∇V (1)∥∥∥
∞
(s)
ˆ
Rn
(
1 + |z |)U(z, s) dz] ds
+
e−τ
a
(
(1− αn) τ
)1+n2
ˆ αnτ
0
e
4−n
2 s
[ ∥∥∥U − U (1)∥∥∥
1
(s) sup
z∈Rn
(
1 + |z |) ∣∣∣∇V (1)∣∣∣ (z, s)] ds
≤ C e
−τ
a
(
(1− αn)τ
)1+n2
ˆ αnτ
0
e(
3−n
2 −βn)sds ≤ C e−τ , for all τ ≥ 1. (4.67)
The estimates (4.66) and (4.67) then yield∥∥U2,4∥∥∞ ≤ C e−τ , for all τ ≥ 1 and n ≥ 3. (4.68)
We can also integrate the left-hand side of (4.66) and (4.67) with respect to the ξ variable. By Fubini’s
theorem and similar estimates as in (4.66)–(4.67), it turns out∥∥U2,4∥∥1 ≤ Ce−τ , for all τ ≥ 1 and n ≥ 3. (4.69)
In light of (4.59)–(4.64) and (4.68)–(4.69), the proof is completed.
5 Long-time stability: 2D case
This section is devoted to studying the long-time behavior of global mild solutions to (1.3). Our main
result is
Proposition 5.1. Suppose that u is a non-negative classical global mild solution to (1.3). If there is a
constant K > 0 so that
[u]∞ := (1 + t)
∥∥u (·, t)∥∥∞ ≤ K, for all t > 0, (5.1)
then the total mass M of u satisfies M ∈ [0, 8π). Moreover, it holds
lim
t!∞
t1−
1
p
∥∥∥∥u(·, t)− 1t GM
( ·√
t
)∥∥∥∥
p
= 0, for any 1 ≤ p ≤ ∞. (5.2)
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The function GM in (5.2) is a strictly positive function with the total mass M . Among all non-negative
functions with the total mass M , it is the unique stationary solution to the following equation with finite
free energy:
∂τU +∇ξ ·
(
U∇ξE2 ∗ U
)
= L2U on R
2+1
+ , where L2 := ∆ξ +
1
2
ξ · ∇ξ + 1. (5.3)
The free energy associated with (5.3) is given in (1.9).
The proof of 2⇒ 3 in Theorem 1.1 follows easily from Proposition 5.1.
5.1 Strong L1-compactness of
{
U (·, τ) } as τ !∞
Similarly as in the higher dimensional case, to prove Proposition 5.1, we need to study the strong L1-
compactness of the flow
{
U (·, τ) } as τ !∞.
Lemma 5.2. Let n = 2 and suppose that U is given in (1.18) with u ≥ 0 a classical global mild solution
to (1.3). If U satisfies (4.3)–(4.4), then for any ǫ > 0, there is positive radius rǫ depending on ǫ, [u]∞ and
M such that
sup
τ >0
ˆ
B
c
rǫ
U (ξ, τ) dξ ≤ ǫ. (5.4)
As a consequence, for any sequence
{
τk
}
which diverges to ∞ as k ! ∞, there is a subsequence, still
denoted by
{
τk
}
, such that
{
U (·, τk)
}
converges strongly in L1 as k !∞.
Proof. We still use the decomposition U = U1+U2 given in (4.6)–(4.7). Here n = 2 and f2 ≡ 1. Moreover,
the function U1 satisfies (4.10) as well in the current proof. Letting R > Rǫ, where Rǫ is given in (4.10),
we can define τ0(R) as follows:
τ0 (R) := sup
{
T > 0 :
ˆ
B
c
R
U (ξ, τ) dξ < ǫ, for all τ ∈ [0, T ]
}
. (5.5)
The τ0(R) must be positive or ∞. In the next, we prove τ0 (R) = ∞, provided that ǫ is small and R is
large. The smallness of ǫ depends on M and [u]∞, while the largeness of R depends on ǫ, M and [u]∞.
To be simple, we use τ0 to denote τ0(R). Suppose that τ0 <∞. Then at τ0, it holds
ˆ
B
c
R
∣∣U2 (ξ, τ0) ∣∣ dξ . I, (5.6)
where the term I is defined as follows:
I :=
ˆ
B
c
R
dξ
ˆ τ0
0
e−
τ0−s
2
a (τ0 − s)2
ds
ˆ
R2
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4a(τ0−s) dη.
The main part of the proof is to estimate I.
Step 1. For any ǫ > 0, there exists a unique tǫ > 0 so that
M
3
2 [u ]
1
2∞
ˆ log(1+tǫ)
0
ds√
a(s)
= ǫ2. (5.7)
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The function a(s) is defined in (4.5). By Fubini’s theorem, (2.1) and (4.3)–(4.4), it turns out
I ≤
ˆ
R2
dξ
ˆ τ0
0
ds
ˆ
R2
U (η, s)
a (τ0 − s)2
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣ξ−e− τ0−s2 η ∣∣2
4a(τ0−s) dη
.
ˆ τ0
0
ds
ˆ
R2
U (η, s)
a (τ0 − s)
1
2
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη
. M
3
2 [u ]
1
2∞
ˆ τ0
0
ds
a (τ0 − s)
1
2
≤ M 32 [u ]
1
2∞
ˆ log(1+tǫ)
0
ds√
a(s)
= ǫ2, if τ0 ≤ log (1 + tǫ). (5.8)
Now we assume τ0 > log (1 + tǫ) and split the integral I into
I = I1 + I2. (5.9)
Here, I1 represents the following integral:
ˆ
B
c
R
dξ
ˆ τ0
τ0−log(1+tǫ)
e−
τ0−s
2
a (τ0 − s)2
ds
ˆ
R2
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4a(τ0−s) dη.
By using the same derivations for (5.8), I1 can be estimated by
I1 ≤
ˆ
R2
dξ
ˆ τ0
τ0−log(1+tǫ)
ds
ˆ
R2
U (η, s)
a (τ0 − s)2
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4a(τ0−s) dη
.
ˆ τ0
τ0−log(1+tǫ)
ds
ˆ
R2
U (η, s)
a (τ0 − s)
1
2
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη
. M
3
2 [u ]
1
2∞
ˆ τ0
τ0−log(1+tǫ)
ds
a (τ0 − s)
1
2
= M
3
2 [u ]
1
2∞
ˆ log(1+tǫ)
0
ds√
a(s)
= ǫ2. (5.10)
The last equality in (5.10) holds by (5.7).
Step 2. As for the estimate of I2 in (5.9), we introduce another positive radius
R1,ǫ :=M [u ]
− 12∞ ǫ−
1
2 . (5.11)
With R1,ǫ, we split the integral
I2 =
ˆ
B
c
R
dξ
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)2
ds
ˆ
R2
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4a(τ0−s) dη
into
I2 = I2,1 + I2,2, (5.12)
where I2,1 represents the integral given as follows:
ˆ
B
c
R
dξ
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)2
ds
ˆ
B
c
R+R1,ǫ
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) ∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣ξ−e− τ0−s2 η ∣∣2
4a(τ0−s) dη.
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By Ho¨lder’s inequality and (4.3)–(4.4),∣∣∣∇ηE2 ∗ U ∣∣∣ (η, τ) . ˆ
BR1,ǫ (η)
U (ξ, τ)∣∣η − ξ ∣∣ dξ +
ˆ
B
c
R1,ǫ
(η)
U (ξ, τ)∣∣η − ξ ∣∣ dξ
.
∥∥U (·, τ) ∥∥
3;BR1,ǫ (η)
∥∥∥∣∣η − · ∣∣−1∥∥∥
3
2 ;BR1,ǫ (η)
+
∥∥U (·, τ) ∥∥ 3
2 ;B
c
R1,ǫ
(η)
∥∥∥∣∣η − · ∣∣−1∥∥∥
3;B
c
R1,ǫ
(η)
. R
1
3
1,ǫ
∥∥U (·, τ) ∥∥ 23∞∥∥U (·, τ) ∥∥ 131;BR1,ǫ (η) +R− 131,ǫ ∥∥U (·, τ)∥∥ 13∞∥∥U (·, τ) ∥∥ 231
. R
1
3
1,ǫ [u ]
2
3∞
∥∥U (·, τ) ∥∥ 13
1;BR1,ǫ (η)
+R
− 13
1,ǫ M
2
3 [u ]
1
3∞. (5.13)
Using triangle inequality, we have BR1,ǫ(η) ⊂ B
c
R, for all η ∈ B
c
R+R1,ǫ . In light of the definition of τ0 in
(5.5), it then follows
∥∥U (·, τ) ∥∥
1;BR1,ǫ (η)
≤
ˆ
B
c
R
U (ξ, τ) dξ ≤ ǫ, for any η ∈ BcR+R1,ǫ and τ ≤ τ0.
Applying the last estimate to (5.13) and recalling the definition of R1,ǫ in (5.11), we obtain∣∣∣∇ηE2 ∗ U ∣∣∣ (η, τ) . M 13 [u ] 12∞ ǫ 16 , for any η ∈ BcR+R1,ǫ and τ ≤ τ0. (5.14)
By Fubini’s theorem and (5.14), the I2,1 given at the beginning of this step can be estimated as follows:
I2,1 .
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)
1
2
ds
ˆ
B
c
R+R1,ǫ
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη
. M
1
3 [u ]
1
2∞ ǫ
1
6
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)
1
2
ds
ˆ
B
c
R+R1,ǫ
U (η, s) dη
. M
1
3 [u ]
1
2∞ ǫ
7
6 . (5.15)
In the last estimate of (5.15), we also have used (5.5) so that
ˆ
B
c
R+R1,ǫ
U (η, s) dη ≤
ˆ
B
c
R
U (η, s) dη ≤ ǫ for all s ≤ τ0.
Step 3. Given tǫ and R1,ǫ (see (5.7) and (5.11)), we can take R2,ǫ > Rǫ sufficiently large such that
σǫ := 1−
(
1 + tǫ
)− 12 (1 + R1,ǫ
R2,ǫ
)
> 0 and σǫR2,ǫ ≥
√
2. (5.16)
Hence for any ξ ∈ BcR, η ∈ BR+R1,ǫ and s ≤ τ0 − log (1 + tǫ), it satisfies∣∣∣ξ − e− τ0−s2 η∣∣∣ ≥ |ξ | − (1 + tǫ)− 12 |η| ≥ |ξ | − (1 + tǫ)− 12 (R+R1,ǫ)
= |ξ | −R(1 + tǫ)− 12 (1 + R1,ǫ
R
)
≥ |ξ |
(
1− (1 + tǫ)− 12 (1 + R1,ǫ
R
))
≥ σǫ |ξ | ≥ σǫR2,ǫ ≥
√
2, for all R ≥ R2,ǫ. (5.17)
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Since the function re−
r2
4 is monotonically decreasing on
[√
2,∞), (5.17) then yields
∣∣∣ξ − e− τ0−s2 η ∣∣∣ e−
∣∣
ξ−e−
τ0−s
2 η
∣∣2
4a(τ0−s) ≤ σǫ |ξ |e−
σ2ǫ |ξ|2
4a(τ0−s) ,
for any R ≥ R2,ǫ, ξ ∈ BcR, η ∈ BR+R1,ǫ and s ≤ τ0 − log (1 + tǫ).
By the last estimate, (4.3)–(4.4), (2.1) and Fubini’s theorem, for all R ≥ R2,ǫ, the term I2,2 in (5.12) can
be estimated as follows:
I2,2 . σǫ
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)2
ds
ˆ
BR+R1,ǫ
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη ˆ
B
c
R
|ξ |e−
σ2ǫ |ξ|2
4a(τ0−s) dξ
= σǫ
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)
1
2
ds
ˆ
BR+R1,ǫ
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη ˆ
B
c
Ra(τ0−s)
− 1
2
|ξ |e− σ
2
ǫ |ξ|2
4 dξ
. σǫM
3
2 [u ]
1
2∞
ˆ
B
c
R
|ξ |e− σ
2
ǫ |ξ|2
4 dξ
ˆ τ0−log(1+tǫ)
0
e−
τ0−s
2
a (τ0 − s)
1
2
ds
. σǫM
3
2 [u ]
1
2∞
ˆ
B
c
R
|ξ |e− σ
2
ǫ |ξ|2
4 dξ −! 0 as R!∞. (5.18)
Step 4. In light of (5.8), it follows I . ǫ2, provided that τ0 ≤ log (1 + tǫ). If τ0 > log (1 + tǫ), then by
(5.10), (5.15), (5.18), (5.9), (5.12) and (5.6), there are ǫ sufficiently small and rǫ > Rǫ sufficiently large so
that ˆ
B
c
rǫ
∣∣U2 (ξ, τ0) ∣∣ ≤ ǫ
4
.
Here the smallness of ǫ depends on M and [u]∞, while the largeness of rǫ depends on M , [u]∞ and ǫ.
Recalling (4.10), the decomposition (4.6) and the last estimate for U2, in any case, we have
ˆ
B
c
rǫ
U (ξ, τ0) dξ <
3
4
ǫ.
However, the above estimate leads a contradiction to the definition of τ0 = τ0(rǫ). Therefore τ0(rǫ) = ∞.
(5.4) then follows.
Step 5. Similarly as in the higher dimensional case, for any sequence
{
τk
}
with τk ! ∞ as k ! ∞, we
can extract a subsequence, still denoted by
{
τk
}
so that (4.16) holds for n = 2. The strong L1-compactness
result in this lemma then follows by (4.16) and (5.4).
5.2 Limiting flow
Let
{
τk
}
be a fixed sequence which diverges to ∞ as k !∞. By the same derivations for (4.15), it holds∥∥U ∥∥
C0,
1
4
(
P√2R
(
0,τk+R2
)) ≤ C, provided that k is large. (5.19)
Here the constant C depends on R, M and [u]∞. If we define
Uk (ξ, τ) := U (ξ, τk + τ) , (5.20)
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then the Ho¨lder-norm boundedness in (5.19) induces∥∥Uk∥∥
C0,
1
4 (QR)
≤ C, provided that k is large. (5.21)
By Arzela`-Ascoli theorem and a diagonal argument, we can extract a subsequence, still denoted by
{
τk
}
,
so that for some non-negative function U⋆ on R
2+1, it holds
Uk −! U⋆ in L
∞
loc
(
R
2+1
)
, as k !∞. (5.22)
In light of the strong L1-compactness in Lemma 5.2 and the uniform boundedness of U in (4.3), the
convergence in (5.22) infers
Uk (·, τ) −! U⋆ (·, τ) strongly in Lp, for all τ ∈ R and p ∈ [1,∞). (5.23)
Moreover, the limiting flow U⋆ satisfies∥∥U⋆(·, τ)∥∥1 =M and ∥∥U⋆(·, τ)∥∥∞ ≤ [u ]∞, for all τ ∈ R. (5.24)
As for the convergence of ∇ξE2 ∗ Uk, by the standard potential estimate and (5.23), we have
∇ξE2 ∗ Uk −! ∇ξE2 ∗ U⋆, pointwisely on R2+1 as k !∞. (5.25)
With the previous arguments, the following lemma holds for U⋆:
Lemma 5.3. The limiting flow U⋆ satisfies the integral equation:
U⋆ (ξ, τ) =
M
4π
e−
|ξ|2
4 +
1
4π
ˆ τ
−∞
ds
a (τ − s)
ˆ
R2
U⋆ (η, s)∇ηE2 ∗ U⋆
∣∣∣∣
(η,s)
· ∇η e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη. (5.26)
Proof. Using the decomposition of U in (4.6), for any τ ∈ R, it holds
Uk (ξ, τ) = U1 (ξ, τk + τ) + U2 (ξ, τk + τ) . (5.27)
By Lebesgue’s dominated convergence theorem,
U1 (ξ, τk + τ) −!
1
4π
ˆ
R2
U0 (η) e
− |ξ|24 dη =
M
4π
e−
|ξ|2
4 as k !∞. (5.28)
Now we fix
(
τ, l
) ∈ R× R+ arbitrarily and decompose U2 (ξ, τk + τ) into
U2 (ξ, τk + τ) =
1
4π
(
U2,1 (ξ, τ) + U2,2 (ξ, τ)
)
, (5.29)
where
U2,1 :=
ˆ τk+τ−l
0
ds
a (τk + τ − s)
ˆ
R2
U (η, s)∇ηE2 ∗ U
∣∣∣
(η,s)
· ∇η e−
∣∣
ξ−e−
τk+τ−s
2 η
∣∣2
4a(τk+τ−s) dη.
Utilizing (2.1) and (4.3)–(4.4), we can take k sufficiently large and estimate U2,1 pointwisely as follows:
∣∣U2,1 (ξ, τ) ∣∣ . ˆ τk+τ−l
0
e−
τk+τ−s
2
a (τk + τ − s)
3
2
ds
ˆ
R2
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη
.M, [u ]∞
ˆ τk+τ−l
0
e−
τk+τ−s
2
a (τk + τ − s)
3
2
ds
= 2
ˆ e− l2
e−
τk+τ
2
dt
(1− t2) 32
.
ˆ e− l2
0
dt
(1− t2) 32
. (5.30)
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As for U2,2, it satisfies
U2,2 =
ˆ τ
τ−l
ds
a (τ − s)
ˆ
R2
Uk (η, s)∇ηE2 ∗ Uk
∣∣∣∣
(η,s)
· ∇η e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη.
Fubini’s theorem then induces
ˆ
R2
∣∣∣∣∣∣U2,2 −
ˆ τ
τ−l
ds
a (τ − s)
ˆ
R2
U⋆ (η, s)∇ηE2 ∗ U⋆
∣∣∣∣
(η,s)
· ∇η e−
∣∣ξ−e− τ−s2 η ∣∣2
4a(τ−s) dη
∣∣∣∣∣∣ dξ
.
ˆ τ
τ−l
e−
τ−s
2
a (τ − s) 12
ds
ˆ
R2
∣∣∣Uk (·, s)− U⋆ (·, s) ∣∣∣ ∣∣∣∇E2 ∗ Uk ∣∣∣ (·, s)
+
ˆ τ
τ−l
e−
τ−s
2
a (τ − s) 12
ds
ˆ
R2
∣∣∣U⋆ (·, s) ∣∣∣ ∣∣∣∇E2 ∗ Uk −∇E2 ∗ U⋆ ∣∣∣ (·, s) .
Utilizing (5.23)–(5.25), (2.1) and (4.3)–(4.4), we can apply Lebesgue’s dominated convergence theorem to
the right-hand side above and infer
ˆ
R2
∣∣∣∣∣∣U2,2 −
ˆ τ
τ−l
ds
a (τ − s)
ˆ
R2
U⋆ (η, s)∇ηE2 ∗ U⋆
∣∣∣
(η,s)
· ∇η e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη
∣∣∣∣∣∣ dξ −! 0, as k !∞.
Recalling (5.29), (5.30) and the last convergence, we can take k !∞ and l!∞ successively. Hence
U2 (ξ, τk + τ)
k!∞
−−−−!
1
4π
ˆ τ
−∞
ds
a (τ − s)
ˆ
R2
U⋆ (η, s)∇ηE2 ∗ U⋆
∣∣∣
(η,s)
· ∇η e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη,
for all τ ∈ R and a.e. ξ ∈ R2. In light of (5.28), the last convergence and (5.22), the proof is completed by
taking k !∞ in (5.27).
Associated with the flow
{
U⋆ (·, τ)
}
, we define
u⋆(x, t) =
1
t
U⋆
(
x√
t
, log t
)
, for any x ∈ R2 and t > 0. (5.31)
(5.24) then implies ∥∥u⋆(·, t)∥∥1 =M and ∥∥u⋆(·, t)∥∥∞ ≤ [u ]∞t , for any t > 0. (5.32)
Lemma 5.4. The u⋆ defined in (5.31) is a global mild solution to (1.3) on R
2+1
+ . Moreover,
u⋆(·, t) ∗−⇀Mδ0 as t! 0+. (5.33)
Here δ0 is the Dirac measure concentrated at 0.
Proof. By (5.31), the equation (5.26) can be equivalently written as follows:
u⋆(x, t) =
M
4πt
e−
|x|2
4t +
1
4π
ˆ t
0
ds
t− s
ˆ
R2
u⋆(z, s)∇E2 ∗ u⋆
∣∣∣∣
(z,s)
· ∇z e−
|x−z|2
4(t−s) dz. (5.34)
Since for all t > 0, the total mass of u⋆ (·, t) is M , this equality infers
ˆ
R2
dx
ˆ t
0
ds
t− s
ˆ
R2
u⋆(z, s)∇E2 ∗ u⋆
∣∣∣∣
(z,s)
· ∇z e−
|x−z|2
4(t−s) dz = 0, for all t > 0.
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Given ϕ a smooth function compactly supported on R2, the last equality yields
II :=
ˆ
R2
ϕ (x) dx
ˆ t
0
ds
t− s
ˆ
R2
u⋆(z, s)∇E2 ∗ u⋆
∣∣∣∣
(z,s)
· ∇z e−
|x−z|2
4(t−s) dz
=
ˆ
R2
(
ϕ(x) − ϕ(0)) dxˆ t
0
ds
t− s
ˆ
R2
u⋆(z, s)∇E2 ∗ u⋆
∣∣∣∣
(z,s)
· ∇z e−
|x−z|2
4(t−s) dz. (5.35)
Using (5.32), (2.1) and change of variables, we have
∣∣II ∣∣ .M, [u ]∞ ˆ
R2
∣∣ϕ(x)− ϕ(0)∣∣ dxˆ t
0
ds
(t− s)2 s 12
ˆ
R2
u⋆(z, s)
∣∣x− z∣∣e− |x−z|24(t−s) dz (5.36)
=
ˆ
R2
|y |e− |y|
2
4 dy
ˆ t
0
ds
(t− s) 12 s 12
ˆ
R2
u⋆(z, s)
∣∣∣ϕ(z + (t− s) 12 y)− ϕ(0)∣∣∣ dz
=
ˆ
R2
|y |e− |y|
2
4 dy
ˆ 1
0
dτ
(1− τ) 12 τ 12
ˆ
R2
1
τ
U⋆
(
z′√
τ
, log (tτ)
) ∣∣∣ϕ(t 12 z′ + (t− tτ) 12 y)− ϕ(0)∣∣∣ dz′.
The last equality in (5.36) has used (5.31). In light of (5.4) in Lemma 5.2, for any ǫ > 0, there is a rǫ
sufficiently large so that
ˆ
B
c
rǫ
U (ξ, τk + τ) dξ ≤ ǫ, for all τ ∈ R and k sufficiently large.
Recall (5.20) and (5.22). We then can take k !∞ in the above estimate. By Fatou’s lemma, it turns out
ˆ
B
c
rǫ
U⋆ (ξ, τ) dξ ≤ ǫ, for all τ ∈ R. (5.37)
Meanwhile, we can also take rǫ sufficiently large so that
ˆ
B
c
rǫ
|y |e− |y|
2
4 dy ≤ ǫ. (5.38)
Now we start estimating the last integral on the right-hand side of (5.36). Firstly, it holds by (5.38) that
ˆ
B
c
rǫ
|y |e− |y|
2
4 dy
ˆ 1
0
dτ
(1− τ) 12 τ 12
ˆ
R2
1
τ
U⋆
(
z′√
τ
, log (tτ)
) ∣∣∣ϕ(t 12 z′ + (t− tτ) 12 y)− ϕ(0)∣∣∣ dz′
. M ‖ϕ‖∞
ˆ
B
c
rǫ
|y |e− |y|
2
4 dy ≤M ‖ϕ‖∞ ǫ. (5.39)
Moreover, by (5.37), we can infer
ˆ
Brǫ
|y |e− |y|
2
4 dy
ˆ 1
0
dτ
(1− τ) 12 τ 12
ˆ
B
c
rǫ
1
τ
U⋆
(
z′√
τ
, log (tτ)
) ∣∣∣ϕ(t 12 z′ + (t− tτ) 12 y)− ϕ(0)∣∣∣ dz′
. ‖ϕ‖∞ sup
τ ′∈R
ˆ 1
0
dτ
(1− τ) 12 τ 12
ˆ
B
c
rǫτ
−1/2
U⋆ (·, τ ′)
. ‖ϕ‖∞ sup
τ ′∈R
ˆ
B
c
rǫ
U⋆ (·, τ ′) ≤ ‖ϕ‖∞ ǫ. (5.40)
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By the above arguments, we can localize the spatial integration domains in the last integral of (5.36) on
the ball Brǫ . By taking t! 0, it satisfiesˆ
Brǫ
|y |e− |y|
2
4 dy
ˆ 1
0
dτ
(1− τ) 12 τ 12
ˆ
Brǫ
1
τ
U⋆
(
z′√
τ
, log (tτ)
) ∣∣∣ϕ(t 12 z′ + (t− tτ) 12 y)− ϕ(0)∣∣∣ dz′
. M
ˆ 1
0
dτ
(1− τ) 12 τ 12
sup
(y,z′)∈Brǫ×Brǫ
∣∣∣ϕ(t 12 z′ + (t− tτ) 12 y)− ϕ(0)∣∣∣ −! 0, as t! 0.
Applying the last estimate in conjunction with (5.39)–(5.40) to (5.36) then yields
II =
ˆ
R2
ϕ (x) dx
ˆ t
0
ds
t− s
ˆ
R2
u⋆(z, s)∇E2 ∗ u⋆
∣∣∣∣
(z,s)
· ∇z e−
|x−z|2
4(t−s) dz −! 0, as t! 0.
By (5.34) and the above convergence, (5.33) holds.
5.3 Proof of Proposition 5.1
In this section, we finish the proof of Proposition 5.1. Notice that Proposition 5.1 contains two parts. The
first part is that M < 8π, where M is the total mass of the global mild solution u. The second part is the
long-time asymptotics of u. We discuss these two parts seperately in the following two lemmas.
Lemma 5.5. The total mass M of u⋆ satisfies M < 8π. Here u⋆ is the limiting flow obtained in Sect.5.2.
Proof. Since u⋆ is a global mild solution to (1.3) with ‖u⋆(·, t)‖1 =M , we have M ≤ 8π. See [51]. In the
remainder of the proof, we show M 6= 8π.
Let η be a smooth radial function compactly supported on B2. Moreover, 0 ≤ η ≤ 1 on R2 and
equivalently equals to 1 on B1. Fixing an arbitrary R > 0, we define
ηR(x) := η
( x
R
)
and η∗R(x) := ηR(x) |x|2, for any x ∈ R2.
By multiplying η∗R on both sides of (1.3) (here u = u⋆) and integrating over R
2, it turns out
d
dt
ˆ
R2
u⋆ η
∗
R =
ˆ
R2
u⋆∆η
∗
R −
1
4π
ˆ
R2
(∇η∗R(x)−∇η∗R(y)) · (x− y)
|x− y|2 u⋆(x, t)u⋆(y, t) dxdy. (5.41)
The L∞-norms of the second-order partial derivatives of η∗R are uniformly bounded from above by constants
independent of R. Therefore,
d
dt
ˆ
R2
u⋆ η
∗
R . M +M
2.
For any 0 < t0 < t, we integrate the above ODE inequality over the interval [t0, t]. It followsˆ
R2
u⋆(x, t)η
∗
R(x)dx ≤
ˆ
R2
u⋆(x, t0)η
∗
R(x)dx + C
(
M +M2
)
t.
Utilizing (5.33), we can take t0 ! 0 and R!∞ successively in the above estimate and obtainˆ
R2
u⋆(x, t) |x|2 dx ≤ C
(
M +M2
)
t. (5.42)
Here we have also used η∗R(0) = 0.
In light of (5.42), the second moment of u⋆ is finite for any t > 0. Suppose that M = 8π. Then the
second moment of u⋆(·, t) must be a constant independent of t > 0. Therefore, the left-hand side of (5.42)
is a constant. By taking t! 0, the right-hand side of (5.42) converges to 0. Hence, the second moment of
u⋆ (also u⋆ itself) must be 0 for all t > 0. But this is impossible since the total mass of u⋆ equals to 8π at
any t > 0. The proof is completed.
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Note that u⋆ is a global mild solution to (1.3) with the initial data Mδ0. In addition, M < 8π by
Lemma 5.5. Using the uniqueness result in Theorem 2 of [3], we conclude that
u⋆(x, t) =
1
t
GM
(
x√
t
)
on R2+1+ ,
where GM is the unique stationary solution to (5.3) with the total mass M and a finite free energy. Since
the sequence
{
τk
}
is arbitrary, the ω-limit set of
{
U (·, τ)} contains only one element. More precisely, it
equals to
{
GM
}
. Therefore, the strong L1-compactness result in Lemma 5.2 yields
lim
τ!∞
∥∥U(·, τ) −GM∥∥1 = 0.
This convergence shows the p = 1 case in (5.2). We are left to prove
Lemma 5.6. Suppose that u satisfies the assumptions in Proposition 5.1. U is the self-similar represen-
tation of u given in (1.18). Then we have
lim
k!∞
∥∥U(·, τ) −GM ∥∥∞ = 0.
The last convergence and (1.18) yield the p =∞ case in (5.2).
By this lemma and an interpolation argument, (5.2) holds for general p ∈ (1,∞).
Proof of Lemma 5.6. We still use the decomposition U = U1 + U2 in (4.6). For any τ ≥ 1, R > 0 and
ξ ∈ BcR, the function U1 can be estimated by
U1(ξ, τ) .
ˆ
R2
U0 (η) e
−
∣∣ξ−e− τ2 η∣∣2
4 dη =
ˆ
BR/2
U0 (η) e
−
∣∣ξ−e− τ2 η∣∣2
4 dη +
ˆ
B
c
R/2
U0 (η) e
−
∣∣ξ−e− τ2 η∣∣2
4 dη
≤
ˆ
BR/2
U0 (η) e
− |ξ|216 dη +
ˆ
B
c
R/2
U0 (η) dη ≤ Me−R
2
16 +
ˆ
B
c
R/2
U0 (η) dη.
By taking supreme over ξ ∈ BcR and τ ∈ [1,∞), the last estimate infers∥∥U1∥∥∞;BcR×[1,∞) −! 0 as R!∞. (5.43)
Now we estimate U2. For any ξ ∈ R2, τ ≥ 1 and 0 < σ < τ , by (4.3)–(4.4) and (2.1), it holds∣∣∣∣∣∣
ˆ τ
τ−σ
ˆ
R2
e−
τ−s
2
a (τ − s)2 U (η, s)∇ηE2 ∗ U
∣∣∣∣
(η,s)
·
(
ξ − e− τ−s2 η
)
e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη ds
∣∣∣∣∣∣
.M, [u ]∞
ˆ τ
τ−σ
e
τ−s
2
a (τ − s) 12
ds = 2
(
eσ − 1) 12 .
Hence, for any given ǫ > 0, there is σǫ > 0 sufficiently small such that∥∥∥∥∥∥
ˆ τ
τ−σǫ
ˆ
R2
e−
τ−s
2
a (τ − s)2 U (η, s)∇ηE2 ∗ U
∣∣∣∣
(η,s)
·
(
ξ − e− τ−s2 η
)
e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη ds
∥∥∥∥∥∥
∞;R2×[1,∞)
< ǫ. (5.44)
In the next, we assume that R > 2
√
2. For any ξ ∈ BcR, η ∈ BR/2 and s < τ , it holds∣∣∣ξ − e− τ−s2 η ∣∣∣
a(τ − s) 12 ≥
|ξ |
2
>
√
2.
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Since the function re−
r2
4 is monotonically decreasing on
[√
2,∞), the last estimate yields∣∣∣∣∣∣
ˆ τ−σǫ
0
ˆ
BR/2
e−
τ−s
2
a (τ − s)2 U (η, s)∇ηE2 ∗ U
∣∣∣∣
(η,s)
·
(
ξ − e− τ−s2 η
)
e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη ds
∣∣∣∣∣∣
≤ |ξ |e− |ξ|
2
16
ˆ τ−σǫ
0
ˆ
BR/2
e−
τ−s
2
a (τ − s) 32
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη ds
. a(σǫ)
− 32M
3
2 [u ]
1
2∞Re−
R2
16 < ǫ, provided that R is sufficiently large. (5.45)
Moreover, still using (2.1), we obtain∣∣∣∣∣∣
ˆ τ−σǫ
0
ˆ
B
c
R/2
e−
τ−s
2
a (τ − s)2 U (η, s)∇ηE2 ∗ U
∣∣∣∣
(η,s)
·
(
ξ − e− τ−s2 η
)
e−
∣∣
ξ−e−
τ−s
2 η
∣∣2
4a(τ−s) dη ds
∣∣∣∣∣∣
.
ˆ τ−σǫ
0
ˆ
B
c
R/2
e−
τ−s
2
a (τ − s) 32
U (η, s)
∣∣∣∇ηE2 ∗ U ∣∣∣ (η, s) dη ds
. a(σǫ)
− 32M
1
2 [u ]
1
2∞
ˆ τ−σǫ
0
e−
τ−s
2 ds
ˆ
B
c
R/2
U (η, s) dη.
If we take R sufficiently large so that R > 2rǫ (here rǫ is given in (5.4)), then the last estimate can be
reduced to∣∣∣∣∣∣
ˆ τ−σǫ
0
ˆ
B
c
R/2
e−
τ−s
2
a (τ − s)2 U (η, s)∇ηE2 ∗ U
∣∣∣∣
(η,s)
·
(
ξ − e− τ−s2 η
)
e−
∣∣ξ−e− τ−s2 η ∣∣2
4a(τ−s) dη ds
∣∣∣∣∣∣ .
(
M [u ]∞
a(σǫ)3
) 1
2
ǫ.
Combining (5.43), (5.44), (5.45) and the last estimate, we get∥∥U ∥∥∞;BcR×[1,∞) −! 0, as R!∞.
The proof of this lemma is completed by the last convergence and (4.16). Notice that here for any
{
τk
}
which diverges to ∞ as k ! ∞, the sequence of functions {U (·, τk)} converges locally uniformly to GM
as k !∞.
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