In this paper we prove the existence of a solution for reflected BSDE's whose coefficient is of quadratic growth in z and of linear growth in y, with an unbounded terminal value.
Introduction
In this paper we are interested with the following real valued reflected backward stochastic differential equations (RBSDE's in short) with one continuous barrier
where (B t ) is a standard Brownian motion. In our setting the coefficient, namely f , is of quadratic growth in z and of linear growth in y.
In 1996, El Karoui et al. [4] first introduced this kind of equations and proved the existence and uniqueness of the solution under a Lipschitz condition in y and z. Then in 1997 Matoussi [11] studied the case when f is of linear growth in y and z. When the terminal value ξ is square integrable he proved the existence of a maximal and a minimal solution. Later RBSDE's, whose coefficients are quadratic growth in z, have been studied by Kobylanski, Lepeltier, Quenez, Torres in [7] , but they required the terminal value ξ is bounded.
In an interesting paper, Briand and Hu [2] relaxed the boundness of ξ for non reflected BSDE's whose coefficients is quadratic growth in z. In this work we use a similar approach in the case of RBSDE's, with the help of existence results contained in [7] .
The next section is devoted to the assumptions and the claim of the main result theorem 2.1. The third section gives some estimation results which are important to establish the proof of theorem 2.1 in section 4. Then section 5 is devoted to get an extension to the case that f is superlinear in y. Finally in section 6 (Appendix) we study the existence, uniqueness and characterization of the solution for backward ordinary differential equations with one lower continuous barrier, which is a key point in the technics used in section 3.
Assumptions and Main result
Let (Ω, F , P ) be a complete probability space, and (B t ) 0≤t≤T = (B ′ 0≤t≤T be a d-dimensional Brownian motion defined on a finite interval [0, T ], 0 < T < +∞. Denote by {F t ; 0 ≤ t ≤ T } the standard filtration generated by the Brownian motion B, i.e. F t is the completion of F t = σ{B s ; 0 ≤ s ≤ t}, with respect to (F , P ). We denote by P the σ-algebra of predictable sets on [0, T ] × Ω. We shall need the following spaces:
S ∞ (0, T ) denotes the set of predictable bounded processes. In this paper, we work under the following assumptions:
is linear increasing in y and quadratic growth in z: there exists α, β ≥ 0, γ > 0, satisfying α ≥ β γ , such that for
Assumption 2.3. a barrier L, which is a bounded continuous process, with L T ≤ ξ, and for ∀t ∈ [0, T ], |L t | ≤ a t , where a t is a deterministic and continuous process.
For the terminal condition, we propose another stronger assumption: 
Moreover if assumption 2.4 holds, then
Z ∈ H 2 d (0, T ).
Estimation results
To prove theorem 2.1, we need prove an estimation result. Define
Lemma 3.1. Let assumption 2.1 hold and ξ be a bounded
Here the mapping
is the unique solution of following reflected backward ordinary differential equation,
with
Proof. Consider the change of variable
It is easy to check that (Y, Z, K) is a solution of the RBSDE(ξ, f, L) if and only if (P, Q, J) is a solution of the RBSDE(e γξ , F, e γLt ), where
i.e. the triplet (P t , Q t , J t ) 0≤t≤T satisfies
Then in order to get the integral property of Y , it is sufficient to study the integrability of the process P . First P t ≥ e γLt , then it remains to find out an upper bound of P . We define the mapping θ t (·) : R → L 2 γ (R), for x ∈ R, θ t (x) with an increasing process k t (x), is a unique solution of the reflected BODE with coefficient H, deterministic barrier e γat , and terminal condition e γx ∈ R, satisfying x ≥ a T ; i.e. (2) is satisfied. Thanks to theorem 6.2 in the Appendix, we know that θ t (x) exists and can be written in the following forms For a bounded F T -measurable random variable ξ, we get
which is also an F T -measurable random variable. Since
for any stopping time τ , such that t ≤ τ ≤ T , we have
where T t,T is the set of the stopping times valued in
Set Φ t (ξ) equal to the right side; by the optimal stopping problem, we know that there
. From assumption 2.1, it follows that the function H is convex, increasing in p. And
Since ξ is a bounded F T -measurable random variable, it follows that Φ t (ξ) and P t are bounded. Since H(p) is locally Lipschitz, we can apply the trajectory comparison theorem for these RBSDEs, and get for t ∈ [0, T ],
Lemma 3.2. Let assumptions 2.1 and 2.3 hold, and ξ be a F
Proof. Obviously Y t ≥ L t . For the right side, consider the RBSDE(ξ ∨ a T , f, a); since a is a bounded continuous process, by [7] , it admits a maximal solution ( 
Remember that
4 The proof of theorem 2.1
Now we can prove our main result. Before beginning the proof, we present a monotone stability theorem, which is proved in theorem 4 of [7] . 
and there exists a function l 1 of the form l 1 (y) = a 1 (1 + |y|), with a 1 > 0, and a constant A, such that for each p,
(c) the sequence (g p ) converge increasingly (resp. decreasingly) to g locally uniformly on Proof of theorem 2.1: By remark 2.1, we know that ξ has a lower bound. So we only need to consider the approximation of the upper side. For n ≥ a T , we set ξ n := ξ ∧ n. It is known from [7] that there exists a maximal bounded solution (Y n , Z n , K n ) to the RBSDE(ξ n , f, L),
By the comparison theorem under superlinear condition in the Appendix of [13] , it follows that for t
in view of the dominated convergence theorem and assumption 2.2. So Y ∈ S 2 (0, T ) and
. Let us introduce the following stopping times 
Since Y m and K m are continuous, and P − a.s. τ m = T for m large enough , so Y and K are continuous on [0, T ]. We define Z on [0, T ) by setting 
Since
with τ m ր T , as m → ∞, we deduce that (Y t − L t )dK t = 0, P -a.s.. To complete the proof, we need to prove that under the assumption 2.4 the process Z is in
So under the assumption 2.4, we get,
For n ≥ 1, let σ n be the following stopping time:
and consider the following function
By Itô's formula applied to v(|Y t |), with the notation
From the assumption 2.1 and v ′ (x) ≥ 0, for x > 0, we get
Notice that (v ′′ − γv ′ )(x) = 1, for x ≥ 0; taking expectation in (8), we get
By Fatou's lemma, with (6) and (7), letting n → ∞ in (9), we obtain E T 0 |Z s | 2 ds < ∞.
One extension
In this section, we extend our results to a more general case when the coefficient f is superlinear in y. Let h : R + → R + be a non-decreasing convex C 1 function with h(0) > 0 such that We assume: Assumption 2.5. the coefficient f is continuous in (y, z) for t ∈ [0, T ], and there exists γ > 0 such that for (t, y, z)
Obviously, the linear increasing condition in assumption 2.1 corresponds to h(y) = α+βy, but we can also give a superlinear growth in y, for example we can take h(y) = α(y + e) ln(y + e).
Before giving our integrability condition for the terminal value ξ, we need some modifications. According to (10), we denote c 0 = sup p∈(0,1) γph(− ln p γ ) and
Finally, we define
Then H is convex and we have the following lemma.
Lemma 5.1. For x ∈ R, the reflected BODE
has a unique solution (θ t (x), k t (x)) 0≤t≤T . Moreover θ t (x) is decreasing on t and continuous increasing on x.
Proof. The results follows easily from the representation of the solution: Now we give our third integrability condition for the terminal condition ξ:
Exactly as in the linear case, we can prove the following existence result: 
Moreover, we have
6 Appendix
Trajectory comparison theorem
In this subsection, we prove a trajectory comparison theorem for RBSDE's under a Lipschitz condition.
, and L i are adapted continuous processes, with
Remark 6.1. We have the same result under the condition
2 , then taking expectation, with Lipschitz condition, we get
From Gronwall's inequality, we deduce that (
Existence and uniqueness of a solution for reflected backward ODE's with one continuous barrier
We recall the definition of the space
Consider the reflected backward ordinary differential equation(reflected BODE in short) reflected to one continuous barrier l on [0, T ], with terminal value x ∈ R, whose solution is a couple (y t , k t ) 0≤t≤T , with y ∈ L 2 0 (R) is continuous, and k is a continuous increasing process, k 0 = 0, and the followings hold
Here we suppose Assumption A1. the function φ : R → R, is continuous, and there exists a strictly positive function l 0 , such that |φ(y)| ≤ l 0 (y), with ∞ 0 dy l 0 (y) = ∞. And φ is increasing in y. Assumption A2. the barrier l satisfies: α ≤ l t ≤ β, with β > 1, 0 < α ≤ 1. And l T ≤ x.
Furthermore we assume that Assumption A3. the non reflected BODE's with any terminal value x, any terminal time 0 ≤ s ≤ T, and the coefficient φ, have a unique solution.
Our main result is the We first consider the existence of a solution.
Existence
For the existence, we do not need the monotonicity condition of φ in y in assumption A1 and assumption A3. The proof is done in three steps: a)φ is Lipschitz in y, b) φ is linear increasing in y, c) φ is superlinear increasing in y.
We consider first a) the case φ Lipschitz in y, i.e. there exists a constant µ ∈ R, such that for y, y Moreover, we have a comparison theorem:
We consider the equations associated to (x i , φ i , l), i = 1, 2, and assume that φ 1 and φ 2 satisfy the Lipschitz assumptions. Let (y i , k i ) be the respective solutions of these equations. Moreover, we assume for t ∈ [0, T ],
Notice that on the set {y
Consequently, we get
It follows immediately that (y
The result is still true under the assumption φ 1 (y
We now suppose that φ is continuous and linear increasing in y, i.e. there exists a constant µ l ∈ R, such that for y ∈ R, |φ(t, y)| ≤ µ l (1 + |y|). Proof. We consider the following approximation: for n ∈ N, define φ n (y) = inf x∈Q {φ(x) + n |y − x|},
then for n ≥ µ l , φ n satisfies 1) Linear increasing:
By the result of a), for each n ∈ N, there exists a unique solution (y n , k n ) of the equation (x, φ n , l). It's easy to check that the solutions (y n ) are bounded uniformly in n, i.e. sup 0≤t≤T (y n t ) 2 ≤ C. Thanks to the comparison theorem 6.3, and 2) of (13), we know that y n t ր y t , for t ∈ [0, T ]. By Fatou's lemma, we get sup 0≤t≤T (y t ) 2 ≤ C, and T 0 |y n t − y t | 2 ds → 0, in view of the dominated convergence theorem. Then we prove that the convergence still holds in some stronger sense; for n, p ∈ N, we have By 1) of (13) and the estimate of (y n ), we get easily With the help of these Lemmas, we give the representation of the solution of the reflected BODE.
Proposition 6.1. Under the assumptions A1, A2 and A3, assume that (y t , k t ) 0≤t≤T is a solution of the following reflected BODE The proof is complete. [2] ). Consequently we have the result of the theorem 6.2 relatively to H.
