Abstract-Perceptual Grouping organizes image parts in clusters based on psychophysically plausible similarity measures. We propose a novel grouping method in this paper, which stresses connectedness of image elements via mediating elements rather than favoring high mutual similarity. This grouping principle yields superior clustering results when objects are distributed on lowdimensional extended manifolds in a feature space, and not as local point clouds. In addition to extracting connected structures, objects are singled out as outliers when they are too far away from any cluster structure. The objective function for this perceptual organization principle is optimized by a fast agglomerative algorithm. We report on perceptual organization experiments where small edge elements are grouped to smooth curves. The generality of the method is emphasized by results from grouping textured images with texture gradients in an unsupervised fashion.
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INTRODUCTION
IMAGE interpretation and recognition of image structure and of image context is one of the main goals of computer vision. The information loss between 3D objects and 2D images is compensated to some extent by perceptual organization rules in biological vision, which generates a holistic percept from local measurements. Perceptual organization helps to provide additional information about the 3D object and it extracts important information about a scene. This processing step reduces the size of the image data significantly. Among the central algorithmic procedures for perceptual organization are clustering principles like generalized k-means methods or clustering methods for proximity data [1] , [2] . Features in images like short edge pieces or local textured image patches, are grouped in such a way that these objects are mutually very similar and might even be replaced by a prototypical representative.
This grouping principle, however, is not applicable in situations where local continuity and similarity of features is used to group them together, although they might be very different on a global scale. Image patches with a strong texture gradient or short edge pieces of smooth but moderately curved boundaries belong to this class of clustering problems. We propose in this paper, a new grouping approach referred to as Path-Based Clustering [3] , which measures local homogeneity rather than global similarity of objects. The objects are small edge elements with a position and a direction, called edgels. The costs function favors groups of edgels which form smooth curves and separate those structures from noisy distractors which are interpreted as random fluctuations in the background.
First, Path-Based Clustering with automatic detection of outliers is mathematically described in Section 3. The new Path-Based Clustering method defines a connectedness criterion, which groups objects together if they are connected by a sequence of intermediate objects. This goal of the clustering procedure is formulated by an objective function. In Section 4, an efficient agglomerative algorithm is proposed to minimize the Path-Based Clustering cost function. A bootstrap resampling scheme is used to measure the reliability of the grouping results.
The model and the algorithm for Path-Based Clustering are generalized to clustering problems where the dissimilarities between each pair of objects is known. In Section 5, a dissimilarity measure for edgel grouping is defined which is based on cocircularity, smoothness, and proximity. To demonstrate the versatility of the clustering method, we have applied the principle to unsupervised texture segmentation of images with strong texture gradients.
RELATED WORK
To detect an edgel as a background element, Amir and Lindenbaum [4] propose grouping cues to separate the k-nearest edgels in two sets: one set of edgels which are likely to be in the same perceptual group and another set of edgels, which are with high probability in different groups. If the ratio of group edgels to nongroup edgels is above a threshold, the edgel is detected as a background element. This procedure leads to an asymmetric relaxation labeling process, where figure from ground discrimination is separated from the grouping process [5] .
Often, a saliency measure for each edgel is defined. Edgels with high saliency are supposed to be figure elements and are separated from background elements with low saliency ( [6] , [7] ). Williams and Thornber formulated the saliency measurement as a random walk process and compared their approach with a large range of saliency measures [8] .
Herault and Horaud [9] formalized figure from ground discrimination as a combinatorial optimization problem. The model assumes that all foreground objects are similar to each other. Other clustering approaches which are related to our new clustering method are Histogram Clustering [10] , which can be interpreted as a k-means method in histogram space. Pairwise clustering [11] is a normalized sum of all intracluster dissimilarities, whereas Normalized Cut [12] , [13] combines both intracluster and intercluster similarities.
OBJECTIVE FUNCTION
For the description of the Path-Based Clustering criterion, let us assume that a given set of objects O ¼ fo 1 ; . . . ; o n g is characterized by pairwise dissimilarities. The objects which should be grouped together are small edge elements, also called edgels, in the case of grouping smooth curves. The objects are represented by a matrix D of pairwise dissimilarities D : O Â O ! IR þ . Apart from pairwise dissimilarities, no additional information is used in the clustering process. The dissimilarities are assumed to be symmetric (D ij ¼ D ji ) and self-dissimilarities have to vanish (D ii ¼ 0). This specification renders the clustering model applicable to a large range of data, e.g., interval data, ratio data, and histogram data, provided that a suitable application dependent dissimilarity measure can be defined. The extraction of edge elements from the image and the definition of the dissimilarity measure is described in Section 5.
The goal of clustering is to find a mapping c k : O ! f1; . . . ; k; g, which assigns each object to one of the k groups or to the outlier group O . In the sequel, we will denote by O ðc k Þ ¼ fojc k ðoÞ ¼ g the set of objects assigned to cluster . In the application of edgel grouping, each group defines a smooth curve and the outlier cluster contains the noisy background elements. One of the essential modeling decisions in data clustering is to define a grouping criterion. We have proposed a criterion for connectedness, which assigns two objects to the same cluster if there exists a path of intermediate objects between them, where each two consecutive objects are close together. Otherwise, if all sequences have a high dissimilarity they should belong to different clusters.
Let D be a dissimilarity matrix and let O 0 & O be a subset of all objects in O, then the effective dissimilarity between the objects o i and o j is defined as
where P ij ðO 0 Þ is the set of all paths from o i to o j , where the path is constricted to the set O 0 . The effective dissimilarity between o i and o j measures the largest gap of the path p Ã , where p Ã is the path with the minimal largest gap out of the set of all admissible paths between objects o i and o j .
Let us now consider a clustering solution c : O ! f1; . . . ; k; g, which maps each object to one of the clusters f1; . . . ; kg or to the outlier group O . To measure the quality of clustering solutions, the partial costs i to assign object i to cluster have to be introduced. A popular choice of the effective partial clustering costs is the mean of o i s effective dissimilarities to all objects in cluster , i.e.,
Objects with high partial assignment costs to all clusters 1 k obviously are poorly explained by any one of the classes considered so far, and they should be discarded as outliers. This decision is controlled by an application-dependent threshold parameter . An object o i is assigned to the outlier group O , if the partial costs i of object o i being assigned to cluster exceed for all . The outlier group is defined as
The resulting objective function for Path-Based Clustering sums up all partial costs for objects and adds an object-independent penalty for each outlier, i.e.,
Good clustering solutions distinguish themselves from poor ones by small values of H pbc ðc k ; DÞ. The objective function determines a cost value for each possible mapping function c k : O ! f1; . . . ; k; g, given a dissimilarity matrix D. The goal is to find a mapping function c Ã k , which minimizes the objective function H pbc ðc k ; DÞ. Furthermore, the reader should note that all dissimilarities with D ik > 2 can be discarded without changing the optimal solution since these dissimilarities do only enter the partial costs formula (2) of object i if this object is assigned to the outlier class.
OPTIMIZATION
Most of the combinatorial optimization problems for clustering or data partitioning are known to be N P-hard, which makes it unlikely to find an efficient algorithm to solve all instances of the problem unless P ¼ N P. We are searching for an optimization method that gives a robust solution close to the global optimum in most cases. To our knowledge, there is no approximation algorithm known for Path-Based Clustering. Therefore, we will present a fast agglomerative optimization heuristic which is based on the Path-Based Clustering costs function. To measure the reliability of the algorithm, a bootstrap resampling scheme is employed.
Agglomerative Optimization
In the agglomerative optimization method, the Path-Based Clustering costs function is optimized under the assumption that a clustering solution for k clusters can be derived from a clustering solution with k þ 1 clusters by merging two clusters. In each level of the hierarchy, two clusters from kðk À 1Þ=2 possible choices are merged in such a way that the Path-Based Clustering function is minimized. An additional difficulty arises when we allow outliers to be removed from the new cluster after merging since the agglomerative algorithm has to select the cluster pair on the basis of information before merging. We suggest the greedy heuristics that an object, which has been discarded in the agglomeration process as an outlier, will stay in the outlier class for all subsequent cluster merging steps until the optimization is finished. Thus, in each step, the new mapping function is chosen as
where M ij ðc k Þ is the set of all available mapping functions, which merge the clusters i and j. After merging, the outliers of the new cluster are detected. The starting point of the algorithm is a mapping with k ¼ n clusters, where each cluster contains exactly one object (see Fig. 1 ).
The agglomerative optimization heuristic is depicted in Algorithm 1 (Fig. 1) . A priority queue is used for searching the cluster pair to be merged, which produces the smallest costs due to the Path-Based Clustering costs function. The following elimination of outliers has to be iterated because the partial costs of the other objects within the cluster change if one object is eliminated. In the end of one iteration of the agglomerative optimization method, the priority queue is updated. Further details and simplifications on the algorithm can be found in [14] . The worst case running time of this algorithm is Oðn 2 m þ n 3 log nÞ, where n is the number of objects and m is the number of used dissimilarities. Thus, if we use a sparse dissimilarity matrix, the running time can be reduced. In Section 5, application dependent methods to create sparse dissimilarity matrices are described.
Resampling
To avoid that the algorithm is influenced by small fluctuations of the data and to measure the reliability of the solution, we suggest a bootstrap resampling scheme. From the input instance b, bootstrap replications are drawn. Each bootstrap replication is created by randomly drawing n data objects from the input instance with replacement. A bootstrap replication can contain some objects multiple times. The agglomerative optimization gives solutions to each bootstrap replication. These solutions are used to estimate cluster assignment probabilities p o ðÞ for each object. Taking the permutation invariance of cluster solutions into account, the assignment probabilities are estimated in a greedy fashion. Let us assume that the cluster assignment probabilities p In (a), the figure edgels are connected by the edges from the minimum spanning tree, which is generated by the algorithm. which fits the new bootstrap solution best to the given set of cluster assignment probabilities. From this soft assignment, we can generate hard assignments by selecting the cluster with maximum probability for each object. The corresponding cluster assignment probability gives a measure for the reliability of the maximum likelihood assignment for each object.
APPLICATIONS FOR PATH-BASED CLUSTERING
Grouping Smooth Curves
In the previous section, a new clustering criterion for connectedness with outlier detection has been introduced. The definition of a suitable dissimilarity measure depends on the specific application at hand and we discuss this issue for edgel grouping in this section. As a first step in visual recognition, edges are detected by a robust edge detector, e.g., the detector devised by Canny [15] . The edge detector provides a set of edge pixels with the respective edge gradient as output. Edge pixels with very similar gradient direction in a local neighborhood are combined to edgels. The edgel is located at the center position and has the mean direction of the local estimates. This preprocessing step yields a list of edgels as result.
The list of the edgels contains many entries which are not important for visual recognition. These so-called noisy edgels might be caused by a microtexture and they cannot be traced back to an object boundary in the image. Noisy edgels have to be removed since they render recognition difficult.
To adapt Path-Based Clustering for edgel grouping, a suitable dissimilarity measure is required. We restricted ourself to the following grouping cues: The most common grouping cue for edgel grouping is the cocircularity. Each two consecutive edgels are approximately part of a circle. A similarity measure for cocircularity can be defined as
where 0 ij is the angle between edgel i and the connecting line between the two center positions of the edgels and 00 ij is the corresponding angle for edgel j. Cocircularity is not strong enough to characterize two consecutive edgels of a shape. Even orthogonal and parallel edgels may be cocircular. As a second constraint, we Clustering, (e) Path-Based Clustering, and (f) the cluster assignment probability of each image position (dark means low probability).
require that changes in direction should be small for two consecutive edgels. Mathematically, the sum 0 ij þ 00 ij of both angles is required to be small.
Proximity, which so far does not enter the edgel similarity measurement, is one of the strongest cues in perceptual organization.
Two edgels are considered to be two consecutive edgels if all three properties of proximity, cocircularity, and smoothness are present. All three similarity measures are varying between 0 and 1. They can be interpreted as probabilities. This motivates that the product of all three factors defines a similarity measure for both edgels being generated by an underlying shape. The respective dissimilarity measure which is required for Path-Based Clustering is defined as
The cocircularity and the proximity measurements are defined according to Herault and Horaud [9] , but they employ a different smoothness measure. The three parameters c , s , and p implement a priori knowledge of cocircularity, curve smoothness, and proximity. In our experiments, we have chosen c ¼ =6, s ¼ =4, and p ¼ 15.
To get a better performance of the algorithm, the large dissimilarities in the dissimilarity graph are discarded and the respective edges of the graph are removed. In our experiments, only dissimilarities with values below 0.99 have been considered. By this choice, about 5 percent to 10 percent of the pairwise dissimilarities are selected. The threshold value for the outlier detection has been selected as ¼ 0:495 and the grouping quality in the experiments turned out to be rather insensitive to this choice.
The method is tested on real-world images from the corel data base [16] . Fig. 2b shows the extracted edgels from the loaf of bread in Fig. 2a . The edgels are separated in 746 figure edgels and 983 background edgels. In Fig. 2a , the figure elements are connected with the edges used to create the minimum spanning tree in each cluster. More examples are given in Fig. 3 . Not all lines around the head of the wolf are found since these edgels are not in the input list of edgels due to lack of contrast. The mean cluster assignment probability for all examples is larger than 0.8. A better visualization of the cluster assignment probabilities is given for texture segmentation.
Texture Segmentation with Perspective Distortion
The generality of the new Path-Based Clustering approach is also demonstrated with texture segmentation. Textured images with strong texture gradients due to perspective transformations serve as good candidate problems for Path-Based Clustering. Conventional clustering techniques favor high pairwise similarity in a cluster and, therefore, they would break up such image region into several segments. The convolution with a Gabor filter bank with four directions and three scales gives the basic features for segmentation ([17] [18] ). For small image patches, empirical distributions of the absolute values of the Gabor responses are computed. A 2 -test on these empirical distributions yields the dissimilarities for the clustering algorithm. To get a sparse representation of the dissimilarity matrix, only those dissimilarities within a small neighborhood in the image space are considered.
In order to obtain test images with known ground truth for segmentation, a set of Mondrians with five textures each has been constructed on the basis of microtextures from the outex database [19] . Four of these textures are projectively transformed, which generates strong texture gradients. In order to demonstrate the typical performance of the novel Path-Based Clustering approach, grouping solutions on Mondrians of tilted outex textures are shown in Fig. 4 . For comparison, the results of Normalized Cut [12] , [13] , Histogram Clustering [10] , and the Pairwise Data Clustering approach [11] are also shown. The results of Pairwise Data Clustering and Histogram Clustering were reached by multiscale annealing techniques and the Normalized Cut segmentation was found with spectral analysis. The Path-Based Clustering segmentation is obtained by the bootstrap resampling technique with a running time of about 15 minutes. All four methods are benchmarked on two sets of 100 different Mondrian images with and without perspective distortions. Fig. 5 shows the mean percentage of correctly labeled pixels with error bars compared to the ground truth assignments. For the undistorted textures, Pairwise Clustering, Histogram Clustering, Normalized Cut, and Path-Based Clustering are comparable. On the second data set, Path-Based Clustering significantly outperforms its competitors on this testbed. The results in Fig. 4 , show that the other algorithms tend to split perceptually homogenous regions due to the fact that they cannot treat texture gradients properly. The last row of Fig. 4 shows the cluster assignments probabilities from the maximum likelihood assignments. Low probabilities are drawn with dark gray values. The assignment probabilities in the center of the texture regions are very high. The probabilities are only low near the border of the regions.
CONCLUSION
In this paper, we have presented Path-Based Clustering as a new clustering approach with automatic outlier detection. The method is defined in a general clustering framework, which makes it applicable to many other unsupervised clustering problems. The method captures the empirical observation that group structures in embedding spaces might appear as manifolds with considerable extension but are characterized by local homogeneity and connectivity. Pairwise comparisons usually destroys this structure and neglects the local homogeneity whereas the new method measures this property to define data clusters. Alternatively, the parametric transformation which causes the deformation of a cluster in feature space (see [3] ) could be explicitly estimated and discounted in the clustering process. Path-Based Clustering is applicable, even in situations when the parametric form of such a transformation is unknown.
Two central applications of perceptual organization, edge grouping and texture segmentation, have been solved by PathBased Clustering which compares favorably with standard grouping techniques like Histogram Clustering, Pairwise Clustering, and Normalized Cut. The figure from ground discrimination and the grouping of smooth curves is solved simultaneously avoiding inefficiencies by a sequential processing. In texture segmentation, Path-Based Clustering can extract projectively transformed textures. Future work has to address the question of how the agglomerative strategy can be improved in efficiency and how the resampling technique can be correctly characterized from a statistical point of view.
