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Abstract
This paper addresses the problem of detecting relevant
motion caused by objects of interest (e.g., person and ve-
hicles) in large scale home surveillance videos. The tradi-
tional method usually consists of two separate steps, i.e.,
detecting moving objects with background subtraction run-
ning on the camera, and filtering out nuisance motion
events with deep learning based object detection and track-
ing running on cloud. The method is extremely slow, and
does not fully leverage the spatial-temporal redundancies
with a pre-trained off-the-shelf object detector. To dra-
matically speedup relevant motion event detection and im-
prove its performance, we propose a novel network for rel-
evant motion event detection, ReMotENet, which is a uni-
fied, end-to-end data-driven method using spatial-temporal
attention-based 3D ConvNets to jointly model the appear-
ance and motion of objects-of-interest in a video. Re-
MotENet parses an entire video clip in one forward pass
of a neural network to achieve significant speedup, which
exploits the properties of home surveillance videos, and
enhances 3D ConvNets with a spatial-temporal attention
model and frame differencing to encourage the network to
focus on the relevant moving objects. Experiments demon-
strate that our method can achieve comparable or event bet-
ter performance than the object detection based method but
with three to four orders of magnitude speedup (up to 20k×)
on GPU devices. Our network is efficient, compact and
light-weight. It can detect relevant motion on a 15s surveil-
lance video clip within 4-8 milliseconds on a GPU and a
fraction of second (0.17-0.39s) on a CPU with a model size
of less than 1MB.
1. Introduction
With the development of home security and surveillance
system, more and more home surveillance cameras have
Figure 1. Comparison between the traditional object detection
based method and ReMotENet: Traditional method conducts
background subtraction, object detection and tracking on each
frame; ReMotENet parses a 4D representation of the entire video
clip in one forward pass of 3D ConvNets to efficiently detect rele-
vant motion involving objects-of-interest.
been installed to monitor customers’ home 24/7 for security
and safety purpose. Most existing commercial solutions run
motion detection on the edge (camera), and show the de-
tected motion events (usually in short clips of, e.g., 15s) for
end users’ review on the web or mobile.
Motion detection has been a challenging problem in
spite of many years’ development in academia and indus-
try [36, 30]. Nuisance alarm sources, such as tree motion,
shadows, reflections, rain/snow, flags, result in many irrele-
vant motion events for customers.
Relevant motion detection is responsive to customers’
needs. It involves pre-specified relevant objects, e.g., peo-
ple, vehicles and pets, and these objects should have human
recognizable location changes in the video. It not only helps
to remove nuisance events, but also supports applications
such as semantic video search and video summarization.
As shown in Figure 1, one natural method is to ap-
ply state-of-the-art object detectors based on deep convo-
lutional neural networks (CNNs) [8, 7, 27, 19, 25, 26] to
identify objects of interest. Given a video clip, background
subtraction is applied to each frame to filter out stationary
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frames. Object detection is then applied to frames that have
motion to identify the moving objects. Finally, the system
generates track from the detection results to filter out tem-
porally inconsistent false detections or stationary ones.
There are at least two problems with this object detec-
tion based method. First, it is computationally expensive,
especially the object detection module. The state-of-the-
art object detectors [8, 7, 27, 19, 25, 26] need to be run
on expensive GPUs devices and achieve at most 40-60 FPS
[14]. Scaling to tens of thousands of motion events coming
from millions of cameras becomes cost ineffective. Second,
the method usually consists of several separate pre-trained
methods or hand-crafted rules, and does not fully utilize the
spatial-temporal information of an entire video clip. For ex-
ample, moving object categories are detected mainly by ob-
ject detection, which ignores motion patterns that can also
be utilized to classify the categories of moving objects.
To address these problems, we propose a network for rel-
evant motion event detection, ReMotENet, which is a uni-
fied, end-to-end data-driven method using Spatial-temporal
Attention-based 3D ConvNets to jointly model the appear-
ance and motion of objects-of-interest in a video event. As
shown in Figure 1, ReMotENet parses an entire video clip
in one forward pass of a neural network to achieve signifi-
cant speedup (up to 20k×) on a single GPU. This makes the
system easily scalable to millions of motion events and re-
duces latency. Meanwhile, it exploits the properties of home
surveillance videos, e.g., relevant motion is sparse both spa-
tially and temporally, and enhances 3D ConvNets with a
spatial-temporal attention model and frame differencing to
encourage the network to focus on relevant moving objects.
To train and evaluate our model, we collected a large
dataset of 38,360 real home surveillance video clips of 15s
from 78 cameras covering various scenes, including in-
door/outdoor, day/night, different lighting conditions and
weather. To avoid the cost of training annotations, our
method is weakly supervised by the results of the object
detection based method. For evaluation, we manually an-
notated 9,628 video clips with binary labels of relevant mo-
tion caused by different objects. Experiments demonstrate
that ReMotENet achieves comparable or even better perfor-
mance, but is three to four orders of magnitude faster than
the object detection based method. Our network is efficient,
compact and light-weight. It can precisely detect relevant
motion in a 15s video in 4-8 milliseconds on a GPU and a
fraction of second on a CPU with model size of less than
1MB.
2. Related Work
Our application is to detect relevant motion events in
surveillance videos. As far as we know, there is no existing
work addressing the relevant motion detection application
by unifying motion detection and objects of interest detec-
tion. Most relevant work usually addresses this problem
with a two-step detection based approach consisting of de-
tecting moving objects with background subtraction and fil-
tering out nuisance motion events with object detection and
tracking.
Background subtraction has been widely used and stud-
ied [36, 30, 37, 31, 43] to detect moving objects from
videos. It extracts motion blobs but does not recognize the
semantic categories of the moving objects, and many nui-
sance alarm sources result in irrelevant motion events.
Semantic object detection is then applied to further filter
out these nuisance alarms. One of the state-of-the-art object
detection frameworks is R-CNN and its variants [8, 7, 27].
Recently, more efficient detectors, e.g., YOLO [25, 26]
and SSD [19] have been proposed to speedup the detec-
tion pipeline with some performance degradation compared
to R-CNN. To identify moving objects in a video, tracking
techniques (traditional [2, 3, 39] and deep network based
[12, 1, 21]) are usually used to further reduce false de-
tections. The detection based approach is computation-
ally expensive. Significant GPU resources are needed when
we consider millions of surveillance cameras. Meanwhile,
some hand-crafted and ad-hoc hyper-parameters or thresh-
olds (e.g., minimum motion object size, the detection con-
fidence threshold and length of valid tracker threshold) are
needed to model relevant motion. In addition, one cannot
fully leverage the spatial-temporal redundancies with just
a pre-trained off-the-shelf object detector and a frame-by-
frame detection.
Our work is also related to video activity recognition,
which is to detect and categorize activities (usually human
activities) in videos. To model motion and temporal infor-
mation in a video, two-stream networks [29], long-term re-
current neural networks [4] and 3D convolution networks
(3D ConvNets) based methods [34] have been proposed.
Our task is different from the video activity recognition task
in two aspects: first, we only care about the categories of
moving objects, rather than fine-grained categories of the
activities of one specific object class; second, due to the
large volume of videos, small computational cost has higher
priority in our application.
Recently, Kang et al. [15] proposed NoScope, a pre-
processing method to reduce the number of frames needed
to be parsed in an object-detection based video query sys-
tem. They utilize frame difference and specialized net-
works to filter out frames without moving relevant objects.
There are several major difference between NoScope and
ReMotENet: First, ReMotENet is a unified end-to-end solu-
tion without explicit object detection, but NoScope is a pre-
processing step for object detection which combines several
pre-trained models. Although our method is weakly super-
vised by object detection, it learns the general motion and
appearance patterns of different objects from the noisy la-
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Figure 2. ReMotENet for Relevant Motion Event Detection. The
input is a 4D representation of an entire video clip and the out-
puts are several binary predictions of relevant motion involving
different objects-of-interest. The low-level 3D ConvNets in blue
only abstract spatial features with spatial-wise max pooling. The
high-level 3D ConvNets in orange abstract temporal features us-
ing temporal-wise max pooling. We predict a spatial-temporal
mask and multiply it with the extracted features from Conv5 (with
Pool5) before it is fed as the input to Conv6.
bels and recovers from some mistakes made by the detec-
tion pipeline. However, as a pre-processing step, NoScope
highly relies on the performance of pre-trained object detec-
tors, which can be unreliable, especially on home surveil-
lance videos with low video quality, lighting changes and
various weather conditions. Second, ReMotENet jointly
models frames in a video clip, but NoScope conducts de-
tection independently in a frame-by-frame fashion. Since
NoScope relies on object detectors, the run-time speedup
is insignificant. From the results shown in [15], when the
run-time speedup is > 100×, the performance of NoScope
drops quickly. However, our method can achieve more than
19k× speedup while achieving comparable or better perfor-
mance than the object detection baseline. We do not quanti-
tatively compare to NoScope mainly because the two meth-
ods are designed for different tasks: NoScope focuses on
frame-level object detection while ReMotENet is designed
for video-clip-level relevant motion detection.
3. Our Approach
To dramatically speedup relevant motion event detection
and improve its performance, instead of directly compress-
ing deep network [41, 18], we propose a novel network
for relevant motion event detection, ReMotENet, which
is a unified, end-to-end data-driven method using spatial-
temporal attention-based 3D ConvNets to jointly model the
appearance and motion of objects-of-interest in a video.
3.1. Analyzing an Entire Video Clip at Once
In contrast to an object detection based method based on
frame-by-frame processing, we propose a unified, end-to-
end data-driven framework that takes an entire video clip as
input to detect relevant motion using 3D ConvNets [34].
One crucial advantage of using 3D ConvNets is that they
can parse an entire video clip in one forward pass of a
deep network, which is extremely efficient. Meanwhile,
unlike the traditional pipeline that conducts object detec-
tion and tracking independently, a 3D ConvNet is an end-to-
end model that jointly models the appearance of objects and
their motion patterns. To fit an entire video in memory, we
down-sample the video frames spatially and temporally. We
sample one FPS to uniformly sample 15 frames from a 15s
video clip, and reduce the original resolution (1280×720)
by a factor of 8. The input tensor of our 3D ConvNets is
15×90×160×3.
3.2. ReMotENet using Spatial-temporal Attention-
based C3D
3.2.1 Frame Differencing
Global or local context of both background or foreground
objects has proven to be useful for activity recognition[10,
35] (e.g., some sports only happen on playgrounds; some
collective activities have certain spatial arrangements of the
objects that participate). However, since home surveillance
cameras capture different scenes at different times with var-
ious weather and lighting conditions, the same relevant mo-
tion could involve different background and foreground ar-
rangements.
So, we conduct a simple and efficient frame differenc-
ing on the 4D input tensor to suppress the influence of the
background and foreground variance: for each frame sub-
sampled from a video clip, we select its previous frame as
a “reference-frame" and difference them. The image qual-
ity of surveillance cameras is usually low, and the moving
objects are relatively small due to large field of view. As a
result, it requires high resolution videos for object detector
to capture fine-grained features, such as texture, to detect
relevant objects. However, for ReMotENet with frame dif-
ferencing, since we skip explicit object detection, it is suffi-
cient for the network to learn coarse appearance features of
objects, e.g., shape, contour and aspect-ratio with frames of
low resolution, which leads to significant speedup.
3.2.2 Spatial-temporal Attention-based 3D ConvNets
Most video clips captured by a home surveillance camera
may only contain the stationary scene with irrelevant mo-
tion such as shadow, rain and parked vehicles. Meanwhile,
our network should be capable of differentiating appearance
and motion pattern of different objects-of-interest.
Besides using frame differencing to suppress the back-
ground, we propose a Spatial-Temporal Attention-based
(STA) model as shown in Figure 2 to guide the network to
only pay attention to the moving objects of interest and filter
out foreground motion caused by irrelevant objects. Unlike
most of the attention models that are trained end-to-end with
the groundtruth of final predictions, we use the detection
confidence scores and bounding boxes of the moving rele-
vant objects obtained from a general detector (e.g., Faster
R-CNN) as pseudo-groundtruth to train the STA model.
The supervision from the detection results suppresses the
influence of features from irrelevant regions of each frame,
and the binary labels of motion adjusts the STA layer to
pay attention to the spatial-temporal locations that are most
informative for predicting the relevant motion. The spatial-
temporal attention model can be viewed as a combination of
multi-task learning and a traditional attention model. In the
weakly supervised framework, it helps our network to learn
from noisy labels and recover from some of the mistakes
caused by the object detection based method. For instance,
some relevant motion is missed because of bad thresholds
of the tracking module, but the object detector has correctly
detected the relevant objects. The STA model trained with
those detection results allows our network to recover from
the binary prediction mistake.
In contrast to the original C3D model that conducts max
pooling both spatially and temporally [34], we separate
the spatial and temporal max pooling as shown in Figure
2. This allows us to generate an attention mask on each
input frame to capture fine-grained temporal information,
and makes the network deeper to learn better representa-
tions. We first apply five layers of 3D convolutions (Conv1-
Conv5) with spatial max pooling on the 4D input tensor af-
ter frame differencing to extract the appearance based fea-
tures. Then, we apply another 3D convolution layer (STA
layer) on the output of Pool5 to obtain a binary prediction
of whether whether to attend each spatial-temporal location.
We conduct a softmax operation on the binary predictions
to compute a soft probability of attention for each spatial-
temporal location. We scale the features from Pool5 by ap-
plying an element-wise multiplication between the attention
mask and the extracted features. Another four layers of 3D
ConvNets are used with temporal max pooling to abstract
temporal features.
The network in [34] utilized several fully connected lay-
ers after the last convolution layer, which leads to a huge
number of parameters and computations. Inspired by [32],
we apply a spatial global average pooling (GAP) to ag-
gregate spatial features after Pool9 and use several 1×1×1
convolution layers with two filters (denoted as “Binary" lay-
ers) to predict the final binary results. The use of GAP and
1×1×1 convolutions significantly reduces the number of
parameters and model size of our method. The final out-
puts of our network are several binary predictions indicating
whether there is any relevant motion of a certain object or a
group of objects. The detailed network structure is shown in
Table 1. For each Conv layer, we use ReLU as its activation.
Table 1. Network Structure of the ReMotENet using Spatial-
temporal Attention-based 3D ConvNets
Layer Input Size Kernel Size Stride Num of Filters
Conv1 15×90×160×3 3×3×3 1×1×1 16
Pool1 15×90×160×3 1×2×2 1×2×2 -
Conv2 15×45×80×16 3×3×3 1×1×1 16
Pool2 15×45×80×16 1×2×2 1×2×2 -
Conv3 15×23×40×16 3×3×3 1×1×1 16
Pool3 15×23×40×16 1×2×2 1×2×2 -
Conv4 15×12×20×16 3×3×3 1×1×1 16
Pool4 15×12×20×16 1×2×2 1×2×2 -
Conv5 15×6×10×16 3×3×3 1×1×1 16
Pool5 15×6×10×16 1×2×2 1×2×2 -
STA 15×3×5×16 3×3×3 1×1×1 2
Conv6 15×3×5×16 3×3×3 1×1×1 16
Pool6 15×3×5×16 2×1×1 2×1×1 -
Conv7 8×3×5×16 3×3×3 1×1×1 16
Pool7 8×3×5×16 2×1×1 2×1×1 -
Conv8 4×3×5×16 3×3×3 1×1×1 16
Pool8 4×3×5×16 2×1×1 2×1×1 -
Conv9 2×3×5×16 3×3×3 1×1×1 16
Pool9 2×3×5×16 2×1×1 2×1×1 -
GAP 1×3×5×16 1×3×5 1×1×1 -
Binary 1×1×1×16 1×1×1 1×1×1 2
3.3. Network Training
Considering the large volume of home surveillance
videos, it is time-consuming to annotate each training video
with binary labels. So, we adopt a weakly-supervised learn-
ing framework that utilizes the pseudo-groundtruth gener-
ated from the object detection based method (details are
discussed in section 4.1). Besides binary labels, we also uti-
lize the pseudo-groundtruth of detection confidence scores
and bounding boxes of moving objects-of-interest obtained
from the object detection based method to train the STA
layer. The loss function of the STA layer is:
loss =
1
N
(
C1
∑
n
∑
i
wn,iCE(gn,i, yn,i) (1)
+
C2
W ·H · T
∑
n
∑
w,h,t
CE(stan,w,h,t, Gstan,w,h,t)
)
The first part is the cross-entropy loss (CE) for each rel-
evant motion category; the second part is the CE loss be-
tween the predicted attention of each spatial-temporal loca-
tion produced by “STA" layer and the pseudo-groundtruth
obtained from the object detector. W,H, T are spatial and
temporal sizes of the responses of layer “STA"; yn,i and gn,i
are the predicted and groundtruth motion labels of the nth
sample; stan,w,h,t and Gstan,w,h,t are the predicted and
groundtruth attention probabilities; wn,i is the loss weight
of the nth sample, which is used to balance the biased num-
ber of positive and negative training samples for the ith mo-
tion category; N is the batch size; C1 andC2 are used to bal-
ance binary and STA loss. We chooseC1 = 1 andC2 = 0.5
in this paper and train our network using Adam optimizer
[16] with 0.001 initial learning rate. The training process
converges fast with batch size 40 (<5,000 iterations).
4. Experiments
4.1. Dataset
We collect 38,360 video clips from 78 home surveillance
cameras. Each video is 15s and captured with FPS 10 and
1280×720 resolutions. The videos cover different times
and various scenes, e.g., front door, backyard, street and in-
door living room. The longest period a camera recorded is
around 3 days. Those videos mostly capture only stationary
background or irrelevant motion caused by shadows, light-
ing changes or snow/rain. Some of the videos contain rel-
evant motion caused by people and vehicles (car, bus and
truck).
The “relevant motion" in our system is defined with a
list of relevant objects. We consider three kinds of rele-
vant motion: “People motion", caused by object “people";
“Vehicle motion", caused by at least one object from {car,
bus, truck}; “P+V Motion" (P+V), caused by at least one
object from {people, car, bus, truck}. The detection perfor-
mance of “P+V Motion" evaluates the ability of our method
to detect general motion, and the detection performance of
“People/Vehicle motion" evaluates the ability of differenti-
ating motion caused by different kinds of objects.
Our network is trained using weak supervisions obtained
from the object detection based method. We run Faster R-
CNN based object detection with FPS 10 on the original
1280×720 video frames, and apply a state-of-the-art real-
time online tracker from [2] to capture temporal consis-
tency to obtain labels of relevant motion involving different
objects-of-interest. We first run the above method on the
entire dataset to detect videos with relevant motion of P+V.
Then, we randomly split the dataset into training and testing
set with a 3:1 ratio. This leads to a training set with 28,732
video clips and a testing set with 9,628 video clips.
We have three annotators watching the testing videos
and annotating binary labels for P+V, people and vehicle
motion. If there is any human recognizable motion of the
relevant objects in a video, we annotate “1" for the corre-
sponding category. All three annotators must agree with
each other, otherwise we mark the video as ambiguous and
remove it from the testing set. We have 9,606 testing videos
left after several rounds of annotation and cross-checking.
Among the testing set, there are 973 videos with relevant
motion events contain either people or vehicles (P+V), 429
videos have people motion only, 594 videos have vehicle
motion only and 50 videos have both motion.
4.2. Baseline: Object Detection based Method
For the object detection based method, if one tracklet has
at least two frames overlapped with the detected bounding
boxes of the relevant objects with Intersection over Union
(IOU) > 0.9, the average detection confidence score > 0.8,
and the maximum relative location change ratio over the
Table 2. F-score of relevant motion detection using different ob-
ject detectors with different FPS and resolution settings. We con-
clude that Faster R-CNN based method significantly outperforms
the SSD based ones. Meanwhile, high resolution and large FPS
are needed for the object detection based method.
Detector FPS 11280×720
FPS 2
1280×720
FPS 5
1280×720
FPS 10
1280×720
P+V
F R-CNN 0.075 0.405 0.745 0.785
SSD-Incep 0.103 0.191 0.403 0.258
SSD-Mobile 0.048 0105 0.277 0.258
People
F R-CNN 0.116 0.519 0.766 0.795
SSD-Incep 0.156 0.276 0.467 0.549
SSD-Mobile 0.054 0.139 0.252 0.258
Vehicle
F R-CNN 0.020 0.244 0.627 0.665
SSD-Incep 0.062 0.103 0.267 0.499
SSD-Mobile 0.029 0.062 0.197 0.252
Detector FPS 10320×180
FPS 10
160×90
FPS 5
320×180
FPS 5
160×90
P+V F R-CNN 0.667 0.255 0.565 0.255
People F R-CNN 0.670 0.251 0.574 0.256
Vehicle F R-CNN 0.610 0.226 0.517 0.122
entire tracklet along width or height of the frame is large
enough (> 0.2), we consider it as a valid tracklet. If there
is at least one valid tracklet of an object in a video clip, we
consider that video has valid motion of the specific object.
For background subtraction, we utilize the method pro-
posed in [43]. We employ the start-of-the-art real-time on-
line tracking method from [2]. The above two methods can
be efficiently run on CPU. For object detection, we utilized
the Tensorflow Object Detection API [14]. Following the
discussions in [14], we choose three state-of-the-art detec-
tors: Faster R-CNN [27] with ResNet 101 [11], SSD [19]
with inception V2 [33] and SSD with MobileNet [13]. Ac-
cording to [14], Faster R-CNN is the best detector consider-
ing detection accuracy and robustness, and is widely used in
many applications [40, 17, 42, 20, 5, 6]. However, the SSD
based detector is much faster while suffering some accuracy
degradation. To further reduce the computational cost of
detection, MobileNet [13] is utilized as the base network in
SSD framework. SSD-MobileNet is one of the most com-
pact and fastest detectors. We do not compare to YOLO
v2 due to its similar performance with SSD [26]. We do
not compare to other detectors such as tinyYOLO [25] and
SqueezeDet [38] due to their significant degradation of per-
formance (e.g., >20% reduction in mAP from YOLO v2 to
Tiny YOLO). We use F-score to jointly evaluate the detec-
tion precision and recall. The results are shown in Table
2.
From the tables we conclude that Faster R-CNN based
detector achieves much better performance than the other
two efficient detection methods. Meanwhile, image resolu-
tion and frame sample rate (FPS) have significant influence.
If resolution or FPS is small, the performance of the detec-
tor and tracker drops significantly. So, to achieve reason-
able detection results, we need to employ a robust object
detection framework (Faster R-CNN) with large FPS and
resolutions, which is inefficient and heavy (with model size
Table 3. The path from traditional 3D ConvNets to ReMotENet using Spatial-temporal Attention Model. “FD" denotes frame
differencing; “D" denotes separating spatial and temporal max pooling and making the network deeper; “MT" denotes we use the detection
pseudo-groundtruth to train the STA layer to localize moving objects using multi-task learning [9, 28], but do not use the attention mask
to scale the features extracted by Pool5; “T" and “NT" denote using the attention mask predicted by STA layer to scale the features,
with/without using the detection pseudo-groundtruth to train the STA layer; “H" means using higher input resolution; “32" denotes using
more filters per layer. There are two significant performance improvements along the path. The first is from C3D to FD-C3D by using
frame differencing; The second is from FD-D to FD-D-STA-T with the spatial-temporal attention. Other design choices, e.g., larger input
resolution (FD-D-STA-T-H: from 160×90 to 320×180) and more filters per layer (FD-D-STA-T-32: from 16 to 32) lead to comparable
performance. train STA layer with detection pseudo-groundtruth
Network structures
of ReMotENet C3D FD-C3D FD-D FD-D-MT
FD-D
-STA-NT
FD-D
-STA-T
FD-D-
STA-T-H
FD-D-
STA-T-32
FD-D-STA
-T-H-32
3D ConvNets? X X X X X X X X X
frame differencing? X X X X X X X X
deeper network? X X X X X X X
train STA layer with detection pseudo-GT? X X X X X
ST Attention? X X X X X
high resolution? X X
more filters? X X
AP: P+V 77.79 82.29 83.98 84.25 84.91 86.71 85.67 87.07 86.09
AP: People 62.25 72.21 73.69 74.41 75.82 78.95 79.78 77.92 77.54
AP: Vehicle 66.13 73.03 73.71 74.25 75.47 77.84 76.85 76.81 76.92
> 400MB).
We also conduct experiments without tracking. In gen-
eral, tracking improves precision but leads to lower recall.
Taking the detection of P+V motion using Faster R-CNN
with FPS 10 and 1280×720 resolution as an example, with-
out tracking, the method will have high recall (e.g., 0.8536)
but very low precision (e.g., 0.2631); with tracking, it has
lower recall (e.g., 0.7321) but much higher precision (e.g.,
0.8467), and achieves much higher F-score. The detailed
results of different settings of the object detection based
method are included in the supplementary materials.
4.3. ReMotENet Performance
The outputs of ReMotENet are three binary predictions.
After applying softmax on each binary prediction, we ob-
tain probabilities of having P+V motion, people motion and
vehicle motion in a video clip. We adopt Average Preci-
sion, which is a widely used evaluation metric for object
detection and other detection tasks from [14] to evaluate
our method. We evaluate different architectures and de-
sign choices of our methods, and report the average pre-
cision of detecting P+V motion, people motion and vehi-
cle motion in Table 3. To show the improvement of our
proposed method, we build a basic 3D ConvNets following
[34]. We design a 3D ConvNets with 5 Conv layers fol-
lowed by spatial-temporal max pooling. Similar to the C3D
in [34], we conduct 3×3×3 3D convolution with 1×1×1
stride for Conv1-Conv5, and 2×2×2 spatial-temporal max
pooling with 2×2×2 stride on Pool2-Pool5. For Pool1, we
conduct 1×2×2 spatial max pooling with 1×2×2 stride.
Different from C3D in [34], we only have one layer of con-
volution in Conv1-Conv5. Meanwhile, instead of several
fully connected layers, we apply a global average pooling
followed by several 1×1×1 convolution layers after Conv5.
Figure 3. Predicted Attention Mask of “FD-D-STA-NT" Method.
Without pseudo-groundtruth bounding boxes of the semantic mov-
ing relevant objects obtained from the object detection based
method, the attention model will focus on some “irrelevant" mo-
tion caused by the objects outside the pre-specified relevant object
list, e.g., pets, trees and flags. The overlaid red rectangles are the
predicted motion masks (has probability > 0.9).
The above basic architecture is called “C3D" in Table 3.
4.3.1 Evaluation of ReMotENet
First, we evaluate the effect of frame differencing. Column
2-3 in Table 3 show that by using frame differencing (FD),
our 3D ConvNets achieve much higher average precision
for all three categories of motion, especially on people and
vehicle motion detection tasks.
To evaluate the spatial-temporal attention model, we
modify the basic C3D network architecture to separate
spatial and temporal max pooling as shown in Table 1.
We call the network with nine 3D ConvNets (without the
STA layer) “FD-D". “FD-D-MT" denotes using multi-task
learning: we use the STA layer to predict the ST atten-
tion mask, which is trained by pseudo-groundtruth obtained
from the object detection based method, but we do not mul-
(a) PR Curve: P+V (b) PR Curve: People (c) PR Curve: Vehicle
(d) Run-time per 15s video on GPU
(second)
(e) Run-time per 15s video on CPU
(second)
(f) Model Size (KB)
Figure 4. Comparing with baseline. (a)-(c) show the precision-recall (PR) curves of our methods and the precision-recall of object detection
based methods. For all three motion categories, the PR curve of our “FD-D-STA-T" method is always higher than all the PR points of
object detection based methods, which means by properly setting the probabilistic threshold, our method can achieve comparable or better
detection performance than the baselines. The notation of object detection based methods is constructed as “detector_FPS_resolution
reduction factor_tracking" (d)-(f) show the run-time and model size comparison between our methods and the baselines.
tiply the attention mask with the extracted features after
Pool5. Another model is “FD-D-STA-NT": we multiply
the attention mask with the extracted features after Pool5
layer. However, the STA layer is trained with only bi-
nary labels of motion categories but without the detection
pseudo-groundtruth. We observe that incorporating multi-
task learning or end-to-end attention model only leads to a
small improvement, but once we combine both methods,
our “FD-D-STA-T" model achieves significant improve-
ment. Meanwhile, due to the sparsity of moving relevant
objects in the videos, the number of positive and nega-
tive spatial-temporal location from the detection pseudo-
groundtruth is extremely biased. This leads to overfitting of
the model to predict the attention of all the spatial-temporal
locations as 0. Meanwhile, adding the attention model with-
out multi-task learning also leads to small improvement.
We observe that without the weak supervision of specific
objects and their locations, the attention mask predicted by
“FD-D-STA-NT" may focus on motion caused by irrelevant
objects, such as pets, trees and flags shown in Figure 3.
To encourage our network to pay attention to the relevant
objects (in this paper, people and vehicles), we propose our
full model “FD-D-STA-T", which can be viewed as a com-
bination of multi-task learning and attention model. We use
the detected bounding boxes of relevant moving objects to
train the STA layer, and multiply the predicted attention
mask with the extracted features from Pool5 layer. “FD-
D-STA-T" achieves much higher average precision than the
previous models in all three motion categories. The results
of the above models are listed in column 5-8 of Table 3.
We also conduct experiments with other network design
choices of ReMotENet. For instance, we add more filters
in each convolution layer, or enlarge the input resolution
from 160×90 to 320×180. As shown in Table 3, those de-
sign choices lead to insignificant improvements. The ex-
periments demonstrate that ReMotENet can precisely detect
relevant motion with small input FPS and resolution.
4.3.2 Comparing with the Object Detection based
Method
Although ReMotENet is trained with the pseudo-
groundtruth obtained from the object detection based
method, it outperforms the baseline in several ways:
Detection Performance. Although the training labels
are noisy, ReMotENet can learn patterns of relevant mo-
tion and generalize well. We show the PR curve of our
methods and the performance of the object detection based
method in Figure 4(a), 4(b) and 4(c). From the PR curve
of three models: “C3D", “FD-C3D" and “FD-D-STA-T",
we demonstrate the effectiveness of frame differencing and
the STA model. The PR curves of our full model “FD-D-
STA-T" are higher than all PR points of the object detection
based method, which shows that our method can achieve
similar or better performance than the baselines by properly
choosing the detection threshold. Another advantage of our
method is that it is a probabilistic model, and one can tune
the threshold based on the priority of precision or recall.
(a) Failure Cases: Object Detection based method
(b) Spatial-temporal Attention Prediction: ReMotENet (FD-D-STA-T)
(c) Spatial-temporal Attention: Pseudo-groundtruth
(d) Failure Cases: ReMotENet (FD-D-STA-T)
Figure 5. Visualization of results from the detection based method
and ReMotENet. The details about how to generate pseudo-
groundtruth in (c) can be found in the supplementary materials.
Run-time and Model Size. From Table 2 we observe
that with a fixed detector, the object detection based method
needs large FPS and resolutions to achieve good detection
performance, especially for SSD based detectors. So, we
show the time and model size benchmark results of the base-
lines with FPS 10 and 1280×720 resolution, which achieves
the best detection performance, in Figure 4(d), 4(e) and 4(f).
For baselines, the run-time consists of the time for back-
ground subtraction, object detection and tracking; for Re-
MotENet, the run-time consists of frame differencing and
the forward pass of our 3D ConvNets. We omit the time for
decoding and sampling frames from the video clips for both
methods. The model size is the size of Tensorflow model
data file. We omit the size of meta and index file. Our
method can achieve a 9,514×-19,515× speedup on GPU
(GeForce GTX 1080) and a 3,062×-7,000× speedup on a
CPU (Intel Xeon E5-2650 @2.00GHz). Meanwhile, since
our 3D ConvNet is fully-covolutional, and very compact
(16 filters per Conv layer), we can achieve a 449×-1,304×
reduction on model size. Our “FD-C3D" model can ana-
lyze more than 256 15s video clips per second on a GPU
and around 6 videos on a CPU with a 300KB model; “FD-
D-STA-T" can parse 125 or 2.5 videos of 15s on GPU or
CPU devices respectively with a model smaller than 1MB.
Our method not only efficiently analyze home surveillance
videos on cloud with GPUs, but can also be potentially run
on the edge.
4.4. Visualization
We visualize the results of the baseline and our method
in Figure 5(a) to 5(d). Figure 5(a) shows miss/false detec-
tion of people and vehicle motion using the object detec-
tion based method. Due to the low quality of video, shad-
ows, small object size and occlusions, object detector may
fail. However, because our method is a data-driven frame-
work trained specifically on the home surveillance video
with the above properties, and it jointly models both ob-
ject appearance and motion, we can handle the above cases.
Figure 5(b) and 5(c) show the predicted spatial-temporal at-
tention mask (red rectangles) of our “FD-D-STA-T" model
and the pseudo-groundtruth obtained from the object detec-
tion based method. Although our “FD-D-STA-T" model
can only predict a coarse attention mask, it captures the mo-
tion pattern of the people in the video. Meanwhile, although
trained by the pseudo-groundtruth, our method can recover
from mistakes of the object detection based method (see the
first figures of 5(b) and 5(c)). Figure 5(d) shows several fail-
ure cases of our method. For the miss detection (the second
and forth figures), although our 3D ConvNet predicts there
is no relevant motion, it still correctly predicts the coarse at-
tention mask that covers the car and people. For the falsely
detected vehicle motion (the first figure), we find that due
to reflection of light, the input after frame differencing is
very noisy; for the false people motion detection (the third
figure), our method falsely detects bird motion as people.
5. Conclusion
We propose an end-to-end data-driven framework to de-
tect relevant motion from large-scale home surveillance
videos. Instead of parsing a video in a frame-by-frame
fashion using the object detection based method, we pro-
posed to use 3D ConvNets to parse an entire video clip at
once to dramatically speedup the process. We extended the
3D ConvNets by incorporating a spatial-temporal attention
model to encourage the network to pay more attention to the
moving objects. Evaluations demonstrate that ReMotENet
achieves comparable or better performance than the object
detection based method while achieving three to four or-
ders of magnitude speedup on GPU and CPU devices. Re-
MotENet is very efficient and compact, and therefore natu-
rally implementable on the edge (camera).
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6. Supplementary Materials
We show more evaluation results in this material including per-
formance evaluation of the object detection based method with dif-
ferent settings; different reference-frames for frame differencing;
detection performance v.s. training iterations showing good con-
verging property of training ReMotENet; the benchmark of Re-
MotENet with the object detection based method (with vs. with-
out tracking); and the details of how we obtained the pseudo-
groundtruth from the object detection based method.
6.1. Precision and Recall for Object Detection based
Method with Different Settings
In contrast to traditional sequential prediction methods [4, 23,
22, 24], our method takes an entire video clip as input. Figure 6(a)-
6(c) shows the precision and recall comparison w.r.t. the object de-
tection based method with and without object tracking. We can see
that for the object detection based method, without object track-
ing, a high recall can be achieved, but the precision is very low
due to a large number of temporally inconsistent false detections;
with object tracking, the method achieved a much higher preci-
sion with slightly lower recall; the better overall performance (F-
Score) was achieved with tracking. Meanwhile, the object detec-
tion based method requires robust and powerful but less efficient
detection framework (such as Faster R-CNN), high resolution and
large FPS to achieve good performance. Efficient detection frame-
work (SSD) and compact network (MobileNet) suffer performance
degradation. As shown in Figure 6(a)-6(c), ReMotENet achieves
comparable or better performance when compared to the object
detection based method with or without tracking.
6.2. Experiments: ReMotENet
6.2.1 Visualization of Frame Differencing
Figure 7(a) shows some frames after frame differencing for a video
clip contain relevant motion (person). We observe that the frame
differencing successfully suppresses the background and high-
lights the moving foreground of person. Figure 7(b) shows the
frames from a video clip without relevant motion. However, due
to shadow and wind, the input is not all-zero, but the frame dif-
ferencing still suppresses the stationary background to reduce the
learning complexity of our method.
6.2.2 Evaluation of Frame Differencing
First, we evaluate the effect of different frame differencing
schemes in our framework. We tested two choices of refer-
ence frame: global reference-frame (RefG), which is the first
sub-sampled frame of a video clip; local reference-frame (RefL),
which is the previous sub-sampled frame of the current frame. We
show examples of frames subtracted from RefG and RefL in Fig-
ure 8. Our intuition is that if there are relevant objects in the first
frame, and if we choose it as the global reference-frame, there will
always be holes of those objects in the subsequent frames, which
may be misleading for the network. Our experiments also vali-
dated that RefL leads to better performance than RefG, especially
on the people and vehicle motion detection task (as shown in Fig.
4). That is why we used RefL in all the benchmark work in the
paper.
Table 4. Evaluation of Frame Differencing (Average Precision):
C3D denotes using raw frames; RefG-C3D denotes using the first
frame as the reference frame; RefL-C3D denotes using the previ-
ous frame as the reference frame. Using frame differencing, espe-
cially RefL-C3D leads to significant improvement of the relevant
motion detection when compared to using raw frames as input.
P+V P Motion V Motion
C3D 77.8 62.3 66.1
RefG-C3D 81.8 70.7 69.2
RefL-C3D 82.3 72.2 73.0
6.2.3 Testing Performance v.s. Training Iterations
We show the testing average precision v.s. number of training it-
erations in Figure 9. ReMotENet takes a small number of train-
ing iterations to achieve good detection performance. This shows
good converging properties of training ReMotENets.
6.2.4 Pseudo-groundtruth Obtained from the Object
Detection based Method
Besides the final binary labels, we also use the object detec-
tion based pseudo-groundtruth to train the STA layer and achieve
significant performance improvement. To obtain the pseudo-
groundtruth, we first conduct the pipeline consisting of back-
ground subtraction, object detection using Faster R-CNN with
1280×720 resolution and 10 FPS and tracking, to obtain valid
tracklets of the objects-of-interest in each video clip (the hyper-
parameters are the same as those in section 4.2 in the main paper).
Then, for each detected bounding box of a relevant object, we con-
sider it a true positive if the detection confidence score is > 0.8.
For each frame, we construct a binary mask based on all detected
true positive bounding boxes of the relevant objects.
To map the mask with original resolution (1280×720) to the
pseudo-groundtruth of the STA layer, which has a much smaller
spatial size due to spatial-wise max-pooling layers, we divide the
original frame into 5×3 grids (if choosing 160×90 as the input
resolution), which is the spatial size of the output responses from
the STA layer in our network. The size of each grid is 256×240.
For each grid, if more than half of its pixels are labeled as “1" in
the binary mask of the original resolution, we label this grid as
“1". Finally, we obtain a 5×3 binary mask for each frame as the
pseudo-groundtruth to train the STA layer. We show some samples
of the obtained pseudo-groundtruth in Figure 10.
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Figure 6. Precision and Recall for Object Detection based Method with Different Settings. The notation of object detection based methods
is constructed as “detector_FPS_resolution reduction factor_with(out) tracking". The circles denote the object detection based methods
with tracking; the rectangles denote without tracking.
(a) Person Motion (b) No Motion
Figure 7. Frame Differencing: (a) shows the frames after frame
differencing from a video clip contains person motion; (b) shows
the frames from a video clip without relevant motion. For better
visualization, we conduct dilation on the frames.
Figure 8. Comparison between different reference frames: The
first row shows the raw video frames; the second row shows frames
after subtracting local reference-frame; third row shows frames af-
ter subtracting global reference-frame.
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