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Introduction
Consider on the set I = [a, b] the second order nonlinear ordinary differential equation u (t) = p(t)u(t) + f (t, u(t)) + h(t) for t ∈ I (0.1)
with the boundary conditions u(a) = 0, u(b) = 0, (0
where h, p ∈ L(I; R) and f ∈ K(I; R). By a solution of the problem (0.1), (0.2) we understand a function u ∈ C (I, R), which satisfies the equation (0.1) almost everywhere on I and satisfies the conditions (0.2).
Consider also the homogeneous problem w (t) = p(t)w(t) for t ∈ I, (0.3)
w(a) = 0, w(b) = 0. (0.4) At present, the foundations of the general theory of two-point boundary value problems are already laid and problems of this type are studied by many authors and investigated in detail (see, for instance, [1] , [4] , [5] , [8] , [12] , [13] , [14] - [16] , [17] and references therein). On the other hand, in all of these works, only the case when the homogeneous problem (0.3), (0.4) has only a trivial solution is studied. The case where the problem (0.3), (0.4) has also a nontrivial solution is still little investigated and in the majority of articles, the authors study the case with q constant in the equation (0.1), i.e., when the problem (0.1), (0.2) and the equation (0.3) are of type u (t) = −λ 2 u(t) + f (t, u(t)) + h(t) for t ∈ [0, π], (0.5) u(0) = 0, u(π) = 0, (0.6) and w (t) = −λ 2 w(t) for t ∈ [0, π] (0.7)
respectively and λ = 1. (see, for instance, [2] , [3] , [4] , [6] - [11] , [14] - [16] , and references therein).
In the present paper, we study the problem (0.1), (0.2) in the case when the function p ∈ L(I; R) is not necessarily constant, under the assumption that the homogeneous problem (0.3), (0.4) has the nontrivial solution with an arbitrary number of zeroes. For the equation (0.7), this is the case when λ is not necessarily the first eigenvalue of the problem (0.7), (0.6).
The obtained results are new and generalise some well-known results(see, [2] , [3] , [4] , [6] , [10] ).
The following notation is used throughout the paper: N is the set of all natural numbers. R is the set of all real numbers, R + = [0, +∞[. C(I; R) is the Banach space of continuous functions u : I → R with the norm u C = max{|u(t)| : t ∈ I}. C (I; R) is the set of functions u : I → R which are absolutely continuous together with their first derivatives. L(I; R) is the Banach space of Lebesgue integrable functions p : I → R with the norm p L = b a |p(s)|ds. K(I; R) is the set of functions f : I → R satisfying the Carathéodory conditions. i.e., f (·, x) : I → R is a measurable function for all x ∈ R, f (t, ·) : R → R is a continuous function for almost all t ∈ I, and for every r > 0 there exists q r ∈ L(I; R + ) such that |f (t, x)| ≤ q r (t) for almost all t ∈ I, |x| ≤ r. = {t ∈ I : w(t) < 0}, and [w(t)] + = (|w(t)| + w(t))/2, [w(t)] − = (|w(t)| − w(t))/2 for t ∈ I.
Definition 0.1. Let, A be a finite (empty) subset of I. We say that f ∈ E(A), if f ∈ K(I; R), and for any measurable set G ⊆ I and the constant r > 0, we can choose ε > 0 such that if G |f (s, x)|ds = 0 for x ≥ r (x ≤ −r) g(t, x) = x for x ≤ 1/t, t > 0 1/t for x > 1/t, t > 0 .
Then f ∈ K([−1, 1]; R) and it is clear that f ∈ E({0}) because, for every ε > 0, if x ≥ 1/ε then 
on I. Let, moreover, there exist ε > 0 such that
where γ r (t) = sup{|f (t, x)| : |x| ≤ r}.
(1.5) Then the problem (0.1), (0.2) has at least one solution. Example 1.1. It follows from Theorem 1.1 that the equation
where σ = 1, λ = 1, and α ∈ ]0, 1], under the conditions (0.6) has at least one solution for every h ∈ L([0, π], R). Theorem 1.2. Let w be an arbitrary nonzero solution of the problem (0.3), (0.4), condition (1.1) holds, there exist the constant r > 0, the functions f − , f + ∈ L(I; R + ) and q ∈ K(I; R + ) such that q is nondecreasing in the second argument,
on I, and
Let, moreover, there exist ε > 0 such that
where γ r is defined by (1.5). Then the problem (0.1), (0.2) has at least one solution.
Example 1.2. From Theorem 1.2 it follows that the problem (1.6), (0.6) with σ = −1, λ = 1, and α ∈ ]0, 1[ has at least one solution for any h ∈ L([0, π]; R).
Remark 1.1. In the Theorem 1.i (i = 1, 2), the condition (1.4 i ) can be replaced by
because, from (1.10 i ) there follows the existence of a constant ε > 0 such that the condition (1.4 i ) is satisfied. Theorem 1.3. Let i ∈ {0, 1}, w be an arbitrary nonzero solution of the problem (0.3), (0.4), f ∈ E(N w ), there exist the constant r > 0 such that the function (−1) i f is non-decreasing in the second argument for |x| ≥ r, 
, there exist the constant r > 0 such that (−1) i g 0 is nondecreasing for |x| ≥ r, and
Then, for every h ∈ L(I; R), the problem (0.1), (0.2) has at least one solution.
Example 1.4. From the Theorem 1.4 it follows that the equation
where α ∈ ]0, 1[ and p 0 , p 1 , h ∈ L(I; R), under the conditions (0.2) has at least one solution provided that p 1 (t) > 0 for t ∈ I. Theorem 1.5. Let i ∈ {0, 1} and w be an arbitrary nonzero solution of the problem (0.3),(0.4). Let, moreover, there exist the constants r > 0, ε 0 > 0, and the functions α,
hold on I, and let
Then the problem (0.1), (0.2) has at least one solution. 
because from (1.23 i ) there follows the existence of a constant ε > 0 such that the condition (1.22 i ) is satisfied.
Example 1.5. From Theorem 1.5 it follows that the equation
where λ ∈ N and α ∈ ]0, +∞[ , under the conditions (0.6) has at least
2. Problem (0.5), (0.6).
Throughout this section we will assume that a = 0, b = π, and I = [0, π]. In view of the fact that the functions ±sinλt are the solutions of the problem (0.7), (0.6), from Theorems 1.1-1.5 the following corollaries are true Corollary 2.1. Let λ = 1 and all the assumptions of Theorem 1.1 (resp. Theorem 1.2) except (1.1) be fulfilled with w(t) = sint. Then the problem (0.5), (0.6) has at least one solution.
Now, note that
, there exist the constant r > 0 such that the function (−1) i f is non-decreasing in the second argument for |x| ≥ r, and let the conditions (1.11)-(1.13) be fulfilled with w(t) = sinλt. Then there exists δ > 0 such that the problem (0.5), (0.6) has at least one solution for every h ∈ L(I; R) satisfying the condition | π 0 h(s) sin λsds| < δ. Corollary 2.3. Let i ∈ {0, 1}, λ ∈ N , and let all the assumptions of Theorem 1.4 be fulfilled with w(t) = sin λt. Then, for any h ∈ L(I; R), the problem (0.5), (0.6) has at least one solution.
Corollary 2.4. Let i ∈ {0, 1}, λ ∈ N and let there exist the constant r > 0 such that (1.20 i )-(1.22 i ) be fulfilled with w(t) = sinλt. Then the problem (0.5), (0.6) has at least one solution.
Remark 2.1. In the Corollary 2.1 (resp. Corollary 2.4), the condition (1.4 i ) (resp. (1.22 i )) can be changed by the condition (1.10 i ) (resp. (1.23 i )) with w(t) = sint (resp. w(t) = sinλt).
Auxiliary Propositions
Let u n ∈ C (I; R), u n C = 0 (n ∈ N ), w be an arbitrary solution of the problem (0.3), (0.4), and r > 0. Then, for every n ∈ N , we define:
, From these definitions it is clear that, for any n ∈ N , we have
Lemma 3.1. Let u n ∈ C (I; R) (n ∈ N ), r > 0, w be an arbitrary solution of the problem (0.3), (0.4) and
3)
Proof. From the unique solvability of Caushy's problem for the equation (0.3) it follows that the set N w is finite. Consequently we can assume that
We first show that, for every n 0 ∈ N , there exists n 1 > n 0 such that
Suppose on the contrary that, for some n 0 ∈ N , there exists the sequence t n j ∈ A n j ,1 (j ∈ N ) with n j < n j+1 , such that t n j ∈ T n 0 for j ∈ N . Without loss of generality we can assume that lim j→+∞ t n j = t 0 . Then from the conditions (3.3), (3.4) , the definition of the set A n,1 and the equality w(t 0 ) = (w(t 0 )−w(t n j ))+(w(t n j )−v n j (t n j ))+v n j (t n j ), we get |w(t 0 )| = 0, i.e., t 0 ∈ {t 0 , t 1 , ..., t k+1 }. But this contradicts the condition t n j ∈ T n 0 and thus (3.15) is true. Since lim n→+∞ mesT n = 0, it follows from (3.2) and (3.15) that (3.7) is valid.
. Then from (3.4) it follows that
for n ≥ n 0 , and thus t 0 ∈ A + n,2 for n ≥ n 0 , i.e., D
The second relation of (3.5) can be proved analogously. Now suppose that t 0 ∈ C n,1 and t 0 ∈ B n,1 . Then, in view of (3.1) and (3.2), it is clear that t 0 ∈ B n,2 , and thus
16) which contradicts (3.4). Consequently, C n,1 ⊂ B n,1 for n ∈ N . This, together with the relations C n,2 = A n,2 \C n,1 , B n,2 ⊆ A n,2 \B n,1 , implies B n,2 ⊂ C n,2 , i.e., (3.8) holds. The conditions (3.9) and (3.10) follow immediately from (3.8) . In view of the fact that lim n→+∞ mesC n,i = (2 − i)mesI, from (3.8) we gat (3.11). Now, let t 0 ∈ B n,2 and suppose that |v n (t 0 )| > 1/2n. Then from (3.4) we obtain the following contradiction 1/2n ≥ |v n (t 0 ) − w(t 0 )| = |v n (t 0 )| + |w(t 0 )| > 1/2n + |w(t 0 )|, i.e., (3.12) holds. From (3.4) and the definition of the set C n,1 we obtain (3.13). Now we will show that C ± n,1 = {t ∈ A n,2 : ±w(t) ≥ 1/n} for n ∈ N.
(3.17)
Let there exists t 0 ∈ C + n,1 such that t 0 ∈ {t ∈ A n,2 : w(t) ≥ 1/n}. Then from the definition of the sets C n,1 and C + n,1 we get that w(t) ≤ −1/n and t 0 ∈ A + n,2 . In this case the inequality (3.16) is fullfild, which contradict (3.4). Therefore C + n,1 ⊂ {t ∈ A n,2 : w(t) ≥ 1/n}. Let now t 0 ∈ {t ∈ A n,2 : w(t) ≥ 1/n} and t 0 ∈ C + n,1 . Then from the definition of the set C n,1 and (3.2) it is clear that t 0 ∈ C − n,1 , i.e. t 0 ∈ A − n,2 , and that the inequality (3.16) is fullfild, which contradicts (3.4).Therefore {t ∈ A n,2 : w(t) ≥ 1/n} ⊂ C 
where in view of (3.7) the equality lim n→+∞ mes(I \ A n,2 ) = 0 holds.
From the last two relation and the fact that
, we obtain (3.14).
Lemma 3.2. Let i ∈ {1, 2}, r > 0, k ∈ N , w be an arbitrary solution of the problem (0.3), (0.4), N w = {t 1 , ..., t k }, the function f 1 ∈ E(N w ) be non-decreasing in second argument for |x| ≥ r, and let the conditions (3.3) and
then there exist δ 0 > 0 and ε 1 > 0 such that
] . b)For any r > 0 and δ 1 > 0 there exist ε 2 > 0 and n 0 ∈ N such that
and
i r)|ds = 0. From these inequalities, by the conditions (3.18) and f 1 ∈ E(N w ) where f 1 is non-decreasing in the second argument, there follows the existence of δ 0 > 0 and ε * > 0 such that
Now we put
. In view of (3.22), we obtain
Then it is clear that there exists γ 1 > 0 such that for any γ ∈]0, γ 1 [ the equation |w(t)| = γ, on the set I * , has only t γ,i , t * γ,i (i = 1, ..., k) solutions and
where
The relations (3.26) and (3.28) imply that there exist γ ∈ ]0, γ 1 ] and
and thus
By virtue of (3.23), (3.25), (3.27), and (3.29), we get
In view of the last two relations, (3.24), and the fact that U ε 1 ⊂ U ε * , we conclude that the inequality Then in view of (3.30) and the fact that for any ε > 0 and n ∈ N
Therefore in this case (3.21 1 ) is true. Now, consider the case when for some r 1 ≥ r there exists n 0 ∈ N such that
It is clear that there exist η > 0 and ε 2 > 0 such that
and then 
From this inequality and (3.35) we obtain (3.21 1 ) in second case too. Analogously one can prove (3.21 2 ). Lemma 3.3. Let all the conditions of Lemma3.1 be fulfilled and there exist r > 0 such that the condition (3.18) holds where f 1 ∈ K(I; R). Then
(3.37)
Then, according to (3.1), (3.2), and (3.18), we obtain the estimate
|f 1 (ξ, u n (ξ))|dξ for a ≤ s < t ≤ b, n ∈ N . This estimate and (3.7) imply (3.36).
Lemma 3.4. Let r > 0, u n ∈ C (I; R) (n ∈ N ), w be a nonzero solution of the problem (0.3), (0.4), the condition (3.3) hold and
where v n (t) = u n (t)||u n || Let, moreover, f 1 ∈ K(I; R), h 1 ∈ L(I; R), there exist the numbers ε > 0, n 0 ∈ N and the functions f + , f − ∈ L(I; R + ) such that
41)
42)
when γ * is defined by (3.37) Then there exists n 1 ∈ N such that
Proof. It is not difficult to verify that all the assumptions of Lemma3.1 are satisfied. From the unique solvability of Caushy's problem for the equation (0.3) and the conditions (0.4) we conclude that w (a) = 0 and w (b) = 0. Therefore in view of (3.38)-(3.40) there exists n 2 ∈ N such that u n (t)sgnw(t) > 0 for n ≥ n 2 , a < t < b.
Also, by (3.1) and (3.2) we gat the estimate
where γ * r is given by (3.37). Now, note that f
Then by virtue of (3.7), we see that there exist ε > 0 and n 1 ∈ N (n 1 ≥ n 2 ), such that
r (s)|w(s)|ds for n ≥ n 1 . By these inequalities, (3.3), (3.41), and (3.44), from (3.45) we obtain
if n ≥ n 1 and w(t) ≥ 0. Analogously we obtain
for n ≥ n 1 and w(t) ≤ 0. From the last two estimates in view of (3.42) it follows that (3.43) is valid. In view of (3.14) and (3.46), there exists n 2 ≥ n 0 such that 
if (3.50 1 ) holds,
if (3.50 2 ) holds, and
On the other hand the definition of the set U ε and (3.17), imply that there exists n 4 > n 3 , such that
(3.54)
By this inclusion, (3.2), and (3.5) we obtain that for n ≥ n 4
Now, suppose N w = ∅, and let there exists n ≥ n 4 such that
Then, by taking into account that f 1 is non-decreasing in the second argument for |x| ≥ r, (3.3), (3.12), (3.18) and the definitions of the sets B + n,2 , B − n,2 , we obtain
(3.57)
Analogously from (3.3), (3.13), (3.18) , and the definitions of the sets C + n,1 , C − n,1 , we obtain the estimates
(3.58)
Then from (3.1), (3.2), (3.9), (3.57) and respectively from (3.1), (3.2), (3.10), and (3.58) we have
and respectively
Then if the condition (3.56) holds, from (3.59), (3.60), (3.52 1 ), (3.52 2 ), (3.53), (3.54), and (3.55) we get
On the other hand, in view of (3.10), (3.18) , the definition of the sets A n,2 , B n,1 and the fact that f 1 is non-decreasing in the second argument, we obtain the estimate
Now, suppose that there exists n ≥ n 4 such that
Thus from (3.50 1 ), (3.50 2 ) and (3.62),(3.63) there follows the existence of δ * > 0 such that M n ≥ δ * . From this inequality and (3.61) it follows that in both cases when (3.56) or (3.63) are fulfilled the inequality M n ≥ δ for n ≥ n 4 (3.64)
holds with δ = min{δ 0 /2, δ * }. Then from (3.48) by (3.7) and (3.64), we see that for any ε > 0 there exists n 1 > n 4 such that b a f 1 (s, u n (s))w(s)ds ≥ δ − ε for n ≥ n 1 , and then
(3.65)
If N w = ∅, then in view of (3.3), (3.38), (3.40) and (3.49), the condition (3.63) holds, i.e., the inequality (3.65) holds too.
Consequently because ε > 0 is arbitrary, from (3.65) and (3.47) the inequality (3.43) follows. Lemma 3.6. Let, all the conditions of Lemma 3.5, except (3.47), be satisfied with
Then for any function h 1 ∈ L(I; R) the inequality (3.43) holds.
Proof. From the conditions of our Lemma it is clear that the relations (3.48)-(3.55),(3.57)-(3.60) and (3.62) with f 1 (t, x) = f 0 (t)g 1 (x) are fulfilled and the function g 1 is non-decreasing. Note now that, by the same way as the equality (3.33) in the Lemma 3.2, from the relations (3.31) and (3.32) there follows the existence of ε 0 and n 0 ∈ N such that
for n ≥ n 0 . Now suppose that the condition (3.50 1 ) i.e., (3.52 1 ) holds and first consider the case when n ≥ n 4 is such that (3.56) is fulfilled. From (3.52 1 ) it follows that |g 1 (r)| > 0 and β + > 0. Consequently in view of the fact that g 1 is non-decreasing we get I(D
By virtue of this last inequality and (3.67) we see that the inequality (3.61) is true with δ = |g 1 (r)|β + , i.e., M n ≥ |g 1 (r)|β + > 0. Consider, now the case when n ≥ n 4 is such that the condition (3.63) holds. Then by virtue of (3.14) and (3.46) from (3.62) we see that for arbitrary ε 1 > 0 there exists
From the last two relation and (3.48) in view of (3.7) it follows that in any case (when (3.56) or (3.63) hold) there exist ε 2 > 0 and n 1 ≥ n 4 such that
. From (3.66) and the last inequality it is clear that for any function h 1 we can choose r > 0 such that the inequality (3.43) will be true. Analogously one can proof (3.43) in the case when the inequality (3.50 2 ) holds.
Lemma 3.7. Let r > 0, u n ∈ C (I; R) (n ∈ N ), w be an arbitrary nonzero solution of the problem (0.3),(0.4), and the conditions (3.3), (3.38), and (3.40) hold. Moreover let there exists n 0 ∈ N and the functions α, f − , f + ∈ L(I, R + ) such that the condition (3.41) is satisfied, sup{|f 1 (t, x)| : x ∈ R} = α(t) for t ∈ I, (3.68) and
Than there exists n 1 ∈ N such that the inequality (3.43) holds.
Proof. It is not difficult to verify that all the assumption of Lemma3.1 are satisfied. From (3.1), (3.2), and (3.68) we gat
Also, by the definition of the set B n,1 we obtain
Then, by (3.1), (3.2), (3.10), (3.41), and (3.71) from (3.70) we readily obtain the estimate
Then by (3.7), (3.11), (3.14), and the inclusions C 
if n ≥ n 1 . Let w 1 be an arbitrary solution of the problem (0.3),(0.4). First suppose that w(t) ≡ w 1 (t). By virtue of (3.72) and (3.73) we obtain
Analogously, if w(t) ≡ −w 1 (t), we obtain
Now, by taking into account the fact that the problem (0.3),(0.4) has only two solutions (different only by sign) and the fact that
for the arbitrary l ∈ L(I, R), from the last two inequalities and (3.69) we immediately obtain (3.43).
Now we consider the definitions of the sets V 10 ((a, b)) introduced and described in [12] for any function satisfying the inequality p(t) ≤ p * (t) for t ∈ I has no zeros in the set ]a, b].
i /n and w n ∈ C (I; R) (n ∈ N ) be a solution of the problem w n (t) = p n (t)w n (t) for t ∈ I, w n (a) = 0, w n (b) = 0. (3.75 n )
Then:
a.There exists n 0 ∈ N such that the problem (3.75 n ) has only a zero solution if n ≥ n 0 .
b.If i = 2 and N w = ∅ where w is the solution of the problem (0.3), (0.4), the inclusion p n ∈ V 10 ((a, b)) for n ∈ N holds.
Proof. a. Let N * wn be the number of zeroes of the function w n on I. Now, assume to the contrary that there exists the sequence {w n } +∞ n≥n 0 of the nonzero solutions of the problem (3.75 n ).
Then if i = 1, from the fact that p n (t) < p n+1 (t) by Sturm's comparison theorem we obtain N * w n+1 < N * wn for w n ≡ 0. From this inequality there follows the existence of n 1 ∈ N such that N If i = 2, from the fact that p n−1 (t) > p n (t) > p(t) by Sturm's comparison theorem we obtain On the other hand from (3.76) it follows that there exists n 1 ∈ N such that N * wn > N * w for n > n 1 and this contradicts (3.77). b. Let p n (t) ≤ p * (t) and u be the solution of the problem (3.74). Now, assume to the contrary that there exists n ∈ N such that p n ∈ V 10 ([a, b] ). Then there exists t 0 ∈]a, b] such that u(t 0 ) = 0. Then in view of the fact that p(t) < p * (t) by Sturm's comparison theorem we obtain that w, the solution of the problem (0.3), (0.4) has zero in the interval ]a, t 0 [. Which contradicts our assumption that N w = ∅.
Proof of The Main Results
Proof of Theorem 1.1. Let p n (t) = p(t) + 1/n and for any n ∈ N consider the problem
2) In view of the condition (1.1) and Lemma 3.8 the problem (3.75 n ) has only zero solution for n ≥ n 0 and the inclusion p n ∈ V 10 ((a, b)) holds. Also from the conditions (1.3) it follows that 0 ≤ f (t, x)sgnx for t ∈ I, |x| ≥ r. From the last inequality and the inclusion p n ∈ V 10 ((a, b)), as is well-known (see [12, Theorem 2.2, p.2367]), it follows that the problem (4.1),(4.2) has at last one solution, suppose u n . In view of the condition (1.2) without loss of generality we can assume that there exists ε * > 0 such that h 0 (t) ≥ ε * on I. Then g(t)|x| + h 0 (t) ≥ ε * for x ∈ R, t ∈ I. Consequently it is not difficult to verify that u n also is the solution of the equation
on the set I where p 0 (t,
. Now, assume that lim n→+∞ ||u n || C = +∞ (4.4) and v n (t) = u n (t)||u n || −1 C . Then on I, for any n ∈ N v n (t) = (p n (t) + p 0 (t, u n (t))sgnu n (t))v n (t) + 1 ||u n || C p 1 (t, u n (t)), (4.5) In view of the condition (1.2) the functions p 0 , p 1 ∈ L(I; R) are bounded respectively by the functions g(t) and h(t) + h 0 (t). Then from (4.5) by virtue of (4.4), (4.6) and (4.7) we see that there exists r 0 > 0 such that ||v n || C ≤ r 0 . Consequently in view of (4.7), by Arzela-Ascoli lemma, without loss of generality we can assume that there exists w 0 ∈ C (I, R) such that lim n→+∞ v (i) n (t) = w (i) 0 (t) (i = 0, 1) uniformly on I. From the last equality and (4.4) there follows the existence of the increasing sequence α k ∈ N, k ∈ N such that ||u α k || C ≥ 2rk and ||v
Without loss of generality we can suppose that u n ≡ u αn and v n ≡ v αn . In this case we see that u n and v n are the solutions of the problems (4.1), (4.2) and (4.5), (4.6) respectively with p n (t) = p(t) + 1/α n for t ∈ I, n ∈ N, and that the inequalities 8) are fullfild. Analogously, because the functions p 0 , p 1 ∈ L(I; R) are bounded in view of (4.4), without loss of generality we can assume that there exists the function p ∈ L(I; R) such that
uniformly on I for (j = 0, 1). By virtue of (4.7)-(4.9 j ) (j = 0, 1) from (4.5) we obtain w 0 (t) = (p(t) + p(t))w 0 (t), (4.10)
||w 0 || C = 1. (4.12) From the conditions (1.3), and (4.8) it is clear that all the assumptions of Lemma 3.3 with f 1 (t, x) = f (t, x) are satisfied, and then from (4.9 j ) (j = 0) we obtain t s p(ξ)dξ ≥ 0 for a ≤ s < t ≤ b, i.e., p(t) ≥ 0 for t ∈ I.
(4.13)
Now, assume that p ≡ 0 and w is a solution of the problem (0.3), (0.4). Then using Sturm's comparison theorem, for the equations (0.3) and (4.10), from (4.13) we see that there exists the point t 0 ∈]a, b[ such that w(t 0 ) = 0 which contradicts (1.1), i.e., our assumption is invalid and p ≡ 0. Consequently, w 0 is a solution of the problem (0.3), (0.4), i.e., w(t) = w 0 (t) for t ∈ I. (4.14) Consequently, multiplying the equations (4.1) and (0.3) respectively on w and −u n ,and by integrating their sum from a to b, in view of the conditions (4.2) and (0.4) we obtain
for n ≥ n 0 . Then by (4.8) and (4.14) we get
On the other hand, in view the conditions (1.1)-(1.4 1 ), (4.2), and (4.8) it is clear that all the assumption of Lemma 3.4 with f 1 (t, x) = f (t, x), h 1 (t) = h(t) are fulfilled. Then the inequality (3.43) is true, which contradicts (4.16). I.e., assumption (4.4) is invalid and there exists r 1 > 0 such that ||u n || C ≤ r 1 for n ∈ N . Consequently from (4.1) and (4.2) it is clear that there exists r 1 > 0 such that ||u n || C ≤ r 1 and |u n (t)| ≤ σ(t) for t ∈ I, n ∈ N, where σ(t) = (1 + |p(t)|)r 1 + |h(t)| + γ r 1 (t). Hence, by the Arzela-Ascoli lemma, without loss of generality we can assume that there exists the function u 0 ∈ C (I; R) such that lim n→+∞ u Proof of Theorem 1.2. Let p n (t) = p(t) − 1/n and for any n ∈ N consider the problems (4.1), (4.2) and (3.75 n ). In view of the Lemma 3.8 the problem (3.75 n ) has only zero solution if n ≥ n 0 . Then, as is wellknown (see [9, Theorem 1.1, p.345]), from the conditions (1.7), (1.9) it follows that the problem (4.1), (4.2) has at least one solution, suppose u n . Now suppose that (4.4) is fulfilled and v n (t) = u n (t)||u n || −1 C . Then the conditions (4.6) and (4.7) are fulfilled, v n (t) = p n (t)v n (t) + 1 ||u n || C (f (s, u n (s))) + h(s)). Then in view the conditions (1.7) and (1.9), from (4.17) there follows the existence of r 0 > 0 such that ||v n || C ≤ r 0 . Consequently in view (4.7) by the Arzela-Ascoli lemma, without loss of generality we can assume that there exists the function w 0 ∈ C (I, R) such that lim n→+∞ v (i) n (t) = w (i) 0 (t) (i = 0, 1) uniformly on I. Now, analogously as in the proof of Theorem 1.1, we can choose the sequence {α k } +∞ n=1 from N such that, if we suppose u n = u αn then the coditions (4.8) will by true when the functions u n and v n are the solutions of the broblems (4.1), (4.2) and (4.17), (4.6) respectively with p n (t) = p(t) − 1/α n for t ∈ I, n ∈ N. From (4.17) by virtue of (4.6), (4.8) and (1.9) we obtain (4.14). Consequently, analogously as (4.15) in the proof of the Theorem 1. Proof of Theorem 1.3. Let p n (t) = p(t) + (−1) i /n and for any n ∈ N consider the problems (4.1), (4.2), and (3.75 n ). In view of the condition (1.13) and the fact that (−1) i f (t; x) is non-decreasing in the second argument for |x| ≥ r, we obtain for an arbitrary sequence z n ∈ C(I; R) with lim n→+∞ ||z n || C = +∞. Also, in view of Lemma 3.8 the problem (3.75 n ) in the case i = 0 as in the case i = 2 has only a zero solution for n ≥ n 0 . Then as it is well-known (see [9, Theorem 1.1, p. 345]) from the inequality (4.19) it follows that the problem (4.1), (4.2) has at least one solution, suppose u n . Now suppose that (4.4) is fulfilled and v n (t) = u n (t)||u n || −1 C . Then (4.6), (4.7) and (4.17) are fulfilled too. Thus, by the conditions (4.7) and (4.19), from (4.17) we get the existence of r 0 > 0 such that ||v n || C ≤ r 0 . Consequently in view of (4.7) by the Arzela-Ascoli lemma, without loss of generality we can assume that there exists the function w 0 ∈ C (I, R) such that lim n→+∞ v from N such that, if we suppose u n = u αn , the conditions (4.8) will by true when the functions u n and v n are the solutions of the problems (4.1), (4.2) and (4.17), (4.6) respectively with p n (t) = p(t) + (−1) i /α n for t ∈ I, n ∈ N. From (4.17) by virtue of (4.6), (4.8) and (1.13) we obtain (4.14). Consequently, analogously as (4.15) for n ∈ N . Now note that in view the conditions (1.11), (1.12), (1.14),
