We present here an analysis of the theoretical uncertainties associated to the predicted solar neutrino rates for the current gallium, chlorine and water-Cherenkov experiments. We estimate the theoretical rates and their error matrices in three independent solar models (proposed by Bahcall and Pinsonneault, Turck-Chi eze and Lopes, and Dar and Shaviv), and compare them to the experimental data. We show that the correlations of the theoretical uncertainties are crucial to assess the statistical signicance of the solar neutrino decit. The implications of a parametrization of the errors in terms of the central temperature of the Sun are also discussed.
Introduction
One of the most challenging problems in the eld of astroparticle physics is the long-standing discrepancy between measured and predicted solar neutrino rates. The most recent results of the GALLEX [1] and SAGE [2] gallium (Ga) experiments, Homestake chlorine (Cl) experiment [3] , and Kamiokande (Kam) waterCherenkov experiment [4] are collected in Table 1 . The measured solar neutrino uxes appear to be systematically lower than theoretically predicted in a variety of standard solar models (SSMs), in particular in the detailed models proposed by Bahcall and Ulrich [5] , Bahcall and Pinsonneault [6] and Turck-Chi eze and Lopes [7] . The decit seems to be substantially reduced in the SSM recently proposed by Dar and Shaviv [8] . For the sake of brevity, in the following we will refer to the previous four models as BU, BP, TL and DS respectively.
The critical comparison of the dierent assumptions underlying the various SSMs is the preferred subject of discussion among model builders, and it will not be addressed in this paper. We prefer instead to investigate accurately the compatibility of the dierent theoretical predictions with the experimental data. To this aim, in Sec. 2 we consider in detail the analytical prescription required to estimate the theoretical error matrix. In particular, we provide all the tools for a do-it-yourself estimate of the errors. In Sec. 3 we apply this general method to three independent solar models (BP, TL and DS), in order to assess the statistical signicance of the neutrino decit. The implications of charting the dierent solar models according to their predicted core temperature T C are discussed in Sec. 4 . In Sec. 5 we nally summarize our conclusions about the present status of the solar neutrino problem. In any solar model, the predicted neutrino rates R j (in the following j = 1; 2; 3 stands for Ga, Cl, Kam) are aected by | in general correlated | theoretical uncertainties. In this section we describe in detail a prescription useful to estimate the full theoretical error matrix analytically 1 . As we will see in the following, Tables from 2 to 6 collect all needed input data.
In Table 2 we report the eight relevant neutrino uxes f i g i=1;:::;8 (pp, pep, hep, Be, B, N, O, F) as estimated in the BU, BP, TL and DS solar models.
The uxes in Table 2 , when multiplied by the energy-averaged detector crosssection factors fC ij g i=1;:::;8 j=1;:::;3 reported in Table 3 , give the theoretical partial rates R ij (R ij = C ij i ) and the total rates R j (R j = P 8 i=1 R ij ) for the three dierent types of solar neutrino experiments. 1 The uncertainties in the capture cross-section of each detector. These are completely specied by the uncorrelated relative errors ln C ij aecting the cross-section factors C ij , as given in Table 4. 2 The uncertainties in the astrophysical parameters used as input in building the dierent solar models. Their relevant components can be traced back to the nuclear S-factors S 11 , S 33 , S 34 , S 1;14 , S 17 , the metallicity (Z/X ), the Sun age (Age) and the opacity (Opa). We denote these input parameters 2 as fX k g k=1;:::;9 . The corresponding relative errors ln X k , as adopted by BU, BP, TL and DS, are reported in Table 5 . Notice that the estimate of ln X k is more conservative in TL than in BU and BP. We will assume the TL values for the missing entries in the fourth row of Table 5 (DS model). Table 6 . The last row is obtained by comparing the output uxes relative to models with dierent opacity input tables [5, 6] . Several entries of this matrix have been independently estimated by the authors of Refs. [7, 12] , which quote a good agreement with the BU, BP values. The only element of f ik g quoted in the Kovetz and Shaviv model [13] (on which the DS model is based) is 56 = 7:1, close to the value 6:76 of Table 6 . At this point, it seems reasonable to use the same matrix f ik g as that in Table 6 for all models. The entries of the matrix f ik g are not linearly independent. In fact, the uxes are constrained by the equation of energy production (see, e.g., Ref. ), proportional to the luminosity (Lum = X 6 ). By considering the ux variations induced by the X k uncertainties, the above equation leads to the following interesting sum rule
: : : ; 9) ; (2) which is satised at the 2% level by using BU or BP uxes. This means that energy conservation is correctly implemented: a perturbation of X k with k = 6
(k 6 = 6) induces a redistribution of the uxes while varying (keeping constant) K, as it should be. Now we calculate the relevant error matrices. As said before, the matrix 2 j 1 j 2 (TH) of the total theoretical errors aecting the rates R j is the sum of two distinct matrices, one with the errors due to the detector cross sections (CS errors) and the other constructed with the uncertainties concerning the astrophysical parameters (AP errors) : 
The contributions to 2 j 1 j 2 (CS), coming from the uncertainties ln C ij in the detector cross sections, are uncorrelated in both the indices (i; j), and give rise to the diagonal matrix 2 j 1 j 2 (CS) = j 1 j 2
The contributions to 2 j 1 j 2 (AP), coming from the uncertainties in the input parameters X k , aect all the uxes i systematically and give rise to o-diagonal elements in the error matrix
The sum of the theoretical and experimental error matrices gives the total error matrix: denoting by exp j 1 the experimental errors given in Table 1 
Finally, it is useful to dene also the 88 ux error matrix 2 i 1 i 2 , which receives only \astrophysical" contributions
The analytical formulae for the error matrices reported above can be compared with some numerical estimates performed in the literature. In particular, values of p ii and of some of their single astrophysical (AP) components have been published in Table XIII of Ref. [5] and Table VII of Ref. [6] . Values of q jj (TH) and of some of their astrophysical (AP) and detector cross-section (CS) components are given in Table XVI of Ref. [5] , Table X of Ref. [6] and Table VI of Ref. [7] . Our results agree with all these published values with great accuracy when the appropriate input for each reference model is used.
It is very important to test now the o-diagonal elements of the error matrix, generated by the astrophysical (AP) uncertainties. To this aim we use the set of 8-plets of uxes i obtained by Bahcall in a Monte Carlo evaluation of \1000 standard solar models" It is interesting to observe that as inputs of our analytical method we require the outputs of O(N) solar model replicas (for example, to estimate the ik 's), where N is the number of astrophysical parameters used as variables (whith N = 9 in our most general case, N = 5 in Table 7 The analytic prescription of the previous section is now applied to the BP, TL and DS solar models. They can be thought of as representative of models yielding \high" (BP), \intermediate" (TL) and \low" (DS) neutrino rates, as a result of dierent | although \standard" | physical assumptions.
The main results are collected in Table 8 , were we report, for each of the three reference models, the predicted rates R j , the total theoretical errors q jj (TH) with their correlations, and the global 2 (including or not the correlation eects).
Let us stress that the correlations of the theoretical errors in Table 8 are sizeable, and it would be a gross approximation, in principle, to neglect them in the 2 estimate, as can be seen by comparing the last two columns of the table. The impact of the correlation matrix is often ignored when the statistical signicance of the solar neutrino problem is criticized [15] . The \uncorrelated" approximation is particularly dangerous in the DS model, where it leads to a much lower 2 (13.5 instead of 20.5). The eect is opposite in the BP model, and happens to be negligible in the TL model. We will turn again to this point.
Among the three models, BP has the highest 2 , as a result of higher predicted rates and relatively smaller theoretical input errors. However, even in the DS model (lower rates, conservative errors) the value assumed by the global 2 corr is certainly still large enough to elevate the solar neutrino decit to the status of a problem. We must note at this point that our Ga and Cl rates for the DS model in Table 8 are slightly larger than those quoted by the authors (109 and 4:2 SNU respectively, see Ref. [8] ). This disturbing dierence implies that Dar and Shaviv use an alternative, but unspecied, set of cross-section factors C ij . However, even using their Ga and Cl quoted rates, we get 2 corr = 17:2, which still implies a very low condence level.
We now give a graphical representation of the information contained in Tables 1 and 8, in order to make more evident the \distance" between theory and experiment. In Figs. 1, 2 and 3 , using as coordinates the total rates R j (j = 1;2;3 = Ga;Cl; Kam), we show the planar projections of the 2 = 9 theoretical three-dimensional regions for the BU, TL and DS models, respectively. Also shown are the projections of the 2 = 9 experimental ellipsoids (dashed ellipses). A further projection onto the coordinate axes would yield the 3 theoretical and experimental errors.
The strong incompatibility between theory and experiment in the BP model is evident in Fig. 1 . The theoretical errors are here larger than the experimental ones, but the distance between the two central values keeps the two 2 = 9 ellipsoids in the (Ga, Cl, Kam) space widely separated. From Fig. 1 it is easy to convince oneself that to neglect the theoretical correlations would be a gross approximation. In this case the theory-experiment compatibility would get worse.
As can be seen in Fig. 2 , the TL model is also in a very poor agreement with the experimental data (even if better than BP). It is clear that even stretching the theoretical uncertainties to their 3 limits, this model \misses" the bulk of the experimental allowed region. The mismatch is particularly evident in the (Cl, Kam) plane.
In Fig. 3 we nally consider the DS model, characterized by relatively low neutrino rates. Here the correlation eects appear particularly important in the (Ga, Kam) and (Cl, Kam) planes: by neglecting them, one would obtain an articially large superposition between the theoretical and experimental condence regions. Again we see that in the (Cl, Kam) plane the ellipse describing the DS model does not point towards the data. Since the systematic errors of the Homestake experiment are subject to an endless debate, it is important to note that in the DS model we nd only a marginal agreement with the data, even in the (Ga, Kam) plane.
The results reported in Table 8 and the discussion of Figs. 1-3 demonstrate that the present experimental neutrino rates cannot be convincingly reconciled with the standard solar model predictions, even stretching the theoretical uncertainties of low-rate models to their 3 limits. The correlation of the theoretical errors has proved to be crucial in this respect. 4 The \central temperature" parametrization As we have seen in the previous section, the theoretically allowed domain in the rate space could be substantially enlarged if the correlations were | uncorrectly | ignored. Conversely, the popular parametrization of the neutrino ux uncertainties in terms of the central temperature T C of the Sun (see, e.g., Refs. [16, 17] ) has the eect of reducing the theoretical domain and overestimating the correlations.
In its extreme form, this parametrization relates all possible neutrino ux variations to the single \variable" T C through a power law dependence i (t) = i t i (t = 1 + T C =T C ) ; (9) where the temperature exponents i can be estimated through a Monte Carlo procedure, as in Refs. [16, 12] . We point out that in a linear approximation the values of i are not independent, being constrained by the analogue of Eq. (2) at constant luminosity
A possible set is f i g i=1;:::;8 = f 1:1; 3; 5; 8; 18; 27; 32; 32g, which satises the above equation at the 4% level using BU or BP uxes.
If large (a few per cent) T C variations are allowed, then the linear expansion
is not adequate and the full power law must be used. To guarantee the validity of the energy production equation (1) at any temperature, we prefer to rescale all uxes with a normalization factor N(t)
Notice that, due to Eq. (10) , N(t) 1 is second order in T C =T C .
Now we discuss pros and cons of the T C parametrization. At rst order, it implies that the matrix ik is a tensor product of two vectors
However, it turns out that the above factorization can be approximately obtained only for submatrices of f ik g. This simply means that T C variations cannot simulate the eects of all astrophysical uncertainties at the same time 4 , and at least a mixed (T C + some X k ) approach is required [18] [12] . In particular, the errors induced by nuclear cross-section factors like S 17 and S 34 have sizeable components \orthogonal" to the T C uncertainties.
We now continue the discussion with the help of Fig. 4 . In this gure we show, in the same planes as in Figs. 1-3 Such bands are limited by solid slanted lines in Fig. 5 . They represent the envelopes of the ellipses due to the T C -dependent theoretical errors, obtained by applying our analytical prescriptions to the uxes of Eq. (11) at any T C . Concerning ln X k , we used the most conservative estimates. In the (Ga, Cl, Kam) space, the resulting theoretical allowed region is cone-like, and intersects the experimental ellipsoid only marginally. Its closest approach is at T C = 6:5%, with 2 = 14:7, still a very high value. Thus, to ctitiously introduce a new degree of freedom (T C ) is of no real help. Note that, even allowing for both low T C and a larger experimental Cl rate, one can improve the t in the (Cl, Kam) plane only at the price of getting a worse t in the (Ga, Cl) plane. The rôle of the gallium data in excluding astrophysical solutions of the solar neutrino problem will be hopefully strengthened by the scheduled (summer 1994) GALLEX calibration by means of a radioactive source.
Conclusions
In this paper we have faced the problem of an analytical calculation in matrix form of the theoretical errors aecting the solar neutrino uxes. After an explicit description of the approach, we have thoroughly compared our output with the numerical results of Monte Carlo simulations. It is evident that the approach can be easily extended to cover new neutrino experiments and/or the uncertainties induced by a more rened parametrization.
We have shown that the correlations among theoretical errors play an important rôle in determining the statistical signicance of the solar neutrino decit. It is misleading to neglect the o-diagonal errors, the relevance of these correlation eects being more signicant when lower theoretical rates are provided by the solar model. We have studied the predictions of three independent standard solar models, and charted standard and non-standard solar models with the help of the T C -parametrization. Even in the most favourable cases, the theory{experiment agreement is only marginal.
Theoretical solutions to this discrepancy (if one wants to avoid new neutrino physics) are forced to involve also eects orthogonal to T C . However, we do not know eects able to shift considerably the theoretical predictions towards the experimental data. Moreover, even unexpectedly large systematic errors in the chlorine experiment cannot be considered as decisive as could be na vely thought. 
