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Abstract—This paper investigates downlink performance of
wireless backhaul in a heterogeneous cloud radio access net-
work (HCRAN) consisting of a cloud-based central station
(CCS) and multi-tier small cells. Non-orthogonal multiple access
(NOMA) is adopted for the downlink from the CCS to multiple
small cells of different types (e.g. microcells, picocells and
femtocells). Taking into account practical power consumption at
small cells operating within various propagation environment
models, we first develop a power allocation for the NOMA,
which allows us to derive the energy efficiency (EE) of the
wireless backhaul in the practical HCRAN downlink. It is
shown that the NOMA is superior to the conventional OFDMA
scheme achieving a higher EE of up to six times with the
deployment of small cells. The propagation environment is also
shown to have a significant impact on the EE performance
with a big gap between different cell types when the number of
cells is large. Particularly, the EE of the NOMA is shown to not
always increase or decrease as a function of the number of cells,
while the throughput performance at the cloud edge is strikingly
degraded as the number of cells increases. This accordingly
motivates us to propose a two-stage algorithm for determining
the optimal number of various cells that maximises the EE of
the HCRAN while still maintaining the QoS requirement at
the cloud edge. Simulation results show that, to meet a target
cloud-edge throughput, the same number of femtocells and
picocells can be used; however, the femtocells are favourable to
the picocells in achieving the maximal EE.
I. INTRODUCTION
To find a way of dealing with a high demand of mo-
bile users for the best quality-of-service (QoS), small cells
have emerged as a means in prospective 5G communication
systems to provide not only enhanced coverage but also
improved network capacity for indoor and outdoor wireless
services [1], [2]. With multiple overlaying layers or tiers,
a heterogeneous wireless cellular network (HWCN), which
consists of a mixture of macrocells, microcells, picocells
and femtocells, was proposed for modelling modern cellular
communications [3]–[6].
Along with HWCN, cloud radio access network (CRAN)
has also attracted researchers as a novel solution enabling
real-time cloud computing via centralised processing at the
cloud to support base stations (BSs) in a number of services,
such as interference management and handover control [7].
By employing CRAN architecture, the number of cell sites
could be reduced and the burden of data processing and
management at the BSs could be significantly lightened,
which accordingly saves not only energy consumption but
also operating costs towards a lower capital expenditure
and green communications. Integrating the CRAN with the
HWCN, a new network model, namely heterogeneous CRAN
(HCRAN), was then developed, allowing the BSs in various
cell types to be incorporated via a cloud, and thus could
cooperatively assist the mobile users (e.g. in [8], [9] and
references therein).
Investigating multiple access mechanisms, non-orthogonal
multiple access (NOMA) is promising to be dominant in
future radio access networks [10]–[12]. By exploiting the
power domain rather than the traditional time and frequency
domains, the NOMA can improve the spectral efficiency
and network throughput of the downlink in wireless cellular
networks. While the NOMA was shown to be beneficial com-
pared to the OFDMA, to the best of the authors’ knowledge,
its energy efficiency (EE) when applying for small cells in
a practical HCRAN and resource allocation for achieving
maximal EE subject to QoS constraints have not been well
investigated in the literature.
To this extent, in this paper, we investigate the application
of NOMA for small cells in the downlink of HCRAN. In the
proposed NOMA, a power allocation scheme is developed
for BSs in various small cells (i.e. microcells, femtocells
and picocells) according to the relative distances and the
channel quality of the wireless links between them and the
cloud-based central station (CCS). We then analyse the EE
of the NOMA for small cells taking into account the power
consumption at BSs in various cell types and the backhauling
power consumption in heterogeneous network deployment
as well as propagation environment model. It is shown
that the NOMA scheme achieves a significantly improved
performance compared to the conventional OFDMA scheme
when deploying for small cells. The EE performance is
also shown to be considerably affected by the propagation
environment depending on the cell types and their quantity
in the HCRAN.
In particular, the EE of NOMA is shown to vary, but not
always increase or decrease, as a function of the number of
cells, while the throughput performance at the cloud edge
of HCRAN is noticeably degraded as the number of cells
increases. It is therefore vital to find the optimal number
of cells in the HCRAN to achieve the maximal EE while
still supporting the cells at the cloud edge. As a second
contribution of this paper, we propose a two-stage algorithm
to find the optimal number of cells so as to maximise the
EE subject to limited total power supply at the CCS, limited
number of cells that can be supported and QoS constraint of
cloud-edge throughput demands.
II. SYSTEM MODEL OF HCRAN DOWNLINK
The system model of a HCRAN under investigation con-
sists of K cell types (e.g. microcells, picocells, femtocells,
etc.), each of which has Nk cells, k = 1, 2, . . . ,K, and the
corresponding BS of the ik-th cell, ik = 1, 2, . . . , Nk, is
denoted by BSk,ik . There is a CCS to manage the whole
network via wireless bachaul links, which are assumed to
experience Rayleigh flat fading. It is also assumed that the
CCS transmits data to BSk,ik with a transmission power
of P (CCS)k,ik and a transmission bandwidth of W . The BSs
of the same cell type are assumed to have the same power
consumption P (BS)k with identical interfaces and switches.
Considering a practical HCRAN downlink, it is noted that
the total power consumption in the whole network consists
of not only the power consumption of all BSs in various
cells and CCS, but also the power consumed by the wireless
backhaul [9], [13], [14], which can be modelled as follows:
• Power consumption of a BS:
In order to run a practical wireless network, a BS basically
requires power for signal processing at baseband (BB) unit,
radio frequency (RF) transceiver and power amplifier (PA).
Besides, there exist power losses caused by DC-DC power
supply, mains supply (MS), cooling and inefficiency of the
PA, which need to be considered in practice [15], [16]. Let
us denote P (A)k , P
(RF )
k and P
(BB)
k , k = 1, 2, . . . ,K, as
the output radiated power at an antenna element, the RF
power and the BB power, respectively, N (T )k as the number of
transceiver chains, η(PA)k as the efficiency of the PA, α
(feed)
k
as the feeder loss, α(DC)k as the DC-DC power supply loss,
α
(MS)
k as the MS loss and α
(cool)
k as the cooling loss at the
BS of the k-th cell type. The power consumption of the k-th
type BS, i.e. P (BS)k , can be given by [15]
P
(BS)
k = N
(T )
k
P
(A)
k
η
(PA)
k
(
1− α(feed)k
) + P (RF )k +P (BB)k(
1−α(DC)k
)(
1−α(MS)k
)(
1−α(cool)k
) .
(1)
• Backhauling power:
The power for the wireless backhaul includes the power
consumption of downlink interfaces of wireless switches
and aggregation switch in the CCS [13]. Let us denote
N
(INT )
k , k = 1, 2, . . . ,K, as the number of interfaces
per switch, P (SW )k,max as the maximum power consumption
of a switch when all interfaces are used, P (INT )k as the
power consumption of an interface in the aggregation switch,
Ag
(SW )
k as the amount of traffic passing through a switch and
Agk,max as the maximum amount of traffic that a switch at
the k-th type BS can handle. The backhauling power for the
downlink from CCS to the k-th type BS, i.e. P (BH)k , can be
computed by [13]
P
(BH)
k =
ωkP
(SW )
k,max+(1−ωk)
Ag
(SW )
k
Agk,max
P
(SW )
k,max
N
(INT )
k
+P
(INT )
k ,
(2)
where ωk is a weighting factor representing the relative
influence between the maximal power consumption for the
backplane of the switch, i.e. P (SW )k,max, and the power quantity
with respect to the amount of traffic passing through the
switch, i.e. Ag(SW )k [14].
Overall, the total power consumption for the HCRAN
downlink can be determined by
Ptot =
K∑
k=1
[
Nk
(
P
(BS)
k + P
(BH)
k
)
+
Nk∑
ik=1
P
(CCS)
k,ik
]
. (3)
III. POWER ALLOCATION FOR NOMA
In HCRAN downlink employing NOMA, the signals
{xk,ik}, k = 1, 2, . . . ,K, ik = 1, 2, . . . , Nk, for {BSk,ik}
are superimposed at CCS as
x =
K∑
k=1
Nk∑
ik=1
√
P
(CCS)
k,ik
xk,ik . (4)
Over the fading channel, the signal received at the BSk,ik ,
i.e. yk,ik , is given by
yk,ik = hk,ikx+ nk,ik
=
K∑
k=1
Nk∑
ik=1
√
P
(CCS)
k,ik
hk,ikxk,ik + nk,ik ,
(5)
where hk,ik is fading coefficient of the link CCS → BSk,ik
and nk,ik is additive white Gaussian noise at BSk,ik having
zero mean and variance of σ2k,ik .
In this paper, the wireless backhaul link CCS → BSk,ik ,
k = 1, 2, . . . ,K, ik = 1, 2, . . . , Nk, is assumed to experience
Rayleigh flat fading channel with E[|hk,ik |2] = 1/d
νk,ik
k,ik
,
where E[·] denotes the statistical expectation function, dk,ik
denotes the distance between BSk,ik and CCS, and νk,ik
denotes the path loss exponent of the propagation model.
Let Gk,ik denote the normalised channel gain of the link
CCS→ BSk,ik over the noise power, i.e.
Gk,ik =
E[|hk,ik |2]
σ2k,ik
=
1
d
νk,ik
k,ik
σ2k,ik
. (6)
It can be noticed in (6) that both the distance, i.e. dk,ik ,
and the wireless channel propagation model, i.e. νk,ik , be-
tween CCS and BSk,ik have considerable impacts on Gk,ik ,
which accordingly affects the power allocation for NOMA
in HCRAN downlink.
For simplicity, the noises at the BSs of the same cell type
are assumed to have the same power, i.e. σ2k,ik = σ
2
k,0, ∀k =
1, 2, . . . ,K, ik = 1, 2, . . . , Nk. Let us consider the power
allocation for the BSs in the k-th type cells1 and let P (CCS)k,tot ,
k = 1, 2, . . . ,K, denote the total transmission power at the
CCS for BSs in k-th type cells, i.e.
P
(CCS)
k,tot =
Nk∑
ik=1
P
(CCS)
k,ik
. (7)
At BSs, successive interference cancellation (SIC) tech-
nique is employed to recover the interested data in a de-
creasing order of the channel gain where the BS having a
higher channel gain is decoded before the one with a lower
1Note that the power allocation for the whole network can be straight-
forwardly obtained by individually treating BSs of the same cell type.
channel gain. Without loss of generality, let us assume that
Gk,1 > Gk,2 > · · · > Gk,Nk . The power allocated at the
BSs in k-th type cells should therefore satisfy P (CCS)k,1 <
P
(CCS)
k,2 < · · · < P (CCS)k,Nk , which can be approximately
assumed to be inversely proportional to the channel gains.
Let λk,ik , ik = 1, 2, . . . , Nk − 1, denote the ratio of power
allocated for BSk,ik+1 and the power for BSk,ik , i.e.
λk,ik =
P
(CCS)
k,ik+1
P
(CCS)
k,ik
≈ Gk,ik
Gk,ik+1
=
d
νk,ik+1
k,ik+1
d
νk,ik
k,ik
. (8)
Recursively, P (CCS)k,ik+1 in (8) can be determined by
P
(CCS)
k,ik+1
= λk,ikP
(CCS)
k,ik
= λk,ikλk,ik−1P
(CCS)
k,ik−1
=
ik∏
j=1
λk,jP
(CCS)
k,1 .
(9)
The total transmission power at the CCS for BSs in k-th type
cells can be obtained by
P
(CCS)
k,tot =
Nk∑
ik=1
ik−1∏
j=1
λk,jP
(CCS)
k,1 . (10)
The power for BSk,1 can be therefore allocated as
P
(CCS)
k,1 =
P
(CCS)
k,tot∑Nk
ik=1
∏ik−1
j=1 λk,j
. (11)
Substituting (11) into (9), the power for other BSs, i.e.
BSk,ik , ik = 2, 3, . . . , Nk, can be sequentially determined
as
P
(CCS)
k,ik
=
∏ik−1
j=1 λk,j∑Nk
ik=1
∏ik−1
j=1 λk,j
P
(CCS)
k,tot . (12)
IV. ENERGY EFFICIENCY OF NOMA
In this section, we derive the EE of NOMA for small cells
in HCRAN downlink. The EE is defined as the ratio of the
total achievable throughput and the total power consump-
tion required for the wireless backhaul downlink. Let τtot
[bits/sec] and ξ [bits/Joule] denote the total throughput and
the EE, respectively. ξ can be given by
ξ , τtot
Ptot
, (13)
where Ptot is computed by (3). Let τk,ik [bits/sec], k =
1, 2, . . . ,K, ik = 1, 2, . . . , Nk, denote the achievable
throughput at BSk,ik . Applying NOMA with SIC technique
over the power domain, τk,ik can be derived as
τk,ik =W log2
(
1 +
P
(CCS)
k,ik
|hk,ik |2∑ik−1
j=1 P
(CCS)
k,j |hk,j |2 + σ2k
)
. (14)
The total achievable throughput is thus given by
τtot=
K∑
k=1
Nk∑
ik=1
W log2
(
1+
P
(CCS)
k,ik
|hk,ik |2∑ik−1
j=1 P
(CCS)
k,j |hk,j |2+σ2k
)
.
(15)
Substituting (15) and (3) into (13), we obtain
ξ =
K∑
k=1
Nk∑
ik=1
W log2
(
1 +
P
(CCS)
k,ik
|hk,ik |2∑ik−1
j=1 P
(CCS)
k,j |hk,j |2 + σ2k
)
K∑
k=1
[
Nk
(
P
(C)
k + P
(BH)
k
)
+
Nk∑
ik=1
P
(CCS)
k,ik
] .
(16)
Remark 1 (Performance comparison between NOMA
and OFDMA). Employing the conventional OFDMA for
HCRAN downlink, the achievable throughput at the BSk,ik ,
k = 1, 2, . . . ,K, ik = 1, 2, . . . , Nk, is given by
τ
(OFDMA)
k,ik
=Wβk,ik log2
(
1 +
P
(CCS)
k,ik
|hk,ik |2
βk,ikσ
2
k
)
, (17)
where βk,ik (0 < βk,ik < 1) denotes the ratio of bandwidth
sharing for BSk,ik having
∑K
k=1
∑Nk
ik=1
βk,ik = 1. Similarly,
the EE of the OFDMA can be determined by
ξ(OFDMA)=
K∑
k=1
Nk∑
ik=1
Wβk,ik log2
(
1+
P
(CCS)
k,ik
|hk,ik |2
βk,ikσ
2
k
)
K∑
k=1
[
Nk
(
P
(C)
k +P
(BH)
k
)
+
Nk∑
ik=1
P
(CCS)
k,ik
] .
(18)
Note that NOMA has been shown to achieve a higher
throughput than the conventional OFDMA [10]. From (16)
and (18), given the same total power consumption in the
whole network, a higher EE is therefore achieved with the
NOMA over the OFDMA.
V. ENERGY EFFICIENCY OPTIMISATION FOR NOMA
It can be noticed in (16) that the EE of NOMA depends
on the number of cells of different types and their power
allocation, especially at the cloud edge where the cells are
far away from the CCS.
Specifically, as shown later in the numerical results, de-
pending on the cell types, either a very small number or a
very large number of cells may cause a very poor EE per-
formance. Also, given a fixed total power available at CCS,
it can be intuitively observed that the throughput of cells at
the cloud edge is considerably degraded as the number of
cells increases. This means the number of cells that can be
supported is limited and the EE could be maximised at a
certain number of cells within the coverage of the CCS.
Therefore, subject to the QoS constraints of cloud-edge
throughput and limited total power available at CCS, the EE
optimisation problem can be formulated as follows:
max
N1,N2,...,NK
ξ (19)
s.t.
K∑
k=1
Nk∑
ik=1
P
(CCS)
k,ik
6 P (CCS)max , (20)
τk,Nk ≥ τk,thre,∀k = 1, 2, . . . ,K, (21)
Nk 6 Nk,max,∀k = 1, 2, . . . ,K, (22)
where ξ is given by (16), P (CCS)max is the maximum power
available at CCS, τk,thre is the cloud-edge throughput thresh-
old, Nk,max is the maximum number of k-th type cells in
the HCRAN and τk,Nk is the throughput at BSk,Nk of the
k-th cell type at cloud edge (see (14)).
In order to solve the optimisation problem in (19), it
can be observed that the optimal number of cells in the
whole network can be determined by separately dealing with
each cell type given the constraint on the maximum power
available for each cell type. The optimisation problem in (19)
can thus be rewritten as
max
{Nk}
Nk∑
ik=1
W log2
(
1 +
P
(CCS)
k,ik
|hk,ik |2∑ik−1
j=1 P
(CCS)
k,j |hk,j |2 + σ2k
)
Nk
(
P
(C)
k + P
(BH)
k
)
+
Nk∑
ik=1
P
(CCS)
k,ik
(23)
s.t. (21), (22),
Nk∑
ik=1
P
(CCS)
k,ik
6 P (CCS)k,max , (24)
K∑
k=1
P
(CCS)
k,max = P
(CCS)
max , (25)
where P (CCS)k,max is the maximum power allocated for the
BSs of k-th type cells and the constraint in (25) is added
in accordance with the limited total power in the whole
network.
Remark 2 (Motivation for the proposal of a two-stage
algorithm). Note that the throughput of cells at the cloud
edge decreases as the number of cells increases. Therefore,
in order to meet the QoS constraint of the cloud-edge
throughput requirement in (21), it is crucial to firstly find
out the maximum number of cells of each type that can
be supported given the limited number of cells in (22) and
the limited available power in (24) and (25). Then, among
these maximum cell ranges, the optimal number of cells for
maximising EE can be correspondingly determined.
From the above observation in Remark 2, the optimisation
problem in (23) can be solved in two stages as follows:
• Stage 1: Find the maximum number of cells by solving
maxNk (26)
s.t. (21), (22) and (24).
Let N (1)k,max denote the maximum number of the k-th
type cells after stage 1. The EE ξ(1)k w.r.t. N
(1)
k,max is
ξ
(1)
k =
N
(1)
k,max∑
ik=1
W log2
(
1 +
P
(CCS)
k,ik
|hk,ik |2∑ik−1
j=1 P
(CCS)
k,j |hk,j |2 + σ2k
)
N
(1)
k,max
(
P
(C)
k + P
(BH)
k
)
+
N
(1)
k,max∑
ik=1
P
(CCS)
k,ik
(27)
Note that, after Stage 1, the constraints of cloud-edge
throughput and limited power in (21) and (24) can be
relaxed, while the constraint of the limited number of
cells in (22) is now stricter with
Nk 6 N (1)k,max. (28)
• Stage 2: Find the optimal number of cells in the range
of [1, N (1)k,max] to maximise the EE in (23), i.e.
max
Nk∈[1,N(1)k,max]
ξk, (29)
where ξk denotes the objective function in (23). The
optimal number of the k-th type cells after Stage 2 and
its corresponding maximal EE are denoted by N (2)k,opt
and ξ(2)k,max, respectively.
The finding of the optimal number of cells for NOMA in
HCRAN using the above two stages can be realised with an
iterative searching algorithm as summarised in Algorithm 1.
Algorithm 1 Optimal number of cells for NOMA in HCRAN
1: for k = 1 to K do
2: STAGE 1:
3: N
(1)
k,max ← 0
4: j ← 0
5: repeat
6: j ← j + 1
7: Find {P (CCS)k,ik }, ik = 1, 2, . . . , j, using (12).
8: Find τk,j using (14).
9: until τk,j < τk,thre or j > Nk,max
10: N
(1)
k,max ← j − 1
11: STAGE 2:
12: N
(2)
k,opt ← 0, ξ(2)k,max ← 0
13: for j = 1 to N (1)k,max do
14: Find ξk in (23) using {P (CCS)k,ik }, ik = 1, 2, . . . , j,
determined in Stage 1.
15: if ξk > ξ(2)k,max then
16: N
(2)
k,opt ← j
17: ξ
(2)
k,max ← ξk
18: else
19: break (End of Stage 2 for k-th cell type)
20: end if
21: end for
22: end for
Remark 3 (Lower number of cells for higher cloud-edge
throughput). From the QoS constraint of cloud-edge
throughput requirement in (21) in Stage 1 of Algorithm 1, it
can be shown that N (1)k,max, k = 1, 2, . . . ,K, monotonically
decreases over τk,thre. Therefore, in order to provide a higher
cloud-edge throughput for the HCRAN downlink, a lower
number of cells is required.
VI. NUMERICAL RESULTS
In this section, the numerical results of EE of the pro-
posed NOMA for small cells in HCRAN downlink are first
presented, followed by the finding of the optimal number
of cells using the proposed two-stage iterative searching
in Algorithm 1. Specifically, three cell types, including
microcells, picocells and femtocells, and two propagation
environment models, including indoors (i.e. ν = 2.7) and
outdoors (i.e. ν = 3), are considered.
The power consumption of various cell types is deter-
mined using (1) with simulation parameters in [15]. We
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of various types.
can obtain P (BS)microcell = 308.9 W, P
(BS)
picocell = 46.4 W
and P (BS)femtocell = 37.9 W. For the wireless backhaul, it is
assumed that each switch has 24 interfaces with a maximum
power consumption of 300 W, the power consumption of
a downlink interface in the aggregation switch is 1 W,
weighting factor is 0.5 and the maximum amount of traffic
that can be handled is 24 Gbits/s.
A. EE of NOMA versus OFDMA for Small Cells in HCRAN
Figure 1 illustrates the EE of NOMA and OFDMA in
HCRAN downlink as a function of the number of cells. It is
assumed that there are a maximum of 40 small cells which
are uniformly located outdoors within the range of 10 metres
to 800 metres from CCS, the channel gains of the links from
the CCS to the cells vary from 0 dB to 20 dB which are
inversely proportional to their corresponding distances, the
total transmission power available at the CCS is 1 kW and
the transmission bandwidth is 10 MHz. It can be seen in
Fig. 1 that, applying the NOMA for small cells results in a
much improved EE performance of up to six times compared
to the OFDMA. This accordingly confirms the statement in
Remark 1 regarding a higher EE with NOMA. In particular,
it can be noticed in Fig. 1 that the EE of the NOMA does not
always increase or decrease as the number of cell increases,
but there exists a certain number of femtocells and picocells
that maximise the EE, which motivates us to propose an
optimisation problem as described in Section V. Furthermore,
the deployment of femtocells and picocells is shown to
achieve a much better EE compared to microcells due to
their lower power consumption, and thus in the following,
let us consider the application of NOMA only for femtocells
and picocells.
B. Impacts of Propagation Environment
Investigating the impacts of propagation environment on
the performance of NOMA for small cells in HCRAN down-
link, Fig. 2 plots the EE of the NOMA for femtocells and
picocells against the number of cells with respect to various
path loss exponents. Both indoor and outdoor environment
are considered, while the other simulation parameters are
similarly set as in Fig. 1. It can be observed in Fig. 2 that
the EE of the NOMA for indoor cells is much higher than
that for outdoor cells and the femtocells are shown to achieve
a better performance than the picocells in both environment.
Moreover, the EE is shown to reach its optimal value at a
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certain number of cells depending on the propagation models
and cell types.
C. Impacts of Power Allocation at CCS
The impacts of power allocation at CCS on the perfor-
mance of NOMA for HCRAN downlink are illustrated in
Fig. 3 where the EE is plotted versus the number of cells
with respect to different values of power available at the
CCS. Specifically, three scenarios of P (CCS) = {1, 1.2, 1.5}
kW are considered for femtocells and picocells which are
located outdoors with ν = 3. With similar settings as in
Fig. 2, it can be noticed that a lower power is required at the
CCS for femtocells to achieve the same throughput as with
the picocells, and thus results in a higher EE performance.
Also, a higher power supply at the CCS is shown to be
unnecessary in terms of the EE, while a lower power supply
is able to cover all cells. Similarly, the EE can achieve its
maximal performance at a specific number of cells according
to the power available at the CCS.
D. Optimal Number of Cells for NOMA in HCRAN
Finding the optimal number of cells in HCRAN, Fig. 4
illustrates the maximal number of cells (i.e. N (1)max) as a
function of cloud-edge throughput requirement (i.e. τthre).
The maximal number of cells is determined by employing
Stage 1 in Algorithm 1. The simulation parameters are
similarly set as in Fig. 2 where femtocells and picocells
are considered in both indoor and outdoor environment. It
can be observed in Fig. 4 that an equal number of picocells
and femtocells are restricted to achieve the same target
cloud-edge throughput due to their approximately equal
throughput. Also, the maximal number of cells is shown to
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1 1.4 1.8 2.2 2.6 3
P(CCS)
max
[kW]
20
25
30
35
40
N
(2) op
t
Picocells
Femtocells
ν = 3
ν = 2.7
Fig. 5: Optimal number of cells versus total power available
at CCS in various propagation environment.
decrease as the target cloud-edge throughput increases, which
accordingly confirms the statement in Remark 3 in relation
to the monotonic decreasing of the optimal number of cells
over the cloud-edge throughput requirement.
Figs. 5 and 6 sequentially plot the optimal number of cells
(i.e. N (2)opt) and the corresponding maximal EE (i.e. EE
(2)
max)
as functions of the maximum power available at CCS (i.e.
P
(CCS)
max ). The results are obtained by applying Stage 2 of
Algorithm 1 given the numerical results of the maximal
number of cells from Stage 1 of Algorithm 1 (see Fig. 4). It
can be observed that the optimal number of cells increases
as the power at CCS increases and the indoor environment
is shown to be able to support more cells with a higher
maximal EE when compared to the outdoor environment.
Furthermore, with a limited total power, a higher number of
femtocells can be supported achieving a higher EE compared
to that of the picocells due to the lower power consumption
of the femtocells.
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Fig. 6: Maximal EE versus total power available at CCS in
various propagation environment.
VII. CONCLUSIONS
In this paper, an energy-efficient NOMA has been pro-
posed for small cells in HCRAN downlink taking into
account the practical power consumption of different cell
types and wireless backhaul. Specifically, a power allocation
scheme has been developed to allocate the power at various
cell types. It has been shown that the NOMA scheme
achieves an improved EE performance of up to six times over
the conventional OFDMA scheme when deploying for small
cells. Furthermore, a two-stage algorithm has been developed
to find the optimal number of cells to maximise the EE of
the HCRAN downlink while guaranteeing the cloud-edge
throughput requirement. It has been shown that the same
number of femtocells and picocells can be employed for
a target cloud-edge throughput, while a higher number of
femtocells are preferable to provide a higher EE.
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