This article is about the weak 16th Hilbert problem, i.e. we analyze how many limit cycles can bifurcate from the periodic orbits of a given polynomial differential center when it is perturbed inside a class of polynomial differential systems. More precisely, we consider the uniform isochronous centerṡ
Introduction and Statement of the Main Results
The second part of the 16th Hilbert's problem asks for the maximum number H(n) of limit cycles that planar polynomial differential systems of degree n can have, see for instance [7, 8, 11] , and the references quoted therein. The problem on the number H(n) remains open, even for n = .
A weaker problem than the 16th Hilbert's problem, known now as the weak 16th Hilbert's problem was proposed by Arnold [2] , who asked for the maximum number Z(m, n) of isolated zeros of Abelian integrals of all polynomial -forms of degree n over algebraic ovals of degree m, for more details on the weak 16th Hilbert's problem see [4, 9, 19] and the hundreds of references quoted in these articles. Unfortunately the weak 16th Hilbert's problem is also extremely hard to study. On the other hand, the weak 16th Hilbert's problem is a particular case of the problem of studying the maximum number of limit cycles that can bifurcate from the periodic orbits of a center of a polynomial differential system of degree m − when it is perturbed inside the class of all polynomial differential systems of degree n.
Of course Z(m, n) ≤ H(max(n, m − )).
In this paper we provide lower bounds for the maximum number of limit cycles that can bifurcate from the periodic solutions of a polynomial differential uniform isochronous center of degree , and when it its perturbed inside the class of all polynomial differential systems of the same degree. The main result is based on the averaging theory of first order. But here the main work is to study the maximum number of simple zeros Figure 1 . Phase portrait of the uniform isochronous center (1.1) for n = , n = , and n = , respectively.
of the obtained averaged functions, because not always the standard study of Extended Chebyshev systems (ET-systems) can be applied (see Appendix B). The study is based on some new results that can be applied when the family of functions that define F is not an ET-system. Some delicate study using qualitative theory on some differential equations is also needed to complete the study.
More precisely, we consider the polynomial differential system ẋ = −y + x y(x + y ) n , y = x + xy (x + y ) n , (1.1)
of degree n + with n ≥ , having a uniform isochronous center at the origin of coordinates, which in polar coordinates (r, θ), where x = r sin θ and y = r cos θ, becomes ṙ = r n+ cos θ sin θ, θ = .
Sinceθ = , the origin of equation (1.1) is a uniform isochronous center, which taking as independent variable the variable θ writes dr dθ = r ὔ = r n+ cos θ sin θ.
An easy computation shows that the periodic solutions r(θ, r ) surrounding the center r = such that r( , r ) = r are r(θ, r ) = r − (n + )r (n+ ) sin θ − n+ , (1.2) with < r < (n + ) − n+ . The global phase portraits, in the Poincaré disc, of system (1.1) for n = , , are shown in Figure 1 . Our purpose is to provide a lower bound for the maximum number of limit cycles that can bifurcate from the periodic solutions r(θ, r ) surrounding the uniform isochronous center at r = of degree , , when we perturb it inside the class of all polynomial differential systems of degree , , , respectively. In other words, we study the number of limit cycles of the following three polynomial differential systems:
where ε is a small parameter. Our main result is the following. In fact, in the plane ℝ the averaging theory of first order, or the generalized Abelian integrals, or the Melnikov function provide the same information because all these methods are based on the study of the first term in ε of the Poincaré return map. Some concrete applications of that theory to planar differential systems of low degree can be seen in [6, 16] . In higher dimension, the averaging theory can be also used, for example, for the study of the Hopf bifurcation, see [12, 13] .
As we will see, by using the averaging theory of first order, the limit cycles of the perturbed system, which emerge from the period annulus of the isochronous center of system (1.1), correspond to the zeros of a linear combination of the functions f , f , . . . , f (n + n+ )/ , n = , , . The proof of Theorem 1.1 for the case n = is easy and it is done in Section 2. But the difficulty arises evidently as n increases. For n = , as the collection of functions f , . . . , f is not an ET-system, part of our efforts have been focused on determining the numbers of simple zeros of Wronskian determinants W (s) and W (s), which have the expressions
, where a i is a polynomial of high degree, E and K are respectively the elliptic integrals of the first kind and second kind:
The proof is done using qualitative analysis and algebraic calculations. It turns out that all the Wronskian determinants but W (s) do not vanish and the later has a unique zero which is simple. So the conditions of the classic Chebyshev criterion are not satisfied. According to the result of the recent paper [15] , the maximum number of zeros of the linear combination of f , . . . , f is less than or equal to 8. Consequently, another part of our efforts has been focused on proving that the possible upper bound 8 can be reached. To show this, we construct a function which has a zero of multiplicity 7 as well as an extra simple zero. Then, under suitable perturbation this function possesses 8 simple zeros. This is done in Section 3. For n = , the corresponding functions f , f , . . . , f , which contain several hypergeometric functions, is neither an Extended Complete Chebyshev system, nor a system satisfying the condition of [15] . We do not know how to find out the maximum number of zeros of all the possible linear combination of f , f , . . . , f . Instead, we provide a lower bound for this number or zeros. This is done in Section 4.
Proof of Theorem 1.1 (a)
This section is devoted to the proof of statement (a) of Theorem 1.1 by using Theorem A.1 (see Appendix A).
First, we make the polar coordinate transformation and change system (1.3) to
where R (θ, r) = r cos θ sin θ and
with C = cos θ and S = sin θ. Since equation (2.1) ε= has the periodic solutions r(θ, r ) satisfying r = r( , r ) for < r < given in (1.2), according to the averaging theory described in Appendix A, we solve the variational differential equa-
with M r ( ) = and get the fundamental solution
Next we go to study the maximum number of zeros of the function
with r ∈ ( , ). Using expression (2.2), we perform the computation and obtain
We denote
It is not hard to check that α , α , α and α are independent constants and hence the four numbers α + α + α , α + α + α , α − α and α can be chosen freely. Thus it follows from (2.3) that F(r ) can have , , , (and no more) simple zeros in the interval ( , ). Using Theorem A.1, statement (a) of Theorem 1.1 is proved.
Proof of Theorem 1.1 (b)
In this section we will study the number of limit cycles of system (1.4) by using averaging theory of first order. We will only prove that this maximum number is because according to the proof, the reader can easily see that system (1.4) can have , , , . . . , limit cycles. First, let us state and prove the following lemma. 
where b , b , . . . , b are independent arbitrary constants and
Proof. Under the polar coordinate transformation, system (1.4) can be changed to
with C = cos θ, S = sin θ. Equation (3.4) ε= has the periodic solutions r(θ, r ) = r ( − r sin θ) − / satisfying r = r( , r ) for < r < − / . We solve the variational differential equation
Next, a straightforward calculation leads to
for r ∈ ( , − / ), where Υ(C, S) = ∑ α i,j C i S j is a polynomial in C, S with i or j being an odd number, which leads to
It is not hard to check that the constants e , e , . . . , e are independent. Computing (3.5), we get
where
with α = π( e + e ), α = π (− e − e + e + e + e + e ), α = −e − e + e , α = − e + e − e , α = e + e + e , α = e − e + e ,
Using the expression of each α i , one can easily check that α , α , . . . , α are independent constants. To simplify the computation, we let s = ( − r ) / , s ∈ ( , ). Using the definition of the elliptic functions, we have
Hence we obtain
where f i (s), i = , , . . . , , are the functions defined in (3.2), and the constants b , b , . . . , b in (3.1) are independent constants each of which is a linear combination of α , α , . . . , α .
By Theorem A.1, the lemma is proved.
Next, we denote by W i (s) the Wronskian determinant for the functions f , f , . . . , f i depending on s:
In what follows we will show that all the Wronskian determinants have no zeros except W which vanishes at a unique zero, which is simple. By direct calculation we obtain
Lemma 3.2. Let g and g be the two functions defined in (3.3) and let h(s)
Proof. It follows directly from the definition of the elliptic integral that g i (s) > (i = , ), s ∈ ( , ) and hence h(s) > , s ∈ ( , ). A direct computation shows that
where s → + . Thus the first and the third equalities of (3.7) hold. Similarly, we find that
as s → − . This verifies the second and the fourth equalities of (3.7).
Next we go to prove that h ὔ (s) < , s ∈ ( , ). By straightforward calculation we find
Hence h(s) is a solution of systemḣ
System (3.9) has two invariant straight lines s = and s = as well as two singularities at S ( , / ) and S ( , ), where S is a saddle and S is a saddle-node of system (3.9). Moreover, system (3.9) has two horizontal isocline curves
Obviously,
In view of (3.8) and (3.10), it follows that
We assert that 
12). Hence h(s)
Finally, combining (3.13) and (3.11), we conclude that dh/ds < , s ∈ ( , ).
Lemma 3.3. The function W (s) does not vanish in the open interval ( , ).
Proof. Using Sturm's theorem (see [18] ) and Z ( ) = − , we find that Z (s) < for all s ∈ ( , ). Hence we have
, s ∈ ( , ). (3.14)
A direct computation leads to Z (s ) = , where
Again, by Sturm's theorem we find that Z (s) > for s ∈ ( , s ) and Z (s) < for s ∈ (s , ). Further,
, where
Using Sturm's theorem, we get that p (s) > , s ∈ ( , / ). This fact, combined with Z ( )/Z ( ) = − / , yields that
Since by Lemma 3.2 we have g (s)/g (s) > , it follows from (3.14) and (3.15) that W (s) ̸ = for all s ∈ ( , ).
Next, we will determine the sign of the functions W (s) and W (s). In order to make the computation easier we need to make the transformation of variable r = (( − s)/( + s)) / or equivalently, s = ( − r )/( + r ).
We also need the following lemma. Let
Lemma 3.4. The function h =h (r) is the solution of the differential systeṁ h = ((r − ) h − r − )((r + ) h − r − ),ṙ = r(r − ), (3.17)
satisfyingh ὔ (r) > for r ∈ ( , ),h ( ) = , and lim r→ −h(r) = +∞.
Proof. The conclusion follows from the proof of Lemma 3.2 by direct calculation.
Lemma 3.5. The function W (s) has a unique zero in ( , ) and this zero is simple.
Proof. Let s = ( − r )/( + r ) for < r < . Then it follows from the definition of W (s) that
whereh (r) is the function defined in (3.16) and
We will show that on the curve C := {(r, h) |w (r, h) = , r ∈ ( , )}, there is a unique point P at which vector field (3.17) is tangent to C. We call P the contact point with the vector field (3.17). In fact, by direct computation we obtain
Using Sturm's theorem, we find d (r) > , r ∈ ( , ). Further, the resultant ofw (r, h) and D(r, h) with respect to h is a polynomial in the variable r of degree , which, applying again Sturm's theorem, can be proved to have a unique simple zero r ∈ ( , ) with / < r < /
. Hence there exists a unique h such that
This confirms that on the curve C there is a unique point (r , h ) at which the vector field (3.17) is tangent to C.
By direct computation we have
where p (r) is a polynomial of degree . Again, we can apply Sturm's theorem to prove that p (r) > and C (r) < in r ∈ ( , ). Let 
where the dots denote the terms which are infinitesimal being compared to the former one. It follows thath
Obviously, the curve Γ = {h =h (r)} intersects C − in at least one point (r * , h * ). By an observation on the direction of vector field (3.17) at the two endpoints of the segment of curve {(r, h) | h =h − (r), r ∈ ( , r * ]}, we find that there exists a point P at which the vector field (3.17) is tangent to the curve C − (see Figure 2 ). Since the contact point P is unique, the curve Γ cannot intersect C − in other points. Moreover, the curve Γ has no common point with C + , otherwise a second contact point would emerge. Therefore the functionw (r,h (r)) has a unique zero in the interval ( , ). This yield that W (r) has a unique zero in the interval ( , ).
, it follows that r < r * . This means that (r * , h * ) is not the contact point of C − with the vector field. Therefore, the unique zero of W (r) is simple and thus the required conclusion holds. 
Lemma 3.6. The function W (s) does not vanish in the open interval ( , ).
Proof. By taking transformation s = ( − r )/( + r ), < r < , we obtain from
C (r) = − ( + r
The number of zeros of W (r) in ( , ) equals the number of intersection points of the curve
with the curve Γ = {h =h (r)} in the (r, h)-plane. In what follows we will study the relative positions of C and Γ. To this end, since Γ is not an algebraic curve, we need to establish another auxiliary algebraic curve which is easier for computation. First, using Sturm's theorem, we find that C (r) ̸ = , r ∈ ( , ). This means that
is a cubic polynomial of h for each fixed r ∈ ( , ). Let
and ∆ = B − AC. It is not hard to see that ∆ has exactly two zeros r , r in ( , ) with / < r < / , / < r < / . If r ∈ ( , r ) ∪ (r , ) then ∆ > ; if r ∈ (r , r ) then ∆ < . Therefore, the curve C has three branches C (the lower branch), C (the middle branch) and C (the upper branch) with the property that C and C have the same endpoints E (r , h ) and E (r , h ). See Figure 3 .
Second, we claim that C ∪ C lies over the curve Γ. To show this we introduce an auxiliary algebraic curve Υ = {h = Φ(r)} with Φ(r)
where r ∈ ( , ). By direct computations as well as by applying Sturm's theorem we obtain w (r, Φ(r)) = p (r) < , where p (r) is a polynomial of degree . Thus the curve C does not intersect Υ. Moreover, since the straight line r = / intersects the curve C and Υ at the points ( / , c * ), ( / , c * ), ( / , c * ) ∈ C and ( / , ϕ * ) ∈ Υ, respectively, where
we conclude that C ∪ C lies over the curve Υ, and C lies below the curve Υ. See Figure 3 . On the other hand, using (3.17), we obtain by computation that
which has a unique zero in the interval r ∈ ( , ) with < r < / . Therefore, there exists a unique contact point on the curve Υ with the vector field (3.17) . Taking this into account and noting the fact that
it is clear that the curve Υ| r∈( , / ) lies over Γ| r∈( , / ) , otherwise there would exist at least two contact points on Υ| r∈( , / ) with the vector field (3.17), which leads to a contradiction. In summary, according to the relative positions of Υ and Γ as well as the relative positions of Υ and C ∪ C , we find that the claim is true.
Third, we claim that C lies below the curve Γ. This claim is easy to confirm due to the following facts: • Γ lies over the straight line h = (by Lemma 3.4);
• C does not intersect the line h(r) = because C (r) + C (r) + C (r) + C (r) ̸ = , r ∈ ( , ) (by applying Sturm's theorem);
• C is a continuous curve passing through the point ( , ) (because
Finally, taking into account the above results, we conclude that the curve C has no common points with the curve Γ. Thus W (r) ̸ = , i.e., W (s) ̸ = .
Proof of Theorem 1.1 (b) . It follows from equation (3.6), Lemma 3.3, Lemma 3.5 and Lemma 3.6 that w i (s) ̸ = , i = , , , , , , and w (s) has a simple zero in ( , ). Very recently, Novaes and Torregrosa [15] In what follows we will show that the upper bound 8 can be reached in our system.
Consider the function
By direct calculation we get the power series of G around the point s :
where e i is the linear combination of a , a , . . . , a . We solve the equations e = , e = , . . . , e = , and find the values of a , a , . . . , a which have the form
where each q ij is an integer which occupies many digits. We will not write down here the explicit expression of a i for the sake of brevity. By the way, we would like to point out that our purpose of choosing such a k in (3.18) is to make the expression of a i to be relative simple. It turns out that
where On the other hand, at the endpoint s = we have
Equations (3.19) and (3.20) mean that (i) G has a zero at s with multiplicity 7, (ii) there exists an ε with s < ε < such that G(s) is negative in (s , ε ], and (iii) G(s) is positive near the endpoint s = .
Fixing the numbers a , a , . . . , a and k, we consider the function
We note that f i can be extended analytically to ( , ]. Thus there exists an M > such that
for all |ε i | < M, i = , , . . . , . Moreover, near s we find
where μ i = μ i (ε , ε , . . . , ε ) is linear combination of ε , ε , . . . , ε . One can directly check that the matrix of the coefficients of μ , μ , . . . , μ with respect to ε , ε , . . . , ε has rank 8, and hence μ , μ , . . . , μ are independent. Consequently, since f i is analytic at s and G has a zero at s with multiplicity 7, it follows that there exists some small |ε i | ≪ M (i = , , . . . , ) (and hence μ i is small) such that G ε has exactly 7 simple zeros in a neighborhood of s . In view of (3.21) G has an extra zero in (ε , ). According to the result of [15] , this zero is simple. That is to say, G ε has 8 simple zeros.
Finally, using Lemma 3.1 and averaging theory of first order, we see that systems (1.4) have at most limit cycles, and the upper bound can be reached. The proof is finished.
Proof of Theorem 1.1 (c)
The goal of this section is to investigate the number of limit cycles of system (1.5) which bifurcate from the period annulus of the isochronous center. Before we prove our result, we should first recall the concept of hypergeometric function.
Let H(a, b, c, z) be the ordinary hypergeometric function which is defined for |z| < by the power series
It is undefined (or infinite) if c equals a non-positive integer. Many of the common mathematical functions can be expressed in terms of the hypergeometric function. For example, ( − z) −a = H(a, , , z) and
For more information on hypergeometric functions, the reader is refereed to [1, Chapter 15] . has a submanifold of dimension n of periodic solutions. A solution of this problem is given using the averaging theory. Let x(t, z, ε) be the solution of the system (A.2) such that x( , z, ε) = z. We write the linearization of the unperturbed system along the periodic solution x(t, z, ) as y ὔ = D x F (t, x(t, z, ))y.
In what follows we denote by M z (t) some fundamental matrix of the linear differential system (A.3). We assume that there exists an open set V with Cl(V) ⊂ Ω such that for each z ∈ Cl(V), x(t, z, ) is Tperiodic. The set Cl(V) is isochronous for the system (A.1); i.e. it is a set formed only by periodic orbits, all of them having the same period. Then, an answer to the problem of the bifurcation of T-periodic solutions from the periodic solutions x(t, z, ) contained in Cl(V) is given in the following result.
