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HOMOLOGY OF POSETS WITH FUNCTOR COEFFICIENTS AND ITS
RELATION TO KHOVANOV HOMOLOGY OF KNOTS
NICOLA´S CIANCI AND MIGUEL OTTINA
Abstract. We study homology groups of posets with functor coefficients and apply our results to give
a novel approach to study Khovanov homology of knots and related homology theories.
1. Introduction
The homology groups of a poset P with coefficients in an abelian group A can be defined as the
simplicial homology groups with coefficients in A of its order complex K(P ), that is, the simplicial
complex whose faces are the non-empty chains of P . These coincide with the singular homology groups
with coefficients in A of the classifying space of P when considered as a small category and also coincide
with the homology groups of the constant functor with value A from P to the category Ab of abelian
groups.
The homology groups of a poset P with coefficients in a functor F : P → Ab are natural generalizations
of the latter and are defined in terms of the left-derived functors of the colimit functor colim: AbP → Ab.
They were studied by D. Quillen in [11] by means of spectral sequences. Concretely, given an order
preserving map f : X → Y between posets and a functor F : P → Ab, Quillen gives a spectral sequence
that converges to the homology groups of X with coefficients in F , whose second page can be expressed
in terms of the homology groups of Y with coefficients in certain functors Hq : Y → Ab, q ≥ 0, that are
induced by the functor F and the order preserving map f : X → Y .
In [2] we computed the integral homology groups of a poset relative to certain subposets and employed
these results to derive a homological spectral sequence that can be used to compute the integral homology
groups of a poset. In this article, we extend some of these results to homology of posets with functor
coefficients and use them together with Quillen’s spectral sequence in explicit computations. In particular,
we show how the integral homology groups of a finite poset can be efficiently computed in terms of the
homology groups of smaller posets with functor coefficients. In addition, we obtain an alternative proof
to a well-known generalization of the Mayer-Vietoris exact sequence for basis-like open covers of posets
and a version of the Serre spectral sequence with local coefficients for posets.
Moreover, we apply our results to show that Khovanov homology of knots is a special instance of
homology of posets with functor coefficients, giving an alternative and more conceptual proof to a similar
result given by Everitt and Turner [6]. As a corollary we obtain different proofs to known results of
Khovanov homology. We believe that our approach might lead to new insights into Khovanov homology
and similar homology theories.
2. Preliminaries
Recall that an Alexandroff space is a topological space X such that the intersection of an arbitrary
collection of open subsets of X is open. Thus, if X is an Alexandroff space, for every element x ∈ X there
exists a minimal open set containing x, namely the intersection of every neighbourhood of x, which will
be denoted by UXx , or simply by Ux if the space X is understood and there is no risk of confusion. It is
well known that the relation ≤ defined on X by x ≤ y if and only if Ux ⊆ Uy (or equivalently, if and only
if x ∈ Uy) is a preorder, and that this preorder is an order if and only if X is a T0–space. Moreover, every
preordered set (P,≤) can be regarded as an Alexandroff space with the topology given by the down sets
2010 Mathematics Subject Classification. Primary: 55N35, 06A11. Secondary: 57M27.
Key words and phrases. Homology groups. Khovanov homology. Poset. Alexandroff space.
This research was partially supported by grant and M044 (2016–2018) of SeCTyP, UNCuyo. The first author was also
partially supported by a CONICET doctoral fellowship.
1
2 NICOLA´S CIANCI AND MIGUEL OTTINA
of P . These (mutually inverse) constructions establish a bijective correspondence between Alexandroff
spaces and preordered sets, and between Alexandroff T0–spaces and partially ordered sets. Thus every
Alexandroff T0–space will be considered as a poset endowed with the partial order ≤ defined above.
If X is an Alexandroff T0–space, the set Ux is just the set {y ∈ X : y ≤ x}. For every x ∈ X we define
the sets
• FXx = {y ∈ X : y ≥ x}
• CXx = U
X
x ∪ F
X
x
• UˆXx = U
X
x − {x}
• FˆXx = F
X
x − {x}
• CˆXx = C
X
x − {x}.
As before, if there is no risk of confusion the superscript X will be omitted and these sets will be written
simply as Fx, Cx, Uˆx, Fˆx and Cˆx respectively.
Let X be a finite T0–space and let x ∈ X . We say that x is a down beat point of X if Ûx has a
maximum and that x is an up beat point of X if F̂x has a minimum. We say that x is a beat point of X if
x is either a down beat point of X or an up beat point of X . We say that a finite T0–space X is a minimal
space if X does not have beat points. A core of X is any minimal space homotopically equivalent to X .
In [12], Stong proved that if x is a beat point of X then X −{x} is a strong deformation retract of X .
Hence, every finite T0–space has a core obtained by successively removing its beat points. Moreover, Stong
proved that two finite T0–spaces are homotopy equivalent if and only if their cores are homeomorphic. In
particular, the core of a finite T0–space is unique up to homeomorphism. Using these results, it is easy
to see that if there exists x ∈ X such that X = Ux then X is contractible.
Given an Alexandroff T0–space X , the finite non-empty chains of X define a simplicial complex K(X)
called the order complex of X . In [10], McCord proved that there is a weak homotopy equivalence from
the geometric realization |K(X)| of K(X) to X . In particular the singular homology groups of a finite
topological space X can be computed as the simplicial homology groups of K(X).
In [2] we developed a spectral sequence that converges to the homology groups of an Alexandroff T0–
space X and gave a complete description of the differential morphisms. Under additional hypotheses, the
first page of this spectral sequence reduces to a chain complex which allows us to obtain the homology
groups of finite posets using a few simple computations.
When considered as a poset, an Alexandroff T0–space X can be regarded as a small category in the
standard way, that is, the objects of the category are the elements of X and for x, y ∈ X there is a
(unique) morphism from x to y if and only if x ≤ y. Given a (covariant) functor F : X → Ab from X
to the category of abelian groups, the homology groups of X with coefficients F (denoted by Hn(X ;F),
n ≥ 0) are defined as the homology groups of the chain complex C(X ;F) given by
Cn(X ;F) =
⊕
σ∈Chn(X)
F(min σ)
where Chn(X) denotes the set of n-chains of X (that is, chains of X of cardinality n+ 1) and with the
differentials defined in the usual way [11]. Note that when F is the constant functor Z, these homology
groups are the integral homology groups of K(X). The functors Ln : Ab
X → Ab, n ≥ 0, given by
Ln(F) = Hn(X ;F) are the left-derived functors of the colimit functor [8].
3. Relative homology with functor coefficients
Let X be an Alexandroff T0–space and let F : X → Ab be a (covariant) functor. If A ⊆ X is a
subspace, we define the homology groups Hn(X,A;F), n ≥ 0, as the homology groups of the chain
complex C(X,A;F) defined as the quotient complex C(X ;F)/C(A;F|A). Clearly, there is a long exact
sequence
· · · // Hn(A;F|A)
i∗ // Hn(X ;F)
j∗ // Hn(X,A;F)
∂ // Hn−1(A;F|A) // · · ·
Now, if F ,G : X → Ab are (covariant) functors and T : F ⇒ G is a natural transformation then T induces
a morphism of chain complexes T˜ : C(X ;F) → C(X ;G) defined by T˜n =
⊕
σ∈Chn(X)
Tminσ. Moreover, if
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TA : F|A ⇒ G|A is the natural transformation induced by T , there is a commutative diagram
· · · // Hn(A;F|A)
i∗ //
((T˜A)n)∗

Hn(X ;F)
j∗ //
(T˜n)∗

Hn(X,A;F)
∂ //
(T˜n|)∗

Hn−1(A;F|A) //
((T˜A)n−1)∗

· · ·
· · · // Hn(A;G|A)
i∗ // Hn(X ;G)
j∗ // Hn(X,A;G)
∂ // Hn−1(A;G|A) // · · ·
If x ∈ X it is easy to see that H0(Ux;F|Ux) = colimF|Ux = F(x) and Hn(Ux;F|Ux) = 0 for n ≥ 1.
Indeed, if
· · · → P1 → P0 → F|Ux → 0
is a projective resolution of F|Ux in Ab
Ux then
· · · → colimP1 → colimP0 → colimF|Ux → 0
is exact since colimPi = Pi(x) for all i.
Therefore, we obtain the following simple result.
Proposition 3.1. Let X be a poset, let x ∈ X and let F : X → Ab be a functor. Let α : colimF|Ûx →
F(x) be the morphism induced by the maps F(y → x) for y < x.
Then
Hn(Ux, Ûx;F|Ux)
∼=

cokerα if n = 0
kerα if n = 1
Hn−1(Ûx;F|Ûx) if n ≥ 2
Proof. It is not difficult to prove that the morphism H0(Ûx;F|Ûx) → H0(Ux;F|Ux) induced by the
inclusion is α. The result follows. 
Proposition 3.2. Let X be a poset, let x ∈ X and let F : X → Ab and G : X → Ab be functors such
that F(x) is isomorphic to G(x). Then
Hn(Fx, F̂x;F|Fx)
∼= Hn(Fx, F̂x;G|Fx)
for all n ∈ Z.
Proof. Note that the chain complexes C∗(Fx, F̂x;F|Fx) and C∗(Fx, F̂x;G|Fx) are isomorphic. The result
follows. 
From now on, if X is a poset and G is an abelian group, cG : X → Ab will denote the constant functor
with value G (in objects and the identity morphism in arrows).
Remark 3.3. Let X be a poset, let x ∈ X and let F : X → Ab be a functor. Let T : cF(x) ⇒ F|Fx
be the natural transformation defined by Ta = F(x ≤ a) for a ∈ Fx. Thus, T induces a morphism of
chain complexes T˜ : C(Fx;F(x))→ C(Fx;F|Fx), which restricts to the identity map C(Fx, F̂x;F(x)) →
C(Fx, F̂x;F|Fx). Hence, we obtain isomorphisms
Hn(Fx, F̂x;F|Fx)
∼= Hn(Fx, F̂x; cF(x)) ∼= H˜n−1(F̂x;F(x))
for all n ∈ Z.
The following result is analogous to Proposition 3.3 of [2] for homology of posets with functor coeffi-
cients.
Proposition 3.4. Let X be a poset, let F : X → Ab be a functor and let A ⊆ X such that X −A is an
antichain. Then the inclusion maps ix : (Cx, Ĉx)→ (X,A), x ∈ X −A, induce isomorphisms⊕
x∈X−A
Hn(Cx, Ĉx;F|Cx)
∼= Hn(X,A;F)
for all n ∈ N0.
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Proof. Let n ∈ N0. Since X − A is an antichain, for every σ ∈ Chn(X)− Chn(A) there exists a unique
x ∈ X − A such that x ∈ σ or equivalently, such that σ ∈ Chn(Cx) − Chn(Ĉx). This correspondence
induces a canonical group homomorphism
φn : Cn(X,A;F)→
⊕
x∈X−A
Cn(Cx, Ĉx;F|Cx)
which is easily seen to be an isomorphism whose inverse is induced by the inclusion maps (Cx, Ĉx) →
(X,A).
Moreover, for every n ∈ N we have a commutative diagram
Cn(X,A;F)
φn

dn // Cn−1(X,A;F)
φn−1
⊕
x∈X−A
Cn(Cx, Ĉx;F|Cx) ⊕
x∈X−A
dxn
// ⊕
x∈X−A
Cn−1(Cx, Ĉx;F|Cx)
where dn : Cn(X,A;F)→ Cn−1(X,A;F) is the differential morphism of C(X,A;F), and where for every
x ∈ X −A, the morphism dxn is the differential morphism of C(Cx, Ĉx;F|Cx) which is just the restriction
of dn. Therefore, the complexes C(X,A;F) and
⊕
x∈X−A
C(Cx, Ĉx;F|Cx) are isomorphic and the result
follows. 
The following is a simple example of application of the previous results.
Example 3.5. Let V be the poset with elements a, b and c and with order generated by the relations
a < b and a < c. Let F : V → Ab be the functor defined by F(a) = F(c) = Z, F(b) = 0 and
F(a < c)(m) = 2m for all m ∈ Z, as is shown in the following diagram.
•
a
•
b
•
c
Z
0 Z
. 2
F
Let A = {a, b}. By the arguments above we obtain that Hn(A;F|A) = 0 for all n ∈ N0 and that
Hn(V, A;F) = Hn(Uc, Ûc;F|Uc) =
 Hn−1(Ûc;F|Ûc) = Hn−1(Ûc;Z) if n ≥ 2ker(F(a < c)) if n = 1
coker(F(a < c)) if n = 0
Therefore, Hn(V;F) = 0 if n ≥ 1 and H0(V;F) = Z2.
Let f : X → Y be a continuous map between posets and let F : X → Ab be a functor. For each
q ∈ N0 there is a functor Hq : Y → Ab, induced by the map f and the functor F , which is defined by
Hq(y) = Hq(f
−1(Uy);F|f−1(Uy)) and where Hq(x < y) is the morphism induced by the inclusion map
f−1(Ux) →֒ f
−1(Uy). Recall from [11] that there is a spectral sequence
E2p,q = Hp(Y ;Hq)⇒ Hp+q(X ;F) .
This spectral sequence can be combined with our tools to concretely compute the homology groups of
posets. Consider the following example.
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Example 3.6. Let P be the poset defined by the following Hasse diagram
•
a1
•
a2
•
a3
• b1 • b2 • b3 • b4 • b5 • b6
•
c1
•
c2
•
c3
•
c4
The poset P is a finite model of the real projective plane [9], that is, a finite poset such that the geometric
realization of its order complex is homotopy equivalent to the real projective plane. In this example we
will show an alternative way to compute the homology groups of this poset using the results of this
section.
Let V be the poset of example 3.5 and let f : P → V be the map that satisfies f−1({a}) = ÛPa1 ,
f−1({b}) = {a1} and f
−1({c}) = {a2, a3, b5, b6}. Note that the map f is continuous.
For each q ∈ N0, consider the functor Hq : V → Ab defined by Hq(y) = Hq(f
−1(Uy);Z). There is a
spectral sequence
E2p,q = Hp(V;Hq)⇒ Hp+q(P;Z) .
Note that f−1(Ub) = Ua1 which is contractible and that f
−1({a}) is a finite model of S1. Note also that
f−1({c}) is a strong deformation retract of f−1(Uc) since it can be obtained from f
−1(Uc) by successively
removing beat points. Hence f−1(Uc) is also a finite model of S
1. It is not difficult to prove that, up
to isomorphism, the morphism H1(f
−1({a})) → H1(f
−1(Uc)) induced by the inclusion map is given by
multiplication by 2.
Thus, the functor H1 : V → Ab is the functor F of example 3.5. Note also that the functor H0 is
the constant functor Z (with identity maps) and that the functors Hq for q ≥ 2 are trivial. Hence,
the second page of the spectral sequence above is given by E20,0 = Z, E
2
0,1 = Z2 and E
2
p,q = 0 for
(p, q) /∈ {(0, 0), (0, 1)}. Therefore, H0(P;Z) = Z, H1(P;Z) = Z2 and Hn(P;Z) = 0 for n ≥ 2, as
expected.
Example 3.6 can, in fact, be seen in a more general setting.
Let P be a finite poset, let FP be the category of finite posets and let D : P → FP be a (covariant)
functor. In [7], Ferna´ndez and Minian defined the non-Hausdorff homotopy colimit of D (denoted by
hocolimD) as the Grothendieck construction on D and observed that hocolim |KD| and |K(hocolimD)|
are homotopy equivalent by Thomason’s theorem.
In the following proposition we give a spectral sequence which converges to the homology groups of
the non-Hausdorff homotopy colimit of a diagram D : P → FP.
Proposition 3.7. Let P be a finite poset and let D : P → FP be a functor. Then there is a spectral
sequence
E2p,q = Hp(P ;Hq)⇒ Hp+q(hocolimD;Z)
where, for each q ∈ Z, the functor Hq : P → Ab is defined as the composition Hq(D( );Z).
Proof. Let f : hocolimD → P be the projection map associated to the Grothendieck construction
hocolimD on D. Note that, for y ∈ P , f−1(Uy) = hocolim(D|Uy ), and since the poset Uy has max-
imum element y, from [7, Corollary 2.5] we obtain that hocolim(D|Uy ) is homotopy equivalent to D(y)
and that the inclusion iy : D(y)→ hocolim(D|Uy ) is a homotopy equivalence.
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Now, given x, y ∈ P with x < y consider the diagram
D(x) D(y)
hocolim(D|Ux) hocolim(D|Uy )
D(x < y)
ix iy
j
where the maps ix, iy and j are the inclusion maps. Since j◦ix ≤ iy◦D(x < y), we obtain that the previous
diagram is homotopy commutative. Thus, for all q ∈ N0, the functor defined by y 7→ Hq(f
−1(Uy);Z)
coincides with the functor Hq(D( );Z). The result follows. 
Observe that the poset P of example 3.6 can be seen as a non-Hausdorff homotopy colimit in which
the map f : P→ V is the projection map.
The previous proposition can be rephrased in terms of basis-like open covers as follows (cf. remark
3.9).
Proposition 3.8. Let X be a finite T0–space and let V be a basis-like open cover of X with a finite
number of elements. We regard V as a finite poset with the inclusion order. Then there is a spectral
sequence
E2p,q = Hp(V ;Hq)⇒ Hp+q(X ;Z)
where the functor Hq : V → Ab is defined by Hq(V ) = Hq(V ;Z).
Proof. Since V is a basis-like open cover, for each x ∈ X the set {V ∈ V / x ∈ V } has a minimum. Let
f : X → V be defined by f(x) = min{V ∈ V / x ∈ V }. Clearly, f is order-preserving and f−1(UV ) = V
for all V ∈ V . The result follows applying the Grothendieck spectral sequence. 
It is not difficult to prove that this spectral sequence is a generalization of the Mayer-Vietoris exact
sequence.
Remark 3.9. Note that if X is a finite topological space and V is a basis-like open cover of X then X
is homotopy equivalent to the non-Hausdorff homotopy colimit of the diagram D : V → FP defined by
D(V ) = V in which the morphisms are the inclusion maps. Indeed, let f : X → V be defined as in the
previous proof and let i : X → hocolimD and r : hocolimD → X be defined by i(x) = (f(x), x) and
r(V, x) = x. Then i and r are order-preserving and satisfy ri = IdX and ir ≤ IdhocolimD.
Conversely, if X is the non-Hausdorff homotopy colimit of a diagram D : P → FP, where P is a finite
poset, and f : X → P is the projection map then {f−1(Uy) / y ∈ P} is a finite basis-like open cover of
X . This correspondence gives the analogy between propositions 3.7 and 3.8.
A Serre spectral sequence for posets. In this subsection we will apply the spectral sequence given
in page 4 to obtain a version of the Serre spectral sequence with local coefficients for posets.
Recall that a local coefficient system on a topological space B is a functor Π(B) → Ab where Π(B)
is the fundamental groupoid of B. If B is a poset, then Π(B) can be canonically identified with the
localization of B with respect to all its morphisms ([1]) and therefore every morphism-inverting functor
B → Ab can be factored uniquely as B → Π(B) → Ab. Hence there is a one-to-one correspondence
between morphism-inverting functors from a poset B to Ab and local coefficient systems on B.
Let B be a poset, let b0 ∈ B and let π = π1(B, b0). Let ρ : B → Ab be a morphism-inverting functor,
let ρ : Π(B) → Ab be the corresponding local coefficient system and let A = ρ(b0). Then ρ induces a
group homomorphism ρ′ : π → Aut(A) and an associated left Z[π]–module structure on A defined (on
generators of Z[π]) by g.a = ρ′(g)(a) for g ∈ π and a ∈ A. As it is customary, we will write Aρ′ instead
of A to emphasize the dependence of the module structure of A on the functor ρ′.
Let B˜ be the universal cover of B and regard C(B˜;Z) as a right Z[π]–module with multiplication
induced by the action of π on B˜. The (simplicial) homology groups of B with local coefficients in the
Z[π]–module Aρ′ are defined as the homology groups of the chain complex
C′(B;Aρ′ ) = C(B˜;Z)⊗Z[pi] Aρ′ .
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Now, let φ : Π(B) → π be an equivalence of categories. It is well known that B˜ is isomorphic to the
poset whose underlying set is B × π with (x, g) ≤ (y, h) if and only if x ≤ y and hφ(x ≤ y) = g (see [3]
for details). With this characterization of B˜ it is easy to see that C′(B;Aρ′) ∼= C(B; ρ) and hence the
homology groups of B with local coefficients in Aρ′ are naturally isomorphic to the homology groups of
B with coefficients in the functor ρ (cf. [5]).
The next proposition, which follows easily from the previously stated facts, gives a version of the Serre
spectral sequence with local coefficients for posets.
Proposition 3.10. Let X and B be posets and let G be an abelian group. Let b0 ∈ B and let f : X → B
be a continuous function such that the inclusion f−1(Ub) →֒ f
−1(Ub′) is a weak homotopy equivalence for
every b, b′ ∈ B such that b ≤ b′.
Let Hq : B → Ab be the (morphism-inverting) functor defined by
Hq(b) = Hq(f
−1(Ub);G)
for every b ∈ B and
Hq(b ≤ b
′) = Hq(f
−1(Ub) →֒ f
−1(Ub′);G)
for every b, b′ ∈ B such that b ≤ b′.
Then there is a spectral sequence
E2p,q = Hp(B;A
q
ρq )⇒ Hp+q(X ;G)
where ρq : Π(B) → Ab is the local coefficient system induced by Hq and A
q
ρq = ρq(b0) is the left Z[π]–
module associated to ρq for every q ≥ 0.
Proof. Follows from the natural isomorphisms Hp(B;Hq) ∼= Hp(B;A
q
ρq ) for p ≥ 0. 
Example 3.11. Let X be the following poset, which is a finite model of the Klein bottle [3]:
•
a1
•
a2
•
a3
•
a4
• b1 • b2 • b3 • b4 • b5 • b6 • b7 • b8
•
c1
•
c2
•
c3
•
c4
Let B be the poset
•
α
•
β
•
γ
•
δ
and let p : X → B be the function defined by p−1(α) = {b4, b5, c1, c2}, p
−1(β) = {b3, b6, c3, c4}, p
−1(γ) =
{a1, a2, b1, b2} and p
−1(δ) = {a3, a4, b7, b8}. It is easy to see that p
−1(α) →֒ X
p
−→ B is a fiber bundle and
hence p is a Hurewicz fibration [4, Theorem 4.4]. Observe that p−1(α) and B are finite models of S1.
Let F : X → Ab be the constant Z functor. It is clear that H0 : B → Ab is the constant Z functor and
therefore Hp(B;H0) = Z for p = 0, 1 and Hp(B;H0) = 0 for p ≥ 2.
On the other hand, the functor H1 : B → Ab is given by the diagram
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Z Z
Z Z
1 1
-1 1
and a direct computation shows that H0(B;H1) = Z2 and Hp(B;H1) = 0 for p ≥ 1.
Since Hn is trivial for n ≥ 2, it follows that H0(X ;Z) = Z, H1(X ;Z) = Z⊕ Z2 and Hn(X ;Z) = 0 for
n ≥ 2.
4. Khovanov homology of knots
In this section we will apply our results to show that Khovanov homology of knots is a special instance
of homology with functor coefficients, giving an alternative and more conceptual proof to a similar result
given by Everitt and Turner [6].
Let P be a poset with maximum element 1 and let F : P → Ab be a functor.
We recall the following definition from [2].
Definition 4.1. Let X be a locally finite T0–space (or poset). We say that X is quasicellular if there
exists an order preserving map ρ : X −→ N0, which will be called quasicellular morphism for X , such
that
(1) The set {x ∈ X : ρ(x) = n} is an antichain for every n ∈ N0.
(2) For every x ∈ X , the reduced homology of Ûx is concentrated in degree ρ(x)− 1.
Note that if X is a quasicellular poset, ρ is a quasicellular morphism for X and x, y ∈ X , then x < y
implies that ρ(x) < ρ(y). Note also that if X is a quasicellular poset, then H˜ρ(x)−1(Ûx) is finitely
generated for all x ∈ X .
If X is a poset, Xop will denote the poset X with the inverse order and will be called the opposite
poset of X .
Theorem 4.2. Let P be a poset such that P op is a quasicellular poset with quasicellular morphism
ρ : P op → N0 satisfying that H˜ρ(x)−1(Û
P op
x ) is a free abelian group for all x ∈ P . For each n ∈ Z let
Dn = {x ∈ X / ρ(x) = n} = ρ
−1({n} ∩ N0).
Let F : P → Ab be a functor. Let CP,F = (CP,F∗ , d
P,F
∗ ) be the chain complex defined by
CP,Fn =
⊕
x∈Dn
H˜n−1(F̂x;F(x))
for all n ∈ Z with differentials dP,Fn : C
P,F
n → C
P,F
n−1 defined by
dP,Fn
([ lx∑
i=1
axi s
x
i
])
x∈Dn
 =
 ∑
x∈Dn
∑
sxi ∋y
F(x ≤ y)(axi ). (s
x
i − {y})

y∈Dn−1
where for every x ∈ Dn, lx ∈ N, and for every i = {1, . . . , lx}, a
x
i ∈ F(x) and s
x
i ∈ Chn−1(F̂x).
Then Hn(P ;F) ∼= Hn(C
P,F) for all n ∈ Z.
Proof. For each m ∈ N0 let Pm = ρ
−1({0, . . . ,m}) with the order induced by the one in P . Applying
propositions 3.4 and 3.2 we obtain that
Hn(Pm, Pm−1;F|) ∼=
⊕
x∈Dm
Hn(Fx, F̂x,F|) ∼=
⊕
x∈Dm
H˜n−1(F̂x,F(x))
It follows that if l,m, n ∈ N0 are such that either l < m < n or n < l < m then the inclusion
Pl → Pm induces an isomorphism Hn(Pl;F|)→ Hn(Pm;F|). In particular, we obtain that Hn(Pm;F|) ∼=
Hn(P0;F|) = 0 if n > m. On the other hand, it is easy to check that Hn(P ;F) = colim
m∈N0
Hn(Pm;F|) for
all n ∈ N0 since any cycle is contained in Pm for some m.
Therefore, either working as in the case of cellular homology of CW–complexes or applying a spectral se-
quence argument one obtains a chain complex C′ = (C′∗, d
′
∗) defined by C
′
n = Hn(Pn, Pn−1;F|) for all n ∈
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Z with differentials dn : C
′
n → C
′
n−1 defined by the composition Hn(Pn, Pn−1;F|)→ Hn−1(Pn−1;F|)→
Hn−1(Pn−1, Pn−2;F|) such that Hn(P ;F) ∼= Hn(C
′) for all n ∈ Z.
Since C′n = Hn(Pn, Pn−1;F|)
∼=
⊕
x∈Dm
H˜n−1(F̂x,F(x)), it remains to prove that under this isomor-
phisms the differentials are given by the formula stated in the theorem.
Let n ∈ N. Consider the following commutative diagram
Hn(Pn, Pn−1;F|Pn)
d′n
++
∂ // Hn−1(Pn−1;F|Pn−1)
j∗ // Hn−1(Pn−1, Pn−2;F|Pn−1)
(φn−1)∗ ∼=
⊕
x∈Dn
Hn(Fx, F̂x;F|Fx)
i∗ ∼=
OO
// ⊕
x∈Dn
Hn−1(F̂x;F|F̂x)
i′∗
OO
⊕
y∈Dn−1
Hn−1(Fy , F̂y;F|Fy )
⊕
x∈Dn
Hn(Fx, F̂x;F(x))
⊕
x∈Dn
τx ∼=
OO
∼=
// ⊕
x∈Dn
H˜n−1(F̂x;F(x))
dn
((PP
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
τn=
⊕
x∈Dn
τx
OO
⊕
y∈Dn−1˜
Hn−1(Fy , F̂y;F(y))
τn−1=
⊕
y∈Dn−1
τy ∼=
OO
∂=
⊕
y∈Dn−1
∂y ∼=
⊕
y∈Dn−1
H˜n−2(F̂y ;F(y))
where
• the maps i∗ and i
′
∗ are induced by the inclusion maps (Fx, F̂x)→ (Pn, Pn−1), x ∈ Dn.
• the map φn−1 is defined as in the proof of 3.4
• for y ∈ Dn−1 the map ∂
y : Hn−1(Fy , F̂y;F(y))→ Hn−1(Fy, F̂y ;F(y)) is defined by ∂
y
([
l∑
i=1
aisi
])
=[
l∑
i=1
ai(si − {y})
]
where l ∈ N, and ai ∈ F(y) and si ∈ Chn−1(Fy , F̂y) for i ∈ {1, . . . , l}
• the maps τx and τ
′
x (for x ∈ Dn) and τy (for y ∈ Dn−1) are induced by the natural trasformations
T z : cF(z) ⇒ F|Fz , z ∈ Dn ∪Dn−1, as in remark 3.3.
Note that the maps labeled with ∼= are isomorphisms.
Let σ = ([σx])x∈Dn with [σx] ∈ H˜n−1(F̂x,F(x)) for each x ∈ Dn. For each x ∈ Dn we write
σx =
lx∑
i=1
axi s
x
i with lx ∈ N, a
x
i ∈ F(x) and s
x
i an (n − 1)–chain of F̂x for every i ∈ {1, . . . , lx}. We have
that
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dn
([ lx∑
i=1
axi s
x
i
])
x∈Dn
 = (∂(τn−1)−1(φn−1)∗j∗i′∗τn)
([ lx∑
i=1
axi s
x
i
])
x∈Dn
 =
= (∂(τn−1)
−1(φn−1)∗j∗i
′
∗)
([ lx∑
i=1
F(x ≤ min(sxi ))(a
x
i ). s
x
i
])
x∈Dn
 =
= (∂(τn−1)
−1(φn−1)∗)
([ ∑
x∈Dn
lx∑
i=1
F(x ≤ min(sxi ))(a
x
i ). s
x
i
])
=
=
 ∑
x∈Dn
∑
sxi /min(s
x
i )=y
F(x ≤ y)(axi ). (s
x
i − {y})

y∈Dn−1
.

Recall that a locally finite poset P is graded if it is equipped with a rank function rk: P → N0 which is
order-preserving and satisfies that if x ≺ y is a cover relation of P then rk(y) = rk(x) + 1. In particular,
any finite boolean lattice is graded since it is isomorphic to the power set of a finite set.
Recall that if X is a finite poset, the height of X , denoted h(X), is one fewer than the maximum
cardinality of a chain of X . Note that h(X) = dim(K(X)).
Now, let L be a finite boolean lattice. We define the rank function rk: L → N0 by rk(x) = h(Ûx).
If x ∈ L, note that rk(x) = 1 if and only if x is an atom of L and that rk(x) = l if and only if the
unique expression of x as a join of (distinct) atoms contains l atoms. We also define the rank of L as
rk(L) = rk(max(L)). Note that there exists an isomorphism (of posets) between L and the power set of
the finite set {1, . . . , rk(L)}. Equivalently, we can consider the set {0, 1} with the partial order induced by
the relation 0 ≤ 1 and thus there exists an isomorphism (of posets) φ : L→ {0, 1}rk(L) where {0, 1}rk(L)
is endowed with the product order. Observe that such an isomorphism φ : L → {0, 1}rk(L) determines
(and is determined by) a total ordering on the atoms of L.
From now on, we will choose a total ordering on the atoms of L to obtain a fixed isomorphism
φ : L→ {0, 1}rk(L). For j ∈ {1, . . . , rk(L)} let prj : {0, 1}
rk(L) → {0, 1} be the projection map to the j–th
coordinate and let φj = prjφ.
Observe that if x ≺ y is a cover relation of L, then there exists a unique mxy ∈ {1, . . . rk(L)} such
that φmxy (y) = 1, φmxy (x) = 0 and prj(y) = prj(x) for j ∈ {1, . . . rk(L)} − {mxy}. We define the sign of
the cover relation x ≺ y as ε(x ≺ y) =
mxy∏
j=1
(−1)φj(x), that is, ε(x ≺ y) = −1 if the cardinality of the set
{j ∈ {1, . . . ,mxy} / φj(x) = 1} is odd and ε(x ≺ y) = 1 otherwise.
From now on, for n ∈ N let JnK = {1, . . . , n} and let Sn be the symmetric group of degree n. Also, if
n ∈ N, for each subset A ⊆ JnK let ηA : J#AK → A be the only bijective and order-preserving map. If X
and Y are sets, we define Bij(X,Y ) as the set of bijective maps from X to Y .
Let n ∈ N such that n ≥ 2 and let P be the poset of non-empty subsets of JnK ordered by inclusion. In
the following lemma, for each A ⊆ JnK we will find an explicit generator for the relative homology group
H#A−1(UA, ÛA;Z) ∼= H˜#A−2(ÛA) ∼= Z (note that K(UA) is the barycentric subdivision of the (#A− 1)–
simplex and K(ÛA) is its boundary). We will also compute certain cellular-type boundary maps which
will be used later to show that the usual sign convention in Khovanov’s cubical complex is induced by
the boundary maps of the cellular chain complex of K(JnK) (after a suitable selection of generators).
To this end, observe that for A ⊆ JnK, if S1 ( S2 ( . . . ( S#A is an (#A − 1)–chain of (UA, ÛA)
then S#A = A and #Sj = j for all j ∈ J#AK. It follows that there is a bijection ψ : Bij(J#AK, A) →
Ch#A−1(UA, ÛA) given by ψ(α) = {α(J1K), α(J2K), . . . , α(J#AK)}.
Note also that there is a bijection ν : S#A → Bij(J#AK, A) defined by ν(σ) = ηA ◦ σ.
Lemma 4.3. Let n ≥ 2 and let P = P 6=∅({1, . . . , n}).
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(1) Let A ∈ P , let k = #A and let gA ∈ Ck−1(UA, ÛA;Z) be defined by gA =
∑
σ∈Sk
sgn(σ)ψ(ηA ◦ σ).
Then gA is a generator of Hk−1(UA, ÛA;Z) ∼= H˜k−2(ÛA) ∼= Z.
(2) Let A ∈ P with #A ≥ 2 and let k = #A. Let a ∈ A and let h = η−1A (a). Let d : H˜k−1(UA, ÛA;Z)→
H˜k−2(UA−{a}, ÛA−{a};Z) be the group homomorphism defined by
d
([
l∑
i=1
niζi
])
=
 ∑
ζi∋A−{a}
ni(ζi − {A})

where l ∈ N, and for i ∈ {1, . . . , l}, ni ∈ Z and ζi ∈ Chk−1(UA, ÛA).
Then d([gA]) = (−1)
k−h[gA−{a}], and thus, the morphism d˜ : Z → Z induced by d under the isomor-
phisms of (1) that take 1 ∈ Z to gA and gA−{a} respectively, is the isomorphism (−1)
k−h IdZ.
Proof. (1) First of all, we wish to show that gS is a (k − 1)–cycle of (US , ÛS). It suffices to show that
(pξ ◦ ∂)(gS) = 0 for every ξ ∈ Chk−2(US , ÛS), where ∂ : Ck−1(US , ÛS ;Z)→ Ck−2(US , ÛS;Z) denotes the
differential of the chain complex C(US , ÛS ;Z) and pξ denotes the projection of Ck−2(US , ÛS;Z) to the
direct summand generated by the (k − 2)–chain ξ.
Let ξ = {ξ1, . . . , ξk−1} be a (k − 2)–chain of (US , ÛS) and let ξ0 = ∅. By cardinality, there exists
exactly one natural number j ∈ {1, . . . , k − 1} such that #(ξj − ξj−1) = 2, while #(ξl − ξl−1) = 1 for
every l 6= j. Suppose that ξj − ξj−1 = {b, c} with b < c.
It follows that there are exactly two (k − 1)–chains of (UA, ÛA) that contain ξ. These are the chains
ζ = ξ ∪ {ξj−1 ∪ {b}} and ζ
′ = ξ ∪ {ξj−1 ∪ {c}}. Let σ = ψ
−1(ζ) and σ′ = ψ−1(ζ′). Let T : A→ A be the
transposition that interchanges the elements b and c. Then σ′ = T ◦ σ. Hence sgn(σ) = − sgn(σ′) and it
follows that (pξ ◦ ∂)(gS) = (−1)
j+1(sgn(σ) + sgn(σ′))ξ = 0.
Thus gA is a (k−1)–cycle of (UA, ÛA). Since Ck(UA, ÛA;Z) is trivial, we obtain thatHk−1(US , ÛS ;Z) ∼=
ker∂ and hence gA represents a non-trivial element of Hk−1(UA, ÛA;Z). Now, let g be a generator of
ker∂. Then g is a sum of (k − 1)–chains of (UA, ÛA) and thus it can be written as g =
∑
σ∈Sk
aσψ(ηA ◦ σ)
where aσ ∈ Z for every σ ∈ Sk.
Now, there exists m ∈ Z− {0} such that gA = mg and therefore sgn(σ) = maσ for every σ ∈ Aut(S).
It follows that m ∈ {1,−1} and thus gA is a generator of ker ∂.
(2) Let σ ∈ Sk. Note that A−{a} ∈ ψ(ηA ◦ σ) if and only if (ηA ◦ σ)(k) = a, which occurs if and only
if σ(k) = h.
Now, let σ ∈ Sk such that A − {a} ∈ ψA(ηA ◦ σ). Then ψA(ηA ◦ σ) − {A} ∈ Chk−2(UA−{a}, ÛA−{a})
and ψA−{a}(ηA ◦ σ|
A−a
Jk−1K) = ψA(ηA ◦ σ)− {A}.
Let γ ∈ Sk be the cyclic permutation (k k − 1 · · · h) and let σ ∈ Sk such that σ(k) = h. Note
that (γ ◦ σ)(k) = k. Let γ| : JkK − {h} → Jk − 1K and σ| : Jk − 1K → JkK − {h} be restrictions of
γ and σ respectively and let τσ = γ| ◦ σ| : Jk − 1K → Jk − 1K. It follows that τσ ∈ Sk−1 and that
sgn(τσ) = sgn(γ ◦ σ) = (−1)
k−h sgn(σ). Observe that there is a bijection {σ ∈ Sk / σ(k) = h} → Sk−1
given by σ 7→ τσ.
Now let ηA| : JkK − {h} → A − {a} be the restriction of ηA. Since γ|
−1 is order-preserving it follows
that ηA| ◦ γ|
−1 : Jk − 1K → A − {a} is also order-preserving and hence ηA| ◦ γ|
−1 = ηA−{a}. Thus
ηA| = ηA−{a} ◦ γ|.
Therefore,
d([gA]) = d
([∑
σ∈Sk
sgn(σ)ψ(ηA ◦ σ)
])
=
 ∑
σ∈Sk
σ(k)=h
sgn(σ)(ψA(ηA ◦ σ)− {A})
 =
=
 ∑
σ∈Sk
σ(k)=h
sgn(σ)ψA−{a}(ηA| ◦ σ|)
 =
 ∑
σ∈Sk
σ(k)=h
sgn(σ)ψA−{a}(ηA−{a} ◦ γ| ◦ σ|)
 =
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=
 ∑
τ∈Sk−1
(−1)k−h sgn(τ)ψA−{a}(ηA−{a} ◦ τ)
 = (−1)k−h[gA−{a}].

Let n = rk(L). Let ω : {0, 1}rk(L) → P 6=∅({1, . . . , n}) be the order-reversing bijection given by
ω(b1, . . . , bn) = {j ∈ {1, . . . , n} / bn+1−j = 0} and let θ = ωφ. Observe that for each x ∈ L−{1L} the map
θ induces isomorphisms H˜l(Fx, F̂x;F(x)) → H˜l(Uθ(x), Ûθ(x);F(x)) and H˜l(F̂x;F(x)) → H˜l(Ûθ(x);F(x))
for all l ∈ Z, which will all be denoted by θ∗. Let τ : L − {1L} → Z be defined by τ(x) = #θ(x) +∑
j∈θ(x) j + 1 and let ς : L− {1L} → {1,−1} be defined by ς(x) = (−1)
τ(x).
Lemma 4.4. Let L be a finite boolean lattice and let n = rk(L). Let τ : L → Z be defined by τ(z) =∑
j /∈θ(z)(j + n) and let ς : L→ {1,−1} be defined by ς(z) = (−1)
τ(x).
Let x, y ∈ L such that x ≺ y. Let a be the only element of θ(x) − θ(y) and let h = η−1θ(x)(a).
Then ς(y)ε(x ≺ y) = ς(x)(−1)#θ(x)−h.
Proof. Let q = #{j ∈ {1, . . . ,mxy} / φj(x) = 1}. Recall that ε(x ≺ y) = (−1)
q. Thus, it suffices to
prove that τ(y) + q ≡ τ(x) + #θ(x) − h (mod 2).
Note that θ(x)− θ(y) = {n+1−mxy}. Hence a = n+1−mxy. Note also that #{j ∈ {1, . . . , a} / j ∈
θ(x)} = η−1θ(x)(a) since ηθ(x) : J#θ(x)K → θ(x) is order-preserving.
Observe that
q = #{j ∈ JmxyK / φj(x) = 1} = #{j ∈ {n+ 1−mxy, . . . , n} / φn+1−j(x) = 1} =
= #{j ∈ {n+ 1−mxy, . . . , n} / j /∈ θ(x)} = #θ(x)
c −#{j ∈ Jn+ 1−mxyK / j /∈ θ(x)} =
= #θ(x)c − (n+ 1−mxy −#{j ∈ Jn+ 1−mxyK / j ∈ θ(x)}) =
= #θ(x)c − (n+ 1−mxy − η
−1
θ(x)(a)) = mxy + h−#θ(x) − 1 = n− a+ h−#θ(x).
Thus,
τ(x) + #θ(x) − h− τ(y)− q =
∑
j /∈θ(x)
(j + n) + #θ(x) − h− q −
∑
j /∈θ(y)
(j + n) =
= −(a+ n) + #θ(x) − h− q =
= −a− n+#θ(x) − h− (n− a+ h−#θ(x)) = 2#θ(x) − 2n− 2h.
Hence, τ(y) + q ≡ τ(x) + #θ(x) − h (mod 2). 
Proposition 4.5. Let L be a finite boolean lattice. Let 1L = max(L) and let F : L − {1L} → Ab be
a covariant functor. Let r = rk(L). For each n ∈ Z, let Dn = {x ∈ L − {1L} / rk(x) = r − n − 1}.
Let C = (Cn, dn)n∈Z be the chain complex defined by Cn =
⊕
x∈Dn
F(x) with differentials dn : Cn → Cn−1
defined by dn(λ) =
∑
ε(x ≺ y)F(x ≤ y)(λ) for λ ∈ F(x) and sum over the elements y which cover x.
Then Hn(L− {1L};F) ∼= Hn(C) for all n ∈ Z.
Proof. Observe that (L−{1L})
op is a quasicellular poset with quasicellular morphism ρ : (L−{1L})
op →
N0 defined by ρ(x) = r − 1 − rk(x). For each n ∈ Z, let Dn = {x ∈ L − {1L} / rk(x) = r − n − 1} =
ρ−1({n} ∩ N0).
Applying theorem 4.2 we obtain that Hn(L − {1L};F) ∼= Hn(C
L−{1L},F ) for all n ∈ Z, where
C
L−{1L},F
m =
⊕
x∈Dm
H˜m−1(F̂x,F(x)) for all m ∈ Z and with differentials defined as in theorem 4.2.
For each x ∈ L let υx : F(x) → F(x) ⊗ Z be the isomorphism defined by υx(λ) = λ ⊗ ς(x). Let
gx : Z→ Hm(Uθ(x), Ûθ(x)) be the isomorphism defined by gx(1) = gθ(x).
Now note that, by the universal coefficient theorem and lemma 4.3, for eachm ∈ Z and for each x ∈ Dm
there is an isomorphism υ′x : F(x) → H˜m−1(F̂x,F(x)) given by υ
′
x(λ) = ς(x)λ. θ
−1
∗ (∂x([gθ(x)])) where
∂x : Hm−1(Uθ(x), Ûθ(x);Z) → H˜m−2(Ûθ(x)) is the isomorphism obtained from the long exact sequence of
the pair (Uθ(x), Ûθ(x)).
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It remains to prove that under this isomorphisms the differentials are given by the formula stated in
the proposition. Concretely, we have to prove that for any cover relation x ≺ y in L−{1L}, the following
diagram commutes
F(x)
υx //
ε(x≺y).F(x≤y)

H˜m−1(F̂x,F(x))
δxy

F(y)
υy // H˜m−2(F̂y,F(y))
where m ∈ Z is such that x ∈ Dm and where δxy is the morphism induced by the differential d
L−{1L};F|
n
of theorem 4.2 in the corresponding direct summands of the domain and codomain. Observe that the
morphism δxy is defined by δxy
([
lx∑
i=1
axi s
x
i
])
=
[ ∑
sxi ∋y
F(x ≤ y)(axi ). (s
x
i − {y})
]
where lx ∈ N, and for
every i = {1, . . . , lx}, a
x
i ∈ F(x) and s
x
i ∈ Chm−1(F̂x).
Since x ≺ y, we have that θ(x) ⊇ θ(y) and #(θ(x) − θ(y)) = 1. Let d : Hm(Uθ(x), Ûθ(x)) →
Hm−1(Uθ(y), Ûθ(y)) be the map defined in lemma 4.3.
Let δ˜xy : Hm(Fx, F̂x,F(x))→ Hm−1(Fy , F̂y,F(y)) be defined by
δ˜xy
([
lx∑
i=1
axi s
x
i
])
=
∑
sxi ∋y
F(x ≤ y)(axi ). (s
x
i − {x})

where lx ∈ N, and for every i = {1, . . . , lx}, a
x
i ∈ F(x) and s
x
i ∈ Chm−1(Fx, F̂x).
Let β = (−1)#θ(x)−h. IdZ.
Consider the following diagram, where the maps ∂x, ∂y, ∂
′
x and ∂
′
y, are connection morphisms of the
long exact sequences associated to the corresponding pairs, and where the maps labelled with ∼= are
isomorphisms.
Hm(Uθ(x), Ûθ(x))⊗F(x) oo
UCT
∼=
//
d⊗F(x≤y)
  
Hm(Uθ(x), Ûθ(x),F(x))
∂′x
∼=
// H˜m−1(Ûθ(x),F(x))
F(x)
υx
∼=
//
ε(x≺y).F(x≤y)

Z⊗F(x)
β⊗F(x≤y)

gx⊗IdF(x) ∼=
OO
Hm(Fx, F̂x,F(x))
∂x
∼=
//
θ∗∼=
OO
δ˜xy

H˜m−1(F̂x,F(x))
δxy

θ∗∼=
OO
F(y)
υy
∼=
// Z⊗F(y)
gy⊗IdF(y) ∼=

Hm−1(Fy, F̂y ,F(y))
∂y
∼=
//
θ∗
∼=

H˜m−2(F̂y ,F(y))
θ∗
∼=

Hm(Uθ(y), Ûθ(y))⊗F(y) ooUCT
∼= // Hm(Uθ(y), Ûθ(y),F(y))
∂′y
∼=
// H˜m−1(Ûθ(y),F(y))
The left square is commutative by lemma 4.4. The other part of the diagram is easily seen to be
commutative. The result follows. 
Theorem 4.6. Let L be a non-empty finite boolean lattice, let 1 = max(L) and let r = rk(L). For each
n ∈ Z, let Dn = {x ∈ L / rk(x) = r − n}. Let F : L → Ab be a functor. Let E = (E∗, d
E
∗ ) be the chain
complex defined by En =
⊕
x∈Dn
F(x) for n ∈ N0, En = 0 for n < 0, with differentials d
E
n : En → En−1
defined by dEn(λ) =
∑
ε(x ≺ y)F(x ≤ y)(λ) for λ ∈ F(x) and sum over the elements y which cover x.
Then Hn(L,L− {1};F) ∼= Hn(E) for all n ∈ Z.
Proof. Let C = (C∗, d∗) be the chain complex of proposition 4.5. Note that En = Cn−1 and d
E
n = dn−1
for n ∈ N. Thus, for n ≥ 2 we obtain that
Hn(E) ∼= Hn−1(C) ∼= Hn−1(L− {1};F|) ∼= Hn(L,L− {1};F)
where the second isomorphism follows from 4.5 and the third isomorphism follows from 3.1.
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It is not difficult to prove that the inclusion inc : C0 → C0(L − {1},F|) induces an isomorphism
inc∗ : H0(C) → H0(L − {1},F|). Let α : colimF|L−{1} → F(1) be the morphism induced by the maps
F(y → 1) for y < 1 as in proposition 3.1. It is easy to verify that there is a commutative diagram
C0
dE1 //
q

F(1)
H0(C)
inc∗
∼=
// H0(L− {1};F|L−{1}) ∼=
// colimF|L−{1}
α
OO
where q is the quotient map.
Therefore,
H0(E) = cokerd
E
1 = cokerα
∼= H0(L,L− {1};F)
and
H1(E) = ker d
E
1/ Im d
E
2 = q(ker d
E
1 )
∼= kerα ∼= H1(L,L− {1};F)

The following corollary gives an alternative proof to a similar result of Everitt and Turner [6, Theorem
24]. In addition, our result gives a precise description of Khovanov’s homology of knots as a particular
instance of homology of posets with functor coefficients. Thus, we obtain a more conceptual proof of this
fact.
Corollary 4.7. Let L be a non-empty finite boolean lattice, let 1 = max(L) and let r = rk(L). Let
F : L → Ab be a functor. Let (K)∗(L,F) be the corresponding Khovanov’s cube complex (as in [6]).
Then
Hn((K)∗(L,F)) ∼= Hn(L,L− {1};F)
for all n ∈ Z.
Proof. Follows from theorem 4.6. 
Corollary 4.8. Let L be a link diagram with r crossings and let KH∗(L) denote its Khovanov’s homology.
Let BL be the associated boolean lattice of rank r and let FKH : BL → Ab be the functor corresponding
to Khovanov’s cube construction. Let 1BL = maxBL. Then KHn(L)
∼= Hr−n(BL, BL − {1BL};FKH)
Proof. Follows from corollary 4.7. 
Notation 4.9. Let X be a poset and let σ = {σ0, . . . , σn} ∈ Chn(X). Let x ∈ σ. We will write σx for the
chain σ − {x}.
Furthermore, suppose that x is an up beat point of X and y = min F̂x or that x is a down beat point
of X and y = max Ûx. Then σ ∪ {y} is a chain in X and will be denoted by σ
y . In particular, if y 6∈ σ,
then σy ∈ Chn+1(X). We will also write σ
y
x for (σx)
y = (σy)x.
For 0 ≤ k ≤ n, the chain σσk = σ − {σk} will be denoted by σk̂.
Proposition 4.10. Let P be a finite poset, let a be an up beat point of P and let F : P → Ab be a
functor. Then Hn(P ;F) ∼= Hn(P − {a};F|P−{a}) for every n ∈ N0.
Proof. Let b = min F̂a and let ϕ = F(a < b). For every n ∈ N0 let in : Cn(P −{a};F|P−{a})→ Cn(P ;F)
be the group homomorphism induced by the inclusion P − {a} →֒ P and let rn : Cn(P ;F) → Cn(P −
{a};F |P−{a}) be the group homomorphism defined by
rn(gσ) =

gσ if a 6∈ σ,
0 if {a, b} ⊆ σ,
gσba if a ∈ σ, a 6= minσ and b 6∈ σ,
ϕ(g)σba if a ∈ σ, a = minσ and b 6∈ σ,
for σ ∈ Chn(P ) and g ∈ F(min σ). It is easy to see that rn is well defined and that rn is a retraction
of in for every n ∈ N0. Hence r = {rn} : C(P ;F) → C(P − {a};F|P−{a}) is a retraction of i =
{in} : C(P − {a};F|P−{a})→ C(P ;A).
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For every n ∈ N0 let φn : Cn(P ;F)→ Cn+1(P ;F) be the group homomorphism defined by
φn(gσ) =
{
0 if a 6∈ σ or {a, b} ⊆ σ,
− sgnσ(a)gσ
b if a ∈ σ and b 6∈ σ,
for σ ∈ Chn(P ) and g ∈ F(min σ).
Let φ = {φn}. We will show that φd + dφ = Id−ir, that is, φn−1dn + dn+1φn = IdCn(P ;F)−inrn for
every n ∈ N0. It will follow that φ is a chain homotopy between IdC(P ;F) and ir.
In what follows, we drop the subscript notation for the morphisms φn, dn, in, rn and IdCn(P ;F). This
should not create any confusion.
Let n ∈ N0, let σ = {σ0, . . . , σn} ∈ Chn(P ) and let g ∈ F(σ0). If a 6∈ σ, then it is clear that
(φd+ dφ)(gσ) = 0 = (Id−ir)(gσ). If a ∈ σ and b ∈ σ then dφ(gσ) = 0 and
φd(gσ) = φ
(
F(σ0 < σ1)(g)σ0̂ +
n∑
i=1
(−1)igσ̂i
)
= φ(sgnσ(b)gσb) = − sgnσ(a) sgnσ(b)gσ = gσ
since a and b are consecutive elements of σ. Hence (φd+ dφ)(gσ) = gσ = (Id−ir)(gσ).
Now suppose that a = σ0 and b 6∈ σ. In this case we have that
dφ(gσ) = d(−gσb) = −F((σb)0 < (σ
b)1)(g)(σ
b)0̂ +
n+1∑
i=1
(−1)i+1g(σb)̂i =
= −ϕ(g)σba + gσ +
n+1∑
i=2
(−1)i+1g(σb)̂i) = −ϕ(g)σ
b
a + gσ +
n∑
i=1
(−1)ig(σ̂i)
b
since (σb)1̂ = σ and (σ
b)̂
i+1
= (σ̂i)
b for 1 ≤ i ≤ n.
On the other hand, we have that
φd(gσ) = φ
(
F(σ0 < σ1)(g)σ0̂ +
n∑
i=1
(−1)igσ̂i
)
=
n∑
i=1
(−1)iφ(gσ̂i) =
n∑
i=1
(−1)i+1g(σ̂i)
b.
It follows that (dφ+ φd)(gσ) = gσ − ϕ(g)σba = (Id−ir)(gσ).
Finally, suppose that a = σk for 1 ≤ k ≤ n and that b 6∈ σ. Then
dφ(gσ) = (−1)k+1F((σb)0 < (σ
b)1)(g)(σ
b)0̂ +
n+1∑
i=1
(−1)i+k+1g(σb)̂i
and
dφ(gσ) = (−1)kF(σ0 < σ1)(g)(σ0̂)
b +
k−1∑
i=1
(−1)i+kg(σ̂i)
b −
n∑
i=k+1
(−1)i+kg(σ̂i)
b.
Now, observe that (σ̂i)
b = (σb)̂i for 0 ≤ i ≤ k − 1, (σ̂i)
b = (σb)̂
i+1
for k + 1 ≤ i ≤ n, (σb)k̂ = σ
b
a and
(σb)
k̂+1
= σ. It follows that (dφ + φd)(gσ) = gσ − gσba = (Id−ir)(gσ).
Thus Id and ri are chain homotopic, which shows that C(P ;F) and C(P−{a};F|P−{a}) are homotopy
equivalent chain complexes. Therefore Hn(P ;F ) ∼= Hn(P − {a};F|P−{a}) for every n ∈ N0. 
Proposition 4.11. Let P be a finite poset, let a be a down beat point of P and let b = max F̂a. Let
F : P → Ab be a functor. If F(b ≤ a) is an isomorphism then Hn(P ;F) ∼= Hn(P − {a};F) for every
n ∈ N0.
Proof. Let ϕ = F(b < a)−1. Let in and rn be defined as in the proof of 4.10 for every n ∈ N0, as well as
i and r. Again, it is easy to see that rn is well defined for every n ∈ N0.
As before, our purpose is to define a chain homotopy between Id and ir. For every n ∈ N0 let
φn : Cn(P ;F)→ Cn+1(P ;F) be the group homomorphism defined by
φn(gσ) =

0 if a 6∈ σ or {a, b} ⊆ σ,
sgnσ(a)gσ
b if a ∈ σ, a 6= minσ and b 6∈ σ,
ϕ(g)σb if a ∈ σ, a = minσ and b 6∈ σ,
for σ ∈ Chn(P ) and g ∈ F(min σ) and let φ = {φn}.
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Let n ∈ N0, let σ = {σ0, . . . , σn} ∈ Chn(P ) and let g ∈ F(σ0). If a 6∈ σ it is immediate that
(φd+ dφ)(gσ) = 0 = (Id−ir)(gσ).
Suppose that {a, b} ⊆ σ. Then dφ(gσ) = 0 and
φd(gσ) = φ
(
F(σ0 < σ1)(g)σ0̂ +
n∑
i=1
(−1)igσ̂i
)
=
{
φ(ϕ−1(g)σb) if σ0 = b,
φ(sgnσ(b)gσb) if σ0 6= b.
Since sgnσ(b) = sgnσb(a), it follows from the definition of φ that φd(gσ) = gσ whether or not σ0 = b, and
thus (dφ + φd)(gσ) = gσ = (Id−ir)(gσ).
Now suppose that a = σ0 and b 6∈ σ. Then
dφ(gσ) = d(ϕ(g)σb) = gσ +
n+1∑
i=1
(−1)iϕ(g)(σb)̂i = gσ − ϕ(g)σ
b
a +
n+1∑
i=2
(−1)iϕ(g)(σb )̂i
and
φd(gσ) =
n∑
i=1
(−1)iϕ(g)(σ̂i)
b.
Since (σ̂i)
b = (σb)̂
i+1
for 1 ≤ i ≤ n, then (dφ+ φd)(gσ) = gσ − ϕ(g)σba = (Id−ir)(gσ).
Finally, suppose that a = σk with k ≥ 1 and b 6∈ σ. If k = 1, then
φ(F(σ0 < σ1)(g)σ0̂) = (ϕ ◦ F(σ0 < a))(g)(σ0̂)
b = F(σ0 < b)(g)(σ0̂)
b
and if k ≥ 2 then
φ(F(σ0 < σ1)(g)σ0̂) = sgnσ0̂(a)F(σ0 < σ1)(g)(σ0̂)
b.
In either case, it is clear that
φ(F(σ0 < σ1)(g)σ0̂) = − sgnσ(a)F((σ
b)0 < (σ
b)1)(g)(σ0̂)
b.
Thus
φd(gσ) = − sgnσ(a)F((σ
b)0 < (σ
b)1)(g)(σ0̂)
b +
n∑
i=1
(−1)i sgnσ
î
(a)g(σ̂i)
b.
On the other hand,
dφ(gσ) = sgnσ(a)F((σ
b)0 < (σ
b)1)(g)(σ
b)0̂ + sgnσ(a)
n+1∑
i=1
(−1)i(σb)̂i.
Using the fact that (σ̂i)
b = (σb)̂
i+j
where j = 0 if 1 ≤ i ≤ k − 1 and j = 1 if k + 1 ≤ i ≤ n, we obtain
that
(dφ+ φd)(gσ) = gσ − gσba = (Id−ir)(gσ).
The result follows. 
Let (P,≤P ) and (Q,≤Q) be finite posets and let f : P → Q be an order-preserving map. We define
P ∪f Q as the poset whose underlying set is the disjoint union P ⊔ Q and whose ordering ≤ is defined
as follows. If p1, p2 ∈ P then p1 ≤ p2 if and only if p1 ≤P p2. If q1, q2 ∈ Q then q1 ≤ q2 if and only if
q1 ≤Q q2. If p ∈ P and q ∈ Q then p ≤ q if and only if f(p) ≤Q q.
Now, let FP : P → Ab and FQ : Q → Ab be covariant functors and let φ : FP ⇒ FQ ◦ f be a
natural transformation. We define the functor FP ∪
f,φ
FQ : P ∪f Q → Ab as in [6]. This is, in objects,
(FP ∪
f,φ
FQ)(p) = FP (p) for p ∈ P and (FP ∪
f,φ
FQ)(q) = FQ(q) for q ∈ Q. In arrows, (FP ∪
f,φ
FQ)(p1 ≤ p2) =
FP (p1 ≤P p2) for p1, p2 ∈ P , (FP ∪
f,φ
FQ)(q1 ≤ q2) = FQ(q1 ≤Q q2) for q1, q2 ∈ Q and (FP ∪
f,φ
FQ)(p ≤
q) = FQ(f(p) ≤Q q) ◦ φp for p ∈ P and q ∈ Q .
Proposition 4.12. Let P and Q be finite posets and let f : P → Q be an order-preserving map. Let
FP : P → Ab and FQ : Q→ Ab be covariant functors and let φ : FP ⇒ FQ◦f be a natural transformation.
Then the inclusion map Q →֒ P ∪f Q induces an isomorphism Hn(P ∪f Q;FP ∪
f,φ
FQ) ∼= Hn(Q;FQ) for
all n ∈ Z.
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Proof. Follows from 4.10 since the poset Q can be obtained from the poset P ∪f Q by successively
removing up beat points (note that the maximal points of P are up beat points of P ∪f Q). 
Theorem 4.13. Let P and Q be finite posets such that both of them have a maximum. Let 1P = maxP
and let 1Q = maxQ. Let f : P → Q be an order-preserving map such that f
−1({1Q}) = {1P }. Let
FP : P → Ab and FQ : Q→ Ab be covariant functors and let φ : FP ⇒ FQ◦f be a natural transformation.
Then there exists a long exact sequence
· · · −→ Hn(Q,Q− {1Q};FQ) −→ Hn(P ∪f Q,P ∪f Q− {1Q};FP ∪
f,φ
FQ) −→ Hn−1(P, P − {1P };FP ) −→
−→ Hn−1(Q,Q− {1Q};FQ) −→ · · ·
Proof. Let X = P ∪f Q and let FX = FP ∪
f,φ
FQ. There exists a long exact sequence
· · · −→ Hn(X−{1Q}, X−{1Q, 1P };FX |X−{1P }) −→ Hn(X,X−{1Q, 1P };FX) −→ Hn(X,X−{1Q};FX) −→ · · ·
Observe that, applying 3.4, we obtain that
Hn(X − {1Q}, X − {1Q, 1P };FX |X−{1Q})
∼= Hn(U1P , Û1P ;FX |U1P )
∼= Hn(P, P − {1P};FP )
for all n ∈ Z.
On the other hand, from 4.12 we obtain that the inclusion maps Q →֒ X and Q − {1Q} →֒ X −
{1Q, 1P } induce isomorphisms Hn(Q;FQ) ∼= Hn(X ;FX) and Hn(Q − {1Q};FQ|Q−{1Q})
∼= Hn(X −
{1Q, 1P };FX |X−{1Q,1P }) for all n ∈ Z. Therefore, from the long exact sequences in homology groups
with coefficients in the functor FX (or its corresponding restrictions) for the pairs (Q,Q − {1Q}) and
(X,X − {1Q, 1P }), and applying naturality (see page 2) and the five lemma we obtain that Hn(X,X −
{1Q, 1P };FX) ∼= Hn(Q,Q− {1Q};FQ) for all n ∈ Z.
Therefore, the long exact sequence of the beginning of this proof turns out to be the long exact sequence
of the statement of the theorem. 
As a corollary, we obtain an alternative and more conceptual proof to a known result of Khovanov
homology which was also proved by Everitt and Turner in [6].
Corollary 4.14. Let B be a boolean lattice. Let B0 and B1 as in Everitt-Turner. Let F : B → Ab be a
functor. Then there exists a long exact sequence
· · · −→ Hn(B1;F|) −→ Hn(B;F) −→ Hn−1(B0;F|) −→ · · ·
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