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Abstract
A highly efficient simulation model for 2D and 3D grain growth and recrystallization was developed based on
the level-set method. The model introduces modern computational concepts to achieve excellent performance
on parallel computer architectures. Strong scalability was measured on ccNUMA architectures. To achieve
this, the proposed approach considers the application of local level-set functions at the grain level. Ideal
and non-ideal grain growth was simulated in 3D with the objective to study the evolution of statistical
representative volume elements in polycrystals. In addition, microstructure evolution in an anisotropic
magnetic material affected by an external magnetic field was simulated.
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1. Introduction
The evolution of the microstructure during the synthesis, processing and operation of materials has been
an important research topic in materials science over decades. Among the different processes that cause
modifications to the microstructure, grain growth has recently been put in the focus of interest because of
its relevance in nanocrystalline materials. In order to elucidate this physical phenomenon more precisely,
researchers have employed statistical analysis on results of computer simulations. Since the first related
numerical algorithm was introduced in the 1990s, e.g. [1, 2], available computational power has grown by
orders of magnitude. Despite this fact, microstructure evolution simulation seems to have benefited less
from this development. Most algorithms still require prohibitively large amounts of time when simulating
representative volume elements (RVE) of microstructure realizations, which are usually required to produce
valid statistical results [3, 4]. Additionally, due to massive computational costs, most of these algorithms
are not able to rigorously incorporate the effects of physical phenomena like inclination dependent grain
boundary properties, properties of triple lines and quadruple junctions or energy densities.
In order to meet their demand for computational power, researchers have turned to computer clusters. As
these resources are expensive to purchase and maintain they are shared between a large number of research
groups. This results in limited availability and prioritization of these resources. For these reasons, it is very
important to develop algorithms which are efficient and fast, but can still resolve the physical phenomena
with comprehensive complexity and high accuracy.
In the specific case of grain growth, several approaches have been introduced in the past. They can
be grouped into volume discretized methods, such as phase field models [5–8] or level-set (LS) models [9–
17], explicit methods like vertex models [18–24], and probabilistic approaches, such as Monte-Carlo-Potts
models [25–29]. In order to reduce the runtime of these simulations, some of these models were developed
to be executed on modern computer architectures [4, 11, 16, 30–33]. Most algorithms utilize a domain
decomposition strategy, which results in explicit communication paths to exchange information across sub-
domain walls usually utilizing a message passing interface (MPI). To resolve the original problem without
any statistical correction, communication between computational processes is inevitable. The costs depend,
however, substantially on the implementation.
By contrast, the algorithm proposed in [14] divides the microstructure into grains, and duplicates their
grain boundaries to create generally independent objects. In this contribution, we present a new implemen-
tation of this level-set algorithm for the simulation of grain growth in two and three dimensions. We showed
in a previous publication [14] that our model is capable of incorporating a variety of factors influencing grain
growth, such as anisotropic GB energies, GB mobilities, and in particular finite junction mobilities in 2D.
In this contribution, we discuss the implementation details of the algorithm, and its efficiency for parallel
computing applications. An explicit domain decomposition was deliberately avoided and replaced by a dis-
2
section along the GBs to facilitate parallelization. As the algorithm implements the grain growth phenomena
as competing shrinkage/growth of adjacent grains, data has to be exchanged across GBs to reconstruct the
network. The majority of computational effort is localized to individual objects, the grains, to predict their
surface evolution. By these simple modifications, it is possible to render the algorithm parallelizable to
a great extent as discussed in subsequent sections. Our implementation utilizes the OpenMP application
programming interface for parallelization. Although OpenMP targets shared memory architectures, we were
able to tailor our implementation to a specific ccNUMA architecture.
More importantly, though, handling grains as individual objects enables us to track the evolution of
individual grains and their neighborhood, thus their topological paths [30], which gives the opportunity to
study the dependencies of the different mesoscopic features of grain boundaries and their effect on the local
topological transitions. The introduced application (GraGLeS1) is provided as open source code.
2. Simulation model
2.1. The level-set approach to grain growth
The level-set (LS) method is a mathematical framework used to depict surfaces and their evolution in time.
Since the method was introduced by Osher and Sethian [34], it has been applied to a large number of physical
phenomena involving the motion of surfaces in any dimension. This method is capable of coupling the motion
of multiple phases separated by sharp interfaces. The enclosing surface of a single region is represented by
its own LS function. Thus, an interface is modeled by two congruent surfaces of adjacent regions. In the
specific case of grain growth, the LS method implements the physical phenomena as a competing shrinkage
of adjacent grains and automatically solves any topological transition and the extinction of entire phases or
grains.
2.1.1. Level-set framework
A LS function is a real-valued function defined on the domain Ω. The surrounding GB (Γ) of an individual
grain at time t can be described by means of the LS function φ(t, x):
Γ := {x ∈ Ω |φ(0, x) = 0} ⊂ Ω. (1)
This set describes the level zero isosurface of the LS function. Instead of computing the motion of an explicit
parametrization of the GBs, the method tracks the evolution of the LS function φ and its particular isosurface
with level zero (the GB), namely Γ.
1https://github.com/GraGLeS
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There are infinitely many possible functions that fulfill the condition in Eq. (1). By convention, if x is
inside the grain, φ will be positive, otherwise negative. To obtain a unique and regular definition of φ(t, x),
another constraint is introduced, namely:
|∇φ| = 1, ∀x ∈ Ω (2)
An LS function φ(t, x) that fulfills Eq. (2) is called a signed-distance function (SDF) and will be denoted
by d for distinction. This restriction is important to simplify the motion equation of the LS function. In
addition, geometric quantities can be directly extracted from the LS function, such as the unit normal vector
and the Laplacian curvature, and can be further simplified by means of d (Eq. (2)):
n =
∇φ
|∇φ| = ∇d (3a)
κ = ∇ · n = ∇ ·
( ∇φ
|∇φ|
)
= ∆d (3b)
Construction of the total derivative of Γ(t) (Eq. (1)) leads to the evolution equation for the level-set
function [14]:
∂φ
∂t
+ vn |∇φ| = 0 (4)
Here, vn denotes the velocity in the normal direction of the isosurface at any point x ∈ Ω. To illustrate
this equation, imagine moving all isosurfaces simultaneously into their normal directions with a velocity
according to the local gradient. For our purposes, we assign the motion of an initial surface to the motion
of the representing zero level-set of the SDF function with time.
2.1.2. Modeling grain growth
Polycrystalline materials are composed of nearly perfect but differently oriented single crystals. The
interfaces separating those crystals or grains are considered as defects within the overall (poly)crystal and are
called grain boundaries. Their properties depend on their own atomic structure and have proven themselves
to be extremely complex [35–39]. Annealing induces a process of GB migration called grain growth. It
reduces the amount of stored energy in the system by elimination of the GBs. This happens when the grain
structure of the polycrystal reorganizes and eliminates the defects separating homogeneous regions of atoms.
The name is ambiguous, as some grains shrink or completely disappear but the remaining grains grow in a
statistical average. This process causes a reduction of the grain boundary area, which is the defected area
and thus, the source of the free energy.
In a mesoscopic approach to this problem, like the LS method, the complexity of the underlying system is
described on a larger length scale than the atomic one [40]. On this scale, boundary migration during grain
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growth can be abstracted as driven by the energy density and therefore, the curvature of the boundary. In
turn, the velocity of the migrating boundary can be calculated as:
v(t, x(t)) = µ (γ κ(x) + pB) (5)
Here µ, γ(θ), κ an pB denote, respectively, the GB mobility, the GB energy, the local curvature of
the GB and any additional driving force such as bulk energy densities resulting from anisotropic magnetic
susceptibilities (Eq. (18)) or orientation dependent stored elastic energy densities. The entire evolution of a
polycrystal can be understood as an energy minimizing process, where Eq. (5) gives the gradient descent of
the 2D energy functional [28, 29, 41, 42]:
E =
∑
i<j
length(Γi,j) γ(θ)i,j +
∑
i
Ei area(Σi) (6)
where Σi denotes grain i. In the LS approach, a GB Γi,j separating two adjacent grains is interpreted as
a part of the surface of each individual phase or grain. Since the global gradient flow can be expressed
as a composition of local flows, each grain can be considered as an individual entity [13]. Each entity is
represented by one LS function and its isosurface. Owing to this disintegration of the microstructure, voids
and overlaps can appear during their independent evolution. A constraint re-composes the microstructure
in a procedure generally referred to as Predictor-Corrector scheme.
Essentially, this gradient flow describes a certain energy dissipation of a space tessellation. The crucial
observation is that the topology of the tessellation changes with time. The topological transitions proceed by
the annihilation of GBs as well as the extinction of complete regions (grains). This leads to certain challenges
in the modeling process, e.g. Vertex models need explicit instructions to solve such transformations. By
contrast, the LS method has no need for such computational instructions as it automatically handles these
transitions with an additional corrector step (cf. Algorithm 1 described below). This step balances the
predicted motion of free surfaces of individual grains and resolves the equilibrium state at the junctions.
2.1.3. Algorithm
There has been a considerable amount of research in the development of the LS method for grain growth
[9–17]. This contribution focuses on an efficient implementation of this method and demonstrates some
surprising results regarding the subsequent gain in computational performance. To begin with, the numerical
scheme with special emphasis on the implementation demands will be introduced.
In this scheme, a polycrystal encompasses the region Ω := [0, 1]D ⊂ RD, where D denotes the dimension,
in particular 2 or 3. We assume that there is a tessellation S of Ω that represents a polycrystal. Each
sub-region Si is described initially as a polytope and represents a grain of this polycrystal. For a numerical
description, each element Si ∈ S owns a LS function φi(x, t) (Eq. (1)) on a discrete domain Ωi ⊂ ND. In order
to have a specific amount of points within each grain on average, the discretization of the computational
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domain Ω is first defined. Based on the overall dimension of the represented grain, Ωi is extended by a
certain offset of additional grid points to encompass the entire GB of the corresponding grain by means of
its LS function φi(x, t) (Fig. 1a).
(a) (b)
Fig. 1: a) A single 3D grain is described by its own level-set function. The GB is rendered as isosurface
with level zero. Here the local domain Ωi has a size of 47× 47× 47 grid points, whereas there is the need to
keep at least 7 additional grid points into each spatial direction. The distance function was only evaluated
in a tubular region enclosing the GB (|φi| ≤ ), outside it was restricted to  = −7 · h = −0.078, where h
is the grid spacing. The palette indicates the value of the signed-distance function. b) The same isosurface
is colored by its physical GB character µ · γ. Triple junctions, GBs and even quadruple junctions can be
identified by our scheme and hence can be associated with different physical properties.
The level-set function φi is initialized to fulfill Eq. (2), thus the scheme represents each grain by its SDF
(di). The corresponding grid Ωi must also be size-adaptive to accommodate the change in the size of the
grain. Having defined di ∀i ∈ I, the GB migration of a D-dim (D ∈ {2, 3}) polycrystal can be computed
with Algorithm 1 proposed in [9–11, 14] and shown below.
2.1.4. Predictor step
In order to simplify the driving force defined in Eq. (5), we first normalize the anisotropic velocity of the
GB (µγ = 1) to simplify Eq. (5) as:
∂d
∂t
− ∆d = 0 (7)
This differential equation describes the heat flow with di corresponding to the temperature distribution.
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Algorithm 1 Level-set algorithm for grain growth
1: Initialization: Create all Ωi for all subset Si of the tessellation S
2: while t <= Tend do
3: Predictor step: Compute the motion of individual grains
4: Corrector step: Remove voids and overlaps
5: Re-initialization: Compute distance functions to new interface positions
6: end while
The Green’s function for this problem is known and given by the Gaussian kernel G(t, x) [43] :
G(t, x) =
1
(4pit)1/D
e−|x|
2/4pi (8)
Convolving the distance function with the kernel gives a solution to initial value problem d(0, ·) = g0. In
turn the application of the convolution will generate an evolution of the interface:
d(t, x) = G(t, x) ∗ d(0, x) (9)
Utilizing this approach, motion by mean curvature of an isosurface can be computed in any dimension.
Note that this convolution can be efficiently solved in Fourier space. To extend this approach to a more
complex driving force, which is weighted by a local anisotropy of the GB (w), we developed a correction
procedure in [14]. For this, we assumed that the energy and the mobility at any point on the GB is known and
that each grid point has adopted this feature from the closest point on the GB. The subsequent correction
evaluates two states of the level-set function, an adequate signed-distance function (dk) and a convolved
level-set function (dpk):
vn
Eq. (11)
= −(dk − dpk)(x)/∆t := lt
dpk(x, t) = dk(x, t) + (vnw∆t) + (µ∆E∆t)
(10)
Finally, we exploit the simple connection between a metric on surfaces and a metric on level-sets which
is given by:
lt :=
∂φ
∂t
= −vn |∇φ| (11)
This corresponds to the distance each point of the GB is moved into its normal direction during the time
∆t. The velocity is corrected by the weights w representing the GB anisotropy [44]. w already consists
of the GB mobility µ and energy γ, thus µ has to be applied separately on the bulk energy (Eq. (10)).
The quantities affecting the curvature are normalized to the interval (0, 1] using the given maximal physical
values for mobility µmax and energy γmax for normalization. In the simplest case, the bulk energy is
homogeneously distributed for each grain, whereas the driving force stems from the gradient descent of both
7
potentials across the GB. These energies (magnetic or stored elastic) can also be given in physical units but
have to be normalized to account for the dimension of the sample and the physical problem at hand.
To derive the correct normalization of the bulk energy, we consider a spherical grain with radius r. L (D)
denotes the dimension of the domain in one spatial direction represented by the unit interval I = [0, 1]. We
replaced all variables in Eq. (5) by their correspondent normalized equivalents. Note that an asterisk ∗ will
always indicate that a variable is contained in the normalized space, whereas a normal notation will assign
the physical equivalent. This spherical grain is assumed to be in an equilibrium of forces resulting in vn = 0
(Eq. (5)):
κ =
2
r
=
2
r∗ · L(D) =
pB
γ
(12)
where r∗ ∈ (0, 1). Thus, we deduce a normalization coefficient cB for a driving force pB originating from
a bulk energy given in physical units:
cB =
L(D)
γmax
(13)
In addition, it is very important to connect the real (physical) time increment ∆t with the internal time
increment ∆t∗. Again, we replace the physical quantities by their corresponding ones in the normalized
space to deduce the connection:
∆t =
∆r
vn
=
∆r∗ · L(D)
v∗n · 1L(D) · µmax · γmax
(14)
=
v∗n ·∆t∗ · L(D)2
v∗n · µmax · γmax
=
∆t∗ · L(D)2
µmax · γmax (15)
This relation is very advantageous as it enables comparing simulation results with experimental findings
and analytical solutions of certain growth phenomena.
2.1.5. Corrector step
Voids and overlaps appear during the predictor procedure because the grains are modeled as independent
objects, whose evolution leads naturally to these features. The corrector step redistributes the critical grid
points in those regions among all competing grains to reach an equilibrium state. This procedure ensures
that the computational domain stays entirely covered by disjunct phases. More importantly though, this
step automatically handles any topological transition and the elimination of entire grains. In practice, the
comparison step is done by matching the predicted level-set functions dpk, k ∈ {1 . . .M} of adjacent grains:
dck(x, t+ ∆t) =
1
2
(dpk(x, t+ ∆t) − maxj 6=k dpj (x, t+ ∆t)) (16)
2.1.6. Re-initialization
Finally, a re-initialization of all level-set functions dck to the corresponding zero level-sets is needed to
maintain numerical stability. Solutions to this problem have been provided in terms of equidistant grids
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in [45–48]. The re-initialization of the signed-distance function faces two problems. First, the position of
the interface has to remain invariant. Second, the gradient of the re-initialized level-set function must fulfill
|∇φ| = 1 to ensure a correct evaluation of the Laplacian curvature in the subsequent predictor step Eq. (8).
The formal complexity of the available methods differs substantially. By investing higher computational
costs (∼ 40 times more), higher order accuracy of the resulting signed-distance is possible [45–47]. This
re-initialization approach originates from the reformulation of the Eikonal equation as an evolution equation
introduced first by Sussman et al. [47]:
φτ + S(φτ=0) (|∇φ| − 1) = 0 (17)
Here, τ is an artificial time step size. A major drawback of this approach is that the zero level-set is
considerably displaced and the deviation could even increase with the number of iterations used to solve
the ODE (Eq. (17)). Russo and Smereka [46] improved the stability of the method in such a way that the
displacement of the zero level-set is independent of the number of iterations used to solve Eq. (17). This was
achieved by using only information from one side of the zero level-set in the discretization of the ODE.
The reformulation by Hartmann et al. [45] is a modification of the partial differential equation introduced
by Sussman et al. [47] and, in particular, improves the second-order accurate modification proposed by Russo
and Smereka [46]. The latter authors proposed two formulations of the reinitialization problem, namely,
to explicitly minimize the displacement of the zero level set within the reinitialization and to solve the
overdetermined problem to preserve the interface locally within the reinitialization. Thus, they proposed a
direct update of the distance values next to the zero level-set. Subsequently, the re-initialization starts from
the side of the interface providing the most points along this segment of the isosurface.
By contrast, a fast-sweeping algorithm as proposed in [48] reconstructs the corresponding signed-distance
values only by first order accuracy but still minimizes the displacement of the zero level set. Starting from a
fixed set of distance values next to the interface the distance information is spread into all spatial directions
incrementing with the the grid-spacing ∆h. Thus, the resulting distance values are given as taxicap2 distances
to the closest grid-point next to the interface. The distance calculation of these reference points is exact.
Such algorithms are usually appraised depending on the accuracy of the reconstructed SDF function
related to a well-discretized but complex shape. Alternatively, they are also valued for their computational
performance in applications where high accuracy is not required such as in video games. In our application,
the shapes are not complex because the grains resemble in most cases polyhedra with curved faces. Here, the
challenge are vanishing grains, which are always poorly discretized and thus the evaluation of their curvature
2The taxicap metric or the Manhattan norm, proposed by Hermann Minkowski in 19th-century Germany, replaces the
Euclidean metric, the distance between two points, by the sum of the absolute differences of their Cartesian coordinates. The
name traces back to the grid layout of most streets on the island of Manhattan, where the shortest path a car could take
between two intersections has a length equal to the intersections’ distance in taxicab geometry.
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is hardly possible. Unfortunately, these grains can influence substantially the growth kinetics of the network
as their released volume will be occupied by their adjacent grains and thus, the shrinkage regulates the
growth. The effect is somehow inverse to what was found for finite triple junction mobilities, which affect
the global kinetics by dragging the shrinkage of the smallest grains close to elimination [14, 23, 24].
A comparison between both approaches is given in Fig. 3a and is discussed in section 6.1.
3. Novel numerical approaches
3.1. Datastructure
In this section, the implementation details which were crucial for the resulting code performance will be
presented. They influence both sequential and parallel execution times. The programming language C++
was selected as it provides user defined memory allocation and allows to structure the program in accordance
to the physical model, using the object-oriented paradigm. Additional libraries like FFTW [49], Intel MKL
[50] and EIGEN [51] were used for some mathematical algorithms.
The input data for the simulation is a tessellation S (as described in section 2.1.3). For each element
Si ∈ S, a grain object is created. The grain contains physical information (orientation, neighborhood, etc.)
and represents the grain in LS space. Hence, the main purpose of the grain object is to keep track of the
distance values Bi := {di(x) |x ∈ Ωi} (Fig. 1a). As every step of the algorithm transforms the function di in
some way, we keep two buffers B1i and B
2
i in each object. One is used as input to the current computation
step whereas the other serves as output. Consequently, references to those buffers are switched back and forth
after each step of the Algorithm 1; this is usually called double buffering. These buffers have to accommodate
size changes of the corresponding grain. To accomplish this, when a buffer grows it is increased with more
memory than requested, in order to accommodate future growth. This heuristic, combined with the grid
coarsening procedure (cf. section 3.2 below), reduces the relocation of objects in memory substantially.
During the corrector step, information has to be exchanged among competing grains to redistribute the
space along their boundaries and junctions (section 2.1.5). As grains are hosted by surrounding boxes, those
boxes give a suitable instrument to compute a preselection of possible neighbors to a certain grain. In the
initial time step, an Rtree is used to find all overlapping boxes as input for the comparison routine [52].
Subsequently, the local neighborhood is updated by the evaluation of the points of contact to preselected
neighbor candidates. Memory fetches are only performed on the resulting box intersections (x ∈ Ωi ∩ Ωj)
with the already identified neighbors. Furthermore, for each point in Ωi, we locally collect information about
the nearest neighboring grain to that point (grain j |maxj 6=idj(x)) in a structure called ID-field. For more
precise neighbor statistics, the ID-field (which is part of the grain object) is evaluated next to the isosurface
of level zero i.e. the GB.
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All other subroutines of the algorithm are local (in terms of memory fetches) to the volume of the local
grid Ωi hence to the grain object itself. As we are aiming at efficient parallel computations, the structure
of the grain objects allows very flexible task scheduling since sets of grains can be directly assigned to
computational threads.
3.2. Sequential Optimizations
In section 2.1.4, it was mentioned that each point in Ωi needs to adopt the physical properties of the
nearest point on the GB. Mathematically, this mapping was an easy problem that, nonetheless, required a
tremendous numerical effort. The SDF was inappropriate to evaluate this connection as it provided solely
scalar information in form of distance values. Therefore, the position of the GB had to be computed first using
a marching squares/cubes algorithm depending on the dimension to obtain an explicit representation [53].
Hence, the closest snippet of that linear representation to each grid point had to be identified. Unfortunately,
there were, to our knowledge, no algorithm in 2D or in 3D that can solve the point to polygon and the point to
triangulation problem in sub-linear complexity. In both cases, the complexity is dominated by the cardinality
of the set of linear segments or triangles (O(E), where E is the number of edges of the polygon).
In order to reduce the formal complexity, we opted to cluster the linear representations of the grains
according to the number of neighboring grains next to each piece of the linearization using the procedure
described in section 3.1. Utilizing this information about the GB character itself, it was possible to distinguish
between segments forming a GB, a triple line, a quadruple junction or even high order junctions. This concept
and the utilization of the ID-field lead to a massive reduction of the complexity of the search for the next
closest segment on the grain boundary. Additionally, the expensive evaluation was restricted to the set of
points enclosed by a narrow tube around the GB.
As a further sequential optimization of the code, a grid-coarsening routine was applied, which kept the
spatial resolution of the grains constant with time. Thus, the grid spacing grew inversely proportional to the
population so that the average discretization per grain remained constant. The projection of each SDF to a
coarser grid was performed by a tri-linear interpolation scheme. The improvement was substantial as it not
only reduced the memory consumption with time but also allowed increasing the time step simultaneously,
with proportionality 1/N2.
3.3. Parallelization
Due to the grain-resolved data structure, each step of Algorithm 1 could be executed independently for
each grain. Remote memory was accessed only during the corrector step as each grain needs to refer to the
Ωjs of all adjacent grains to correct its own distance function. Hence, synchronization of grains was needed
after the end of each sub-routine, which meant that all grains must have completed the previous step of
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the algorithm with regard to the current iteration. The parallelization idea was very natural, as we just
distributed grains among the nodes contributing to the simulation (Fig. 2).
Our implementation targeted a certain computer architecture, a machine operated by BULL, consisting of
up to 128 cores coupled to one big shared memory system. Therefore, 4 physical boards owning 4 processors
(Intel) were connected with BULL’s Coherent Switch (BCS) chips. Thus, not only the interconnection
between those 4 boards imposed a NUMA (Non Uniform Memory Access) topology but also each board
consisted of four NUMA nodes connected via another QPI (Quick Path Interface). This is important to note
as memory fetches from remote locations will lead to different latencies on the two level NUMAness. This
issue will be further discussed in section 3.4.
Essential to the parallel performance of our implementation was that each thread utilized only memory
local to its corresponding core. We achieved this by employing a two step process. First, each thread was
bound to a specific core using Linux’s NUMA API3 and affinity control API4. Second, instead of using the
built-in heap manager of the compiler, we used jemalloc [54]. This allocator ensured that each thread got a
memory pool, in which all allocations and deallocations were executed. The allocation policy combined with
the thread binding and the first touch policy of the Linux kernel allowed optimal memory placement for the
simulation. We stress that these optimizations are not specifically bound to our algorithm and could in fact
be used in any simulation that would benefit from thread local memory allocation and consumption.
The parallel performance of the predictor step (Algorithm 1 and Eq. (8)) needed certain consideration.
Here, the distance function of each grain di had to be transformed to Fourier space, where the appropriate
kernel was applied as described in section 2.1.3. To accomplish this, we utilized two libraries - FFTW [49]
and Intel MKL5. Both libraries require a certain precomputation effort, in the form of a computational plan
that is created before the actual transformation can take place. Due to the implementation of FFTW, this
precomputation could not be executed in parallel, and thus, had to be always serialized. This serialization
hindered the parallelization of the predictor step substantially. Therefore, we turned to Intel MKL, where
the plan computation could be done in parallel and no serialization was required. Furthermore, we could
reuse the plans whenever the size of the bounding box had not changed with time. To save allocation effort
for these out-of-place transformations each thread operated its own buffer reused by all grains in the related
workload.
3.4. Task distribution
First, a random distribution of grains to threads was implemented to achieve a homogeneous workload
balance on all participating computational threads (Fig. 2a). For all sub-routines, with the exception of the
3http://linux.die.net/man/3/numa
4http://man7.org/linux/man-pages/man2/sched_setaffinity.2.html
5https://software.intel.com/en-us/intel-mkl
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(a) (b)
Fig. 2: We illustrate the scatter of grains to computational threads by coloring grains to indicate their
affiliation to a certain thread ID. We implemented two complementary concepts, the first (Fig. 2a) aiming
just for a homogeneous workload distribution and the second (Fig. 2b) also for the reduction of remote
memory access during the Corrector step section 2.1.5.
corrector step, this strategy might be optimal as computations were limited to local memory. By contrast,
the corrector step contains a lot of remote memory access as it recomposes the network by comparing grains
owned by different threads. Due to the described NUMA architecture of the hardware, these remote fetches
are very expensive - up to 10-times slower than local fetches. The remote access could also be graphically
identified by the amount of GBs separating differently colored grains, as we illustrated the scatter by coloring
grains to indicate the affiliation to a thread ID (Fig. 2). We will evaluate the effect of this naively designed
patchwork structure (Fig. 2a) compared against the spatial scheduling (Fig. 2b) in the next chapter.
4. Simulation setups
4.1. Model validation
To validate the simulation program, a simple case of study was constructed that provides an analytical
solution for the relevant driving forces. For a spherical grain embedded in a continuum, the theoretical
course of the radius evolution was compared to the results of the simulation. Starting from a reasonable
discretization of the spherical grain, this setup was utilized to evaluate the differences of the two competing
re-initialization schemes introduced in section 2.1.6, the most advanced by Hartmann et al.[45] and the
fastest suggested by Zhao [48] to recompute the SDF to the new position of the interface after each time
step.
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In addition to the curvature (also referred to as capillary) driving force, we considered a bulk energy
originating from a magnetic field [55–59]. During heat treatment of certain metallic materials with anisotropic
magnetic susceptibility, such as bismuth, titanium or zirconium, the microstructure evolution can be affected
by an external magnetic field as shown in several experiments [56–58]. The magnetic field can affect grain
boundary migration [60] as an additional driving pressure on the GBs which emerges due to anisotropic
magnetic susceptibilities causing the magnetic energy density to become dependent on the grain orientations
with respect to the field direction:
Em =
1
2
µ0 H
2 χ, (18)
where µ0, χ,H denotes the magnetic permeability of the vacuum, the magnetic susceptibility and the
magnetic field strength, respectively. According to elementary crystallography, the magnetic susceptibility
of a single crystal can be written as χ :=
(
χ⊥ + ∆χcos2θ
)
, where ∆χ is the susceptibility difference of grains
with their c-axis parallel χ‖ and perpendicular χ⊥ to the magnetic field direction. Hence, the magnetic
energy density of a grain reaches its maximum when the c-axis of the grain becomes parallel to the magnetic
field direction whereas it becomes minimal when its c-axis is perpendicular to it. The additional driving
pressure results from the difference in the volumetric energy between two adjacent grains i, j:
pm =
1
2
µ0∆χH
2(cos2θi − cos2θj). (19)
Then, the simulation setup consisted of a spherical grain with a radius of 50µm and an orientation of
(φ1 = 180
◦,Φ = 35◦, φ2 = 0◦) in Bunge-Euler notation. This grain was embedded in a continuum with an
orientation (φ1 = 0
◦,Φ = 35◦, φ2 = 0◦). In terms of the magnetic susceptibility we took the value for titanium
form literature [56] ∆χ = 1.18 × 10−5. The magnetic field direction was chosen to be (0◦,−32, 8◦, 46.93◦).
Thus the c-axis of the continuum or matrix grain was exactly perpendicular the the field, whereas the
spherical grain’s c-axis was approximately parallel to maximize the magnetic driving pressure. For various
magnetic field strengths the paths of the spherical grain was tracked and compared against the corresponding
analytic solution.
4.2. Performance analysis
For the performance analysis of our implementation, a benchmark problem was defined, which was
qualified to evaluate the performance in sequential as well as in parallel execution. For these studies, we
chose the re-initialization scheme which was found to be the most beneficial. A network composed of 100,000
grains in 2D and 10,000 grains in 3D defined a rather realistic problem size which could still be computed
without parallelization while the workload was sufficient to study any performance issues in parallel. The
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grains were initially discretized by 20 points on average per spatial direction and the networks were evolved
for 20 integration time steps.
To investigate the memory consumption and the domain superimposition, we increased the problem size
in 3D to 100,000 grains and simulated the coarsening until only 100 grains remained in the system. Such
a polycrystal consumed nearly 300 GB peak memory in the first time steps. It is thus sufficient in size to
trace a long term evolution of the heap memory.
4.3. Grain growth with consideration of bulk energy
As an application of our grain growth model, the case of growth affected by a magnetic field was studied.
There has been a considerable amount of work in this field providing numerous experimental results for
comparison [55–58]. Simulations were also performed utilizing a vertex model [22, 61]. These simulations
were capable of reproducing the essential experimental findings. It is stressed, however, that these simulations
were performed only in 2D owing to the numerical complexity of implementing a vertex model in 3D [59, 62].
A polycrystal with 500,000 grains in 3D was initialized utilizing a total number of 9593 grid points which
equals a memory peak of about 1.2 TB. The grain orientations were randomly sampled from a reference
set of orientations measured in titanium using EBSD [55]. The resulting texture was bimodal and very
similar to the experimental one (Fig. 8d). Hence, all grains had orientations close to O1 = (180◦, 35◦, 0◦)
or O2 = (0◦, 35◦, 0◦). The rolling direction (RD) of the sample was set perpendicular to the magnetic field
whereas the transverse direction (TD) was tilted 32◦ with respect to the field, which corresponded to a
magnetic vector (0◦, cos(32◦), sin(32◦)). Thus, the grains either had a c-axis approximately perpendicular
or parallel to the applied magnetic field. The magnetic field generated a magnetic flux density of 17 Tesla,
which corresponded to the experiment carried out in [55]. The grains initially had a size of d = 20µm in
diameter. Depending on crystal orientation, the grains carried an additional magnetic energy in the range of
Em ∈ [0, 1351.23] Jm3 . We assumed a GB energy of 0.3 J/m2 and a high angle GB mobility of 3 ·10−11m4/Js
for titanium. For low misorientations the GB energy depended on the disorientation angle θ between the
adjacent grains following the Read-Shockley model [63], whereas for θ > 15◦ the GB was considered to be a
high angle GB associated with a constant energy. In terms of the GB mobility, we distinguished generally
between low and high angle GB’s but defined a steep ascent between 8-10 degrees misorientation:
µGB = 1.0− (0.99 · exp(−5 ·
(
θ
15◦
)9
)) (20)
The simulations were performed until only 1000 grains were left in the microstructure.
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5. Results
5.1. Model validation results
To begin with, we will report the findings for the spherical grain. As a mapping between physical and
internal units was introduced in section 2.1.4, we were able to evaluate all simulation results in physical
units. In Fig. 3a, the shrinking grain was tracked utilizing two different re-initialization algorithms. No
difference was observed until 1,500 s annealing. Reaching approximately a diameter of 7-8 grid points, an
acceleration of the shrinkage was observed in the simulation, where the scheme of Hartmann et al. [45] was
used. In turn, the evolution of the kinetics was slightly delayed for the extremely fast method of Zhao [48].
Still, a better agreement in terms of the arrival time was found using the latter method.
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Fig. 3: a) A spherical grain shrinks due to the capillary driving force utilizing two different redistancing
schemes [46, 48]. b) The motion of this spherical grain, affected by various magnetic field strengths, is
compared against the analytical solutions.
For this reason, subsequent simulations were performed exclusively utilizing Zhao’s approach. Afterward,
we validated the effect of a secondary driving force originating from an external magnetic field in Fig. 3b.
A broad range of magnetic field strengths was applied to capture even cases where the magnetic driving
force exceeded the capillary pressure and forced the grain to grow. Excellent accuracy was found for all
realizations of magnetic field forces.
5.2. Performance
The program was designed to be executed on a Bull SMP-S (BCS) machine of the RWTH-Aachen
computer cluster. These machines are composed of 128 cores grouped into two NUMA levels. The processor
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type is an Intel Xeon X7550 with 2.00GHz clock rate (8 cores on one processor chip). Four cores on each chip
share their L3 cache, whereas the L2 and L1 cache memories are individually owned by each core. Four chips
(each 8 cores) are connected via a Quick Path Interface (QPI) and form the first NUMA level. Four clusters
of these 32 core aggregates are connected with via BCS to build the entire ccNUMA architecture. The BCS
connection is very similar to the QPI but slower. The RAM is limited to 128GB on the BULL SMP-S,
whereas the BULL SMP-XL offers 2TB. These machines were also used to perform all of the simulations
reported in this study.
5.2.1. Sequential performance
In a serial run of our benchmark example in 2D, the computational costs of each subroutine of Algorithm 1
were measured. In the initial version the anisotropy correction, introduced in detail in sections 2.1.4 and 3.2,
consumed up to 87% of the computational costs. As this part of the algorithm was targeted by our sequential
optimizations (section 3.2), the resulting benefit was evaluated in Fig. 4. By just optimizing the anisotropy
correction, the run-time of the benchmark example was reduced to one third in 2D and one tenth in 3D.
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Fig. 4: The shares of the subroutines during a sequential execution of the benchmark configuration computing
20 integration steps with time for a polycrystal composed by 100, 000 grains (2D) are presented. As the
convolution correction on the left turned out to be the alone-standing bottleneck of our scheme, we optimized
that routine and reduced the formal complexity by a factor of four without loosing accuracy. The area of
the circles correspond to the execution time of the main function ( 3h vs. 1h). The sequential run-time was
improved by a factor of 2.95 from left to right.
17
5.2.2. Parallel performance
It is useful to clearly distinguish between savings made by the optimization of the sequential algorithm
(section 5.2.1) and the speedup gained by parallelization. The execution of our benchmark case in 2D
was repeated using 1, 16, 32, 64 and 128 cores and measured the run-time for the subroutines to obtain a
detailed overview of the scaling. We will directly report the results using the two step procedure introduced
in section 3.3, bounding threads to cores and utilizing the jemalloc allocator (as replacement of the built-
in heap manager of the compiler) to assure that the first touch-policy always guarantees a local memory
allocation.
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Fig. 5: Strong scaling was investigated for a fixed size problem of 100.000 grains. The main subroutines are
presented individually, whereas the ideal speedup is given as reference (dashed line). While the total speedup
is rather good, we achieved an acceleration of x107.5 utilizing 128 threads, the biggest drawback is caused
by the Corrector routine. Here we observed a break down in speedup moving to the second NUMA-level of
our hardware architecture.
For all subroutines, with the exception of the comparison step, a monotonic trend in the speed-up was
observed. In the best case (that of the anisotropy correction), a super-linear acceleration of 145 times using
only 128 threads was achieved, whereas the worst scaling was found for the MKL library functions resulting
in a speedup of only 46. The other subroutines scaled approximately linear with different slopes. The average
behavior, resulting in the total scaling and denoted in Fig. 6 as Main 2D iterative, still reached a speedup of
107 compared to the sequential run time. Since the execution was limited to one NUMA node, i.e up to 32
cores Fig. 5, linear scaling was observed also for the corrector step. Consulting more cores, a massive delay
was observed for this procedure, the only subroutine fetching memory remotely. The execution on 64 cores
took even double the time compared to the one with 32 cores.
By changing the scheduling routine, we aimed to improve the scaling of the corrector procedure. As
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all other subroutines access only local memory, their scaling behavior was insensitive to the scheduling
procedure. For this reason, remote memory access via the BCS paths was suspected to cause the poor
parallel performance. From Fig. 5, we concluded that inter-thread communication during the comparison
was not an issue as long as all threads were hosted by the same NUMA node (max. 32 threads). Therefore,
we formed teams of 32 threads, hosted on the same node, to execute the workload of a spatially bounded sub-
region of the entire domain (Fig. 2b). We decomposed the network into four sub-regions; equal to the number
of NUMA nodes. As we explicitly pinned threads to cores, forcing the threads {0,→, 31} to run on the first
NUMA node, {32,→, 63} on the second node and so on, we introduced a spatial scatter of threads. Aiming
to reduce the remote memory access via the BCS we introduced a mapping between the physically connected
regions and the teams of threads, i.e. the NUMA nodes. As the utilized allocation policy guaranteed thread-
local memory allocation, this memory placement strategy hosted those grains close together in the memory
which were also physically nearby (Fig. 2b). Fig. 6 illustrates the related improvements made in the critical
part of the algorithm. As a result, the corrector procedure was substantially improved reaching almost
linear scaling. For the 3D benchmark case, we observed a very similar trend. The savings made by the
scheduling were even more important as the data exchange rate increased exponentially owing to the higher
dimensionality.
For the anisotropy correction, super-linear scaling behavior moved its computational cost closer to the
mean (Fig. 5). Super-linear speedup resulted from the cache effect originating from different memory hier-
archies of the BCS SMP-S machine because not only the numbers of processors changed but also the size
of accumulated caches from different processors and the number of memory access units. Our benchmark
simulation in 2D consumed about 13 GB RAM memory, which exceeded the 8 GB memory owned by the
operating processor. For this reason, the remaining memory was allocated non-local to the processor, which
caused higher latencies. Hence, distributing the memory in the heap reduced the access time dramatically,
which caused the extra speedup in addition to that from the actual computation.
The total execution time for the ultimate solution in 2D was 32 seconds after computing 20 integration
steps of the benchmark sample containing 100.000 grains and 270 s for the 3D case containing 10.000 grains.
5.2.3. Memory consumption
For an analysis of the memory usage, a bigger network was initialized - a 3D polycrystal composed of
100,000 grains. The simulation was run in parallel utilizing 128 threads on a BSC SMP-XL node. For all
computations with memory requirements, expected to be larger than 128 GB, these jobs were scheduled to
an identically constructed but taller system, a BULL SMP-XL node, with a capacity of 2TB RAM. However,
the evolution of the memory consumption did not depend on the number of threads used. The results had
to be classified as a sequential optimization to the model but it was hardly possible to run a production job
of suitable sample size on a single core.
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Fig. 6: The spatial scheduling of grains (Fig. 2b) improved the execution time of the comparison routine
to average behavior. Communication in between computational threads, performed as remote memory
access, did not longer delay the scaling of the algorithm. The 3D benchmark study utilizing also the
spatial scheduling showed a slightly better speedup than the 2D version. Due to the parallelization the
total execution times of the two benchmark cases decreased from 1h:02min to 32s in 2D respectively, from
8h:25min to 4min:19sec in 3D.
The memory consumption and the domain superimposition with time (Fig. 7) were studied in order to
compare our implementation to global level-set (GLS) approaches from literature [11, 15]. To determine the
frequency of domain superimposition comparable to the number of GLS, we added up the number of grid
points used in all our sub-domains and divided it by the size of the entire domain. Fig. 7 documents the
substantial saving in memory consumption in 3D. The memory peak of the simulation was found at around
280 GB RAM.
The memory consumption first increased and then dropped somehow exponentially. Surprisingly, the
domain superimposition did not follow exactly the same trend but was observed to be monotonically de-
creasing from the beginning. We found that the volume covered by all sub-domains did not exceed 12 times
the size of the entire domain in 3D.
5.3. Large scale simulation - grain growth affected by an external magnetic field
We modeled a microstructure comparable to the one observed in experiments in titanium polycrystals
to investigate the microstructure and texture evolution during conventional and magnetic annealing of this
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Fig. 7: This plot shows the utilization of memory resources with time starting from 100,000 grains in 3D. We
added up the buffer sizes in GBs and computed the superimposition of the original computational domain.
The frequency of superimposition (12 → 6) can be compared to former approaches, e.g. [10] found the
number to be 64. Thus the local level-set approach saves memory by a factor of x > 6 in 3D. Additionally,
the memory utilization with time decreases nearly exponentially, as the approach consecutively benefits from
the elimination of grains.
material (Figs. 8d to 8f). Grains were clustered by their affiliation to the preferential texture components
observed in experiments for rolled titanium [55]. Hence, we could differentiate sub-populations of grains and
track their evolution with time. The evolution of the mean radius of the texture components O1 and O2,
respectively which were disfavored or favored because of their different energy density according to Eq. (18),
was plotted in Fig. 9.
For comparison, the same polycrystal was simulated without the influence of a magnetic field and its
mean radius evolution was added to Fig. 9a. Starting from a huge population of grains, we were able to
study a long annealing time of about 1,100 s. Due to the magnetic field the volume of grains near orientation
O1, whose c-axis was approximately parallel to the field, decreased continuously (Figs. 8d to 8f) in presence
of the magnetic field (17 T). Grains of this disfavored orientation were continuously eliminated as obvious
from Fig. 9b. Caused by this growth selection, the final population was dominated by grains with a c-axis
orientation nearly perpendicular to the applied field (Fig. 8f, Fig. 9b). By contrast, the reference simulation
(same initial polycrystal without the presence of a magnetic field) showed no texture modification in favor of a
certain component (Fig. 9a). Simultaneous to the elimination of disfavored grains, the kinetics of the process
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Fig. 8: a-c) A time series (at 10s, 55s, 500s annealing) of a polycrystal with initially 500, 000 grains on a
grid of 9593 points was annealed under the influence of an external magnetic field until only 1,000 grains
remained in the sample. Grains were colored by their magnetic energy Em [J/m
3]. The microstructure
gradually eliminated grains with a high magnetic susceptibility, colored in red, to reduce the amount of
free energy in the system. d-f) The corresponding {0002} pole figures were plotted additionally. During
annealing the disfavored texture component disappeared nearly completely.
slowed down. As the sub-population of favored grains increased and started occupying the whole sample
volume, their size gain slowed down compared to the one observed in the reference simulation (Fig. 9a).
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Fig. 9: a) The texture evolution of the polycrystal is plotted as an evolution of the mean grain size of the
preference orientations O1 and O2. Simulation of the same polycrystal without a field, indicated a strong
growth selection for grains bigger than 20µm in radius. b) The fraction of favored and disfavored grains was
plotted over time during magnetic annealing.
6. Discussion
6.1. Numerical accuracy
Regarding the numerical accuracy, the effect of two competing re-initialization schemes, namely, those
by Hartmann et al. [45] and by Zhao [48] (section 2.1.6) were evaluated. Deviations from the analytical
expectation for the shrinking spherical (Fig. 3a) grain were caused by the accumulated numerical error of the
entire scheme and not just the re-initialization. The convolution itself had a numerical error as it evaluated
the curvature of the isosurface depending on the resolution of the grain [13]. The convolution of an SDF with
a Gaussian kernel acts as a smoothing of the entire SDF function. If the number of grid points separating
two facing GBs becomes sufficiently small, these GBs will start attracting each other and thus, the shrinkage
of the grain will be accelerated. This expected behavior was observed for the scheme of Hartmann et al.
[45].
It was very surprising that the simpler re-initialization scheme by Zhao resulted in a the better agreement
concerning the arrival time of the shrinking grain. The reason for this is the annihilation of numerical errors
during the evaluation of the curvature and the re-initialization of the SDF. As the taxicab distance (the
distance estimation in the scheme by Zhao is very similar) is always larger than the Euclidean distance, the
gradient of the SDF was set to be slightly steeper than the exact solution. The subsequent convolution of
a slightly distorted SDF function was certainly affected. Here, the steeper gradient of the SDF opposed the
attraction of facing GBs as the resolution of the interior of the grain became very low.
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Since this phenomenon is characteristic for vanishing grains, we decided to proceed with the latter scheme
proposed by Zhao [48]. However, we want to emphasize that the arrival time is decisive for the overall kinetics
of grain growth as the released volume of a shrinking grain will be occupied subsequently by the adjacent
grains. Thus, the entire network kinetics would be strongly affected by this circumstance. Note that we do
not claim that the accuracy of the Zhao’s scheme is better than the one obtained with the Hartmann et al.
method but it is more favorable to proceed with the Zhao scheme for three simple reasons: i) the accuracy
of the entire algorithm is higher in the case of vanishing grains, ii) the arrival time matches best and iii) the
computational effort is much lower.
6.2. Performance improvement
The purpose of this contribution was to increase the productivity of grain growth simulations and related
phenomenon considering the capabilities of modern computer architecture. We chose for a grain-related
mathematical description, as provided by the level-set method, and subsequently chose an object-related
implementation utilizing local level-set functions on local grids. This implementation strategy, described in
section 3, was the key factor for the performance of the resulting simulation software (Figs. 5 and 6). The
major difference between our approach and other similar models was that our data structure allowed for
grain-resolved parallelism in the sense that each grain could be processed independently as an individual
entity. Other approaches [9, 10, 12, 15–17] stored grains in GLS-functions and subsequently processed these
clusters simultaneously. We believe that our approach provides the following advantages:
• Small sub-grids allow for precisely controlled memory layout and placement.
• Grain-resolved parallelism enables for a flexible workload distribution among all computing threads.
• Operations on local level-set functions have a much higher cache efficiency compared to GLS.
• Reduced memory consumption; the frequency of domain superimposition was limited in 3D by only a
factor of twelve compared to 64 GLS functions as reported in [10] and two versus 32 in 2D.
• Regarding each grain as a single object allows tracking the evolution of certain grains and their topo-
logical paths individually, which gives the opportunity to study the dependencies of the different
macroscopic features of grains and their effect on the local topological transitions [30].
A grain-related workload distribution among threads was not successful at once. Without a solitary
thread binding policy, threads would migrate over participating cores substantially limiting the parallel
performance. The migration causes expensive re-caching of memory. Still, a thread binding policy does not
handle memory placement directly. A first-touch policy combined with the built-in heap manager of the Intel
compiler is supposed to allocate memory local to the operating thread but gives no guarantee in practice.
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A small chunk of memory can be by chance placed everywhere in the address space resulting in poorer
parallel performance. To cope with this problem we turned to jemalloc, which clusters the heap into arenas
associated to a set of threads - four by default. Each arena is operated by its own heap manager and thus an
allocation local to the thread was guaranteed. This coherence of task scheduling, thread binding policy and
memory allocation is critical for any shared memory application. Hence, this major result regarding parallel
performance (section 3.3) is a portable and beneficial concept for all applications capitalizing from assured
thread-local memory allocation.
6.3. Grain Growth
Regarding growth kinetics, the different LS approaches agree very well in terms of the kinetic exponent
n for ideal grain growth (< R >n − < R0 >n= k · t). In [16] the authors found n = 0.461 for the whole
simulation interval (initially 5,000 grains). For the steady state of a population decreasing from 500,000
grains to 1,000 grains, we observed the exponent to be n = 0.448, whereas for the whole simulation we found
n = 0.458. The self-similar state was not reached before the initial population was thinned out to a fifth
(∼100,000 grains) starting also from a Voronoi-tessellation as in [16] (Figs. 10a and 10b). The long transient
is in agreement with [64, 65], where the authors utilized a phase field approach to simulate the isotropic
evolution of 30,000 grains. This very extended transient of 3D growth to approach a steady state (Fig. 10b)
demands for a huge initial population to observe a self-similar state for a suitable long period of time as
fitting a growth exponent is only reasonable for the steady state.
To characterize the stationary grain size distribution a convenient formulation of the grain size distribution
function (GSD) in 3D is given by Rios et al. Eq. (21):
p(z, ν) =
zρ2HνH0/2
(ρ2z2 − νρz + ν)1+H/2 ·exp
[
− Hν√
4ν − ν2
(
arctan
(
2ρz − ν√
4ν − ν2
)
+ arctan
(
ν√
4ν − ν2
))]
(21)
where z = R<R> , ρ =
<R>
Rcr
= <R>
2
<R2>= const. and H = 3 [66, 67]. In the limit ν → 4 with ρ = 0.8, Eq. (21)
yields the Hillert distribution (Fig. 10a) [68]. ρ characterizes the ratio between average grain size < R >
and the critical grain size Rcr. The latter one is mostly used for theoretical considerations and determines
the variance of the distribution:
V ar
(
R
< R >
)
=
1
< R >2
(
E(R2)− (E(R))2) ≈ 1
< R >2
(
< R2 > − < R >2) = 1
ρ
− 1 (22)
Furthermore, it holds for the expected value E(z) =< R<R> >= 1. The remaining parameter ν affects the
skewness of the probability function Eq. (21). Since the variance is fully defined by ρ (as E(z) = 1), it is
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possible to determine the steady state from an analysis of ρ alone. We stress that the Hillert distribution
was neither found during the transient phase nor in steady state. For the steady state we could determine
a parametrization of the distribution given in Eq. (21) to characterize the stationary grain size distribution.
Here we found ν = 3.106 and ρ = 0.863 (Figs. 10a and 10b). The results clearly indicate that for isotropic
grain growth there exist a single steady state, which is perfectly characterized by the formulation proposed
by Rios [66, 67, 69].
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Fig. 10: a) The relative grain size distribution converges to a steady state characterized by Eq. (21) for a
ρ = 0.863. b) During the transient towards the stationary relative grain size distribution, 80% of the initial
population was eliminated. The convergence of the parameter ρ indicates a steady state of the grain size
distribution. A value of ρ = 0.889, which corresponds to Hillert’s GSD, does not characterize the steady
state.
The greatest advantage of the level set model is that it allows simulating complex cases without the
necessity of explicit handling of the topological transformations. We opted in this contribution to simulate
magnetically driven grain boundary motion because the magnitude of the driving force can be calculated
clearly from the physical conditions without relying on any further assumptions. In our case, the magnetic
field direction was chosen in such a way that half of the population was disfavored whereas the growth of
the other half was promoted. The divergence of the volume evolution of both texture components was fast
for grains with a radius between 10− 40µm until the share of O1 (approx. parallel to the field) was heavily
thinned out. Afterward, grains of O2 lost their growth advantage as their neighborhood transformed and
hence, these grains shared only low angle GBs with a substantially lower mobility. Finally, more than 99% of
the sample volume was occupied by grains of orientation O2. Without magnetic field, both components O1
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and O2 developed in a similar fashion. The entire kinetic of the polycrystal influenced by the magnetic field
dropped behind the reference one due to the loss of high angle, respectively, fast GBs. Although the magnetic
field was estimated to be an order of magnitude smaller than the capillary driving force 2·γr , its impact was
strong. However, this estimation of the capillary force is just a rough approximation and therefore it can
hardly explain the growth selection in the early phase of the growth. In a polycrystal the GB curvature
is much smaller than the one of an equally sized spherical shape, thus the impact of the magnetic field on
the kinetic was reasonable. It is worth mentioning that the results agree very well with 2D vertex model
simulations of the same phenomenon [61]. This indicates in principle that the dimensionality does not affect
substantially the results of the simulations as both kinetics and texture evolution were predicted by both
models in excellent agreement with experiments.
7. Conclusions
An efficient algorithm based on the level-set approach for the simulation of 2D and 3D grain growth
was presented. By optimizing the data structure and optimizing the sequential and parallel parts of the
algorithm, we could speed up our simulations by three orders of magnitude. The most important innovation
was the developed data structure, which divided the polycrystal into macroscopic objects - the grains. A
spatial distribution of grains to computational threads nearly eliminates remote access across the shared
memory space. Thus, strong scaling of our application up to 128 threads on our test architecture at the
RWTH Aachen computer cluster was achieved. A real time scaling and rescaling of physical units was
introduced allowing for easy comparability to experiments. In an application of the computational scheme,
we simulated the evolution of a 3D polycrystal with 500.000 grains affected by a magnetic field. The
findings on texture evolution and kinetics were compared to theoretical expectations, experimental results
and previous simulations showing in all cases an excellent agreement.
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