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Biihm (1968) conjectured that the range of a combinator is either a singleton or an infinite set. The 
conjecture was proved independently by Myhill and the author. A proof is presented in Barendregt 
(1984) in a powerful - but somewhat difficult to understand -topological formulation due to Visser 
(1980). Dirk van Dalen remarked that the proof of the conjecture is not constructive. In this paper we 
first present some unsuccessful attempts to prove the conjecture, including the motivation given by 
Biihm. Then we present the proof as originally given by Barendregt and Myhill and we sketch the 
topological proof of Visser. After that we give two constructive proofs of the conjecture. The first one 
closely follows the original motivation by Biihm but has as an extra ingredient the notion of coding. 
The second proof is based on a recursion theoretic analysis of the situation in terms of Ershov 
numerations. Finally, we present some generalizations of the range theorem. 
1. Biihm’s conjecture 
We use notations from [l]. In particular, for FE/I’ let Ra(F) be the set {FA 1 AEA”} 
modulo fi-convertibility, more precisely ([&‘A] 1 AEA’}, where [M] is for 
MEA” its equivalence class under the relation =B (we often write = for =@). The 
terms r,l denote the (Church) numerals Afx.yx. For a closed term ME,~’ we write 
# MEN (where N is the set of natural numbers) for its code and r Ml c r# Ml for the 
corresponding numeral. There exists a closed I-term E that acts as an interpreter for 
closed terms: Er Ml =B M for all ME,~‘; see, for example, [2] for a short construction. 
In [S] the following theorem is proved. 
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Theorem 1.1 (Biihm’s theorem). Let M, NEAO have different fir-nf ‘s. Then there 
exists an FEAO such that 
FM =B Ixy.x, 
FN =B Ixy.y. 
In that same classical paper the following corollary was proved. 
Corollary 1.2. Let Q1, Q2 be elements of Ra(F) having diflerent @,wf ‘s. Then there 
exists a QERa(F) difSering from both Q1 and Qz. 
Proof. Let FPi= Qi for i= 1,2. By Theorem 1.1 there exists a GEAO such that 
GQI =Pz, GQ2=Pl. 
Consider Fo G. By the fixed-point theorem there exists a Q such that 
Q=FoG(Q). 
Therefore, QERa(F). We claim that Q ZP Q1, Q2. If, say, Q =B Q1, then 
Q~=Q=FoG(Q)=F(G(Q,))=FP,=Q,, 
which contradicts the idea that Q1, Qz have different Bq-nf’s. 0 
The corollary inspired Bohm to the following conjecture. 
Conjecture 1.3. Given any FE/~‘, Ra(F) is either a singleton or an infinite set. 
2. Proof attempts 
Attempt 2.1. Theorem 1.1 can be generalized to any finite set of different /Iv-nf’s; see 
[6] or Cl, Corollary 10.4.141. However, the proof of Corollary 1.2 does not carry over, 
since the term Q does not need to have a fi-nf. 
Notation. Let MEA’ and let x be a variable. We write XE~ M for 
VN[N =B M 3 xeFV(N)]. 
Attempt 2.2. Let FE/~” be given and let x be a variable. We distinguish the following 
two cases. 
Case 1: x& Fx. Then Fx =p N with x$FV(N) for some N. But then 
FA =pN[~:=A]rN 
for all A. Therefore, Ra(F) is singleton {N}. 
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Case 2: XQ Fx. This means that the x in Fx cannot be converted out. Then one 
would expect that for different A, say for A~(S2r01, Qrll, SZr2’,...}, where 
R z (Ix.xx)(lx.xx), the FA are also different. However, it is not clear how to prove this. 
Moreover, even this expectation is wrong; see the next result. 
Proposition 2.3 (Plotkin [S]). There exists a term FE/~” and a ZEA” such that for all 
XEA” one has FX =B Z, but Fx fS(,,) Z and therefore x ep Fx. 
Proof. See Cl, exercises 17.3.26 and 17.3.27-J; the term F to be constructed is called 
E in this reference. 0 
This proposition was motivated by the following corollary. 
Corollary 2.4 (Omega incompleteness of the lambda calculus). There exist terms 
F, GE/I’ such that VXEA” FX =,GX but Fx zB(,,, Gx. 
Proof. Take F, Z as in the proposition and GE KZ. 0 
Note that Proposition 2.3 does not contradict Conjecture 1.3. Moreover, the 
method of the second proof attempt works well in showing the range property in 
continuous lambda models; see Section 5. 
3. Proving the conjecture 
The following proof of Bohm’s conjecture has been given independently by Myhill 
and Barendregt. Remember that if a set A E N and its complement N -A are both r.e., 
then even A is recursive (this is sometimes called the “negation theorem”; see 19, 
Theorem II, p. 581 for a proof). 
Proposition 3.1 (Scott’s theorem). ZfA E A0 is a nontrivial (i.e. A # 8, A #A”) set closed 
under =p (i.e. MEA and M =p N * NEA), then A is not recursive (after coding). 
Proof. See [l, Theorem 6.6.21. 0 
Theorem 3.2 (Range property). Let FEAO. Then Ra(F) is either a singleton or an 
injnite set. 
Proof. Suppose that Ra(F) = ( [MI], [Mz], . . . , [Mk] }, with k k 2. Define Ai = 
(PEA’ 1 FP =B Mi}. Then each Ai E A0 is (after coding) an r.e. set. Moreover, the 
complement of A, is A2 u ... u Ak and is therefore also an r.e. set. Hence, by the 
negation theorem A1 is recursive. But this contradicts Scott’s theorem, since A1 is 
a nontrivial set closed under =8. 0 
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By the same proof one can show that the range property also holds modulo 
/Iv-conversion and in fact modulo any r.e. theory T. 
Dirk van Dalen remarked that, as the negation theorem is only valid using classical 
logic, the given proof of the range property is not constructive. In the next section we 
will nevertheless show that the range property holds constructively. Before doing that 
we will sketch the topological proof of the range property in [lo]. 
Proof (sketch). Let A E no. Then A is called Visser-open if A is closed under = B and 
its complement ,4’ - A is r.e. The Visser open sets form a basis for the so-called Visser 
topology. The term model, which is A/ =B, inherits the quotient topology. We have the 
following facts (see [lo, 11): 
(i) A/=, with the Visser topology is a connected topological space. In fact, this 
space is hyperconnected, i.e. every two nonempty open sets have a nonempty intersec- 
tion. This fact also follows immediately from Theorem 5.5. 
(ii) Let FEN’. Then the map [P] w [FP], i.e. F considered as a map on the term 
model, is continuous. 
(iii) A finite subset of A/ = B is a discrete subspace. 
Now Ra(F), as a continuous image of a connected space, is also connected. 
If Ra(F) is finite, then it is discrete. But 
singleton. 0 
4. Constructive proof of the range property 
the only connected discrete space is a 
Theorem 4.1 (Range property, constructive version). Let FEA’ be given. Assume that 
{P l,...r Pk} G A’, with k 2 2, is a jinite set such that 
-“P={CFPJ,...,CFPJ) 
consists of diflerent elements of Ra(F). Then one can eflectively construct an element 
[PIERa(F)- 
Proof. Write Qi = FPi. There exists a partial recursive function x such that for all nE N 
one has 
x(n)= ’ 
#Pk if Ernl =BQk_l, 
#PI if Ernl =PQk, 
t else. 
Let x be A-defined by GE/~O. Consider F 0 E 0 G. By the second fixed-point theorem 
there exists a QEA’ such that 
Q=FoEoGrQ’. 
#Pz 
1. 
if Ernl =BQlr 
# P3 if Ernl =BQ2, 
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Then, clearly, QeRa(F). We show that Q#A. If Q=Qi for some 1 bid k, then 
since Er# Ql =Q=Qi; hence, GrQ1 srPi+l’. But then 
contradicting the idea that the Qj are different. 0 
The result is uniform in the (code of the) finite set {Pr, . . . , Pk}. 
It is interesting to note that this proof of the effective version of the range property 
is very similar to that of Corollary 1.2, which made BGhm formulate his conjecture. In 
fact, the use of Theorem 1.1 is too powerful. Rather than working with the terms, one 
should handle the codes of the terms. The second fixed-point theorem will then 
replace the first one. 
It is remarkable that in order to prove the range property, it seems that one has to 
interpret &calculus within A-calculus (by using notions like convertibility in order to 
define a partial recursive function that is later represented by a A-term). Why did the 
more direct proof attempts not work? 
Perhaps the reason is that the range property is really a result in recursion theory. 
The best formulation uses the notion of a numeration (sometimes called “numbered 
set”) of Ershov [7]; see [ 10,3] for a short introduction. In particular, the precomplete 
numerations are of interest. See [9, Section 7.33 for the definition of the notion 
“creative”. 
The notion of precomplete numeration comes from Ershov’s 1973 article [7]. He 
also formulated for these the fixed-point theorem (Theorem 4.6). Let Z!? be the set of 
unary recursive functions and .!Z?%? that of unary partial recursive functions. 
Definition 4.2. (i) A numeration is a pair y=(v, S) with v: N+S a surjection. 
(ii) Given a numeration y = (v, S), define on N the following equivalence relation: 
n-?rn 0 v(n)=v(m). 
(iii) Let y1 =(vr, S,) and y,=(v,, S,) be two numerations. Amapp:S1+Sa is called 
a morphism from y1 to y2, notationp:y1-+y2, iffor sornefE9 one has V~O~=,UOV~ (see 
the diagram below). 
N . . . . . . . . . . . . . N 
I fea “1 I y2 
S1 ’ s2 
P 
The intuition behind a numeration y = (v, S) is that the elements of S are somewhat 
complicated, but have codes in N. If v(n) = s, then n is called a code for s. Then n -y m 
means that n and m code the same object of S. Moreover, p: S1 -+S, is a morphism if 
“p can be computed by means of the codes”. 
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Example 4.3. (i) A”/=, = (E, A”/=a) with E(n)=[Ernl] is a numeration. 
(ii) PR=(@, .9?9), with a(n)= c#J,, the nth partial recursive function, is a numer- 
ation, 
Definition 4.4. Let y be a numeration. 
(1) y is said to be precomplete if 
v*E9?% 3&C%! VnEN [l/Q(n)1 * f(n) -,$@I)]. 
Following [lo], we say that f totalizes $ modulo -?. 
(2) y is called positive if -? is an r.e. relation. 
Proposition 4.5. (i) fl”/=s is precomplete and positive. 
(ii) PR is precomplete. 
Proof. (i) A’/=, is positive because n -E m iff Ernl =,Erml. Given $E.P’W, let 
FE/~’ be a A-defining term for $. Definef(n)= # (EoFrnl). Then if $(n)J one has 
Erf(n)l =aErEoFrnl 1 =B EoFrnl =B E(Frnl)=BEr$(n)l; 
hence f(n) wE II/(n). 
(ii) Given I//E~?%, define 
e(n, m) = 4&m). 
By the s-m-n theorem one has for some fEW and all n, mEN 
W4 m) = 4f c,,(m). 
Then $(n)J. * 4fcn,=~tiCn, *f(n) -,$(n) for all neN and we are done. 0 
Theorem 4.6 (Fixed-point theorem). Let y = (v, S) be a precomplete numeration. Then 
V$ECRB 3nEN [ll/(n)_l j $(n) -Yn]. 
Proof. Given ME.??%‘, define x(m)=$(&(m)). Then ~~99, so there is an hE&? that 
totalizes 1 modulo -?. Let h=4,. Suppose $(h(e))J. Then x(e)=Il/(4Je))=$(h(e))J. 
So h(e) -,x(e)= $(h(e)). Therefore, n= h(e) satisfies our requirement. 0 
Corollary 4.7. Let y=(v, S) be precomplete. Let p: S+S be an endomorphism, i.e. 
p:y+y. Then p has ajixed point: 
3SGS #u(s)=s. 
Proof. By the definition of morphism there is an &.!4? such that v of=p 0 v. By the 
theorem there is an nE N such that f(n) -Y n. Then s = v(n) is a fixed point of p: 
,u(s)=p(v(n))=v(f(n))=v(n)=s. 0 
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Theorem 4.6 implies both the fixed-point theorem of A-calculus and the recursion 
theorem; see [4]. 
Theorem 4.8 (Ershov [7]). Let y be a precomplete numeration. Let A c N be nontrivial 
(i.e. A# N, A #@), r.e. and closed under wY. Then A is creative. 
Proof. Since A is r.e. we only have to show that N -A is productive. Let W, s N -A 
be r.e. in order to construct a c$ A u W,. Since A is nontrivial, we can find a, bc k4 such 
that aeA, b$A. Then we have a +b and V’we W, w + a. Dejine 
1 
b if XEA, 
$(x)= a if xEW,u{b}, 
r else. 
Then Vx[Ic/(x)J * I++(X) +x1. By th e xe fi d- point theorem for precomplete numer- 
ations, Theorem 4.6, there exists a c such that 
9(c)l = W)“C. 
Hence, $(c)t. But then c$Au W,. The construction of c is effective in e. 0 
Corollary 4.9 Let F, PI, Pz E A0 be such that FP, ZB FP2. Let WE A0 be an r.e. set such 
that FP1 & W. Then FP3 & {FP1 } u W, for some P3. 
Proof. Consider 
V={nEN JF(Ernl)EB W>, 
A={nekJ ( F(Ernl)=8 FP1}. 
Then A is nontrivial ( # P, E A and # P, $A), r.e. and closed under -E; moreover, V is 
r.e. and satisfies V G N - A. By the theorem there is an element a3 $A u V. Now we can 
take P3-Era,‘. 0 
As an immediate corollary we obtain another proof of the constructive version of 
the range property. Indeed, if FP, , . . . , FPk are different, then we can apply Corollary 
4.9 to FP1, FP2 and W= [FPJ v ... u [FPJ. However, this proof is essentially the 
same as that for Theorem 4.1. 
5. Generalizations 
A better analysis of the essence of the range theorem was suggested to me by 
R. Statman. 
Definition 5.1. Let y = (v, Y) be a numeration. 
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(1) A z lW is called a Visser set w.r.t. y if A is r.e. and closed under wY. 
(2) d G Y is called a Visser set w.r.t. y if v-‘(d) is r.e. (and hence automatically 
a Visser set). 
Definition 5.2. (1) V(y)= {A c N 1 A is a Visser set w.r.t. y}. 
(2) Y”(y)= {d G Y ) 22 is a Visser set w.r.t. y}. 
It is easy to see that V and Y are lattices under the operations u and n having 
a least largest element. 
Definition 5.3. An element x of a lattice ( V, Q , u, n) is called join-irreducible ( ji.) if 
yluy2=x => ylQy2 or y2Qy1. 
The following result is an immediate corollary of Visser’s ADN theorem [lo]. 
Proposition 5.4. Let y = (v, S) be a precomplete numeration. Let B c N be a nontrivial 
(i.e. B # N) r.e. set closed under -Y, i.e. such that 
neB and n -,,m * mEB. 
Then V*E9%3 3f62 VnSF+J 
ti(n)l * f(n) -y4W, 
W)T * f(n)@. 
Proof. See [3]. 0 
Following Visser we say that every $E~SS? can be made total by fEW modulo -? 
avoiding B. 
Theorem 5.5 (Visser [lo]). Let y=(v, 9) be a precomplete numeration. 
(1) N is j.i. in V(y). 
(2) Y is j.i. in “f(y). 
Proof. (1) By contradiction. For A, BEV suppose that Au B= N and that there are 
UEA-B, bEB-A. Define 
if XEA, 
else. 
By Proposition 5.4 there is a recursive function f that makes II/ total modulo -? 
avoiding B. Hence, for all XEN one has 
xeA * 9(x)1 
= f(x)-W)=b 
* f(x)&% 
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* f(x)@ 
- f(X)EA. 
By the fixed-point theorem for precomplete numerationsf(n) - n for some n. But then 
A is not closed under -. 
(2) Immediate by (1). 0 
Corollary 5.6 (R. Statman). Let y1 = (vl, .4p1) and y2 = (v2, Y2) be two numerations and 
p: 9, +Y2 a morphism. 
(1) Suppose y1 =(vl, Y1) is precomplete. Then ,u(YI) is j.i. in V(yI). 
(2) Suppose y1 is precomplete and that y2 is positive. Then ,u(YI) is either a singleton 
or an injinite set. 
Proof. (1) Suppose &Y1) = Xu %V E Y2 is a decomposition in r.e. sets. Then 
37 = p”- i(X), +Y’ = ,u- i(g) is such a decomposition of Y1 . Therefore, by the theorem, 
say, X’ E W. But then also X c 9. 
(2) If ,u(Y’~) is not a singleton, then it is the union of two sets; if moreover ~(9~) is 
finite, then it is the union of two r.e. sets, since each singleton is r.e. (y2 being positive). 
But this is impossible by (1). 0 
Now A”/=, is by Proposition 4.5 a positive and precomplete numeration. Since 
lambda terms induce morphisms on the term model seen as numeration, the range 
property for combinators follows as corollary. The following example from Statman 
shows that there is an endomorphism on the closed term model that is not induced by 
a combinator. 
Consider the numeration no/=@. Each combinator FE/I’ induces an endomor- 
phism /.A~: A”/=B+AO/=B defined by pF([M])= [FM]. The following result shows 
that not every endomorphism is of the form ,u~. 
Definition 5.7. Let F, GE A0 be such that F 0 G = I. Then F, G determine an inner model 
of the lambda calculus as follows. Define the map m=m, o:A”+Ao by 
m(x)=x, 
W’Q)=FWMQ), 
m(lx.P)= G(Ax.m(P)). 
Lemma 5.8. Given an inner model of the lambda calculus F, G, one has for m = mF, G for 
all P, QEA 
P =BQ = m(P) =@m(Q). 
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Proof. First show that FV( P) = FV(m( P)) by induction on the structure of PEA and, 
moreover, for all QEA 
m(P[x:=Q])-m(P)[x:=m(Q)]. 
Then it follows that 
m((Ax.P)Q) = m( P[x:= Q]). 
Now the required property can be proved by induction on the derivation of P = Q in 
the lambda calculus. 0 
Proposition 5.9 (R. Statman). Every inner model F, G determines an endomorphism 
P~,~: .4°/=8-+A0/=8 dejined b y p([P])= [m(P)]. Moreover for some F, G this en- 
domorphism is not induced by a combinator. 
Proof. The first statement follows from the lemma. If F = 2x.x I and G = ilxz.zx, then 
F, G determine an inner model such that pF, G is not induced by a combinator. Indeed, 
mF, G((Ax.xx)(Ax.xx)) E (Ax.x I x) I (2x.x Ix), 
mF, o(1x.x) E (Ax.x); 
here (P) stands for Az.zP. By some underlining technique (see [l, Ch. 171) it can be 
shown that this cannot be accomplished by a morphism induced by a combinator; i.e. 
for no HE/I’ one has 
H((llx.xx)@x.xx)) = (2x.x Ix) I (2x.x I x), 
H(2x.x) = (2x.x). q 
Therefore, Corollary 5.6 is a more general form of the range property. 
The range property also holds in some models, like PO and D,. C. Wadsworth 
proved this by using the idea in the second proof attempt above; see [l], Theorem 
20.2.6. Instead of the relation XE~FV(FX) one uses XEBT(FX) and the so-called 
Bbhm-out technique introduced in [S]. 
It is an open question whether the range property holds for the closed term model 
modulo the theory 2 that identifies all unsolvable terms. We conjecture that it does; 
see [l, Exercises 20.6.9-20.6.111 for some evidence. We would like to encourage the 
reader to work on this conjecture. It is not clear whether the recursion theoretic 
method will work. 
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Note added in proof 
The referee has made the following observation. 
Theorem. Suppose d, , . . . , d, G A”, with n > 1, are disjoint Visser sets such that there 
are PiEdi. Then one can construct a term QEA’ such that Q#d, v ... ud,,. 
Proof. Similar to the proof of Theorem 4.1. 0 
In fact, Theorem 4.1 immediately follows as a corollary. On the other hand, this result 
also follows from Theorem 4.8. 
