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Abstract
The enormous technological potential accumulated over the past two decades would make possible to change the operating
principles of power systems entirely. The consequent technological evolution is not only affecting the structure of the electricity
markets, but also the interactions between Transmission System Operators (TSOs) and Distribution System Operators (DSOs).
New practical solutions are needed to improve the coordination between the grid operators at the national, TSOs, and local
level, DSOs. In this paper, we define the flexibility range of coordination between TSOs and DSOs. By doing so, we propose
an algorithm based on epsilon-constrained methods by means of mathematical programming and power systems principles.
We evaluate and compare different classical optimal power flow formulations (AC–OPF, DISTFLOW, DISTFLOW–SOCP, and
LINDISTFLOW) for building the flexible TSO-DSO flexible domain. The presented approaches in this paper are analyzed in
an IEEE 33-bus test radial distribution system. We show that for this particular problem, the DISTFLOW–SOCP has the worst
accuracy, despite the popularity among the academic community of convex relaxation approaches.
1 Introduction
The current power energy industry is on the inception of, pos-
sible, the largest transformation in its history. The enormous
technological potential accumulated over the past two decades
would make possible to change the operating principles of
power systems entirely. The consequent technological evolu-
tion is not only affecting the structure of the electricity markets,
but also the interactions between transmission system operator
(TSOs) and distribution system operator (DSOs). A new gen-
eration of distribution networks are evolving to have an active
role in the control and management of every participant con-
nected to it so, power is not anymore unidirectional between
distribution and transmission grids. New practical solutions are
needed to improve the coordination between the grid opera-
tors at the national, TSOs, and local level, DSOs in a reliable,
secure, and economic fashion. Solving this problem is vital for
the future power system since the number of uncertainties in
the grid is rising as a result of widespread distributed energy
generation resources, mainly renewable.
One of the crucial points of studying active distribution net-
works (ADNs) is the flexibility that ADNs can provide to the
main grid, i.e., at the transmission level. This can unpin capa-
bilities of providing new services to TSOs from DSOs, like
ancillary services. The efficient coordination between TSOs
and DSOs could bring some advantages such as conges-
tion management, system balancing, power quality control,
enhance real-time control and supervision, and grid infrastruc-
ture updates shifting among others.
1.1 State-of-the-Art
Literature related to the TSO-DSO interaction is relatively
new. The paper [1] proposes a classification scheme, which
is called a taxonomy, for the different types of flexibility, in
both research and industrial projects, that are used in electric
grids. The study in [2] reviews flexibility products and mar-
kets designs and implementations to support the power systems
operation by considering the renewable generation and dis-
tributed energy resources increases. A modeling framework is
presented in [3] to approximate the flexibility of an ADN by the
regulation of the power flow over the TSO-DSO interface to
provide ancillary services. Correspondingly, the effect of time-
invariant influencing factors on the flexibility of the ADN is
discussed. In [4], the aggregated flexibility of distribution grids
without needing to release sensitive grid data is improved using
linear optimization. The proposed model is validated using two
real radial MV-level distribution grids in Germany. A robust
distributed generation investment planning, which considers
the uncertainties associated with the intermittent renewable
generation and variable electricity demand, is proposed at [5]
to minimizes the net present value of total costs. [6] validates
an integrated communication and optimization framework for
performing the coordination of a TSO congestion relief with a
DSO objectives. [7] proposes a methodology toward the calcu-
lation of the ADNs flexibility based on the feasibility region at
the TSO-DSO interface by employing a Monte Carlo sampling
approach. The paper in [8] presents a methodology based on
the solution of a set of optimization problems that approximate
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the flexibility ranges at TSO-DSO margin while considering
the technical limits and a maximum cost that the customer
is willing to pay. The flexibility for TSO-DSO plus Retailer
coordination in Britain is evaluated in [9].
1.2 Paper Approach and Contributions
This paper defines a flexible region as all the possible val-
ues of active and reactive power at the interface TSO-DSO,
i.e., substation/s, such as a ADN can operate without violat-
ing any technical limits within the ADN. Thus, the principal
objective of this work is to identify the boundaries of an active-
reactive power at the interface TSO-DSO. For doing so, we
employ mathematical programming for finding optimal operat-
ing points where active and reactive power at the TSO-DSO
interface are cross-examined to their extreme values while
keeping feasible the distribution grid operation. We propose
an epsilon-constrained optimization method that, contrary to
Monte-Carlo-based methods, does not require a large num-
ber of simulations. Besides, we argue that Monte-Carlo-based
methods are not appropriate for feasible domain construction.
The feasible domain should be built on the basis of the (single)
optimal operating dispatch point by finding the largest capac-
ity that flexible resources and distribution grid can provide by
“stressing” them but not formed by different loading conditions
that imply different dispatch.
The main contributions of this work are in two main direc-
tions.
• On the methodology. We propose a methodology based
on the epsilon-constraint method, adopted from multi-
objective optimization, to construct the boundaries of the
TSO-DSO feasible regions that efficiently generate the fea-
sible region with a very small number of simulations. Oppo-
site to Monte Carlo methods, the number of simulations
needed for feasible region construction does not depend on
the control and uncertain parameters of the ADNs;
• On the analysis The above contribution is supported by an
optimal power flow (OPF). There are several OPF mod-
els the literature. We identified four of the most common
OPF approaches for the optimal operation of ADNs, so
called, (i) alternating current optimal power flow, AC–OPF,
(ii) an ad-hoc reformulation for the AC–OPF for distribu-
tion grids, DISTFLOW, (iii) a convexified version of the
DISTFLOW model based on second-order cone program-
ming, DISTFLOW–SOCP, and (iv) a linearized version
of DISTFLOW, LINDISTFLOW. The epsilon-constrained
method is tested in the IEEE 33-bus distribution network
and compared for each OPF model.
1.3 Paper Organization
This paper is structured as follows. In Section 2, different OPF
methods in distribution grids are presented for a single-period
case. Section 3 presents the epsilon constraint method as the
main methodology to define TSO-DSO feasibility region. Sec-
tion 4 presents the case study. Finally, conclusion is given in
Section 5.
2 Optimal Power Flow in Distribution Grids
The purpose of utilizing the OPF is determining the optimal
operating point for an electric power system relative to desired
objectives, such as minimizing generation cost and losses.
Along with that, the solution must fulfill the constraints that
model the power flow physics and enforce technical limits [10].
The general form of the cost-prioritized OPF objective func-
tion is defined in (1). The first term represents the cost/benefits
from the power requested/injected from/to the main grid. The
second term represents the generation cost within the DSO.
min
csepse + ∑
i∈N\{1}
cip
G
i
 (1)
The cost term at the TSO-DSO interface, cse, is assumed to
be symmetric in here. Thus, power withdraw from the substa-
tion has the same cost that the payment received for the power
injected to the substation. The term pse takes positive value
when power flows from TSO to DSO and negative when it
flows from DSO to TSO. As customary in literature, we have
assigned the bus number one to the substation. Also, we have
modeled a single substation without loss of generality. Vari-
ous versions of the OPF problem are introduced in the next
subsections.
2.1 AC–OPF Formulation
The AC–OPF is the most common representation of the full
AC power flow equations and operational limits associated
with the power grid. It is based on the nodal power flows in a
electric network. The AC–OPF is a non-linear and non-convex
optimization problem. Thus, no global optimum solution is
guaranteed for this problem [11].
The nodal balance equations for the active and reactive
power are formulated in (2) and (3), respectively.
pGi − pDi −
∑
j:(i,j)∈L
pij = 0, ∀i ∈ N (2)
qGi − qDi + qCi −
∑
j:(i,j)∈L
qij = 0, ∀i ∈ N (3)
We have assumed a single generator and single load/demand
at each node i, for the sake of simplicity.
The branch active and reactive power flow, pij /qij , are given
by equations (4) and (5), respectively.
pij = v
2
i YLij cos(θLij)− vivjYLij cos(δi − δj − θLij)
+
1
2
v2i YSij cos(θSij), ∀(i, j) ∈ L (4)
qij = −v2i YLij sin(θLij)− vivjYLij sin(δi − δj − θLij)
−1
2
v2i YSij sin(θSij), ∀(i, j) ∈ L (5)
2
i
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Fig. 1: Power flow notations in a radial network
The active and reactive power lower and upper bound of each
generation units are defined as:
pG,mini ≤ pi ≤ pG,maxi , ∀i ∈ N (6)
qG,mini ≤ qi ≤ qG,maxi , ∀i ∈ N (7)
The line capacity, nodal voltage limits, and capacitor banks
constraints are formulated in (8), (9) and (10), respectively:
p2ij + q
2
ij ≤ (smaxij )2, ∀(i, j) ∈ L (8)
vmini ≤ vi ≤ vmaxi , ∀i ∈ N (9)
0 ≤ qCi ≤ qC,maxi , ∀i ∈ N (10)
Finally, the boundary conditions at the substation are given
by:
v1 = 1, (11)
pse = pG1 , q
se = qG1 (12)
2.2 DISTFLOW Formulation
The OPF for distribution network could be represented by
the single-phase recursive branch-flow equations based on
the Kirchhoff’s and the Ohm’s law at every bus; known as
DISTFLOW equations. This formulation is introduced in the
seminal works of Baran and Wu [12], [13]. Fig. 1 provides
notation used in here for power flow equation in radial distribu-
tion networks. Thus, the DISTFLOW equations are formulated
as:
pij = pj + rijlij +
∑
k:(j,k)∈L
pjk, ∀(i, j) ∈ L (13)
qij = qj + xijlij +
∑
k:(j,k)∈L
pjk, ∀(i, j) ∈ L (14)
v2j = v
2
i + (r
2
ij + x
2
ij)lij
−2(rijpij + xijqij), ∀(i, j) ∈ L (15)
p2ij + q
2
ij = lijv
2
i , ∀(i, j) ∈ L (16)
where pij and qij are active and reactive branch power flow
from node i to j. lij , rij and xij are the current squared,
resistance, and reactance of the branch ij, respectively. pj and
qj are the net active and reactive power withdraw at node j,
pij
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Fig. 2: Equation (16) and its relaxation (20) projected onto pij–
qij orthant
represented by (17) and (18), respectively.
pj = p
D
j − pGj , ∀j ∈ N (17)
qj = q
D
j − qCj − qGj , ∀j ∈ N (18)
Note that power flow equations (2)–(5) from AC–OPF
formulation are replaced by the equations (13)–(18) in the
DISTFLOW formulation. The later, has linear definition for the
branch flows, (13) and (14), while the AC–OPF are non-linear.
Yet, (14) and (15) are non-linear and non-convex. The techni-
cal constraints concerning voltage, generation, and line limits
are the same for the DISTFLOW.
2.3 DISTFLOW–SOCP Formulation
In this subsection we transform the non-convex DISTFLOW
formulation into a convex one. First, we replace v2i = wi. Thus,
the non-linear equation (15) is exactly reformulated as a linear
one, (19).
wj = wi + (r
2
ij + x
2
ij)lij − 2(rijpij + xijqij), ∀(i, j) ∈ L (19)
Next, we can relax the the non-convex equality (16) by a
convex inequality constraint as follows (see Fig. 2 for graphical
interpretation):
p2ij + q
2
ij ≤ lijwi, ∀(i, j) ∈ L (20)
where term lijwi is still a bilinear term, but it can be refor-
mulated as lijwi = (
lij+wi
2
)2 − ( lij−wi
2
)2. Therefore, equation
(20) can be recast as the convex conic constraint (21).
p2ij + q
2
ij +
(
lij − wi
2
)2
≤
(
lij + wi
2
)2
, ∀(i, j) ∈ L (21)
The resulting OPF problem is convex; in particular,
this problem is classified as a second-order cone pro-
gramming (SOCP). We refer to this OPF formulation as
DISTFLOW–SOCP. Existing methods for solving this class of
problems guarantee global solutions [14].
3
Table 1 Summary for the single-period OPF models used for feasible region construction
Set of constraints/objective AC–OPF DISTFLOW DISTFLOW–SOCP LINDISTFLOW
Objective (1) (1) (1) (1)
Power Flow Constraints (2)–(5) (13)–(18) (13), (14), (19), (22), (17), (18) (24)–(26), (17), (18)
Technical limits (6)–(10) (6)–(10) (6)–(8), (10), (22) (6)–(7), (9)–(10), (27)
Boundary conditions at SE (11), (12) (11), (12) (12), (23) (11), (12)
AC–OPF DISTFLOW DISTFLOW–SOCP LINDISTFLOW
Type of power flow approach true representation true representation relaxation approximation
Optimization class NLP NLP SOCP LP
As in the DISTFLOW formulation, technical constraints for
the system operation are the same as in the AC–OPF formula-
tion. However, in this case, we need to reformulate constraints
related to the voltage magnitude. Therefore, voltage limits (9)
are replaced by (22). Likewise, boundary condition (11) at
substation is substituted by (23).
(vmini )
2 ≤ wi ≤ (vmaxi )2, ∀i ∈ N (22)
w1 = 1 (23)
2.4 LINDISTFLOW Formulation
Baran and Wu [12] introduced a linearized version of
the DISTFLOW, the LINDISTFLOW model. Later, Low
reviewed it in [15]. LINDISTFLOW assumes no losses. The
LINDISTFLOW is reformulated from the extract OPF formula-
tion for radial networks (DISTFLOW formulation), resulting in
a linear approximation, attractive for engineers and economists
many reasons. The LINDISTFLOW power flow equations are
stated as follow:
pij = pj +
∑
k:(j,k)∈L
pjk, ∀(i, j) ∈ L (24)
qij = qj +
∑
k:(j,k)∈L
qjk, ∀(i, j) ∈ L (25)
vi − vj = rijpij + xijqij , ∀(i, j) ∈ L. (26)
The technical constraints and boundary conditions are set
like in the AC–OPF formulation, except for line limits con-
straints (8), that is substituted by (27) in order to linearize have
a full linear model.
pij ≤ pmaxij , qij ≤ qmaxij , ∀(i, j) ∈ L (27)
2.5 OPF Formulation Summary
In Table 1 we have summarized the set of constraints and objec-
tive function for each of the fourth formulations that we would
like to analyze for flexibility region construction. The main
differences among formulations are in the power flow repre-
sentation. While AC–OPF and DISTFLOW contains exact rep-
resentation of the power flows equations, DISTFLOW–SOCP
is relaxation, and LINDISTFLOW is an approximation of the
true power flow equations.
3 Epsilon-Constraint Method
To define a feasible region between TSO-DSO, many
scenario-based methods, such as Monte Carlo [7], are intro-
duced in the literature. Scenario-based Monte Carlo simulation
provides various operating points as scenarios; the model is
a cloud of the operating points, and also the finite number
of scenarios treats properly for convex problems. However, it
requires an extensive data set, as the large vectors of uncer-
tainty increase the number of scenarios required to construct
the region. In this paper, we find the operational limits of the
ADN, which implicitly depends on the optimal operating dis-
patch. For doing so, we solve the multi-objective optimization
problem for finding the maximum and minimum of active and
reactive power at the PCC (28), while satisfying grid feasibil-
ity (i.e., power flow constraints, technical limits and boundary
conditions – see Table 1 rows 2–4) for given optimal injec-
tions. Grid feasibility is represented byF in the multi-objective
problem (28).
max /min {pse, qse} (28)
s.t: (pse, qse) ∈ F(p∗i , q∗i , i ∈ N\{1})
The solution of (28) is a Pareto front (the feasible region
in our case) rather than a single operational point. One of
the most well-known methods to solve (28) is the so-called
epsilon-constraint method [16]. In this method a primary objec-
tive function is considered while the other objective functions
are relaxed with the set of constraints. Perturbations on i size
are added to the objectives in the set of constraints and solved
sequentially.
Thus, the TSO-DSO feasible region can be reconstructed
by solving a sequential set of problems. For the particular iter-
ation κ, the problem to solve is depicted in (29), where qse(κ)
is updated in each iteration. Figure 3 represents the schematic
feasibility region created by the epsilon-constraint method.
max/min pse (29)
s.t: (pse, qse) ∈ F(p∗i , q∗i , i ∈ N\{1})
qse(κ) − 
2
≤ qse ≤ qse(κ) + 
2
4
Original feasible region
✏
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Fig. 3: Concept of the feasibility region construction by
epsilon-constraint method
The stopping criterion is set for a given number N of
points that will form the boundary accordingly to the resolu-
tion needed. Then, the value of  can be computed to equally
divide the continuous space of feasible values of qse [16].
4 Case Study
We have used the IEEE 33-bus radial distribution system for
testing our method. We have modified this case by includ-
ing four fast distributed generators (DGs) in Fig. 4. Capacitor
banks of 1MVAr are connected to nodes 10, 20 and 30. Node
1 is the slack node and the defines as the PCC, where is
the interface between transmission and distribution network.
Twenty-four hours were simulated. We chose 200 points for
building feasible boundaries for all case studies.
Fig. 4: 33-bus radial distribution system
The implementation of the OPF models was done using
Julia 1.4, and JuMP 0.19, with the solvers Ipopt 0.5.4 for NLP
problems and Gurobi 9.0. for SOCP and LP problems. All
simulations were performed in a Laptop Intel(R) Core(TM) i5-
6200U CPU with installed RAM 8GB. Note that for solving
the sequence of NLP in the AC–OPF and DISTFLOW, we have
provided starting point to Ipopt based on previous iteration.
Table 2 summarizes the computation time for each model.
We observe the efficiency of DISTFLOW with respect to the
AC–OPF formulation with a time reduction of about 1/3. The
LINDISTFLOW method, of course, is the fastest one, about
780× faster than AC–OPF, and 290× faster than DISTFLOW.
Figure 5 represents the reconstruction for the feasible
domain for the hour 14 at the interface TSO-DSO. Both
Table 2 CPU time for building feasible regions with epsilon
constraint method
Model CPU time [seconds]
AC–OPF 1798.3
DISTFLOW 666.2
DISTFLOW–SOCP 478.8
LINDISTFLOW 2.3
AC–OPF and DISTFLOW are the same and depicted in red.
The black circles denote the LINDISTFLOW, and green squares
represent the feasible domain when using a relaxed formulation
DISTFLOW–SOCP. The relaxed formulation overestimates the
active power that the ADN can absorb (positive orthant). At
the same time, the DISTFLOW–SOCP quite well approximates
the power available to inject into the transmission grid. On the
other hand, the LINDISTFLOW is approaching very close to
the exact feasible domain. But, it has the main discrepancies
in the negative orthant, i.e., active power that could be injected
from the ADN to the transmission grid. This is mainly because
the LINDISTFLOW does not consider losses overestimating the
capability of energy that could be generated from the ADN.
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Fig. 5: Feasibility region constructed with the epsilon con-
straint method for period 14. Black circles for LINDISTFLOW
model, red stars for DISTFLOW and AC–OPF model, and
green squares for DISTFLOW–SOCP model.
Fig. 6 shows four consecutive hours resulting from the fea-
sible region generation. It is worth noting that even we have
omitted in our formulation the multi-period OPF, it has imple-
mented in a multi-period fashion, and it can be easily extended
and include inter-temporal constraints related to energy storage
or ramping capabilities.
5 Conclusions and Discussion
In this paper, we have defined the flexibility region of an
ADN (DSO level) connected to a TSO based on mathemat-
ical programming and power systems principles. This work
evaluates and compares different optimal power flow for-
mulations (AC–OPF, DISTFLOW, DISTFLOW–SOCP, and
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Fig. 6: Feasibility region for four consecutive periods
LINDISTFLOW), commonly used in the literature, for build-
ing feasible regions for TSO-DSO interaction. An epsilon-
constraint method is proposed for constructing the feasible
operation region at the TSO-DSO interface.
The presented method is analyzed in an IEEE 33-bus test
radial distribution system. The solutions obtained are com-
pared for each model and proposed. We have observed that
LINDISTFLOW is fast and relatively closed to the exact orig-
inal feasible region. On the other hand, the convex relaxation
DISTFLOW–SOCP showed large discrepancies with regard to
the exact feasible limits. This raises an attention note on the use
of convexification models. Finally, results from this research
work could help to contribute in future and open challenges for
an advanced TSO-DSO cooperation.
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