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a b s t r a c t
Let d ≥ 3. In PG(d(d + 3)/2, 2), there are four known non-isomorphic d-dimensional
dual hyperovals by now. These are Huybrechts’ dual hyperoval (Huybrechts (2002) [6]),
Buratti–Del Fra’s dual hyperoval (Buratti and Del Fra (2003) [1], Del Fra and Yoshiara
(2005) [3]), Veronesean dual hyperoval (Thas and van Maldeghem (2004) [9], Yoshiara
(2004) [12]), and the dual hyperoval which is a deformation of Veronesean dual hyperoval
(Taniguchi (2009) [8]). Using quadratic APN functions on GF(2d+1), Yoshiara (2009) [10],
constructed d-dimensional dual hyperovals in PG(2d + 1, 2). This construction enables
us to investigate quadratic APN functions from the view point of dual hyperovals (Edel
(2009) [4]). Yoshiara generalized this construction in Yoshiara (2008) [11]. Note that
these Yoshiara’s dual hyperovals are quotients of Huybrechts’ dual hyperoval. In this note,
using quadratic APN functions on GF(2d), we construct d-dimensional dual hyperovals in
PG(3d, 2), which are quotients of Buratti–Del Fra’s dual hyperoval. Moreover, we prove
that, if two of these dual hyperovals are isomorphic, then the corresponding quadratic
APN functions are extended affine equivalent. We call these dual hyperovals Buratti–Del
Fra type dual hyperovals. Then, if d is sufficiently large, there are many non-isomorphic
d-dimensional Buratti–Del Fra type dual hyperovals in PG(3d, 2).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Letm and d be integers withm > d ≥ 2. Let PG(m, 2) be anm-dimensional projective space over the binary field GF(2).
A family S of d-dimensional subspaces of PG(m, 2) is called a d-dimensional dual hyperoval in PG(m, 2) if it satisfies the
following conditions:
(1) any two distinct members of S intersect in a projective point,
(2) any three mutually distinct members of S intersect trivially,
(3) the union of the members of S generates PG(m, 2), and
(4) there are exactly 2d+1 members of S.
We call the projective space PG(m, 2) above by the ambient space of the dual hyperoval S. We say that the dual hyperovals
S1 and S2 are isomorphic if they have a same ambient space, and if there exists a linear automorphism of the ambient space
which sends the members of S1 onto the members of S2.
In case d = 2, d-dimensional dual hyperovals over GF(2) are completely classified by Del Fra [2]. Hence, in this note, we
assume that d ≥ 3.
Let d ≥ 3. In PG(d(d + 3)/2, 2), there are, by now, four known non-isomorphic d-dimensional dual hyperovals. These
are Huybrechts’ dual hyperoval (in [6]), Buratti–Del Fra’s dual hyperoval (in [1,3]), Veronesean dual hyperoval (in [9,12])
and the dual hyperoval which is a deformation of Veronesean dual hyperoval (in [8]) by the author. In [10], Yoshiara
constructed, using quadratic APN function f onGF(2d+1), d-dimensional dual hyperoval Sf in PG(2d+1, 2). This construction
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is important, since it enables us to investigate quadratic APN functions from the viewpoint of dual hyperovals (see [4]).
Yoshiara generalized this construction in [11]. We call these dual hyperovals by Yoshiara’s APN dual hyperovals. We note
that these dual hyperovals are quotients of Huybrechts’ dual hyperoval.
In this note, using a quadratic APN function f on GF(2d), we construct a d-dimensional dual hyperoval Df in PG(3d, 2),
which is a quotient of Buratti–Del Fra’s dual hyperoval. We call Df by Buratti–Del Fra type dual hyperoval. Then, we prove
the following theorem.
Theorem 21. Let f and g be quadratic APN functions on GF(2d). If Df is isomorphic to Dg , then f and g are extended affine
equivalent functions on GF(2d).
Hence, we see that, if d is sufficiently large, there are many non-isomorphic d-dimensional Buratti–Del Fra type dual
hyperovals in PG(3d, 2), since there are many extended affine inequivalent functions on GF(2d).
2. Huybrechts’ dual hyperoval and Buratti–Del Fra dual hyperoval
Let H be a d + 1-dimensional vector space over GF(2). For s and t in H , let {a(s, t)} be elements of the vector space
H ⊕ (H ∧ H)which satisfies the following conditions.
(a1) a(s, s) = (0, 0),
(a2) a(s, t) = a(t, s),
(a3) a(s, t) ≠ (0, 0) if s ≠ t ,
(a4) a(s, t) = a(s′, t ′) if and only if {s, t} = {s′, t ′} in case s ≠ t or s′ ≠ t ′,
(a5) {a(s, t) | t ∈ H} is a vector space over GF(2), and
(a6) {a(s, t) | s, t ∈ H} generate H ⊕ (H ∧ H).
Then we have a dual hyperoval in PG(d(d+ 3)/2, 2) = PG(H ⊕ (H ∧ H)) = (H ⊕ (H ∧ H)) \ {(0, 0)} as follows. For s ∈ H ,
let X(s) := {a(s, t) | t ∈ H \ {s}}. Then X(s) is a d-dimensional subspace in PG(d(d+ 3)/2, 2). Let S := {X(s) | s ∈ H}. Then
it is easy to see that S is a d-dimensional dual hyperoval in PG(d(d+ 3)/2, 2) (see Proposition 1 of [7]).
Example 1 (Hybrechts’ Dual Hyperoval). Let a(s, t) = (s+ t, s∧ t) for s and t inH . Then it is easy to verify that a(s, t) satisfies
the conditions (a1)–(a6).We have X(s) = {(s+ t, s∧ t) | t ∈ H \{s}} = {(x, x∧s) | x ∈ H \{s}} for s ∈ H . The dual hyperoval
S = {X(s) | s ∈ H}was discovered by Huybrechts in [6]. It is easy to see from the expression a(s, t) = (s+ t, s∧ t) that the
addition of the vector space {a(s, t) | t ∈ H} of (a5) is, for t1, t2 ∈ H, a(s, t1)+ a(s, t2) = a(s, s+ t1 + t2). We call this dual
hyperoval Huybrechts’ dual hyperoval.
Let {e0, e1, e2, . . . , ed} be a specified basis of H . Let Supp(x) := {ei1 , . . . , eil} ⊂ {e0, e1, e2, . . . , ed} for a non-zero vector
x = ei1 + · · · + eil of H , and Supp(0) := ∅. We use the symbol J(x) to denote Supp(x) or {0} ∪ Supp(x) according to whether
the cardinality |Supp(x)| is odd or even. We define V the vector space generated by {e1, e2, . . . , ed} over GF(2). (We note
that V ⊂ H .) We also define ξ the characteristic function of V \ {0}, that is, ξ is the mapping from V to GF(2) defined by
ξ(x) = 1 or 0 according to whether x ∈ V \ {0} or not. Let
H ∋ x =
d−
i=0
αiei → x¯ =
d−
i=1
αiei ∈ V
be a natural projection, where αi ∈ GF(2) for 0 ≤ i ≤ d. Note that, we have x¯ = α1e1 + · · · + αded ∈ V if we delete the
e0-term α0e0 from x = α0e0 + α1e1 + · · · + αded ∈ H . For s, t ∈ H , let {xs,t} be elements in GF(2) defined by
xs,t := ξ(s¯+ t¯)+
−
w∈J(t¯)
ξ(s¯+ w).
Then, we easily see that xs,t = xs¯,t¯ .
Example 2 (Buratti–Del Fra’s Dual Hyperoval). Let us define
a(s, t) := (s+ t, s ∧ t)+ xs¯,t¯
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(t¯)
xw,s¯(e0, e0 ∧ w). (1)
Then a(s, t) satisfies the conditions (a1)–(a6). Moreover, the addition of the vector space {a(s, t) | t ∈ H} of (a5) is, for
t1, t2 ∈ H , as follows:
a(s, t1)+ a(s, t2) = a(s, s+ t1 + t2 + α{s, t1, t2}e0),
whereα{s, t1, t2} := ξ(s¯+ t¯1)+ξ(s¯+ t¯2)+ξ(t¯1+ t¯2) ∈ GF(2) (see [1,3]). The corresponding dual hyperoval S was discovered
by Buratti and Del Fra. We call this dual hyperoval Buratti–Del Fra’s dual hyperoval.
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We note that Huybrechts’ dual hyperoval and Buratti–Del Fra’s dual hyperoval are not isomorphic since the addition
formulae of the vector space {a(s, t) | t ∈ H} of (a5) are different.
We recall here the proofs of (a1), (a2), (a5) and (a6) for Buratti–Del Fra’s dual hyperoval, because,we use the samemethod
in Section 4 to prove (b1), (b2), (b5) and (b6) for Buratti–Del Fra type dual hyperoval of Section 4.
We recall that xs,t for s, t ∈ H satisfies the following conditions:
Lemma 3. For s, t ∈ H, let xs,t := ξ(s¯+ t¯)+∑w∈J(t¯) ξ(s¯+ w). Then, xs,t = xs¯,t¯ satisfies the following conditions:
(i) xs¯,w = 0 for everyw ∈ {0, e0, . . . , ed},
(ii) xs¯,s¯ = xw,s¯ for everyw ∈ J(s¯),
(iii) xs¯,t¯ = xw,t¯ for everyw ∈ J(s¯) \ J(t¯), and
(iv) xs¯,t¯ + xt¯,t¯ = xt¯,s¯ + xs¯,s¯ in case J(s¯) ∩ J(t¯) ≠ ∅.
These conditions were presented in Lemma 7 of [3], and proved in [1,3]. However, we give the proof here because the proof
of the conditions in Lemma 3 for xs,t := ξ(s¯ + t¯) +∑w∈J(t¯) ξ(s¯ + w), where ξ is a characteristic function of V \ {0}, is not
explicitly presented (more generally stated), or using different terminologies in [1] or [3].
Proof. If |J(t¯)| = 1, that is, if t¯ = w ∈ {0, e1, e2, . . . , ed}, then xs¯,w = ξ(s¯+w)+ξ(s¯+w) = 0 by definition since J(t¯) = {w}.
Hence, we have (i).
We assume that |J(t¯)| ≥ 2. By the definition xs¯,t¯ := ξ(s¯ + t¯) +
∑
w∈J(t¯) ξ(s¯ + w), we have xs¯,t¯ = 1 if and only if the
number of zero elements in {ξ(s¯+ t¯)} ∪ {ξ(s¯+ w) | w ∈ J(t¯)} is odd. (We recall that |J(t¯)| is odd by the definition of J(t¯).)
If s¯ = t¯ , then ξ(s¯+ t¯) = 0 and ξ(s¯+w) = ξ(t¯ +w) ≠ 0 forw ∈ J(t¯) since |J(t¯)| ≥ 2. Since only one element ξ(s¯+ t¯) = 0
in {ξ(s¯ + t¯)} ∪ {ξ(s¯ + w) | w ∈ J(t¯)}, we have xs¯,t¯ = 1. If s¯ = w ∈ J(t¯), we have ξ(s¯ + t¯) ≠ 0 and ξ(s¯ + w) = 0 for only
one s¯ = w ∈ J(t¯). Hence we also have xs¯,t¯ = 1. Conversely, assume that xs¯,t¯ = 1 and let us prove that s¯ = t¯ or s¯ ∈ J(t¯). Let
us assume that s¯ ≠ t¯ . Then, since ξ(s¯+ t¯) ≠ 0, there must be an odd number of elementsw ∈ J(t¯) such that ξ(s¯+w) = 0.
Thus we must have s¯ = w ∈ J(t¯).
Hence, the value of xs,t is the following:
(1) If |J(t¯)| ≥ 2 and s¯ = t¯ , then we have xs,t = 1.
(2) If |J(t¯)| ≥ 2 and s¯ = w ∈ J(t¯), then we have xs,t = 1.
(3) Otherwise, we have xs,t = 0.
If |J(s¯)| ≥ 2, then xs¯,s¯ = xw,s¯ = 1 for everyw ∈ J(s¯) by (1) and (2). If |J(s¯)| = 1, then xs¯,s¯ = xw,s¯ = 0 by (i). Hence we have
(ii). For every w ∈ J(s¯) \ J(t¯), since J(s¯) ≠ J(t¯), we have xs¯,t¯ = xw,t¯ = 0 by (3), hence we have (iii). As for (iv), it is obvious
in case s¯ = t¯ . Assume that s¯ ≠ t¯ . If |J(s¯)| ≥ 2 and |J(t¯)| ≥ 2, then xt¯,t¯ = 1 and xs¯,s¯ = 1 by (1), and xs¯,t¯ = 0 and xt¯,s¯ = 0 by
(3). Hence we have (iv) in this case. Let |J(s¯)| = 1 and |J(t¯)| ≥ 2. Since J(s¯)∩ J(t¯) ≠ ∅, we have s¯ = w ∈ J(t¯). Then we have
xs¯,t¯ = 1 by (2), xt¯,t¯ = 1 by (1), xt¯,s¯ = 0 and xs¯,s¯ = 0 by (i), hence we have (iv). We also have (iv) for |J(s¯)| ≥ 2 and |J(t¯)| = 1
by the same way. 
Now,wewill give the proofs of (a1), (a2), (a5) and (a6) here.We fear that the proofs seem boring to the readers. However,
if we give the shorter and simpler proofs, we fear, to the contrary, that the readers could not follow the details. So we will
give the longer proofs in this section.
By Lemma 3, we are able to prove (a1) and (a2) by using the expression (1), as follows:
a(s, s) = (s+ s, s ∧ s)+ xs¯,s¯
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(s¯)
xw,s¯(e0, e0 ∧ w)
=
−
w∈J(s¯)
(xs¯,s¯ + xw,s¯)(e0, e0 ∧ w).
By (ii) of Lemma 3, we have xs¯,s¯ + xw,s¯ = 0 for everyw ∈ J(s¯), hence we have a(s, s) = (0, 0). Thus we have (a1).
a(s, t)+ a(t, s) = (s+ t, s ∧ t)+ xs¯,t¯
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(t¯)
xw,s¯(e0, e0 ∧ w)
+ (t + s, t ∧ s)+ xt¯,s¯
−
w∈J(t¯)
(e0, e0 ∧ w)+
−
w∈J(s¯)
xw,t¯(e0, e0 ∧ w)
=
−
w∈J(s¯)\J(t¯)
(xs¯,t¯ + xw,t¯)(e0, e0 ∧ w)+
−
w∈J(t¯)\J(s¯)
(xt¯,s¯ + xw,s¯)(e0, e0 ∧ w)
+
−
w∈J(s¯)∩J(t¯)
(xs¯,t¯ + xt¯,s¯ + xw,s¯ + xw,t¯)(e0, e0 ∧ w).
By (iii) and (iv) of Lemma 3, since xs¯,t¯ + xw,t¯ = 0 for every w ∈ J(s¯) \ J(t¯), xt¯,s¯ + xw,s¯ = 0 for every w ∈ J(t¯) \ J(s¯), and
xs¯,t¯ + xt¯,t¯ + xt¯,s¯ + xs¯,s¯ = 0 in case J(s¯) ∩ J(t¯) ≠ ∅, we have a(s, t) = a(t, s). Thus we have (a2).
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Lemma 4. Let α{s, t1, t2} := ξ(s¯+ t¯1)+ ξ(s¯+ t¯2)+ ξ(t¯1 + t¯2). Then, we have
α{s, t1, t2} = xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2 .
This lemma was proved in [1] with different terminologies.
Proof. By the definitions of xs¯,t¯1 , xs¯,t¯2 , xs¯,s¯ and xs¯,s¯+t¯1+t¯2 , we have
xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2 = ξ(s¯+ t¯1)+ ξ(s¯+ t¯2)+ ξ(s¯+ s¯)+ ξ(s¯+ s¯+ t¯1 + t¯2)+
−
w∈J(t¯1)
ξ(s¯+ w)
+
−
w∈J(t¯2)
ξ(s¯+ w)+
−
w∈J(s¯)
ξ(s¯+ w)+
−
w∈J(s¯+t¯1+t¯2)
ξ(s¯+ w).
Since J(s¯+ t¯1 + t¯2) is the symmetric difference of J(s¯), J(t¯1) and J(t¯2), we have−
w∈J(s¯)
ξ(s¯+ w)+
−
w∈J(t¯1)
ξ(s¯+ w)+
−
w∈J(t¯2)
ξ(s¯+ w)+
−
w∈J(s¯+t¯1+t¯2)
ξ(s¯+ w) = 0.
Hence, by ξ(s¯+ s¯) = 0 and ξ(s¯+ s¯+ t¯1 + t¯2) = ξ(t¯1 + t¯2), we have
xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2 = ξ(s¯+ t¯1)+ ξ(s¯+ t¯2)+ ξ(t¯1 + t¯2).
Thus we conclude that xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2 = α{s, t1, t2}. 
Now, we prove the addition formula of the vector space of (a5). Let us calculate
a(s, t1)+ a(s, t2)+ a(s, s)+ a(s, s+ t1 + t2 + α{s, t1, t2}e0).
By definition, the above expression is calculated as follows:
(s+ t1, s ∧ t1)+ xs¯,t¯1
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(t¯1)
xw,s¯(e0, e0 ∧ w)
+ (s+ t2, s ∧ t2)+ xs¯,t¯2
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(t¯2)
xw,s¯(e0, e0 ∧ w)
+ (s+ s, s ∧ s)+ xs¯,s¯
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(s¯)
xw,s¯(e0, e0 ∧ w)
+ (s+ s+ t1 + t2 + α{s, t1, t2}e0, s ∧ (s+ t1 + t2 + α{s, t1, t2}e0))
+ xs¯,s¯+t¯1+t¯2
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(s¯+t¯1+t¯2)
xw,s¯(e0, e0 ∧ w)
= (s+ t1, s ∧ t1)+ (s+ t2, s ∧ t2)+ (t1 + t2 + α{s, t1, t2}e0, s ∧ (t1 + t2 + α{s, t1, t2}e0))
+
−
w∈J(s¯)
(xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2)(e0, e0 ∧ w)+
−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(t¯1)
(e0, e0 ∧ w)
+
−
w∈J(t¯2)
(e0, e0 ∧ w)+
−
w∈J(s¯+t¯1+t¯2)
(e0, e0 ∧ w).
Since J(s¯+ t¯1 + t¯2) is the symmetric difference of J(s¯), J(t¯1) and J(t¯2), we have−
w∈J(s¯)
(e0, e0 ∧ w)+
−
w∈J(t¯1)
(e0, e0 ∧ w)+
−
w∈J(t¯2)
(e0, e0 ∧ w) =
−
w∈J(s¯+t¯1+t¯2)
(e0, e0 ∧ w).
On the other hand, we easily see the following:
(s+ t1, s ∧ t1)+ (s+ t2, s ∧ t2)+ (t1 + t2 + α{s, t1, t2}e0, s ∧ (t1 + t2 + α{s, t1, t2}e0)) = α{s, t1, t2}(e0, e0 ∧ s).
Using these equations, we calculate as follows:
a(s, t1)+ a(s, t2)+ a(s, s)+ a(s, s+ t1 + t2 + α{s, t1, t2}e0)
= α{s, t1, t2}(e0, e0 ∧ s)+
−
w∈J(s¯)
(xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2)(e0, e0 ∧ w)
=
−
w∈J(s¯)
(α{s, t1, t2} + xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2)(e0, e0 ∧ w).
By Lemma 4, we have α{s, t1, t2} + xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2 = 0. Hence we have a(s, t1)+ a(s, t2)+ a(s, s)+ a(s, s+
t1 + t2 + α{s, t1, t2}e0) = (0, 0). Since a(s, s) = (0, 0) by (a1), we have the addition formula
a(s, t1)+ a(s, t2) = a(s, s+ t1 + t2 + α{s, t1, t2}e0).
Thus, we have (a5). By (i), we have a(w,w′) = (w + w′, w ∧ w′) for w,w′ ∈ {0, e0, . . . , ed}. Since {(w + w′, w ∧ w′) |
w,w′ ∈ {0, e0, . . . , ed}} is a basis of H ⊕ (H ∧ H), we have (a6). As for the proofs of (a3) and (a4), see [3].
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3. Yoshiara’s dual hyperovals from quadratic APN functions
In this section, we recall the results on dual hyperovals constructed from quadratic APN functions by Yoshiara in [10,11].
Definition 5. Let H andW be vector spaces over GF(2). A mapping f from H toW is called APN (almost perfect nonlinear)
if the cardinality |{x ∈ H | f (x+ a)+ f (x) = b}| ≤ 2 for any non-zero a ∈ H and for any b ∈ W .
Definition 6. Let H and W be vector spaces over GF(2). A mapping f from H to W is called quadratic if Bf (x, y) :=
f (x+ y)+ f (x)+ f (y)+ f (0) is bilinear on x and y in H .
We note that the bilinear form Bf (x, y) satisfies that Bf (x, x) = 0 for every x ∈ H .
Lemma 7. Let n ≥ 2. Any bilinear form B(x, y) of x and y on GF(2n) with B(x, x) = 0 for every x ∈ GF(2n) is expressed by
B(x, y) =
−
0≤i<j<n
ai,j(x2
i
y2
j + x2jy2i)
for some ai,j ∈ GF(2n) with 0 ≤ i < j < n.
Proof. Let us express B(x, y) as
B(x, y) = am1(x)ym1 + am2(x)ym2 + · · · + ams(x)yms
with integers 0 ≤ m1 < m2 < · · · < ms < 2n. Then, since B(x, y) is linear on y for any fixed x ∈ GF(2n), we see that the
monomials ym1 , ym2 , . . . , yms must be y2
im1 , y2
im2 , . . . , y2
ims for some integers 0 ≤ im1 < im2 < · · · < ims < n by Lemma
8.38 of [5]. We also express
B(x, y) = bl1(y)xl1 + bl2(y)xl2 + · · · + blt (y)xlt
with 0 ≤ l1 < l2 < · · · < lt < 2n. Then, since B(x, y) is linear on x for any fixed y ∈ GF(2n), we also see that the monomials
xl1 , xl2 , . . . , xlt must be x2
il1 , x2
il2 , . . . , x2
ilt for some 0 ≤ il1 < il2 < · · · < ilt < n by the same reason. Hence, we have
B(x, y) =∑ almx2il y2im for some alm ∈ GF(2n)with 0 ≤ l,m < n, and for some integers 0 ≤ il, im < n.
Since B(x, x) = 0 for every x ∈ GF(2n), we have∑ almx2il x2im = 0.We note the fact that, for integers 0 ≤ i1, i2, j1, j2 < n,
we have 2i1 + 2j1 ≡ 2i2 + 2j2 (mod 2n − 1) if and only if {i1, j1} = {i2, j2}. (We allow the cases that i1 = j1 or i2 = j2.)
Hence we have x2
i1 x2
j1 = x2i2 x2j2 if and only if {i1, j1} = {i2, j2}. Therefore, from B(x, x) =∑ almx2il x2im = 0, we must have
alm = aml. Hence we have B(x, y) =∑ alm(x2il y2im + x2im y2il ). 
The following lemma would be well known. However, the author could not find the proof in the literature.
Lemma 8. If f is a quadratic function from GF(2n) to GF(2n) for some n ≥ 2. Then f is expressed, using some ai,j ∈ GF(2n) for
0 ≤ i < j < n, by
f (x) =
−
0≤i<j<n
ai,jx2
i+2j + (linear part on x)+ f (0). (2)
Conversely, if f is expressed as above, then f is a quadratic function from GF(2n) to GF(2n).
Proof. By Lemma 7, any bilinear form B(x, y) of x and y on GF(2n)with B(x, x) = 0 is expressed by B(x, y) =∑ ai,j(x2iy2j +
x2
j
y2
i
) for some ai,j ∈ GF(2n)with 0 ≤ i < j < n. Now, if we set
g(x) :=
−
0≤i<j<n
ai,jx2
i+2j ,
then, we easily see that Bg(x, y) = g(x+ y)+ g(x)+ g(y)+ g(0) = B(x, y).
Let f be a quadratic function from GF(2n) to GF(2n) such that the bilinear form Bf (x, y) is equals to B(x, y). Then we have
f (x + y) + g(x + y) + f (x) + g(x) + f (y) + g(y) + f (0) + g(0) = Bf (x, y) + Bg(x, y) = B(x, y) + B(x, y) = 0 for any
x, y ∈ GF(2n). Let us set l(x) := f (x)+ g(x)+ f (0)+ g(0). Then, since l(x+ y) = l(x)+ l(y) for any x, y ∈ GF(2n), we see
that l(x) is a linear function on GF(2n). Since f (x) = g(x)+ l(x)+ f (0)+ g(0)with g(0) = 0 by definition, we have
f (x) =
−
0≤i<j<n
ai,jx2
i+2j + (linear part on x)+ f (0).
Conversely, if f is expressed as above, then since Bf (x, y) = ∑ ai,j(x2iy2j + x2jy2i) is bilinear on x and y, we see that f is a
quadratic function from GF(2n) to GF(2n). 
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Corollary 9. Let f be a quadratic function from GF(2n) to GF(2n) for some n ≥ 2. Then, we are able to regard f as a quadratic
function from GF(2m) to GF(2m) with GF(2n) ⊂ GF(2m), if we use the expression (2) of f above. Moreover, for any vector
subspace H ⊂ GF(2m) over GF(2), since Bf (x, y) is bilinear on H if we use the expression (2), we are able to regard that f is a
quadratic function from H to the vector subspace W generated by {f (x) | x ∈ H} in GF(2m).
Lemma 10. Let H and W be vector spaces over GF(2). Let f be a quadratic APN function H to W. Then, Bf (x, y) = 0 if and only
if x = 0, y = 0 or x = y.
Proof. The if part of this lemma is easy and it is the only if part we prove. We fix non-zero y ∈ H . Let Bf (x, y) =
f (x + y) + f (x) + f (y) + f (0) = 0. Since the cardinality |{x ∈ H | f (x + y) + f (x) = f (y) + f (0)}| ≤ 2, and since
x = 0 and x = y are solutions of the equation f (x+ y)+ f (x) = f (y)+ f (0), we must have x = y in case x ≠ 0. 
Using Lemma 10, Yoshiara [11] constructed the following dual hyperoval from quadratic APN function f . Wewill call this
dual hyperoval Yoshiara’s APN dual hyperoval.
Proposition 11. Let H be a (d + 1)-dimensional vector space over GF(2). Let f be a quadratic APN function from H to
some vector space W over GF(2). Let R be a vector space over GF(2) generated by {Bf (x, y) | x, y ∈ H}. For t ∈ H, let
X(t) := {(x, Bf (x, t)) | x ∈ H \ {0}} ⊂ (H ⊕ R) \ {(0, 0)}. Then Sf := {X(t) | t ∈ H} is a d-dimensional dual hyperoval
in PG(H ⊕ R) = (H ⊕ R) \ {(0, 0)}.
Proof. It is easy to see that X(t) ∪ {(0, 0)} = {(x, Bf (x, t)) | x ∈ H} is a (d + 1)-dimensional vector space over GF(2).
Therefore, X(t) is a d-dimensional subspace in PG(H⊕R). Let s, t ∈ H with s ≠ t . If X(s) ∋ (x, Bf (x, s)) = (x, Bf (x, t)) ∈ X(t)
as an element ofX(s)∩X(t), thenwehaveBf (x, s)+Bf (x, t) = 0, that is,Bf (x, s+t) = 0, hencewehave x = s+t by Lemma10
above. Therefore, X(s) ∩ X(t) is the projective point (s+ t, Bf (s+ t, s)) = (s+ t, Bf (s+ t, t)). (Since Bf (s+ t, s+ t) = 0,
we have Bf (s + t, s) = Bf (s + t, t).) We have X(s) ∩ X(t1) = {(s + t1, ∗)} ≠ {(s + t2, ∗)} = X(s) ∩ X(t2) if s, t1 and t2 are
mutually distinct elements, hence we see that any three mutually distinct members intersect trivially. It is easy to see that
the cardinality |S| = |H| = 2d+1. Since X(0)∪{(0, 0)} = {(x, 0) | x ∈ H} and ⟨X(0), X(t)⟩∪{(0, 0)} ⊃ {(0, Bf (x, t)) | x ∈ H},
we see that S generates PG(H ⊕ R). Hence S is a d-dimensional dual hyperoval in PG(H ⊕ R). 
In case H = W = GF(2d+1) for d ≥ 2, this proposition is presented, and the fact that PG(H ⊕ R) = PG(2d+ 1, 2) is proved,
by Yoshiara in [10].
Definition 12. Let H and W be vector spaces over GF(2). Let f and g be two APN functions from H to W . We also assume
that {f (x) | x ∈ H} generatesW and {g(x) | x ∈ H} also generatesW , that is, ⟨f (x) | x ∈ H⟩ = ⟨g(x) | x ∈ H⟩ = W . We say
that f and g are extended affine equivalent if, there exist bijective affine mappings L on H and L′ onW , and there exists an
affine mapping A from H toW , such that
L′(f (L(x))+ A(x)) = g(x).
The following proposition was proved by Edel [4] in case H = W = GF(2d+1), and proved by Yoshiara [11] in the general
case.
Proposition 13. Let H and W be as in Definition 12. Let f and g be two quadratic APN functions from H to W. Then, dual
hyperovals Sf and Sg are isomorphic if and only if f and g are extended affine equivalent.
4. Buratti–Del Fra type dual hyperoval using quadratic APN function
Let H be a (d+ 1)-dimensional vector space over GF(2). Let f be a quadratic APN function from H to the vector spaceW
over GF(2). Let R be the vector space over GF(2) generated by {Bf (x, y) | x, y ∈ H}, where Bf (x, y) is a bilinear form defined
by Bf (x, y) = f (x+ y)+ f (x)+ f (y)+ f (0) as in Section 3.
For s and t in H , let {b(s, t)} be a collection of elements of the vector space H ⊕ Rwhich satisfy the following conditions.
(b1) b(s, s) = (0, 0),
(b2) b(s, t) = b(t, s),
(b3) b(s, t) ≠ (0, 0) if s ≠ t ,
(b4) b(s, t) = b(s′, t ′) if and only if {s, t} = {s′, t ′} in case s ≠ t or s′ ≠ t ′,
(b5) {b(s, t) | t ∈ H} is a vector space over GF(2), and
(b6) {b(s, t) | s, t ∈ H} generate H ⊕ R.
Then we have a dual hyperoval in PG(H ⊕ R) = (H ⊕ R) \ {(0, 0)} as follows. For s ∈ H , let X(s) := {b(s, t) | t ∈ H \ {s}}.
Then X(s) is a d-dimensional subspace in PG(H ⊕ R). Let S := {X(s) | s ∈ H}. Then we see that S is a d-dimensional dual
hyperoval in PG(H ⊕ R).
Proof. We have |{b(s, t) | t ∈ H}| = 2d+1 by (b4), hence X(s) is a d-dimensional subspace by (b5). By (b2)–(b4), we
have a projective point X(s) ∩ X(t) = b(s, t) if s ≠ t . We also have X(s) ∩ X(t1) ∩ X(t2) = ∅ for distinct s, t1, t2 since
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X(s)∩X(t1) = b(s, t1) and X(s)∩X(t2) = b(s, t2)with b(s, t1) ≠ b(s, t2) by (b4). By (b6), {X(s) | s ∈ H} generate PG(H⊕R).
Since |H| = 2d+1, we have |{X(s) | s ∈ H}| = 2d+1. 
Example 14 (Yoshiara’s APN Dual Hyperoval).Using a quadratic APN function f defined onH , we set b(s, t) = (s+t, Bf (s, t))
for s and t in H . Then it is easy to verify that b(s, t) satisfies the conditions (b1)–(b6). We see that
X(s) := {b(s, t) | t ∈ H \ {s}} = {(x, Bf (x, s)) | x ∈ H \ {0}}
for s ∈ H . Hence, the dual hyperoval S = {X(s) | s ∈ H} is a Yoshiara’s APN dual hyperoval. The addition of the vector space
{b(s, t) | t ∈ H} of (b5) is b(s, t1)+ b(s, t2) = b(s, s+ t1+ t2) for t1, t2 ∈ H , which is also easily verified from the expression
b(s, t) = (s+ t, Bf (s, t)).
Let {e0, e1, e2, . . . , ed} be a specified basis of H . We recall the definitions of J(x), the vector space V generated by
{e1, e2, . . . , ed} over GF(2), the characteristic function ξ of V \ {0}, and the elements xs,t in GF(2), as in Section 2.
Example 15 (Buratti–Del Fra Type Dual Hyperoval). Let f be a quadratic APN function defined on H . Let us define b(s, t) in
H ⊕ R for s, t ∈ H , as follows:
b(s, t) := (s+ t, Bf (s, t))+ xs¯,t¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯)
xw,s¯(e0, Bf (e0, w)). (3)
Then b(s, t) satisfies the conditions (b1), (b2), (b5) and (b6). Moreover, the addition of the vector space {b(s, t) | t ∈ H} of
(b5) is, for t1, t2 ∈ H , as follows:
b(s, t1)+ b(s, t2) = b(s, s+ t1 + t2 + α{s, t1, t2}e0),
where α{s, t1, t2} := ξ(s¯+ t¯1)+ ξ(s¯+ t¯2)+ ξ(t¯1 + t¯2) ∈ GF(2).
For b(s, t) in Example 15, we prove the conditions (b1), (b2), (b5) and (b6) here using the same method of the proofs of
(a1), (a2), (a5) and (a6) in Section 2. Since we just give here a sketch of the proofs, the reader is advised to compare it with
the proofs of conditions (a1), (a2), (a5) and (a6) in Section 2. As for the conditions (b3) and (b4), they are not verified in this
section. Hence, S = {X(s) | s ∈ H}, where X(s) = {b(s, t) | t ∈ H \ {s}}, is not yet a dual hyperoval. In the following section,
under the assumption that V = GF(2d) with d ≥ 3 and H is the vector space generated by GF(2d) and some e0 (that is,
H = ⟨GF(2d), e0⟩), and that f is a quadratic APN function from GF(2d) to GF(2d), we will prove the conditions (b3) and (b4)
for b(s, t) of Example 15.
By Lemma 3, we are able to prove (b1) and (b2) by using the expression (3) of b(s, t), as follows: By (ii) of Lemma 3, we
have
b(s, s) =
−
w∈J(s¯)
(xs¯,s¯ + xw,s¯)(e0, Bf (e0, w)) = (0, 0).
Thus, we have (b1) b(s, s) = (0, 0). By (iii) and (iv) of Lemma 3, we have
b(s, t)+ b(t, s) =
−
w∈J(s¯)\J(t¯)
(xs¯,t¯ + xw,t¯)(e0, Bf (e0, w))+
−
w∈J(t¯)\J(s¯)
(xt¯,s¯ + xw,s¯)(e0, Bf (e0, w))
+
−
w∈J(s¯)∩J(t¯)
(xs¯,t¯ + xt¯,s¯ + xw,s¯ + xw,t¯)(e0, Bf (e0, w)) = (0, 0).
Thus, we also have (b2) b(s, t) = b(t, s). Using Lemma 4, and the fact that−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯1)
(e0, Bf (e0, w))+
−
w∈J(t¯2)
(e0, Bf (e0, w)) =
−
w∈J(s¯+t¯1+t¯2)
(e0, Bf (e0, w)),
we have the following:
b(s, t1)+ b(s, t2)+ b(s, s)+ b(s, s+ t1 + t2 + α{s, t1, t2}e0)
= α{s, t1, t2}(e0, Bf (e0, s))+
−
w∈J(s¯)
(xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2)(e0, Bf (e0, w))
=
−
w∈J(s¯)
(α{s, t1, t2} + xs¯,t¯1 + xs¯,t¯2 + xs¯,s¯ + xs¯,s¯+t¯1+t¯2)(e0, Bf (e0, w))
= (0, 0).
Using b(s, s) = (0, 0) of (b1), we have the addition formula
b(s, t1)+ b(s, t2) = b(s, s+ t1 + t2 + α{s, t1, t2}e0).
Thus, we have (b5). By (i) of Lemma 3, we have b(w,w′) = (w + w′, Bf (w,w′)) for w,w′ ∈ {0, e0, . . . , ed}. Since
{(w + w′, Bf (w,w′)) | w,w′ ∈ {0, e0, . . . , ed}} is a basis of H ⊕ R, we have (b6).
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5. Buratti–Del Fra type dual hyperovals in PG(3d, 2)
Let d ≥ 3 and f a quadratic APN function from GF(2d) to GF(2d). By Corollary 9, using the expression of f as in (2) with
n replaced by d, we are able to assume that f is a quadratic function on GF(2m) for any GF(2m) ⊃ GF(2d). Hence, using the
expression of f as in (2) with n replaced by d, we are also able to assume that Bf (x, y) is bilinear on x and y in GF(2m) for any
GF(2m) ⊃ GF(2d). Note that, Bf (x, y) is expressed, for some ai,j ∈ GF(2d) for 0 ≤ i < j < d, as follows:
Bf (x, y) =
−
0≤i<j<d
ai,j(x2
i
y2
j + x2jy2i).
Lemma 16. Let l be an integer which is greater than the degree of the polynomial f (x) of (2) (with n replaced by d) in which
ai,j ≠ 0 for some pair (i, j) with 0 ≤ i < j < d. Let e0 be an element of GF(2dl) such that e0 is a generator of GF(2dl) over
GF(2d) as a field. Then, we have f (e0) ∉ GF(2d) and Bf (e0, t) ∉ GF(2d) for any non-zero element t in GF(2d).
Proof. According to the Galois theory, since e0 is a generator of GF(2dl) over GF(2d), the extension degree l of GF(2dl)
over GF(2d) is equal to the degree of the minimal polynomial of e0 with the coefficients in GF(2d). Now, assume that
f (e0) = s ∈ GF(2d). Then, we have a polynomial g(x) = f (x) + s over GF(2d) with g(e0) = 0, and the degree of g(x)
is equal to the degree of f (x), which contradicts our assumption that the degree l of the minimal polynomial of e0 is greater
than the degree of f (x).
Assume that we have Bf (e0, t) ∈ GF(2d) for some non-zero t in GF(2d). Then, for some s ∈ GF(2d), we have−
0≤i<j<d
ai,j(e2
i
0 t
2j + e2j0 t2
i
) = s.
Now, we have the following polynomial h(x) over GF(2d)with h(e0) = 0, and degree of h(x) less than the degree of f (x) of
(2) with n replaced by d:
h(x) :=
−
0≤i<j<d
ai,j(x2
i
t2
j + x2j t2i)+ s.
Thus we have a contradiction with our assumption on l. 
From now on, we fix the above e0 ∈ GF(2dl). We note that Bf (s, t) ∈ GF(2d) for s, t ∈ GF(2d), and Bf (e0, t) ∈ GF(2dl)
for t ∈ GF(2d). Let us fix a basis {e1, e2, . . . , ed} of GF(2d) over GF(2). Inside GF(2dl)⊕ GF(2dl), let us define U as the vector
space over GF(2) generated by
{(s+ t, Bf (s, t)) | s, t ∈ GF(2d)}.
LetW be a vector space over GF(2), inside GF(2dl)⊕ GF(2dl), generated by
{(e0, 0), (e0, Bf (e0, e1)), (e0, Bf (e0, e2)), . . . , (e0, Bf (e0, ed))}.
As we see in Example 14, {b(s, t) := (s + t, Bf (s, t)) | s, t ∈ GF(2d)} defines a Yoshiara’s APN dual hyperoval Sf . Since
we assume that f is a mapping from GF(2d) to GF(2d), we see that {Bf (s, t) | s, t ∈ GF(2d)} ⊂ GF(2d). Hence we see that
U ⊂ GF(2d)⊕ GF(2d). However, Yoshiara [10] proved that U = GF(2d)⊕ GF(2d) if d ≥ 3. Therefore, U is a 2d-dimensional
vector space over GF(2). By Lemma 16, (e0, 0), (e0, Bf (e0, e1)), (e0, Bf (e0, e2)), . . . , (e0, Bf (e0, ed)) are linearly independent
over GF(2). HenceW is a (d+ 1)-dimensional vector space over GF(2).
Corollary 17. U ∩W = {(0, 0)}.
Proof. Since Bf (e0, t) =∑ Bf (e0, eil) for t =∑ eil ∈ GF(2d), and since (e0, 0) ∈ W , every element ofW can be expressed as
(e0, Bf (e0, t)) or (0, Bf (e0, t)) for some t ∈ GF(2d). We note that e0 ∉ GF(2d), and Bf (e0, t) ∉ GF(2d) if t ≠ 0 by Lemma 16.
On the other hand, any element of U has an expression as (s + t, Bf (s, t)) with s + t ∈ GF(2d) and Bf (s, t) ∈ GF(2d).
Therefore, we have U ∩W = {(0, 0)}. 
Let us define H ⊂ GF(2dl) as a vector space over GF(2) generated by GF(2d) and e0. From now on, using the expression
of f as in (2) with n replaced by d, we assume that f is a quadratic function on H ⊂ GF(2dl) as in Corollary 9.
Corollary 18. f is an APN function on H.
Proof. We have to prove that, for any non-zero a ∈ H , the cardinality |{x ∈ H | f (x + a) + f (x) = b}| = 2 for any
b ∈ {f (x + a) + f (x) | x ∈ H}. We recall that f (x + a) + f (x) = Bf (x, a) + f (a) + f (0). Hence, we have to prove that, for
any non-zero a ∈ H , the cardinality |{x ∈ H | Bf (x, a) = c}| = 2 for any c ∈ {Bf (x, a) | x ∈ H}. We note that, if Bf (x, a) = c ,
then Bf (x+ a, a) = c. Hence, we have the cardinality |{x ∈ H | Bf (x, a) = c}| ≥ 2.
[Case (1)] We assume that a ∉ GF(2d).
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Then, since a ∈ H = ⟨GF(2d), e0⟩, we have a = a0 + e0 for some a0 ∈ GF(2d). We assume |{x ∈ H | Bf (x, a) = c}| ≥ 3.
Then, if we replace x+ a by x or y+ a by y if necessary, we may assume that, there exist x and y in GF(2d)with x ≠ y such
that Bf (x, a) = Bf (y, a). Then, since Bf (x+ y, a0 + e0) = 0, we have Bf (x+ y, a0) = Bf (x+ y, e0). Since x+ y is a non-zero
element of GF(2d), we have Bf (x + y, e0) ∉ GF(2d) by Lemma 16. On the other hand, we have Bf (x + y, a0) ∈ GF(2d). A
contradiction.
[Case (2)] We assume that a ∈ GF(2d) \ {0}.
We first note that, for x, y ∈ GF(2d), we have Bf (x, a) ≠ Bf (y + e0, a). In fact, if Bf (x, a) = Bf (y + e0, a) for some
x, y ∈ GF(2d), then we have Bf (x + y, a) = Bf (e0, a). Since a is a non-zero element of GF(2d), we have Bf (e0, a) ∉ GF(2d)
by Lemma 16. On the other hand, we have Bf (x + y, a) ∈ GF(2d). Thus we have a contradiction. Therefore, since |{x ∈ H |
Bf (x, a) = c}| ≥ 2, we may assume that there exist x and y in GF(2d) with x ≠ y such that Bf (x, a) = Bf (y, a) = c , or
Bf (x + e0, a) = Bf (y + e0, a) = c. We note that these two cases do not occur at the same time, by the same reason as
we mentioned above. We also note that we have Bf (x, a) = Bf (y, a) in case Bf (x + e0, a) = Bf (y + e0, a) = c . In each
case, since Bf (x + y, a) = 0 and since f is quadratic APN function on GF(2d), we must have y = x + a. Thus, we see that
|{x ∈ H | Bf (x, a) = c}| = 2. 
Now, we recall Eq. (3) of Section 3.
b(s, t) := (s+ t, Bf (s, t))+ xs¯,t¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯)
xw,s¯(e0, Bf (e0, w)).
Let us prove the conditions (b3) and (b4) for s, t ∈ H = ⟨GF(2d), e0⟩. We note that f is a quadratic APN function on H by
Corollary 9 and Corollary 18.
We recall that U ∩W = {(0, 0)} by Corollary 17. Hence we have U ⊕W ⊂ GF(2dl)⊕ GF(2dl).
Lemma 19. We have b(s, t) ∈ U ⊕W. Moreover, {b(s, t) | s, t ∈ H} generates U ⊕W as a vector space over GF(2).
Proof. Let s and t ∈ GF(2d). Thenwe easily see from the defining equation (3) that b(s, t) ∈ U⊕W , since (s+t, Bf (s, t)) ∈ U
and since (e0, Bf (e0, w)) ∈ W for any w ∈ {0, e1, . . . , ed}. We also see that b(s + e0, t) ∈ U ⊕W , using the bilinearity of
Bf (x, y) and the fact that s+ e0 = s¯, as follows:
b(s+ e0, t) = (s+ t, Bf (s, t))+ (e0, Bf (e0, t))+ xs¯,t¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯)
xw,s¯(e0, Bf (e0, w))
= (s+ t, Bf (s, t))+
−
w∈J(t¯)
(e0, Bf (e0, w))+ xs¯,t¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯)
xw,s¯(e0, Bf (e0, w)).
Using the samemethod, we see that b(s, t + e0) ∈ U ⊕W and b(s+ e0, t + e0) ∈ U ⊕W . Thus, we see that b(s, t) ∈ U ⊕W
for s, t ∈ H .
By the expression (3) of b(s, t) and (i) of Lemma 3, we have b(w1, w2) = (w1 + w2, Bf (w1, w2)) for any w1, w2 ∈
{0, e1, . . . , ed}. Hence {b(0, w) + b(e0, w) = (e0, Bf (e0, w)) | w ∈ {0, e1, . . . , ed}} generates W . On the other hand,
{(s + t, Bf (s, t)) | s, t ∈ GF(2d)} generates U = GF(2d) ⊕ GF(2d) if d ≥ 3 by Yoshiara [10]. Therefore, we see that
{b(s, t) | s, t ∈ H} generates U ⊕W . 
Now, we consider the projection π : U ⊕W → U . Let us define b¯(s, t) := (s+ t, Bf (s, t)) ∈ U for any s, t ∈ GF(2d). We
recall the definition of x¯ ∈ V = GF(2d) for any x ∈ H given in Section 2. Then we easily see that π(b(s, t)) = b¯(s¯, t¯) for any
s, t ∈ H . (By the expression of (3), since Bf is bilinear on H = ⟨GF(2d), e0⟩, we see that π(b(s, t)) = π((s + t, Bf (s, t))) =
(s¯+ t¯, Bf (s¯, t¯)) = b¯(s¯, t¯).) Thus we have
π : U ⊕W ∋ b(s, t) → b¯(s¯, t¯) ∈ U .
For s ∈ GF(2d), let us set X¯f (s) := {b¯(s, t) | t ∈ GF(2d) \ {s}} ⊂ U \ {(0, 0)}, and define
S¯f := {X¯f (s) | s ∈ GF(2d)}.
Then, by Example 14, S¯f is a (d− 1)-dimensional Yoshiara’s APN dual hyperoval in PG(2d− 1, 2) = GF(2d)⊕ GF(2d) \
{(0, 0)}with the quadratic APN function f on GF(2d). Hence, we have (b3) b¯(s, t) ≠ (0, 0) if s ≠ t for s, t ∈ GF(2d), and (b4)
b¯(s, t) = b¯(s′, t ′) if and only if {s, t} = {s′, t ′} in case s ≠ t or s′ ≠ t ′ for s, t, s′, t ′ ∈ GF(2d) for the dual hyperoval S¯f .
Proof of (b3). Let s, t ∈ H with s ≠ t . If b¯(s¯, t¯) ≠ (0, 0), then, sinceπ(b(s, t)) ≠ (0, 0), we have b(s, t) ≠ (0, 0).We assume
b¯(s¯, t¯) = (0, 0). Then we have s¯ = t¯ by (b3) since S¯f is a dual hyperoval. Since s ≠ t by assumption, we have s = s¯+ e0 and
t = s¯, or s = s¯ and t = s¯+ e0. If s = s¯+ e0 and t = s¯, then, using (ii) of Lemma 3, we have
b(s¯+ e0, s¯) = ((s¯+ e0)+ s¯, Bf (s¯+ e0, s¯))+ xs¯,s¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(s¯)
xw,s¯(e0, Bf (e0, w))
= (e0, Bf (e0, s¯)) ≠ (0, 0).
If s = s¯ and t = s¯+ e0, since b(s¯, s¯+ e0) = b(s¯+ e0, s¯) by (b2) proved in Section 4, we also have b(s¯, s¯+ e0) ≠ (0, 0). 
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Proof of (b4). Let b(s, t) = b(s′, t ′) for some s, t, s′, t ′ ∈ H with s ≠ t and s′ ≠ t ′. Then we have π(b(s, t)) = π(b(s′, t ′)),
that is, b¯(s¯, t¯) = b¯(s¯′, t¯ ′). Then we have s¯ = t¯ and s¯′ = t¯ ′ by (b1) and (b3), or {s¯, t¯} = {s¯′, t¯ ′} with s¯ ≠ t¯ and s¯′ ≠ t¯ ′ by (b4)
since S¯f is a dual hyperoval.
If s¯ = t¯ and s¯′ = t¯ ′, then, as in the Proof of (b3), we have b(s, t) = (e0, Bf (e0, s¯)) and b(s′, t ′) = (e0, Bf (e0, s¯′)). Since
b(s, t) = b(s′, t ′) by assumption, we have Bf (e0, s¯) = Bf (e0, s¯′), hence s¯ = s¯′ by Lemma 16. Since s ≠ t and s′ ≠ t ′ by
assumption, we have {s, t} = {s′, t ′} = {s¯, s¯+ e0} in this case.
If {s¯, t¯} = {s¯′, t¯ ′} with s¯ ≠ t¯ and s¯′ ≠ t¯ ′, we may assume that s¯ = s¯′ and t¯ = t¯ ′. Now, assume that {s, t} ≠ {s′, t ′}. Then
we have (s′, t ′) = (s+ e0, t), (s, t + e0) or (s+ e0, t + e0). Firstly, if (s′, t ′) = (s+ e0, t), since
b(s′, t ′) = b(s+ e0, t) = (s+ t, Bf (s, t))+ (e0, Bf (e0, t))+ xs¯,t¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯)
xw,s¯(e0, Bf (e0, w))
= b(s, t)+ (e0, Bf (e0, t¯)),
we have b(s′, t ′) = b(s, t) + (e0, Bf (e0, t¯)). Thus we have b(s′, t ′) ≠ b(s, t), which contradicts our assumption. Secondly,
assume that (s′, t ′) = (s, t + e0). Then, by the same way, we have b(s′, t ′) = b(s, t) + (e0, Bf (e0, s¯)). Hence we have
b(s′, t ′) ≠ b(s, t), which is a contradiction. Lastly, assume that (s′, t ′) = (s + e0, t + e0). Then, we have b(s′, t ′) =
b(s, t)+(e0, Bf (e0, s¯+ t¯)), as above. Since s¯ ≠ t¯ by our assumption, we have Bf (e0, s¯+ t¯) ≠ 0. Thuswe have b(s′, t ′) ≠ b(s, t)
in this case, which is a contradiction with our assumption. As a consequence, we also have {s, t} = {s′, t ′} in this case. 
Since b(s, t) for s and t ∈ H satisfies (b1), (b2), (b5) and (b6) by Section 4, we see that b(s, t) for s and t ∈ H satisfies
the conditions (b1)–(b6). Hence we have a d-dimensional dual hyperoval of Buratti–Del Fra type Df for a quadratic APN
function f on GF(2d) in PG(U ⊕ W ) = PG(3d, 2). We call the (d − 1)-dimensional Yoshiara’s APN dual hyperoval S¯f in
PG(2d− 1, 2) = GF(2d)⊕ GF(2d) \ {(0, 0)} = U \ {(0, 0)}, by the Yoshiara APN dual hyperoval corresponding to Df .
6. Isomorphism problem on Buratti–Del Fra type dual hyperovals in PG(3d, 2)
Let f and g be quadratic APN functions from GF(2d) to GF(2d). As in the previous section, we choose integers l and l′ and
find e0 ∈ GF(2dl) for f , and e′0 ∈ GF(2dl′) for g , which satisfies the conditions as in Lemma 16. We fix the basis e1, . . . , ed
of GF(2d) for f , and the basis e′1, . . . , e
′
d of GF(2
d) for g . Then, as in the previous section, we are able to regard that f is a
quadratic APN function on H := ⟨GF(2d), e0⟩, and that g is a quadratic APN function on H ′ := ⟨GF(2d), e′0⟩. Let Wf be a
vector space over GF(2), in GF(2dl)⊕ GF(2dl), generated by
{(e0, 0), (e0, Bf (e0, e1)), (e0, Bf (e0, e2)), . . . , (e0, Bf (e0, ed))},
andWg a vector space over GF(2), in GF(2dl
′
)⊕ GF(2dl′), generated by
{(e′0, 0), (e′0, Bg(e′0, e′1)), (e′0, Bg(e′0, e′2)), . . . , (e′0, Bg(e′0, e′d))}.
Let Df be a Buratti–Del Fra type dual hyperoval in PG(3d, 2) = PG(U ⊕Wf ) for a quadratic APN function f on H , and Dg a
Buratti–Del Fra type dual hyperoval in PG(3d, 2) = PG(U ⊕Wg) for a quadratic APN function g on H ′, as we constructed in
the previous section.
We recall the definitions more precisely. For each of the cases that s, t ∈ H or s, t ∈ H ′, we have s¯, t¯ ∈ GF(2d). Hence we
are able to define
xs¯,t¯ = ξ(s¯+ t¯)+
−
w∈J(t¯)
ξ(s¯+ w)
for s, t ∈ H or s, t ∈ H ′, where ξ : GF(2d) → GF(2) is the characteristic function of GF(2d) \ {0} in GF(2d). For s, t ∈ H ,
using the bilinear form Bf (s, t) = f (s+ t)+ f (s)+ f (t)+ f (0), we define in GF(2dl)⊕ GF(2dl)
bf (s, t) := (s+ t, Bf (s, t))+ xs¯,t¯
−
w∈J(s¯)
(e0, Bf (e0, w))+
−
w∈J(t¯)
xw,s¯(e0, Bf (e0, w)).
For s, t ∈ H ′, using Bg(s, t) = g(s+ t)+ g(s)+ g(t)+ g(0), we also define in GF(2dl′)⊕ GF(2dl′)
bg(s, t) := (s+ t, Bg(s, t))+ xs¯,t¯
−
w∈J(s¯)
(e′0, Bg(e
′
0, w))+
−
w∈J(t¯)
xw,s¯(e′0, Bg(e
′
0, w)).
For t ∈ H , let Xf (t) := {bf (s, t) | s ∈ H \ {t}}, and let Xg(t) := {bg(s, t) | s ∈ H ′ \ {t}} for t ∈ H ′. Then, Xf (t), for t ∈ H , is
a d-dimensional subspace in PG(3d, 2) = PG(U ⊕Wf ), and Xg(t) is a d-dimensional subspace in PG(3d, 2) = PG(U ⊕Wg)
for t ∈ H ′. Moreover, we have the dual hyperoval of Buratti–Del Fra type Df := {Xf (t) | t ∈ H} and Dg := {Xg(t) | t ∈ H ′}
as we saw in the previous section. We note that Xf (s)∩ Xf (t) = bf (s, t) for s, t ∈ H with s ≠ t , and Xg(s)∩ Xg(t) = bg(s, t)
for s, t ∈ H ′ with s ≠ t . For s, t1 and t2 ∈ H , we have the addition formula
bf (s, t1)+ bf (s, t2) = bf (s, s+ t1 + t2 + α{s, t1, t2}e0),
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and, for s, t1, t2 ∈ H ′, we also have the addition formula
bg(s, t1)+ bg(s, t2) = bg(s, s+ t1 + t2 + α{s, t1, t2}e′0),
where, in each case, α{s, t1, t2} is defined by α{s, t1, t2} := ξ(s¯+ t¯1)+ ξ(t¯1 + t¯2)+ ξ(t¯2 + s¯) ∈ GF(2).
We need the following lemma, which is proved in the same way as the proof of Proposition 10 of [3].
Lemma 20. Let ρ be a one-to-one mapping from H to H ′ such that, for distinct s, t1 and t2 in H,
ρ(s+ t1 + t2 + α{s, t1, t2}e0) = ρ(s)+ ρ(t1)+ ρ(t2)+ α{ρ(s), ρ(t1), ρ(t2)}e′0.
Then we have ρ(x) = A(x)+ h, where A is a one-to-one linear mapping from H to H ′ with A(e0) = e′0 and h ∈ H ′.
Note 1. Let S1(3, 4, 2d+1) be a Steiner quadruple system with points in H and the set of blocks B1 := {B} with B =
{s, t1, t2, s + t1 + t2 + α{s, t1, t2}e0} for distinct s, t1 and t2 in H . Let S2(3, 4, 2d+1) be a Steiner quadruple system with
points in H ′ and the set of blocks B2 := {B} with B = {s, t1, t2, s + t1 + t2 + α{s, t1, t2}e′0} for distinct s, t1 and t2 in H ′.
Then, Lemma 20 says that, if ρ induces an isomorphism from S1 to S2 as Steiner quadruple systems, then ρ is expressed as
ρ(x) = A(x)+ h, where A is a linear mapping from H to H ′ with A(e0) = e′0 and h ∈ H ′.
Proof. In Proposition 10 of [3], Del Fra and Yoshiara proved that any automorphism ρ ′ of the Steiner system S1 in Note 1
above is expressed as ρ ′(x) = A′(x) + h′ for x ∈ H , where A′ is a one-to-one linear mapping from H to H ′ with
A′(e0) = e0 and h′ ∈ H . This means, if the one-to-one mapping ρ ′ from H to H satisfies ρ ′(s + t1 + t2 + α{s, t1, t2}e0) =
ρ ′(s)+ ρ ′(t1)+ ρ ′(t2)+ α{ρ ′(s), ρ ′(t1), ρ ′(t2)}e0 for distinct s, t1 and t2 in H , then ρ ′ is expressed as ρ ′(x) = A′(x)+ h′ for
x ∈ H , where A′ and h′ are as above.
Let B is a bijective linear mapping from H to H ′ with B(e0) = e′0. Let us define ρ ′(x) := B−1(ρ(x)) for x ∈ H . We
note that, for x ∈ H ′, B−1(x) = 0 if and only if x¯ = 0. Indeed, if B−1(x) = 0, then B−1(x) = 0 or B−1(x) = e0, hence
x = 0 or x = e′0, that is x¯ = 0. The converse is clear. This means that ξ(B−1(x)) = ξ(x¯) for any x ∈ H ′. Hence we have
ξ(ρ ′(x) + ρ ′(y)) = ξ(B−1(ρ(x)) + B−1(ρ(y))) = ξ(B−1(ρ(x)+ ρ(y))) = ξ(ρ(x)+ ρ(y)) = ξ(ρ(x) + ρ(y)) for any
x, y ∈ H . Therefore, we see that α{ρ ′(s), ρ ′(t1), ρ ′(t2)} = α{ρ(s), ρ(t1), ρ(t2)}, by definition of α.
Since B is linear with B(e0) = e′0, ρ ′ satisfies ρ ′(s + t1 + t2 + α{s, t1, t2}e0) = ρ ′(s) + ρ ′(t1) + ρ ′(t2) +
α{ρ ′(s), ρ ′(t1), ρ ′(t2)}e0 for distinct s, t1 and t2 inH . Hencewehaveρ ′(x) = A′(x)+h′ for x ∈ H by the proof of Proposition 10
of [3], where A′ is one-to-one linear mapping with A′(e0) = e0 and h′ ∈ H . Let us set A(x) := B(A′(x)) for x ∈ H ,
and h := B(h′). Then A is a one-to-one linear mapping from H to H ′ with A(e0) = e′0 and h ∈ H ′. Moreover, we have
ρ(x) = A(x)+ h for x ∈ H . 
In the remainder of this section, we prove the following theorem.
Theorem 21. If Df is isomorphic to Dg , then f and g are extended affine equivalent functions on GF(2d).
We will prove the following proposition. Then, by Proposition 13, we have the Theorem 21.
Proposition 22. If Df and Dg are isomorphic, then the corresponding Yoshiara’s APN dual hyperovals S¯f and S¯g are isomorphic.
Proof. Weassume that a linearmappingΦ : PG(U⊕Wf )→ PG(U⊕Wg) induces an isomorphism fromDf = {Xf (t) | t ∈ H}
toDg = {Xg(t) | t ∈ H ′}. Then, sinceΦ induces a one-to-onemapping of d-subspaces from {Xf (t) | t ∈ H} to {Xg(t) | t ∈ H ′},
there exists a one-to-one mapping ρ from H to H ′ such thatΦ(Xf (t)) = Xg(ρ(t)).
Then, for s, t ∈ H with s ≠ t , since Φ(Xf (s)) = Xg(ρ(s)) and Φ(Xf (t)) = Xg(ρ(t)), we have Φ(Xf (s) ∩ Xf (t)) =
Xg(ρ(s)) ∩ Xg(ρ(t)). Hence we have
Φ(bf (s, t)) = bg(ρ(s), ρ(t)).
SinceΦ is a linear mapping, for distinct s, t1 and t2 ∈ H , we haveΦ(bf (s, t1)+bf (s, t2)) = bg(ρ(s), ρ(t1))+bg(ρ(s), ρ(t2)).
Then, by the addition formulae, we have
Φ(bf (s, s+ t1 + t2 + α{s, t1, t2}e0)) = bg(ρ(s), ρ(s)+ ρ(t1)+ ρ(t2)+ α{ρ(s), ρ(t1), ρ(t2)}e′0).
Therefore, we see that Φ sends the point Xf (s) ∩ Xf (s + t1 + t2 + α{s, t1, t2}e0) to the point Xg(ρ(s)) ∩ Xg(ρ(s) + ρ(t1) +
ρ(t2)+α{ρ(s), ρ(t1), ρ(t2)}e′0). Since we haveΦ(Xf (s)) = Xg(ρ(s)), wemust have from the definitions (1) and (2) of a dual
hyperoval that
Φ(Xf (s+ t1 + t2 + α{s, t1, t2}e0)) = Xg(ρ(s)+ ρ(t1)+ ρ(t2)+ α{ρ(s), ρ(t1), ρ(t2)}e′0).
Hence, for any distinct s, t1 and t2 ∈ H , we have
ρ(s+ t1 + t2 + α{s, t1, t2}e0) = ρ(s)+ ρ(t1)+ ρ(t2)+ α{ρ(s), ρ(t1), ρ(t2)}e′0.
Now, by Lemma 20, we have ρ(x) = A(x) + h for x ∈ H where A is a linear mapping from H to H ′ with A(e0) = e′0 and
h ∈ H ′.
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Recall the expression bg(s, t) = (s + t, Bg(s, t)) + · · ·. Here, we denote by · · · a sum of (e′0, Bg(e′0, w′))’s for some
w′ ∈ {0, e′1, . . . , e′d}. Using the expression of
(e0, Bf (e0, w)) = (w, Bf (0, w))+ (e0 + w, Bf (e0, w)) = bf (0, w)+ bf (e0, w)
for w ∈ {0, e1, . . . , ed}, and using the expression of ρ(x) = A(x)+ h for x ∈ H with A(e0) = e′0 (hence ρ(e0) = e′0 + h), we
have
Φ((e0, Bf (e0, w))) = Φ(bf (0, w))+ Φ(bf (e0, w))
= bg(ρ(0), ρ(w))+ bg(ρ(e0), ρ(w))
= bg(h, A(w)+ h)+ bg(e′0 + h, A(w)+ h)
= (h+ (A(w)+ h), Bg(h, A(w)+ h))+ · · ·
+ ((e′0 + h)+ (A(w)+ h), Bg(e′0 + h, A(w)+ h))+ · · ·
= (e′0, Bg(e′0, A(w)+ h))+ · · ·
=
−
w∈J(A(w)+h)
(e′0, Bg(e
′
0, w))+ · · · .
Thus, we see thatΦ(Wf ) ⊂ Wg . Therefore, we have the induced mapping
Φ¯ : (U ⊕Wf )/Wf → (U ⊕Wg)/Wg .
Since Φ¯(π(x, y)) = π(Φ(x, y)) for (x, y) ∈ U ⊕ Wf , we have Φ¯(b¯f (s¯, t¯)) = Φ¯(π(bf (s, t))) = π(Φ(bf (s, t))) =
π(bg(ρ(s), ρ(t))) = b¯g(ρ(s), ρ(t)), for s, t ∈ H , hence we have
Φ¯(b¯f (s¯, t¯)) = b¯g(A(s)+ h, A(t)+ h).
We note that A(x)+ h = A(x¯)+ h. Indeed, if x ≠ x¯, that is, if x = x¯+ e0, then, since A is a linear mapping with A(e0) = e′0,
we have A(x)+ h = A(x¯)+ e′0 + h, hence we have A(x)+ h = A(x¯)+ h. Therefore, for s, t ∈ H , we have
Φ¯(b¯f (s¯, t¯)) = b¯g(A(s¯)+ h, A(t¯)+ h) = b¯g(ρ(s¯), ρ(t¯)).
In this equation, we recall that s¯, t¯ ∈ GF(2d). Now, we note that
ρ¯ : GF(2d) ∋ x → ρ(x) = A(x)+ h ∈ GF(2d)
is a one-to-onemapping. In fact, ifρ(x1) = ρ(x2) for x1, x2 ∈ GF(2d), then A(x1)+h = A(x2)+h or A(x1)+h = A(x2)+h+e′0,
hence A(x1+ x2) = 0 or A(x1+ x2) = e′0, therefore x1 = x2 or x1 = x2+ e0. However, since x1 and x2 are elements of GF(2d),
we must have x1 = x2. Therefore, we see that
Φ¯ : b¯f (s¯, t¯) → b¯g(ρ(s¯), ρ(t¯))
is a one-to-one mapping from {b¯f (x, y) | x, y ∈ GF(2d)}, which defines the corresponding Yoshiara’s APN dual hyperoval
S¯f , to {b¯g(ρ(x), ρ(y)) | x, y ∈ GF(2d)} = {b¯g(x, y) | x, y ∈ GF(2d)}, which also defines the corresponding Yoshiara’s APN
dual hyperoval S¯g . Moreover, we also see that Φ¯ is a one-to-one mapping from X¯f (s) := {b¯f (s, x) | x ∈ GF(2d) \ {s}} to
X¯g(ρ(s)) := {b¯g(ρ(s), y) | y ∈ GF(2d) \ {ρ(s)}} for any s ∈ GF(2d). Hence we conclude that Φ¯ induces an isomorphism of
the corresponding Yoshiara’s APN dual hyperovals S¯f and S¯g . 
Since S¯f is isomorphic to S¯g by Proposition 22 above, we conclude that f and g are extended affine equivalent functions on
GF(2d) by Proposition 13. Thus, we have proved Theorem 21.
It is easy to see, by the expressions of b(s, t) in Example 15 and a(s, t) in Example 2, that the Buratti–Del Fra type dual
hyperovals are covered by the Buratti–Del Fra’s dual hyperoval in PG(d(d+ 3)/2, 2). We note that the Buratti–Del Fra type
dual hyperovals in PG(3d, 2) are not isomorphic to any Yoshiara’s APN dual hyperovals of Example 14, since the addition
formulae are different.
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