The project
Historically, complex climate models (that is, combined atmosphereocean global circulation models) have run only on supercomputers. Recently, however, the increase in speed and memory of the typical home or business PC has opened up the possibility of undertaking serious modeling projects on such equipment. Projects such as SETI@home, 2 fightaidsathome, and Cure Cancer have demonstrated the principles and techniques of distributed computing, which provides a mechanism for researchers to tap into the unused resource of millions of home and business PCs. These projects tend to require small, frequent downloads of data that an analysis procedure on the participant's machine (or client) tests. The analysis then returns a result of the form "match" or "no match." Task units typically take a few hours to process, so there is no need for a long-term commitment from the participants, who are not themselves actively involved in the experiment.
The climateprediction.com project takes the distributed computing paradigm a step further by inviting participants to download a full-scale climate model and run it locally to simulate 100 years of the Earth's climate, from 1950 to 2050. Each participant carries out a unique simulation, which is then combined with other participants' simulations to form an ensemble climate forecast. Because each machine has the complete model, each participant's simulation is independent-there is little need for network data transfer during the run. This is in contrast to the parallelized version of such models, typically run on massively parallel processor (MPP) machines or Beowulf clusters, where high-speed processor connectivity is crucial.
The 100-year simulation takes roughly three months on a 1.4-GHz machine, using approximately 55 Mbytes of memory. Allowing for less than 100 percent CPU availability and for slower and faster machines, we estimate that participants will need to stay with the project for three to eight months. Those with slower machines might be allocated shorter runs within the experimental design.
It is a major and continuing task to bring together the various aspects of this project, from climate modeling under the Windows operating system, to server distribution and database management, to simulation visualization, to visualization and analysis of the whole ensemble. However, we are currently testing an initial version of the project, and the first public release is planned for later this year.
Experimental justification and design
The Inter-Governmental Panel on Climate Change (IPCC) published its Third Assessment Report in 2001, 3 which assessed the currently available scientific information on climate change. One of the areas it highlighted for priority action was the improvement of "methods to quantify uncertainties of climate projections and scenarios, including long-term ensemble simulations using complex models." 3 This is the main scientific goal of the climateprediction.com project.
Worldwide, only a handful of complex climate models exist, but over the last 10 years, they have developed to a state where they can simulate certain aspects of observed climate change over the last century with remarkable accuracy (see Figure 1) . Having demonstrated their ability to simulate past changes, these models can be used to make projections of future climate changes under various scenarios for greenhouse gas emissions (see Figure 2 ). For a tiny moment in time, America loved its smart children. In that window that Sputnik opened for me, I had physics at an observatory, including an extra hour a day building radios and the like; a chemistry class with dangerous chemicals; English with Dickens, Hugo, Dostoyevsky, and serious writing; and a mathematics class that did the normal stuff in six weeks and went on to series and groups and calculus at UC Berkeley. All of that in a public school in Oakland, California. How impossible that seems now.
DISTRIBUTED COMPUTING FOR PUBLIC-INTEREST CLIMATE MODELING RESEARCH
It was glorious and crazy. I couldn't write like Cheryl, who wrote a novel that Mr. Tranchina said the rest of us could not read because it was too "adult;" my lab partner blew up our radio every time I turned my back on her, cutting short my physics career; and when I came in late and could not find any one-molar acid and zinc plate, I naively used 16-molar acid and zinc powder, ending my chemistry career and the lab ceiling.
Biology was out, too. The biology teacher thought that these IQ tests were accurate down to the last digit. He divided your test score by your IQ to "make it fair." He ate odd sea-creature things to make us sick. He noticed this girl and I had the exact same IQ scores, so he suggested I ask her out. Today is our 36th wedding anniversary. The teacher ended up in an asylum.
The other sciences ruled out, I said I wanted to be a mathematician. On Career Day, they sent me to the Frieden Calculator Company, where they told me that they didn't have any mathematicians and their one engineer was out that day. They couldn't think of any business that needed a mathematician. I decided I would teach high school.
Forty years later, I grow old. I often forget to unroll my trousers after riding my bike. I'm starting to plan for retirement, although that is some years away yet. (Part of that planning was making sure that the question, "What if you get hit by a truck?" now has a satisfactory answer: "David Beazley.") Thinking that maybe it was time to give back some of what I was given, I looked into high school teaching.
Wrong, sit down. I'm not qualified. It turns out that even if I took the education courses to compensate for the seven years of bad training I got teaching college, I am not qualified to teach your kid computer science. I never had 18 units of it. I'm 18 short. I guess I'll have to wait until some terrorist orbits a satellite.
Meantime, maybe I can write a better novel than Cheryl. How about that title that Tom Lehrer once suggested, Tropic of Calculus? While I do that, take this month's article to your local high school teacher and give those smart kids our love.
There is, however, reason to believe that the models currently available are not the only complex climate models that we could devise consistent with the current observational record. 4 Other models could give quite different projections of future climate change. Thus, there are no objective uncertainty limits on the current projections. This is of great importance because although observations make it clear that anthropogenic greenhouse gas emissions affect the Earth's climate, 3 politicians and policy makers need estimates of uncertainty to help plan and justify action or inaction.
Devising a whole set of climate models is possible because such models have parameterized representations of many of the physical processes important in the climate system. These include cloud and precipitation processes, aspects of the hydrological cycle, and small-scale turbulent fluid mechanical processes in both the atmosphere and ocean. Many of the parameter values used are poorly determined, and there are several different ways of parameterizing the same process. By changing the values of parameters within their uncertainty limits or by changing the parameterizations themselves, we can create a large ensemble of different climate models. This is often referred to as a perturbed physics ensemble. There are objective methods available to compare the simulation results with observations and reject any unrealistic models. We can then analyze the remaining ensemble of models to assess whether it covers the range of behavior consistent with the observations. Subsequently, the realistic model versions can be used to simulate the future under various emission scenarios. The spread of these simulations gives an objective quantification of the uncertainty in the projections they make. In other words, we can use the combined ensemble to make a climate prediction.
Unfortunately, there are hundreds of uncertain parameters within such models and because they potentially interact nonlinearly, there are many millions of possible combinations. Furthermore, to accurately compare simulations with observations, we must repeat each perturbed physics simulation with several different sets of initial conditions. However, it could be that many parameters will not be independent, and intelligent sampling of parameter space should help reduce the number of runs necessary. Nevertheless, analysis of this system will still require 1 to 2 million independent simulations, which is far beyond the scope of the supercomputer facilities currently available.
We propose to approach the problem by a series of separate experiments 5 This is one of the world's major complex climate models, developed over more than a decade by a large team of researchers. It consists of over 500,000 lines of Fortran and is designed to run on either a single processor or in MPP mode on supercomputers or clusters.
S C I E N T I F I C P R O G R A M M I N G
Demonstration and initial releases will use a version of the model where a climate resolution atmosphere (3.75°× 2.5°) is coupled to a single-layer thermodynamic "slab" ocean. 6 This setup has the benefit that it reaches a steady state quickly and can thus help evaluate climate sensitivity to doubling CO 2 levels with only 45 years of simulation. An initial 15-year run deduces the heat flux between the atmosphere and the ocean, which is necessary to keep the system stable and consistent with sea-surface temperature observations. This is followed by two 15-year runs with standard and doubled levels of CO 2 (see Figure 3) . The results from these experiments will be valuable in themselves and will also be needed in the main experiment.
The main experiment consists of a 100-year simulation that uses a version of the model with the same atmosphere coupled to a full dynamic ocean. It will use two ocean resolutions: 1.25°× 1.25°and 3.75°× 2.5°. 7, 8 The version with the higher resolution ocean runs at approximately half the speed and requires roughly twice the memory (110 Mbytes)-it is only suitable for relatively high-specification machines. The variation of ocean resolution can itself be treated as another parameter variation in the context of this work.
Participants will first run a 50-year simulation of the 1950 to 2000 period. The client software will automatically compare the simulation's results with observations of variables such as surface temperature, and the returned results will include a quality-of-fit weighting. Those versions with the closest fit to, and spanning the behavior constrained by, observations will be redistributed to simulate the 2000 to 2050 period. Each participant will have a unique version of the model thanks to the combination of perturbed physics, initial condition variations, and scenarios for past and future greenhouse gas levels (see Figure 4) . The result will enable an objective analysis of uncertainty for climate projections to 2050 for a range of future emission scenarios. The data from such a large ensemble will also facilitate several other research projects on topics including uncertainty analysis of regional climate change, climate feedbacks, and climate process studies.
Project software design
We initially plan to distribute the bulk of the participant software package from a server over the Internet, but in the medium term, we hope to also make it available through magazine cover CDs. The package will be compressed, of course, and provide a basic installation facility. After installation, the client is run and goes through the following procedures:
1. It gathers the participant's details and contacts a server to register both the individual and the machines he or she is making available. 2. It downloads from the server a small control file (Fortran namelist), which defines the unique aspects of the individual's simulation. 3. It sets the experiment running as a lowest priority process. 4. When the experiment is complete, it uploads a subset of the results back to the server.
During the project's current demonstration phase, we're doing the registration and control file download entirely through Web pages, but we will automate this before public release. In the medium term, the client software will return results while the simulation is still running, but this is not an important issue for the initial release, in which most of the important data is generated toward the end of the simulations.
We hope that the distribution of participants will reflect the global nature of the scientific issue being studied. If so, we will need a series of servers around the world, each one able to distribute the software package, take registrations, distribute unique control files, and take and store returned data. This requires managing a globally distributed database of participants, simulations, and data. It also raises a series of issues regarding the analysis of distributed data sets. There are substantial overlaps here with problems that other Grid and Datagrid projects are addressing. 9 We designed the software package to include several distinct subpackages, as Figure 5 shows. Specifically, it includes the • Client, which manages the user interaction • Participant's simulation, which includes the climate model and experiment control and the resulting data's post-processing and initial analysis • Uploader, which contacts a server and returns results • Visualization, which lets participants view their simulation's progress as it develops
We designed the package in a modular fashion to simplify upgrades of separate sections without requiring large downloads. In particular, the visualization is likely to go through a series of different versions as it is expanded to include extra functionality. Because the visualization is not fundamental to running the experiment, it is not part of the basic download but will be made available separately. As a result, the initial download has been kept under 5 Mbytes.
The fundamental difficulty in developing a suitable package has been the breadth and depth of computational expertise required to design and produce simply installable software suitable for running on a range of Windows operating systems with a variety of different setups. The model itself is written in Fortran, the client and uploader in visual C++, the visualization in a specialized visualization language, the uploader uses HTTP to contact the server (which itself requires HTML and Perl to manage the downloads and archiving), and SQL for database control.
Client and model implementation
The Unified Model is designed for implementation on several singleprocessor and MPP systems running Unix operating systems. It comes with a Tcl/Tk user interface and is extremely flexible in its design, allowing major choices such as whether to include an ocean, an atmosphere, a stratosphere, resolution variations, regional area versions, and so on. The biggest barrier to new implementations is the need to find a suitable compiler that can cope with the code's oddities-much of it was originally developed with Fortran 77, sometimes using nonstandard features specific to a particular compiler. The user interface's flexibility is not needed for climateprediction.com because participants won't need to modify their climate model setup. However, we do exploit the flexible design to give us only one executable for the many different model setups.
We have developed a standalone, distributable version of the Linux model to carry out initial tests and ongoing work. The Windows model is based on this Linux version but compiled for Windows using the Compaq Visual Fortran compiler. Under Linux, the control of the experiment-post processing of results, file format conversions, and so on-is done with basic shell scripting; under Windows, we are using Visual C++.
We wrote the client, which carries out most of the user and system interaction, in Visual C++ because it is the language of preference for Windows programmers and simplifies much of the code by including Microsoft Foundation Classes.
A major task was the development of a system to enable the separate visualization executable to access the fields from the model as it is running. We achieved this by having the client set aside an area of "shared" memory that both the model and visualization packages could access.
Servers
One central server will initially manage the ensemble of climate models and the data generated. As the participant base for the project grows and becomes more geographically distributed, we'll need a network of servers. Their primary functions will be The server implementation is based on a standard Web server and a mySQL database. All communication between the client on the participant's PC and the server will be via standard HTTP. An important concern is the maintenance of the experiment's integrity, so the server will make careful checks on uploaded files to ensure that each participant returns appropriate data from the run assigned to him or her.
The client will always initiate its communication with the server. This will help maintain security on the participant's computer. Although the client will receive incoming data, it will only be sent when requested and in a specific form. At all other times, the client is deaf and will not accept any incoming data.
Our ongoing work addresses a series of issues including file compression, experiment security, and automatic production of summary analyses and statistics to include on the Web site. Other distributed computing projects have reported substantial interest in the com- petitive nature of participation, in terms of how much computing power an individual or team has contributed. In our case, this contribution can be expressed as days or years of simulation.
Data storage and analysis
Data storage and analysis will be a major challenge for the project, which could generate a petabyte of data if the participant level reaches the million or so hoped for. To cope with this volume of data, we need several layers of storage. At the top level, summary diagnostics will be available to everyone on a central server (or replicated over several regional servers). At an intermediate level, a set of climate model fields will be stored on distributed servers. At the bottom layer, for participants with sufficient spare disk space, data will be left on participants' computers.
The data held at the intermediate level on distributed file servers will be made available through thin clients based on those developed at the Program for Climate Model Diagnosis and Intercomparison at the Lawrence Livermore Laboratory as part of its plans for the Earth System Grid II. These clients will provide access to the results for analysis and visualization without having to know the data's details or where it is stored. One challenge is to develop effective metadata to describe and catalog the intermediate-level files, making data mining as efficient as possible.
Accessing data on the lowest layer, participants' PCs, raises many technical problems. The data set will be incomplete because different participants will choose to keep different amounts of data, and its availability will be intermittent because most participants are online only occasionally. The challenge of addressing these issues is large but potentially widely beneficial. Obviously, no essential data will be held at this lowest level, but the data that is held will be useful in further detailed analysis.
Visualization and education
To maintain participant interest, it will be crucial to provide facilities that keep them actively involved in the experiment. To this end, a visualization package will be available with which users can view their simulation's progress on a timestep-by-timestep basis (1 timestep = 30 simulated minutes). Various options will be available including 3D displays (see Figure 6 ), zooming in on areas of interest, animations of recent fields, graphs of trends over time, and so on. Furthermore, we plan to develop software based on peer-to-peer computing techniques. People will be able to compare their simulations with centrally held simulations and with friends or other participants running a user-specified version of the model. This, of course, links to the project's large educational potential, and we have received many enquiries from teachers regarding the development of related teaching material. In particular, the visualization and peer-to-peer software will provide substantial opportunities for mini-research projects in schools and undergraduate courses. Indeed, extensions of this software could also simplify research and analysis by climate researchers worldwide.
In the future, we hope to make available additional packages such as simplified climate models. The participants will be able to vary these themselves and use them to study different climate S C I E N T I F I C P R O G R A M M I N G scenarios while comparing the results with those from the full complex model. Furthermore, we plan to provide impact models that link in with the main model to give some indication of the effects on water supply, malarial regions, agricultural production, and so on if the Earth's climate actually were to develop along the lines of the participant's particular model version. Analysis of the ensemble of simulations as a whole will also raise interesting issues relating to visualization of results in high-dimensional parameter space. Researchers are investigating various ways of addressing this problem. 10 T he climateprediction.com project has so far concentrated on producing a package for Windows operating systems, due to their ubiquity. However, we have also produced a limited version for Linux, including only the basic standalone model, which we could easily replicate for OSF 1 and Sun Solaris systems. We have not yet decided whether to release this limited version to the public. The administrative overhead of managing different versions, and the queries they will inevitably stimulate, could prove impossible to cope with unless we find sponsorship. People have also requested versions for other types of machines, in particular Macintoshes, which would be highly desirable. Again, unless support for this activity is forthcoming, it is unfortunately unlikely that the small team currently on this project would be able to pursue this work.
