A general (Crump-Mode-Jagers) spatial branching process is considered. The asymptotic behaviour of the numbers present at time t in sets of the form ta; 1) is obtained. As a consequence it is shown that, if B t is the position of the rightmost person at time t, B t =t converges to a constant, which can be obtained from the individual reproduction law, almost surely on the survival set of the process. This generalizes the known discrete-time results.
Introduction
This is a companion paper to Biggins (1997) , which should be read for background information, additional motivation and examples, for the application of the results to m-ary search trees (a data-storage algorithm, see Devroye (1990) ), for the multitype and d-dimensional extensions and for some discussion of the connections with the corresponding deterministic theory, as represented by van den Bosch et al. (1990) .
A general spatial branching process is considered, and the principal aim is to establish that if B t is the position of the rightmost person at time t B t t ! ; (1.1) when the process survives, almost surely. Furthermore, a simple formula for is given. The branching process is built up in the usual way. First the life-history of an individual is described, then the process is constructed by each individual having an independent life-history.
Life-histories consist of a triple (Z; M; ), whose components describe the individual's reproduction, movement and importance, respectively. Here Z is a point process on R R + , with each point corresponding to a child; the rst coordinate gives the child's displacement from her parent's birth-position and the second gives the parent's (strictly positive) age at that child's birth. The movement of the parent is described by the real-valued stochastic process M; a person that is born at position z will, at age a, be at z + M(a). Finally is a non-negative stochastic process (usually, in this context, called a random characteristic) giving the importance in`counting' the population of the individual as she grows older. Both M and are assumed to have paths in Skorokhod D-space.
In the Ulam-Harris sample space, individuals are labelled by their line of descent, so xy is the yth child of x, and an independent copy of the basic triple is attached to each individual. Denote x's copy of Z by Z x , with points f(z xy ; xy )g. Let (p x ; x ) be the position and birth-time of the person labelled x; the basic recursion de ning these quantities, and therefore describing the population development, is p xy = p x + z xy ; xy = x + xy : Thus x's o spring, relative to x's own position and birth-time, have positions and birth-times given by the appropriate independent copy of Z.
Let U be the set of individuals that are born. Ignoring the spatial component, a general branching process counted by the characteristic , denoted by , can be de ned by This gives the total weight (as measured by ) of the population at time t. (Individuals make no contribution before they are born; that is, is zero for negative arguments.) This process has been extensively studied, see for example Jagers (1975) , Nerman (1981) and Cohn (1985) .
In several of the results for the spatial branching process considered here attention will be con ned to characteristics that take only the values 0 and 1, corresponding to`dead' and`alive' respectively. This is quite a natural assumption for the motivating question on the behaviour of the most extreme (living) individual. Many of the results do not require such an assumption, but it seems to be important at one point in the argument, speci cally, in Lemma 3. The matter is discussed further in Section 11.
Let the random measure N t be de ned by
where (x) is a unit mass at x. Thus the mass of N t is concentrated at the positions occupied by people at time t, with the mass at a point being the value of the corresponding person's characteristic at that time. The total mass of N t develops like the general branching process (t). If is 0{1, N t becomes a point process, and the position of the rightmost person at time t is given by B t = supfp x + M x (t ? x ) : x 2 U; x (t ? x ) = 1g:
The result on the growth of B t with t will be a consequence of an analysis of the behaviour, for di erent a, of N t ta; 1) as t goes to in nity. Hence the route here to the behaviour of B t is like that adopted in Biggins (1977) for the discrete-time problem.
In the next two sections su cient further notation will be developed to state the main theorems. The proofs are in the following seven sections. The last two sections give a brief discussion of the lattice case and more general notions of random characteristic. For supercritical processes, those for which e m(0) > 1 or, equivalently, > 0, there is a positive probability that the process survives. Those theorems that consider sample path behaviour, as opposed to estimates of expectations, will be for supercritical processes.
As the proofs involve renewal theory the lattice case needs to be handled separately. Consequently, it will be assumed that (Z; M; ) is non-lattice, in the sense that Z is non-lattice in time. (This assumption could just as well have been that the measure e is non-lattice.) Note that the spatial structure is irrelevant in this assumption. The lattice case is discussed brie y in Section 10.
A mild integrability condition on the characteristic is also required, for which the following (Note that ( ) may be in nite.) It is easy to check that, because m is convex, ( ) is a convex function of . This implies that is continuous on the interior of its domain of niteness. Using the de nition of m, and both monotone and dominated convergence, it can be shown that is actually continuous on the closure of its domain of niteness. This means that is a closed convex function as de ned in Rockafellar (1970, 
x7).
It has been assumed that, for some ( 0 ; 0 ), m( 0 ; 0 ) is nite; the convolution powers of are then well-de ned. Furthermore, for a su ciently large value of 1 , m( 0 ; 1 ) < 1, which implies that the`renewal' measure, , formed by summing the convolution powers of , is also well-de ned.
It is a straightforward matter to obtain the Laplace transform of the intensity measure of N t . It is n t ( ) := E Z e ? p N t (dp) = Z e ? p E(e ? M(t? ) (t ? )) (dp; d ):
It will be convenient to let g (t) = E(e ? M(t) (t)); so that n t ( ) = Z g (t ? )e ? p (dp; d ):
Multiplying through by e ? ( )t and integrating out p turns this into a renewal equation. Hence, if g ( )e ? ( ) were directly Riemann integrable with a nite integral, precise asymptotics for n t ( ) would result. As only rather crude asymptotics are sought, less than this can be asked of g . The next theorem describes the asymptotic behaviour of n t ; the condition (3.2) supplies the necessary control over g . Notice that, because n t (0) = E (t), the special case = 0 in this theorem is Theorem 1. Let the intensity measure of N t be denoted by t , so that n t is the transform of t . Estimates of t can now be based on Corollary 1 by an application of a variant of the large deviation results of G artner (1977) and Ellis (1984) . A little additional notation is needed to state the result.
The concave dual (rate function, large deviation function, etc) of a convex function k that is nite for some < 0 is given by
As all the results will be formulated for right tails, attention has been con ned to < 0 here.
Let the right end-point of the domain of niteness of beã, so that a = supfa : (a) > ?1g:
Usually this will be in nite. An example is given in Biggins (1997) that shows that it is necessary to exclude a =ã in next two theorems. (In these log 0 is to be interpreted as ?1). Theorem 4 Suppose that (Z; M; ) is non-lattice and regulated, and for some < 0, ( ) < 1. Then for all a 6 =ã log( t ta; 1)) t ! (a)
as t ! 1.
The estimate of expected numbers in the previous theorem has a counterpart in the sample paths, described in the following result.
Theorem 5 Suppose that (Z; M; ) is supercritical, non-lattice and regulated, and is a 0{1 characteristic. Suppose also that, for some < 0, ( ) < 1. as t ! 1 when the process survives, almost surely.
It will be clear from the proof of this result that, when a =ã, (ã) continues to provide an upper bound for t ?1 log(N t ta; 1)); but it need no longer be its limit.
By looking at the a in the previous theorem for which N ta; 1) decays and those for which it grows, the following corollary is established.
Corollary 2 Suppose that (Z; M; ) is supercritical, non-lattice and regulated, that is a 0{1 characteristic, and that, for some < 0, ( ) < 1.
Then B t t ! := inffa : (a) < 0g as t ! 1.
There is an alternative formula for which is often simpler to compute. It already occurs in Biggins (1980) , where upper bounds for the d-dimensional analogue of B t =t were discussed. Proposition 1 = inffa : inf <0 flog m( ; ?a )g < 0g:
Theorem 3, with Theorem 1 as a special case, is proved rst, for it plays a part in the proof of Theorem 2. Theorems 2 and 4, which both depend on Theorem 3 but are otherwise independent of each other, are proved next. The main proofs nish with that of Theorem 5, which draws on Theorems 2(i) and 4.
Preparatory lemmas on integrability
Two technical matters arise in the proofs. One is the Riemann approximation of certain functions, the other is controlling the process for all t through its values on a ne lattice. The objective here is to establish lemmas that, under the conditions imposed, ensure neither of these issues causes a problem. Key ideas are taken from Lemma 5.3 of Nerman (1981) . The rst two lemmas are needed for the proof of Theorem 3, the third is important in controlling sample path behaviour in Theorems 2 and 5.
For > 0, let, for t > 0, (t) = supf (s) : js ? tj 6 ; s > 0g;
this is a sample-path upper approximation to . In a similar way, provided is 0{1, let, for t such that (t) = 1, 
The aim is to bound this integral from below.
Replace (M(t); (t)) by (M(t); (t)I( (t) < B 1 )I(t < B 2 )I(jM(t)j < B 3 )) (5.2)
with the Bs chosen large enough to ensure that the corresponding g is not identically zero. (The indicator involving B 1 only matters when general characteristics are considered.) Obviously, as it makes the characteristic smaller, this replacement decreases n t ( ), so it is enough to prove the result for characteristics of this form. Now, in such cases, Lemma 
Proof of Theorem 4
The large deviation result needed to make the link between the information in Corollary 1 and the result required, is discussed rst.
Let f n g be measures with logarithmic transforms fk n g, so k n ( ) = log Z e ? x n (dx):
Assume that for some xed sequence of positive numbers tending to in nity, fa n g, lim n!1 k n ( ) a n = k( ); (7.1) with k( ) < 1 for some < 0. A simple Markov bound shows that, when (7.1) holds, lim sup n!1 log( n a n x; 1)) a n 6 k (x):
In the problem considered here this upper bound is complemented by a lower bound obtained by truncation. To describe this, say that f n;T g is a sequence of good minorants for f n g if, for all Borel sets A, n;T (A) 6 n;T +1 (A) " n (A) as T " 1, and lim n!1 k n;T ( ) a n = k T ( ); with k T di erentiable. The following result is a fairly straightforward consequence of Theorem 2 of de Acosta et al. (1991).
Proposition 2 Suppose that there is a sequence of good minorants with k T " k, then lim n!1 log( n a n x; 1)) a n = k (x) except, possibly, for x = supfa : k (a) > ?1g.
An example given in Biggins (1997) illustrates that the right end point of the domain of niteness of k really can be an exceptional point here. Theorem 4 will follow immediately from Corollary 1 and Proposition 2 once a sequence of good minorants is identi ed. The truncations used in Section 5 are the obvious tools to manufacture these. First truncate (M; ) as described at (5.2), but with B 1 , B 2 and B 3 replaced by T. Clearly the resulting t is a minorant for the original one. Now truncate the point process Z also, in the way described in the proof of Theorem 3(i). This produces m T ( ; ), which is always nite, with m T ( ; T ( )) = 1 and T ( ) " ( ).
As m T is analytic, the implicit function theorem guarantees that T is differentiable. Corollary 1 applies to the truncated process for each T, showing that their intensity measures do indeed form a sequence of good minorants. To establish that (a) > 0 is also the lower bound is rather harder. The idea is to nd a general branching process embedded in the original one that has the property that for any included individual p x > a x , and that has a Malthusian parameter near to (a). Theorem 2, on the growth of a general branching process, can then be applied to this embedded process to get a lower bound on numbers in the original process to the right of ta at time t. However the details are more complicated than this outline suggests.
Assume that a is in the interior of fa : (a) > ?1g, otherwise there is nothing to prove. Note that, as a concave function, (a) is continuous on this set. Truncate Z (and all its copies) by discarding all births that occur in (0; ). The truncated process will be denoted by Z . (8.3) Now that a suitable embedded process has been identi ed it is necessary to count it in a way that respects the movement and counting in the original process. To do this let^ In fact the estimate (8.6) holds whenever the original process survives. The idea for showing this is simple. Instead of starting the embedded process from the initial ancestor, start several of them from some later individuals. This will not disturb the estimates too much but will increase the part of the sample space where they hold. More precisely, an embedded process may be started from any individual in the original process. Denote the one started from x, by ^ x (t so that (8.6) holds whenever the embedded process emanating from x survives. On any optional line each individual produces an independent embedded process, and clearly (8.6) holds whenever at least one of the associated embedded processes survives. By taking a large enough optional line the event that one of these embedded processes survives can be made as close to the survival set of the original process as desired. Hence (8.6) holds on the survival set of the original process. As was arbitrary this completes the proof. Standard convexity theory (Rockafellar, 1970 , Theorems 12.2 and 27.1(a)) yields that the supremum of the concave function is (0), which is greater than zero as the process is supercritical; this implies that (a) > 0 for all a < . Thus, for a < , using Theorem 5(ii), I(N t ta; 1) > 0) is, for all large t, the survival set. As I(B t > ta) = I(N t ta; 1) > 0) this shows that lim inf B t =t > almost surely on the survival set. Without loss of generality the lattice can be taken to be the integers. When the embedded process is constructed, once < 1, all the members of S 0 have a single birth time, l. Then, when applying Theorem 2(i) to establish (8.5), convergence only holds on the sub-lattice lN rather than on the original lattice. In deducing that the set on which (8.6) holds can be expanded to the whole of the survival set, attention can be con ned to optional lines drawn only from individuals with birth times in the sub-lattice lN. In this way (8.6) is shown to hold throughout the survival set, as t goes to in nity through lN. Using the same argument, but con ning attention, for xed k, to individuals with birth times in the sub-lattice k + lN establishes the required result as t goes to in nity through k + lN. Putting these together for k = 0; 1 : : : ; l ? 1 gives convergence along the full lattice.
More general characteristics
The development of lower bounds in Theorem 5 applies without change if the characteristic is general rather than 0{1. However Lemma 3, which is important in establishing upper bounds on the sample paths, uses the fact that is 0{1 in an essential way.
One extension is very easy. Suppose is general, but there is a 0{1 characteristic y such that, for some constant C, 6 C y , and (Z; M; y )
is regulated. Then the upper bounds for N y t give similar bounds for N t , and Theorem 5 still holds. Note however that the conditions no longer involve (Z; M; ), but rather (Z; M; y ).
From the mathematical point of view it seems natural to combine M and into a single entity. One way to do this is to widen the de nition of a random characteristic so that it encompasses both elements. Then will, for each t, code how an individual of age t contributes weight to various sets. Thus, in this formulation, (t; du) is a random measure, and its integral R (t; du) is a random characteristic in the usual (that is, temporal) sense. However, at this level of generality, I could not see how to avoid explicit conditions on -approximants to the sample paths to obtain upper bounds that hold for all time. The di culty already arises at the start of this section, where conditions on (Z; M; y ) would be needed to push through upper bounds. This seemed a heavy price to pay for the extra generality, so the less sophisticated framework of 0{1 characteristics and individual movement was used in the main results.
