Abstract. We consider the following problem: Each processor of the network has assigned a (not necessarily unique) input value. Determine multiplicity of each input value. Solving this problem means any inputsymmetric function (i.e. function not sensitive to permutations of its input values) can be computed. We consider anonymous synchronous networks of arbitrary topology, in which dynamic link faults [3,6] may occur. An instance of this problem has been stated as an open problem by N. Santoro at SIROCCO'98: Is it possible to distributively compute parity function (XOR) on anonymous hypercubes with dynamic faults? We show that if the network size N (the number of processors) is known, the multiplicity of inputs (and thus any input-symmetric function) can be computed on any connected network. The time complexity depends on the details of the model and the amount of topological information, but it is always a low polynomial in N .
Introduction
The problem of fault tolerance is very important in the field of distributed computing. Indeed, as more and more processors are being interconnected, the probability of faulty links or nodes increases. According to classical model of fault tolerance -static model -the fault status of any component is fixed during the whole computation. Results based on this model cover fault tolerant distributed agreement as well as broadcasting, gossiping and routing. Consult a survey by Pelc [5] for more details.
The communication model we consider is synchronous point-to-point message passing with dynamic faults, introduced in [3, 6] . The computation network is represented by simple non-directed graph G = (V, E), where V and E represent processors and bidirectional communication links, respectively. In the rest of the paper we use N for the number of processors. The links at a processor v are labeled 1, 2, . . . , deg v , where deg v is the degree of v. These labels are assigned in an arbitrary way, with no relevance to the structure of the network.
The network is synchronous, in the sense that the communication and computation steps alternate. Each communication step takes 1 time unit, the time for local computation is negligible. At one communication step, a processor can simultaneously communicate with all its neighbours. This communication scheme is called shouting or all port model. We allow messages of arbitrary size. This unrealistic assumption will be discussed later on.
Only link failures are considered. At each step at most k links may be faulty. The nature of the faults is dynamic -the set of faulty links may vary from step to step. All faults are of the bidirectional crash type, i.e. messages sent in any direction over a faulty link are lost. We suppose k is smaller than the edge connectivity of the network, otherwise it would not be possible to perform broadcast, neither to compute any global function.
The network is anonymous, all processors are identical, equipped with the same algorithm. Computation is started simultaneously by all processors and terminates when all of them reach the termination state. The time complexity is expressed as the total number of communication steps.
The most investigated problem in this model is the time complexity of broadcasting, studied on special topologies [2,3,4] as well as on general networks [1] . In fact, the broadcasting algorithm is always the same: Shout all you know to all your neighbours. The intricacy lies in showing how much time it takes to reach everyone when the adversary dynamically chooses the links to fail. Clearly, N −1 steps are enough -at each step at least one new processor is informed. This bound can be improved to O(N/k) [1] , where k is the number of links that may fail at one step. Better results can be obtained for special topologies, sometimes almost matching the broadcasting time in the absence of faults (e.g. diameter+2 for hypercubes [2] , see also [4] ).
The problem of distributed evaluation of an N -ary function f can be stated as follows. At the beginning of the computation each processor is given an input value from a set of input values I, upon termination each processor should know the result of the application of f to the whole input. Since the network is anonymous and the output value is unique, f should be invariant to the permutations of input values imposed by the symmetries of the underlying network. As we consider general graphs, for the rest of the paper we restrict ourselves only to functions which are invariant to all permutations of inputs. (Boolean AND/OR/XOR and the sum of input values are examples of such functions.)
The problem has been studied by Santoro and Widmayer in [6] for nonanonymous complete graphs, with several fault modes (crash, corrupting/adding messages) being considered.
If the network size N is known to processors, a broadcasting algorithm can be used to compute the boolean AND/OR of the inputs [6]: Each processor broadcasts its value and collects the values it sees. After N − 1 steps it has received all values and can output their boolean AND resp. OR. This approach works well for AND/OR, because these functions depend only on the values present in the input, not on their multiplicity. It is not immediately clear how to compute more input sensitive functions, e.g. parity function (XOR) or sum of the input values, in the presence of dynamic faults. In fact, at SIROCCO'98 rump
