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DOUBLES ME´LANGES DES POLYLOGARITHMES MULTIPLES
AUX RACINES DE L’UNITE´
par
Georges Racinet
Re´sume´. — Les valeurs des fonctions polyzeˆtas aux entiers strictement positifs four-
nissent une solution au syste`me d’e´quations des associateurs de Drinfel’d, aux nombreuses
applications en alge`bre quantique. Vues comme inte´grales ite´re´es, ce sont les pe´riodes du
groupo¨ıde fondamental motivique de P1 \ {0, 1,∞}, d’ou` un syste`me fondamental de
relations alge´briques, qui implique celui des associateurs mais n’est pas explicite.
On e´tudie ici la combinatoire d’un autre syste`me de relations, les doubles me´langes,
qui provient de manipulations e´le´mentaires de se´ries et d’inte´grales. On montre qu’il
partage une proprie´te´ importante avec les associateurs et les relations ✭✭motiviques ✮✮,
est conse´quence de ces dernie`res et de´finit une alge`bre de polynoˆmes sur Q (the´ore`me
d’E´calle). On obtient ces re´sultats pour les nombres plus ge´ne´raux que sont les polylog-
arithmes multiples aux racines de l’unite´ de Goncharov.
Abstract. — The values at positive integers of the polyzeta functions are solutions
of the polynomial equations arising from Drinfeld’s associators, which have numerous
applications in quantum algebra. Considered as iterated integrals they become periods
of the motivic fundamental groupoid of P1 \ {0, 1,∞}. From there comes a fundamental,
yet no more explicit, system of algebraic relations; it implies the system of associators.
We focus here on the combinatorics properties of another system of relations, the
“double shuffles”, which comes from elementary series and integrals manipulations. We
show that it shares an important property with associators and “motivic” relations, is im-
plied by the latter and defines a polynomial algebra over Q (E´calle’s theorem). We obtain
these results for more general numbers: values of Goncharov’s multiple polylogarithms
at roots of unity.
1. Introduction
Les valeurs aux entiers strictement positifs des fonctions polyzeˆtas
ζ(s1, . . . , sr) :=
∑
n1>n2>···>nr>0
1/ns11 n
s2
2 · · ·nsrr(1.1)
fournissent des solutions re´elles de proble`mes de nature purement alge´brique, souvent
dans le domaine de l’alge`bre quantique. De´ja` conside´re´es par Euler dans le cas r = 2,
elles sont porte´es a` l’attention du public par Zagier [40] au moment ou` elles apparaissent
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comme les coefficients de l’associateur de Drinfel’d ΦKZ [13, 32]. Plus re´cemment,
Kontsevitch les a retrouve´es dans son isomorphisme de formalite´ [31].
Dans une se´rie d’articles [20, 21, 22], Goncharov s’inte´resse a` des objets plus
ge´ne´raux, les polylogarithmes multiples. Ce sont les fonctions de r variables complexes
de´finies dans le polydisque unite´ par :
Ls1,... ,sr(z1, . . . , zr) :=
∑
n1>n2>···>nr>0
zn11 z
n2
2 · · · znrr
ns11 n
s2
2 · · ·nsrr
,(1.2)
ou` s1, . . . , sr sont des entiers strictement positifs. Ces se´ries entie`res sont de rayon de
convergence 1 et ne divergent sur le polycercle unite´ que pour (s1, z1) = (1, 1). Les
polyzeˆtas ne sont que les valeurs de ces fonctions lorsque les zi valent tous 1.
Les valeurs des polylogarithmes multiples sont aussi celles d’inte´grales ite´re´es du type
I[0,1](a1, . . . , ap) =
∫
06tp6···6t161
p∧
i=1
ωai(ti),(1.3)
avec ωa(t) = adt/(a − t) pour a 6= 0 et ω0(t) = dt/t.
Dans le cas des polyzeˆtas, c’est a` Kontsevitch que l’on doit la formule reliant ces deux
types d’objets. En convenant que 0k de´signe la se´quence forme´e du chiffre 0 re´pe´te´ k
fois, elle s’e´crit :
ζ(s1, . . . , sr) = I[0,1](0
s1−1, 1, 0s2−1, 1, . . . , 0sr−1, 1),(1.4)
et Goncharov l’a ge´ne´ralise´e aux polylogarithmes multiples.
1.1. Relations de me´lange, exemples. — Notre propos est la combinatoire des
relations de ✭✭ double me´lange ✮✮ des valeurs des polylogarithmes multiples. Pour des
raisons de finitude, on se limitera au cas ou` les zi parcourent le groupe µn(C) des
racines ne`mes l’unite´, n e´tant fixe´. Ces relations proviennent de manipulations formelles
e´le´mentaires, sur les e´critures (1.2) et (1.3).
Par les se´ries entie`re, on obtient par exemple
(1.5) Ls1(z1)Ls2(z2) =
∑
n1,n2>0
zn11 z
n2
2
ns11 n
s2
2
=
( ∑
n1>n2>0
+
∑
n2>n1>0
+
∑
n1=n2>0
)
zn11 z
n2
2
ns11 n
s2
2
= Ls1,s2(z1, z2) + Ls2,s1(z2, z1) + Ls1+s2(z1z2),
et une formule plus complique´e pour le produit de deux se´ries du type (1.2).
D’un autre cote´, le produit de deux simplexes se de´compose en union de simplexes,
ce qui fournit la relation de me´lange des inte´grales ite´re´es :
I[0,1](a1, . . . , ap)I[0,1](b1, . . . bq) =
∑
σ∈Sp,q
I[0,1](aσ−1(1), . . . , aσ−1(i))(1.6)
Dans cette formule, Sp,q de´signe l’ensemble des (p, q)-battages
(1) : les permutations de
{1, . . . , p+ q} qui sont croissantes sur {1, . . . , p} et {p+ 1, . . . , q}.
On a donc deux syste`mes de relations dont la combinatoire semble similaire. On leur
adjoindra la relation de re´gularisation, qui provient de l’annulation formelle de certaines
(1)En anglais, les shuffles ; ✭✭me´lange ✮✮ est un terme moins pre´cis.
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divergences. Les arguments qu’on utilise pour l’obtenir sont emprunte´s a` Boutet de
Monvel [4]. On essaie d’en pre´ciser l’historique.
On forme ainsi le syste`me DMR (Doubles Me´langes & Re´gularisation). Une con-
jecture de Kontsevitch et Zagier pre´voit qu’il est complet, i.e. qu’il engendre toutes
les relations alge´briques entre polyzeˆtas. Les valeurs aux racines de l’unite´ satisfont
e´galement a` d’autres relations, distribution et poids un, qu’on regroupe dans le syste`me
DMRD, dont on sait qu’il n’est pas complet en ge´ne´ral.
Au cours de la section 2, on donne une description duale du syste`me DMRD :
E´tant donne´ un sous-groupe fini multiplicatif Γ de C∗, on conside`re un alphabet XΓ
dont les e´le´ments, note´s xσ, sont indexe´s par Γ ∪ {0}. les relations DMRD s’expriment
de manie`re compacte sur la se´rie ge´ne´ratrice non commutative
I =
∑
p∈N,a1,... ,ap∈Γ∪{0}
Iγ(a1, . . . , ap)xa1 · · · xap ,(1.7)
qui n’est autre, lorsque Γ = {1}, que le ΦKZ de Drinfel’d.(2) La de´finition de I ne´cessite
de ✭✭ re´gulariser ✮✮ les inte´grales ite´re´es divergentes, c’est-a`-dire de leur donner un sens
convenable. Cela sera fait directement sur les se´ries ge´ne´ratrices.
On a choisi d’e´tablir directement les relations DMRD dans cette optique duale, cela
n’e´tant gue`re plus long qu’un rappel de la pre´sentation habituelle et la preuve de
l’e´quivalence. Cela nous a naturellement conduits a` de´tailler les de´monstrations de
nombre de proprie´te´s e´le´mentaires.
1.2. Aspects motiviques. — Les inte´grales ite´re´es du type (1.3) ont un sens mo-
tivique qui explique une grande partie des proprie´te´s alge´briques des polyzeˆtas. On en
donne ici un bref aperc¸u, renvoyant a` [9, 22, 11] pour un expose´ complet.
Soit X = P1 \{0,µn,∞}, vu comme sche´ma sur un corps cyclotomique F de degre´ n
et choisissons un plongement complexe σ de F . Le groupo¨ıde fondamental motivique de
X, de´fini par Goncharov [22], est un pro-objet de la cate´gorie tannakienne des motifs
de Tate mixtes sur OF,S de loc. cit. Il a les images de´crites par Deligne dans [9] par les
foncteurs fibres de re´alisation ωB,σ (de Betti, relativement a` σ) et ωDR (de de Rham).
Notamment, en re´alisation de de Rham (de´finie sur F ) πDR1 (X; a, b) est inde´pendant
des points-base a et b et s’identifie aux exponentielles de Lie forme´es sur X := Xµn(C).
On a une Q-structure canonique ωgr sur le foncteur-fibre ωDR [11].
La se´rie I s’interpre`te comme l’image du chemin [0, 1] par l’isomorphisme de com-
paraison
πB,σ1 (X; (0, 1), (1, 0))(C)
//πDR1 (X; (0, 1), (1, 0))(C) ,(1.8)
ou` (0, 1) et (1, 0) sont les points-base tangentiels de Deligne. Par la the´orie ge´ne´rale des
cate´gories tannakiennes, les isomorphismes entre les foncteurs-fibre ωB et ωgr forment
une varie´te´ pro-alge´brique affine sur Q, torseur sous le groupe Ggr des automorphismes
de ωgr. Ce groupe admet une de´composition Ggr = Gm ⋉ Ugr, ou` Ugr est le noyau de
l’action sur le motif de Tate Q(1). Par de´finition, Ggr et Ugr commutent a` toute fle`che
de la forme ωgr(f).
(2)Nos notations et celles de [13, §5] se correspondent par x0 = A, x1 = −B.
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Soient G et H deux e´le´ments de k〈〈X〉〉. On e´tudie en 3.1 le produit G⊛H, de´fini si
le terme constant de G est 1. Ce produit fait des se´ries a` terme constant 1 de k〈〈X〉〉 un
groupe pro-unipotent, note´ MT(k), qui agit sur k〈〈X〉〉. Cette ope´ration apparaˆıt, sous
diverses formes, chez Drinfel’d, Goncharov et Ihara.
Il est explique´ en de´tail dans [11] comment l’action de Ugr sur πgr1 (X; (0, 1), (1, 0)) se
factorise par MT, autrement dit, se fait par la loi ⊛. Deligne utilise l’image de Ugr dans
MT pour construire une sous-varie´te´ ferme´eM de A1×MT dont I est un point complexe,
exprimant ainsi les relations entre valeurs aux racines de l’unite´ des polylogarithmes
multiples qui sont conse´quences de la comparaison Betti-de Rham.(3) Une variante de
la conjecture des pe´riodes de Grothendieck pre´voit que ce syste`me est complet. On a
une fle`che naturelle M→ A1. Le tout satisfait a` la proprie´te´ (M) ci-dessous :
De´finition 1.1. — Une sous-varie´te´ ferme´e V de πDR1 (X; (0, 1), (1, 0)) munie d’une
fle`che V → A1 dont on note Vλ les fibres au-dessus de λ ∈ A1(k) = k a la proprie´te´
(M) si V0 est un sous-sche´ma en groupes de MT et V → A1 est un torseur trivial sous
l’action de V0 par ⊛.
On ne connait pas de description de M par un syste`me explicite d’e´quations. Dans
le cas des polyzeˆtas, i.e. X = P1 \ {0, 1,∞}, la varie´te´ Ass des associateurs de Drin-
fel’d [13](4) est un candidat. Les e´quations la de´finissant sont lie´es aux conditions de
cohe´rence de Mac-Lane et Drinfel’d prouve que Ass a la proprie´te´ (M) [13, props. 5.5
& 5.9]. La nature motivique de Ass fait peu de doute, apparaissant clairement dans
la pre´sentation de Bar-Natan [2].(5) Le groupe Ass0 est la variante de de Rham du
groupe de Grothendieck-Teichmu¨ller ; Drinfel’d le note GRT1. L’e´tude de Ass, et par-
ticulie`rement la recherche d’associateurs rationnels est en soi un proble`me important,
du fait des nombreuses applications [39, 16, 1, 6].
Le versant ℓ-adique de ces objets a e´te´ e´tudie´ inde´pendamment par Ihara [30, 27,
29] ; Hain et Matsumoto [23] ont re´cemment accompli des progre`s dans cette direction.
1.3. Re´sultat principal. — Dans la section 3, on de´finit, par leurs k-points, des
e´le´ments de k〈〈X〉〉, les varie´te´s pro-alge´briques DMR et DMRD correspondant aux
syste`mes DMR et DMRD. D’apre`s la section 2, I est un point complexe de DMR
et DMRD.
Une premie`re proprie´te´ de l’espace tangent dmr a` DMR au voisinage de la solution
e´vidente 1 ame`ne a` conside´rer une fle`che DMR → A1, attribuant a` une se´rie un de ses
coefficients. Pour la se´rie I, ce coefficient n’est autre que ζ(2), si l’on travaille avec au
plus deux racines de l’unite´ ; dans les autres cas, c’est un multiple rationnel de 2iπ.
On de´finit alors MT et on en e´tudie les proprie´te´s les plus imme´diates, notamment
diffe´rentielles. Cela permet enuite d’expliciter l’e´nonce de notre re´sultat principal, an-
nonce´ dans [35, 36] : DMR et DMRD ont la proprie´te´ (M).
(3)Cette construction nous est plus facile d’acce`s que celle, essentiellement e´quivalente, des polyzeˆtas
motiviques ζM de Goncharov [19].
(4)Drinfel’d la noteM. Elle est en fait construite dans A1×piDR1 (X; (0, 1), (1, 0)) et munie de la premie`re
projection. Ce n’est pas une diffe´rence essentielle.
(5)On peut interpre´ter ses cate´gories P̂AB et P̂ACD comme les ✭✭ tours ✮✮ Betti et de Rham des
groupo¨ıdes fondamentaux des espaces de configuration de n points sur la droite affine, restreints a`
un jeu de points-base tangentiels.
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1.4. Preuve. — La de´monstration se fait en deux e´tapes. D’abord, on prouve que
dmr0 et dmrd0 sont des sous-alge`bres de Lie de mt, l’alge`bre de Lie de MT, et que les
DMRλ sont stables par l’action de l’exponentielle, au sens de MT, de dmr0. C’est l’objet
de la section 4. La de´monstration repose sur l’enchaˆınement de plusieurs miracles com-
binatoires, et l’auteur doit bien avouer ne pas avoir d’argument plus direct a` proposer :
la nature motivique des relations du type (1.5) n’est pas claire.
Au cours de la section 5, on comple`te la de´monstration du the´ore`me en montrant
que l’action de exp(dmr0)(k) sur DMRλ(k) est transitive pour tout k. Cela re´sulte de la
nature d’espace tangent de dmr0 et de l’existence d’une solution particulie`re : I. L’ar-
gument est inspire´ de [2]. Au prix d’une certaine gymnastique formelle, essentiellement
tautologique, on le de´veloppe dans un cadre un peu plus ge´ne´ral.
On e´tudie ensuite quelques conse´quences directes du the´ore`me. Notamment, on ex-
hibe certains e´le´ments irre´ductibles de dmrd0 e´gaux, dans le cas des polyzeˆtas, a` ceux de
grt1 de´finis par Drinfel’d [13]. Dans tous les cas, ils engendrent l’alge`bre de Lie de M0
dans la description de Deligne [11]. Autrement dit, les relations motiviques impliquent
les relations DMRD.
1.5. Remerciements. — Les plus vifs sont adresse´s a` Pierre Cartier, qui a encadre´
ce travail, et a` Pierre Deligne pour ses patientes explications. La pre´sentation de la
section 2 profite directement des raccourcis de [10].
Merci e´galement a` S. Aicardi, J. Bella¨ıche, L. Boutet de Monvel, F. Digne, B. En-
riquez, A. Goncharov, I. Marin, J.–C. Novelli, M. Petitot et C. Reutenauer.
Ce travail a e´te´ effectue´ alors que l’auteur pre´parait une the`se a` l’universite´ de
Picardie-Jules-Verne et e´tait membre du de´partement de mathe´matiques de l’E´cole
Normale Supe´rieure. L’auteur be´ne´ficie actuellement d’une bourse post-doctorale de
l’ESF a` l’universite´ de Mu¨nster, ou` la re´daction a e´te´ acheve´e.
1.6. Terminologie, notations, rappels, abus. — Les anneaux sont suppose´s com-
mutatifs et unife`res, les alge`bres sont associatives et unife`res ; les coge`bres sont coasso-
ciatives et cou¨nife`res. Un Q-anneau est un anneau contenant Q. Le groupe a` un e´le´ment
est note´ 1. On fixe une cloˆture alge´brique C de R.
On adopte le point de vue fonctoriel sur les sche´mas, utilise´ notamment par Demazure
et Gabriel [12] : un sche´ma affine sur Q est un foncteur repre´sentable de la cate´gorie
des Q-anneaux. Une varie´te´ pro-alge´brique affine est une limite projective de sche´mas
alge´briques affines. C’est encore un sche´ma affine. La lettre k de´signe en ge´ne´ral un
Q-anneau quelconque, qui sert de variable pour ces foncteurs.
On utilise implicitement le produit tensoriel gradue´ et le produit tensoriel comple´te´.
Ce dernier est parfois note´ ⊗̂ si l’on tient a` pre´ciser.
Un Q-espace vectoriel gradue´ V dont les composantes homoge`nes sont de dimension
finie donne lieu a` un sche´ma vectoriel k 7→ V ⊗̂ k. On le notera simplement V , utilisant
V (k) si ne´cessaire. La Q-alge`bre correspondante est l’alge`bre syme´trique du dual gradue´
de V (voir [12, p. 147] pour le cas usuel).
On note Diag(C) l’ensemble des e´le´ments diagonaux(6) d’une coge`bre (C, ε,∆), c’est-
a`-dire les x ∈ C qui ve´rifient ∆x = x⊗x et ε(x) = 1. Dans le cas ou` C est une bige`bre
(6)Cela a e´te´ juge´ pre´fe´rable a` l’utilisation re´pe´te´e de ✭✭ group-like ✮✮.
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gradue´e, rappelons que l’application exponentielle est une bijection de l’ensemble des
e´le´ments primitifs du comple´te´ Ĉ dans l’ensemble des e´le´ments diagonaux de Ĉ.
Pour un ensemble Z, on de´signe respectivement par k〈Z〉 et Libk(Z) l’alge`bre asso-
ciative libre et l’alge`bre de Lie libre sur Z a` coefficients dans k. Dans tous les cas que
l’on conside´rera, une graduation convenable permettra de de´finir les alge`bres filtre´es
comple`tes correspondantes, note´es k〈〈Z〉〉 et L̂ibk(Z) et de traiter leurs e´le´ments comme
des se´ries formelles. On renvoie au livre de Reutenauer [38] pour un expose´ et une
bibliographie complets a` propos des alge`bres de Lie libres.
Pour ces objets libres, on qualifiera de substitution un morphisme dans la cate´gorie
approprie´e de´fini par son action sur les ge´ne´rateurs.
Pour w mot en Z et Φ ∈ k〈〈Z〉〉, la notation (Φ |w ) de´signe le coefficient de w dans
Φ et est e´tendue a` tout e´le´ment de k〈Z〉 par line´arite´ sur le membre de droite. On
l’utilisera e´galement pour les e´le´ments de puissances tensorielles. On en fait l’usage le
plus limite´ possible.
Une Q-alge`bre de Lie g est conside´re´e comme incluse dans son alge`bre enveloppante
universelle Ug. C’est une bige`bre de Hopf pour le coproduit ∆ pour lequel les e´le´ments
de g sont primitifs, la cou¨nite´ ε par g ⊂ ker ε et l’antipode S par S(x) = −x pour tout
x ∈ g. Si g est gradue´e et ses composantes homoge`nes de dimension finie, on note Ûkg le
comple´te´ a` coefficients dans k, munie de la structure de bige`bre obtenue par l’extension
continue des scalaires ⊗̂ k.
On utilisera fre´quemment la proprie´te´ imme´diate suivante : un morphisme d’alge`bres
(resp. une de´rivation) entre deux bige`bres est un morphisme de coge`bres (resp. une
code´rivation) si l’identite´ approprie´e est vraie sur un syste`me de ge´ne´rateurs. Par ex-
emple, si g est stable pour une de´rivation de Ug, celle-ci est une code´rivation.
2. Description combinatoire des relations
2.1. Divergences logarithmiques. — Notre but est ici de de´crire les e´tapes de
Boutet de Monvel qui nous permettront d’e´tablir la relation de re´gularisation.
On note D le disque ouvert unite´ de C et H(D) l’alge`bre des fonctions holomorphes
sur D. La lettre t de´signe une variable formelle.
De´finition 2.1. — Soit DivLogN l’ensemble des suites (SN )N>0 de nombres complexes
admettant un de´veloppement asymptotique du type
SN = As((SN ))(log(N)) + o(log
α(N)/N),
avec As((SN )) ∈ C[t] et α ∈ N.
De meˆme, on notera DivLogD l’ensemble des fonctions f de H(D) admettant, lorsque
z tend vers 1 dans D, un de´veloppement du type
f(z) = As(f)(log(1− z)) + o
(
(− log(1− z))α
)
avec As(f) ∈ C[t] et α ∈ N.
Il est clair que DivLogN et DivLogD sont des sous-C-alge`bres de C
N et H(D), respec-
tivement ; que les polynoˆmes As((SN )) et As(f) sont uniquement de´termine´s par ces
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conditions et que les applications As ainsi de´finies sont toutes deux des morphismes
d’alge`bres, graˆce a` la nature du reste. L’ambigu¨ıte´ de notation n’est pas geˆnante.
2.1.1. — A` une suite (SN )N>0, faisons correspondre l’unique se´rie entie`re
∑
n>0 unz
n
telle que SN =
∑N
n=1 un.
Proposition 2.2. — Si (SN )N>0 appartient a` DivLogN et As((SN )) = 0, la se´rie
entie`re associe´e de´finit une fonction f de DivLogD, ve´rifiant As(f) = 0.
De´monstration. — On suppose donc qu’on a un entier α tel que
SN =:
N−1∑
n=0
un = o(log
α(N)/N)
Effectuons une transformation d’Abel :
f(z) =
∑
n>0
unz
n =
∑
N>0
(
N∑
n=1
un
)
(zN − zN+1) = (1− z)
∑
N>0
zNo(logα(N)/N)
Il suffit donc d’obtenir l’existence de β > 0 tel que∑
N>0
zN logα(N)/N = o((− log(1− z)β)(2.1)
De´coupons la somme en deux, autour de 1/(1 − z). En majorant z par 1, on obtient
∑
0<N<(1−z)−1
zN logαN/N 6
∫ (1−z)−1
1
dt logα t/t = (− log(1− z))α+1/(α+ 1)
La fonction logα(t)/t est de´croissante au voisinage de +∞. Pour z suffisamment proche
de 1, et N > (1− z)−1, on a donc logα(N)/N 6 (− log(1− z))α(1− z), dont on de´duit∑
N>(1−z)−1
zN logα(N)/N 6 (− log(1− z))α(1− z)
∑
N>(1−z)−1
zN 6 z1/1−z(− log(1− z))α
Comme z1/1−z tend vers exp(−1), ceci donne le re´sultat, avec β = α+ 1.
2.1.2. — La se´rie harmonique HN =
∑N
n=1 1/n appartient a` DivLogN. On a As(HN ) =
γ + t, ou` γ est la constante d’Euler. Le morphisme d’alge`bres As : DivLogN → C[t] est
donc surjectif. De meˆme, en conside´rant la fonction L1 : z 7→ − log(1− z), on voit que
As : DivLogD → C[t] est e´galement surjectif.
Soit k un entier positif et (Hk,N)N>0 la suite associe´e a` la fonction (L1)
k/k!. Il sera
prouve´ au paragraphe 2.4.5 que (Hk,N )N>0 appartient a` DivLogN et que le polynoˆme
As((Hk,N )N>0) est de degre´ k. Pour tout (SN )N>0 ∈ DivLogN, il existe donc une combi-
naison line´aire de (SN ) et des (Hk,N) qui est dans le noyau de As. On en de´duit, graˆce
a` la proposition 2.2, le re´sultat ci-dessous, qui ne servira pas avant 2.4.6 :
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Corollaire 2.3. — La fonction associe´e a` un e´le´ment de DivLogN appartient a` DivLogD.
Il existe une application C-line´aire cmp faisant commuter le diagrame ci-dessous.
DivLogN

As // C[t]
cmp

DivLogD
As // C[t]
2.1.3. Ite´ration. — Conside´rons les sommes partielles associe´es aux polylogarithmes
multiples :
LNs1,... ,sr(z1, . . . , zr) :=
∑
N>n1>n2>···>nr>0
zn11 z
n2
2 · · · znrr
ns11 n
s2
2 · · ·nsrr
(2.2)
Proposition 2.4. — Soit s un entier strictement positif, z dans le disque unite´ ferme´
de C et (SN )N>0 ∈ DivLogN, La suite (TN )N>0
TN :=
∑
0<n<N
znSn/n
s
est encore dans DivLogN. La de´rive´e du polynoˆme As(TN ) est As(SN ). La suite TN est
convergente si (s, z) 6= (1, 1).
De´monstration. — On a donc un polynoˆme P tel que Sn = P (log(n)) + o(log
α(n)/n)
Dans un premier temps, on majore |z| par 1.
Dans le cas s > 2, la convergence de TN est e´vidente. Il faut donc e´valuer le reste
de la se´rie. Au pire, on a a` faire a`
∑
n>N log
β(n)/n2, ou` β est le degre´ de P . Ceci est
e´quivalent a` l’inte´grale
Iβ :=
∫ +∞
N
logβ x−2dx,
qui ve´rifie Iβ = β log
β−1(N)/N + βIβ−1 avec I0 = 1/N .
Si s = 1, on a un terme de la forme o(logα(n))/n2, qui est traite´ comme ci-dessus,
et le terme P (log(n))/n). Il suffit de traiter le cas P (t) = tk, pour tout k ∈ N.
En mettant log(n+1)− log(n) en facteur dans logk+1(n+1)− logk+1(n), on obtient :
logk(n)/n = (logk+1(n+ 1)− logk+1(n))/(k + 1) + o(logk(n)/n2)(2.3)
La sommation du premier terme donne logk+1(N)/(k + 1). Le reste est traite´ comme
pre´ce´demment. Ceci prouve les deux premie`res assertions.
Comme Sn/n tend vers 0, la convergence est dans le cas s = 1, z 6= 1 une application
classique de la transformation d’Abel.
La suite LNs1,... ,sr(z1, . . . , zr) se de´duit de L
N
s2,... ,sr(z2, . . . , zr) comme ci-dessus.
Corollaire 2.5. — Pour tous entiers strictement positifs s1, . . . , sr et tous z1, . . . , zr
de module au plus 1, la suite (LNs1,... ,sr(z1, . . . , zr))N>0 appartient a` DivLogN. Elle est
convergente si et seulement si (s1, z1) 6= (1, 1).
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2.1.4. Remarques. — Boutet de Monvel conside`re des de´veloppements plus fins, du
type
∑
i>0 Pi(logN)/N
i. Il aboutit a` la jolie formule cmp = (d/dt)!, ou` la factorielle
de´signe le de´veloppement en se´rie entie`re de la fonction Γ d’Euler au voisinage de 1.
Dans [34], on utilisait des restes en o(N−α−1), avec α ∈ R∗+, plus grossiers qu’ici.
Les de´monstrations pour les restes en logα(N)/N sont celles de [10].
2.2. Relations de me´lange des inte´grales ite´re´es
De´finition 2.6. — Soient a1, . . . , ap ∈ C et γ : [0, 1] → C un chemin. On conside`re
l’inte´grale e´ventuellement divergente :
Iγ(a1, . . . , ap) :=
∫ 1
0
(γ∗ωa1)(t1)
∫ t1
0
(γ∗ωa2)(t2) · · ·
∫ tp
0
(γ∗ωap)(tp),
avec, pour tout a ∈ C :
ωa(t) :=
{
dt/(a−1 − t) si a 6= 0
dt/t si s = 0
Lorsque γ e´vite les singularite´s a1, . . . , ap, cette inte´grale est bien de´finie et ne de´pend
que de la classe d’homotopie de γ dans C \ {a1, . . . , ap}. Si p = 0, elle vaudra 1 par
convention.
Pour (a, b) ∈ C2, on notera [a, b] le chemin t 7→ a+ t(b− a).
Goncharov utilise une ge´ne´ralisation de la formule de Kontsevitch. En convenant que
0k de´signe la se´quence forme´e du chiffre 0 re´pe´te´ k fois, elle s’e´crit :
Proposition 2.7. — Soient r ∈ N, s1, . . . , sr ∈ N∗ et z1, . . . , zr des nombres com-
plexes tels que 0 < |zi| 6 1. Pour tout z du disque unite´ ouvert de C, on a
Ls1,... ,sr(z1, . . . , zr−1, zrz) = I[0,z]
(
0s1−1, z1, 0
s2−1, z1z2, . . . , 0
sr−1, z1z2 · · · zr
)
2.2.1. Se´ries de Chen. — Soit Γ un groupe commutatif fini, note´ multiplicativement.
On conside`re un alphabet XΓ = {(xσ)} indexe´ par Γ ∪ {0} Lorsqu’il n’y a pas d’am-
bigu¨ıte´ sur Γ, on e´crira simplement X pour XΓ.
On appellera poids la graduation qui attribue a` chaque e´le´ment de X le degre´ 1.
Rappelons que le coproduit ∆ de Q〈X〉, vue comme bige`bre enveloppante de Lib(X),
est homoge`ne et est donne´ par ∆xσ = 1⊗ xσ + xσ ⊗ 1, pour tout σ ∈ Γ ∪ {0}.
Supposons Γ inclus dans C. A` tout chemin γ sur P1(C)\{0,Γ,∞}, on associe l’e´le´ment
suivant de C〈〈X〉〉, appele´ se´rie de Chen. On peut la voir comme une sorte de se´rie
ge´ne´ratrice non-commutative des inte´grales ite´re´es.
Iγ :=
∑
p∈N,a1,... ,ap∈Γ∪{0}
Iγ(a1, . . . , ap)xσ1 · · · xσp
Proposition 2.8 (Relation de me´lange). — Pour tout chemin γ sur P1(C)\{0,Γ,∞},
la se´rie Iγ est diagonale dans (C〈〈X〉〉, •,∆).
C’est un fait bien connu, qui remonte aux annees 50 [7], et il en existe de nombreuses
de´monstrations. Une premie`re me´thode [37], est d’e´tablir la formule (1.6), qui permet
d’interpre´ter Iγ comme un morphisme d’alge`bres a` valeurs dans C, depuis le dual gradue´
de Q〈X〉 muni du produit de battage ⊔⊔ ; ce dernier est dual du coproduit ∆ [38].
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On peut aussi voir I[a,z] comme solution de l’e´quation diffe´rentielle
dI[a,z] = ΩI[a,z] avec Ω :=
∑
σ∈Γ∪{0}
ωσ(z)xσ(2.4)
La primitivite´ de Ω implique que ∆I[a,z] et I[a,z]⊗I[a,z] sont solutions de dJ = ∆(Ω)J ,
avec la meˆme condition initiale J (a) = 1⊗ 1.
Plus ge´ne´ralement, Iγ est le transport paralle`le de 1 le long de γ de la connexion
inte´grable d + (multiplication a` gauche par Ω) sur le fibre´ trivial P1(C) \ {0,Γ,∞} ×
C〈〈X〉〉. C’est ainsi qu’est explicite´e la comparaison Betti-de Rham pour π1(P1\{0,µn,∞})
[9, 12.16]. Pour Γ = 1, l’e´quation (2.4) est la re´duction a` P1 \ {0, 1,∞} du syste`me de
Knizhnik-Zamolodchikov KZ3 utilise´e par Drinfel’d [13].
2.2.2. Convergence partielle. — Pour (n, ν) ∈ N∗ × Γ, soit yn,ν = xn−10 xν . Notons YΓ
l’ensemble des yn,ν, ou simplement Y s’il n’y a pas d’ambigu¨ıte´ sur Γ. La sous-alge`bre
de Q〈X〉 engendre´e par Y est clairement libre sur Y. Comme espace vectoriel, elle est
engendre´e par les mots en X ne se finissant pas par x0 et il est pratique de l’identifier
au quotient de Q〈X〉 par l’ide´al a` droite homoge`ne I0 = Q〈X〉x0. On notera πY la
projection correspondante.
Comme x0 est primitif, l’ide´al I0 est un co¨ıde´al pour ∆. Ceci fait du quotient Q〈X〉/I0
une coge`bre gradue´e, qu’on notera par abus (Q〈Y〉,∆). Par homoge´ne´ite´, ces construc-
tions passent a` l’extension des scalaires comple´te´e. Ceci ne fait pas de (Q〈Y〉, •,∆) une
bige`bre : le coproduit-quotient ∆ n’est plus un morphisme d’alge`bres.
Conside´rons I[a,z] comme une fonction de la variable a de ]0, 1[. Par la proposition 2.8,
L’e´le´ment πY (I[a,z]) de (C]0,1[〈〈Y〉〉,∆) est diagonal pour ∆, car πY est un morphisme
de coge`bres. Ses coefficients, du type I[a,z](a1, . . . , ar) avec ar 6= 0, admettent une limite
lorsque a tend vers 0 dans ]0, 1[ (prop. 2.7). Le passage a` la limite e´tant un morphisme
d’alge`bres, on en de´duit :
Proposition 2.9. — Pour tout z ∈]0, 1[, la se´rie
I[0,z] =
∑
p∈N,a1,... ,ap−1∈Γ∪{0},ap∈Γ
I[0,z](a1, . . . , ap)xa1 · · · xap
est un e´le´ment diagonal de la coge`bre (C〈〈Y〉〉,∆)
2.2.3. — Soient p et q (produits et quotients successifs) les automorphismes line´aires,
inverses l’un de l’autre de Q〈X〉 donne´s par
p(xn10 xσ1x
n2
0 xσ2 · · · xnr0 xσrxnr+10 ) = xn10 xσ1xn20 xσ1σ2 · · · xnr0 xσ1σ2σrxnr+10(2.5)
q(xn10 xσ1x
n2
0 xσ2 · · · xnr0 xσrxnr+10 ) = xn10 xσ1xn20 xσ2σ−11 · · · x
nr
0 xσrσ−1r−1
x
nr+1
0 ,(2.6)
ou` les ni et les σi sont quelconques dans N et dans Γ. Il est clair que p et q sont
homoge`nes pour le poids, ce qui permet d’e´tendre leurs de´finitions a` k〈〈X〉〉 et que leurs
restrictions a` k〈〈Y〉〉, qui est stable, sont donne´es par :
p(ys1,σ1ys2,σ2 · · · ysr,σr) = ys1,σ1ys2,σ1σ2 · · · ysr,σ1σ2···σr(2.7)
q(ys1,σ1ys2,σ2 · · · ysr,σr) = ys1,σ1ys2,σ2σ−11 · · · ysr,σrσ−1r−1 ,(2.8)
pour tous entiers s1, . . . , sr strictement positifs.
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Conside´rons e´galement dans la se´rie ge´ne´ratrice
Lz :=
∑
s1,... ,sr,σ1,... ,σr
Ls1,... ,σr(σ1, . . . , zσr)ys1,σ1 · · · ys1,σr(2.9)
Avec ces notations, la proposition 2.7 se re´e´crit :
Proposition 2.10. — On a Lz = q(Iz) dans C]0,1[〈〈Y〉〉
2.2.4. Convergence totale. — Le sous-espace vectoriel Q〈X〉cv de Q〈X〉 engendre´ par
les mots en X ne se finissant pas par x0 et ne commenc¸ant pas par x1 est lui-aussi
une sous-alge`bre gradue´e, qu’on identifiera au quotient Q〈X〉/I avec I = (x1Q〈X〉 +
Q〈X〉x0). On notera πcv la projection correspondante. Par primitivite´ de x0 et x1, le
sous-espace I est un co¨ıde´al, d’ou` un coproduit-quotient, toujours note´ ∆ sur Q〈X〉cv.
La proposition 2.10 montre que les coefficients de πcv(Iz) sont les fonctions associe´es
comme en 2.1.1 aux suites (LNs1,... ,sr(σ1, . . . , σr))N>0, qui sont convergentes (cor. 2.5).
Le lemme d’Abel permet de re´pe´ter le meˆme argument qu’en 2.2.2 :
Proposition 2.11. — La se´rie Icv := lim
a→0+,b→1−
πcv(Iba) est un e´le´ment diagonal de
(C〈〈X〉〉cv,∆).
L’espace vectoriel Q〈X〉cv est e´galement la sous-alge`bre de Q〈Y〉 engendre´e par
les mots en Y ne commenc¸ant pas par y1,1 = x1. On l’identifie encore au quotient
Q〈Y〉/y1,1Q〈Y〉. Cela nous ame`nera a` noter indiffe´remment Q〈Y〉cv pour Q〈X〉cv. De
plus, on voit facilement que p et q commutent a` πcv.
Proposition 2.12. — La se´rie ge´ne´ratrice
Lcv :=
∑
s1,... ,sr,σ1,... ,σr,(s1,σ1)6=(1,1)
Ls1,... ,σr(σ1, . . . , σr)ys1,σ1 · · · ys1,σr(2.10)
est e´gale a` q(Icv) dans C〈〈Y〉〉cv
En effet, Lcv et q(Icv) sont les limites terme a` terme de πcv(Lz) et q(πcv(I[0,z]))
lorsque z tend vers 1−
2.3. Relation de me´lange des sommes ite´re´es. — On se propose ici de de´crire
de manie`re compacte toutes les relations du type (1.5), lorsque les variables sont dans
un sous-groupe multiplicatif fini Γ fixe´ de C. Comme en 2.2, cela se traduira par la
diagonalite´ de certaines se´ries ge´ne´ratrices.
2.3.1. De´finitions. — Dans Q〈Y〉, on e´tend la notation yn,ν au cas n = 0 par la
convention
y0,σ :=
{
1 si σ = 1
0 si σ 6= 1(2.11)
L’alge`bre Q〈Y〉 admet une N × Γ-graduation, le poids colore´, obtenue en convenant
que yn,ν est de degre´ (n, ν). La premie`re composante, le poids est he´rite´e de Q〈X〉.
La seconde est une Γ-graduation, qu’on appellera la couleur totale. En convenant que
chaque e´le´ment de Y est de degre´ 1, on de´finit encore une autre N-graduation, la
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longueur(7) qui jouera un roˆle moins important dans la suite. La diffe´rence du poids et
de la longueur est le degre´ partiel en x0 de Q〈X〉.
Le coproduit ∆⋆, de´fini comme morphisme d’alge`bres par la condition
∆⋆(yn,ν) :=
∑
k+l=n
κλ=ν
yk,κ⊗ yl,λ,(2.12)
est clairement cocommutatif, coassociatif et cou¨nife`re et fait de (Q〈Y〉, •,∆⋆) une
bige`bre de Hopf — l’antipode est fourni par 2.3.4 ci-dessous). Il est de plus homoge`ne
pour le poids (et meˆme pour le poids colore´), ce qui permet de le prolonger a` k〈〈Y〉〉.
Par contre, il ne respecte pas la graduation de longueur, mais seulement la filtration
de´croissante associe´e.
Il est caracte´rise´, en tant que morphisme d’alge`bres homoge`ne pour le poids colore´,
par le fait que l’e´le´ment
Y :=
∑
(n,ν)∈N×Γ
yn,ν
de Q〈〈Y〉〉 est diagonal, comme le montre un calcul imme´diat.
2.3.2. Sommes partielles. — Les relations du type (1.5) sont de´ja` vraies pour les
sommes partielles LNs1,... ,sr(z1, . . . , zr) de´finies en 2.1.3.
Fixons N > 0 et conside´rons dans C〈〈Y〉〉 la se´rie ge´ne´ratrice
LN :=
∑
r,s1,... ,sr,σ1,... ,σr
LNs1,... ,sr(σ1, . . . , σr)ys1,σ1 . . . ysr,σr(2.13)
Ne pas fixer N revient a` la voir comme un e´le´ment de CN〈〈Y〉〉, plus pre´cise´ment de
DivLogN〈〈Y〉〉 (cor. 2.5).
Par test sur les ge´ne´rateurs, on voit que pour λ ∈ C et ν ∈ Γ, les substitutions
yn,ν 7→ λnyn,ν et yn,ν 7→ νyn,ν sont des morphismes de coge`bres.(8) En appliquant une
fois la premie`re et m fois la seconde a` Y, on obtient donc que l’e´le´ment
Ym(λ) :=
∑
n>0,ν∈Γ
νmλnyn,ν
de C〈〈Y〉〉 est encore diagonal pour ∆⋆.
Dans le de´veloppement du produit
P := YN−1
(
1
N − 1
)
YN−2
(
1
N − 2
)
· · · Y1
(
1
1
)
,
les occurences du mot w := ys1,σ1 · · · ysr,σr correspondent aux suites N > n1 > · · · > nr
d’entiers, le facteur ysi,σi de w provenant du facteur Yni(1/ni) de P . Le coefficient de
ysi,σi dans Yni(1/ni) e´tant σnii n−sii , l’occurence N > n1 > · · · > nr de w dans P porte
donc le coefficient σn11 n
−s1
1 · · · σnrr n−srr . Le coefficient total de w dans P s’obtenant en
sommant les coefficients porte´s par ces occurences, on voit donc que P est e´gal a` LN .
Comme chaque Yi(1/i) est diagonal, on a donc de´montre´ :
(7)Goncharov utilise le terme de ✭✭ profondeur ✮✮ (depth).
(8)Pour la premie`re, il s’agit simplement de l’homoge´ne´ite´ de ∆⋆.
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Proposition 2.13. — La se´rie ge´ne´ratrice des sommes partielles LN est diagonale
dans (C〈〈Y〉〉,∆⋆).
2.3.3. Quotient de convergence. — La formule (2.12) exprime en particulier la primi-
tivite´ de y1,1 dans (Q〈Y〉,∆⋆). L’ide´al a` droite I = y1,1Q〈Y〉 est donc un co¨ıde´al pour
∆⋆, le quotient Q〈Y〉cv he´rite du coproduit ∆⋆ et la projection πcv : Q〈Y〉 → Q〈Y〉cv
est un morphisme de coge`bres. Comme en 2.2.2, le projete´ πcv(LN ) est diagonal dans
(CN〈〈Y〉〉cv,∆⋆) et on peut passer a` la limite :
Proposition 2.14. — L’e´le´ment Lcv := lim
N→∞
πcv(LN ) de C〈〈Y〉〉cv est diagonal pour
le coproduit ∆⋆.
2.3.4. Redressement du coproduit ∆⋆. — Malgre´ la parente´ apparente, au moins au
niveau informel, des deux types de relation de me´lange, (Q〈Y〉, •,∆⋆) n’est pas la
bige`bre enveloppante de LibQ(Y), mais elle peut s’y ramener, par un automorphisme
d’alge`bres.
Soit un,ν la partie homoge`ne de poids colore´ (n, ν) de log(Y) (cf. 2.3.1) et U l’ensem-
ble des un,ν , (n, ν) ∈ N∗ × Γ (en particulier, ceci impose u0,ν = 0, pour toute valeur
de ν). Comme Y est diagonal, son logarithme est primitif ; ∆⋆ e´tant homoge`ne pour le
poids colore´, les un,ν sont tous primitifs.
Par de´finition, on a
exp
 ∑
n∈N,ν∈Γ
un,ν
 = ∑
n∈N,ν∈Γ
yn,ν(2.14)
En observant la partie homoge`ne de poids colore´ (n, ν) et de longueur 1 de cette ex-
pression, on voit que la partie de longueur 1 de un,ν est yn,ν. On a donc
us1,σ1us2,σ2 · · · usr,σr = ys1,σ1ys2,σ2 · · · ysr,σr + (termes de longueur > r)(2.15)
En d’autres termes, la restriction a` la composante homoge`ne de poids n de la substi-
tution yn,ν 7→ un,ν est unipotente. Cela assure que cette substitution est un automor-
phisme d’alge`bres de Q〈Y〉. Compte-tenu de la primitivite´ des un,ν , on a donc prouve´ :
Proposition 2.15. — La Q-alge`bre associative Q〈Y〉 est librement engendre´e par U.
La bige`bre (Q〈Y〉, •,∆⋆) est isomorphe a` (Q〈U〉, •,∆), bige`bre enveloppante universelle
de LibQ(U).
2.3.5. — On utilisera plus loin la de´rivation ∂us,σ de Q〈Y〉 qui envoie us,σ sur 1 et
annule tous les autres un,ν. Soit ψ un e´le´ment primitif de (k〈〈Y〉〉,∆⋆). D’apre`s la
proposition ci-dessus, ψ est une se´rie de Lie en les un,ν . On voit facilement que ∂us,σ(ψ)
est le coefficient de us,σ dans ψ, car ∂us,σ annule tous les crochets. Compte-tenu de
(2.15), cela devient :
Proposition 2.16. — Pour ψ primitif dans (k〈〈Y〉〉,∆⋆) et (s, σ) ∈ N∗ × Γ, on a
∂us,σ(ψ) = (ψ | ys,σ )
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2.3.6. Remarques. — Dans le cas Γ = 1, la bige`bre (Q〈Y〉, ·,∆⋆) est celle des fonctions
syme´triques non-commutatives [17], vue dans la base des fonctions comple`tes. Sa duale
gradue´e est celle des fonctions quasi-syme´triques (Qsym, ⋆, δ) [33]. Les propositions
2.13 et 2.14 se dualisent en interpre´tant LN (resp. L), apre`s extension par line´arite´,
comme un morphisme d’alge`bres de Qsym dans C (resp. Qsymcv → C, ou` Qsymcv est
une sous-alge`bre de Qsym, engendre´e comme Q-espace vectoriel par les e´le´ments de la
base duale de l’ensemble des mots en Y (les monomiales) indice´s par (s1, . . . , sr) avec
s1 6= 1 ; elle est duale du quotient Q〈Y〉cv. Pour effectuer des calculs explicites, il est
souvent pre´fe´rable de travailler avec Qsym.
Pour ge´ne´raliser a` Γ quelconque, M. Bigotte [3] a introduit l’alge`bre des ✭✭ fonctions
quasi-syme´triques colore´es ✮✮. On laisse au lecteur le soin de ve´rifier qu’elle est duale de
la coge`bre (Q〈YΓ〉,∆⋆).
La proposition 2.15 est une ge´ne´ralisation directe du cas particulier Γ = 1, classique
pour les fonctions syme´triques non-commutatives. On a des descriptions plus fines de
ce changement de base, ainsi que de nombreuses variantes [17, 33]. On pourrait encore
ge´ne´raliser en remplac¸ant N∗ × Γ par un magma associatif et commutatif (M,+) quel-
conque, dans lequel tout e´le´ment aurait un nombre fini de de´compositions en sommes
de deux e´le´ments. La convention (2.11) se formulerait en adjoignant un e´le´ment neutre
a` M .
2.3.7. — Nous aurons dans la suite besoin d’un calcul qui se fait habituellement dans
Qsym. Applique´ a` l’e´le´ment diagonal Lcv, il redonne l’exemple 1.5 de l’introduction
(voir 1.6 pour la notation).
Proposition 2.17. — Pour tous v ∈ k〈〈Y〉〉, ys,σ ∈ Y et yt,τ ∈ Y, on a :
(∆⋆v | ys,σ⊗ yt,τ ) = (v | ys+t,στ + ys,σyt,τ + yt,τys,σ )
Pour v primitif pour ∆⋆, s 6= 0 et t 6= 0, on a donc
(v | ys+t,στ + ys,σyt,τ + yt,τys,σ ) = 0(2.16)
De´monstration. — Comme ∆⋆ respecte la filtration de longueur, seuls les termes de
longueur 1 et 2 de v interviennent. L’identification est alors imme´diate. La conse´quence
(2.16) est e´vidente.
2.4. Re´gularisations. — Les se´ries Icv et Lcv sont peu pratiques a` utiliser, car les
structures de bige`bre ne persistent pas dans les quotients de convergence. Il est donc
be´ne´fique de les relever a` des e´le´ments diagonaux des deux bige`bres concerne´es. D’un
point de vue combinatoire, ce processus n’est pas canonique, mais on a un bon controˆle
de l’ambigu¨ıte´, permettant de fixer arbitrairement des releve´s I et L .
On peut conside´rer les coefficients apparaissant dans I et L comme des valeurs
re´gularise´es des inte´grales ite´re´es et des sommes ite´re´es pre´servant chacune la relation
de me´lange ade´quate. Il est bien connu que la formule de Kontsevitch ne survit pas au
processus. Dans notre formalisme, cela s’e´crit L 6= qπY (I).
Les deux types de de´veloppements asymptotiques de 2.1 fournissent d’autres releve´s,
a` coefficients polynoˆmiaux. Les proprie´te´s de comparaison de 2.1.2 se traduisent, graˆce
au controˆle de l’ambigu¨ıte´ des rele`vements, par la relation de re´gularisation, qui exprime
L en fonction de I. On e´voque ensuite ses conse´quences et son historique.
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2.4.1. Cadre ge´ne´ral. — Soient g une Q-alge`bre de Lie gradue´e, g1 et g2 deux sous-
alge`bres de Lie de g, telles que g = g1 ⊕ g2, en tant qu’espaces vectoriels.
Le the´ore`me de Poincare´-Birkhoff-Witt montre que l’application
PBW :
Ûg1⊗ Ûg2 −→ Ûg
a⊗ b 7−→ ab(2.17)
est un isomorphisme de coge`bres. Notons ε la cou¨nite´ de Ûg1. L’application ε⊗ Id :
Ûg1⊗ Ûg2 → Ûg2 est un morphisme de coge`bres, dont le noyau g1Ûg1⊗ Ûg2 a pour
image g1Ûg par PBW. La coge`bre-quotient Ûg/g1Ûg est donc isomorphe a` Ûg2 et on
a un diagramme commutatif de coge`bres :
Ûg1⊗ Ûg2
ε⊗ Id

PBW // Ûg
π

Ûg2
1⊗ Id
OO
// Ûg/g1Ûg
(2.18)
Les deux fle`ches horizontales de ce diagramme e´tant des isomorphismes de coge`bres, on
de´duit de 1⊗ Id une section de la projection canonique π, avec comme conse´quence :
Proposition 2.18. — Tout e´le´ment diagonal de Diag(Ûkg/g1Ûkg) est l’image par π
d’un e´le´ment de exp(kg). Deux tels e´le´ments se de´duisent l’un de l’autre par multipli-
cation a` gauche par un e´le´ment de exp(kg1).
On utilisera sans autre commentaire la variante pour les multiplications a` droite.
2.4.2. Application a` Icv et Lcv. — La proposition 2.18 s’applique notamment lorsque
g est une alge`bre de Lie libre sur un alphabet A et g1 = ka, pour a ∈ A : on prend pour
g2 le premier terme non trivial de la filtration de´croissante associe´e au degre´ partiel en
A \ {a}.
La bige`bre enveloppante de Lib(U) est (Q〈Y〉, •,∆⋆) (prop. 2.15) et on a y1,1 =
u1,1 ∈ U. Comme les coefficients de y1,1 s’additionnent lorsqu’on multiplie deux se´ries
diagonales, on en de´duit :
Corollaire 2.19. — Toute se´rie Φcv diagonale de (Q〈Y〉cv,∆⋆) est l’image par πcv
d’un e´le´ment diagonal de (Q〈Y〉,∆⋆). Deux tels e´le´ments Φ1 et Φ2 sont lie´s par
Φ2 = exp((λ2 − λ1)y1,1)Φ1,
ou` λi est le coefficient de y1,1 dans Φi, pour i ∈ {1, 2}.
De meˆme, on peut de´composer Lib(X) en Qx1 ⊕ h ⊕ Qx0 et appliquer deux fois la
proposition 2.18 ; il vient d’abord une variante pour (Q〈Y〉,∆) du corollaire 2.19, puis :
Corollaire 2.20. — Toute se´rie Φcv diagonale de (Q〈X〉cv,∆) est l’image par πcv d’un
e´le´ment diagonal de (Q〈X〉,∆). Deux tels e´le´ments Φ1 et Φ2 sont lie´s par
Φ2 = exp((λ2 − λ1)x1)Φ1 exp((µ2 − µ1)x0),
ou` λi et µi sont respectivement les coefficients de x1 et x0 dans Φi, pour i ∈ {1, 2}.
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Ces corollaires peuvent e´galement se de´duire [24, 34] d’un processus plus fin de
de´composition des exponentielles de Lie, bien plus adapte´ pour les calculs informatiques
que les de´veloppements en combinaisons line´aires de mots.
2.4.3. Notations. — On de´signera par I l’unique se´rie diagonale de (C〈〈X〉〉,∆) telle
que πcv(I) = Icv et dans laquelle les coefficients de x0 et x1 sont nuls. De meˆme,
l’unique e´le´ment diagonal de (C〈〈Y〉〉,∆⋆) se projetant par πcv sur Lcv et dans laquelle
le coefficient de y1,1 est nul sera note´ L . L’existence et l’unicite´ de ces deux se´ries sont
garanties par les corollaires 2.20 et 2.19.
La se´rie πY (I) est caracte´rise´e par le fait qu’elle est diagonale dans (C〈〈Y〉〉,∆),
ante´ce´dent de Icv par πcv et que le coefficient de y1,1 y est nul.
La suite de cette partie est consacre´e a` l’obtention d’une formule explicite de com-
paraison entre I et L .
On adoptera la convention suivante : soient k1 et k2 deux C-anneaux, f : k1 → k2
une application C-line´aire et Φ ∈ k1〈〈X〉〉. On note f(Φ) l’e´le´ment de k2〈〈X〉〉 obtenu
en appliquant f aux coefficients de Φ. L’application f ainsi de´finie est un morphisme
de C〈〈X〉〉-bimodules. Si f est un morphisme d’alge`bres et Φ est diagonal pour ∆, alors
f(Φ) l’est aussi. De meˆme pour les Y et ∆⋆.
2.4.4. Interpre´tation pour les sommes ite´re´es. — Les coefficients de LN sont des suites
de DivLogN (prop. 2.5). Comme As est un morphisme d’alge`bres, Lt := As(LN ) est
diagonal dans (C[t]〈〈Y〉〉,∆⋆) ; il se projette de plus par πcv sur Lcv, si l’on conside`re
C〈〈Y〉〉 comme inclus dans C[t]〈〈Y〉〉. Le coefficient de y1,1 dans Lt e´tant As((HN )), e´gal
a` γ + t, le corollaire 2.19 applique´ avec k = C[t] de´termine Lt :
Lt = exp((γ + t)y1,1)L(2.19)
2.4.5. Justifications de 2.1.2. — Par 1k, on entend la se´quence forme´e de k fois le
nombre 1. Par de´finition, Hk,N := L
N
1k
(1k) est le coefficient de yk1 dans LN . Le polynoˆme
As((Hk,N )) est donc le coefficient de y
k
1 dans Lt. La formule (2.19) montre qu’il est de
degre´ k en t.
D’apre`s la formule de Kontsevitch, L1k(1
k−1, z), valeur en z de la fonction associe´e
a` Hk,N , n’est autre que le coefficient de x
k
1 dans l’e´lement diagonal I[0,z]. D’apre`s le
lemme ci-dessous, c’est donc (L1(z))
k/k!, car le coefficient de x1 dans I[0,z] est L1(z).
Lemme 2.21. — Soient k un Q-anneau, Φ un e´le´ment diagonal de (k〈〈X〉〉,∆) et λ le
coefficient de x1 dans Φ. Le coefficient de x
k
1 dans Φ est λ
k/k!.
De´monstration. — Munie du coproduit ∆ pour lequel t est primitif, Q[[t]] est la bige`bre
enveloppante universelle comple´te´e de l’alge`bre de Lie commutative de base {t}. La
substitution πt : x1 7→ t, xα 7→ 0 pour α 6= 1 est clairement un morphisme de coge`bres
de (k〈〈X〉〉,∆) dans (k[[t]],∆). L’image de Φ par πt est donc diagonale, i.e. de la forme
exp(µt). La comparaison des termes de degre´ 1 donne λ = µ.
2.4.6. Interpre´tation asymptotique pour les inte´grales ite´re´es. — Les coefficients de Lz
et de I[0,z] sont les fonctions z 7→ Ls1,... ,sr(σ1, . . . , zσr), associe´es comme en 2.1.1 aux
suites (LNs1,... ,sr(σ1, . . . , σr))N>0, qui sont dans DivLogN. D’apre`s le corollaire 2.3, dont
on vient de comple´ter la de´monstration, ce sont donc des e´le´ments de DivLogD.
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On peut donc poser It := As(Iz) ; c’est un e´le´ment diagonal de (C[t]〈〈Y〉〉,∆) qui se
projette par πcv sur Icv. Le coefficient de x1 dans It vaut cette fois −t, car c’est As(L1).
Le corollaire 2.20 nous donne donc :
It = exp(−x1t)πY (I)(2.20)
On voit au passage que πY (I) s’obtient — ainsi donc que les valeurs re´gularise´es des
inte´grales ite´re´es de 0 a` z — en prenant le terme constant des de´veloppements asympo-
tiques polynomiaux en log(1− z) des inte´grales ite´re´es de 0 a` z au voisinage de z = 1.
On retrouve bien la ✭✭ re´gularisation canonique ✮✮ de Goncharov, et la description de l’im-
age d’un chemin aboutissant a` un point-base tangentiel dans la comparaison Betti-de
Rham [9, 15.52].
2.4.7. Comparaison des deux re´gularisations. — On a Lz = qI[0,z] et Lz se de´duit de
LN par l’application C-line´aire DivLogN → DivLogD de 2.1.2.
D’apre`s les de´finitions de It et Lt et le corollaire 2.3, on a cmp(Lt) = qIt. Comme
cmp est un endomorphisme de C〈〈Y〉〉-modules a` droite, on de´duit de (2.19) et (2.20)
que l’on a L = LcorrqπZ(I), avec Lcorr := cmp(exp((γ+2t)y1)). La se´rie Lcorr est un
produit d’e´le´ments de C〈〈Y〉〉 ; elle est donc a` coefficients dans C. On a ainsi prouve´ :
Proposition 2.22. — Il existe S ∈ C[[y1,1]] telle que que
L = S · qπY (I)
2.4.8. Relation de re´gularisation. — La proposition 2.22 suffit a` de´terminer de manie`re
purement alge´brique les coefficients de S.
Proposition 2.23. — Soit k un Q-anneau, Φ un e´le´ment diagonal de (k〈〈X〉〉,∆), et
une se´rie S de k[[t]] telle que l’e´le´ment Φ⋆ := S(y1,1) · qπY (I) de k〈〈Y〉〉 soit diagonal
pour ∆⋆. On a
S = exp
∑
n>1
(−1)n−1
n
(
Φ
∣∣ xn−10 x1 ) tn

De´monstration. — L’application πt du lemme 2.21 se factorise par πY . Le quotient,
note´ encore πt, est la substitution y1,1 7→ t, yn,ν 7→ 0 pour (n, ν) 6= (1, 1). Par le lemme
2.21, on a πtqπY (Φ) = 1, d’ou` πt(Φ⋆) = S.
D’apre`s la proposition 2.15, on peut e´crire Φ comme exponentielle d’une se´rie de Lie
en les un,ν . Pour n 6= 0, notons αn,ν le coefficient de un,ν dans celle-ci.
Comme C[[t]] est commutative, tout crochet des un,ν est dans le noyau de πt, d’ou`
log πt(Φ⋆) =
∑
n∈N∗,ν∈Γ
αn,νπt(un,ν)(2.21)
On a πt(un,ν) = 0 si ν 6= 1, car un,ν est homoge`ne de couleur totale ν. On en de´duit
∑
n>0
πt(un,1) = πt
 ∑
n∈N,ν∈Γ
un,ν
 de´f= πt log
 ∑
n∈N,ν∈Γ
yn,ν
 = log(1 + t),
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d’ou` l’on tire πt(un,1) = (−1)n−1tn/n par homoge´ne´ite´ de πt. Reportons dans (2.21) :
log πt(Φ⋆) =
∑
n>0
(−1)n−1
n
αn,1t
n(2.22)
Il reste a` de´terminer les αn,1. A` des termes de longueur au moins 2 pre`s, on a un,ν = yn,ν
(cf. 2.3.4) et donc Φ⋆ =
∑
n,ν αn,νyn,ν, car une se´rie de Lie n’a pas de terme constant.
On voit donc que αn,1 est le coefficient de yn,1 dans Φ⋆, i.e.
(
Φ
∣∣xn−10 x1 ).
Le coefficient de xn−10 x1 dans I vaut ζ(n) si n > 2 et 0 si n = 1.
Corollaire 2.24 (Relation de re´gularisation). — Les se´ries L et I ve´rifient
L = exp
∑
n>2
(−1)n−1ζ(n)
n
yn1,1
qπY (I)
2.4.9. Conse´quences. — Les relations DMR (doubles me´langes et re´gularisation) per-
mettent de de´montrer l’egalite´ ζ(2, 1) = ζ(3), qui e´tait connue d’Euler, et ne peut se
de´duire des seuls doubles me´langes, relations de poids minimum 4.
Les relations DMR impliquent(9) plus ge´ne´ralement la relation d’Hoffman [25], qui
se ge´ne´ralise aux racines de l’unite´ [3] et sur laquelle les calculs de [24, 3] se fondent, en
plus des doubles me´langes : elle se rame`ne a` l’absence de terme en y1,1 dans le facteur
correctif. On sait peu sur la re´ciproque, si ce n’est qu’elle est vraie pour les polyzeˆtas
aussi loin que l’on puisse calculer par ordinateur avec les deux syste`mes, i.e. jusqu’en
poids 16.
2.4.10. Remarques. — Le calcul de la proposition 2.23 se rame`ne a` la variante de
Waring des formules de Newton, modulo l’inclusion que nous n’avons pas de´taille´e de
l’alge`bre des fonctions syme´triques dans celle des quasi-syme´triques, elle-meˆme incluse
dans celle des fonctions quasi-syme´triques colore´es (cf. 2.3.6).
L’attribution de la relation de re´gularisation est difficile, meˆme en faisant abstraction
des diffe´rences de langage. Elle apparaˆıt chez Goncharov(10) [20, 22], sous une forme
duale de la proposition 2.22 ; chez E´calle [14], par des arguments tre`s diffe´rents, modulo
la correspondance entre ses moules entiers et nos se´ries ge´ne´ratrices, sous la forme
2.22 ; chez Boutet de Monvel [4], avec la de´finition et le calcul complet de cmp. Plus
re´cemment, on trouve dans [26] des arguments proches, cette fois attribue´s a` Zagier.
2.5. Relations spe´cifiques aux racines de l’unite´
2.5.1. — Les relations de distribution du polylogarithme classique se ge´ne´ralisent di-
rectement aux polylogarithmes multiples [22] :
Proposition 2.25. — Soit d un diviseur de l’entier n. Si (s1, σ1) 6= (1, 1), on a∑
τd1=σ1,τ
d
2=σ2,... ,τ
d
r=σr
Ls1,... ,sr(τ1, . . . , τr) = d
r−(s1+···+sr)Ls1,... ,sr(σ1, . . . , σr)(2.23)
Il s’agit de traduire cela en termes de se´ries ge´ne´ratrices non-commutatives.
(9)Voir [34] cor. III.4.21 p. 97 pour le de´tail, dans le cas des polyzeˆtas.
(10)Ceci nous avait e´chappe´ a` l’e´poque de la re´daction de [34].
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2.5.2. Fonctorialite´s en Γ. — Tout morphisme de groupes ϕ : Γ → Γ′ donne lieu a`
deux substitutions ϕ∗ : Q〈XΓ〉 → Q〈XΓ′〉 et ϕ∗ : Q〈XΓ′〉 → Q〈XΓ〉, de´finies par :
ϕ∗(xσ) =
{
x0 si σ = 0∑
τ∈ϕ−1(σ)
xτ si σ ∈ Γ et ϕ∗(xσ) =
{
dx0 si σ = 0
xϕ(s) si σ 6= 0,(2.24)
ou` d de´signe l’ordre de ker ϕ.
Ces applications pre´servent les structures qu’on a pre´ce´demment de´finies. Ce sont
e´videmment des morphismes de coge`bres pour ∆. Elles stabilisent les Q〈Y〉, commutent
a` πY . Par test sur les yn,ν , on voit que ce sont des morphismes de coge`bres pour ∆⋆.
L’image directe ϕ∗ commute a` p et q ; si ϕ est injective, l’image re´ciproque ϕ
∗ stabilise
Q〈Y〉cv et commute a` p,q et πcv.
2.5.3. — Soit Γ un groupe commutatif fini. Pour tout diviseur d de l’ordre de Γ, notons
pd l’application σ 7→ σd, Γd son image et id l’inclusion de Γd dans Γ.
Pour Γ ⊂ C∗, on laisse au lecteur le soin de ve´rifier que la proposition 2.25 se traduit
par l’e´galite´, dans C〈〈YΓd〉〉, de i∗d(Lcv) et πcvpd∗(L ). La meˆme e´galite´ vaut pour I,
car i∗d et p
d
∗ commutent a` p et q. Les se´ries i
∗
d(I) et pd∗(I), toutes deux diagonales, ont
donc meˆme image, i∗d(Lcv), par πcv. D’apre`s le corollaire 2.20, il suffit de connaˆıtre leurs
termes en x0 et x1 pour les comparer ; on en de´duit facilement la relation de distribution
re´gularise´e :
Proposition 2.26. — Pour tout sous-groupe multiplicatif fini Γ de C∗ et tout diviseur
d de l’ordre de Γ, on a :
pd∗(I) = exp
 ∑
σn/d=1,σ 6=1
Li1(σ)x1
 i∗d(I)
2.5.4. Relations de poids un. — Un calcul direct permet d’obtenir, pour k strictement
compris entre 0 et n/2 :
L1(exp(2kiπ/n)) − L1(exp(−2kiπ/n))) = (n− 2k)iπ(2.25)
Lorsque ν varie dans µn(C), les L1(ν) − L1(ν−1) sont donc tous coline´aires sur Q,
avec des coefficients explicites, mais qui ne sont pas invariants par automorphismes de
µn(C), a` l’exception de la conjugaison complexe.
(11)
D’apre`s [11], ceci traduit la de´pendance non fonctorielle de la correspondance Betti-
de Rham du choix d’un plongement du corps cyclotomique dans C. Par contre, la
de´pendance par rapport au choix d’une cloˆture alge´brique de R est fonctorielle, donnant
lieu a` l’invariance par conjugaison, qui a d’inte´ressantes conse´quences (voir 5.3).
3. E´tude formelle des relations DMRD
(11)Si n 6∈ {1, 2, 3, 4, 6}, auquel cas µn(C) a plus de deux automorphismes, on voit donc que les relations
de poids un ne de´coulent pas des autres, qui sont invariantes graˆce aux proprie´te´s e´nume´re´es en 2.5.2.
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De´finition 3.1. — Pour tout Q-anneau k et tout groupe commutatif fini Γ, on note
DMR(Γ)(k) l’ensemble des e´le´ments Φ de k〈〈XΓ〉〉 tels que :
(Φ|1) = 1 et (Φ|x0) = (Φ|x1) = 0(3.1)
∆Φ = Φ ⊗̂
k
Φ et ∆⋆Φ⋆ = Φ⋆ ⊗̂
k
Φ⋆,(3.2)
ou` l’on pose Φ⋆ := Φcorr · qπY (Φ) et Φcorr := exp
∑
n>2
(−1)n−1
n
(πY (Φ)|yn,1)yn1,1

Pour tout plongement ι de Γ dans C∗, on note DMR(ι)(k) l’ensemble des e´le´ments
Φ de DMR(Γ)(k) ve´rifiant les relations de poids un :(
Φ
∣∣xξk − xξ−k ) = n− 2kn− 2 (Φ ∣∣xξ − xξ−1 ) ,(3.3)
avec ξ := ι−1(exp(2iπ/n)) et k compris entre 1 et n/2.
Soit n l’ordre de Γ. On note respectivement DMRD(Γ)(k) et DMRD(ι)(k) l’ensemble
des e´le´ments Φ de DMR(Γ)(k) et de DMR(ι)(k) ve´rifiant pour tout diviseur d de n la
relation de distribution :
pd∗(Φ) = exp
 ∑
σn/d=1
(Φ|xσ)x1
 i∗d(Φ)(3.4)
Lorsqu’il n’y a pas d’ambigu¨ıte´ sur Γ ou ι, on le supprimera de la notation.
Le contenu de la section 2 se re´sume donc ainsi : pour tout ι, la se´rie I(ι(Γ)), de´finie
a` partir des valeurs prises par les polylogarithmes multiples sur ι(Γ), est un e´le´ment de
DMRD(ι)(C). Bien suˆr, la donne´e de ι n’est possible que si G est cyclique, et e´quivaut
a` celle de ξ. Nombre de proprie´te´s se formuleront ne´anmoins pour Γ quelconque.
De´finition 3.2. — Soient k, ι : Γ → C∗, ξ et n comme pre´ce´demment. On note re-
sppectivement DMRλ(k) et DMRDλ(k) l’ensemble des e´le´ments Φ de DMR(k) et DMRDλ(k)
tels que (Φ|αι) = λ, avec
αι :=
{
x0x1 = y2,1 si n ∈ {1, 2}
2n
n−2(xξ − xξ−1) si n > 3
Plus ge´ome´triquement, Φ 7→ (Φ |αι ) est un morphisme de sche´mas DMR → A1 et
DMRλ(k) est l’ensemble des k-points de la fibre de DMR au-dessus de λ : Spec(k)→ A1.
Pour n 6 2 (auquel cas ι est unique), le coefficient de x0x1 dans I est par de´finition
ζ(2), et donc cette se´rie appartient a` DMRDζ(2)(C).
Pour n > 3, le coefficient de ι(xξk) dans I vaut L1(exp(2kiπ/n)). D’apre`s 2.5.4, on
a donc dans ce cas I ∈ DMRD2iπ(C),
3.1. Le groupe MT. — On de´crit ici, suivant la pre´sentation de [11], le groupe par
lequel se factorise l’action du groupe motivique Ugr sur π1(P1 \ {0,µn,∞}). Diffe´rentes
variantes de ces formules apparaissent dans la litte´rature, provenant de la composition
des automorphismes (exte´rieurs s’il y a des proble`mes d’invariance de points-base)
✭✭ spe´ciaux ✮✮ de π1(P
1 \ {0,µn,∞}), e´quivariants pour certaines syme´tries. On ne fait
ici que les conside´rer dans un domaine maximal de de´finition.
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3.1.1. Premie`res de´finitions. — Soit Π(k) la cate´gorie dont les objets sont Oσ, pour
σ ∈ Γ ∪ {0} et avec HomΠ(k) (Oσ , Oτ ) = k〈〈X〉〉, la composition des fle`ches e´tant la
multiplication des se´ries. Un e´le´ment G de k〈〈X〉〉 sera note´ Gτ,σ lorsqu’il est vu dans
HomΠ(k)(Oσ , Oτ ).
Pour σ ∈ Γ, notons tσ la substitution xν 7→ xσν de k〈〈X〉〉. Soit Cσ l’endofoncteur de
C(k) donne´ sur les objets par Oν 7→ Oσν et sur les fle`ches par tσ.
Dans le cas Γ = µn, la cate´gorie Π(k) est la k-alge`bre du groupo¨ıde fondamental de
P1 \ {0,µn,∞}, en re´alisation ✭✭ gradue´e ✮✮. Les k-points de ce dernier forment la sous-
cate´gorie dont les fle`ches sont les exponentielles de Lie. Les Cσ proviennent de l’action
de µn sur P
1 \ {0,µn,∞} par rotations.
Soit E(k) l’ensemble des endofoncteurs de Π(k) agissant trivialement sur les objets,
de manie`re k-line´aire et continue sur les fle`ches, qui fixent les (xσ)σ,σ et qui commutent
aux Cσ. A` F ∈ E(k), faisons correspondre l’e´le´ment Φ(F) = F(11,0). On de´finit ainsi
une application de E(k) dans k〈〈X〉〉.
3.1.2. — Fixons F ∈ E(k). Comme les fle`ches 10,1 et 11,0 sont inverses l’une de l’autre,
Φ(F), on voit que F(10,1) est l’inverse de Φ(F). Pour σ ∈ Γ, de Cσ(11,0) = 1σ,0 de´coule
F(1σ,0) = tσ(Φ(F)).
Soit κG la substitution xσ 7→ tσ(Φ(F))xσ [tσ(Φ(F))]−1, x0 7→ x0. L’action de F sur
EndΠ(k) (x0,0) est un morphisme continu de k-alge`bres. De (xσ)0,0 = 1σ,0(xσ)σ,σ10,σ
de´coule imme´diatement que c’est κΦ(F).
Pour G,H ∈ k〈〈X〉〉, posons, si G est inversible,
G⊛H := GκG(H)(3.5)
En e´crivant H1,0 = 11,0H0,0, on obtient F(H1,0) = Φ(F) ⊛ H. Il est clair que l’ap-
plication G est une bijection de E(k) sur l’ensemble des se´ries inversibles de k〈〈X〉〉.
Transporte´e par cette bijection, la composition de E(k) devient ⊛, en vertu de l’e´galite´
tautologique de Φ(F1F2) et F1(Φ(F2)).
Le mono¨ıde E est en fait un groupe. Pour cela, il suffit de ve´rifier la pleine fide´lite´
de tout F ∈ E(k), qu’on peut se contenter de tester sur EndΠ(k) (O0). Or κG(F) est
inversible, car pro-unipotent.
L’ensemble des F tels que le terme constant de Φ(F) soit 1 est clairement un sous-
groupe de E(k). Dans ce cas, l’action sur HomΠ(k)(O0, O1) est elle-meˆme pro-unipotente.
Elle est fide`le car F se de´duit de F(11,0). Elle s’obtient par extension continue des
scalaires de Q a` k.
Proposition 3.3. — L’ensemble MT(k) des se´ries de terme constant 1, muni de la
loi ⊛ de´finit un groupe pro-unipotent agissant par ⊛ sur k〈〈X〉〉.
3.1.3. Remarques. — Par de´finition, l’action de G ∈ MT(k) commute a` la multipli-
cation par gauche par x1 et a` droite par x0 et passe donc aux quotients par πY et
πcv.
Si S ∈ MT(k) ne de´pend que de x1, l’automorphisme κS est l’identite´, car tσ(S), ne
de´pendant que de xσ, commute a` xσ. L’action de S est alors la multiplication a` gauche
par S et on a G⊛ S = G⊛ (S ⊛ 1) = SG = S ⊛G. Autrement dit, S est central.
3.1.4. — Soit F(k) le sous-mono¨ıde de E(k) agissant sur les fle`ches de Π(k) par mor-
phismes de coge`bres. L’e´le´ment Φ(F) parame´trant F ∈ F(k) est diagonal, car 11,0 l’est.
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Re´ciproquement, si G est un e´le´ment diagonal de k〈〈X〉〉, le foncteur Φ−1(G) appartient
a` F(k), car son action sur HomΠ(k)(Oσ , Oτ ) est, comme le cas particulier (3.5), la com-
position d’une multiplication par un e´le´ment diagonal et d’ope´rateurs du type κG, qui
sont tous des morphismes de coge`bres, comme on le voit par test sur les e´le´ments de
X. En re´sume´ :
Proposition 3.4. — (exp(Lib(X)),⊛) est un sous-groupe pro-unipotent de MT ; il
agit par morphisme de coge`bres sur (k〈〈X〉〉,∆).
On peut e´galement conside´rer les sous-groupes de E qui respectent d’autres syme´tries,
par exemple, pourG = 1, l’action deS3 sur Π(k) provenant de l’action sur P
1\{0, 1,∞},
ou, pour Γ = µn, l’action de Z/2 sur Π(k) qui provient de l’inversion sur P
1\{0,µn,∞}.
3.1.5. — Explicitons les de´pendances en Γ par les notations ΠΓ et MT(Γ). Un mor-
phisme de groupes ϕ : Γ→ Γ′ donne un foncteur Π(Γ)→ Π(Γ′), agissant sur les objets
par Oσ 7→ Oϕσ et sur les fle`ches par ϕ∗. Il commute aux Cσ. Ceci montre que ϕ∗ est
un morphisme de groupes pro-unipotents MT(Γ)→ MT(Γ′), respectant les actions sur
les k〈〈X〉〉.
Si ϕ est injectif, on de´finit un foncteur de la sous-cate´gorie pleine de Π(Γ′) d’objets les
Oϕ(σ) dans Π(Γ) par Oϕ(σ) 7→ Oσ et ϕ∗ sur les fle`ches et commutant aux Cσ approprie´s.
On en de´duit que ϕ∗ est un morphisme MT(Γ
′)→ MT(Γ), respectant les actions.
3.1.6. Structure infinite´simale. — L’alge`bre de Lie mt du groupe MT est forme´e des
se´ries de terme constant nul. On notera dans la suite exp⊛ l’application exponentielle
mt → MT, et <•, •> le crochet de Lie(12) de mt, pour les distinguer de l’exponentielle
et du crochet usuels de k〈〈X〉〉. Le crochet de mt sera appele´ crochet d’Ihara. On peut
expliciter cette structure graˆce a` la repre´sentation dans k〈〈X〉〉 :
Soit ε une variable formelle telle que ε2 = 0. Pour ψ ∈ mt(k), notons sψ l’ope´rateur
qui associe a` v ∈ k〈〈X〉〉 le terme en ε de (1 + εψ) ⊛ v. La machinerie standard sur les
groupes pro-unipotents donne :
Proposition 3.5. — Pour tous ψ ∈ mt(k) et H ∈ k〈〈X〉〉, on a
exp⊛(ψ)⊛H = exp(sψ)(H)(3.6)
Pour tous ψ1, ψ2 ∈ mt(k), on a
s<ψ1,ψ2> = [sψ1 , sψ2 ](3.7)
Tenant compte de sψ(1) = ψ et G⊛ 1 = G, on obtient en particulier :
Corollaire 3.6. — Pour tous ψ1, ψ2 ∈ mt(k), on a
exp⊛(ψ) = exp(sψ)(1)(3.8)
<ψ1, ψ2> = sψ1(ψ2)− sψ2(ψ1)(3.9)
(12)Cette notation suit celle de Drinfel’d [13, p. 851].
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3.1.7. — A` partir des de´finitions, il est facile d’expliciter les ope´rateurs sψ :
Proposition 3.7. — Pour tous v ∈ k〈〈X〉〉 et ψ ∈ mt(k), on a
sψ(v) = ψv + dψ(v),(3.10)
ou` dψ est la de´rivation continue de k〈〈X〉〉 caracte´rise´e par :
dψ(xσ) =
{
[tσ(ψ), xσ ] si σ 6= 0
0 si σ = 0
(3.11)
On voit imme´diatement que l’ope´ration (ψ1, ψ2) 7→ dψ1(ψ2) est homoge`ne pour le
poids et la longueur (cf. 2.2.1), ainsi donc que (ψ1, ψ2) 7→ sψ1(ψ2). L’expression (3.9)
du crochet d’Ihara met en e´vidence la structure d’alge`bre pre´-Lie de mt (voir [18]).
3.2. E´nonce´ de´taille´
The´ore`me I. — Fixons un plongement ι d’un groupe commutatif fini dans C∗.
– DMR0 et DMRD0 sont des sous-sche´mas en groupes de MT.
– Pour tout Q-anneau k et λ ∈ k, les groupes DMR0(k) et DMRD0(k) agissent libre-
ment et transitivement par multiplication ⊛ a` gauche respectivement sur DMRλ(k)
et DMRDλ(k).
– DMRλ(k) et DMRDλ(k) sont non-vides.
Autrement dit, DMR → A1 et DMRD → A1 sont des torseurs triviaux, respective-
ment sous DMR0 et DMRD0.
3.3. Espaces tangents a` l’origine. — La premie`re e´tape de la preuve du the´ore`me
I concerne les espaces tangents au voisinage de 1 de DMR et DMRD, i.e. les points de
la forme 1 + εψ a` coefficients l’anneau des nombres duaux k[ε].
On les de´crit en 3.3.1 et on e´tudie en 3.3.2 les contraintes portant sur les termes
de longueur 1 de leurs e´le´ments. La proprie´te´ obtenue est l’origine combinatoire de
l’intervention de la fle`che DMR→ A1.
3.3.1. De´finitions. — Pour tout Q-anneau k, et Γ quelconque, soit dmr(k) l’ensemble
des se´ries ψ de k〈〈X〉〉 qui ve´rifient les e´quations :
(ψ|x0) = (ψ|x1) = 0(3.12)
∆ψ = 1⊗
k
ψ + ψ⊗
k
1 et ∆⋆(ψ⋆) = 1⊗
k
ψ⋆ + ψ⋆⊗
k
1,(3.13)
ou` l’on pose ψ⋆ := qπY (ψ) + ψcorr et ψcorr :=
∑
n>2
(−1)n−1
n
(ψ|yn,1)yn1,1
Soit dmrd(k) l’ensemble de celles qui ve´rifient en outre, pour tout diviseur d de l’ordre
de Γ, les relations de distribution
pd∗(ψ) = i
∗
d(ψ) +
∑
σn/d=1
(ψ|xσ)x1(3.14)
On laisse le lecteur se convaincre du fait que dmr et dmrd sont, au sens plus haut,
les espaces tangents a` DMR et DMRD au voisinage de 1.
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Il est clair que la composante homoge`ne de poids p d’un e´le´ment de dmr(k) est encore
dans dmr(k). On a donc la` un sche´ma vectoriel (cf. 1.6), associe´ au Q-espace vectoriel
gradue´, qu’on notera encore dmr, des e´le´ments de Q〈X〉 qui sont dans dmr(Q). De meˆme
pour dmrd.
3.3.2. Termes de longueur 1. — On exhibe une contrainte portant sur les termes de
longueur 1 des e´le´ments de dmr. On verra plus loin que c’est la seule.
Proposition 3.8. — Soient ψ ∈ dmr, ν ∈ Γ et n un entier > 2. On a les e´galite´s :
(ψ⋆ | yn,ν ) + (−1)n
(
ψ⋆
∣∣ yn,ν−1 ) = 0 si n > 3 ;(3.15)
(ψ⋆ | yn,ν ) +
(
ψ⋆
∣∣ yn,ν−1 )+ (ψ⋆ | y2,1 ) = 0 si n = 2 et ν 6= 1.(3.16)
Lemme 3.9. — Pour tout e´le´ment ψ de Lib(X), tout n ∈ N∗ et tout ν ∈ Γ, on a(
qπY (ψ)
∣∣ y1,1yn−1,ν + (−1)ny1,νyn−1,ν−1 ) = 0
De´monstration. — De manie`re e´quivalente, on doit prouver que l’on a :(
ψ
∣∣ x1xn−20 xν + (−1)nxνxn−20 x1 ) = 0
Comme ψ ∈ Lib(X), l’antipode SX le transforme en son oppose´. Le coefficient de
x1x
n−2
0 xν est donc l’oppose´ de celui de SX(x1x
n−2
0 xν) = (−1)nxνxn−20 x1
Lemme 3.10. — Soient n > 2 un entier, σ, τ ∈ Γ. Si n > 3 ou (σ, τ) 6= (1, 1), on a,
pour tout ψ ∈ Lib(X) :
(
ψ⋆
∣∣ yn−1,τy1,στ−1 )+ n−1∑
p=1
(
ψ⋆
∣∣ yp,σyn−p,τσ−1 ) = 0(3.17)
De´monstration. — On peut supposer ψ homoge`ne de poids n. Le terme correctif ψcorr
est dans ce cas un multiple scalaire de yn1,1. L’hypothe`se sur n, σ et τ assure donc que
les coefficients de y1,σy1,τ dans qπY (ψ) et ψ⋆ sont e´gaux. En utilisant p, on est donc
ramene´ a` prouver :
(
ψ
∣∣ xn−20 xτxσ )+ n−1∑
p=1
(
ψ
∣∣∣xp−10 xσxn−p−10 xτ ) = 0,(3.18)
Il s’agit en fait d’un calcul avec le produit ⊔⊔ , dual de ∆, dont on a jusqu’a` pre´sent e´vite´
l’emploi (voir [38]). Il est de´fini par (a | b ⊔⊔ c) = (∆(a) | b⊗ c) pour tous a, b, c ∈ Q〈X〉.
Le de´veloppement de xσ ⊔⊔ x
n−2
0 xτ est la somme de toutes les insertions possibles de
xσ dans x
n−2
0 xτ :
xσ ⊔⊔ x
n−2
0 xτ = x
n−2
0 xτxσ +
n−1∑
p=1
xp−10 xσx
n−p−1
0 xτ
Comme ψ est primitif, on a
(
ψ
∣∣xσ ⊔⊔ xn−10 xτ ) = (∆ψ ∣∣xσ ⊗xn−10 xτ ) = 0
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3.3.3. De´monstration de la proposition 3.8. — Le lemme 3.10, applique´, pour n > 3
ou ν 6= 1, a` (σ, τ) = (ν, ν), puis (1, ν) donne :
(ψ⋆ | yn−1,νy1,1 ) +
n−1∑
p=1
(ψ⋆ | yp,νyn−p,1 ) = 0 et(3.19)
(
ψ⋆
∣∣ yn−1,νy1,ν−1 )+ n−1∑
p=1
(ψ⋆ | yp,1yn−p,ν ) = 0, i.e.
(
ψ⋆
∣∣ yn−1,νy1,ν−1 )+ n−1∑
p=1
(ψ⋆ | yn−p,1yp,ν ) = 0(3.20)
Or, pour tout p compris entre 1 et n−1, la primitivite´ de ψ⋆ pour ∆⋆ donne (cf. 2.17) :
(ψ⋆ | yn,ν + yp,νyn−p,1 + yn−p,1ypν ) = 0
On tire donc en sommant les e´galite´s (3.19) et (3.20) :
(ψ⋆|yn−1,νy1,1 + yn−1,νy1,ν−1)− (n − 1)(ψ⋆|yn,ν) = 0, puis(3.21)
−(ψ⋆|y1,1yn−1,ν + y1,ν−1yn−1,ν)− n(ψ⋆|yn,ν)− (ψ⋆|yn,1) = 0(3.22)
L’e´quation (3.22) somme´e avec sa variante pour ν−1 ponde´re´e par (−1)n donne :
(3.23) n(ψ⋆|yn,ν + (−1)nyn,ν−1) + (1 + (−1)n)(ψ⋆|yn,1) =(
ψ⋆
∣∣y1,1yn−1,ν + (−1)ny1,νyn−1,ν−1 )+ (ψ⋆ ∣∣y1,ν−1yn−1,ν + (−1)ny1,1yn−1,ν−1 )
D’apre`s le lemme (applique´ pour ν et ν−1), on a donc
n(ψ⋆|yn,ν + (−1)nyn,ν−1) + (1 + (−1)n)(ψ⋆|yn,1) = 0(3.24)
Pour n impair et supe´rieur a` 3 ou n = 2, ν 6= 1, l’e´quation (3.24) donne directement le
re´sultat voulu. Pour n pair, supe´rieur a` 3 et ν = 1, l’e´quation (3.24) devient (ψ⋆|yn,1) =
0, ce qui reporte´ dans (3.24) donne a` nouveau (3.15).
3.3.4. — On a une re´duction supple´mentaire :
Proposition 3.11. — Soit ψ ∈ dmr. Si Γ est de cardinal au moins 3, le coefficient de
y2,1 dans ψ est nul.
De´monstration. — Pour tout ψ ∈ Q〈X〉, primitif pour ∆, le coefficient de xσ ⊗xστ
dans ∆ψ e´tant nul, on a (ψ | xσxστ + xστxσ ) = 0. Si (σ, τ) 6= (1, 1), on en de´duit la
nullite´ de (pψ⋆ |xσxστ + xστxσ ), ce qui donne :
(ψ⋆|y1,σy1,τ ) = −(ψ⋆|y1,στy1,τ−1) = (ψ⋆|y2,σ + y1,τ−1y1,στ ),
la deuxie`me e´galite´ provenant de la proposition 2.17. L’application (σ, τ) 7→ (τ−1, στ)
est cyclique d’ordre 6. En ite´rant six fois l’e´galite´ ci-dessus, on obtient facilement(
ψ⋆
∣∣ y2,σ + y2,τ−1 + y2,σ−1τ−1 + y2,σ−1 + y2,τ + y2,στ ) = 0
Graˆce a` la proposition 3.8, ceci entraˆıne la nullite´ de (ψ⋆ | y2,1 ), a` condition qu’il existe
σ et τ dans Γ tels que σ, τ et στ soient tous diffe´rents de 1.
Un groupe Γ non trivial dans lequel un tel choix est impossible est de cardinal 2 :
fixons en effet σ ∈ Γ \ {1} ; tout e´le´ment τ de Γ \ {1} est l’inverse de ce σ.
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3.3.5. De´finitions de dmr0 et dmrd0. — L’e´quation (3.15) interviendra a` plusieurs
reprises comme condition technique dans la suite. C’est cette condition qui est a` l’o-
rigine du fait qu’on obtienne une action fibre a` fibre de DMR0 sur DMR, et non une
structure de groupe sur DMR.
On notera dans la suite dmr0 et dmrd0 l’ensemble des e´le´ments ψ de dmr (resp. dmrd)
qui ve´rifient (3.15) pour tout (n, ν) ∈ N∗ × Γ. Par les propositions 3.8 et 3.11, il suffit
d’imposer (3.15) pour n = 1 si |Γ| > 3 ; pour (n, ν) = (2, 1) si |Γ| 6 2.
Pour tout plongement ι de Γ dans C∗, on voit que dmr0 est l’espace tangent a` DMR0
au voisinage de 1. Il est inde´pendant de ι, car les relations de poids 1 s’e´crivent sans
coefficients dans le cas de´ge´ne´re´ λ = 0. De meˆme dmrd0 est l’espace tangent a` DMRD0
au voisinage de 1.
Comme cas particulier de (3.15), on voit qu’un e´le´ment ψ de dmr0 n’a pas de terme
en yn,1 si n est pair. Son terme correctif ψcorr est donc une se´rie impaire en y1.
4. Action tangente
On e´tablit dans cette section les re´sultats ci-dessous, qui forment la partie la plus
difficile de la de´monstration du the´ore`me.
Proposition 4.1. — Soient Γ un groupe commutatif fini et k un Q-anneau.
– Les espaces tangents dmr0 et dmrd0 sont des sous-alge`bres de Lie de mt.
– Les ensembles DMR(k) et DMRD(k) sont stables par exp(sψ), pour tout ψ appar-
tenant respectivement a` dmr0(k) et dmrd0(k).
– L’action de exp(sψ) sur DMR(k) commute a` la fle`che DMR(k) → k de´finie par
tout plongement de Γ dans C∗.
Graˆce a` la formule de Campbell-Hausdorff, le premier point implique que exp⊛(dmr0)
et exp⊛(dmrd0) sont des sous-sche´mas en groupes de MT. Le deuxie`me indique alors
qu’il agit par multiplication ⊛ a` gauche sur DMR (resp. DMRD).
De 4.1 a` 4.4, on ne conside`re comme coproduit que ∆⋆. Par ✭✭ primitif ✮✮, il faut donc
entendre par exemple ✭✭ primitif pour ∆⋆ ✮✮.
4.1. Les ope´rateurs infinite´simaux de MT, vus sur Q〈〈Y〉〉
4.1.1. De´finitions. — Pour tous ψ, v ∈ Q〈〈X〉〉, comme dψ est une de´rivation qui annule
x0, on a
sψ(vx0) = ψvx0 + dψ(vx0) = ψvx0 + dψ(v)x0
Il s’ensuit que le noyau Q〈〈X〉〉x0 de πY est stable par sψ. Soit alors sYψ , l’endomorphisme
du k-module Q〈〈Y〉〉 tel que le diagramme ci-dessous commute :
Q〈〈X〉〉 sψ //
qπY

Q〈〈X〉〉
qπY

Q〈〈Y〉〉
sYψ // Q〈〈Y〉〉
On conside`rera e´galement l’endomorphisme DYψ de Q〈〈Y〉〉 donne´ par
DYψ (v) := s
Y
ψ (v)− vqπY (ψ)
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4.1.2. — Pour calculer explicitement sYψ (v), on doit choisir w ∈ Q〈〈X〉〉 tel que πY (w) =
v. Comme l’inclusion de Q〈〈Y〉〉 dans Q〈〈X〉〉 est une section de πY , on peut prendre
w = v.
Par exemple, on a πY (x1) = y1,1, q(y1,1) = y1,1 et sψ(x1) = ψx1 + [x1, ψ] = x1ψ,
d’ou` on tire σYψ (y1,1) = qπY (x1ψ) = y1,1qπY (ψ). En d’autres termes :
Proposition 4.2. — Pour tout ψ ∈ Q〈〈X〉〉, on a DYψ (y1,1) = 0.
On constate e´galement la proprie´te´ suivante :
Proposition 4.3. — Pour tout ψ ∈ Q〈〈X〉〉, l’ope´rateur DYψ est une de´rivation de
Q〈〈Y〉〉.
De´monstration. — Par line´arite´ et une re´currence e´vidente, il suffit de de´montrer :
DYψ (yn,νw) = D
Y
ψ (yn,ν)w + yn,νD
Y
ψ (w),
pour tout (n, ν) ∈ N∗ × Γ et tout w ∈ Q〈Y〉, homoge`ne de couleur totale w.
Remarquons d’abord que, pour v ∈ Q〈Y〉, homoge`ne de couleur totale v on a
p(vw) = p(v)tv(w), ce qui se ve´rifie facilement dans le cas ou` v et w sont des mots de
Y et s’e´crit encore :
vw = q(p(v)tvp(w))(4.1)
D’apre`s la de´finition de p, on voit d’autre part que q(v) est homoge`ne de couleur totale
v si et seulement si tous les mots de X intervenant dans v se terminent par xv.
En appliquant la de´finition de DYψ , on a
DYψ (yn,νw) = qπY
[
dψ(yn,νtνp(w)) + ψyn,νtνp(w)
]
− yn,νwqπY (ψ)
= qπY
[
dψ(yn,ν)tνp(w)) + ψyn,νtνp(w) − yn,νtνp(w)tνwψ
]
= qπY
[
dψ(yn,ν)tνp(w) + yn,νtνdψ(p(w)) + ψyn,νtνp(w)− yn,νtνp(w)tνwψ
]
,(4.2)
cette dernie`re ligne s’obtenant en e´crivant que dψ est une de´rivation et qu’elle commute,
par de´finition, a` tν . On obtient de meˆme
DYψ (yn,ν) = qπY
[
dψ(yn,ν) + ψyn,ν − yn,νtν(ψ)
]
(4.3)
En revenant a` la de´finition de dψ, on en de´duit imme´diatement que D
Y
ψ (yn,ν) est e´gal
a` qπY [−xn−10 tν(ψ)xν +ψyn,ν ] et est donc homoge`ne de couleur totale ν. On peut donc
multiplier (4.3) a` droite par p(w) en utilisant (4.1). Il vient :
DYψ (yn,ν)w = qπY
[
dψ(yn,ν)tνp(w) + ψyn,νtνp(w)− yn,νtν(ψ)τν(p(w))
]
(4.4)
D’un autre coˆte´, on a, plus facilement
yn,νD
Y
ψ (w) = yn,νqπY
[
dψ(p(w)) + ψp(w) − p(w)tw(ψ)
]
= qπY
[
yn,νtνdψ(p(w)) + yn,νtν(ψp(w)) − yn,νtν(p(w))tνw(ψ)
]
(4.5)
La somme des seconds membres de (4.4) et (4.5) est bien celui de (4.2).
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4.1.3. Remarques. — Dans le cas Γ = 1 des polyzeˆtas, l’ope´rateur DYψ est simplement
la restriction a` Q〈〈Y〉〉 de la de´rivation continue Dψ de´finie par Dψ(x0) = [x0, ψ] et
Dψ(x1) = 0. Les propositions 4.2 et 4.3 sont alors e´videntes. Dans le cas ge´ne´ral, on
peut toujours conside´rer DYψ comme la restriction de v 7→ qdψp(v) − ψq(v) a` Q〈〈Y〉〉,
mais ceci n’est plus une de´rivation de Q〈〈X〉〉.
4.2. Remonte´e. — Si ψ1 et ψ2 sont deux e´le´ments de Q〈〈X〉〉 ayant la meˆme image
par πY , il n’est pas vrai en ge´ne´ral que s
Y
ψ1
et sYψ2 soient e´gales. On de´crit ici une section
de πY adapte´e aux e´le´ments de Lib(X).
4.2.1. — Notons ∂x0 la de´rive´e partielle par rapport a` x0 dans Q〈X〉, c’est-a`-dire la
de´rivation qui envoie x0 sur 1 et les (xσ)σ∈Γ sur 0. Elle est homoge`ne pour toutes les
graduations de Q〈X〉 pour lesquelles les e´le´ments de X sont homoge`nes, en particulier
le poids et la longueur. On ve´rifie facilement qu’elle commute a` p et que Q〈〈Y〉〉 est
stable par ∂x0 .
Soit sec l’application de Q〈〈Y〉〉 dans Q〈〈X〉〉 de´finie par
sec(ψ) :=
∑
i>0
(−1)i
i!
∂ix0(ψ)x
i
0(4.6)
Pour ψ ∈ Q〈〈Y〉〉, on a clairement πY secψ = ψ. Tout e´le´ment ψ de Q〈〈X〉〉 s’e´crit de
manie`re unique sous la forme
∑
i>0 ψix
i
0 si l’on impose aux ψi d’appartenir a` Q〈〈Y〉〉,
et ψ0 n’est autre que πY (ψ). La condition ∂x0(ψ) = 0 est donc e´quivalente a`∑
i>0
∂x0(ψi)x
i
0 +
∑
i>0
(i+ 1)ψi+1x
i
0
Les ∂x0(ψi) appartenant a` Q〈〈Y〉〉, ceci est encore e´quivalent a` la relation de re´currence
(i + 1)ψi+1 + ψi = 0, pour tout i ∈ N. On en de´duit que les conditions ∂x0(ψ) = 0 et
ψ = sec(ψ0) sont e´quivalentes. Autrement dit :
Proposition 4.4. — L’application sec : Q〈〈Y〉〉 → ker ∂x0 ⊂ Q〈〈X〉〉 est l’inverse de la
restriction de πY a` ker ∂x0.
De la de´finition de ∂x0 de´coule par une re´currence imme´diate que ∂x0 annule tout
e´le´ment de Lib(X) homoge`ne de poids au moins 2. Pour ψ ∈ L̂ibk(X), on a donc
simplement ∂x0(ψ) = (ψ|x0). De plus, on a ∂x0(yn1,1) = 0, et donc sec(yn1,1) = yn1,1. De
tout cela s’ensuit :
Proposition 4.5. — Pour ψ ∈ dmr(k), on a ψ = p sec(ψ⋆)− ψcorr.
4.2.2. Proprie´te´s de ∂x0 sur Q〈Y 〉.— La restriction de ∂x0 a` Q〈〈Y〉〉 est la de´rivation
qui envoie yn,ν = x
n−1
0 xν sur (n − 1)yn−1,ν . Elle est donc homoge`ne de degre´ (−1, 1)
pour le poids colore´ et de degre´ -1 pour la longueur.
Proposition 4.6. — Pour tous (n, ν) ∈ N∗ × Γ, on a ∂x0un,ν = (n− 1)un,ν .
De´monstration. — Dans l’alge`bre Q[t]〈〈Y〉〉, conside´rons la de´rivation Q-line´aire ∂t par
rapport a` t. Notons ∂ = ∂x0 − t2∂t. Comme t2 est central, ∂ est encore une de´rivation.
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Soit (ψn)n>0 une suite d’e´le´ments homoge`nes de poids n de Q〈Y〉 et Ψ :=
∑
n ψnt
n.
On ve´rifie facilement que les conditions
[Pour tout n > 0, ∂x0(ψn) = (n− 1)ψn−1] et ∂Ψ = 0(4.7)
sont e´quivalentes. La premie`re est ve´rifie´e pour ψn =
∑
ν∈Γ yn,ν, et dans ce cas, la se´rie
Ψ n’est autre que Y1(t), avec les notations de 2.3.2.
Soit U(t) la se´rie∑n,ν tnun,ν . Par de´finition des un,ν , on a U(t) = log(Y1(t)). Comme
Y1(t) ve´rifie (4.7), en de´veloppant le logarithme et en utilisant que ∂ est une de´rivation,
on en de´duit ∂U(t) = 0.
Pour tout n > 0, on a donc ∂x0(ψn) = (n − 1)ψn−1, avec ψn =
∑
ν∈Γ un,ν . La
proposition en de´coule, car ∂x0 est homoge`ne pour la couleur totale.
Comme l’ensemble des e´le´ments primitifs de Q〈Y〉 est l’ensemble des polynoˆmes de
Lie en les un,ν, cela implique :
Corollaire 4.7. — L’ensemble des primitifs de Q〈〈Y〉〉 est stable par ∂x0 .
On aurait aussi pu ve´rifier directement par calcul sur les yn,ν que ∂x0 est une
code´rivation, redonnant ainsi ce corollaire,
4.3. Action par code´rivation. — On e´tablit ici par calcul direct le re´sultat ci-
dessous, dont la proposition 4.1 sera une conse´quence quasi-directe.
Proposition 4.8. — Pour tout ψ ∈ dmr0, l’application sYp sec(ψ⋆) est une code´rivation.
4.3.1. Retournements. — Notons retY l’anti-automorphisme d’alge`bres de Q〈〈Y〉〉 tel
que retY (yn,ν) = yn,ν−1 , pour (n, ν) ∈ N∗×Γ. Par test sur les yn,ν, c’est un morphisme
de coge`bres qui fixe 1, d’ou` en particulier :
Proposition 4.9. — L’ensemble des e´le´ments primitifs de Q〈〈Y〉〉 est stable par retY .
Cet ope´rateur apparaˆıt dans l’expression des DYψ (yn,ν) lorsque SX(ψ) = −ψ. (13)
Cette condition est ve´rifie´e en particulier par les e´le´ments de Lib(X).
Lemme 4.10. — Soit ψ un e´le´ment homoge`ne de poids p de k〈X〉 tel que SX(ψ) =
−ψ. Soient (ψi,γ)06i6p,γ∈Γ les e´le´ments de Q〈〈Y〉〉 de couleur totale γ caracte´rise´s par :
ψ =
∑
i>0
p(ψi,γ)x
i
0
Avec ces notations, on a pour tout (n, ν) ∈ N∗ × Γ :
DYψ (yn,ν) =
∑
i>0
(
ψiyn+i,νγ−1 + (−1)pyn+i,νγretY (ψiγ)
)
(4.8)
(13)Rappelons que SX , l’antipode de (Q〈X〉, ·∆), est l’anti-automorphisme d’alge`bres de Q〈X〉 qui
envoie xσ sur −xσ, pour tout xσ ∈ X
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De´monstration. — On a successivement
sψ(yn,ν) = sψ(x
n−1
0 xν) = ψx
n−1
0 xν + x
n−1
0 xνtν(ψ)− xn−10 tν(ψ)xν , d’ou`
sYψ (yn,ν) = q(ψx
n−1
0 xν) + yn,νπY ψ − q(xn−10 ψxν)
Le re´sultat voulu de´coule alors de la de´finition de DYψ et du lemme imme´diat ci-dessous,
compte-tenu de SX(ψ) = −ψ.
Lemme 4.11. — Pour tout e´le´ment ψ =
∑
i>0,γ∈Γ p(ψi,γ)x
i
0 de Q〈〈X〉〉, homoge`ne de
poids p, les ψi,γ e´tant homoge`nes de couleur totale γ dans Q〈〈Y〉〉 et tout (n, ν) ∈ N∗×Γ,
les formules suivante sont valables :
q(ψxn−10 xν) =
∑
i>0,γ∈Γ
ψi,γyn+i,νγ−1
q(xn−10 tνSX(ψ)xν) = (−1)p
∑
i>0
yn+i,νγretY (ψi,γ)
4.3.2. Abre´viations. — E´tant donne´ que sY
p sec(ψ⋆)
de´pend line´airement de ψ, pour
de´montrer la proposition 4.8, il suffit de traiter le cas ou` ψ est un e´le´ment homoge`ne
de poids p de dmr0. On le supposera fixe´ dans la suite et on adoptera les notations
suivantes :
– on abre`ge DY
p sec(ψ⋆)
en D
– pour tout (i, γ) ∈ N × Γ, on note ψi,γ la composante homoge`ne de couleur totale
γ de ((−1)i∂ix0/i!(ψ⋆) et on pose χi,γ := (−1)pretY (ψi,γ).
– on pose zγ,νi,k := ψi,γyk,νγ−1 + yk,νγχi,γ , pour tout (i, k, γ, ν) ∈ N2 × Γ2.
D’apre`s la stabilite´ des primitifs par ∂x0 et retY (cor. 4.7 et prop. 4.9) et l’homoge´ne´ite´
de ∆⋆ pour la couleur totale, comme ψ⋆ est primitif, tous les ψi,γ et χi,γ le sont.
4.3.3. Calcul de D sur les yn,ν . — D’apre`s le corollaire 4.5, p sec(ψ⋆) est la somme du
polynoˆme de Lie ψ de Q〈〈X〉〉 et de ψcorr, par de´finition multiple scalaire de (ψ | yp )xp1,
et donc nul par la proposition 3.8 si p est pair. Il s’ensuit que p sec(ψ⋆) est transforme´
en son oppose´ par SX , ce qui permet d’appliquer le lemme 4.10. Avec les abre´viations
de 4.3.2, cela s’e´crit, pour n > 0 et ν ∈ Γ :
D(yn,ν) =
∑
(i,γ)∈N×Γ
zγ,νi,i+n(4.9)
Ceci reste en fait vrai pour n = 0, avec la convention (2.11) : c’est le cas particulier
k = 0 du lemme ci-dessous, qui interviendra e´galement dans le calcul final.
Lemme 4.12. — Pour tout entier (k, κ) ∈ N× Γ, on a∑
i>k,γ∈Γ
zγ,κi,i−k = 0(4.10)
De´monstration. — On a D(y1,1) = 0 (prop. 4.2). Avec la formule (4.9) cela s’e´crit∑
i>0,γ∈Γ
zγ,1i,i+1 = 0
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D’apre`s la proposition 2.16, en appliquant la de´rivation ∂uk+1,κ−1 a` cette e´galite´, on
obtient : ∑
i>k,γ∈Γ
(
yi+1,γ−1(ψi,γ |yk+1,κ−1) + yi+1,γ(χi,γ |yk+1,κ−1) + zγ,κi,i−k
)
= 0
Pour achever la de´monstration du lemme, Il suffit donc de prouver l’e´galite´∑
i>k,γ∈Γ
(
yi+1,γ−1(ψi,γ |yk+1,κ−1) + yi+1,γ(χi,γ |yk+1,κ−1)
)
= 0
Les ψi,γ et χi,γ e´tant homoge`nes de poids p − i et de couleurs totales respectives γ et
γ−1, les termes de cette somme autres que (i, γ) = (p−k−1, κ) et (i, γ) = (p−k−1, κ−1)
sont nuls ; celle-ci vaut donc :
yp−k,κ−1(ψp−k−1,κ−1 |yk,κ−1) + yp−k,κ−1(χp−k−1,κ−1|yk,κ−1)
=
(p− 1)!
k!
yp−k,κ−1(ψ⋆|yp,κ−1 + (−1)pyp,κ),
et ceci est nul par de´finition de dmr0.
4.3.4. De´monstration de la proposition 4.8. — La multiplication a` droite par ψ⋆ est une
code´rivation car ψ⋆ est primitif. Il suffit donc de de´montrer que D = D
Y
p sec(ψ⋆)
est une
code´rivation. Comme D est une de´rivation, il suffit d’obtenir l’identite´ de code´rivation
sur les ge´ne´rateurs de Q〈〈Y〉〉, i.e.
∀(n, ν) ∈ N∗ × Γ, ∆⋆D(yn,ν) = (Id ⊗̂D +D ⊗̂ Id)∆⋆(yn,ν)(4.11)
Abre´geons a⊗ b+b⊗a en sym(a⊗ b). La primitivite´ des ψi,γ et χi,γ permet d’obtenir
∆⋆(z
γ,ν
i,j ) =
∑
k+l=i
κλ=ν
sym(yk,κ⊗ zγ,λi,l )(4.12)
Le premier membre de (4.11) est donc, en utilisant la formule (4.9) :
∆⋆D(yn,ν) =
∑
i>0
γ∈Γ
i+n∑
k=0
κ∈Γ
sym
(
zγ,κi,k ⊗ yn+i−k,νκ−1
)
(4.13)
E´valuons le second membre de (4.11) :
(D⊗ Id + Id⊗D)∆⋆(yn,ν) = (D⊗ Id + Id⊗D)
∑
k+l=n
κλ=ν
yk,κ⊗ yl,λ
=
∑
k+l=n
κλ=ν
sym
(
D(yk,κ)⊗ yl,λ
)
=
n∑
k=0
κ∈Γ
∑
i>0
γ∈Γ
sym
(
zγ,κi,i+k⊗ yn−k,νκ−1
)
=
∑
i>0
γ∈Γ
i+n∑
k=i
κ∈Γ
sym
(
zγ,κi,k ⊗ yn+i−k,νκ−1
)
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La diffe´rence des deux membres de (4.11) est donc
∑
i>0
γ∈Γ
i−1∑
k=0
κ∈Γ
sym
(
zγ,κi,k ⊗ yn+i−k,νκ−1
)
=
∑
i>0
γ∈Γ
i∑
k=1
κ∈Γ
sym
(
zγ,κi,i−k ⊗ yn+k,νκ−1
)
=
∑
k>1
κ∈Γ
sym

∑
i>k
γ∈Γ
zγ,κi,i−k
⊗ yn+k,νκ−1

Or cette dernie`re expression est nulle d’apre`s le lemme 4.12.
4.4. Preuve de la proposition 4.1. — Il nous reste essentiellement a` ve´rifier que
les termes correctifs se comportent bien.
4.4.1. — Soient ψ, v ∈ Q〈〈X〉〉. On a dψ(x1v) = [x1, ψ]v + x1dψ(v), d’ou` l’on tire
sψ(x1v) = x1sψ(v)(4.14)
Soit n un entier. La de´rivation dxn1 annule par de´finition x0 et, pour tout σ ∈ Γ, on a
dx1(xσ) = [xσ, x
n
σ ] = 0. On en de´duit donc
sxn1 (v) = x
n
1v(4.15)
Il re´sulte de ces deux informations que sψ et sxn1 commutent. Tout ceci n’est que le cas
particulier k = Q[ε] des remarques de 3.1.3.
On a qπY (x1v) = y1,1qπY (v), d’ou` des formulations analogues pour les s
Y
ψ .
4.4.2. Termes de longueur 1. — L’application biline´aire (ψ,Φ) 7→ sψ(Φ) est homoge`ne
pour la longueur. Il en re´sulte si ψ est sans terme constant que la partie de longueur 1
de snψ(Φ) est nulle pour n > 1. De plus, si le terme constant de Φ vaut 1, le terme en
yn,ν de sψ(Φ) est celui de sψ(1) = ψ. Ceci s’e´crit e´galement
(exp(sψ)(Φ) | yn,ν ) = (ψ +Φ | yn,ν )(4.16)
De meˆme, le terme de poids 1 de exp(sψ)Φ est celui de ψ +Φ.
Cela s’applique notamment au cas ou` ψ et Φ sont respectivement une se´rie et une
exponentielle de Lie.
4.4.3. Crochet d’Ihara. — Rappelons que l’on a sψ(1) = ψ, et donc qπY (ψ) = s
Y
ψ (1),
pour tout ψ ∈ Q〈〈X〉〉.
Soient ψ1 et ψ2 deux e´le´ments de dmr0. L’alge`bre de Lie libre Libk(X) est stable pour
le crochet d’Ihara (prop. 3.4). Celui-ci e´tant homoge`ne pour le poids et la longueur,
<ψ1, ψ2> n’a aucun terme de poids 1, et donc pas de terme en x0 ni x1, ni de longueur
1 et ve´rifie donc (3.15) pour tout n.
D’autre part, s<ψ1,ψ2> est le crochet de sψ1 et sψ2 . Comme ψi = p secψi,⋆ + ψi,corr,
pour i = 1, 2, on de´duit de 4.4.1 l’e´galite´
[sψ1 , sψ2 ] = [sp secψ1,⋆ , sp secψ2,⋆ ], d’ou`
[sYψ1 , s
Y
ψ2 ](1) = [s
Y
p secψ1,⋆ , s
Y
p secψ2,⋆ ](1)
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Le membre de gauche de cette dernie`re e´galite´ vaut qπY (<ψ1, ψ2>). Le membre de
droite est l’image de 1 par une code´rivation pour ∆⋆ : c’est donc un e´le´ment primitif
pour ∆⋆. On a donc prouve´ que dmr0 est une sous-alge`bre de Lie de mt.
4.4.4. Fin de la preuve pour DMR. — Soit Φ ∈ DMR(k) et ψ ∈ dmr0(k). Il s’agit de
prouver que exp⊛(ψ)⊛ Φ = exp(sψ)(Φ) appartient a` DMR(k).
Le coefficient de x0 (resp. x1) dans exp(sψ)(Φ) est nul, car c’est la somme de celui
de ψ et celui de Φ. On sait de´ja` (prop. 3.4) que exp(sψ)(Φ) est diagonal pour ∆.
L’exponentielle d’une code´rivation est un morphisme de coge`bres. L’e´le´ment
G := exp(sYp sec(ψ⋆))(Φ⋆)
est donc diagonal pour ∆⋆. Comme p sec(ψ⋆) et ψ (resp. Φ⋆ et qπY (Φ)) sont e´gales
a` l’addition (resp. la multiplication a` gauche) d’une se´rie ne de´pendant que de x1(=
y1,1) pre`s, on de´duit des remarques de 4.4.1 que G et qπY exp(sψ)(Φ) sont e´gales, a`
multiplication a` gauche pre`s par une se´rie ne de´pendant que de y1,1. Celle-ci est alors
automatiquement [exp(sψ)(Φ)]corr, d’apre`s les re´sultats de 2.4.8.
4.4.5. Distribution. — Soient Φ1,Φ2 deux se´ries de termes constants 1 et satisfaisant,
pour tout diviseur d de l’ordre de Γ a` (3.4) : on a Sk ∈ k[[x1]] tel que pd∗(Φk) = Sk ·i∗d(Φk)
pour k ∈ {1, 2}.
Les applications i∗d et p
d
∗ sont des morphismes de sche´mas en groupes de MT(Γ) dans
MT(Γd). Comme les Sk sont de plus centrales dans MT(Γ
d), la relation de distribution
vaut pour Φ1 ⊛ Φ2, a` multiplication a` gauche pre`s par S1S2, qu’on calcule facilement.
Si les Φk sont des exponentielles de Lie, sans termes en x0 ni x1, on conclut plus
rapidement par les arguments de 2.5.3.
Si ψ est une se´rie de Lie ve´rifiant (3.14), pd∗(ψ) = S + i
∗
d(ψ), ou` S ne de´pend que de
x1, il est clair pour les meˆmes raisons que exp
⊛ψ ve´rifie (3.4), si les coefficients de x0
et x1 dans ψ sont nuls.
4.4.6. Poids un. — Soit ι un morphisme de groupes Γ → C∗. L’e´le´ment αι de la
de´finition 3.2 est homoge`ne de longueur 1. Par de´finition, si ψ appartient a` dmr0(k), on
a (ψ |αι ) = 0. D’apre`s 4.4.2, on a donc pour tout Φ ∈ k〈〈X〉〉 :
(exp(sψ)(Φ) |αι ) = (Φ |αι )
Ceci donne la stabilite´ des relations de poids un et le point iii) de la proposition 4.1.
5. Transitivite´
5.1. Approximations successives
5.1.1. — Il est classique d’interpre´ter les actions de Gm en termes Z-graduations. De
meˆme, une action du mono¨ıde multiplicatif A1 sur un sche´ma affine X = Spec(A)
correspond a` la donne´e d’une N-graduation sur A : on munit A×Q[t] de la graduation
porte´e par le membre de droite, et on la rame`ne a` A par le morphisme d’alge`bres
A→ A⊗Q[t] de´finissant l’action..
On supposera dans tout ce qui suit que les composantes homoge`nes de A sont de
dimension finie. La multiplication de A fait alors du dual gradue´ de A une coge`bre
gradue´e (C, ε,∆) dont on notera Cn la composante homoge`ne de degre´ n. E´tendons
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∆ et ε au comple´te´ Ĉ(k). L’ensemble des k-points de X s’interpre`te alors comme
l’ensemble des e´le´ments diagonaux de (Ĉ(k), ε,∆). Dans ce cadre, λ ∈ k = A1(k) agit
sur la composante homoge`ne de degre´ n de Ĉ(k) par multiplication par λn, et ceci
redonne l’action de A1 sur X.
5.1.2. — Identifions le (n + 1)e`me quotient Ĉ(n)(k) de Ĉ(k) par la filtration associe´e
a` la graduation de C a` ⊕ni=0Ci⊗k et notons π(n) la projection de Ĉ(k) sur Ĉ(n)(k)
correspondante.
Soit X(n)(k) l’ensemble des e´le´ments Φ de Ĉ(n)(k) qui sont diagonaux modulo des
termes de degre´ n+ 1, i.e. qui ve´rifient
∆Φ = (π(n) ⊗̂π(n))(Φ ⊗̂Φ) et ε(Φ) = 1(5.1)
Il est clair que X est la limite projective des X(n).
5.1.3. — Par de´finition, un k-point de l’espace tangent TΦX a` X au voisinage de
Φ ∈ X(Q) est un e´le´ment ψ de Y (k) tel que Φ + εψ soit un k[ε]-point de X, i.e.
diagonal dans Y (k[ε]). Cela se traduit par la condition
∆ψ = Φ⊗ψ + ψ⊗Φ(5.2)
Si Φ est stable par l’action de A1, il en est de meˆme de l’espace tangent, qui est
donc un sche´ma vectoriel associe´ a` un espace vectoriel gradue´. Plus concre`tement, les
composantes homoge`nes de degre´ > 0 de Φ, vu comme e´le´ment de Ĉ(k), sont nulles. Par
homoge´ne´ite´ de ∆, les composantes homoge`nes d’un e´le´ment ψ de TΦ(X) sont encore
dans TΦ(X), et ψ en est la somme infinie. Si l’on prefe`re voir Φ comme un morphisme
d’alge`bres A→ Q, cela fait de TΦX(k) l’ensemble des Φ-de´rivations de A dans k.
5.1.4. — Supposons X muni d’un morphisme X
α−→ A1, dont on notera Xλ la fibre
au-dessus d’un point λ ∈ k, jouissant des proprie´te´s suivantes :
i). Homoge´ne´ite´ : le diagramme ci-dessous est commutatif.
X × A1 //
α×Id

X
α

A1 × A1
(λ,µ)7→λµ
// A1
(5.3)
ii). Il existe un e´le´ment de X0(Q) stable par l’action de A
1 et un seul. On le note 1.
iii). Soit x l’espace tangent a` X au voisinage de 1. La fibre spe´ciale x0 est une alge`bre
de Lie et on a une action de exp(x0) sur X, qui est homoge`ne, i.e. qui respecte les
actions de A1 et commute a` α.
iv). L’application exp(x0)(k)→ X0(k) donne´e par l’action sur 1 est injective pour tout
k.
v). Il existe un Q-anneau K et λ ∈ K inversible tel que Xλ(K) soit non-vide.
Proposition 5.1. — Sous ces hypothe`ses, l’action de exp(x0) sur X est transitive et
Xλ(k) est non-vide pour tout k et tout λ ∈ k. On a un isomorphisme X0 ≃ exp(x0).
Les deux paragraphes suivants sont consacre´s a` la preuve de cette proposition.
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5.1.5. — Le morphisme X → A1 donne un morphisme de coge`bres Ĉ(k) → k[[t]]. Par
l’hypothe`se d’homoge´ne´ite´, il commute aux π(n).
La formule (5.1) implique en particulier que le terme de degre´ 0 d’un e´le´ment de
X(n)(k) est diagonal. Il est donc e´gal a` 1, par l’hypothe`se ii).
Proposition 5.2. — la diffe´rence de deux e´le´ments de X
(n+1)
λ (k) ayant meˆme image
par π(n) est un e´le´ment homoge`ne de degre´ n+ 1 de x0(k).
Si un e´le´ment de X(n)(Q) admet un releve´ dans X(n+1)(k), il en admet un dans
X(n+1)(Q).
De´monstration. — E´crivons les composantes homoge`nes d’un e´le´ment Φ ∈ X(n)(k) :
Φ = 1 + Φ1 + · · · +Φn(5.4)
La condition portant sur un e´le´ment Φn+1 de Y (k), homoge`ne de degre´ n+1, pour que
Φ + Φn+1 appartienne a` X
(n+1) s’e´crit :
∆(Φn+1)− 1⊗Φn+1 − Φn+1⊗ 1 =
∑
k+l=n+1
k,l>0
Φk ⊗Φl
Sous cette forme, la premie`re assertion est e´vidente, compte-tenu de la caracte´risation
(5.2) de x(k) et de la line´arite´ de Ĉ(k)→ k[[t]]. La seconde revient a` dire qu’un syste`me
line´aire a` coefficients rationnels ayant une solution dans k admet une solution dans
Q.
5.1.6. Prise en compte de l’action. — Un k-point de exp(x0) agit sur Ĉ(k) par mor-
phisme de coge`bres. En exprimant ceci pour les nombres duaux k[ε], on trouve une
action, homoge`ne, de x0 sur Ĉ par code´rivations qu’on notera encore (ψ, v) 7→ sψ(v). A`
nouveau, l’action de exp⊛(ψ) sur Ĉ(k) se fait par exp(sψ), pour ψ ∈ x0(k).
L’application ψ 7→ sψ(1) est un endomorphisme k-line´aire de la partie homoge`ne
de degre´ n de x0(k). L’hypothe`se iv) applique´e a` Q[ε] montre qu’il est injectif pour
k = Q, donc bijectif par finitude de la dimension. Par extension des scalaires, il est
donc inversible pour tout k.
Enfin, on de´finit pour tout n une action de exp(x0) sur π
(n)(Ĉ) par l’action sur Ĉ,
suivie de π(n). Avec l’homoge´ne´ite´ et le fait que sψ est une code´rivation, on voit que
X(n) est stable par cette action. Si ψ est homoge`ne de degre´ n, l’action de exp(sψ) sur
X(n) est simplement l’addition de sψ(1).
Proposition 5.3. — Soit k un Q-anneau et λ ∈ k. Si Xλ(k) 6= ∅, l’action de exp(x0)
est transitive sur chaque X
(n)
λ (k) et sur Xλ(k).
De´monstration. — On raisonne par re´currence, le cas n = 0 e´tant trivial. Supposons
le re´sultat e´tabli pour un entier n. Tout d’abord, X(n+1)(k) contient π(n+1)(X(k)) et
n’est donc pas vide. Soient Φ
(n+1)
1 et Φ
(n+1)
2 deux e´le´ments de X
(n+1)
λ (k). Notons Φ
(n)
1
et Φ
(n)
2 leurs images par π
(n). Par hypothe`se de re´currence, il existe ψ ∈ x0(k) tel que
Φ
(n)
2 = π
(n) exp(sψ)Φ
(n)
1 .
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Soit Ψ l’image de Φ
(n+1)
1 par π
(n+1) exp(sψ). C’est un e´le´ment de X
(n+1)
λ (k), dont
l’image par π(n) est Φ
(n)
2 . D’apre`s la proposition 5.2, Φ
(n+1)
2 − Ψ est un e´le´ment de
x0(k), homoge`ne de degre´ n + 1, donc de la forme sψn+1(1). Comme π
(n+1) exp(sψn+1)
est pre´cise´ment l’addition de sψn+1(1), ceci ache`ve la re´currence. Le passage a` la limite
ne pose pas de proble`me.
Comme 1 est e´le´ment de X0(Q), on a de´ja` l’isomorphisme de exp(x0) et de X0.
Proposition 5.4. — Il existe un e´le´ment de X1(Q).
De´monstration. — Il suffit de montrer pour tout n que tout Φ ∈ X(n)(Q) peut se
relever a` X(n+1)(Q). De l’hypothe`se v), on de´duit par l’action de A1 un e´le´ment Ψ de
X1(K). La proposition pre´ce´dente fournit ψ ∈ x0(K) tel que π(n) exp(sψ) envoie π(n)(Ψ)
sur Φ. L’image de π(n+1)(Ψ) par π(n+1) exp(sψ) est un releve´ a` coefficients dans K de
Φ. On conclut avec la proposition 5.2.
Pour achever la preuve de la proposition 5.1, il reste a` ve´rifier que Xλ(k) n’est jamais
vide. Il suffit pour cela de conside´rer l’action homoge`ne de λ sur un e´le´ment de X1(Q).
5.2. Preuve du the´ore`me I. — Si Γ est de cardinal au moins 3, la proposition 5.1
s’applique directement a` X = DMR (resp. DMRD). On prend l’action de A1 sur k〈〈X〉〉
de´finie par le poids, pour laquelle l’hypothe`se de finitude est de´ja` vraie. La stabilite´ de
X pour l’action de A1 est laisse´e au lecteur. Les proprie´te´s i) et ii) et l’homoge´ne´ite´
dans iii) sont e´videntes. La proprie´te´ iii) est l’e´nonce´ de la proposition 4.1 ; iv) est vraie
par construction de MT ; v) est donne´e par I, e´le´ment de DMRD2iπ(C).
Dans les cas Γ = 1 et Γ = {±1} apparaˆıt une difficulte´. La fle`che DMR→ A1, donne´e
dans ces cas par le coefficient de y2,1, est de degre´ 2 : l’action homoge`ne de µ ∈ k sur
DMRλ(k) est a` valeurs dans DMRλµ2(k).
Tous les arguments utilise´s dans 5.1 restent valables, a` l’exception de la dernie`re
phrase (pour la proposition 5.4 remarquer que les racines carre´es existent dans K, qui
est ici C). La conclusion reste vraie si l’on prouve l’existence d’un e´le´ment pair de
Φ ∈ DMRD1(Q), i.e. dont toutes les composantes de degre´ impair sont nulles : Dans
k[
√
λ], l’action homoge`ne de
√
λ sur Φ ne fait intervenir que des puisances paires de√
λ et fournit donc un e´le´ment de DMRDλ(k).
Soit Φ ∈ DMRD1(Q). L’image de Φ par l’action homoge`ne de −1, e´tant encore dans
DMRD1(Q), est de la forme exp(sψ)(Φ), avec ψ ∈ dmrd0(Q). On ve´rifie facilement que
exp(sψ/2)(Φ) est stable par l’action homoge`ne de −1, et est donc pair.
5.3. Conse´quences
5.3.1. The´ore`me d’E´calle. — Fixons un plongement ι : Γ → C∗. Un e´le´ment Φ (pair
si Γ = 1 ou Γ = {±1}) de DMRD1(Q) fournit un isomorphisme de sche´mas
A1 × dmrd0 ∼−→ DMRD
qui n’est pas canonique. L’alge`bre affine de DMRD, qu’on peut voir comme engendre´e
par des symboles formels repre´sentant les valeurs de polylogarithmes multiples sur Γ
et soumis aux relations DMRD, est donc isomorphe au produit tensoriel de Q[t] et de
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l’alge`bre syme´trique forme´e sur le dual gradue´ de dmrd.(14) L’isomorphisme respecte les
graduations, a` condition d’attribuer le degre´ 2 a` t si Γ = 1 ou Γ = {±1}. Un re´sultat
analogue vaut pour DMR.
Pour Γ = 1, ceci est le the´ore`me d’E´calle [14], dont la de´monstration repose en partie
sur des me´thodes similaires (line´arisation par une alge`bre de Lie isomorphe a` dmrd, cf.
[34, Appendice A]).
5.3.2. Irre´ductibles de Drinfel’d. — Les proprie´te´s e´nume´re´es en 2.5.2 s’appliquent
en particulier aux automorphismes de Γ, qui fournissent donc par image directe des
automorphismes de DMRD, dmrd, etc. On note dans la suite N l’ordre de Γ et ϕ la
fonction indicatrice d’Euler.
La composition F de l’action homoge`ne de −1 avec l’application image directe as-
socie´e a` σ 7→ σ−1 est la substitution xσ 7→ −xσ−1 , x0 7→ −x0. Elle est involutive. C’est,
pour notre cas, ce que Deligne appelle le Frobenius re´el [9].
Comme F fixe les xσ −xσ−1 , elle commute a` DMR→ A1. Par le the´ore`me I, il existe
donc un e´le´ment ψ de dmrd(C), tel que F (I) = exp(−sψ)(I). De F 2 = Id, on de´duit
F (ψ) = −ψ. Cet e´le´ment de´pend du plongement ι de Γ dans C∗. On obtient ainsi ϕ(N)
e´le´ments ψι. Ils sont permute´s par les automorphismes de Γ et e´gaux au signe pre`s a`
leurs images par l’inversion. On les indice par le choix d’un ι dans chaque orbite de
l’inversion.
Soit ψn,ι la composante homoge`ne de degre´ n de ψι. Dans le cas N = 1, les ψn sont
les e´le´ments irre´ductibles de grt1(C) exhibe´s par Drinfel’d [13, p. 860]. D’apre`s [11], les
composantes homoge`nes non nulles des ψn,ι engendrent en ge´ne´ral l’image dans mt de
l’alge`bre de Lie du groupe motivique Ugr. Appliquant la proprie´te´ (M) de l’introduction
dans les deux cas, on obtient que la varie´te´ des relations d’origine motivique est incluse
dans DMRD. Autrement dit, les relations DMRD sont d’origine motivique.
On calcule facilement le terme de longueur 1 des ψn,ι, en utilisant 4.4.2 :
Dans le cas re´el N 6 2, l’inversion de Γ est l’identite´ et F se re´duit a` l’action
homoge`ne de −1. La se´rie ψ est impaire. Pour n > 1, son terme de longueur 1 et de
poids n vaut 2ζ(2n + 1)y2n+1,1. On a ψ1 = 0 pour N = 1 et ψ1 = 2 log(2)y1,−1 pour
N = −1.
Dans le cas ge´ne´ral, ψn,ι vaut
∑
σ∈Γ
(Ln(ι(σ)) − (−1)nLn(ι(σ−1)))yn,σ
Les ψn,ι non nuls ont donc un terme de longueur non nul. Ils sont line´airement
inde´pendants, et irre´ductibles, car le crochet d’Ihara est homoge`ne pour la longueur.
Proble`me 5.5. — Pour quelles valeurs de N les ψn,ι engendrent-ils dmrd0 ? Sont-ils
libres ?
Comme mentionne´ dans l’introduction, on n’attend pas en ge´ne´ral de re´ponse posi-
tive. Pour N = 1, ce proble`me est une variante des questions de Drinfel’d [13] a` propos
de grt1, parfois qualifie´e de ✭✭ conjecture de Deligne-Drinfel’d. ✮✮ La premie`re question
de la variante pour l’image de l’alge`bre de Lie du comple´te´ pro-ℓ de Gal(Q/Q) dans
grt1(Qℓ) (conjecture de Deligne-Ihara) a e´te´ re´solue par Hain et Matsumoto [23].
L’alge`bre de Lie de Ugr est libre, engendre´e par des e´le´ments dont les images dans
mt sont les ψn. La premie`re question revient donc a` demander si toutes les relations
(14)Cette dernie`re est aussi la duale gradue´e de l’alge`bre enveloppante universelle de dmrd.
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d’origine motivique proviennent de DMRD. La seconde est e´quivalente a` l’injectivite´
de Ugr → MT.
Deligne a prouve´ la liberte´ pour N ∈ {2, 3, 4} (non publie´). Pour N = 1, on a obtenu
par ordinateur une re´ponse positive aux deux questions jusqu’en poids 19 ; cela fera
l’objet d’un autre article [15].
Les conjectures de transcendance et la conjecture de Deligne-Drinfel’d ame`nent
e´galement a` la question transversale :
Proble`me 5.6. — Les alge`bres de Lie grt1 et dmr0 sont elles e´gales ?
Une re´ponse positive rame`nerait la construction explicite d’associateurs rationnels a`
celle d’e´le´ments de DMR1(Q), ce qu’on espe`re eˆtre plus facile.
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