N1k1 where the local frame distance d(k,w(k),i,j) is the log likelihood distance proposed by Itakura [4] The total number of clusters, M, need not be known or specified a priori. We denote the center or prototype of cluster w, as . and we note that .k need not be a member of w,.
Unsupervised Clustering Without Averaging (UWA)
For notational purposes we define the partial observation set as the ordered observation set without the tokens that were included in clusters w1, W2
CHi379-7/79/fl000-o7ho0. The minimax center, as defined previously.
2.
The 'average token as obtained from Eq. (11) with p = 1.
Unsupervised Clustering with Full Averaging (UFA)
The second unsupervised clustering algorithm we have considered is one which attempts to find clusters in the vicinity of the averaged center of the current observation set. 
