In this paper, an approach is proposed to evaluate and rearrange web pages, based on the queryrelated web context. The contexts we focus on are the terms co-occurring with queries in microblogs. The proposed approach is based on the retrieved result by a search engine. If a query is given, it retrieves the search results, and checks whether the query is on a burst state or not. If the query is on a burst state (or popular state), our method applies the query-related context to the search results. Since context terms can reflect the current interest of people regarding the query, a web page can be considered within the current interest of people, if it has many of the context terms. Thus, the retrieved web pages are re-ranked based on the context terms, to present the search result in accordance with the current public interest. We present some observations that show microblog contents and search queries are strongly related, if queries are on a burst state. In order to verify the effect of context terms, we conduct experiments, and compare the result with Google using a questionnaire survey.
I. INTRODUCTION
With the explosion of internet resources, users are facing difficulties in finding useful information from the web. They want to find not only relevant but also interesting web pages as possible as they do. However, most of web document retrieving approaches have concentrated on relevant documents to queries, yet have less concentrated on pages interesting to users [1] - [4] .
Usually, it is not easy to predict interests of users. Even though they use the same query, they may want different results depending on their context. For instance, let us assume that users query the name of a popular singer. If users query the name at the moment that the singer releases a new album, most of users may want to find information on the singer's new album. On the other hand, if there are no such events with the singer, the information which users want to have may be diverse, such as profile, past albums, and so on. For another example, on March 11, 2011 , the enormous earthquake occurred in Japan. Before the earthquake occurred, public interests on Japan were not strongly related to earthquake. After the earthquake occurred, however, they
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concerned about the earthquake such as damages, losses, recovery, and relief have sharply increased.
So, it is very important to extract to the context of queries, which users have interest in. In this paper, we focus on the bursts of search volumes because it is one of important points where the context of queries dramatically changes. If there is an unusual but interesting event related to a query, the information need on the event will increase and thus the search volume will increase. At that moment, if a search engine present the search result which is related to the query but not so strongly related to the unusual event, users may not be satisfied. Search engines need to arrange the search result so that more relevant documents to the event is on the top for higher user satisfaction on the search result.
If there is currently a burst in the search volume of a query, it strongly implies that there is an unusual but interesting event to the query. Bursts in the search volume can be easily detected by observing the search logs, however, it is difficult to discern the reason why the query has been popular, the context of the query.
In this regard, microblogs, which have been one of popular web services, can be a good alternative to obtain the context of a query. Nowadays, the number of users is increasing who post microblogs as smart devices are being popular.
Users post anytime and anywhere with short sentences on any topics. Thus, the posts in microblogs can immediately reflect users' current interest [5] , [6] . Some studies also show that the user's interest in microblogging is slower than the user's interest in search engines by a few days [7] , [8] .
For example, if there is an interesting event related with a query, it will attract the interest of people. Many people will post about the event in microblogs and at the same time many people also want to have more information on the event. That is, the posts in microblogs and the information need on the event will increase at the same time. Since the increase of both are caused by the same cause, if we can extract the context of the query from microblogs, we can utilize it for information search.
In this paper, an approach is proposed to rearrange search results according to the context of a query when the query suddenly attracts public interests. The proposed approach is based on the retrieved documents by a search engine. If a query is given, a document set is retrieved from a search engine. Next, the query is checked on a burst state or not. If it is, the context words are extracted from microblogs and the retrieved documents are re-evaluated according to the context words. The context words are the co-occurring words in the posts of microblogs. If some documents contain many of such related words, it is probable that the documents may be within the current interest of people, and thus it is more desirable to place those on the top of the list.
The rest of the paper is organized as follows: Section 2 includes some prior work related to this paper. In Section 3, some observations are shown to verify the correlation of microblogs and search volumes in the case of bursts. Section 4 presents an approach to re-arrange retrieved search results based on context terms. In Section 5, the experimental setup and comparison result are presented. We use the search results by Google and re-arrange the result with the proposed method. Finally, this paper is concluded in Section 6.
II. RELATED WORK
Document ranking is very important in information retrieval (IR) fields, and many studies have been processed. There are three models of general-purpose document ranking approaches: vector space model, probabilistic model, and network model [1] - [4] . Salton et al. introduced a vector space model [2] . The vector space model considers a document as a vector which contains both magnitude and direction. When considering each word in a document collection as one axis, each document can be represented with a vector point in the vector space. By comparing the distance or angle between two documents (or between a query and a document), it is possible to calculate how the documents are similar to queries. Robertson suggested a probabilistic model [3] . In their study, IR systems estimate the probability that a document is relevant to a query. This model seems to be similar with the vector space model but it is different from the vector space model in that it ranks documents based on the probabilistic relationships between a query and a document.
Page et al. suggested a link analysis algorithm, which is known as PageRank in Google search engine [4] . In the approach, each document is assigned a numerical weight with a hyperlinked set in the document. The documents which have more weights are considered as more important, so search engines can place such documents in higher positions. Those general-purpose approaches have focused on how to retrieve relevant documents to queries.
In addition to those general-purpose approaches, some of recent studies on document ranking have been concentrated in classifying or clustering queries according to their characteristics [9] - [12] . In these approaches, they employed various features to extract more relevant results. The authors argued that providing different ranking results according to the characteristic of queries leads a better satisfaction. The considered features were query logs [9] , [10] , query term distributions and mutual information [11] , and geographical locality [12] , and so on. However, most of these studies classified queries just using the static information of queries, and did not consider the context of queries which is one of dynamic information related to queries.
Microblogs also can be used for portal web search engines which should support a variety of search needs, including real-time web search. Becker et al. used Twitter data to address two major challenges in addition to basic web search problems [11] . They dealt with how to quickly crawl the relevant content and how to rank documents with impoverished links and click information. In their approach, they used Twitter to find fresh URLs for queries, and ranked the fresh URLs by computing some proposing features, textual features, social network features and others. However, they did not extract the context from microblogs for adaptive search result to users' interests.
Apart from those studies, there are several attempts to use microblogs on various IR problems. Becker et al. proposed the real-world event identification [13] , and Beitzel et al. recommended real-time topical news by using Twitter [14] . Those approaches focused on the services sensitive to the context of queries, but it is hardly found applying context for adaptive document retrieving.
III. OBERVATION ON QUERY-REALED WEB CONTEXT
This paper is based on an assumption that, if an unusual but interesting event related to a query occurs, the context related to the query in searching and posting are strongly related. This assumption seems strong, but makes sense. If there is a subject which attracts the attention of people, then it is natural that the amount of information on the subject will increase on the web and more people want to know about the subject. The context of searching and information on the subject will be strongly related based on the event.
In order to verify whether the assumption is acceptable, we perform some experiments with the temporal patterns of searching volume and the number of postings in microblogs. If the context of queries in searching and microblogs are affected by the same cause, the temporal patterns of both volumes move very similarly, or at least bursts in search volumes and those in posting volumes of microblogs timely match together. If the temporal patterns of both volumes move similarly, it strongly implies that the context of queries in searching and microblogs will share with each other [15] - [17] .
For example, Fig. 1 shows the search volume in Google and the tweet volumes of two example queries: 'sorcery' (the name of a game application) and 'raffle.' In the figure, X-axis is the time and Y-axis is the relative volume. The moving pattern similarity between the two volumes in Fig. 1(a) is very high and the burst of each occurred almost at the same time. It is very intuitive to conclude that both volumes in Fig. 1(a) are affected by the same reason and thus share much of context. However, in the case of Fig. 1(b) , the moving patterns of both are similar to each other, so we cannot say that the patterns of both are affected by the cause, and thus the context on 'raffle' in both may be different.
First, we compare the whole moving patterns of searching volumes and microblogging volumes. We observed Twitter and Google, which are known as one of the representative microblogs and search engines, with two thousands sampled queries. The queries are randomly chosen among frequently appeared ones in 3 million tweets crawled from March 21, 2011 to June 21, 2011. With those, we compare the temporal patterns of the volumes of postings in Twitter and the searching volume in Google. To measure the similarity, we use the correlation coefficient measure shown in equation (1), which was proposed in [16] , [18] , and [19] .
In the equation, d is the number of the observed days, X T ,i and X G,i are the volumes of tweets and searching in the ith day. σ (X T ) and µ(X T ) are the standard deviation and the average volume of X T , respectivley. Also, σ (X G ) and µ(X G ) are those of X G . The correlation coefficient ranged between -1 and 1, indicating an exact positive linear relationship when the value equals to 1 and an exact negative relationship when the value equals to -1. Note that the value 0 means two sequences are uncorrelated. For example, the correlation coefficient of ''sorcery'' in Fig. 1(a) is 0.94 and that of ''raffle'' is 0.22. For analysis, we define bursts: If the volume of a day is larger than the average daily volume by a given threshold, t, it is defined as a burst. To set thresholds, we use the standard deviation of volume, σ . In order to check how bursts in search volumes affect the correlation, we choose queries with different threshold values and compare the coefficient values.
First, we compare the volumes of searching and tweets for all the 2,000 chosen keywords. The average correlation coefficient is 0.23, which shows that both volumes have a weak relation. It hard to say that the search volume and the tweet volume are affected by the same context for all the sampled queries. Next, we select the queries which have at least one burst in the search volume during the observation duration. The comparison is performed with different threshold values from µ + 2σ to µ + 5σ . Table 1 shows the average of correlation coefficient values and the number of keywords. For example, if the threshold is µ + 2σ , i.e., if we select the queries of which search volumes in Google include at least one peak higher than µ + 2σ , the average correlation coefficient of those queries is 0.21. The number of such queries is 1,453 which is about 70% of the whole queries. If the threshold is µ + 5σ , the average coefficient values is 0.53. With this observation, we are able to infer that the context of microblogs and search engines is much strongly correlated as the search volumes have more sharp bursts. Fig. 2 shows the histogram of correlation coefficients for each threshold. X-axis is the correlation coefficient value, and Y-axis is the relative number of queries corresponding to each correlation coefficients. As shown in Fig. 2(a) , in the case of all queries, even though the average correlation values is 0.23, many queries have a strong positive relation between searching and tweets. As the threshold of bursts increase, the proportion of queries which have a strong correlation also increases as shown in Fig. 2(b) to (e). In the cases of Fig. 2(c) to (e), 40% ∼70% of queries have a coefficient higher than 0.4. With these observations, it can be inferred that the semantic relation between microblogs and search engine is stronger when a query is on a burst state, particularly with a higher threshold for bursts. So, we may use the context related to queries from microblogs to improve the quality of search results.
The second observation is the comparison of burst positions. When the search volume of a query suddenly increases, we are to rearrange the search results by finding causes why the query attracts public interest from microblogs. For this purpose, the context of search and tweets has to match at least when there is a burst in the search volume. It is very probable that the context of both matches if there is also a burst in the tweet volumes when there is a burst in the search volumes. If there are bursts in both volumes, it strongly implies that the bursts are affected by the same cause.
Therefore, it is also important that how many bursts of microblogs timely matches with those of search engines. Though the correlation coefficient value is high, the time of bursts in microblogs and search engines may not match. Therefore, in the second observation, we verify how many bursts in searching volumes timely match with those in microblogs.
To observe the temporal proximity of bursts, the experiment is conducted with all the bursts extracted from the volumes of Twitter and Google. The histogram of P T − P G is observed where P G is a burst of Google and P T is of Twitter. As shown in Fig. 3 , the bursts of the two media are quite adjacent each other. More specifically, about 60% of the bursts in Google are within one day before and after the bursts in Twitter if the threshold for bursts is set to µ + 3σ . The match ratio increases as the threshold becomes higher, showing about 80% of bursts are adjacent (within one day before and after) with µ + 4σ , and about 90% with µ + 5σ .
From these two kinds of observations, we are more convinced that searching for and posting on a query may share more context if there is a burst in the search volume. If so, many terms co-occurring with queries in microblogs will reflect the current interest of users on the query. We may use those terms as the query-related context to improve the quality of search results.
IV. PROPOSED METHOD A. PROCESS OVERVIEW
If a query is given, the proposed system first determines whether the query is currently in a popular state, i.e. a burst state, or not by observing the search volume of the query. If it is, the system extracts context terms related to the query from microblogs. The context terms are the words that appear together with the query in microblogs during the current burst. The proposed system reflects the words into document ranking. In the proposed system, these words and their frequencies are stored as a term vector.
If a document contains many of context terms, the content of the document can be regarded close to the current interest of people. Also, even though a document is very relevant to the query, it can be concluded that the document is far from the current interest of people if it contains less of context terms. Based on this idea, the search result of Google is rearranged with the context terms of queries.
The overview of our approach is presented in Fig. 4 .
B. DOCUMENT RE-RANKING WITH CONTEXT TERMS
If a query is given, we have to determine whether it is currently on a burst state or not. If the current search volume of a query is higher than µ+3σ , where µ and σ the average of the standard deviation of the volumes during the recent 30 days, we define the query is currently on a burst state. In the case ofµ + 3σ , more than half of popular queries have strong correlations, as shown in Fig. 2 , and more than 60% of bursts in Google timely match to those of Twitter. So, the threshold of µ + 3σ will be a lower bound for bursts. In order to construct context term vectors, we first check whether the query is currently on a burst state or not as follows:
where vol(q, t) is the search volume of q at day t, v (q, t − 30, t) is the average search volume of q from t − 30 to t, s (q, t − 30, t) is the standard deviation of the search volumes of q from t − 30 to t. If Burst (q, t) is yes, we find the duration of the burst as follows: D (q, t) = {d|Burst (q, d) = yes and Burst (q, d + 1) t) is the set of the longest successive days from t in which q is on burst states. Next, we collect the tweets including the query, q, and posted during D (q, t). In those tweets, nouns, verbs and adjectives are extracted with their frequencies. These pairs of a term and its frequency are stored as follows:
It is called the context terms of query, q. term i is one of nouns, adjectives and verbs, and f i is the frequency of term i . The next step is to check how much the content of each document in the search result is close to the context vector. For comparison, each document is converted into a term vector, and similarity measures are applied to the document and the context vector. We perform the experiment with three kinds of similarity measures: Jaccard, Cosine and Weighted Cosine. These similarity measures are well known measures in IR defined as follows:
In the definitions, A is the term vector of a retrieved document and B is the context vector of the given query. The Jaccard similarity is defined based on the intersection and the union of A and B. The Cosine similarity is the angle between two vectors, A and B. The Weighted cosine similarity is similar to the cosine similarity, but some weights are multiplied to the frequencies of each term in B. The weights are the inverse document frequencies (IDFs) of the corresponding terms. When evaluating IDFs, the tweets in the latest burst are regarded in one virtual document and all the other tweets are regarded in another virtual document. If a term appears only in one of the virtual documents, the IDF of the term will be very high. So, a term which appears only in the latest burst and has a high term frequency will have a large effect on the context of queries.
If a document has a high degree of similarity to the context vector by such the expressions, it means that the document contains many words in the context vector. Since the context vector contains the current context of the query, it can be determined that the document that is similar to the context vector is more consistent with the current context of the query.
Particularly, in the vector space model, if a document contains many terms in the context vector and their f among total term frequencies are similar to context vector, the document become higher rank in terms of query-related context. The number of feature spaces is same as the number of terms we extracted from the microblogs, and each feature is orthogonal with all of others. If the cosine of two vectors, which can be documents and context vector, has higher value, the document is considered as more reflecting query-related context. Therefore, in order to rearrange the search results to reflect the current context of the query, we used the ranking of each document in the search result and the ranking in consideration of the context. The rank in the search result is the number of times the corresponding document appears in the search result provided by the search engine. The ranking in consideration of the context means that when the documents in the search result are sorted in descending order by using the similarity with the context vector, which means the number of times. We combined these two ranks in the following three ways to determine the new ranks.
The proposed approach simply applies three kinds of means, arithmetic mean, harmonic mean and geometric mean. Conceptually, each equation is defined as follows:
Harmonic mean : R har = 2R origin R context R origin + R context (9) Geometric mean : R geo = R origin R context (10)
V. EXPERIMENTS
In this section, we are to present the experimental result and discussion. Before we explain the experimental result, we briefly mention about our experimental setup.
A. EXPERIMENTAL SETUP
Our system requires two kinds of information. One is the daily volume of queries, which can be easily obtained in search engines. In order to obtain the daily volume of queries, we use Google Insights for Search 1 which provides the relative search volumes of queries. The other is tweets which contain the given query, particularly during the burst state. We collected millions tweets from March 21, 2011 to May 5, 2011 thorough Spinn3r. The identifiable information provided by Spinn3r is the user identifier, the user nickname, the original source of tweets, the created time, the crawled time, and the contents of tweets. From this information, we can check when tweets are posted and extract the cooccurred terms with queries. For experiments, we consider 21 queries which are of one of 3 types as follows:
• Type A: queries currently on the burst state • Type B: queries currently on the normal state but having at least 1 burst state within the last one month, and • Type C: queries never having burst states within the last one month. With this limited experiment, we firstly desired to find the effect of popular state on the user satisfaction side, and secondly to find the effect of the elapsed time when there are one or more popular state within the last one month. The 21 queries are presented in Table 2 , and these are classified as of May 3, 2011.
Next, we collect the top twenty web pages for each of the 21 queries using Google developer API. 2 Since some pages were not open or did not have any text contents within, we skip those when collecting web pages. Then, we conduct a questionnaire survey in order to evaluate the quality of each of the 420 retrieved documents. We presented each web page with the corresponding query to 30 graduate and undergraduate students and gave them two questions:
1) How relevant is the content of the document to the given query?
2) How interesting is the content in the viewpoint of the given query?
Since our approach is based on the current context of queries, we performed the survey as soon as possible after the web documents were crawled.
B. COMPARISON OF RANK RESULTS
In this subsection, the comparison results of the proposed approach with Google are presented. As mentioned, we conducted a questionnaire survey on how a document interesting and relevant to queries. Each document is scored between 1 and 5 for the relevance and the interest, respectively. Then, we arrange the search result of a query with each of scores. We consider this ordered list as the ideal search result. We measure the Normalized Discounted Cumulative Gain at k (nDCG@k) of the lists by Google and by our approach with respect to the ideal one. The nDCG@k is an evaluation metric in IR to measure the relatedness and satisfaction of the search result [20] . The equation is defined as follows:
In the equation, z is a normalizing factor, k is the number of the documents and s(i) is a reward function given to the 2 http://code.google.com/more/#google-search document i and we gave the relevance score and interest score into this function.
The result of relevance and interest for all the 21 queries is shown in Fig. 5 . We tried 3 similarity measure and 3 combining methods, so there are 9 bars in each graph. We can find that nDCG of relevance slightly decreased after we applied query-related context. It means that it is not always better to use query-related context from microblogs, and users did not feel a document which reflects users concerns is more relevant in many cases. On the other hand, nDCG score of interest is quite increases after applying context. Documents containing users concerns in microblogs also drew public interest in searching system.
Next, we divided 21 queries into 3 groups and examined by each group. Fig. 6and Fig. 7correspond to a group of queries which had the popular state among last one month. In specific, Fig. 6represents queries which are on the popular state at the moment of survey and Fig. 7represents queries which are on the unpopular state but had at least 1 popular state within last one month. As we seen in Fig. 6 , nDCG score of relevance did not improve in Jaccard similarity and had slight improvement in arithmetic mean with cosine, weighted cosine similarity. It is hard to recognize the improvement in the group, but nDCG score of interest is the highest among 3 different groups. Actually, we expected that the improvement of relevance and interest would be the highest in this group before we conducted experiment, but the result of this group was relatively bad. We inferred that this result was appeared because there was no sufficient time to extract query-related context. In Fig. 7 , nDCG scores of relevance and interest simultaneously increased. By applying query-related context from microblogs, users might feel that documents were more useful to gain useful information and contained more interesting information. Another aspect is that the score in relevance and interest lower than type A. It might imply users' wanting result about the query were able to diverse and decrease as time goes by. Fig. 8 represents the result of queries that there were no popular states in latest 1 month. Comparing to type A and B, nDCG score in relevance were considerably decreased in this group; implying co-occurring terms with a query in microblogs had a bad effect in the viewpoint of relevance. However, users still felt that more documents in high rank were interesting when applied query-related context.
To extract meaningful terms, the named entity (NE) may be considered from the microblogs by using one of NE recognition methods [21] , [22] . However, typical NE extraction methods requires quite high costs for training and are not sufficient to extract context terms such as verbs, adjectives which are able to explain efficiently the context of the query.
VI. CONCLUSION
In this paper, a simple and novel way was suggested which considered the query-related web context. With the latest searching volume in a search engine, the pro-posed approach first classified a query whether it was in the popular state or not. If the query is in the popular state, we extracted the co-occurred context terms from microblogs. Then, the retrieved search result was re-ranked based on the context terms. In the experiments, the performance comparison with Google was presented, and some observations which could support the proposed approach were analyzed. With the experiment, the proposed approach showed meaningful improvements ac-cording to the state of a query.
The proposed approach is meaningful in terms of considering the dynamic nature of a query, which means query-related Web context, but there can be a potential problem. With the increase of social marketing in microblogs, the proposed suggestion may be biased by such social advertisements. Future work will be how system can avoid this kind of problems by considering uncommon sources, and perform with web information mining more elaborately.
