The point at absolute zero where matter becomes unstable to new forms of order is called a quantum critical point (QCP). The quantum fluctuations between order and disorder [1] [2] [3] [4] [5] that develop at this point induce profound transformations in the finite temperature electronic properties of the material. Magnetic fields are ideal for tuning a material as close as possible to a QCP, where the most intense effects of criticality can be studied. A previous study 6 on the heavy-electron material YbRh 2 Si 2 found that near a field-induced QCP electrons move ever more slowly and scatter off one another with ever increasing probability, as indicated by a divergence to infinity of the electron effective mass and scattering cross-section. But these studies could not shed light on whether these properties were an artefact of the applied field 7, 8 , or a more general feature of field-free QCPs. Here we report that, when germanium-doped YbRh 2 Si 2 is tuned away from a chemically induced QCP by magnetic fields, there is a universal behaviour in the temperature dependence of the specific heat and resistivity: the characteristic kinetic energy of electrons is directly proportional to the strength of the applied field. We infer that all ballistic motion of electrons vanishes at a QCP, forming a new class of conductor in which individual electrons decay into collective current-carrying motions of the electron fluid.
2 0 slightly smaller than the empirical Kadowaki-Woods ratio 10 that holds for LFL systems. This seemed to suggest a divergence of the effective quasiparticle mass with 1/(B 2 B c ) 1/2 as B ! B c . Here we report our observation of the divergence of the quasiparticle mass at a QCP, established very close to B ¼ 0.
By alloying YbRh 2 Si 2 with germanium, using a nominal concentration x ¼ 0.05, we have been able to fine-tune the Néel temperature of this material and the critical field far closer to zero, to a point where we can now reliably probe the zero-field transition using field-tuning. The phase diagram for a high-quality YbRh 2 (Si 0.95 Ge 0.05 ) 2 single crystal is shown in Fig. 1b . Non-Fermiliquid (NFL) behaviour dominates over a funnel-shaped region of the T-B phase diagram down to the lowest accessible temperature of 20 mK. The critical field has been suppressed to as low as B c ¼ 0.027 T (B ' c). As in the undoped material, there is a broad cross-over regime between the NFL and field-polarized LFL regimes with a mean cross-over temperature T 0 that is seen to rise linearly with the field B. Very weak AFM order develops in the x ¼ 0.05 sample below T N ¼ 20 mK, as evidenced by the extremely weak anomaly in the electronic specific-heat coefficient (Fig. 2a) .
Past experience 7, 8 suggested that a finite field QCP has properties which are qualitatively different to a zero-field transition, shedding doubt on the reliability of these measurements as an indicator of the physics of a quantum phase transition at zero field. However, the zero-field properties of YbRh 2 (Si 12x Ge x ) 2 above T < 70 mK for the undoped (x ¼ 0) and doped (x ¼ 0.05) crystals are essentially identical (Fig. 2a) , suggesting that by suppressing the critical field we are still probing the same QCP. In both compounds, the a.c.-susceptibility follows a temperature dependence x 21 / T a from 0.3 K to 1.5 K, with a ¼ 0.75 (ref. 11) , and the coefficient of the electronic specific heat, C el (T)/T, exhibits 9 a logarithmic divergence between 0.3 K and 10 K. However, in the low-T paramagnetic regime, that is, T N , T & 0.3 K, the a.c.-susceptibility follows a Curie-Weiss law (inset of Fig. 2a ) with a Weiss temperature (Si 12x Ge x ) 2 single crystals. The non-Fermiliquid (NFL) behaviour, 1 ¼ 1 (yellow), is found to occur at the lowest temperatures right at the QCP, B ¼ B c , and in a largely extended field range at higher temperatures. a, letters to nature V < 20.3 K, and a surprisingly large effective moment m eff < 1.4 m B per Yb 3þ , indicating the emergence of coupled, unquenched spins at the QCP. The electronic specific heat coefficient, C el (T)/T, exhibits a pronounced upturn below 0.3 K.
We now discuss the field dependence of the electronic specific heat in YbRh 2 (Si 0.95 Ge 0.05 ) 2 in more detail. In these measurements, magnetic fields were applied perpendicular to the crystallographic c axis, within the easy magnetic plane (Fig. 2b) . At fields above 0.1 T, C el /T is almost temperature-independent, as expected in a LFL 12 . A weak maximum is observed in C el (T)/T at a characteristic temperature T 0 (B) which grows linearly with the field (inset of Fig. 3a) , indicating that entropy is transferred from the low-temperature upturn to higher temperatures by the application of a field B . B c ¼ 0.027 T. As the field is lowered, the temperature window over which C el (T, B)/T ¼ g 0 (B) is constant shrinks towards zero and the zero-temperature g 0 (B) diverges (Fig. 3a) . For example, in a field of 0.05 T a constant value g 0 (B) < 1.54(7) J mol 21 K 22 only develops below 40 mK. These results indicate the formation of a field-induced LFL state at a characteristic scale T & T 0 (B). As the window of LFL behaviour is reduced towards zero, an everincreasing component of the zero-field upturn in the specific heat coefficient is revealed in the temperature dependence. This confirms that the major part of the upturn in the specific heat coefficient observed in zero field is electronic in character, and must be associated with the intrinsic specific heat at the QCP.
This conclusion is also supported by the electrical resistivity data which reveal a field-dependent cross-over from a T-linear resistivity at elevated temperatures, to quadratic behaviour Dr ¼ A(B)T 2 at sufficiently low temperatures. Most importantly, the data show that at low fields and temperatures, the same scale T 0 (b) / b (where b ¼ B 2 B c is the deviation from the critical field) governs the cross-over from LFL to NFL behaviour in both the thermodynamics and the resistivity. This can be quantitatively demonstrated by noting that the finite field transport and specific-heat data collapse into a single set of scaling relations (see Fig. 3 insets):
where F(x) < (max(x, 1)) 21/3 and F(x) < x/max(x, 1). The NFL physics is described by the x ! 1 (T . . T 0 (b)) behaviour of these equations, where dr/dT is constant and C V /T / T 21/3 . By contrast, the field-tuned LFL is described by the x ! 0 limit of these equations. Were there any residual pockets of LFL behaviour that were left unaffected by the QCP, we would expect a residual quadratic component in the resistivity, and the data would not collapse in the observed fashion. We are thus led to believe that the break-up of the LFL involves the entire Fermi surface.
From the second scaling relation in equation (1), we see that the A coefficient of the T 2 term to the resistivity diverges roughly with 1/b, a result that is consistent with earlier measurements on pure YbRh 2 ( Fig. 3a) . Notice that the field dependence at absolute zero temperature can be interchanged with the temperature dependence at B ¼ B c , but only in the upturn region. At high magnetic field deviations from the QCP, earlier measurement showed 6 that the Kadowaki-Woods ratio 10 21=3 is found to contain a weak field dependence (Fig. 3b) . We now discuss the broader implications of our measurements. The observed divergence of both the A coefficient of the resistivity and the coefficient g 0 of the T-linear specific heat certainly rule out a three-dimensional spin-density-wave (SDW) scenario, which predicts that both quantities will remain finite at sufficiently low temperature in the approach to a zero-field QCP (B ! B c ! 0), but it can be used to gain insight into the underlying scattering mechanisms between the quasiparticles. In a two-dimensional (2D) SDW scenario, the scattering amplitude between two heavy electrons is severely momentum-dependent. When used to compute the transport relaxation rate, the SDW scenario leads to the result A / 1/k 2 , with k the inverse correlation length 13 . The observed divergence in A(b) would require k 2 / b. However, the fluctuations of the soft 2D spin fluctuations produce only a weak logarithmic renormalization in the heavy electron density of states, measured by the specific-heat coefficient, g 0 / ln(1/k). Thus the 2D SDW scenario predicts a weak divergence in the T-linear specific heat, but a strongly field-dependent enhancement of the KadowakiWoods ratio in the approach to a QCP (b ! 0), given by:
The strong violation of these predictions in our data, presented in Fig. 3 , rules out 2D spin fluctuations as the driving force behind the thermodynamics and the dominant source of scattering near the heavy electron QCP. Taking a more general view, scaling behaviour of the transport scattering rate tells us that the only scale entering into the density of states and the scattering amplitude is the single scale T 0 / b of the heavy electron fluid. A truly field-independent Kadowaki-Woods ratio would indicate that the quasiparticle scattering amplitude has the form:
The weak field dependence of the Kadowaki-Woods ratio over a wide range of fields implies that the characteristic length scale of the most singular scattering amplitudes renormalizes more slowly in the approach to the QCP than expected in a SDW scenario.
Our data also provide some insight into the thermodynamics in the vicinity of the QCP. By integrating the scaling form (1) for the specific heat over temperature, the entropy SðTÞ ¼ Ð T 0 dT 0 ðC V =T 0 Þ in the vicinity of the QCP can be described by the form:
where h ¼ 1/3. The appearance of a field-dependent pre-factor in this equation forces the entropy to vanish at the QCP, as required by the third law of thermodynamics. The exponent in the pre-factor also determines the effective Fermi temperature T F *ðbÞ / gðbÞ 21 / T 0 ðbÞ h : Thus the requirement that the entropy vanishes at the QCP (h , 1) prevents a direct proportionality between the Fermi-temperature of the heavy LFL and the scale T 0 (b) governing the cross-over to NFL behaviour. It follows that the Fermi temperature and cut-off temperature T 0 (b) must obey a relationship of the form:
where T L is an upper cut-off that we might identify with the singleion Kondo temperature of the Yb 3þ ions (<25 K). Such a power-law renormalization of the characteristic energy scale would be expected in the presence of locally critical fluctuations that extend down from T L to the infrared cut-off provided, in this case, by the magnetic field 14 . In this respect, our results support the conclusions recently drawn from earlier measurements on the quantum critical material CeCu 62x Au x (x ¼ 0.1) (ref. 15) , and used in a recently proposed theory for quantum criticality 4 , suggesting that the most critical scattering is neither three-, two-or even one-dimensional, but local-as if the most critical fluctuations in the underlying quantum phase transition are fundamentally 'zero dimensional' in character.
One of our most striking observations is that below T < 0.3 K where x(T) follows a Curie-Weiss law, the electronic specific-heat coefficient C el (T)/T for both samples starts to deviate towards larger values, separating away from the 2logT dependence that is valid 9 up to 10 K (Fig. 2a) . This 'upturn' continues in the x ¼ 0.05 sample down to approximately 20 mK, if the critical field of 0.027 T (B ' c) is applied (Fig. 2b) . We ascribe this intrinsically electronic feature to the critical fluctuations associated with the zero-field quantum phase transition that exists at a slightly larger Ge concentration. The unique temperature dependence of C el (T)/T for T , 0.3 K is disparate from the linear temperature dependence of the electrical resistivity which holds all the way from *10 K to T < 10 mK. Since the former (thermodynamic) quantity probes the dominating local 4f ('spin') part of the composite quasiparticles, while the latter (transport) quantity is sensitive to the itinerant conduction-electron ('charge') part, one may view the observed disparity as a direct manifestation of the break-up of the composite fermions in the approach to the QCP.
A letters to nature
The microscopic origin of superconductivity in the high-transition-temperature (high-T c ) copper oxides remains the subject of active inquiry; several of their electronic characteristics are well established as universal to all the known materials, forming the experimental foundation that all theories must address. The most fundamental of those characteristics, for both the copper oxides and other superconductors, is the dependence of the superconducting T c on the degree of electronic band filling.
The recent report of superconductivity 1 near 4 K in the layered sodium cobalt oxyhydrate, Na 0.35 CoO 2 ·1.3H 2 O, is of interest owing to both its triangular cobalt-oxygen lattice and its generally analogous chemical and structural relationships to the copper oxide superconductors. Here we show that the superconducting T c of this compound displays the same kind of behaviour on chemical doping that is observed in the high-T c copper oxides. Specifically, the optimal superconducting T c occurs in a narrow range of sodium concentrations (and therefore electron concentrations) and decreases for both underdoped and overdoped materials, as observed in the phase diagram of the copper oxide superconductors. The analogy is not perfect, however, suggesting that Na x CoO 2 ·1.3H 2 O, with its triangular lattice geometry and special magnetic characteristics, may provide insights into systems where coupled charge and spin dynamics play an essential role in leading to superconductivity.
Like the high-T c superconductors, the Na x CoO 2 ·1.3H 2 O crystal structure 1 consists of electronically active planes (in this case, edgesharing CoO 6 octahedra) separated by layers (in this case, Na x ·1.3H 2 O) that act as spacers, to yield electronic two-dimensionality, and also act as charge reservoirs (see below). We have found that varying the Na content in Na x CoO 2 ·1.3H 2 O results in the same type of out-of-plane chemical doping control of in-plane electronic Figure 1 Powder X-ray diffraction patterns (Cu Ka radiation) for Na x CoO 2 ·yH 2 O samples prepared using different concentrations of the bromine de-intercalant. Inset, an enlargement of the 006 reflections for each sample, highlighting the shift in the layer spacing as a function of sodium content. The Na x CoO 2 ·yH 2 O samples were prepared by chemically de-intercalating sodium from Na 0.7 CoO 2 using bromine as an oxidizing agent. Na 0.7 CoO 2 (0.5 g) was stirred in 20 ml of a Br 2 solution in acetonitrile at room temperature for five days. Bromine concentrations representing substoichiometric (0.5£), stoichiometric (1£), and molar excess (10-100£) relative to sodium content were employed. ('1£' indicates that the amount of Br 2 used is exactly the amount that would theoretically be needed to remove all of the sodium from Na 0.7 CoO 2 .) The product was washed several times with acetonitrile and then water, and then dried briefly under ambient conditions. The sodium content of the phases was determined by the inductively coupled plasma atomic emission spectroscopy (ICP-AES) method. Very high Na diffusion coefficients facilitate homogenization of the Na contents of the samples at ambient temperature.
