It is shown that gauge theories are most naturally studied via a polar decomposition of the field operator. Gauge transformations may be viewed as those that leave the density invariant but change the phase variable by additive amounts. The path integral approach is then used to compute the partition function. When gauge fields are included, the constraint brought about by gauge invariance simply means an appropriate linear combination of the gradients of the phase variable and the gauge field is invariant. No gauge fixing is needed in this approach that is closest to the spirit of the gauge principle. We derive an exact formula for the filling fraction and in case it is zero, an exact formula for the anomalous exponent.
Introduction
The density phase transformation for bosons is quite well-known to those who work in the fields of superconductivity [1] , superfluidity [4] , quantum optics [5] and a host of other related areas. However, it appears that inspite of this, nobody has tried exploiting this seemingly elementary transformation (polar decomposition of a complex number can hardly be called advanced mathematics !) to study gauge theories for which it is uniquely suited. It may well be that this has in fact already been done and the author is not aware of it. Or more likely, it has been deemed unworthy of mention for reasons unknown. In passing we note that Lee and Fisher [6] have in fact made use of a similar technique to derive thermodynamics but not the microscopic correlation functions of lattice Bose systems in two spatial dimensions.
Density Phase Transformation
Consider the action of nonrelativistic spinless bosons. We use units such that h = 2m = 1.
In the path integral approach, ψ(x) is just a complex number that is defined at each point x. Every complex number can be decomposed into a magnitude and a phase. Using the ideas explained in our earlier work [13] ψ(x) = e
From this we may write down the current,
In deriving this action we have already used some boundary conditions. From the text by Kadanoff and Baym [12] we learn that the Green functions of bosons obey the KMS (Kubo-Martin-Schwinger) boundary contitions. These boundary conditions translate in the path integral representation to, ψ(x, t − iβ) = e βµ ψ(x, t)
This in turn means that the number conserving product is invariant under this discrete time translation. To see this we examine, ψ † (x, t − iβ)ψ(x ′ , t − iβ).
Observe that ψ † (x, t − iβ) = [ψ(x, t + iβ)] † = e −βµ ψ † (x, t) and ψ(x ′ , t − iβ) = e βµ ψ(x ′ , t). Thus, ψ † (x, t − iβ)ψ(x ′ , t − iβ) = ψ † (x, t)ψ(x ′ , t). As pointed out in an earlier work [13] the phase variable may be written as a sum of two terms a position independent term which is the conjugate to the total number and a position dependent term that is related to currents and densitites. Thus, Π(x) = X 0 +Π(x). We have just argued thatΠ(x) and ρ(x) are invariant under the discrete time translation. Thus in order to preserve the KMS boundary condition we must impose X 0 (t − iβ) = X 0 (t) + i βµ. Therefore we find that the conjugate to the total number makes its presence felt in a very nontrivial manner. It is not an object to be taken lightly after all ! The boundary condition that has been used in deriving the action is N (−iβ) = N (0) where N is the total number of particles.
Gauge Transformations
Here we examine what sorts of changes are brought about by the imposition of local gauge invariance. As Leggett points out in his delightful little book[10], the gauge transformation is similar to moving to a noninertial reference frame. There in order to make Newton's laws come out right we have to postulate additional 'pseudo'-forces. Gauge fields are to be thought of as being the analogs of 'pseudo'-forces brought about by the need to keep the observable physical content of the theory independent of these fictitious entities. Gauge transformation involves multiplying the field by a local phase. The physical effects of this additonal phase are to be made indistinguishable from the introduction gauge fields that couple to the matter fields. In fact, an appropriate relationship between how the gauge fields transform and how the matter field transfoms enables us to use the same laws to describe the matter field with or without local phase changes. The gauge transformations in the usual language is given by,
The problem now is to find an action that is in variant under this transformation. We already know how to do this. We replace derivatives by covariant derivatives.
In the usual language,
Here and henceforth by we mean
Now we rewrite this as a sum of two parts the free term plus the term that couples to the gauge fields and finally the term involving only gauge fields namely, the curvature term.
This action is gauge invariant provided we have
4 The Jacobian Determinant
In this section we attempt to rewrite the partition function in terms of the density and phase variables. Consider the partition function in the original Bose language.
In the density phase variable language we have,
Here J(Π, ρ) is the appropriate Jacobian determinant that tells us how the measure transforms. Fortunately, this Jacobian is a constant ! To see this we write the definition of J as,
In our next article we shall see that the DPVA for fermions [13] which includes a phase functional that is nonlocal in the position space also leads to a Jacobian that is constant. This can be checked using the Mathematica software.
Propagator With Two-Body Forces
Here we compute the free propagator using path integrals in the density phase variable language. This is done to convince ourselves of the basic soundness of the approach. Also we operate in the limit where the mean density is constant and so that we may ignore the density fluctuations in the long-wavelength limit. This will be made precise soon. The main advantage of this approach is the ease with which we may treat interactions. Just to highlight this fact we also include density-density interactions.
Using the boundary conditions we may write,
The action then may be written as follows. We have added a two-body potential since we may do so without additional effort.
(21) Here z n = 2πn/β. From this we may write down a formal expression for the propagator.
If we set ρ ≈ ρ 0 in the argument of the square roots then we may write,
At zero temperature, the Matsubara sums may be performed quite easily and using the trick outlined in our earlier work [13] we may write down a formula for the full propagator.
Here ω 2 q = q 2 (q 2 + 2ρ 0 v q ) is the Bogoliubov dispersion. In order to evaluate the Matsubara sum we have to evaluate a function of the type
It is possible that there are many ways of evaluating this but the one approach that comes to mind is the following. We rewrite this as a differential equation.
Here δ(t) is the periodic delta function.
This differential equation may be solved using the method of separation of variables. We try,
If we choose λ = ±iω q , then
This is effectively a first order equation that may then be solved easily and we may write the final solution as follows.
We have to fix the coefficients so that this is identical to Eq.( 28). The best way to proceed is to evaluate the quantity shown below using both approaches and then try and fix the coefficients.
Using Eq.( 28) we have,
Here ǫ → 0 + . Using Eq.( 34) we have,
Equating the two expressions we may arrive at the following equations for the coefficients.
G 0 is the noninteracting propagator obtained from elementary considerations.
The main reason why this propagator is interesting is because while the Gaussian approximation leads to just Bogoliubov's theory as far as the the computation of density-density correlation functions are concerned, the one particle properties are singular in one dimension, just as in the case of fermions in one dimension. To see this more clearly we evaluate the equal-time version of the propagator for a delta-function repulsion in one-dimension at zero temperature. Thus we have,
The Filling Fraction
The analysis in the preceeding sections employs a Gaussian approximation which is valid if the density fluctuations are small compared to the mean density. To see this more clearly we write the condition as follows,
where N 0 is the total number of particles. The density-density correlation is given by < ρ q ρ −q >= N 0 S(q). Using the same Gaussian approximation we may deduce that
Thus this scheme is self-consistent (as opposed to self-contradictory) only if,
If we assume that v q = λ|q| m+2 we have, the condition( for N 0 ≫ 1 ),
It would appear that so long as λ > 0 and m ≤ −2, this holds for small |q|.
Thus the delta-function potential ( m = −2 ), the Coulomb potential in 2d ( m = −3 ) and 3d ( m = −4 ) all obey the inequality for small |q|. For large enough |q| the left hand side is zero but 0 ≫ −1 is not acceptable, hence the Gaussian approximation breaks down for large |q|. Thus it would appear that the results for the correlation functions are exact in the asymptotic limit. In real space, this is the |x| → ∞ limit. Let us examine this limit of the one-particle Green function. To this end let us write a formal expression for the momenum distribution asn
here f k is a continumous function of |k| and is of order unity. 0 ≤ f 0 ≤ 1 is the filling fraction and N 0 is the total number of particles. The propagator in real space is then given by,
In the ultra-asymptotic limit |x| → ∞, the cosine may be set equal to zero and we have just the first term. Thus it would appear that the Gaussian approximation being exact in this limit, yields the exact filling fraction but not the exact f k . This is analogous to the assertion that in the Fermi case, the analogous method yields the exact quasiparticle-residue but not the full momentum distribution and in case the quasiparticle-residue is zero it yields the exact anomalous exponent. Here too when the filling fraction is zero, we have to instead compute the anomalous exponent. Thus the exact filling fraction is given by,
For the delta-function interaction in 1d, the filling fraction is zero. This could not have been guessed from Bogoliubov's theory that predicts (rather assumes) that a condensate always exists. We could now evaluate the total energy of the system (per particle) and compare with the results of Lieb and Liniger [2] who solve their model in 1d or with the results of Schick [3] which is valid in 2d but we do not expect the comparisons to be favorable since for the total energy to come out right we need the exact f k rather than f 0 which does not contribute at all. Since the Gaussian approximation does not give us this we shall not bother performing this calculation.
Anomalous Exponents
In case the filling fraction is zero, we have the bosonic analog of the Luttinger liquid or the Lieb-Liniger liquid. Here we have to instead compute the anomalous exponents which are also given exactly in the Gaussian approximation. Interestingly we may address the question whether the condensate is destroyed in more than one dimension also. In passing we note that the main purpose of this article is to hint at the usefullness of this approach in studying fermions coupled to gauge fields. There we have to polar decompose Grassmann variables -an exercise which is still in its infancy, although considerbale inroads have been made by the author. For this reason we are going to be sloppy with the bibliography as far as bosons go. I would like to thank Dr. Gautam I. Menon of IMSc for providing the following references. First there is the work by Penrose and Onsager [8] on estimating the superfluid fraction in He 4 . Then there is work by Ceperley [9] using Quantum Monte Carlo. Finally there is the Hohenberg-Mermin-Wagner theorem [7] that precludes long-range order with a broken continuous symmetry in two dimensions. For a delta-function interaction in 1d it is well-known that there is no condensation and instead we have to compute the anomalos exponent of the propagator. It is clear from the preceeding sections that we may write,
where γ = (2v 0 ρ 0 ) 1 2 /(4πρ 0 ) is the anomalous exponent. The interesting question is whether we can have the destruction of the condensate in two or three dimensions for realistic potentials ? This would be the bosonic analog of the question 'Does Fermi liquid theory break down in two or three dimensions ?' In two dimensions for Coulomb interaction v q = 2πe 2 /|q| 2 the filling fraction is zero. It would appear that for realistic Fourier transformable potentials in three dimensions we have Bose condensation but not in less than three dimensions. The claim is that we have for the first time, derived an exact formula for the filling fraction that is valid for functional forms of the interaction that are Fourier transformable and are subject to the constraint mentioned previously namely that the long-wavelength limit is exactly given by the Gaussian approximation.
Propagator With Gauge Fields
When one is performing the path integral with gauge fields, one must be careful about preserving gauge symmetry. This is the crucial aspect that may be elegantly treated in the present approach. The usual method for treating such constraints in the context of path integrals is the well-known Faddeev-Popov method [11] . However we are able to treat gauge symmetry in all its generality without ever having to fix the gauge at any time. Thus the path integral is to be performed such that the following
constraints are obeyed. We may therefore simply solve for the gauge fields straight away in terms of the conjugate variables. Define an arbitrary gauge constant C. This is constant in the sense that changes in the phase of the field cancel out the changes in the vector potential. However, in the end we will have to integrate over this variable as well. It will be shown that in the case when q = 0 we recover the noninteracting propagator.
The action now may be recast in terms of the gauge constant and the density and phase variables. The field tensor is then simply given by,
Thus the total action simply reads,
Somebody ate the Π !! We may see by examining Eq.( 63) that in the limit q → 0, the field tensor has to be zero for the partition function to be nonvanishing, thus in this limit we must have C µ = ∂ µ Π for some scalar Π so that F µν ≡ 0. This then gives us the action functional of the free theory as it should.
The next question that is worth answering is the following. How should the current operator be defined when there are gauge fields ? In particular is the current operator gauge invariant ? The density certainly is. If we would like to treat currents and densities as part of a canonical set of variables then we better have a definition that is gauge invariant. The definition J = −ρ∇Π certainly is not gauge invariant. Indeed, it changes by additive amounts everytime a gauge transformation is performed. In order to remedy this we redefine the current to be J = −ρ C. As we have seen, in the noninteracting limit, this reduces to the form already shown, since there C = ∇Π. In general however, it does not. Now we would like an expression for the field operator also in terms of C. Using the DPVA [13] in terms of currents and densities we may write,
Using the formula for the current in terms of the gauge constant we may write,
Computing the propagator of the interacting theory then means evaluating the following path integral.
and
where S is given as in Eq.( 63). The integration over the gauge constant C may be justified as follows. In the original path integral we had to integrate over ψ, ψ † and the four A µ 's. Thus we had six variables in all, except that the gauge constraint meant that one of the variables, say the phase of the field depended on the gauge fields thus the number of independent variables reduced o five. In the definition Eq.( 67) we have a similar situation -integrating over the four components of the gauge constant plus the density ρ makes five variables as it should. The action of the free gauge field is given by,
Using the decomposition into the various modes we may write,
After integrating out the C 0 we have,
(70) Observe that in the limit q → 0, we must have C k,n =k X k,n for the partition function to be nonvanishing. Thus we recover the noninteracting theory in this limit. Now we would like to compute two quantities. One is the dynamical density-density correlation function. Here we would like to see radiation corrections to Bogoliubov's theory. However, it is unlikely to be present at the Gaussian level at which we are presently operating. Thus we shall be content at reproducing the Bogoliubov theory. This is a novel way of recovering the Bogoliubov spectrum by introducing gauge fields and using the path integral formalism. The other quantity of interest is the circulation of the gauge constant. This quantity is zero in the nonintearcting case since the vector C may be expressed as the gradient of a scalar. In general however this is not the case. The circulation around a closed loop P is given by,
The average < I(t; P ) >= 0 is trivially zero. Thus we have to examine the fluctuation < I 2 (t; P ) >. First the density-density correlation function. In order to evaluate this we must first perform the following integral.
Again here we may use the usual procedure of translating the integration variable by a constant amount and we obtain the following effective action.
From this we may immediately deduce the static structure factor as
where the Bogoliubov dispersion ω k is given by the positive real solution to,
In other words,
where v k = q 2 /k 2 . Thus, independent of the dimensionality of space, the interaction in the presence of gauge fields is forced to be of the form ∼ 1/k 2 . In three space dimensions this corresponds to Coulomb interaction. Therefore at the level of the Gaussian approximation there are no radiation corrections to Bogoliubov's theory.
Next we would like to evaluate the propagator. For this we have to evaluate the correlation function < C i (x, t)C j (0, 0) >. At the level of the Gaussian approximation, there are no interesting phenomena. We merely reproduce the propagator obtained earlier by including only the longitudinal part of the Coulomb interaction. Radiation corrections are absent as mentioned earlier.
For the same reason we expect < I 2 (P ) >= 0. Thus the final answers for the propagator are identical to the ones given earlier with just the longitudinal interaction. At the level of the Gaussian approximation there are no radiation corrections. However, it is possible to derive radiation corrections if one goes beyond the Gaussian approximation and this seemingly unweildy exercise is made tractable by the following observation. If one desires the propagator then one integrates out the density fluctuations first and the term −ρC 2 gives a partition function of the form exp[−E(C)] where the exponent is now quartic in the C rather than quadratic. A further path integral over the C is impossible to do exactly but it may be done using the following procedure. < exp[−E 3 (C) − E 4 (C)] >= exp[− < E 3 (C) > − < E 4 (C) > + 1 2 < 1 2 (< E 3 (C) > + < E 4 (C) >) 2 ] Here E 3 and E 4 are the quartic contributions to E. Although we have not yet carried out these computations, it is hoped that others who may be working on Bose systems will do so. In our next preprint we intend to fix the phase functional for fermions and apply these ideas to study fermions coupled to gauge fields.
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