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Summary  
7he primary purpose of this thesis is to develop Newton's 
method for unconstrained optimization with the concept of diagonaliza-
tion using conjugate directions, and to specialize the methods of 
feasible directions of Zoutendijk and Topkis-Veinott to directly handle 
nonlinear programs with bounded variables. 
The computationalgresults show that the mixed Newton-steepest 
descent method with diagonalization seem to be as efficient as the 
Davidon-Fletcher-Powell method and the method of Fletcher-Reeves, which 
are considered to be among the most efficient unconstrained optimization 
techniques. The methods of Zoutendijk and Topkis-Veino t are specialized 
to directly handle nonlinear programs with bounded variables. We have 
considered several normalization constraints and obtained explicit 
expressions for the optimal directions. The computational results have 
shown that each normalis ion constraint resulted in different conver-
gence properties, and that the quadratic normalization constraint seems 
tu be superor to others. We have presented a convergence proof of the 
lcpkis-Veinott method for problems with bounded variables and have shown 
b:/ counter examples that, in general, Zoutendijk's method does not 
converge to a Kuhn-Tucker point. In order to guard against the case 
where the optimal point lies in the interior of the region, we have 
presented the following mixed algorithms. The Zoutendijk-Fletcher-
Reeves, the Topkis-Veinott-Fletcher-Reeves, and the Topkis-Veinott- 
x 
Newton methods. The computational results show that the convergence 
of each original method is improved. 
For general nonlinear programs, we have presented the penalty 
function approach to convert a constrained nonlinear problem into a 
secuence of problems with bounded variables. The computational results 






Fast computing facilities have considerably increased the ability 
to apply iterative optimization techniques to solve linear and convex 
programming problems. It is well know that linear programming tech-
niques have been used efficiently as aiding tools in the decision-
making process for industrial, military, engineering, governmental, and 
business activities. The complexity of real problems and the interaction 
between the variables necessitated the development of sophisticated tech-
niques for solving nonlinear programming problems. In Bazaraa and Shetty 
('977) Cannon and Eaton (1966), Bracken and McCormick (1968), Abadie 
(1970), Majid (1974), Sasson and Merrill (1974), Faimes (1973), Shamir 
(1974), Johnson and Montgomery (1974) and Ray and Szekel:" (1973). These 
include problems of optimal control, engineering design, allocation of 
scarce resources, water resource systems, energy, and tran:::portation 
syste=, to mention a few. 
1.1 Scope  of the Problem 
A nonlinear programming problem can be stated below: 
f(x) 
subject to 	xaX 
where f is a function on E n and x is a subset of En . The set X denoted 
the feasible region. If X = E n , we have an unconstrained optimization 
2 
problem. If X = {x: a < x <b} s.'where a and b are fixed vectors in F ri , 
then we have a nonlinear programming problem with lower and upper bounds 
on the variables. If the set X = {x: a< _ -b, g i (x) < 0 for 1=1,...,2., 
and hi (x) = 0 for j=1,...,ml we have a general constrained nonlinear 
programming problem. 
This thesis concerns itself with the development of derivative-
based solution methods for solving the above three classes of nonlinear 
problems. In particular, a new implementation of Newton's method for 
unconstrained optimization is developed. Here no matrix inversion is 
made, but instead, the minimum of the quadratic approximation of the 
objective function is found by a diagonalization process via conjugate 
directions of the Hessian matrix. Next, we specialize several feasible 
direction algorithms to solve the nonlinear problem with lower and 
upper bounds, and also extend Newton's method to accomodate these simple 
constraints. These algorithms for solving problems with bounded variabl( 
represent the backbone of this thesis. Finally, by the use of penalty 
functions, we are able to use these methods to solve the general non-
linear programming problem. Here the constrained problem is transformed 
into a sequence of unconstrained problems or a sequence of problems with 
bounded variables. 
1.2  Literature Survey  
A great deal of research has been directed towards the developmen 
of nonlinear programming techniques. A general discussion of the impor-
tant techniques for unconstrained optimization, problems with lower and 
upper bounded variables, and general nonlinear programs is provided Belo 
Unconstrained Optimization - 
Unconstrained optimization methods could be classified as proce-
dures that do not use derivatives and derivative-based methods. There 
are many derivative-free methods for solving a nonlinear programming 
problem. The cyclic coordinate method moves by searching along the 
coordinate directions. Hooke and Jeeves (1961) proposed an extension 
of this method where a pattern move is utilized after the exploratory 
moves along the coordinate directions. Another well-known unconstrained 
optimization method is that of Rosenbrock (1960), where the search axes 
are rotated at the end of each iteration. There are several other 
important search methods that do not use derivatives. The interested 
readers may refer to Spendley, Hext and Himsworth (1962) and Nelder and 
Meade (1965). 
There are two major derivative based methods for unconstrained 
optimization. The first is Cauchy's steepest descent method which 
moves along the negative gradient. This method uses linear approximatior 
of objective function, and usually performs quite well far from an opti-
mal solution, but makes small orthogonal steps close to an optimal 
solution. The method of Newton uses a quadratic approximation of the 
objective function and has superlinear convergence property. The method, 
however, requires evaluating the inverse of the Hessian matrix and could 
suffer severe difficulties of ill-conditioning. In Chapter 2 of this 
thesis, we will develop a new implementation of the method that does not 
require inversion of the Hessian. 
There is another class of methods for solving an unconstrained 
optimization problem using the notion of conjugate directions. The 
4 
significance of conjugate directions is due to the fact that a quadratic 
function can be optimized by searching along n conjugate directions, and 
that general functions can be approximated by a auadratic form. For a 
thorough discussion on methods using conjugate directions, the reader 
may refer to Fletcher and Powell (1963), Fletcher and Reeves (1964), 
Broyden (1967), Greenstadt (1972), Goldfarb and Lapidus (1968), Davidon 
(1969), Goldfarb (1969), Huang (1970), Gill and Murray (1974), Avriel 
(1976), and Bazaraa and Shetty (1977). 
Problems with Bounded  Variables  
Several authors extended some of the search techniques for uncon-
strained optimization to handle the simple constraints. Goldfarb (1969) 
has extended the Davidon-Fletcher-Powell to handle problems with linear 
constraints. Klingman and Himmelblau (1964) project the search direction 
in the method of Hooke and Jeeves to accomodate constraints. Glass and 
Cooper (1965) presented another constrained version of the method of Hook 
and Jeeves. The reader may refer to Box (1965), Mitchell and Kaplan 
(1968), Davies and Swann (1969), Davies (1970), Fletcher and Jackson 
(1974). 
By and large, however, there currently exists no efficient methods 
for handling the special case of problems with bounded variables. A majc 
objective of this thesis is to develop and specialize the class of feasil 
direction algorithms for solving this class of problems. In particular, 
several methods in Chapter 3 are developed for solving nonlinear problem 
with lower and upper bounds. 
General  Constrained Nonlinear,  ,rO'gramming Problems  
There are several approaches for solving a nonlinear programming 
problem in the presence of nonlinear constraints. One approach, called 
the method of feasible directions, proceeds as follows: Given a feasible 
point, we first determine an improving feasible direction, that is, a 
direction along which the objective function decreases, and in the mean-
time leads to feasible points. Once this direction is determined, a 
line search along it is performed resulting in an improved solution. 
The process is then repeated. This class of methods was originally pro-
posed by Zoutendijk ('1960). Since then, several other authors have 
developed similar procedures. For example see Topkis-Veinott (1969), 
Zangwill (1969), Hadley (1964), Luenberger - (1973), Wolfe (1967). Abadie 
and Carpentier (1969), Bazaraa and Shetty (1977). 
Another approach, which heavily depends on unconstrained optimi-
zation methods, is that of penalty functions. Here a suitable penalty 
function that assumes a positive value for infeasible points and zero 
value for feasible points is constructed. Using this penalty function, 
the constrained problem is transformed into a sequence of unconstrained 
optimization problems, where one of the techniques for unconstrained 
optimization is used. A penalty function approach could suffer from 
problems of ill-conditioning as the penalty parameter approaches Q0. 
For a discussion on penalty functions, the reader may refer to Fiacco 
and McCormick (1965,1966,1967,1968), Zangwill (1969), Lootsma (1968), 
Osborne and Ryan (1970), Himmelblau (1972), and Bazaraa and Shetty (1977) 
Fetts (1974,1975), Miele, Cragg and Levy (1971), and Raghavandra and 
5 
6 
Rao (1973), and Luenberger (1970. The penalty function approach is 
used in this thesis to solve general constrained nonlinear programs. 
Generalized Lagrangian multipliers have also been used to convert 
constrained problems into a sequence of unconstrained problems. Here the 
result from the unconstrained problem is used to generate a new set of 
Lagrangian multipliers and the process is repeated. In the absence of 
suitable convexity assumptions, however, a duality gap may exist. For 
details on this approach, see Everett (1963), Falk (1967,1969), Geoffrion 
(1971), Bazaraa, Goode and. Shetty (1971), Luenberger (1973), Nakayama, 
Sayama and Sawaragi (1975), and Shult (1975). 
Another class of methods is that of cutting planes. The dual 
cutting plane method of Kelly' (1960) solves a constained problem by 
tangential approximation of the dual function. There are several other 
cutting plane methods that replace the feasible region by a sequence of 
polyhedral sets that approximate the feasible region, and using linear 
programming techniques. For further details on this subject, see 
Zangwill (1969, Chapter 4), Ladson (1970), Bazaraa and Goode (1974). 
1.3 Organization of the Thesis  
In this thesis, we develop and test many nonlinear programming 
algorithms for solving unconstrained problems, problems with lower and 
upper bounds, and problems with general nonlinear constraints. 
In Chapter 2, we reexamine Newton's method for unconstrained 
optimization. A new implementation of the method using the notion of 
conjugate directions is proposed. Here no inversion of the Hessian 
matrix is required, and the quadratic approximation of the objective 
function is diagonalized, to Yield the point that would be ordinarily 
obtained using Newton's formula. Computational'experience of the method 
and a comparison of its performance against the celebrated Davidon-
Fletcher-Powell (1969,1963) and Fletcher-Reeves (1964) methods is given. 
Chapter 3 treats the bounded variable problem. The methods of 
feasible directions of Zoutendijk (1960) and Topkis--Veinott (1969) are 
specialized for the ease of the lower and upper bound constraints. 
Closed form optimal solutions of the directions for each case is develope 
for various normalization constraints. The direction finding process is 
coupled with a line search using regula falsi method to produce several 
feasible direction algorithms. Computational experience and comparison 
of these algorithms using standard test problems in the literature is 
provided. Furthermore, we extend Newton's method with diagonalization 
to accomodate bounds on the variables. Here, Newton's method is coupled 
with the Topkis-Veinott procedure. 
In Chapter 4 we use penalty function approach to solve a general 
nonlinear programming problem. The resulting unconstrained problem or 
those with lower and upper bounds are solved by one of the methods 
developed earlier in Chapters 2 and 3. Computational results for various 
strategies of modifying the penalty parameters is given. Finally, in 
Chapter 5 we summarize the main results of the thesis and give some 
thoughts on possible extensions. 
CHAPTER II 
THE METHOD OF NEWTON FOR UNCONSTRAINED 
OPTIMIZATION WITH DIAGONALIZATION 
In this chapter we describe a new implementation of Newton's 
method. Newton's recursive formula using the inverse of the Hessian 
matrix is replaced by another form that relies on conjugate directions 
of the Hessian matrix. The form is based on minimizing the quadratic 
approximation of the objective function after its diagonalization. 
2.1 Quadratic Approximation and Diagonalization 
Using Conjugate Directions  
Two classical unconstrained optimization techniques based on 
derivatives are the method of Cauchy's steepest descent and Newton's 
method. The former procedure usually works quite well far from a 
stationary point. However, it works poorly near a stationary point 
because small orthogonal steps are taken. This zigzagging phenomenon 
results in slow convergence and ultimately, in many cases, to premature 
termination. Newton's method is a procedure which deflects the steepest 
descent direction by premultiplying it by the inverse of the Hessian 
matrix. This operation usually gives a more suitable direction, especially 
in the vicinity of a stationary point. The main disadvantages of the 
method arc summarized below. 
If a function to be minimized has a large number of variables, 
Newton's method requires time consuming and expensive operations such as 
8 
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first and second derivative evaluation, and inverse of the Hessian matrix 
If the Hessian approaches singularity, the situation becomes worse. Fur-
ther, there is a possibility that the generated sequence may not converge 
at all. 
In this chapter, we shall provide an efficient implementation of 
Newton's method, which overcomes the above difficulties. First, the 
Hessian matrix is approximated compuationally using several methods. 
Further, the process of matrix inversion is replaced by a much simpler 
process of diagonalization using the concept of conjugate directions. 
2.1.1 Quadratic Approximation  
Consider the following quadratic approximation f k of f at a given 
point xk such that 
fk( x ) = f ( xk) 	vf ( xk)t( x_xk) 	lu x _xk)t H ( xk)( x_xk) 	(1 	) 
where f: En 	El is twice continuously differentiable, and H(x k ) is the 
Hessian matrix of f at x k . Let H(xk ) has an inverse. A necessary 
condition for a minimum of the quadratic approximation f k is that Vfk (x) 
0,i.e.Vf(x k ) 	H(x )(x-xk ) = 0. If H(xk ) is positive definite then the 
optimal point xkl-l of fk (x) is given by 
xkl-1 = xk - H(xk ) -1 Vf(xk ) 
	
(2) 
The above equation gives the recursive formula for points generated by 
Newton's method. Let 	be a point such that f(H) = 0 and H(l) is posi- 
tive definite, it then follows that H(xk ) is positive definite at a 
a point x close to H, and henCe'tne vector x k+1given by (2) is well 
defined. 
2.1.2 Diagonalization Using Conjugate Directions 
We shall describe a procedure that generates the point x k+1  given 
by (2), without actually computing H -1 (xk ). To illustrate, let 
dl ,...,dn be H(xk )-conjugate directions. Consider the quadratic approxi-
Elation: 
fk(x) = f ( xk) 	vf( xk)t ( x xk) 	i ( x x 
	
H k)( x_xk) 
where 
and 
= (f(xk ) - Vf(xk )txk 	( xk)tH ( xk )xk) 	(vf(xk) - ri(xk)xk)t 
+ 1`xtH(xk )x 
= a + 'i t x 	,,xtH ( xk) x 
a= f ( xk) 	7f(xk ) txk 	.1.(xk ) tii(xk )xk , 
= Vf(xk ) - H(xk )xk 
Now consider the change of vectors x = Dy where D is the matrix whose 
columns d
1n 
are H(xk ) conjugate directions. Then the quadratic 
approximation in terms of the y vector could be rewritten as 
1 0 
fk( y ) = a + 	„IlytptH(xk)Dy 
But since (dj )tH(xk\cj )t = 0 for -1 , it then follows that D t H(xk )D is 
a diagonal matrix, with (dj) tH(xk )d as the entry in row j. Denoting 
(d i ) t H(xk )dj by Y. y and : tdj byit then follows that the quadratic 
0 
approximation is given below 
k 	 2 
f( 2/- ) = a + 	13 ,1 y j + 	 j X y.y 
j=1 	 j=1 
A necessary condition for minimum is obtained by letting the derivative 
equal to zero, yielding 
y j = 	 for j=1,...,n 
Once the vector y is computed, then x is computed by letting x = Dy. 
As Theorem 1 below shows, the vector x obtained by the above diagonali-
zation process is precisely the vector xk-4-1 obtained by (2). This also 
shows that Newton's method could be carried out without explicitly 
computing H-1 (xk ). 
Theorem 1 
Let f: En > El be twice differentiable at x
k . Further, suppose 
that H(xk ) is invertible and let x k+1 = xk - H(xk ) -1Vf(xk ). Let 
be H(xk )-conjugate, and let D be the matrix whose jth column 
is di, for j=1,...,n. Further let x = DY, where 
= -A -1 13 
= Dt(vf(xk) - H(xk)xk), and 
11 
- 
Then x = xk+1 . 
Proof. First note that D is invertible, and by assumption 
H(xk ) is invertible, so that A = Dt H(xk )D is invertible. Now 
x Dy 
= -DA-1 
= _D[DtH(x ) ]-1Dt[vr(xk- - ) 	H(xk )xk ] 
-1 	k\ = -D[D H(x- / ) ) 
t ri_v f (xk) 	H (xk )xk] 
k 	/ k\-1 	k\ 
= x ) Vfx ) 
k+1 
X 
and the proof is complete. 
The reader may note that the amount of computations needed to 
calculate xk+1  by the above diagonalization procedure is minimal. Given 
the vector Vf(x
k ) - H(xk )xk 	 fi , computing the vector 	constitutes n' 
multiplications and n 2 additions. To compute the vector x
k+1 it only 
suffices to have A-1 . Noting conjugacy, A is a diagonal matrix whose 
jth entry yi = (dj) tH(xk )d j . To compute y j , n 2+n multiplications and 
n2+n additions are needed. Noting that A is invertible so that y 
then yj = -yyj is well defined. Thus n additional divisions will 
produce 	and n2 additions and n 2 multiplications yields x k+1 = v = 
12 
2.1.3 Generating Conjugate  Directions 
The above method of implementing Newton's procedure depends on 
the availability of conjugate directions at each step. In this thesis, 
the following method, due to Zangwill (1969,p140), is adopted. Given an 
invertible matrix H and a set of linearly independent vectors e l ,...,en , 




[ (di)tHek] di 




Zangwill provided no proof of conjugacy. For the sake of completeness, 
a proof is given below. 
Lemma 1 
Let H be an nxn definite matrix, i.e., either H is positive or 
negative definite. Further, let e1 ,...,e0  be linearly independent vector 
in E . Then the vectors d
1n given recursively by (3) are well 
defined and H-conjugate. 
Proof. We shall prove the results by induction. Assuming that 
dl ,...,d11 are H-conjugate, we need to show that d' ,...,dk+1 are H-
conjugate. Let Du  be the nxk matrix whose columns are d
1k. By 
the conjugacy assumption, D k has rank k and further dkHDk is a diagonal 
kxk matrix. Since the rank of H is assumed to be n, then the rank of 
DkHDk is equal to k. This further implies that (di) tHDj # 0 for j=1,..., 
k+t , so that a riven by (3) is WLeil defined, To show that linear indepen- 
dence of d',...,dk+1 , it suffices to show that dk-1-1 could not be repre-
sented by a linear combination of d
1 ..,d
k . By contradiction, suppose 
that there exist X 1 ,...,A k such that 
k 
dk' +1 	k ith =   
1=1 
k+1 
From (3), however, d
k+1 = e 	- X uid
i
, for some u l ,...,uk . This 
i=1 
together with (4) shows that 
ek+1 = X (Xi+ui)d 
i=1 
But from (3), it follows that d i is a linear combination of 	 and 
in view- of (5) it follows that ek+1 could be written as a linear combina-
tion of 	,ek , which is impossible since el ,...,ek+1 are assumed 
to be linearly independent. To complete the proof it suffices to show 
that (dj) t Hdk+1 = 0 for j=1,...,k. From (3) it follows that 
(4) 
(5)  
(dj) tHdkfl =He 	- 
k+1 
k 	i t k+1 [(d) He 	] di 
i=1 (d -1 ) tHdi 
(6) 
for ij, by the induction hypothesis, (d j ) tHdi = 0. 
This together with (6) shows that 
(dj ) tHdk+1 = (d j )t H ek+1 	(dj)tHek+ 1 = 0. 
This completes the proof. 
The above lemma shows how to construct a set of H-conjugate 
directions, starting with any set of linearly independent vectors. In 
this thesis, the unit vectors will be used. 
Lemma 2 
Let H be an nxn definite matrix and ej be the jth column of 
identity matrix. Further, let d
1 ,...,dn be given recursively by (3). 
Then D = [d 1 ,...,dn ] is an upper triangular matrix with l's on diagonal. 
Proof. We shall prove the result by induction. Assuming that 
dk is represented by e l ,...,e
k vectors such that 
k-1 
dk = ek +Gej ak,j 
j=1 
where ak, 
 .'s are scalars. To show that D is a triangular matrix with l's 
on diagonal, it suffices to show that d k+l could be represented as a 
linear combination of e
1 ,...,e
k+1 such that 
k 




(d ) tHek+1  
By (3) and letting 	= 
(di ) tHdj 
k 







k-1 	 k j-1 
- = e
k+l 
 - 	ek 	[ 	1=-1c+1 	 - a k+l,j 	 ,j ej 	 J,, j=1 	 j=1 i=1 
O 
The last two terms can be represented as a liTicar combination of 
7 	 k-1
. Thus dk+1 d- ,...,d 	 can be represented with e 1 ,...,ek+1 such that 
dk+1 = ek+1 	7 a 	e i k+1 i 
1=1 
This completes the proof. 
2.1.4 Further Simplification of Newton's Recursive Formula 
From Theorem 1, recall that 
xk+1 = = 	= -DA-1 
= _DA-1[Dtvf(xk) 	DH(xk)xk]  
= -DA-1DtVf(xk ) + DA-1DH(xk ) k 
But since A = DtH(xk )D, it follows that 
DA-1 DH ( xk ) = I 
and hence 
xk4-1 = xk - DA-1DVf(xk ) 
17 
Noting that A is a diagonal matrix with diagonal elements 
	j ) tH(xk )d j 
for j=1,...,n, the above expression could be further simplified to 
k+1 	 i r 7f(xk) di  x :K. - 	y d 	 • ] 	 for j=1,...,n 	 (7) 
(d 1 ) t (x )d 1 
Noting (3) and (7), the reader can easily verify that in order to 
obtain xkl-1 from xk , n3 + 4112 additions and subtractions and n 3 + 4n2 + n 
multiplications and divisions are needed. 
2.2 Description of the Algorithm  
In this section we shall give a detailed description of Newton's 
method with diagonalization, discuss convergence and provide some 
numerical examples. 
2.2.1 Newton's Method With Diagonalization  
We summarize below Newton's method with diagonalization via 
conjugate directions. The problem under consideration is to minimize 
f(x) subject to x E En , where f is twice differentiable. Here it is 
assumed at any given point xk , if d1 ,...,dn are H(xk )-conjugate, then 
(d1 ) tH(xk )di # 0 for each i. Complications arising if (d i ) tH(xk )d i = 0 
for some i will be discussed later in the section. A flow chart of 
the method is illustrated in Figure 1. 
Initialization Step. Choose an initial x and a termination 
scalar c > O. Let k=1, and go to the Main Step. 
Main Step  
1. If HVf(xk )11 < c, then stop. Otherwise calculate the Hessian 
matrix H(xk ) at xk . Choose n linearly independent vectors, say 
Start 
k=1 
Choose an initial point 
x' and a termination 
scalar c > 0 
Calculate the gradient 
Vf(xk ) 
        
 
vf(x1c) ii < 
     
      
  
no 
     
         
Calculate the Hessian 
matrix H(xk ). 
   
         
         
Find H(x )-conjugate 
directions by (3) 
INOISIIMIIMPINIMMINIMISAMON1.111111107.111MOMaLi.110.011.01101eMisamo•• ■■••■••■• 
Find a stationary 
point xKl-1 to the 
quadratic approximation 
of f at xk using (7). 
Replace k by k+1. 
Figure 1. Flow Chart Illustrating Newton's Method 
With Diagonalization 
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say, e 	, where e' is the jth unit vector. Construct the matrix 









N i=1 (d- ) tH(xk  )d i  
if j=1 
if j=2, 	,n 
2. Determine the vector x k+1 whose jth component xj
k+1 
 is given 
by: 
n 	. 	k t i , k+1 	k 	 Vf(x ) d  = - / di[ 
.  3 i=1 	(di ) fif(x')di 
for j=1,...,n 
Note that xk+1  is a stationary point of the quadratic approximation: 
fk( x ) = f ( xk) 	vf ( xk)t( x_xk ) 	1(x_xk)tH ( xk)( x_xk) 
Replace k by k+1 and repeat Step 1. 
2.2.2 Numerical Example  
Consider the following problem due to Rosenbrock (1960): 
Minimize f(x) = 100(x 2
1  - x2 ) 2 + (x1 
- 1) 2 where x 6 E2 
The gradient Vf(x) is given by 





and the Hessian matrix H(x)' 	liren by 
H(x) = 
	
1200x1 	400x + 2 - 400x - 1 2 	 1 
- 400x1  200 
Iteration 1  
, 
Let xl = (-2.,1.)
t 
 and choose 	= 10
-6
. Of(x1 ) = (-2406,-600) t . 
4402 	800- 
H( x1 ) = 
800 	200 
Diagonalize as follows: 
d1 = e1 = (1.,0.)
t 
( d1)tH = ( 1,0 ) [ 4402 	 = 800] j 	(44o2,800) 
800 200 
(d1 ) t Hdi = (4402,8o0(0) = 4402 
(d1 ) t He 2 = (4402,800)C1) = 800 
d2 = e2 	(d1)tHe2 d1 
( d1)t Hdl 
- (0) 	802 (1) = 





D = 	1. 
0. 	1. 
From (7), we get 
, 
A l Vf(x





1 	1%t 1 	1 , 2‘t 2 
(d ) Hd kd ) Hd 
, -2 - ( 1 ) -2406 - 0 . 181735 517 -162.74421 










) tHd 2 









of(x 2 ) ( -6.0099 0 4 , -0 .0 04983 3749 ) t 






x 3 = (0.985,-7.911) t 
Iteration 3  






- 1. 	0.09986873 
0. 	1 . 
x = (0.985,0.971) 
22 
D = 
Iteration 4  






7 7 8. 4 276 3 
   




x 5 = 	(1. ,0.99977969)t 
Iteration 5 
Vf(x 5 ) = (8.124477xi0 -3 , 4.4o62239xio -2 ) t 
H( x 5 ) = 
	802.08812 	-40o. 





6 = (1. , I.)
t 
Iteration 6  
Vf(x6 ) = (o.,0.) and hence IIVf(x
6  )11 <S and the process termi- 
N t 
nates with the optimal solution X = (1. , 1.) and the objective value = 0. 




H( 7c) = 
—400 	200 
In figure 2, we illustrate the trajectory of points obtained until the 
optimal point (1.,1.) is reached. The reader may note a steep valley 
along points satisfying x 2 = x2 . 
2.2.3 Convergence Analysis  
It is well know that the method of Newton may not converge. 
However, if the starting point is sufficiently close to a stationary 
point, then the method indeed converges. This result is stated in Theorem 
2 below. By Theorem 1, we showed that the algorithm discussed in this 
section is equivalent to Newton's method, so that convergence of the 
former is also established. 
Theorem 2 
Let f: E11 	El 
be twice continuously differentiable. Consider 
the algorithmic map A: En 	El defined by y S A(x) if y = x - H -1 (x)Vf(x). 
Let x be such that Vf(7c) = 0 and H(7) is invertible. Let the starting 
point xl be sufficiently close to Tc so that there exists kk2 > 0 with 
k1 k 2  < 1 su-.h that '  
a. 11H-1 (x)11 < k - 1 
Vf(x) - Vf(x) - H(7)(x-7)11  
b. < k2 
1 -11 
for each x satisfying 11 x-x11 < h 	H. Then the points generated by 
H x—Tc11 
Xz 
Figure 2. Trajectory of the Points Generated by New-ton's 
Method with Diagonalization 
2 5 
the algorithm converge to X. 
Proof. See Bazaraa and Shetty (1977). 
.2. 14 The Singular and Indefinite Cases 
If the Hessian matrix H(x
k
) is singular, then (d i ) H(xk )d i may 
be equal to zero for some i. In this case, both the recursive formulae 
(2) and (7) would fail. In this thesis the following method is adopted. 




= 0 for some i at some iteration k, we proceed 
from xk by minimizing along the steepest descent direction -Vf(x k ). 
• Similarly, if at some iteration k, we have (d i ) tH(xk )d i ) < 0 
for some i, then the optimal solution to the quadratic approximation is 
-a), by letting Y- . be sufficiently large. In this case, H(x
k
) is not 
positive definite and the quadratic approximation may not be satisfactory. 
There are several methods to handle this case. One approach is to mini-
mize fk (y) over a sphere as proposed by Goldfeld, Quandt, and Trotter 
(1968). Another approach is to replace the Hessian matrix by an 
approximation which is positive definite, see for example Himmelblau 
(1972,p86). Here we shall use the steepest descent direction if 
(d i ) t H(xk )d i < 0 for some i. 
(dl) 
	k 
To summarize, if at any iteration k, we have (d ) H(x )d ) < 0 for 




). As the computational results to be discussed in Section 
2.4 shows this case encountered rarely during the course of computations. 
2.2.5 A Mixed Newton-Steepest Descent Algorithm  
The above discussion is made more precise by the following 
algorithm which utilizes a steepest descent step at iterations where the 
26 
21 
method of Newton would ordinarily fail. A flow chart of this mixed method 
is illustrated in Figure 3. 
Initialization Step. Choose an initial point x 1 and a termination 
scalar E > O. Choose a set of linearly independent vectors e 1 , 	,en , 
say the unit vectors. Let k=1, and go to the Main Step. 
Main Step  
1. If 1 1Vf(xk )11 < E stop. Otherwise compute d 1 ,...,dri recursively 
as follows: 
el 
dj = 	j-1 	t k\ I 




i=1 (d i ) tH(xk )d i 
if j=1 
if j= 
If (d i ) tH(xk )d i < 0 for some i, go to Step 3. Otherwise go to Step 2. 
2. Compute the vector x
k+1 
as follows: 
xk+1 = a. k 	I_ d. 
fVf(xk)t 	\ for j=1,...,n 
i=1 1 	(di ) tH( xk )dij f 
Replace k by k+1 and repeat 1. 
3. Let d = -Vf(xk ) and consider the problem to minimize 
Vf(xk + Ad) subject to I > O. If the optimal solution is unbounded, 
stop, the original problem has an optimal solution. Otheriwise let 
,. be an optimal solution to the line search problem, and let 
xk4-1 = xk + Akd. Replace k by k+1 and repeat Step 1. 
Choose an initial point xl 
 and E > 0. Choose a set of 




1771)tH( xk)d < 0 
\,for some i  




Let xk+1 = xk + Xd 
yes Sto 
Compute H(xK )-conjugate 
directions dl ,...,d11 by (3) 
yes 	Let d = -Vf(x 
11rayomme, 	
Find a stationary point 
x to the quadratic 
approximation of f at x 
using (7) 
Solve the problem 
to minimize f(xk 	Xd)overX>0 
Calculate the gradient 
7f(xk ) 
F Start i 
28 
Figure 3. Flow Chart of the Mixed Newton-Steepest Descent Algorithm 
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2.3 Approximation 	the Hessian Matrix  
If the size of the problem is large or if the function under 
consideration is complicated, it is usually very difficult to deter-
mine the second derivatives analytically. In this section we describe 
two procedures for approximating the Hessian matrix, and present some 
experimental results showing that these approximations are very close 
to the exact derivatives obtained using the analytical approach. 
2.3.1  The Finite Difference Method  
As discussed in Appendix B, we can computer an approximation 
.'-'1(xk ) to H(xk ) applying the finite difference method. The ij element 
of W(xk ) is given below. 




where h denotes a small positive number, and e i and.ej denote the 
ith and jth columns of an identity matrix. Alternatively, the Hessian 
matrix could be approximated using the gradient vector. Let the 
gradient Vf(x) be given below and let its jth component be given g i (x). 
Then another approximation of the Hessian matrix at a given point 
x=a is given below: 
fr- (a + /le i ) 	g.(a) ck, 	'1 
H.. = i,j=1,...,n 	 (9) 
ti ti 
where H.. denotes the ijth element of H, and h denotes a small positive 
2 f(a ) 
scalar. By the mean value theoreA„ 	 -
DxDx 	








g i (a + hej) - g i (a) 
 






for some fl such a < 11 < a. + he ' for j=1,...,n. Note that the 
i 	i 
computed values of g
i
(a + he j ) and g i  (a) are respectively g i
(a + hej) + , 
+ 	 _ 	 +  
Rlj 
. . 13 13 and 	
+ R.., where R.. and R.. are the round off errors. There- 
1 	 13 
fore the computed Hessian matrix H is given by 




-(a + he j ) - g.(a) +(R4 g i (a 	
- Rij ) 
'  
h 




R - R - D -Fi(fl) j ij  	 
lqij 
.. E H.. + 	h 	+ -2- o 
h , 
x
2 	, i,j=1,...,n 
li . 
J 
for some fl satisfying a < fl < a + he'. From (11), note that the 
absolute error E in this approximation H to H is given by 











2 g L (71) 
. 2 
1=1 j=1 
From this analysis, it follows that the h* to minimize the computa-
tional error E is given by 
i41 	
X IR., - R7 I 
1= . "=1 	ld 	 
Vgi (n) 
forsmerisatisfyinga.<rl < a. + h*ei for j=1,...,n. The reader 
may note that there exist two types of errors. The first type 
IP+ 	- 13.! 




and the second discretization error h 	 is due to neglecting .2 ,.xj 
the remainder turn and decreases as h decreases. The optimal h where 
the total error is minimized is given by (12) above. To illustrate, 
consider Rosenbrook's function f(x) = 100(a l-x2 )
2 
+ (x1-1)
2 , where 
g E
2
. The gradient and Hessian matrix are given below: 
400x + 2 (1-200x )x - 2 
Vf(x)Eci(x)), 	
-3 
















g.(x) 	-200X1 + 200x2 1 
(12) 
1 
and the exact gradient and Hessian-matrix at the point a = (1.4.) are 
given below: 






The values given in Tables 1, 2 and 3 were computed using the Cyber 71 
computer in a single precision floating point arithmetic for different 
values of h. The entries in these tables were computed as follows: 
1. The derivatives in Table 1 are computed from (8) only using 
functional evaluations. 
2. The derivatives in Table 2 are computed from (9) using the 
exact gradient. 
3. The derivatives in Table 3 are computed from (9) where the 
gradient is replaced by finite differences so that only functional 
evaluations are used. 
It is obvious from the tables that H continues to improve as 
h decreases until h reaches the value h = 10 -7 However, beyond this 
value of h, the approximations become less precise. It was assumed 
that the error in computing f(x) in the vicinity of x = a is equal to 
-12 
10 	. Then the round off error is approximately 
3'2 
R = 2 x ± x10-12 8x10
-12  
Table 1. Approximating the Hessian Using Functional Evaluations Only 
Hessian Matrix 
h 
Hll ft12 H21 H22 
10-1 1056.000000 -420.0000m -420.000000 200.000000 
10
-2 
826.140000 -402.0000m -402.000000. 200.000000 
10-3 804.401400 -400.200000 -400.200000 200.000000 
1 0 802.240014 -400.020000 -400.020000 200.000000 
10
-5 802.023999 -400.002000 -400.002000 200.000001 
10
-6 
802.002395 -400.000203 -400.000203 200.000008 
10
-7 802.000132 -400.000024 -400.000024 200.000062 
10
-8 801.998993 -400.000068 -400.000068 200.000602 
10-9 801.9911434 -400.002923 -400.002923 200.007139 
10
-10 
801.914657 -400.014417 -400.014417 200.063985 
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Table 2, Approximating the Hessian Using the Gradient Vector 
Hessian Matrix 
h 






























































Table 3. Approximating the Hessian Using Gradient Approximation 
Hessian Matrix 
h 
H11 H12 	 H21 H22 
-1 1 0 1056.000000 -420.000000 -420.000000 200.000000 
10-2 826.000000 -402.000000 -402.000000 200.000000 
10-3 804.401400 -400.200000 -400.200000 200.000000 
10-4 802.240014 -400.020000 -400.020000 200.000000 
10-5 802.023999 -400.002000 - 1100.002000 200.000001 
10 6 802.002395 -400.000203 -400.000203 200.000006 
10-7 802.000132 -400.000024 -400.000024 200.000047 
10 8 801.998993 -400.000068 -400.000068 200.000459 
10-9 801.994434 -400.002923 -400.002923 200.005717 
-10 
10 801.914657 -400.014417 _400.014417 200.049772 
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2 	2 2 . ( ) g l ,x 
Since y y 1 	 
i=1 j =1 Dxj 2 
=-  2 ) '00 2'+,0 + )100 + 0 = 2800, the discretiza- 
 
Lion error T is approximately 
= 14 00h 
 
Applying (12), we get 
8 x 10 -12 -8 
= 7 6x 10   
In this thesis h* ranging froth 10 -5 to 10
-8 were applied to approximating 
the Hessian matrix. 
Computational Analysis 
In this section we report the results of Newton's method with 
diagonalization for solving several unconstrained nonlinear programming 
problems, The results clearly show reliability and robustness of two 
versions of the method. Further, in order to provide a better evaluation 
of the method of Fletcher and Reeves and the Davidon-Fletcher-Powell 
method were coded, and a computational comparison with Newton's method 
was made. 
2.4.1 Robustness and Reliability of Newton's Method  
Here we shall present computational experience with Newton's 
method for solving three problems. The emphasis here is to show that 
the method performs quite well for different starting points and for 
h* = 
1400 
different termination criteria. For all the computations reported 
here, the gradient and the Hessian matrix are evaluated analytically, 
Further, all the calculations were performed on a Cyber 74 computer. 
Problem 1 (Rosenbrock (1960)) 
Minimize f(x) = 100(x







The optimal solution R = t and the optimal objective value 
f( -:) = 0. The results for this problem with different starting points 
and different termination criteria are summarized below. 

















E = l0 -3 5 0 6 0.018 
E = 10 -6 6 0 7 0.022 
= 10-9 7 0 8 0.026 
_12 
= 10 9 0 10 0.030 












X1=1.000 	')Z 2=1,000 	PIVf (X) M =9. x10 6 	f(X)=1.9 x10
-11 
x =1.000 	x =1.000 	IlVf (x)II =8. x10 -9 	f W=3.4 x 10-20 
x =1.000 	x =1.000 	Pf (x) =2. x lo -12 f (5-0=1. 3 x lo-26 m 
x =1.000 	x =1.000 	Pf(x)11 =0. 	f(X)=0. 




Total No. Total No. of No. 	of Computing 
of Iterations Using Gradient Time In 




5 1 10 0.124 
7 1 12 0.132 
The final solutions obtained with different termination criteria 







;‘c 2=1.000 	11V f(1, 011 -6. Rio 4 	f(R)=8.1 10
8 
x2=1.000 	I ^ D f(ic)jj =0. 	 f(R)=0. 
Problem 2 (Colville (1968)) 
, 
















-1) ( x3-1 )
2 
+ 10.1 {(x2 -1) 2 + (x4-1)
2
} + 19.8(x 2-1)(x4-1) 
The optimal solution is X = (1.,1.,1.,1.) t and its objective f(8) = 0. 
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The results for this problem with different starting points and different 
termination criteria are summarized below. 
Initial point x1 = 	 = 10552. 
Termination Total No. Total No. of No. of Computing 
Criterion of Iterations Using Gradient Time in 
l i Vf(x)IkE Iteration Steepest Descent Evaluations Seconds 
= 10-3 





















The final solutions obtained with different termination criteria are as 
follows: 























24=1.000 liVf(X) 11 =0. 	f(2)=0. 
2
4
=1.000 liVf(2)11 =0. 	f(2)=0. 
2
4
=1.000 11\7 f ( )11 =9.210
-4 
f(2)=7.210 9 
2=1.000 11V f(2) =5.10-7 f(2)=2.210-16 
Initial point x l = 	 f(21)=925.9 
Total No. Total No. of No. 	of Computing 
of iterations Using Gradient Time in 







17 5 44 0.180 
E 	10
-6 
17 5 44 0.180 
E = 10
-9 
 18 5 45 0.190 
6 	10
-12 
 19 5 46 0.202 











































Initial point 21=(2.,2.„-2.)t , f(x1 ) = 451.6 
Termination Total No. Total Go. of NO. of Computing 
Criterion of Iterations Using Gradient Time in 
117 f(x)lk E Iteration Steepest Descent Evaluations Seconds 
__- 
- 10 - 9 0 9 0.084 
= 10-6 10 0 10 0.094 
E = 10 -9 11 0 11 0.104 
E = 10
-12 
11 0 11 0.104 
The final solutions obtained with different termination criteria are as 
41 
follows: 
6=10-3 21=1.000 	g.': p=1.000 5Z 3=1.000 ::: 4=1.000 
f(2)=2.6x10 -10 
=10
-6 211.000 	22=1.000 2 3=1.000 X4=1.000 
f(X)=2.3210 -19 













Initial point 21=(5.,-1.,2.,-4.) , f(21 ) = 71347.9 
Total No. Total No. of No. 	of 
Computing 
Time in Termination 
Criterion of Iterations Using 
Gradient 
Seconds 
IlVf(2)11<0 Iteration Steepest Descent
. Evaluations 
__ 
E - 10 - 14 0 
l 0.132 
E = 10
-6 15 0 15 
0.142 
E = 10-9 15 0 
15 0.12 
E = 10
-12 i6 0 16 
0.152 































Problem 3 (Fletcher and Powell (1963)) 
2
-x ) Minimize f(x) = (21+1022 ) 2 + 5(2 3 	
+ (x 2 -2x3 )
4 
4 
+ 10(x 1-24) 4 
The optimal solution 5-c = (0„0"0„ .) b and f(3>) = 0. The results 
for this problem with different starting points and different termi-
nation criteria are summarized below: 
Initial point x1 = ( 
t 
.,-1.,0.,1.) , f(x = 215 
Termination 
Criterion 






















































IIV f(2)11 =5.x10-7 	f(2)=1.7210-10 
)43 
4 






























0 14 0.134 
0 20 0.194 
0 25 0.242 
0 31 0.304 
S = 10-3 
C = 10-6 
= 10
-9 
 c = 10
-12 
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Initial point x l=(2.,2., , f ( xl) = 4 34o 
Termination 	Total No. 	Total No. of 	No. of 	Computing 
Criterion of 	 Iterations Using 	Gradient Time in 
IIV ''(Y)<c 	Iteration 	Steepest Descent Evaluations 	Seconds ii 	- 	--  

















-4 E.  
11V f (2) II --- 1+ .210 -1 
c =10-9 =1.30-210
-4 
22=-1.30x10 --2 	23=-1.29_210-4 	24=-1.29210 4 
!IV is(2) II =1.210 -9 	f(2)=4.9210-14 
-5 =10
-12 	







(IV f(x)11 =7.x10-13 f(X)=3.1x10 -18 
f(X)=1.5X10-1° 
4) 
Initial point xl=(-3., 	,-1 	f(xl ) = 335 
Termination 
Criterion 














-3 13 0 13 0.124 
6 = 10
-6 
19 0 19 0.188 
6 = 10-9 25 0 25 0.248 
_12 
E = 10 30 0 30 0.302 





=_4.39x10 -3 x =4.41x10 4 x =1.60x10-2 x =1.69x10-2 
11\7f(x)11 =6.x10 -4 	f(x)=3.3x10-6 
E.- 10-6 	 Sc2=6. 27x10 5 3
=1.38x10-3 X4=1.38x10
-3 









11\7  f(C)11 =1+.x10
-10 	f().',::)=1.40x10 -14 
s=10-12 
	
y-1.05x10-5 x =1.05x10 -6 2
3
=1.47x10-5 :'Z I4 =1. 1[7x10-5 




Initial Point 2 1=(-3.,-1.,- 	.) 	 f(xl ) = 974 
Termination 
Criterion 













c = 10-3 
a = 10
-6 
c = 10 -9 






















21 =1.10x10 -2 	22=-1,10x10-3 	23=-7.41210 -3 	24=7.41x10-3 
v f ( 4,Z) II =4,21o 4 	f (2 )=1.2210 6 
E=10-6 	21=1.43210 -3 	2
2=-1, 1;3210 4 3
=-1.02210 -3 	24=-1.02210 -3 
I I v f(x ) I I =8.210 -7 	f(2)=3.7210 -10 
0 = 10 -9 	21 =1.2421 0-4 	22= -1.4321 0 -5 	23 = -9.3421 0 -5 	2 4 = -9.342 10 -5 









2 3=-8.50210-6 	24= -8.50210-6 
Il vf( 2) I I =4 .21 0 -13 	f (2) =1. 50x1 0 -18 
Initial point'x1 = (10.,10.,10Y 10.) t , f(xl ) = 1624100 
Termination Total No. Total No. of No. of Computing 
Criterion of Iterations Using Gradient Time in 
!IV f(x)li Iteration Steepest Descent • Evaluations Seconds 
10-3 25 0 25 0.246 
_6 
= lo 31 0 31 0.306 
= lo-9  36 0 36 0.358 
= lo
-12 
42 0 42 o.448 
The final solution obtained with different termination criteria are 
as follows: 
)i1 





=1.50x10 -3 	X3=6.78x10-3 
E=7.0
_6  X2=1.25x10 4 	2
3
=6.73x10`-4 
II f (Cc) =4.x10-7 	f(X)=1.)1x10 -10 
=10










E=10 	X =-1.36x10-5 	X2
=1.36x10-6 	̂ -8 	-6 x3  .98xlo 
H vf(2)11 =6.x10-13 f(c)=2.7x10-18 
X 4=6.73x10-4 





v f(2)11 =6.x10 -4 	f(2)=2.3x10 6 
From the above results we note the following: 
(i) The method converges to the optimal solution in each of the 
test problems. 
(ii) The method is robUst in the sense that the choice of 
starting points has no affect on the solution obtained and a little 
effect on the computational time. This is contrary to the common be-
lief that Newton's method usually behaves poorly away from the optimal 
solution. The above tables show that for most of the starting points, 
the quadratic approximation is satisfactory throughout the course of 
optimization. For some starting points, however, (d i ) t H(xk )di < 0 for 
some i and k, necessitating a line search along the steepest descent 
direction. Tn this case, the mixed steepest descent-Newton's method 
also produced the optimal point efficiently. 
(iii) The method is not sensitive to the termination criterion 
scalar S and produced the optimal solution for each of the values of 
a fixed. Obviously, for smaller values of a, the number of iterations 
increases, but no significantly. 
2.4.2 Comparison with the Davidon-Fletcher-Powell and Fletcher-Reeves  
Methods  
It is well known that if the method of Newton's method converges, 
then the order of convergence is equal to two. In particular, conver-
gence is superlinear, and further no line search is needed. Despite 
these advantages and due to the computational difficulties discussed 
earlier in this chapter, Newton's method has, by and large, been dis-
carded in the literature of unconstrained optimization from the class 
of efficient procedures. Instead, Newton's method was used to motivate 
the efficient class of quasi-Newton methods. In this section we compare 
the performance of two efficient unconstrained optimization procedures, 
namely the Davidon-Fletcher-Powell method and the conjugate gradient 
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method of Fletcher and Reeves, t4ith Newton's method. Five test 
problems ranging from two variables to ten variables are used. For 
most of these problems, the method of Newton proceed to be superior 
to the other two methods, both from the points of view of the total 
number of iterations and the computationl time. For the sake of 
completeness, we summarize below both the Davidon-Fletcher-Powell 
method and the Fletcher-Reeves conjugate gradient method for minimizing 
a differentiable function f over E
n . For more details, the reader 
may refer to Bazar as and Shetty (1977). 
The Davidon-FletcherlPowell Method  
Initialization Step. Choose an initial point x l and an initial 




1. Let d = DkVf(x
k ) and solve the problem to minimize f(x k+Adk ) 
k+ over > 0. Let 1k be an optimal solution and let x1 =x
k  +1 kd
k 	
If 
Vf(x )=0 then stop. Otherwise go to Step 2 if k<n and to Step 3 if 
h=n. 






k +P t 	qt.D 0 
k -k k k 




k+1 	k+ 2. Let d 	= -Vf(x 1 
vf(xk+1 ) 112 	k 
Vf(xk) 
	d . Replace k by k+1 
3. Solve the one-dimenS4onal problem to minimize f(x k+i 
XVf(xkl-1 )) over 1>0. Let X be an optimum solution. Replace x l by 
k+1 - 5cqf(xkli) , replace k by 1 and repeat Step 1. 
The Fletcher-Reeves Conjugate Gradeitn Method  
initialization Step. Choose an initial point x1 let d 1=-Vf(x1 ), 
let R=1 and go to the main step. 
Main  Step  
1. Solve the problem to minimize f(x k + Xdk ) over 1>0. Let 
be an optimal solution, and let x
k+1




) = 0 '  
stop. Otherwise go to step 2 if k n and go to Step 3 if k=n. 
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and repeat Step 1. 
3. Solve the one-dimensional problem to minimize f(x k+1  -Af(xk+1  )) 
over 1>0. Let A be an optimal solution and replace x 1 by x"-1 - 
AVf(xk+1 ). Let d1 = -Vf(x1 ), set k=1 and go to Step 1. 
In order 	test the performance of Newton's method, the Davidon- 
Fletcher-Rowell and the Fletcher-Reeves method, the following five 
problems are employed. 






t The optimal solution x = (1.,1.) and f(5 :..) = O. The initial point 
t 






Minimize 100kx -x, + (x1 
 -1,) - 
,t 
The optimal solution x = (1.,1 ) and f(x) = 0. The initial point 




2 + (x -1)
2 + 90(x -x )
2 + (x3-1)
2 
1 2 	1 	 3 4 
+ 10.1 (x2-1) 2 + (x
4
-1) -2 + 19.8(x2-1)(x4 -1) 
The optimal solution x = (1.4.4.,1.) t and f(R)=0. The initial point 
x1 
Problem 4  





 + 5(x -xL)
2 
 + kx2 -2 x 
4
+ 10(x -xL) 
4 
3 	4 	'f 




Problem 5  
2 	2 	2 	2 
Minimize 100(x ]i-x2 ) + (x1-1) + x3- - 2x3x4 + 
+ 100(x 6-x1 )2 
4. (x7-2) 2 	( x8-x9+x10 ) 2 
2 
(x34-x9-x10 ) 




The optimal solution E = and 
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The one dimensional minimization problems embedded within the 
Davidon-Fletcher-Powell method and the Fletcher-Reeves method are 
solved using the secant line search scheme described in detail in 
Appendix A. The stopping criteria for the line search is If(x) tdi<10-3 , 
with the maximum number of iterations allowed as 20. For each of the 
overall algorithms, the stopping criteria is I!0 f(x) < E. Tables 4, 
5, and 6 summarize the results that compare the performance of Newton's 
method with the other two methods. Here two versions of Newton's 
method are coded. Newton 1 employs analytical first and second 
derivatives, Newton 2 uses finite difference approximation of the 
Hessian matrix as discussed in Section 2,3.1. 
Table 4 gives the total number of iterations needed to achieve 
the condition 110 f(x) < E. Table 5 gives the total number of gradient 
evaluations, whereas Table 6 shows the computing time for each of the 
procedures measured in CPU seconds of a Cyber 74 computer. In each case, 
the indicated optimal solution was reached. Examining the results of 
Tables 4, 5 and 6, we note that replacing the exact Hessian matrix by 
reliable approximation does not affect the performance of Newton's 
method adversely. This is a welcome feature, since computing second 
partial derivatives for a complex function is a hard task, and in many 
cases results in computational errors. Further, Newton's method seemed 
to perform better than both the Davidon-Fletcher-Powell and the conju-
gate gradient methods for problems 1 through 4. For problem 5, 






Newton 1 Newton 2 DFP FR 
1 
0 = 10 - 3 ,









s = 10-9 7 7 57 42 
6 = 10 -3 11 9 28 30 
2 c = 10-6 13 11 31 36 
E = 10-9 14 12 31 40 
E = 10-3 19 18 26 55 
3 D C = 10-6 20 19 31 69 
o = 10-9 21 20 31 71 
o = 10
-3 12 11 15 54 
4 o = 10-6 18 17 49 92 













0 = 10-9 8 7 66 153 
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6 = 10 3 
= 10
-6 





6 = 10-9 
 6 = 10-3 
6 = 10-6  





 S = 10-9
S = 10-3 
 S = l0-6 






























































Table 6. Total Computing Time for Newton, DPP, and FR Methods on a 
Cyber 74 Computer in CPU Seconds 
Termination 
Problem 	Criteria 









o = 10 
£ = 10
-6 
E = 10-9 






6 = 10-6 
 C = 10-9
o = 10
-3 
6 = 10-6 































































Newton's method seemed to perform at least as good as the Davidon-
Fletcher-Powell algorithm, but did not perform as good as the Fletcher-
Reeves conjugate gradient algorithm. Based on these test problems, it 
is safe to say that Newton's method performed at least as well as these 
efficient methods. 
To summarize, the computational results clearly show that 
Newton's method with diagonalization via conjugate directions is quite 
efficient. The reasons for this could be summarized below: 
(i) No inverse operations are required, thus eliminating a large 
computational burden. 
(ii) The analytical form of the Hessian need not be used and 
approximation of the Hessian could be employed instead. 
(iii) If H(xk ) is not positive definite and if (d i ) tH(xk )d1 < 0 
for some i, then the quadratic approximation to f is poor, and a steep-
est descent step is employed. This aspect of the algorithm corrects the 
deficiencies of Newton's method at points far from the optimal. 
(iv) If (d i ) t ( k )d i > 0 for all i, no line search is required 
to produce xk+1 . As .computational results show, this case occurs most 
often, so that the time-consuming line search process is greatly re-
duced. 
CHAPTER III 
DERIVATIVE-BASED METHODS FOR PROBLEMS WITH 
BOUNDED VARIABLES 
In this chapter, we shall discuss several feasible direction 
methods and Newton's method with diagonalization for solving nonlinear 
problems with bounded variables. To be specific, consider the follow- 
ing problem: 
Minimize 	f(x) 





is differentiable and a, b, and x E E n
. Utilizing 
the simple structure of upper and lower constraints; we shall specialize 
the feasible direction method due to Zoutendijk (1960) and Topkis-
Veinott (1969), and provide explicit simplifications of them to directly 
handle the above problem. These methods behave, at nonbinding points, 
just like the steepest descent method and would have very slow con-
vergence. To overcome this difficulty, we shall provide mixed algori-
thms using the conjugate gradient method and Newton's method with 
diagonalization. 
3.1 flces -i_alizatIon of Zoutendijk's Method  
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In this. section we shall describe a specialization of Zoutendijk's 
method for generating improving feasible directions. 
Definition 1 below introduces the notion of an improving 
feasible direction. 
Definition 1 
Consider the problem to minimize f(x) subject to x S S, where f 
is a function defined in En and S is a subset of En
. A nonzero vector 
d is called a feasible direction at x a S if there exists a 6 > 0 such 
that x + Id a S for all X a (0,6). Furthermore, d is called an improving  
feasible direction at x a S if there exists a 6 > 0 such that f(x + Id) < 
f(x) and x + Id t S for all 1 a (0,6). 
Lemma 1 below gives a suitable characterization of feasible 
directions for problems with bounded variables of the form to minimize 
f(x) subject to a < x < b. The proof is obvious and hence omitted. 
Lemma 1 
Consider the problem to minimize f(x) subject to a < x < b. Let 
x be a feasible point and suppose that f is differentiable at x. Then a 
nonzero vector d is a feasible direction if and only if d satisfies the 
following conditions. 
d. > 0 
d. <_ 0 
if x. = a. 
if x. = b. 
J 	j 
(1) 
If in additon Vf(x)
t d < 0, then d is an improving feasible direction. 
The above lemma shows how to generate improving feasible 
directions. A natural method for generating such a direction is to 
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minimize Vf(x) td subject to thOnstraints (1). Note, however, if a 
t- 
vector d satisfying (1) and VfDri d < 0 exists, then the optimal solu- 
tion to the above problem is -co by considering Vci and letting 1 be 
arbitrarily large, Thus a constraint which bound the vector d or the 
objective function must be introduced. Such a restriction is usually 
referred to as a normalization constraint. In this thesis we shall 
consider the following two problems for generating an improving feasible 
direction. Each of the problems uses a different normalization con-
straint. 
Problem Pi  





d. < 0 	if x = a . 	. 
J - J J 
d. > 0 	if x = b 
J - j 	i 
-1 < d < 1 	j=1.,.,n. 
j 




subject to d. < 0 	if x. = b. 
d. > 0 	if x = a 
J - j 	j 
d
t
d < 1 
6o 
The reader may note that Problem P1 is linear and Problem P2 
contains a quadratic constraint. The solutions to Problem P1 and 
Problem P2 will be provided in Section 3.1,1 and Section 3.1.2, 
respectively. If the minimal objective value of P1 or P2 is negative, 
then by Lemma 1 an improving feasible direction is generated. On the 
other than, if the minimal objective value is zero at a point X, then 
is a Kuhn-Tucker point as given in Theorem 1 below. The theorem is 
a specialization of a more general result for methods of feasible 
directions. A proof can be found in Bazaraa and Shetty (1977). 
Theorem 1 
Consider the problem to minimize f(x) subject to a < x < b. Let 
X be a feasible soltuion and let f be differentiable at X. Then the 
following three statements are equivalent. 
i. The minimal objective value of P1 or P2 is zero. 
X is a Kuhn-Tucker point. 
iii. The jth component of X satisfies exactly one of the 
following conditions: 
a., > 0 and X. = a. gj 	 J 
b. gj < 0 and X i = bi 
c. g. = 0 and a. 	b, 
where g , denotes the jth component of the gradient Vf(X). In particular, 
if f is pseudo convex at X, then P is an optimal solution to the 
problem. 
3.1.1  7,outendijk's Procedure 






d. > 0 	ifx.=a . 
d. < 0 	if x. = b. 
3 - J 	3 
-1<d.<1 	for j=1,...,n 
J 




0 <d. < 1 	if x. = a. _ 0  
J 	J 
-1 < d. < 0 	if x. = b. 
- 0 - J 	J 





 . denotes the jth component of the gradient Vf(x). The reader 
may note that the above problem does not have a unique solution if gk=0 
for some 1. One such optimal solution is given below. 






j 	J 	0 gJ 
0 	otherwise 
Lemma 2 
Consider the problem to minimize f(x) subject to a < x < b. Let 
x be a feasible solution and not a Kuhn-Tucker point. Then d given by 
(4) is an improving feasible direction. 
Proof. Since d. = 1 for x. = a. and d. 	-1 for x. = b., then 
J 
by Lemma 1 d is a feasible direction. Since x is not,a Kuhn-Tucker 
t- 
point then by Theorem 1, Vf(x) d < 0 and by Lemma 1, d is an improv-
ing feasible direction. This completes the proof. 
We summarize below a specialization of Soutendijk's method for 
solving the problem to minimize f(x) subject to a < x < b. At each 
iteration, the method first generates an improving feasible direction 
by (4) and then performs a line search along this direction. The pro-
cedure continues until Vf(x) d = 0, that is, until a Kuhn-Tucker point 
x is reached. A flow chart of this method is illustrated in Figure 1. 
Initialization Step. Choose a starting feasible solution x
1 . 
Choose a termination scalar E > 0. Let k=1, and go to the Main Step. 
Main Ste 
k 	• 
1. Find an improving feasible direction d by (4). If 
iVf(xk ) t dk l < 6, stop. Otherwise go to Step 2. 
2. Solve the problem to minimize f(x
k + xdk ) subject to 
0 < X <X - 	where max 
`max = min{X1, X2} 
Xi = min{ -a. + x.: J < 0} 
J 	J  
X
2 








+ Akdk . Replace k by 
k+1, and repeat Step 1. 
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(5) 
Choose an initial feasible 
point xl, and a > 0. 
Calculate the gradient 
Vf(xk) at xk. 
Immogoraneammook...som• 	  
Find an improving feasible 
direction dk by (4). 
no 
Calculate Xmax by (5) 
Solve the problem to 
minimize f(xk+ dk) 
subject to 0 < A < A. 
Let Ak be an optimal 
solution. Set x k+1,,k +x kd
k 
L___Replace k by K+1 
yes 
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Figure 1. Flow Chart Illustrating Zoutendijk's Procedure 1 
Zoutendijk's method is.illustrated by Example 1. In this 
example, we append the lower and upper constraints to the objective 
function given in Wbitte and Hoist (1964). 
Example 1 
Minimize 	
f(x) = (x2-4 )2 	(1-x1 )2 
subject to 	-1 < x
- 1 
 < 0.5 
0 < x
2
 < 1. 




and f(x) = 0.25, The gradient 
Vf(x) = (44 - 4x1x2 + 2x1 - 2,- 2x 2 + 2x2 ).  
Iteration 1 
Let xl = (-1,0)
t
, then Vf(x1 ) = (-8,-2) ° . Note that the 
improving feasible direction d1 = (1,1) t by (4) and A 	= 1 by (5). max 
Minimizing f(x1 + Ad') subject to 0 < A < A 	we get a line search - - max 
problem as follows: 
Minimize 	 = A
4 
- 6A 3 + 121 2 - 10A + 5 
subject to 	0 < A < 1 
We can solve the above problem by applying one of several methods 
-1, 	1 0 \ 
in Appendix A. The optimal solution A l = 1. Thus x 	
, 0) = 	+ 11). 
Iteration 2  
Vf(x2 ) = (-2,2) t . From (4) and (5), we get d2 = (1,-1) t and 
6 4 
= 0.5. Thus we get the fdllowing line search problem: Xmax 
Minimize 	e(x) = 	+ 2X3 - 4x + 1 
subject to 	0 < X 5_ 0.5 
The optimal solution to the above problem is given by X 2 
= 0.5. Thus 
x8 = (?) 	0,5 (_1 ) 	(g: ), 
Iteration 3 
72(x3 ) = (1.5 5 0.5) t . Note by (4) and (5) that d3 = (0,-1) t and 
X = 0.5. Then we get the following line search problem max 
 Minimize = (X - 0.25)2 + 0.25 
subject to 	0. < X < 0.5 
and The optimal solution X, = 0.25 a _ x is given below: 
( 0.5, 




Vf(x4 ) = (-1,0) t . From (fl), the reader may note that d4 




4 I = 0 < n, and the process terminates with the 
optimal solution R = (0.5,0.25) t whose objective value - 0.25. In 
Figure 2, we illustrate the trajectory of points obtained until the 
optimal point (0.5,0.25) is reached. 
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t. n (.5) . 2, 5 ) 5i.  
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Figure 2. Trajectory of Points Generated by Zoutendijk's Procedure 1 
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3.1.2 Zoutendik's Procedure  
In this section we shall describe Zoutendijk's procedure with 
the normalization constraint dt d < 1. The direction finding problem 
is thus given by 
Minimize 	Vf(x) td 
	 (6) 
subject to d. < 0 	if x. = b. 
J - J 	J 
d.>0 	if x. = a. 
J 	 J 	J 
d td < 1 
Theorem 2 below gives an explicit form of an optimal solution to the 
above nonlinear program. 
Theorem 2  
Consider the problem to minimize f(x) subject to a < x < b. Let 
x be a feasible solution and consider the vector y defined below. 
0 
	




where g j denotes the jth component of the gradient Vf(x). Then 
y=0 if and only if x is a Kuhn-Tucker point. Furthermore, if yi0, 
that is, if x is not a Kuhn-Tucker point, then Ti = -ynyll is an 
optimal solution to the direction finding problem defined by (6), and 
in particular d is an improving feasible direction. 
Proof, By definition of,y- , y=0 if and only if condition (iii) 
of Theorem 1 holds. Thus by Theorem 1, y=0 if and only if x is a Kuhn-
Tucker uoilmt. Now suppose that x is not a Kuhn-Tucker point. We need 
to show that d is an optimal solution to the direction finding Problem 
P2. First note that d satisfies all the constraints in (6). Letting 
U={j:x.=b.} and L = {j: x. = a.}, the Kuhn-Tucker conditions 
holdatkifthereexistu.forjEU,v—for j c L, and u 0 
 such that: 
7f(x)-4-XLI.ei - X v.ej + u0 d ---- 0 
u. > 0 
J - 




 > 0 
u.d. = 0 
J 
v.d. = 0 
j 
uo (dtd - 	= 0 
for j E U 
for j E L 
for j E U 
for j E L 
where ej is the jth unit vector. Letting u 0 , uj 
 for j E U, and v. 
for j c L be as specified below, it immediately follows that the above 
Kuhn-Tucker conditions hold. 
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0 if j 
if j 
v. = 
g* 0 	if j 
C U and g. < 0 
E U and g. > 0 
L and > 0 
gJ 
C L and g. < 0 
Thus d satisfies the Kuhn-Tucker conditions and is hence an optimal 
solution to the direction finding problem. This completes the proof. 
Utilizing the optimal direction specified in Theorem 2 above, 
we shall now summarize Zoutendijk's procedure 2 for solving a problem 
of the form to minimize f(x) subject to a < x < b. A flow chart of the 
method is provided in Figure 3. 
Initialization Step.. Choose a starting feasible solution xl such 
that a < xl < b. Choose a termination scalar E > O. Let k=1, and go 
to the Main Step. 
Main Step  
1. Compute the vector y as follows: 
0it- g.>0andx.=a.orif.<0 and x. = b. 




If H y  II < E, stop. Otherwise let dk = -Y/II Yll rand go to Step 2. 
2. Solve the problem to minimize f(x
k + Adk ) subject to 
0 < X < Xmax 
where - 	- 
Amax = min{A1' A 2 } 
Ai = min {(a.-xJ)/dJ.. J (11 < 0}  
A2 = min {(b -xk )/d
J
- dJ 
 > 0} 
Let Ak 







replace k by k+1, 






The method is illustrat- d by Example 2 below, where the problem 
of Example 1 is reworked using Zoutendijk's Procedure 2. 
Example 2 
Consider the following problem: 
Minimize 	
f(x) = (x2 - 	(1-x1 )2 
subject to 	-1 < x < 0,5 
0 < x < 0.1 
Iteration 1  
Let x1 = (-1,0) t , then f(x1 ) = (-8,-2) t . By (7), Y = 
and hence d
1 
 is given by: d
1 




	3v17 	Thus the line search problem is given below: 
Minimize 
16 ,2 	9x 	,2 	It X 	2 (— A ----- 1 ) ( 2 	— 
17 	 /IT 
subject to 	0 < I < 3 /8 





Thus x 2 - is given below: 
x2 	-1 	3V17 4/V17 	0 5 
= ( o ) + ( 	= ( 	) 8 1/v17 0.375 
To 
Calculate the gradient Vf( 
Define y by 
Replace k by k+1 
Let Xk 
be an optimal solution 
k+1 	k A k Set x 	= x + Akd 
Solve the problem to minimize 
f(xk + Xdk) subject to 
0 < X < `max max 
= -y/IIyII 
Calculate Amax by (8) 
Choose a starting feasible point 




Figure 3. Flow Chart Illustrating Zoutendijk's Procedure 2 
Iteration 2 . 
Vf(x2 ) = (-1.25,0.25) t . By (7), Y 
= (0,0.25) and hence 
d3 = (0, -1
)t . Further, 1maX 
= 0.375, leading to the following line 
search problem: 
Minimize 	(1 - 0.125) 2 + 0.25 
subject to 	0 < 1 < 0.375 
It is easily found that the optimal solution 1 2 
= 0.125, Thus 
0, 
x3 = ( 0.375
.5 ) + 0.125(_,) = (n). 
Iteration 3  
Of(x3 ) 	( -1.0) t . The reader may note that y = (0,0)
t , and 
hence the process terminates with the optimal solution X = (0.5,0.25)
t 
 and the objective value = 0.25. In Figure 4, we illustrate the tra-
jectory of points obtained until the optimal point (0.5,0.25) is 
reached. 
3.1.3 Comparison of the Two Normalization 
 Constraints  
As shown in the above two sections, the two normalization con-
straints generate different improving feasible directions, and indeed 
may have different convergence properties. In more general feasible 
direction algorithms, P1 is preferred to P2, since P1 is a linear 
program. Here this advantage is not present, because the special 
structure of the problem enabled us to find a closed form of optimal 
solution to P2. Also the normalization constraint -1 <d. < 1 seems _  
to deflect the direction vector away from the direction of the steep- 
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Contours of the objective 
function 
Figure 4. 
Trajectory of the Points Generated by Zoutendijk's 
Procedure 2 
est descent. In fact, here P2 is `preferred to Pl, since P2 usually 
generates a better direction than P1 does, As shown in. Figures 2 and 
4, at the starting point (-1,0), P1 generates d i = (1,1)
t deflected 
away from the direction of the steepest descent, whereas P2 generates 
d1 along the direction of the steepest descent. In this example, the 
two normalization constraints result in different convergence. For 
problem P1 convergence was realized in three iterations, but for 
problem P1 convergence was realized in three iterations, but for 
problem P2, convergence was achieved in two iterations. 
3.1.4 Convergence Analysis of Zoutendijk's Method  
In this section, we show by a counter example that the algo-
rithmic map of Zoutendijk's method is not closed. Further, we give 
some examples showing that the method may converge to a non-optimal 
point. First note that given a point x, Zoutendijk's method first 
finds a direction d by solving problem P1 or P2, and then performs a 
line search by minimizing f starting from x in the direction d, pro-
ducing y. This process defines the algorithmic map A. Now we show 
by an example that the algorithmic map is not closed. Consider the 
following problem: 
Minimize 
subject to 	0 < x1 
 < 1 
0 < x < 1 2 - 
7 4 
Note that the. optimal solution is given by R = (1,1) t . Consider the 
sequence xk , where x
k 
= (0,1-1/k) t . Using either problem P1 or P2 
and then optimizing along the resulting direction, the reader can 
easily verify that the resulting point y
k 
in either case is yk = 





 -4- 	= (0,1) t 
yk = (1/k,l) t and yk y = (0,1)t 
But A(x) = (1,1) t so 'that y 	A(R). 
This example which is illustrated in Figure 5 below, shows that 
the algorithmic map of Zoutendijk's method is not closed. 
As seen from Figure 5, we see that as xk approaches 5E, the 
distance moved as the boundary is reached approaches zero, causing 
jamming. Even though the above example illustrates the fact that 
the algorithmic map of Zoutendijk's method is not closed, by itself. 
It does not imply that the method does not converge. 
Now we shall give two examples that show the method may inedded 








subject to 0 < xl < 1 
0 < x2  < 1 - 	 - 
0 < x3 < 1 
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Contours of the 
objective function 
Xz 
= y = (o,l) t 
xk = (0,1 - 
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Figure 5. Zoutendijk's Algorithmic Map is Not Closed 
,t 
Note that the optimal solutionis x = (0,0,0) . The gradient vector 
Vf(x) is given by Vf(x) = (2x 1 ,2x2 ,-1) . Starting with x
1t, 
the following sequence {xk} is generated by Zoutendijk's method using 
the normalization constraints Id j 1 < 1 for each j, where d
k 
 is an 
optimal solution to Problem Pl., 
xl = 	 dl = (-1, 1,0)t, 
x2 = 
x2 = ( 0,,1 )t , d2 = ( 1,-1,0) t , x 3 = (L0,1) t 
x 3 = 	 d3 = (-1, 1,0) t , x 4 = 
	
Continuing this process, we get x
1 
= x 3 = x 5 = 	= (,l- ,0,1) and 
x2 = x4 = x6 = 	= 	1 Nt  . The sequence x
k 
thus does not 
% 
converge to the optimal point (0,0,1) t . It may be noted, however, 
that the optimal solution to the direction finding problem is not 
unique. For example, at x 1 =
t
, an alternative optimal 
direction is given by d = (-1,0,0)
t
. Had this direction been used 
instead of dl = (-1,1,0)
t




To illustrate that Zoutendijk's procedure 2 may not converge, 
consider the following example due to Wolfe (1972). 
4 	2 	 2 
3/4 
Minimize 	f(x) = 7T4(x - x1
x
2 
+ x2 )1 	- x3 
subject to 	x1 , x2, x3 > 0 
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The optimal solution is unbounded along the ray f(0,0,X): A > 01. The 
gradient is given by 






1 '2 	1 '1' -2 -2 	
,-1] t 
Let us use Zoutendijk's procedure 2 to solve this problem, with 
t 
the starting feasible point x l = (0,*,
„
) . At this point, the con- 
straint x1 > 
0 is binding and Vf(xl) =
t
. The direction 
generated by Zoutendijk's method is thus d l = -Vf(x/ )/ 
Minimizing f(x l + Adl ) subject to A > 0, we get x 2 = (1/8,0,3/4) . 
Here the constraint x 2 / 0 has become binding. Continuing in this 
way, we obtain 
x 3 = 10,(1) 2 ,3 + 	+ 	
t 
and again x1 
 > 0 is binding. The points generated by this method are 
zigzagging between the two binding constraints x l > 0 and x2 > 0 and 
4+/7 t 
finally converging to 5-c = 	 ) , which is not optimal. 
3.1.5 The Mixed Zoutendijk-Fletcher-Beeves Method  
At interior points, Zoutendijk's method would reduce to the 
steepest descent method for unconstrained optimization, and would 
generally have a slow convergence. To overcome this disadvantage, we 
shall use the conjugate gradient method of Fletcher-Peeves (1964) at 
interior points and Zoutendijk's method at boundary points. The 
Zoutendijk-Fletcher-Reeves algorithm is summarized below. A flow 
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II V f(xl )it . 
chart of this method is illustrated in 4 Iagure 6. 
For brevity, the line search problem embedded in this algorithm 
is separately explained as follows: 
LSP: With given d and x, calculate A
max 
= min{A1 ,X 2 }, where Al = 
min{(a.-x.
J
)/d.: d. < 0} and A 2 	 J 
= min{(b. - x.)/d.: d. > 0} then solve 
J J	 J JJ 
the problem to minimize f(x + Ad) subject to 0 < A < .max* 
Initialization Step. Let X = {x: a < x < b} and choose a point 
xl E X. Let k=1 and go to the main step. 
Main Step  
1. If xk is on the boundary of X, go to Step 2. Otherwise let 
zl = xk , i=1, al = -Vf(z1 ), and go to Step 4. 
2. Let g = Vf(xk ). Define the vector y defined by (7). If 
= 0, stop with x k as a Kuhn-Tucker point. Otherwise find an 
improving feasible direction d k -Y/IlY II , and go to Step 3. 
3. Solve the LSP with x
k and dk . Let Ak  be an optimal solution 
and set xk+1 = xk + Xkdk . Replace k by k+1 and repeat Step 1. 
4. If id vf(zi)m .,--_ 0, stop: 	is a Kuhn-Tucker point. Other- 
wise solve the LSP with z
i and d' . Let A i be an optimal solution, and 
set z 1+1 = z i + idi . If z i+1 
is on the boundary of X, go to Step 6. 
Otherwise, go to Step 5 if i < n and to Step 6 if i=n. 
i+1) 112 = _vf(z i+1) 	V1(z  5. Let di+1 
	
	 di . Replace i by i+1, 
Vf(z i )II 2 
and go to Step 2. 
6. Let xk-/-1 = z i+1 , replace k by k+1, and repeat Step 1. 
Example 3  
Consider the problem in Example 1 with the following additional 






f(x) =(x1 x2 ) 2  + (x1 - I)
2 
0,5 < x < 0.9 
l - 
 
0 < x2  < 1 
The optimal solution 
	= (0.9,0.81) t and f(X) = 0.01. The gradient 
Vf(x) = (44 - 4x1x2 + 2x1 - 2, -2x1 + 2x 2 ) t . We shall use the 
conjugate gradient method at interior points and Zoutendijk's procedure 




t and a termination scalar 
	= 10-3 , then 
vf (xl ) = ( _1 , 0 )t 
	
Note that the vector defined in (7) is given by 
y = Vf(x1 ) = (-1, 
	Thus we get the improving_ feasible direction 
dl = (1,0)
t 
and X max = 0.4. 
The line search problem is given below: 
Minimize 
subject to 
The optimal solution 
4 = X + 2X 3 + 2X - 	+ 0.25 
0 < 	< o.4 
= 0.1894. Thus 
x2 = ( 0 . 2 5 ) + 0.18 9 4(10
) = ( 0 : 685 9 4 ) 
Since x
2 is an interior point, the conjugate gradient method is applied. 
Set z1 = x
2 and i=1. 
es 
xk+1 = xk +Akdk . 
Solve the LSP with xK and dk. 
Let Xk be an optimal solution 
Set 




Choose a starting feasible 
solution xl and 6 > 0 





, _Vf( xk) 
xk 	s 
point? 
Solve the LSP with d' 
and z'. Let A i be an 
optimal solution and 
set xi+1 = xi + A i di 





< n?  
Find an optimal direction d 
by applying Zoutendijk's Proce-
dure with either the normali- 
zat on constraint 
Id, <1 for each 1 or d t d < 1 
Set 
k+1„ i+1 
Solve the LSP with xn +l and 
dn+1 = _vf(xn+1) . Let T be 
and optimal solution and 
replace xk+1 
xn+1 - XVf(xn-1-1 ). 
Find a search direction 
as follows: 




II V f(z 1 )11 2 
Replace i by 1+1. 
Figure 6. Flow Chart of the Mixed Zoutendijk-Conjugate 
Gradient Algorithm 
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Iteration 2  




= -71( 1  ) = (0,0.450) t , and 1 max 
1.67. The line search problem is given below: 
Minimize 	 = (0.451 - 0.2261) 2 + 0.0961 
subject to 	0 < A < 1.67 
_1 
The optimal solution 1 1 = 0.5024. Thus z 2 = z i + 1d = (0.69,0.48)
t 
Iteration 3  
Vf(z2 ) = (-0.631,0.008)
t
. Since z 2 is also an interior point, 
we apply the conjugate gradient method. d 2  is given below: 
d 2 	-7f(x2 ) 	f(z2 )1I 2 
I1of( 21 )1f 2  
= (-0. 631 	0.3982 ( 0 	) = ( 0.631) 
008) 0.2025 0.45' 	'0.877' 
Here Amax = 0.35. The line search problem is given below: 
Minimize 	0(1) = {(o.61 + 0.69) 2 - (0.91 + 0.48)1 2 + (0.61 - 0.31 
subject to 	0 < 1 < 0.35 
The optimal solution 1 2 = 0.35. 
6 	0.9 z3 = x3 = ( 0 : 98 ) + 0.35(0.
0. / 
9) = 0.795 ) 
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Iteration 4  
Vf(x3 ) = (-0.146,-0.03) t . With a boundary point x3 , we apply 
Zoutendijk's Procedure 2. Note that the y vector defined in (7) is 
given by y = (0.,-0.03)
t and hence the improving feasible direction 
d3 = (0,1) and max = 0.205. Then the line search problem is given be- 
low: 
Minimize 0(1) = (A - 0.015) 2 4- 0.01 
subject to 	0 < A < 0.205 
Vf(x4 ) = (-0.2,0) t. Note that y = (0,0) t . Since y = 0, the pro-
cess terminates with the optimal solution x = (0.9,0.81)
t and the 
objective value = 0.01. In Figure 7, we illustrate the trajectory of 
points generated until the optimal solution (0.9,0.81) is reached. 
3.1.6 Computational Results With Zoutendijk's Methods  
In this section, we compare the performance of the four methods 
discussed in earlier Sections, namely, Zoutendijk's Procedure 1, 
Zoutendijk's Procedure 2, Zoutendijk's Procedure 1- Fletcher-Reeves, 
and Zoutendijk's Procedure 2 - Fletcher-Reeves. Ten test problems, 
given in Appendix C, ranging from two variables to ten variables are used. 
For most of these problems, the methods are successful. Tn 1:articular, 
the latter two methods proved to be superior to the former two methods, 
from the point of view of the total number of iterations and the compu-
tational time. 
The one dimensional minimization problems embedded within the 
four methods, are solved using the regula falsi search scheme described  
Contours of the 
	
Boundary of 
objective functio the feasible region 
Figure 7. Trajectory of Points Generated by the Mixed 
Zoutendijk-Conjugate-Gradient Algorithm 
in detail in Appendix A, The Gebmination criterion for the line search 
is that the absolute value of the derivative is less than or equal to 
10-6 with the maximum number of iterations allowed as 40. For each of 
the overall algorithms, the termination criterion is r7f(x)II < c or 
IVf(x) dl < E. Tables 1, 2 and 3 summarize the computational results. 
Table 1 gives the total number of iterations needed to achieve the 
condition IVf(x) td1 < C or IIV  f(x)Il< c. Table 2 gives the total number 
of gradient evaluations, whereas Table 3 shows the computing time for 
each of the methods measured in CPU seconds of a Cyber 74 computer. 
In each case, the indicated optimal solution was reached except for 
the asterisked marks. Examining the results of Tables 1, 2 and 3, we 
note that applying the Fletcher-Reeves method at interior points does 
not affect the performance of Zoutendijk's procedure 1 and 2 adversely. 
This is a welcome feature, since Zoutendijk's procedures behave like the 
steepest descent method if the optimal solution lies in interior of 
the feasible region, and hence the mixed algorithm would provide reli-
able results even in the case when the optimal solution lies in the 
boundary of the feasible region. 
From Table 3, it seems that the normalization constraint indeed 
has an effect on the solution. In particular, using the normalization 
constraint Hi ' < 1, Zoutendijk's method failed to solve Problem 3 and 
and 7 in 200 iterations, but was able to solve these two problems using 
the normalization constraint md 11 < 1. Using this latter constraint, 
however, Zoutendijk's method was not able to solve Problem 4. Based on 
the test problems, the mixed Zoutendijk's Procedure 2 - Fletcher-Reeves 
method performed better than the other methods. 
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Table 1. Total Number of Iterations for Z1, Z2, Zl-FR and Z2-FR Methods 
Termination 	 Problem (See Appendix C) 
Algorithm Criterion 
1 	2 	3 	4 	5 	6 	7 	8 	9 	10 
E = 10-3 	7 	3 	* 	2 	39 	29 	* 	4 	5 	53 
z1 	E= 10-6 
	
7 3 * 2 65 66 5 5 i_7 
E = 10-9 	7 	3 	* 	2 	91 105 	* 	* 
E= 10-3 	27 	5 	7 	2 	132 	33 	8 	6 	* 	90 
z2 	C = 10-6 27 5 7 2 185 47 11 6 * 104 
E= 10-9 	27 	5 	8 	2 	* 	61 21 	6 	* 	117 
E= 10-3 	7 	3 	7 	2 	39 	29 	* 	4 	5 	53 ,
Z1-FR 	E= 10' 7' 3 7 2 65 66 * 5 5 147 
E= 10-9 	7 	3 	7 	2 	91 105 	* 	* 	5 	* 
Z2 -FR 
E= 10-3 	8 	5 	8 	2 	132 	33 	8 	6 
E= 10-6 8 5 9 2 185 47 11 6 




Z1 	: Zoutendijk Procedure 1 
Z2 : Zoutendijk Procedure 2 
Z1-'R: Zoutendijk Procedure 1-Fletcher-Reeves method 
Z2-FR: Zoutendijk Procedure 2-Fletcher-Reeves method 
* : The corresponding termination criterion is not achieved within 200 
iterations. 




Problem (See Appendix C) 
 





o = 10-3 	56 	27 	* 	35 	519 204 	* 	50 	52 380 
5 6 0 = 10 _r  '' 0 27 if 35 805 364 * 74 52 8h2 
6 = 10-9 	56 	27 	* 	35 1091 533 	* 	* 	52 	* 
6 = 10
-3 	
72 	51 	61 	35 1393 279 	89 	85 	* 	722 
o = 10 -6 72 51 61 35 1894 363 115 85 * 802 
o = 10 -9 	72 	51 	66 	35 	* 	447 221 	85 	* 	868 
c = 10-3 	56 	27 	60 	35 	519 204 	* 	50 	52 380 
o = 10-6 56 27 60 35 805 364 * 74 52 842 
C = 10-9 	56 	27 	60 35 1091 533 	* 	52 1109 * 
E = 10-3 	53 	51 	61 	35 1393 279 	89 	85 	* 	722 
£ = 10-6 53 51 66 35 1894 363 115 85 * 802 
o = 10-9 	53 	51 	66 	35 	* 	447 221 	85 	* 	868 
Zi 	Zoutendijk Procedure 1 
Z2 : Zoutendijk Procedure 2 
Z1-FR : Zoutendijk Procedure 1-Fletcher-Reeves method 
Z1-FR : Zoutendijk Procedure 2-Fletcher-Reeves method 
* : The corresponding termination criterion is not achieved within 200 
iterations 
87 
Table 3. Computing Time for Zl, Z2, Zl-FR and Z2-FR Methods 
Terminal 	 Problem (See Appdendix C) 
Algorithm Criterion  
1 	2 	3 	4 	5 	6 	7 	8 	9 	10 
a = 10 -3 	0.020 	0.006 	* 	0.010 	0.180 	0.080 	* 	0.042 	0.036 	0.254 
-6 a = 10 Zl 	 0.020 0.006 * 0.010 0.297 0.297 * 0.060 0.036 0.581 
a = 10-9 	0.020 	0.006 	* 	0.010 	0.447 	0.447 	* 	0 	0.036 	* 
a = 10-3 	0.038 	0.012 	0.021 	0.010 	0.542 	0.157 	0.032 	0.060 	* 	0.450' 
Z2 	a = 1G -6 0.034 0.012 0.021 0.010 0.815 0.206 0.082 0.6/40 * 0.490 
a = 10 -9 	0.038 	0.012 	0.022 	0.010 	* 	0.253 	0.086 	0.060 	* 	0.547 
a = 10 -3 	0.022 	0.008 	0.020 	0.010 	0.184 	0.080 	* 	0.032 	0.040 	0.237 
Zl-FR 	a = 10-6 0.022 0.008 0.020 0.010 0.288 0.150 * 0.048 0.040 0.535 
a = 10-9 	0.022 	0.008 	0.020 	0.010 	0.394 	0.216 	* 	* 	0.040 	0.703 
a = 10-3 	0.021 	0.014 	0.022 	0.017 	0.638 	0.110 	0.038 	0.093 	* 	0.535 






 0.021 	0.014 	0.026 	0.017 	* 	0.180 	0.088 	0.093 	* 	0.693 
11 	: Zoutendijk Procedure 1 
Z2 : Zoutendijk Procedure 2 
Z1_-FR: Zoutendijk Procedure 1-Fletcher-Reeves method 
Z2-7R: Zoutendijk Procedure 2-Fletcher-Reeves method 
: The corresponding termination criterion is not achieved within 200 iterations 
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3.2 Specialization ofthe o kis-Veinott Method  
Recall that the direction finding problem of Zoutendijk's method 
utilizes only the binding constraints. If a given point is close to the 
boundary of one of the constraints, and if the constraint is not 
utilized in the process of finding a direction of movement, it is possi-
ble that only a small step could be taken before we hit the boundary of 
this constraint. 
As discussed in detail in Section 3.1.4, the method of Zoutendijk 
does not necessarily converge to a Kuhn-Tucker point. This is due to 
the fact that the algorithmic map is not closed. 
We shall now describe a modified procedure due to Topkis-Veinott 
(1969) for generating feasible directions. The procedure was originally 
proposed for the general case of nonlinear constraints. Consider the 
following nonlinear programming problem: 
Minimize 	f(x) 
subject to 	gi (x) 5 0 	for i=1,...,m 
Let x be a feasible solution. Then the method of Topkis-Veinott pro-
ceeds by finding a direction of movement by solving the following 
problem: 
Minimize 
subject to g.(x) + Vg. 
-1 <d. < 1 _   
< z 	for i=1,...,m 
for j=1,...,n 
Here we specialize the above ptbeedure for the problem to minimize f(x) 
subject to a < x < b. Problems P3, P4, and P5 below utilize different 
normalizaton constraints. 












d. < b. - x,
J 	
j=1,,..,n 
J - J  
-1 < d,
J 
 < 1 j=1,...,n 
Problem P4  
Minimize Vf(x) td 
subject to -d. < x 	- a j =1, ...,n J - 	 J i 







Minimize Vf(x) t d 
subject to -d 
j 
< x. - a. j=1, 	,n 
d. < b. - x. j=1,...,n 
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Here both binding as well as nonbinding constraints play a role in 
determining the direction of movement. As opposed to the method of 
Zoutendijk, no suddent change in directions is encountered when ap-
proaching one of the boundaries. Problems P3 and P5 are linear in the 
variables d1 ,...,dn while Problem P4 contains a quadratic constraint. 
Since a. -x<d<b- x, for each j, then the direction finding 
problem is bounded and no normalization constraint is needed, which is 
the case for problem P5. If the minimal objective function of P3, P4 
or P5 is negative, then by Lemma 1, an improving feasible direction 
is generated. On the other hand, if the minimal objective value is 
zero, then x is a Kuhn-Tucker point. 
3.2.1 Topkis-Veinott Procedure 1 
As discussed above, the problem to find an improving feasible 
direction is given below 
Minimize 	Vf(x) td 
subject to 	-d. < x. -a. 	j=1,..„n 
	
d. < b 	j - x 	j=1,...,n 
J - J  
-1 <d. < 1 	j=1,...,n 0  













( 9 ) 
Then an optimal solution d is gien by: 
max(-1, a j 	x.) 




where g, is the jth component of the gradient. 
It can be easily verified that x is a Kuhn-Tucker point or 
else d is an improving feasible direction. We summarize below the 
Topkis-Veinott's method for solving a problem of the form to minimize 
f(x) subject to a < x < b. A flow chart of the method is illustrated 
in Figure 8. 
_Initialization Step. Choose a starting feasible solution x
1 
such that a < x1 < b. Choose a termination scalar E > 0. Let k=1, and 
go to the Main Step. 
Main Step  




max(-1,a. 	 if 	< 0 
= min( 1,b. 	 ifgJ > 0 
0 	 if0 
gJ 
j 
stop. Otherwise go to Step 2. 
\ 
2. Solve the problem to minimize f(x
k + Xd
k  ) subject to 
0 < X <Xmax where 
where is the jth component of the gradient Vf(x h
). If IVf(xk ) tdi<0, 
Amax = min(1 1 ,1 2 ) 9 
11 = minf(ai --x.1 )/d.: d. < 0} and 
 3 	3 
2 = minf(b j - xj )/dj : dj > 01 
Let 1k be an optimal solution. Set x
k+1 
=xk + 1kd , replace k by 
k+1, and repeat Step 1. 
Topkis-Veinott method is illustrated by Example 4. In this 
example, we append the lower and upper constraints to the objective 
function given in Whitte and Holst (1964). 
Example 4  
Minimize 	f(x) = (xT_ - x 2 ) 2 + 100(xl - 1) 2 
subject to 	0 < x1  < 1 
0 < x < 2 
The optimal solution x = (1,1)
t and f(X) = 0. The gradient vector 
f(x) = (44_- Lxlx2 + 200x1 - 200, -2x,
2  + 2x2 ) t  . 
Iteration 1  
Choose x = (0,1) and a termination scalar r = 10
-2 
BY (9), 
   
we get an optimal direction d = (1,-l) and by (10)Amax  1. The = 
line search problem is given below: 
Minimize 	0(1) =
4 + 213 + 9912 - 2021 + 101 
subject to 	0 < 1 < 1 
93 
(1 0 ) 
Calculate the gradient Vf(xk ) 
at xk 
..-,OMPM.•."•••a•■•  
Let Ak be an optimal solution. 
Set xk+1 = xk +Ad 
Replace k by k+1 
Find an improving feasible 
direction dk  by (9) 
(lVf(x 	< c ? 
no 
yes 
Calculate 1max by (10) 
41:11■••••■•••••- 
Solve the problem to 
minimize f(xk + Adk ) 
subject to 0 < A < -max 
Choose a starting feasible 
point xl, and £ > 0. 
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Figure 8. Flow Chart Illustrating the Topkis-Veinott Procedure 1 
Boundary of the 
feasible region 
z 




Figure 9. Trajectory of the Points Generated by the Topkis-Veinott 
Procedure 1 
The optimal solution X = 0. 729, Thus 
= 	—71 
.0\ 	0.9729-1) 
0.02! x = (1) 
Iteration 2  
7f(x) = (-1.8419,-1.8389). From (9) and (10), we get d l = (0.3,1) 
and Amax 
= 1 and thus we get the following line search problem: 
Minimize 	e(x) = )(0.031 + 0.97)
2 - (A + 0.03) 
2 + 100(0.021 + 0.03) 
subject to 0 < A < 1 
The optimal solution A = 0.9710. Thus 
x 	'0.03 3 - 
(0. 97 ) + 0.9710( 0.03 ) = 
(91. 9090n ) 
f(x3 )= (-0.01849,0.0017) 1', O 4 = (0.0009,-1) t 
Thus IVf(x 3 ) t d 3 1 = 1.9 x 10 -3 < o and hence the process terminates with 
the optimal solation 7 = (1.00,1.00)
t 	
In Figure 9, we illustrate the• 
trajectory of points generated by the optimal solution (1,1) is reached. 
3.2.2 The Topkis-Veinott Procedure 2 
In this section, we shall discuss the Topkis-Veinott procedure 
with the normalization constraint d
t d < d. The direction finding 
problem is thus given by: 
t Minimize 	Vf(x)d 
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dt d < 6 
Theorem 3 below gives an explicit form of an optimal solution to a 
family of problems of varying values of 6. 
Theorem 3 
Consider the problem to minimize f(x) subject to a < x < b. 
Let x be a feasible solution and consider the vector d defined below 
, .here g = Vf(x). 
d. = 
	 - x.1 	if gj 5. 0 
	
(12) 
max{-gi / II g , a. - x.} 	if g > 0 
Thus d = 0 if and only if x is a Kuhn-Tucker point. Further, if 
a 	0, that is, if x is not a Kuhn-Tucker point, then d is an optimal 
solution to the direction finding problem given by (11) for 6, and in 
particular, d is an improving feasible direction where 
6 = y 1-flinfb 1 - x., F./IIF H11 2 + X 	[max{a. - x. , 	 W. 0 	> ,j 	b 	 - g-<0 	 g.>0 
Proof. By definition d, d = 0 if and only if condition (iii) of 
Theorem 1 holds. Thus by Theorem 1, d = 0 if and only if x is a Kuhn-
Tucker point. We need to show that d is an optimal solution to the 
direction finding problem P4. First note that d satisfies all the 
constraints in (11). The Kuhn Tucker conditions for the problem 
o 










given by (ii) hold at d if there exist vectors u and v and a scalar 
u0 
 such that 
a -x<d<b- x 
t- d d < 1 
g - u + v + uod = 
u (a-x-d) = vt (b-x-d) = u0 (dtd-1) = 0 
u, v, u0 > 0 
The reader can verify that the above conditions are satisfied by letting 
d = d as specified in (12), uo = m g II, and u and v as specified below: 
if g.
J 
 < 0 
if g. > 0 
if g.j < 0 _
if g: > 0 
Thus d satisfies the Kuhn-Tucker conditions and hence an optimal solu-
tion to the direction finding problem. To complete the.proof, suppose 
that x is not a Kuhn-Tucker point. Noting that from Theorem 1 
f(x)
t
d < 0 and from Lemma 1, d is indeed an improving feasible direc-
tion and this completes the proof. 
It is not convenient to obtain a closed form solution to the 
direction finding problem d = 1. However, since the exact right hand 
side value of the normalization constraint is not significant in 
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determining the search direction,''We shall use the optimal direction 
for the special value of 6 given in Theorem 3. Utilizing the optimal 
direction specified in Theorem 3 above we shall summarize the Topkis-
Veinott Procedure 2 for solving a problem of the form to minimize f( x) 
subject to a < x < b. A flow chart of this method is provided in 
Figure 10. 
Initialization Step. Choose a starting feasible solution x 1 and 
a termination scalar s > O. Let k=1, and go to the Main Step. 
Main Step  
 
1. Compute the d
k 




min{-g./ g II , b - x.1 
max{- 0- ./ 11 g 11 	a 	- 
if g. < 0 
- J 
ifg . > 0 
If HdkH < E, stop. Otherwise go to Step 2. 
2. Solve the problem to minimize f(x k + 1dk ) subject to 
0 < A < 1max where 
1 max = min (1 1' 1 2 ) 
= min {(a. 	 < 0} 
1 	 jJ00 
12 = min f(b.-x.0)/dk: J > 01 Jj 
Let 1
I 
be an optimal solution, set xk+1 = x
k 
+ 	, replace k by 





Choose a starting feasible 
I 	solution xl, and S > 0 
4, 
Calculate the gradient Vf(xk ) 
1---  




Find an improving feasible 
direction dk by (12) 
   
        
    
yes 
 
      
      
      
  
Calculate Xmax  by (13) 
   
        
        
        
  
Solve the problem to minimize 
f(xk + Xdk ) subject to 
0 < X < X - max 
  
        
[ Let Xi ,k  be an optimal solution 
Set 	xl"'J-
_,, 
 = xk + Xkdk 
1- 
Replace k by k+1 
Figure 10. Flow Chart Illustrating the Topkis-Veinott Procedure 
Example 5 
Consider the following problem: 
Minimize f(x) = (x2 - x2 ) 2 4 100(x - 1) 2  1  
subject to 	0 < x1 
 < 1 
0 < x
2 
 < 2 
_ 
The optimal solution X = (1,1)
t 
 and f() = 0. The gradient vector 
Vf(x) 	= (4x - 4x
1 x2 
 + 200x1 
	 1 
- 200, -2x2 + 2x 
2
) . 1  
Iteration 1  
Let x1 = (0,1) t , then Vf(x1 ) = (-200,2) t . By (12), we get an 
optimal direction d1 = (1.00,-0.01) t . Note that A
max 
= 1. Thus the 
line search problem is given below: 
Minimize 	 = (1 2 + 0.011 - 1) 2 + 100(1 - 1 ) 2 
subject to 	0 < A < 1 
We get an optimal solution A, = 0.9998 and thus 
2 x 
1 	., 




/ 	2 II Vfkx ) = (-0.0016, -0.0192)
t
. Since m Vf(x - )11 = 0.019 < E, the process 
terminates with an optimal solution x= (1.0,1.0)
t 
In Figure 11, we 
shall illustrate the trajectory of points until the optimal point (1.0, 
1.0)
t 












figure 11. Trajectory of the Points Generated by the Topkis-Veinott 
Procedure 2 
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3.2.3  Topkis--Veinott Procedure'.  
Since the direction finding problem is bounded, then the 
normalization constraints could be deleted altogether giving the follow-
ing problem. 
Minimize 	Vf(x) t d 
subject to -d. < x. - a. 
J 	J 
d. < b. - 
J 	3 
j=1, 	,n 
j =1, 	,n 
The above constraints can be rewritten as follows: 
< d
j 
 < b. -x j 
-  
j=1, 	,n 
Then an optimal solution is given by: 
aj - xj 
d. = 	-1) 	- x. 
J J J 
if gj > 0 
if gj < 0 
0 	 ifg . = 0 
where g, denotes the jth component of the gradient Vf(x). It can be 
easily verified that x is a Kuhn-Tucker point or else d is an improving 
feasible direction. We summarize below the Topkis-Veinott's method 
for solving a problem of the form to minimize f(x) subject to a < x Lc. b. 
A flow chart of the method is illustrated in Figure 12. 
Initialization Step. Choose a starting feasible solution x l 
and a termination scalar s > O. Let k=1, and go to the Main Step. 
Main Step 
1. Find an improving feasible direction dk as follows: 
cbj - x k 
	
j 	
if g. < 0 
J 
dk = 'a. - x/. if g. > 0 
j 	j 	3 	 J 
0 	 ifg
J 
 . = 0 
If IVf(xk ) t'di < e , stop, Otherwise go to Step 2. 
2. Solve the problem to minimize f(xk + Xd
k ) subject to 
0 < A < X 	where - - max 
Amax = minfX1' X 2 1 
A 1  = min {(a.-x)/(1j - j < 0} j'
A2 	 J J 
= min {(b.-x.)/d
J 
 : d >. 0} 
Let Xk be an optimal solution and set x
k+1 = xk + Xk dk ' replace k by 
k+1 and repeat Step I. 
Example 6  






) 2 + 100(x1  - 1) 2 
subject to 	0 < x
- 1 
 < 1 
0 < x
2
 < 2 
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Choose a starting feasible 
solution xl and E > 0 
Calculate the gradient Vf(x 
yes 
no 
	 AMONOWEIMIMIIIMIIIM13111ALIONINONIIII! 	  
Letbe an optimal solution 
Set 	= x k x
k+1 opt al 
 + 	k d k 
Find an improving feasible 
direction dK by (14) 




Figure 12. Flow Chart Illustrating the Topkis-Veinott Procedure 3 
Iteration 1 
Let x1 = (0,1) t , then Vf(xl ) = (-200,2) t , Note that by (14) 
/ 
d1 = (1,-1)
t and from (15) 	= 1. Minimizing foc
1  + 	subject 
max 
to 0 < ? ■ < Xmax' 
we get the following line search problem: 
Minimize 	 _ 1 4 	99 , 2 ... A 	2021 + 1 
subject to 	0 < I < 1 
The optimal solution Xi = 0.9729, and thus 
x2  = 	4. 0.9729(_1) . 





f(x2 ) = (-1.8419,-1.8389) t . Note that by (14) d2 = (0.03, 
1.97) t and by (15)1 	
= 1. Then we get the following line search 
max 
problem: 
Minimize 	OM = (0.031 + 0.97) 2 - (1.971 	0.03) 
+ 100(0.31 - 0.03) 
subject to 0 < 1 < 1 
The optimal solution 1 2 = 0.5224 and thus 
x 3 = ( °
• 97 ) + 	 ' 
0• 	1. 
5224( 003 ) = ( 0857 ) 









Boundary of the feasible 
region 
Contours of the 
objective function 
><3 
gfl`c5. 	I ) 
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Figure 13. Trajectory of the Points Generated by the Topkis-Veinott 
Procedure 3 
Vf(x3 ) = (-3.2108,0.0282) t . FrM (15), d 3 = (0.015,-1.059) t . Since 
IVf(x 3 ) t d 3 1 = 0.0748 < E = 10-1 , the process terminates with the 
t 
solution X = (0.996,1.059). 
In Figure 13, ve illustrate the trajectory of points obtained 
until the optimal point (0.996,1.059). 
3.2.5 Comparison  of Normalization Constraints  
As discussed in the above sections, Problems P3 and P5 use the 
normalizationconstraintsld.1< 1 for each j and d
t
d < (S respectively, 
whereas Problem P5 uses no normalization constraint. These problems 
generate different improving feasible directions which affect the con-
vergence rate. For a more general nonlinear programming problem, P3 
is usually preferred to P4, since P3 is a linear program. But this 
advantage is not present here, because the special structure of the 
problem enabled us to find a closed form of the optimal solution to 
Problem P5 without the need to solve a nonlinear program. The third 
procedure which uses no normalization constraint gives a very simple 
form of the optimal direction but tends to deflect to the direction 
from the steepest descent direction. In Figure 15, each procedure 
generates an improving feasible direction at each point. The directions 
g generated by P3 and P5 are deflected from directions of the steep- 
est descent. In this figure, each procedure generates improving 
feasible directions toward a corner of the feasible region. 
3.2,5 Convergence Analysis  
In this section, we show that the direction finding map D of the 
Tophis-Veinott method is closed and hence the points generated by the 
108 
Boundary of the 
feasible region 
37,‘ = L Ot 




Figure 14. The Topkis-Veinott Procedures Generate Improving Feasible 
Directions Toward a Corner of the Feasible Region 
method converge to a Kuhn-Tuck' point. First note that at a given 
point x, the method finds an improving feasible direction d by solving 
problem P3, P4 or P5, and then performs a line search by minimizing 
f starting from x along the direction d, producing y. This process 
defines the algorithmic map A. 
Theorem 4 in this section shows that each accumulation point 
generated by the Topkis-Veinott Procedure 2 is a Kuhn-Tucker point. 
The following two lemmas are needed. Lemma 3 below shows that 
A 	> 1 at each iteration. max - 
Lemma 3  
Let 	< b and d be an optimal direction as defined by (12). 
b -x. 
LetXmax =mi4A,X}whereA l =min{ j _ j .d.>0} and 
1 2 ' 
a -x. 
A 2 = max{  j  j 	< 01, then X 	> 1. max  
1 










J   
by (12), d i = max{a1 - x 	-F j 	- /II g 11 } > a1  - x1 . Therefore -1 - . 
(a,
J 
 - x.)/dj - > 1 and hence A > 1 ' This implies that X max > 1 and the J 	 2 - -  
proof is complete. 
Lemma. 4 
Let f: En El be continuously differentiable and let 
S = {x: a < x < b} in En . Consider a feasible direction algorithm 
whose map A is defined as follows. Given x E S, then y e A(x) means 
that: 
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a. z = x + Ad, where d is an improving feasible direction at x 
and A solves the problem to minimize f(x + Ad) subject to A > 0 and 
x+Ade S. 
b. y C S is such that f(y) < f(z). 
Let {xk} be a sequence generated by such an algorithm and let 
{clic} be the associated sequence of directions. Then there could exist 
no infinite subset K of the positive integers such that 
k K 	k K 1. x --•-x and d 
2. f(x)td < 0 
3. x
k + Adk 6 S for all A c [0,6] and all k c K, for some (S > O. 
Proof. See Bazaraa and Shetty (1977)or Zangwill (1969). 
Theorem 4  
Consider the Topkis-Veinott Procedure 2 for solving the problem 
to minimize f(x) subject to a < x < b. Then the algorithm stops in a 
finite number of steps with a Kuhn-Tucker point, or else generates an 
infinite sequence {xk} with the property that every accumulation point 
of {xk} is a Kuhn-Tucker point. 
Proof. The algorithm stops in a finite number of steps only if 
d
k 
= 0 at some iteration k, and by Theorem 3 the associated point 
satisfies the Kuhn-Tucker conditions. Now suppose that the algorithm 
generates the infinite sequence {xk}. By contradiction, suppose that 
there exists an infinite subset K of the set positive integers such 
K that xk -x,  where x is not a Kuhn-Tucker point, let d be the optimal 
direction associated with x and given by (12). Since x is not a Kuhn-
Tucker point, then by Theorem 3, Vf(x
)td < 0 so that condition (2) of 
111 
Lemma 4 holds. Let dk be the dirtion generated by the algorithm at 
xk , that is, d
k 
is obtained from (12) by replacing x by x k . By con-
tinous differentiability of f, the direction finding map is closed, and 
since xk K 
	
then dk -if-0-d, and hence condition (1) of Lemma 4 
. 
holds. Finally, 	Lemma 3, at each iteration xk + Xd
k 
 is feasible for 
all 1 e [0,1], so that condition (3) of Lemma 4 holds. By Lemma 4 
these conditions could not hold simultaneously, and hence x is a Kuhn-
Tucker point, and the proof is complete. 
3.2.6 Mixed Tchhis-Veinmtt-Fletcher-Reeves Algorithm  
To enhance the efficiency of Topkis-Veinott algorithm, the 
Fletcher-Reeve's conjugate gradient method is used at interior points, 
while at boundary points the Topkis-Veinott method is used. A summary 
of the mixed algorithm is given below. A flow chart of this mixed 
algorithm is illustrated in Figure 15. 
Initialisation Step. Let x = ( x: a < x < b) and choose a point 
E F. Let k=1 and go to the Main Step. 
Main Step 
I. If xk is on the boundard of X, go to Step 2. Otherwise let 
yi = xk , i = 1, d1 = -Vf(y1 ), and go to Step 4. 
2. Let g = Vf(xk ), u = b-xk and Q = a-xk . If H g M = 0, stop: 
xk is a Kuhn-Tucker point. Otherwise let d be given below: 
mintu , -g /11 gM 	if g. < 0 	 (16) 
- 
rnin{Rj, -Sy!! SII} 	if gj 
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If d = 0, stop; xk is a Kuhn-Tucker point. Otherwise go to Step 3 
= minfX1 ,X 2 where X 1 = min{uj /di : di > 0} and 3. Let A
max 
X 2 = minfR /d : d < 01. Let X, be an optimal solution to the problem 
to minimize f(x
k + Xkd) subject to C < 	< X max  . Set xk+1 
	xk + X kd. - -  
Replace k by k+1 and repeat Step 1. 
4. If m Vf(yi )H = 0, stop; y is a Kuhn-Tucker point. Othewise 
let 
u = b - y, 1 = a y
i  , and Xmax = min{X 1, X 2 } 
whereAl =minfui /dij 	 0 	 et A. be j 	3 	.3 	 1 
an optimal solution to the problem to minimize f(y i + Ad') subject to 




and let y i+1 	. .+ A i d
i . If y
i+1 is on the boundary of 
- 	-  
X, go to Step 6. Otherwise, go to Step 5 if i < n and to Step 6 if i-n. 
5. Let di+l = -Vf( y i+1 ) 	Vf(Y -1+1 )1i 2 d . Replace i by i+1, and 
Vf(Y 1 )H 2 
go to Step 2. 
6. Let x
k+1 = yi+1 , replace k by k+1, and repeat Step 1. 
Example 7 
Consider the problem in Example 4 with the following constraints: 











 < 1 
The optimal solution x = (1,1)
t 
and f(x) and f(x) = O. The gradient 
`7f(x) = 04x3
1 
 - 4x1x2 + 200x1 	
2 - 200, -2x + 2x
2
). At boundary points, 
1 
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F. 	 Choose a starting feasible solution xl and s > 0 
Set i=1, yi=x2 
 and d-1 = --cif (y1 ) (
Is xk a boundary 
  point? 
es 
Find an optimal direction by 
applying Topkis-Veinott proce-




Solve the LSP with d l and 
' yi. Let X i be an optimal 
solution and set y i 1 = 
yi + Ai di 
no 
yes 
Solve the LSP with xk and dk . 
Let X I, be an optimal solution. 
Set 
xk+1k + dk = x 	Ak 
no 
eG 
Fis.d a search direction 
as follows: 
= _vf ( y1+1) 
h Vf(yi+1 1 12 i di 
m by i+> 
2 
Reblace by i+1
Solve the LSP with y n+l _and 
do-1-1 = -Vf(v11+1 ). Let X be 
an optimal solution and replace 
xk+1 by y11-1-1 -3■Vf(yn+1 ). 
no 
Figure 15. Flow Chart of the Mixed Topkis-Veinott-Fletcher-Reeves 
Algorithm • 
1_15 
the Topkis-Veinott Procedure LWi I be used, while at interior points the 
conjugate gradient method will be used. 
Iteration 1  
Let xl = (0,1) t , then f(xl ) = (-200,2) t . Since xl is a boundary 
2 
point, the Topkis•Veinott Procedure 1 is used and hence x = (0.97,0.03) 
from the results of Iteration 1 of Example 1 of Topkis-Veinott Procedure 
1. Since x
2 
is an interior point, let y1 = x
2 , i=1, d
1 
= - Vf(y1 ). 
Iteration 2  
7f  ( y 1 ) 
	
(-1.8419,-1.8389) t and then d 1 = (1,8419,1.8389). 
Note from (17) that Xmax = 0.5272 and the line search problem is given 
below: 
Minimize e(x) = {(1.841 + 0.97) 2 - (1.84X + 0.03)} 2 
+ 100(1.84x + 0.03) 2 
subject to 
	0 < A < 0.5272 
The optimal solution a l = 0.0159. Thus 
2 	(0.97\ 
+ 00159(. 	
1.84 	 0.999, 
y = 0 .03 	 1.84 ) = q).059 ) 
Iteration 3  
Vf(y2 ) = (3.6146,-1.8786) t •
2  i Note that y2 s also an interior 
point and thus the conjugate direction d
2 
and Amax are given below: 
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2 	,-3.6146\ + l6.59!45 ( 1.84 ) = ( 06: 8:3,984 ) d = 1.8786 ) m 6.7741 1 . 84 
max 
= 941/600 
The line search problem is given below: 
Minimize 	 = (0.811 2 - 4.60181 + 0.9390
2 
+ 100(0.91 — 0.001) 2 
subject to 	0 	< 941/6400 
The optimal solution = 941/6400, and thus 
x4 = y 3 	( 0: 9095) 	94b10 ( 0 J)4) = ( 1.1313 ) 
Iteration 4  
vf(x ) 	(27.5263,-0.5597) . Note that x
4 is a boundary point 
and the optimal direction d = (-1,0) by the Topkis-Veinott Procedure 
1. From (17), 1 	= 0.8687. The line search problem is given below: 
max 
Minimize 	0(1) = {(1 - 1313) 2 - 1} 2 
+ 100(1 - 0.1313) 2 
 subject to 0 < A < 0.8687 
The optimal solution A )  = 0.1313, and thus 
x 5 . ( 1.1313 ) + 0.1313 ( 01 ) = ( 1 ) 1 	 1 
Since IIV f(x 5 )1I = 0 < E, the process terminates with the optimal solu- 
_ 	t 
tion x = (1,1) and the objective value f(x) = 0. In Figure 16, we 
shall illustrate the trajectory of points obtained until the optimal 
point (1,1)
t 
 is reached. 
3.2.7 Computational Results With the Topkis-Veinott Method 
in this section, we compare the performance of six methods dis-
cussed in this section, namely the Topkis-Veinott Procedure 1, the 
Topkis-Veinott Procedure 2, the Topkis-Veinott procedure 3, the 
Topkis-Veinott Procedure 1-Fletcher-Reeves (TV1FR), the Topkis-Veinott 
Procedure 2-Fletcher-Reeves (TV2FR), the Topkis-Veinott Procedure 3-
Fletcher.-Reeves (TV3FR). Ten test problems (see Appendix C) ranging 
from two variables to ten variables are used. These same problems 
were used to test Zoutendijk's method. Among the above six methods, 
it seems that the mixed Topkis-Veinott-Fletcher-Reeves algorithm using 
the normalization constraint d t d < 6 is the most successful. 
The one dimensional minimization problems embedded within the 
six methods are solved using the regula falsi search method described 
in detail in Appendix A. The termination criterion for the line 
search is that the absolute value of the derivative is less or equal 
to 10 6 with the maximum number of iterations allowed as 40. For 
each of the overall algorithms, the termination criterion is 
I Vf(x) t di <C 	Tables 4, 5 and 6 summarize the results that compare 
the performance of the different forms of the Topkis-Veinott algorithm, 
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Contours of the 
objective function 




Figure 16. Trajectory of the Points Generated by the Mixed Topkis-
Veinott-Fletcher-Feeves Algorithm 
Table 4. Total Number of Iterations for TV1, TV2, TV3, TV1-FR, TV2-FR, 




Problem (See Appendix C) 
1 	2 	3 4 	5 	6 7 	8 	9 To 
c . 10-3 	* 	2 	* 2 	80 	29 * 	3 	4 53 
TV1 6 = 10-6 * 	3 0 2 66 66 * * 4 147 
c = 10 -9 	* 3 	* 2 	92 	105 * 	* 	5 * 
c= 10-3 	12 * 5 2 	6 	20 4 	8 	* 47 
TV2 E = 10-6 	31 	5 	* 2 58 27 6 8 * 66 
c = 10-9 	59 6 * 2 	108 	35 8 	8 	* 86 
c . 10-3 	7 	2 	* 2 	* 	50 * 	3 	3 * 
TV3 c = lo-' * " 3 * 2 * 107 * * 3 * 
6 = 10
-9 	0 	3 	* 2 	* 	155 * 	* 	4 * 
c = 10-3 	* 	2 	7 2 	70 	29 * 	3 	4 53 
TV1-FR E = 10
-6 
* 3 7 2 60 66 * * 7 147 
c = 10-9 	* 	3 	7 2 	92 	105 * 	* 	5 * 
6= 10 - 	7 	4 	8 2 	6 	13 4 	7 	2 2 
TV2-FR 6 = 10-6 	51 8 8 2 58 21 5 7 * 12 
s= 10-9 	51 	5 	8 2 	108 	29 6 	7 	* 62 
E= 10-3 	* 	2 	10 2 	* 	50 * 	2 	3 * 
TV3-FR £ = 10-6 * 3 12 2 * 104 * * 3 * 
6 = 10-9 	* 	3 	15 2 	* 	155 * 	* 	4 * 
TV1 	: The Topkis-Veinott Procedure 1 
TV2 : The Topkis-Veinott Procedure 2 
TV3 	: The Topkis-Veinott Procedure 3 
TV1-FR: The Topkis-Veinott Procedure 1-Fletcher-Reeves Method 
TV2-FR: The Topkis-Veinott Procedure 2-Fletcher-Reeves Method 
TV3-FE: The Topkis-Veinott Procedure 3-Fletcher-Reeves Method 




Table 5. Total 	'-r of Gradient Evaluations for TV1, TV2, TV3, 




Problem (See Appendix C) 
1 2 3 4 5 6 7 8 9 10 
E = 10-3 26 35 562 204 * 37 73 384 
TV1 = 10-6 35 848 364 * * 73 842 
C = 10-9 49 35 1134 533 * * 96 * 
s = 10
-3 256 97 * 35 96 184 50 156 * 391 
TV2 E = 10-6  693 120 * 35 625 237 71 156 * 559 
C = 10-9 1318 120 * 35 1053 293 90 156 * 680 
s = 10 -3 33 24 * 35 * 311 * 3 47 * 
TV3 E = l0-6 * ' 	47 * 35 * 545 * * 47 * 
E = 10-9 * 47 * 35 * 766 * * 7o * 
6 = l0- * 26 6o 35 562 204 * 37 73 380 
TV1-FR C = in - ') * 26 6o 35 848 364 * * 96 842 
C = 10-9 * 49 Go 35 1134 533 * * 96 * 
s = lo-) 38 93 61 34 96 115 52 99 50 11 
TV2-FR c = 10- ' ) 1111 93 61 34 625 185 62 159 * 103 
C = 10-9 1111 116 El 34 1053 242 72 159 * 477 
C = 24 68 35 * 311 * 47 47 * 
TV3-FR = -6 * 47 78 35 * 545 a 47 * 
= 10-9 47 93 35 * 766 * 70 * 
TV1 	: The Topkis-Veinott Procedure 1 
TV2 : The Topkis-Veinott Procedure 2 
TV3 	: The Topkis-Veinott Procedure 3 
TV1--FR: The Topkis-Veinott Procedure 1-Fletcher-Reeves Method 
TV2-FR: The Topkis-Veinott Procedure 2-Fletcher-Reeves Method 
TV3-FR: The Topkis-Veinott Procedure 3-Fletcher-Reeves Method 
: The corresponding termination criterion is not achieved within 
200 iterations 
Table 6. Computing Time for TV1, TV2, TV3, TV1-FR, TV2-FR and TV3-FR Methods 
Termination 
Algorithm Criterion 
Problem (See Appendix c) 
 





0.010 0.290 0.078 	0.049 0.059 0.220 
• = 10-6 	0.016 0.010 0.1444 0.148 * 	0.059 0.639 
• = 10-9 0.016 	 0.010 0.598 0.218 	 * 0.078 0.902 
• = l0-3 0.085 0.030 	 0.016 . 0.028 0.070 0.018 0.222 	0.388 
• = 10-° 0.227 0.041 0.016 0.234 0.088 0.020 0.222 
• 	
0.553 
• = 10-9 0.455 0.041 	 0.016 0.466 0.102 0.028 0.222 	0.670 
a = 10 -3 0.016 0.006 	* 	0.016 	* 	0.108 	* 	* 	0.026 	* 
TV3 	 a = 10-6 	* 	0.010 * 0.016 * 0.198 * * 0.026 * 
a = 10-9 * 0.010 	* 	0.016 	* 	0.282 	* 	* 	0.039 	* 
a = 10'"3 	* 	0.008 0,020 0.010 0.200 0.094 	* 	0.024 0.036 0.263 
- b TV1-FR 	a = 10 * 0.016 0.020 0.010 0.304 0.171 * * 	0.036 0.630 
a = 10
-9  
 * 	0.016 0.020 0.010 0.404 0.256 	* 	* 0.046 	* 
a = 1.0- 3 , 0.017 0.024 0.022 0.013 0.032 0.036 0.025 0.185 0.039 0.008 
TV2-FR 	a = 10-0 0.830 0.024 0.022 0.013 0.240 0.058 0.032 0.231 	* 	0.082 
a = 10- -9  0.430 0.032 0.022 0.013 0.522 0.078 0.039 0.231 * 0.375 
a = 10-3 	* 	0.006 0.032 0.013 	* 	0.116 	* 	0.030 0.008 	* 
6 
TV3-FR 	a = 10 * 0.012 0.036 0.013 * 0.210 * * 	0.082 * 
a = 10-9 	* 	0.012 0.043 0.013 	* 	0.296 	* 	* 0.375 	* 
TV1: The Topkis-Veinott Procedure 1 	TV1-FR: The Topkio-Veinott Procedure 1-Fletcher-Reeves Method 
TV2: The Topkis-Veinott Procedure 2 TV2-FR: The Topkis-Veinott Procedure 2-Fletcher-Reeves Method f-, 
TV3: The Topkis-Veinote Procedure 3 	TV3-FR: The Topkis-Veinott Procedure 3-Fletcher-Reeves Method 	N) I , 
* : The corresponding termination criterion is not achieved within 200 iterations 
TV1 
TV2 
Table 4 gives the total number'of iterations needed to achieve the 
condition IVf(x) t d1 	Table 5 gives the total number of gradient 
evaluations, whereas Table 6 shows the computing time for each of the 
procedures measured in CPU seconds of a Cyber 74 computer. In each ' 
case the indicated optimal solution was reached except for the 
asterisked marks, where the termination criterion is not satisfied 
within 200 iterations. 
3.3 Newton's Method with Diagonalization for  Nonlinear  
Problems with Bounded Variables  
As discussed in Chapter 2, Newton's method with diagonalization 
has a good feature of superlinear convergence for unconstrained non-
linear problems. In this section, we shall provide the Mixed Topkis-
Veinott-Newton method. In the case that the Hessian matrix becomes 
singular or indefinite during the course of minimization, we shall use 
the method of To kis-Veinott. Further utilizing the concept of partial 
diagonalization, we shall provide the Mixed Topkis-Veinott-Newton 
method for nonlinear problems with bounded variables. 
3.3.1  The Mixed Topkis-Veinott-Newton Method  
The Topkis-Veinott method would generally have a slow convergence 
is the optimal solution lies in the interior of the feasible region, 
whereas at boundary points near the optimal solution the method behaves 
quite well. Here we shall describe a mixture of Newton's method and 
the Topkis-Veinott method or Zoutendijk;s method. At iteration k, one 
of the latter two procedures is first applied at x
k 
to produce z
k . The 
components satisfying the Kuhn-Tucker conditions are fixed, whereas 
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partial diagonalization is performed using only the components violat-
ing the Kuhn-Tucker conditions as explained in detail below. The 
point )( which minimizes the resulting partial quadratic approximation 
is determined, and a point x kl-1 on the line segment joining 2 and z k 
is found. The Process is then repeated. A flow chart of this method 
is shown in Figure 18. 
Initialization Step. Choose x1 such that a < x1 < b, let 
k=1, and go to the Main Step, 
Main Step  
1. Let g = Vf(xk ), u = b-xk , and 2, = a-xk . If g=0, stop: x 
is a Kuhn-Tucker point. Otherwise let d k be given below: 
g i 
min{uj , il 	} 
1 	
N if g < 0 (1  
dk  




s 	if g > 0 




= min{A, 	 (10) 








 < 0}. Let A  
be an optimal solution to the problem to minimize f(xk + Adk ) subject 




+ 	d- and go to Step 2. - 	-  
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2. Let g = Vf(x), let I, 
k = b 1, and let 
> 0 and ,dc = a. or g < 0 and 
J 
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T = {j: j ' 	 . (20) 
IfT=(1)ori.f 	g.=0 and, aj < zj < bi l stop: zk  is a Kuhn- 
Tucker point. Otherwise, rearrange the indices such that I = {1,...,m} 
and I = {m1-1,...,n} and go to Step 3. 
3. Decompose H(zk ), zk , and f(zk ) as follows: 





= - f(zk ) = (
c 
) 




     
For i=1,...,m, let e i be the ith unit vector in En and compute the 





i=1 	 (22) 
_ 	. i=1 	(si) tH ei 
- e 1 11 	) j i=2,.. ,m 
j=1 	(si)tfill si 
If
1 
 = (s) H
11 
 s < 0 for some i 6 I, let x
k+1 , replace k by k+1, 
ardigotoSte101 . 0therwisea.1 
 = (c-H11u) s- for i E I, let 
-a. 
1 
	 for iE: I and x.1 	z
k for i E I 	 (23) 
and go to Step 4. 
4. If 2 - zk is not a feasible direction at zk, that is, if 
and2.
1 
 <a.orif 	1 and 2, > b. for some i, let xk+1 = zk 1 	 1 
replace I by k+1, and go to Step 1. Otherwise go to Step 5. 
5. If 2 is feasible and f(2) < ( k  ), let 
k+1
= 2, replace k 
by k+1, and repeat Step 1. Otherwise, replace X by 	+ zk ) and 
repeat Step 5. 
At Step 1 of the algorithm, one iteration of the Topkis-Veinott 
algorithm is applied at xk to produce zk . At Step 2 we determine the 
set indices I with respect to which the quadratic approximation of 
f(x) at zk is diagonalized. The variables in the set I are kept fixed 
at their lower and upper bounds. If the quadratic form is not positive 
definite then the next point xk+1 is taken at z k . Otherwise, at Step 
4 a feasible point xk+1 on the line segment joining A. and z k  is chosen 
k+1% 	k 	 k such that f(x 	) < f / .rs ). In particular, if x- z is not a feasible 
direction at x then x k+1  is chosen as zk  itself, otherwise a feasible 
point xk+1 on the line segment joining x k and 2 is found, and the pro-
cess is repeated. 
In Figure 18, the algorithm is illustrated. At x - one iteration 
of the Topkis-Veinott algorithm produces z k . At zk , contours of the 
approximation of the objective function f are shown in dotted lines. 
Here I =11) and hence fixing the first component is its upper bound 
and minimizing the quadratic form produces X. Since X is feasible and 
satisfies f(2) < f(z k ), then x k4-1 is chosen as x. 
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Choose xl and C > 0 
Set k=1 
Find an improving feasible 
direction dk by (18) 
Vf(xk ) t dk 
max by  (19) 
no 
Solve the problem to minimize 
subject to 0 < X < ax' and let Ak 




Set zk = xk + X dk 
I Define I by (20) 
---1------ 
T = 	? 
no 
Calculate the Hessian matrix 
H at zk 
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Decompose H, z k , and f(zk 
 according to I by (21) 
   
         
         
  
Compute the vectors 
s',...,sm by (22) 
    
         
         
         
         
         
Replace xk4-1 




< s i 0 for 
- 
some j?  
no 
no 
Compute x by (23) 
Is 5.(s-zk feasible 
direction? 
Is x feasible and 
A 	
< f(zk )? 
no 
Replace x by -. (x + zk ) 
Contours of the 
objective function 
Boundary of the 
feasible reg . on 
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Contours of the quadratic 
approximation of f at z n 
Figure 18. Illustration of the Mixed Topkis-Veinott-Newton Method 
3.3.2 Convergence Analysis  
In this section, we show that the Mixed Topkis-Veinott-Newton 
method generates the points convergent to a Kuhn-Tucker point. 
Theorem 5 
Consider the mixed Topkis-Veinott-Newton's algorithm for solv-
n C- 
 the problem to minimize f(x) subject to a < x < b where f: E n 	
E1 
is continuously differentiable and a and b are fixed vectors in E n . 
Either the algorithm stops in a finite number of steps with a Kuhn-
Tucker point or else generates an infinite sequence {x k } such that 
each accumulation point of {x
k } is a Kuhn-Tucker point. 
Proof. The algorithm stops at iteration k if d given by (16) 
is equal to zero, and by Theorem 3, x
k is a Kuhn-Tucker point. Now 
r 	i 
suppose that the algorithm generates the infinite sequence tx
k  1 and 
i 
associated sequence of directions {d
k  }. Suppose that x is not a 
Kuhn-Tucker point. Then by Theorem 3, f(x)
td < 0 where d is the 
direction generated by the Topkis-Veinott method at x. Thus condition 
(2) of Lemma 4 holds. Examining (16), and noting continuous differen- 
tiability of f, it follows that d
k 	d, and hence condiiton (1) of 
Lemma 4 holds, Finally, by Lemma 3, xk + Xdk is feasible for all 
X a [0,1] and all k, so that condition (3) of Lemma 4 holds. By 
Lemma 4, these conditions could not hold simultaneously, and x must 
be a Kuhn-Tucker points. This completes the proof. 
Lemma 5 
Let h: Em El 
be twice differentiable at u and let the Hessian 
matrix H of k at 171 be positive definite suppose that Vh(71) 	0 and 
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further let x be the minimum o-f the quadratic approximation of h at 
u. Then there exists a 6 > 0 such that 
h(17. + X( x - 5)) < h(u) for all I s (0,6) 
Proof. First note that x = u - H
-1 
 Vh(u). Using twice differen-
tiability of h at u, we get: 
h( -L1 + X(x-5)) = 	- AH-1Vh(17)) 
- 	- 
= h(5) - AVh(5)t H
-1 




 Vh(u) + 0(1) 
= h(5) + AVh(5)t H
-1 
 Vh(u)[-1 + zl + 
o(X) 
 AVh( ) H-1Vh(5)
3.3.3 Coautational Results With the Mixed Topkis-Veinott-Newton Method  
The Mixed Topkis-Veinott-ITewton method is test with ten test 
problems (see Appendix C) ranging from two variables to ten variables. 
The one dimensional minimization problems embedded within the method 
are solved .-by using regula falsi'search method described in detail in 
Appendix A. The termination criterion for the line search is 
I Vf(x) t  dl < 10 -6 with the maximum number of iterations allowed as 40. 
For the algorithm, the termination criterion is II Vf(x)11 < 10
6 
or 
Ilf(x) t dM < 10
-6
. For Problem 7, 8, 10, the Hessian matrix is approxi-
mated using finite difference method with h = 10-7 . Table 7 
summarizes the computational results of the method. The table gives 
the total number of iterations, gradient evaluations and functional 
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evaluations, and the computing, time measured in CPU seconds of a Cyber 
74 computer to achieve the termination criterion. In each case, the 
indicated optimal solution was reached except for the asterisked marks. 
3.4 Computational Results and Conclusions  
We have shown the computational results of all the algorithms 
discussed in this chapter. A summary of these results is given in 
Tables 8 and 9. Table 8 shows whether the indicated algorithms reached 
the optimal solution with the accuracy I] vf(x)m 5_10 6 or IVf(x) t d 1 < 1 
within 200 iterations. Table 9 gives the total number of functional 
evaluations and computing time to achieve the termination criterion 
for the Zoutendijk Procedure 2-Fletcher-Reeves, Topkis-Veinott Proce-
dure 2-Fletcher-Reeves, and the Mixed Topkis-Veinott-Newton methods. 
These three methods are preferred in view of convergence and computing 
time for solving the problem to minimize f(x) subject to a < x < b. 
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Table 7, Total Number of Iterations, Gradient and Function Evaluations, and Computing Time for TV2N 
Problem (See Appendix C) 
1 2 3 4 5 6 7 	8 9 
10 
Total No. of Iterations 
Total No. of Gradient 
Evaluations 






































The Mixed Topkis-Veinott-Newton Method 
The corresponding termination criterion is not achieved within 200 iterations, or within 20 
CPU seconds 
Table 8. Possibility to REACH Optimality for Zl, Z2, 21-FR, 22-FR, TV1, TV2, TV3, TVE-FR, TV2-FR, 
TV3-FR and TV2N Methods 
Algorithms 
Test Problem (See Appendix C) 
1 2 3 4 5 6 7 8 10 
ZI  0 0 X 0 0 0 X 0 0 0 
Z2  0 0 0 0 0 0 0 0 X 
0 
Z1-FR  0 0 0 0 0 0 X 0 0 0 
Z2-FR  0 0 0 0 0 0 0 0 X 0 
TV1 X 0 X 0 0 0 X X 0 0 
TV2  0 0 X 0 0 0 0 0 X 0 
TV3 X 0 X 0 X 0 X 0 0 X 
TV1-FR  X 0 0 0 0 0 X X 0 0 
TV2-FR  0 0 0 0 0 0 0 0 X 0 
TV3-PR  x 0 0 0 0 0 X X 0 X 
NTV2 0 0 X 0 0 0 0 0 X 0 
0: The corresponding algorithm solves the problem with the indicated termination criteria 
X: The corresponding algorithm does not solve the problem with the indicated termination criteria 
Termination Criteria: Ilf(x)I1 	10-6  or Ilf(x)'dll < 10- , and with less than 200 iterations ,   
Zl: Zoutendijk Procedure 1 
Z2: Zoutendijk Procedure 2 
Zl-FR: Zoutendijk Procedure 1-Fletcher-Reeves 
Z2-FR: Zoutendijk Procedure 2-Fletcher-Reeves 
TV1: The Topkis-Veinott Procedure 1 
TV2: The Topkis-Veinott Procedure 2 
TV3: The Topkis-Veinott Procedure 3 
TVI-FR: The Topkis-Veinott Procedure 1-Fletcher-Reeves Method 
TV2-FR: The Topkis-Veinott Procedure 2-Fletcher-Reeves Method 
TV3-FR: The Topkis-Veinott Procedure 3-Fletcher-Reeves Method 
Table 9. Comparisons for Z2-FR, TV2-FR, and TV2N Methods 
Algorithm 
Problem (See Appendix C) 
1 2 3 4 5 6 7 8 9 
Total No. of 159 153 132 70 7516 1452 460 340 8020 
Function Evaluations 
Z2-FR 
Computing 0.021 0.014 0.026 0.017 0.899 0.146 0.046 0.093 * 0.593 
Time 




Computing 0.430 0.024 0.022 0.013 0.240 0.058 0.032 0.031 
* 0.082 
Time 




Computing 0.399 0.026 * 0.010 0.252 0.135 0.064 0.172 
* 0.805 
Time 
Z2-FR: The Zoutendijk Procedure 2-Fletcher-Reeves method 
TV2-FR: The Topkis-Veinott Procedure 2-Fletcher-Reeves method 
TV2-N: The Topkfs-Veinott Procedure 2-Newton Method 
*: The corresponding criterion is not achieved within 200 iterations 
<This table is reformed from Table 1, 2, 3, 4, 5, 6, and 7 in Chapter 3.> 
Assumption: 1 gradient evaluation = N function evaluations 
CHAPTER 4 
DERIVATIVE-BASED METHODS FOR CONSTRAINED 
OPTIMIZATION BY PENALTY FUNCTIONS 
In this chapter, we shall discuss penalty function. methods. 
Utilizing these methods, a constrained nonlinear problem can be solved 
by converting it into a sequence of unconstrained problems or problems 
with bounded variables. One of the derivative-based methods in Chapter 
3 can then be used for solving the resulting problems. 
4.1  The Penalty Function Approach  
In this section, we shall discuss some classical penalty func-
tions and their use for solving constrained nonlinear programs. 
.1 Penalt Functions 
Censjder the following problem: 
Minimize 	f(x) 
subject to 	g_(x) < 0, i=1,...,1 
h.(x) = 0, j=1,...,m 
J 
a < x < b 








is called a penalty function 
if a(x) satisfies the following property: 
- 0 	if g.(x) < 0 for each i and h.(x) = 0 for each j 	(2) 
a(x) = 
(x) otherwise 
where (x) > 0. 
Since (x) is not given explicity, there exist many forms of 
penalty functions. For the choice of a penalty function, the reader 
may refer to Avriel (1976), Bazaraa and Shetty (1977), Fiacco and 
McCormick (1969) and Himmelblau (1972). We specify below two forms 
of penalty functions: 
a(x) 	y {max(0,g.(x))1p 	y ih.(x)ri 
i.1 	 J.' J 
(3) 
where p and q are positive integers. 
cz(x) = fmax(0,g, (x),...,g1 (x), h/ (x),...,hm(x))1P 
where p is a positive integer. 
With the assumption that f, gl ,...,gt , h1 ,...,hm are contin-
uous, it can easily be verified that the functions defined in (3) and 
( 4 ) satisfy (2) and hence are penalty functions. 
In this thesis, we use the following penalty function which is 




a(x) = y {max(0,g i (x))} 2 + y 	ih.(x)1 2 
i=1 	 j=1 
Validation of the Fenalt:/ Function Approach 
For a fixed value of the penalty parameter u, evaluating (u) 
reduces to solving the lower and upper bounded nonlinear problem: 
Minimize 	f(x) + u (x) 
subject to a < x < b 
The penalty function approach attempts at solving the following 
problem: 
Maximize 	0(u) 	 (1) 
subject to u Z 0 
where 0(u) = inf{f(x) + ua(x): a < x < b} 
The optimal solution to the problem in (6) can be made arbitrar-
illy close to the optimal solution of the original problem by choosing 
u sufficiently large. However, if we choose a very large number u 
and attempt to solve the penalty problem, we may get into some com-
putational difficulties of ill conditioning. With a large u, more 
emphasis is placed on feasibility and most algorithms for solving the 
resulting subproblems will move quickly toward feasible points and get 
(5)  
(6)  
stuck. Due to the above diffaculties associated with large penalty 
parameters, most algorithms discussed in this chapter will employ a 
sequence of increasing penalty parameters. 
To provide validation and convergence of the penalty function 
approach, Theorem 1 is given below and its proof can be found in 
Bazaraa and Shetty (1977). 
Theorem 1 
Suppose that f, gl ,...,g , h 1 ,...,hm are continuous on En 
and let X = {x: a <x < b} in E n
. Let a(x) be a penalty function on 
En . Suppose that the problem (1 ) admits a feasible solution. Then 
Inf{f(x): g(x) < 0, h(x) ='0, x s X} = sup 0(u) = Lim 0(u) 
u>0 	u-)-00 
where 0(u) = infff(x) 	ua(x): x a Xl 	f(Xu ) 	ua(xu ) and xu 
s X. 
Furthermore the following statements hold: 
a. The li.nit x of any subsequence {xu } is an optimal solution 
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h. a(x ) 	0 -11 
c. ua(x ) 	0 
d. If a(xu ) = 
as u 	co 
as u 	co 
0 for some then xu 
is an optimal solution to 
4.2 Solving the Penalty Problem by the Methods  of 
Zoutendijk and Topkis-Veinott  
Utilizing the penalty function approach discussed in Section 
4.1, we shall now provide a detailed description of Zoutendijk's and 
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the Topkis-Veinott methods via penalty function. We shall give some 
numerical examples and computational results. 
4.2.1 The Zoutendijk's  and Topkis-Veinott Methods Using Penalty Functions 
In Chapter 3, Zoutendijk's method and the Topkis-Veinott method 
were specialized to directly handle problems with bounded variables and 
using penalty function a(x), the problem (1) can be reformulated as 
follows: 
Minimize 	f(x) + ua(x) 
subject to a < x < b 
With each new value of the penalty parameter, we use Zoutendijk's or 
the Topkis-einett method with the optimal solution corresponding to 
the previoply chosen parameter value. We summarize below Zoutendijk's 
method and the Topkis-Veinott method using penalty functions for 
solving the problem (1). 
Initialization Stern. Choose a starting point x 1 , a penalty 
	
function a, an initial parameter u 1 , a scalar 	> 0 and a termination 
scalar a. Let k=l, and go to the Main Step. 
Main  Step 
1. Starting with x, solve the following problem by applying 
Zoutendijk's method or the Topkis-Veinott method. 
Minimize 	f(x) + uka(x) 
subject to 	a < x < b 
Let x' be an optimal solution to the above problem and go to Step 2. 
2 . If uka(xkl-1 ) < E, stop. Otherwise let u k+1 = u k . Replace 
k by k+1 and repeat Step 1. 
4.2,2 Numerical Example  
Consider the following problem. 
Minimize 	x - + x
2 
1 	2 
subject to 	x1 + x2 
- 2 = 0 
1 < xi < 3 
0 < x p 2 
MP problem is illustrated in Figure 1 and the optimal point is given 






1 	2 	 '2 
subject to 	1 < x
- 1 




Iteration 1  
) t Choose x1 	/ 2_ = ( ,0) and a termination scalar 	= 10
-1
. Let 
= 1 and (?) = 5. 
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x 2' x2 + Minimize 
1 	2 - 
- 2) 2 
2 
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subject to 	1 5 xl < 3 
0 < '2  < 2 
Starting with xl , use one of Topkis-Veinott's and Zoutendijk's pro-
cedures for problems with bounded variables to solve the above 
problem. Then the optimal solution x2 is given by x
2 
= (1,0.5) t . 
 
Iteration 2 
u2 = 3u1 = 5 
Starting with x2 , solve the following problem. 
Minimize r/ x + 2  + Ax 
1 
 + xn - 
1 	2  
2 ) 2 
	
subject to 	1 < xl < 3 
0 <x, < 2 _ 
The optimal solution x 3 = 	 ) t  . 
It-ration 3 
u3 = 1)-2 = 25 
Starting with x3 solve the following problem. 





Figure 1. Tra,jactory of the Points Generated by the Topkis-Veinott 
ana Zoutendijk's Procedures Using Penalty Functions 
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Minimize + 25(x








Theomtimalsolu 0.962) t .u_ct(x 4  ) = 0.036 < E = 10-1 , 
N and hence the process terminates with the solution x = (1,0.962) t . 
he reader may note that the sequence generated converges to the opti-
mai point K = (1,1)
t 
along the boundary x
1 
= 1. 
4.2.3 The Analysis of Penalty Parameters  
in this section, we shall provide computation analysis for 
penalty parameters a and increase parameter 	embedded in the algorithms 
presented in Chapter 4. Several methods for determining parameters 
u- and 	can be found in McCormick and Fiacco (1964). For example, 
they recommend a combination u
1 
= 1 and 8 = 4. Now we shall consider 
several combinations of parameters u 1 and 3, because parameter uk at the 
kth iteration is weighted by increase parameter 8 at the previous para- 





initial penalty parameter. 
Table 1 gives the performance of the Zoutendijk Procedure 2- 
Fletcher-Beeves method (Z2FR) using penalty function for Problem 7 of 
Appendix D with various parameters u1 and 8. Table 2 and 3 give the 
performance of the algorithm with various parameters u1 and S for 
Problem 8 and 2 respectively. The line search method embedded in the 
algorithm is regula falsi search method with termination criterion 
iVf(x) - d, < 10
-6 
and maximum nu fiber of iterations is 40. The penalty 
function for Problem 7 and 8 is given below: 
a(x ) = (x1 - 2x2 
2 	2\12 
- 
+ {maxi° 	x2  --1)1 
The penalty function for Problem 2 is given by: 
a ( x ) , (x2 4. x 2 4. 2 	 , 
1 	2 	x3 - 
25) 2 + 	+ 14x2 + 7x 3 - 56)
2 




or m Vf(x) 1 1 <10-3 . The algorithm terminates with lu k a(xk )I < 10-6 
Exam2ning Table 1, 2, and 3, we note that all combinations given 
in the tables are successful. In the view of computing time and number 
of iterations, a combinaiont Int = 1 and (3 = 10 among other good combi-
ntdons will be used in the later computations. 
4.3  Computational Results  
In this section, we provide the performance of Z2Fr, TV2FR, 
and TV211 using penalty function discussed in Section 4.2 eight test 
problems .are given in Appendix D. 
The one dimensdonal minimization problems embedded within the 
two methods, are solved using the regula falsi search method dis-
cussed in detail in Appendix A. The termination criterion for the 
line search is that the absolute value of the derivative is less than 
or equal to 10 -6 with the maximum number of iterations allowed as 40. 
For each iteration of the two algorithms the termination criterion is 
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P 	(x) H  1.0 _3 or (f (x <,10-3 . For each of the three algorithms, 
the termination criterion is that ua(x) < 10 -3 
Except for Problem 2, 7 and 8, the gradient vector was with 
h = 10_
7  
 approximated by the finite difference method described in 
detail in Appendix B, for Z2FR and TV2FR methods. The Hessian matrix 
, 
is with h = 10
7  and the exact gradient vector, approximated by the 
finite difference method in Section 2.3.1. The penalty parameters 
used are 11., = 1 and = 10. 
Table 4 gives number of iterations and the computing time for 
the three algorithms measured in CPU seconds of a Cyber 74 computer. 
TP each case, the indicated optimal solution was reached except 
for the asterisked marks. Examining the results of Table 4, we note 
tat the three algorithms are successful for the problems given in 
Appendix D. 
Table 1. Performance of Z2FR Using Penalty Functions for Various u 1 
 and 3 for Problem 7 of Appendix P Showing the CPU Seconds 






5 10 	 50 	100 	1000 
1.0 0.270(10) 0.198(7) 0.413(5) 0.146(4) 0.262(3) 
5.0 0.450(9) 0.231(7) 0.362(5) 0.326(4) 0.185(3) 
10.0 0.297(9) 0.190(6) 0.264(4) 0.160(4) 0.272(3) 
100.0 0.260(7) 0.230(5) 0.414(4) 0.210(3) 0.290(3) 
1000.0 0.388(6) 0.164(4) 0,414(3) 0.441(3) 0.190(2) 
Table 2. Performance of Z2FR Using Penalty Functions for Various u
1 
and !3 for Problem 8 of Appendix U showing the CPU seconds 
on a Cyber 74 Computer; ( ) = No. of Iterations 
Increase Parameter 13 
Initial Penalty 
Parameter ul 
5 10 50 100 1000 
1. 0 0.026(3 ) 0.026(3) 0.042(3) 0.043(2) 0.039(2) 
5.0 0.032(2) 0.030(2) 0.032(2) 0.034(2) 0.038(2) 
10.0 0.046(2) 0.069(2) 0.053(2) 0.042(2) 0.052(2) 
100.0 0.066(1) 0.066(1) 0.066(1) 0.066(1) 0.066(1) 
1000.0 0.042(1) 0.042(1) 0.042(1) 0.042(1) 0.042(1) 
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Table 3, Performance of 7,2FR Using Penalty Functions for Various u
1 
and 3 for Problem 2 of Appendix D showing the CPU seconds 
on a Cyber 74 computer; ( ) = No. of Iterations 
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5 10 50 100 1000 
1 .0 0.161(5) 0.165(1f) 0.195(3) 0.162(3) 0.186(2) 
5.0 0.122(4) 0.098(3) 0.142(3) 0.078(2) 0.248(2) 
10.0 0.162(4) 0.208(3) 0.234(3) 0.167(2) 0.206(2) 
100.0 0.194(2) 0.265(2) 0.351(2) 0.293(2) 0.272(2) 
1000.0 0.544(1) 0,544(1) 0.544(1). 0.544(1) 0.544(1) 
Table 4. Performance of Z2Fr ? TV2FR and TV2N showing the CPU seconds on a Cyber y4 co Alter 







































Z2FR: The Zountendijk Procedure 2-Fletcher-Reeves Method 
TV2FR: The Topkis-Veinott Procedure 2-Fletcher-Reeves Method 
TV2N; The Mixed Topkis-Veinott Procedure 2-Newton Method 
*: The termination criterion is not reached until the time limit allowed as 10 CPU seconds 
( ) = No. of Iterations 
CHAPTER V 
CONCLUSIONS 
The primary purpose of this thesis is to develop the Newton 
Rethog for uneonstrrined optimization with the concept of diagonali-
cation osing cc agate directions and to specialize the feasible 
di!ecjer methods of Zoutendijk and Topkis-Veinott to directly handle 
horlincor programs with bounded variables. 
The nomsntational results show that the mixed Newton-Steepest 
Descent method n4ith diagcnalization seems to be as efficient as the 
Davidon-7 etcher-Powell method and the method of Fletcher-Reeves, which 
are considered to be among the most efficient unconstrained optimiza-
tion techniques. The reasons for this could be summarized as follows. 
PO inverse operations ace required, this eliminating a large 
cembutatiohal homier.. Second, several approximations of the Heasian 
Ma- ( could he employod, thus eliminating the need for computing 
record order d€_rivative.s analytically, which could be a cumbersome 
Foe large -problems. Third, if the Hessian is not positive 
defnita, so that the quadratic approximation is not satisfactory, 
the method utizes the steepest descent method. Fourth, no line 
st-a 	is require if the Hessian matrix is positive definite. 
The met t ods of Zoutendijk and Topkis-Veinott are specialized 
to directly handle nonlinear programs with bounded variables. We have 
considered several normalization constraints and obtained explicit 
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expressions for the optimal directions. The computational results 
have shown that each normalization constraint resulted in different 
convergence properties, and that the quadratic normalization constraint 
of esch method seems to be superior to others. 
We have presented a convergence proof of the Topkis-Veinott 
method for problems with bounded variables and have shown by counter-
examples that, in general, Zoutendijk's method does not converge to a 
Kuhn-ftcker point. 
In order to guard against the case where the optimal point lies 
in the interior of the region, we have presented the following mixed 
algorithms: the mixed Zoutendijk-Fletcher-Reeves, the mixed Tepkis-
Veinett-Fletcher-Reeves, and the mixed Topkis-Veinott-Newton methods. 
The computational results show that the convergence of each original 
method is improved. The reason for this can be summarized as follows. 
At 	erior poi ts, the methods of Zoutendijk and Topkis-Veinott would 
reduce to the-steepest descent method for unconstrained optimization 
and would generally have a slow convergence. This disadvantage is 
eliminated by applying the Fletcher-Reeves method at interior points, 
cob the other developed methods at boundary points. 
For general nonlinear programs, we have presented the penalty 
function approach to convert a constrained nonlinear problem into a 
sequence of problems with bounded variables. The computational 
results she's that the mixed algorithms were able to solve all test 
problems given in Appendix D. The following is a summary of the 
methods developed in this thesis: 
151 
J. Newton's method for unconstrained optimization using con-
jugate directions to diagonalize the quadratic approximation of the 
objective function at each stage. 
2. Specialization of the feasible direction methods of 
Zoutendijk and Topkis-Veinott for problems with bounded variables 
by using several normalization constraints. 
3. The mixed Zoutendijk-Fletcher-Reewes and the mixed Topkis-
Veinott-Fletcher-Reeves methods for problems with bounded variables. 
4. The mixed Topkns-Veinott-Neton method for problems with 
bounded variables. 
5. Adapting the mixed Zoutendijk-Fletcher-Reeves method, the 
mixed Topkis-Veinott-FletcherReeves method, and the mixed Topkis-
Veinott-Hewton method to solving general constrained nonlinear problem 
by the use of penalty funcitons. 
All the methods developed in this thesis were evaluated by 
se = 	several nonlinear problems in the literature. 
The following extensions sre worthwhile investigating: 
1. see efficient methods for generating conjugate directions 
for the Hessian matrix, especially if it is not positive definite. 
sting the effect of choosing 6 > 0 in the normalization 
t,, constraint a a < F for both Soutenaijk's method and the Topkis-Veinott 
method for bounded variables. 
3. Further investigation c.f strategies for varying the penalty 




4. Incorporating the - Constraints into the objective functions 
via Lagrangian multipliers, and investigating the computational diffi-
culties and the presence of a duality gap. 
Extending the computational results by repeating the solu-
tior runs and enlarging the test problems so that some reliable condi-
tions regarding the efficiency of the different methods can be reached. 
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APPENDIX A 
LINE SEARCH METHODS 
The line search methods used in this thesis are the regula falsi 
method, and the secant search method. For the convenience of the reader, 
these methods are summarized in this appendix. 




is continuously differentiable, and let 
x be a given point and d is a given direction. Minimizing f starting 
from x in the direction d, is equivalent to minimizing the function 
6 defined below: 
0(A) 1- f(x + Ad) 
Note that the first and second derivatives of 0 with respect to the 
stepsize A are given by 
6'(X) = Vf(x + Xd) td 
We summarize below the methods used in this thesis for minimizing 0, 
or equivalently, minimizing f(x + Ad). 
Regula falsi search method  
Suppose that 8 is pseudo convex over the interval [a,b], then the 
regula falsi search method for minimizing 8 over [a,b] is summarized 
below. 
Initialization Step. Choose a termination scalar s > 0, set 
[al ,b1 ] = [a,b]. Let k=1 and go to the Main Step. 
Main Step  
Or(bk )ak - 0'(ak )bk 
	  and evaluate 0'(X.k ). If 1. Set ?`k - oy(b
k
) 	- 0'(a 
k ) 
Ol(1k )0'(ak ) < 0, set bk+l  = 1k' ak+l = ak , go to Step 2. Otherwise 
set a
k+l 
= 1k' bk+1 
= bk, go to Step 2. 
2. If bk+l - ak+, < s, stop. Otherwise replace k by k+1 and go 
to Step 1. 
Secant Search Method  
The secant method for minimizing 0(1) over E l is summarized 
below. 
Initialization Step. Choose A o and 11 arbitrarily, and a termi-
nation scalar s > 0. Let k=1 and go to the Main Step. 
Main Step  





2. Calculate 1k+1 = 1k 
- 0 1 (1k ) 	  
60 (1k )-0'(X 	
) 
k-1 
3. Evaluate CP(Ak+1 ). If 10'(1k+1 )1 < s, stop. Otherwise 
replace k by k+1 and go to Step 2. 
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APPENDIX B 
APPROXIMATION OF GRADIENT VECTOR 
Let f: En -+ El be differentiable at the point x = a, then two 
common finite difference formula are given as follows. 
The forward difference (FD) 
Af(a) 	f(x + heJ) - f(x)  
Ax 
and the cential difference (CD) 
Af(a) _  f(x + he i ) - f(x - heJ) 
Ax 	 2h 	
j=1,...,n 	 (2) 
a) where AA 	is the approximation of the jth component of Vf(a), h is 
LAxj 
a small positive number and ej denotes the jth column of the identity 
matrix. Considering the number of evaluations of a function with n 
variables, the FD requires only n+1 evaluations whereas the CD requires 
2n evaluations. Therefore the FD method is preferred. The value of 
each h. should be selected so that the numerical error in the approxi-
mation to the gradient Vf(x) is minimized. By the mean value theorem 
and from (1) we have 







for some n such that a < n < a + hej, From (2), if 2f( ?' ) is 
bounded for each j, then (1) would be a good approximation to Vf(a) 
provided that h is sufficiently small. However if h is too small, 
then it is practically difficult to obtain a high degree of accuracy 
of f(a + he 3 ) 	f(a) because of the limited length of a computer 
and the loss of significance caused by the subtraction of nearly 
equal quantities. In particular, the computed values of f(a + he J ) 
and f(a) are respectively f(a + he 3 ) + R and f(a) + R- where 
R
+ 
and R- , where R
+  and R- are the round off. 
Therefore the computed value Vfcomp  (a) is actually given by 
Vfcomp(a) 	f(a + heJ) + Rt - (f(a) + R3) 
Vxj 
f(a + hei) - f(a) 	Rt - R- 
h 	+ h 
j=1,...,n 
From the above expression and from (2) it follows that 
f(a) - Vfcomp 	_  j 	J (a) - R7 - 111  2f(0) 
axj 	Tx. 	 axj  
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j=1, ...,n 	 (4) 
for some ri satisfying a < n < 
From (4), note that the absolute error E in this approximation 
Vfcomp (a) to Vf(a) is given by 
+ 	- 
	
n 	R. - R. 	
u 	
2f( n ) 









 j=1 3x. 
Thus in order to minimize the computational error, it suffices to mini-
mize the sum of the round off error R j and the discretization error 
T. given below. 
+ 	_ 








From this analyses, it follows the optimal h* is given by 
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h* = 
To illustrate, considei'a real function f(x) = e x , the exact 
values of f'(0) and f"(0) are obviously equal to one. The values 
given in the Table 1 were computed using the Cyber 74 computer in a 
single precision floating point arithmetic. In this table, the 
columns headed f'omp  gives fT(0) as approximated by (1). c 
It is obvious from the table that comp continue to improve 
as h increases until h reaches the value h = 10 -8 . However, beyond 
this value, the approximations become less precise. From the table 
it is easily found from the row indexed h = 10
-15 
that error in 
computing ex is +10
-15 





2 x 10 -15 
h 
   
     
Since f"(1) is approximately one, the discretization error T is 
approximately 
" ( 	I = 
Applying (5) or (6), we get 
h* = 	x10-15 -=1 6.3 x 10-8 
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Table 1. Approximating the Derivative of the Function e x at x = 0 
(comp Exp(h) 	 Exp(0) 	
1 2.7182818 1.0000000 1.7182818 2.9524924 
10-1 1.1051709 1.0000000 1.0517092 1.1060922 
10-2 1.0100502 1.0000000 1.0050167 1.0100586 
10-3 1.0010005 1.0000000 1.0005002 1.0010006 
10-4 1.0001000 1.0000000 1.0000500 1.0001003 
10- 5 1.0000100 1.0000000 1.0000050 1.0000178 
10-6 1.0000010 1.0000000 1.0000005 0.994758983 
10-7 1.0000001 1.0000000 1.0000001 0. 
10-8 1.0000000 1.0000000 1.0000001 0. 
10-9 1.0000000 1.0000000 0.99999653 0. 6 
10-10 1.0000000 1.0000000 1.0018653 -1.4210855 x 10 
10-11 1.0000000 1.0000000 0.99973363 0. 
10-12 1.0000000 1.0000000 1.0018653 -1.4210855 x 10 10 
10-13 1.0000000 1.0000000 0.99475983 0. 
10-14 1.0000000 1.0000000 0.71054274 0. 
lo-15 1.0000000 1.0000000 0. 0. 
10
-16 1.0000000 1.0000000 0. 0. 
- 10 17, 1.0000000 1.0000000 0. 0. 
10-1° 1.0000000 1.0000000 0. 0. 




TEST PROBLEMS WITH LOWER AND UPPER BOUNDS 
ON THE VARIABLES 
In this appendix we give ten problems with lower and upper 
bounds on the variables. These test problems were used to evaluate 
the methods discussed in Chapter 3. 
Problem 1 Greenstadt (1972)  
Minimize 	f(x) = (x1 + 2x2 + 3x3 )
2 
+ 100(x2 - 1)
2 
+ (x -2)
2 , x 6 E3 
3 
subject to 0 < x1 < 6 
-4 < x2  < 0 
0 < x < 0 _ 3 _
The optimal solution x. = (0,0,0.2) t and f(x) = 103.6. The starting 
feasible point xl = (0,-4,0) t . 
Problem 2 Avriel (1976, p290)  
N 	 , 
Minimize 	f(x) = (x 	x + x ) + (-x
1 
+ x
2 + x3 ) 3 





subject to -1 < x
1 
 < 2 
-6 < x2 < -3 
50 < x 3 < 60 
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The optimal solution x = (0 ) L  and f(R) = 7651. The starting 
feasible point xl = (-1,-6,50) t . 
Problem 3 Rosenbrock (1960)  
Minimize 	f(x) = 100(x - x2 ) 2 + 	- 1) 2 , x 	E2 
subject to -3 < xl < -1 
6 < x2 < 8 
The optimal solution x = (-1.587,6,) t and f(x) = 11.894. The starting 
feasible point x1 = (-3,6) t . 
Problem 4 Beale (1958)  
Minimize 	f(x) = 100()q - x 2 ) 2 + (x1 - 1) 2 , x E E2 
subject to 	0 < x < 4  
4 < x2  < 8 
The optimal solution R = (1.587,4.) t and f(X) = 0.345. The starting 
/ 	 \ 
feasible point x
1  = “21,4) . 
Problem 5 Colville (1968)  
Minimize 
	f(x) = 100(x1 - 
x2) 2 4. (x1 	1) 2 4. (x3 	1)2 
+ 90(x3 - x4)
2 + 10.1{(x2 - 1)
2 
+ (x4 - 1)
2
1 
+ 19.8(x 2 - l)(x4 - 1), x E E4 
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subject to -10 < x < 6  
-10 < x2 < 6 
4 < x
3 
 < 8 
0 < x4 < 2 
The optimal solution X = (0.349,0,112,4.,2.) t and f(X) = 369.915. 
The starting feasible point xl = (-10,-10,4,2) t . 
Problem 6 Fletcher and Powell (1963)  
Minimize 	f(x) = (x1 + 10x2 ) 2 + 5(x3 	x)2 + (x2 - 2x3 ) 
+ 10(x1 r x4 ) 4 
subject to 0 < x1 < 6 
-2 < x2 < 6 
2 < x 3 < 8 
4 < x4 < 8 
The optimal solution X = (3.250,0.519,2.,4.) t and f(X) = 241.228. The 
starting feasible point x l = (0,-2,2,4) t . 
Problem 7 Chamblis and Huang (1973)  
, 




) + 10(x-x) 
4 
1 	 3 - 4 
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subject to 0 < x1 < 6 
-2 < x
- 2 
 < 6  - 
2 < x < 8 - 3 - 
x4 < 8 
The optimal solution R = (3.112,-1,.,2,2.,4.) t and f(T) = 187.974. 
, 
The starting feasible point x1 = 0,02,2,4)
t 
Problem 8 Cragg and Levy (1969)  
Minimize 	f(x) = (exp(x1 ) - x3 ) 2 + 100(x2 - x3 ) 6 + tan4 (x3 - x4 ) 
+ 4 + (x4 - 1) 2 
subject to 2 < x1  < 6 
2 < x2 < 6 
0 < x3 < 2 
0 < x4 < 2 
The optimal solution R = (2,2,2,1.484) t and f(R) = 1099.771. The 
starting feasible solution x1 = (2,2,0,0) . 
Problem 9  
2 	, 
Minimize 	f(x) = 100(x1 - x2 )
2 
 + (x, - 1) 2 + x3 - 2x3x4 + 2x1 
+ (x 5 + x6 + 3x7 ) 2 + 100(x6 - 1) 2 + (x7 - 2) 2 
(x8 - x9 	x10
)12 	
(-x8 x9 	x10 )2  
+ (x8 
+ x9  - x10 )2 
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subject to 10 < x < 1 	j=1,...,5 
 
-12 < x. < -6 	j=6,...,10 
	
The optimal solution X = (10,15,10,10,15,- 	,-6,-6) t and f(X) 
721978. The starting feasible point x l = (10,10,10,10,10,-12,-12,-12, 
-12,-12) t . 
Problem 10  
9 
Minimize 	f(x) = (1-x ) 2 + 100(1-x )2 .4_ 7 (x2 	x. 	)2 , x 6 
i=1 
1 	 10' 
	1 
1+1 10 
subject to 0 <x. < 6 _ j _
10 < xj <16 
0 < x. <6 
- J - 
10 < x. < 16 





The optimal solution X = (1.67,3.142,10,10,4.794,3.129,3.442,10,10,10) t 
 and f(X) = 41902.565• The starting feasible point xl is the lower 
bound. 
APPENDIX D 
TEST PROBLEMS WITH GENERAL CONSTRAINTS 
In this appendix we give eight problems'with general constraints. 
These test problems were used to evaluate the methods discussed in 
Chapter 4. 
Problem 1 Rosenbrock (1960)  
Minimize 	f(x) = 100(x 2  - 4)2 	( 1 _ x1
)2 
subject to hi (x) = 10(x2 	= 0 
h2 (x) = 1 - xl = 0 
0 < xl < 2 
1 < x2  < 2 
The optimal solution X is given by X = (1,1)
t 
and its objective value 
f(:7) = O. A starting point xl = (0,2) t , 
Problem 2 Pavini (1969)  
Minimize 	f(x) = 1000 - x2 - , 	2x2- 	x - x3 - _1_x 2 - xix3 
subject to h1 (x) = xi + )c + x3 - 25 = 0 
h2 (x) = 8x1  + 14x2 + 7x3 
- 56 = 0 
0 < x. < 5, j=1,2,3 
166 
The optimal solution R = (3.512,0.217,3.552) t and its objective 
value f(R) = 961.715, A starting point x 1 = (2,2,2) t . 
Eloble1113MieleCra2 -9711 
Minimize 	f(x) = (x1 - 1) 2 + (x1 - x2 ) 2 + (x2 - x3 ) 4 
subject to hi (x) = xl (1 + 	+ x3 - 4 - 	= 0 
0 <x. < 2 , j=1,2,3 
The optimal solution R = (1.105,1.197,1.535) t and its objective 
value f(5Z) = 0.0326. A starting point x l = (0,0,0) t . 
Problem 4 Miele, Cragg and Levy (1971)  
Minimize 	f(x) = (x1 - 1) 2 + (x2 - x 3 ) 2 + (x3 - x4) 4 
+ (x4 - x5 ) 4 
2 subject to hi (x) = xi + x2  x3
3  - 2 - 31/72- = 0 
h2 (x) = x2 - )c + x4 + 2 - 21/ = 0 
h3 (x) = xix5 - 2 = 0 
-1 < xj  < 2, j=1,...,5 
The optimal solution is given by R = (1.191,1.363,1.473,1.635, 
1.679)t and its objective value f(x) = 0.0788. A starting point 
xl = (2,2,2,2,2) t 
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Problem 5 Picket (1970)  
 Minimize 	f(x) = x
1
2  + x
2
2 
subject to gi (x) = - xl - x22  + 1 < 0 




2  4. 9 < 0 
g 3 (x) = - xl - x2 + 1 <0 
g4 (x) = - x2  x2 
< 0 
g (x) = 	x2 
 -5 	2 	1 
	< 0 
1 < x. < 3, 	j=1,2 
The optimal solution 7: = (1,1) t and its objective value f(5Z) = 2. 
A starting point x1 = (3,1)t. 
Problem 6 Betts (1974)  
Minimize 	f(x) = xT + x2 + )( 
2 
subject to g(x) = -xl - x2
2 
 + 1 0 
1 < x < 10 
0 < x < 10 
0 < x < 10 
The optimal solution X = (1,0,0) t and its objective value f(X)=1. 
A starting point xl = (1,1,1) t . 
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Problem 7 Bracker and McCormik (1968) 
Minimize 	f(x) = (x1 - 2) 2 + (x2 - 1) 2 
subject to h
1 
 (x) = x
1 
- 2x2 
+ 1 = 0 
g1 (x) =4 1 2 
+ x2 - 1 0 
o < xi < 5 
0 5. x2 5. 5 
The optimal solution 7 = (0.823,0.911) t and its objective value 
f(R) = 1.393. A starting point x l = (2,2) t . 
Problem 8 Bracker and McCormick (1968)  
Minimize 	f(x) = (x1 - 2) 2 + (x2 - 1) 2 
subject to h
1 




+ 1 = 0 
61" 4 1 
( x \ = lx2 	
2 
x2 - 1 0 
0 	xl < 0.5 
0 < x2 < 2.0 
The optimal solution 37 = (0.5,0.75) and its objective value f(X) = 
2.312. A starting point x l = (0.5,2.0)t, 
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