Information literate students and workers know when to seek new information, how to seek that information efficiently via technology, how to judge the relevance and reliability of information, how to integrate information to reach new conclusions, and how to use technology to communicate information effectively, clearly, and ethically (Candy, 2003) . Although many might have once thought of information literacy as primarily focused on academic library skills, the advent of the Internet and other information and communication technologies (ICT) has broadened the scope and application of information literacy to the everyday classroom, the workplace, and personal life (Cheuk, 2002; International ICT Literacy Panel, 2002) . Such a 21st-century notion of information literacy has been referred to as digital literacy, digital information literacy, and ICT literacy (Sparks, Katz, & O'Neil, 2016) . In this report, we use the "ICT literacy" as it has been defined (shown later) in the construction of the iSkills ™ assessment (Katz, 2007) , the focus of this report.
A consistent theme among the newer definitions of information literacy is that ICT literacy must bridge the ideas of information literacy and technology literacy. To do so, ICT literacy draws out the technology-related components of information literacy as specified in the often-cited standards of the American Library Association (Association for College and Research Libraries [ACRL], 2000) , focusing on how students locate, organize, and communicate information within digital environments (Katz, 2005) . This confluence of information and technology directly reflects the "new illiteracy" concerns of educators and employers: Young adults quickly adopt new technology but do not similarly acquire skills for being critical consumers and ethical producers of information (Rockman, 2002) . Whether through general education or within discipline course work, students need training and practice in ICT literacy skills (Rockman, 2004) .
In the ACRL (2000) information literacy standards, information literacy was described as a set of skills and subskills. This definition reflected an analytic, atomistic approach that suggested some independence of the skills: If a person is weak on one subskill, targeted instruction could lead to improvements. This analytic view was in contrast to more holistic views of information literacy, which suggested either that the skills and subskills of the standards could not be separated or that they were proxies for a larger set of skills and understandings related to attitudes about information and research. In 2015, the ACRL produced a new definition of information literacy. Termed the Framework for Information Literacy, this new document takes a holistic view of information literacy, describing six fundamental concepts of information literacy and suggesting basic information literacy ideas or concepts that drive students' performance on information literacy tasks (ACRL, 2015) . This tension between a component versus a holistic view of information literacy has been debated for some time. For example, Johnston and Webber (2003) criticized the "tick the box" approach to information literacy instruction implied by the ACRL information literacy standards and other standards that enumerate large lists of skills comprising information (or ICT) literacy. The researchers argued that such lists suggest a piecemeal approach to teaching information literacy that ultimately gives students a simplified view of information literacy as a set of research steps. In contrast, Bruce's (1997) relational model of information literacy appears more integrated and outlines seven stages of students' growing sophistication in their view of research and information. The stages move from a simplistic view of information as a collection of facts to a view of information as a means to help others. Such a changing conception of information might affect all aspects of ICT literacy, from how one defines research questions to how well one communicates research results (for a more detailed discussion, see Katz & Elliot, 2016) . Catts (2005a Catts ( , 2005b investigated such contrasting views of information literacy as measured by the Information Skills Survey, a self-report measure of information literacy. Students report the frequency with which they conduct information literacy activities. Responses are on a 4-point scale ranging from 1 (never) to 4 (always). Different forms of the survey were created for the disciplines of education and law, along with a generic form. Depending on the form, there are between 24 and 45 items. Catts used exploratory factor analysis, confirmatory factor analysis, and structural equation modeling to investigate the internal structure of several forms of the Information Skills Survey. Catts compared the factor structure of the instrument to several theoretical models: an overall construct of information literacy (i.e., one factor), a model based on the Australia-New Zealand information literacy standards (Bundy, 2004; Catts, 2005a) , and a model based on Bruce's (1997) relational model of information literacy (Catts, 2005b) . Across all the studies, each using data from 200 to 300 students, Catts found the most evidence for a single-factor model. He concluded that the standards "describe various aspects of a single construct called 'information literacy'" (Catts, 2005a, p. 21) . Catts also observed evidence for several distinct yet highly correlated factors based on the information literacy standards (models created by an a priori assignment of items to standards; Catts, 2005a ) and Bruce's relational model of information literacy (Catts, 2005b) .
In the current report, we investigate the internal structure of the iSkills assessment, an assessment of ICT literacy skill (Katz, 2007) , as a means for exploring these alternative views of ICT literacy skill. Investigating the internal structure is a key piece of evidence for the validity of test score interpretation (Messick, 1989 ).
ETS's iSkills Assessment
The ETS iSkills assessment is an Internet-delivered assessment that was designed to measure college students' abilities to research, organize, and communicate information using technology. Assessment administration takes approximately 75 minutes, divided into two sections lasting 35 and 40 minutes, respectively (Katz, 2007) . At the time of this study, two versions of the iSkills assessment existed: core and advanced. The core version was designed for test takers in high school and/or the first year of college; the advanced form was designed for those in the sophomore through senior years of college. The assessment focuses on the cognitive problem-solving and critical-thinking skills associated with using technology to handle information. As such, scoring algorithms target cognitive decision-making rather than technical competencies. The assessment measures ICT literacy through seven performance areas, identified by a committee of experts, that represent important problem-solving and critical-thinking aspects of ICT literacy skills. Figure 1 provides the definitions for these performance areas.
The advanced version of the assessment reports scores on a scale of 400-700 in intervals of 5. The conversion from raw to scaled scores was developed based on a calibration group of more than 600 examinees who took the assessment when it was first administered in early 2006. The mean raw score of this group was scaled to 110 and the standard deviation to 7 using the following equation:
x scaled − 110 7 = x raw − x raw s raw .
The result was rounded to whole numbers and multiplied by 5 so that the mean raw score of this group would be 550, the standard deviation would be 35, and scale scores would be reported in units of 5. Raw scores derive from approximately 58 individual item scores; the actual number of items depends on the test form. The item scores reflect performance by examinees both in terms of responses made (e.g., the publication and document type selections in Figure 2 ) and actions taken (e.g., differences in the search terms used among successive searches). Each item produces a score of 1 (fully correct), .5 (partially correct), or 0 (incorrect). The raw score is the unweighted sum of the item scores.
Define: Understand and articulate the scope of an information problem in order to facilitate the electronic search for information, such as by • distinguishing a clear, concise, and topical research question from poorly framed questions, such as ones that are overly broad or do not otherwise fulfill the information need • asking questions of a "professor" that help disambiguate a vague research assignment • conducting effective preliminary information searches to help frame a research statement Access: Collect and/or retrieve information in digital environments. Information sources might be Web pages, databases, discussion groups, e-mail, or online descriptions of print media. Tasks include • generating and combining search terms (keywords) to satisfy the requirements of a particular research task • efficiently browsing one or more resources to locate pertinent information • deciding what types of resources might yield the most useful information for a particular need Evaluate: Judge whether information satisfies an information problem by determining authority, bias, timeliness, relevance, and other aspects of materials. Tasks include • judging the relative usefulness of provided Web pages and online journal articles • evaluating whether a database contains appropriately current and pertinent information • deciding the extent to which a collection of resources sufficiently covers a research area Manage: Organize information to help you or others find it later, such as by • categorizing e-mails into appropriate folders based on a critical view of the e-mails' contents • arranging personnel information into an organizational chart • sorting files, e-mails, or database returns to clarify clusters of related information
Integrate: Interpret and represent information, such as by using digital tools to synthesize, summarize, compare, and contrast information from multiple sources. Tasks include • comparing advertisements, e-mails, or Web sites from competing vendors by summarizing information into a table • summarizing and synthesizing information from a variety of types of sources according to specific criteria to compare information and make a decision • re-representing results from an academic or sports tournament into a spreadsheet to clarify standings and decide the need for playoffs Create: Adapt, apply, design, or construct information in digital environments, such as by • editing and formatting a document according to a set of editorial specifications • creating a presentation slide to support a position on a controversial topic • creating a data display to clarify the relationship between academic and economic variables Communicate: Disseminate information tailored to a particular audience in an effective digital format, such as by • formatting a document to make it more useful to a particular group • transforming an e-mail into a succinct presentation to meet an audience's needs • selecting and organizing slides for distinct presentations to different audiences • designing a flyer to advertise to a distinct group of users Table 1 shows the distribution of items across tasks for the test form used in the current study. Each performance area is targeted by two tasks; an additional task targets two performance areas (access and evaluate). This extra task provides a weighting of the performance areas identified as most important by the development committee of experts.
The internal validity questions addressed by this study include the following: Are the seven areas distinctly measurable by iSkills, or do they represent highly related components of an integrated ICT literacy skill? Does the factor structure of iSkills suggest dimensions that align with the theoretical model of ICT literacy (i.e., seven subareas)? Evidence supporting the validity of iSkill's internal structure would be identifying one factor or several factors that align with the theoretical model (either separately or by combining performance areas). Finding factors that do not align with the theoretical model would bring into question the underpinnings of the iSkills assessment. A compromise four-factor model, which combines several of the related performance areas-define/access, evaluate, manage/integrate, create/communicate-is included in addition to the one-factor (ICT literacy) and seven-factor (seven performance areas) models. These groupings were created based on the judgments of the higher education faculty and staff who helped design the iSkills assessment (Rockman, Smith, & Katz, 2005) .
Figure 2
In the iSkills assessment, students demonstrate their skills at handling information through interaction with simulated software. In this example task, students develop a search query as part of a research assignment on earthquakes.
Method

Data Sample
The sample consists of data from 668 sophomores, juniors, and seniors who took the assessment during Winter 2006 and, at the time, were enrolled in one of 19 participating 4-year colleges or universities in the United States. Incentives for student participation differed among the institutions, following each institution's institutional review board procedures, and included direct payments, credit for an appropriate course's assignment, or no compensation. These students are not necessarily representative of all US college students because most institutions recruited a convenience sample and the participating institutions chose whether to administer the iSkills assessment.
This sample is a subset of all iSkills test takers during Winter 2006. The sample consisted of test takers who (a) had not participated in any of the iSkills assessment field trials, (b) were within the testing population (sophomores, juniors, and seniors), (c) completed at least half the tasks in both test sections, (d) demonstrated adequate motivation by taking at least 10 minutes to complete each test section (cf. Wise & Kong, 2005) , and (e) had participated in a standard administration of the assessment (approximately 20 students participated as part of a research study). These criteria resulted in a data set of 649 students. An additional 83 students were removed because a substantial proportion of their responses were missing (10% or more), likely due to students declining to respond to portions of a task, casting doubt on the overall quality of their data. For the remaining 566 students, on average, 1.7% of the responses were missing. The percentage of missing responses was unequally distributed over the items (ranging from 0% to 11%). Responses were unequally distributed over the three response categories for many items, resulting in bimodal or highly skewed distributions (24 items had at least one response category with a relative frequency smaller than 10%). For the purpose of handling missing observations, each pair of variables had its correlations computed over all cases that had observations on both variables. This approach E v a l u a t e 5 4
Access 4 5 M a n a g e 2 6
I n t e g r a t e 4 7 D e fi n e 3 8
C o m m u n i c a t e 5 9
Access/Evaluate 8 10
Manage 2 11 Integrate 3 12
Define 2 13 Access 7 14
Evaluate 3 15 Create 4 Note. The number of items varies slightly from form to form. The item totals for the performance areas are as follows: access (15), create (7), communicate (8), define (5), evaluate (12), integrate (7), manage (4).
allowed us to conclude that a correlation between two items signifies that there is a perfect linear relationship between them and, therefore, they carry similar information with regard to the factorial structure of the test. As such, we did not need to exclude all cases that had at least one missing response on any of the items.
Analysis Approach
We conducted a variety of analyses to get a full picture of the factorial structure of the data. We performed analyses at both the item and the task level, moving from purely descriptive techniques (correlations) to exploratory principal component analyses to confirmatory factor analysis models. We used this approach so that earlier, simpler analyses might provide tentative hypotheses that could be tested in the later, more complex analyses. Table 2 presents item-level statistics based on the sample group's data. The average item score in Table 2 represents the mean calculated by first averaging all scores recorded for an individual item, then averaging that mean score with the mean scores calculated for all other individual items. However, of more interest is the average range of scores, which demonstrates a wide range of performance from low to high scorers. Based on the statistical reviews from the field trials of the iSkills assessment, the scoring rules were adjusted. The statistics from the sample group data illustrate the success of these reviews in keeping item statistics within acceptable ranges. Figure 3 shows the distribution of iSkills scores for the sample group.
Results
Item Statistics
Reliability
Scores on the iSkills assessment derive from all 58 items (each of the 15 tasks generates between two and seven item scores). Scorable elements of tasks are not completely independent as a result of appearing in a common context. This situation is similar to having sets of multiple-choice reading comprehension items that refer to a common reading passage, but with a potentially increased degree of induced dependence. Thus reliability estimates are calculated at both the item and task levels but reach acceptable levels in both cases. The split-half approach is used alongside the Cronbach's alpha reliability estimate. The split-half approach is designed to assess the consistency of results across items within the test. The test is reliable if the results from one-half of the test are similar to the results from the other half. In this case of the sample group's results, the item-based reliability estimates were expected to be high because of dependencies between items within tasks. At the item level, the Cronbach's alpha reliability estimate is .91 and the split-half estimate is .95. Based on task scores, alpha is .84 and the split-half estimate is .87.
Correlations
An analysis of the Pearson and polychoric correlations between items revealed an overall positive association and, for most tasks, an association between items of the same task that was higher than the overall association. The average of all Pearson and polychoric correlations (leaving out the diagonal of the correlation matrix) was .14 and .20, respectively. Table 3 displays the average correlations between the items belonging to the same task. Except for three tasks (shaded cells), the average of the correlations between the items belonging to the same task are considerably higher than the overall average correlation. Inspection of the correlations showed that those higher within-task correlations were not due to single item pairs. For example, 9 of the 10 Pearson correlations among the five items of Task 3 were larger than .14, the overall average of the Pearson correlations. Analogously, nine of the 10 polychoric correlations were larger than .20, the overall average of the polychoric correlations.
At the task level, again, all task scores showed a positive correlation, but tasks pertaining to the same performance area were not correlated to a higher degree than this overall correlation (Table 4 ). The mean correlation between these tasks scores was .26.
Exploratory Principal Component Analysis
In the next step, the correlational structure of the data was explored using principal component analysis (Everitt, 2005, ch. 3). Analogous to the previous section, analyses were performed at both the item and task levels.
At the item level, the principal component analyses were carried out on the Pearson correlation matrix. It was unclear how many substantial components were to be selected. The scree plot shown in Figure 4 suggests either one or three, but parallel analysis (comparing the eigenvalue of the observed correlation matrix to the average eigenvalues of the correlation matrices computed from 1,000 randomly generated data sets of the same size; Horn, 1965) hinted at no fewer than 13 factors. Note. Shaded cells indicate correlation lower than the average correlation between items. a One item left out because of polychoric correlation with one of the other items tending to 1. 26 .24 .20 .27 .31 6 .19 .32 .32 .36 .26 .22 .22 .27 .33 7 .27 .20 .24 .26 .17 .23 .15 .26 8 .31 .33 .21 .23 .24 .20 .31 9 .42 .30 .27 .30 .34 .29 10 .36 .24 .33 .37 .39 11 .14 .26 .30 .32 12 .14 .22 .20 13 .27 .37 14 .34
Note. Shaded cells indicate a correlation between two tasks measuring the same performance area.
Principal component analyses were carried out for a number of components corresponding to the two theoretical models of ICT literacy (7 individual components and 4 components combined as suggested by experts) and a 13-component model suggested by the parallel analysis. The components were rotated using the promax method (Hendrickson & White, 1964) . For 11 components in the solution with 13 components, the items that have a loading larger than .30 all belong to the same task. Tasks 1, 5, 7, 10, 11, and 12 do not show up as separate components, whereas Tasks 9 and 13 split up into two and three components, respectively. Note that for Task 9, the two components do not correspond to the subsets of items associated with each of the two performance areas the task is measuring.
The components of the solutions with fewer components roughly correspond to composites of the 13 components. The seven components do not correspond to the seven performance areas, nor did the four components correspond to the reduced performance area set.
With regard to the task correlation matrix, both the scree plot and the parallel analysis ( Figure 5) clearly favor a solution with one component. The loadings of the 15 tasks on this component are presented in Table 5 . Taken together, the results of the correlation analysis and exploratory factor analyses suggest the presence of one overall ICT literacy factor and perhaps a set of task-related factors but give no indication of factors related to performance areas. How well do the theoretical models-whether one factor, four factors, or seven factors-fit with the data? Although the exploratory analyses did not demonstrate factors that fit the multifactor theoretical models, a confirmatory factor analysis is needed to observe whether the data show any fit with the four-or seven-factor models.
Confirmatory Factor Analyses
For the item level, the results of the exploratory principal component analyses hinted at a confirmatory model that incorporates separate factors for each task to account for the higher than average correlations between the items belonging to the same task. Unfortunately, a model with a separate factor for each task turned out to be overparameterized and could not be estimated. (It was unclear why the model was not estimable, but the reason might have been related to the small number of items within some of the tasks.)
We instead conducted confirmatory analyses using the theoretical models outlined earlier: a seven-factor model corresponding to the seven ICT literacy performance areas and a four-factor model in which some areas were combined (define/access, evaluate, manage/integrate, create/communicate). Commonly used fit statistics indicated the seven-factor model fit poorly: The root mean square error of approximation (RMSEA) was .10, the comparative fit index (CFI) was .79, and the Tucker-Lewis index (TLI) was .81. These values are quite far from the suggested cut values (Hu & Bentler, 1999; Yu, 2002) of RMSEA < .06, CFI > .95, and TLI > .95. Inspection of the residual correlations revealed, almost without any exception, that the items measuring the same performance area but that were part of a different task had substantial negative residual correlations. Similarly, poor fit was obtained for the four-factor model, with fit statistics of RMSEA = .10, CFI = .84, and TLI = .83. With regard to the task level, by combining items into tasks, we are essentially creating item parcels (Bandalos & Finney, 2001) with two parcels representing each performance area (three in the case of access and evaluate; Figure 1 ). Such an approach is not without controversy (Little, Rhemtulla, Gibson, & Schoemann, 2013) and can lead to questionable model fit in confirmation factor analyses. However, we consider this approach warranted in this case given the item-level results suggesting strong relationships within items for a task and weak connections between items across tasks, even when they are meant to measure the same performance area.
For the task level, based on the results of the exploratory analysis, we investigated only the single-factor model. The single-factor confirmatory model fit very well, RMSEA = .02, CFI = .99, TLI = .98, implying that all correlations between the task scores are explained by a single factor and that no additional factors related to performance areas are needed. The factor loadings of the tasks were essentially the same as the ones obtained by the principal component analyses with one component.
Thus the confirmatory analysis confirmed the results of the exploratory analyses: At the item level, the components corresponded to tasks and not to performance areas, and at the task level, only one component was present. Taken together, the results suggest the presence of one overall ICT literacy factor but give no indication of factors related to performance areas.
Discussion
The results of this study suggest that ICT literacy is an integrated skill, as measured by iSkills. However, other instruments have similarly suggested that ICT literacy represents an integrated skill. For example, the results of the current study are similar to those of Catts's (2005a) study, previously discussed, in that a single-factor model should be the best fit to the data, suggesting that ICT literacy as measured by iSkills is an integrated skill. Unlike Catts, we did not observe distinct factors representing the seven performance areas of ICT literacy. Instead, tasks designed to target the same performance area were not correlated any higher than tasks targeting different areas. It might be that the structure of the iSkills assessment-with its items embedded within tasks-does not provide enough sensitivity to identify distinct elements. Additionally, the complex, scenario-based tasks might themselves address distinct aspects of the performance areas. Because of the length of the tasks, each iSkills test form contains only two tasks per performance area, so the tasks address distinct aspects of the performance areas by design. Each performance area comprises a rich set of skills. For example, one evaluate task might focus on students judging the authority and relevance of each of several Web sites, while another evaluate task asks students to judge the sufficiency of a set of materials as a whole to meet the needs of an assignment. The single-reference versus holistic evaluations might distinguish these tasks sufficiently so that they correlate no more than any other two tasks.
Given that the definition of each skill within the overall concept of ICT literacy is so distinctive, how is it that they are so undistinctive in measurement, as demonstrated by the best fit with a single-factor model? Bruce's (1997) notion of changing attitudes toward information and research might help to explain how ICT literacy (or information literacy) can consist of a long list of skills, agreed upon by many experts, yet data from assessments of information literacy show their best fit with a single-factor model (although there were limited indications of residual item dependencies between some pairs of items contained within the same task). We suggest that students' perceptions of research and information might influence the degree to which they learn and perform ICT literacy tasks.
For example, consider a student who views information as a collection of facts and sees research as a matter of locating the correct fact. Such a student might not see the value of thinking about alternative search terms (access skills). After all, "facts are facts," and the student might not perceive that others might describe his or her research topic using different words. Similarly, when communicating research findings, such a student would likely not see the benefit of tailoring the communication to the audience (communicate skills). Thus the student might produce the same report whether the audience is the student's professor, another student, or a sixth-grade class. A similar argument could be made for students with a more sophisticated view of research as knowledge building. With this view might come an appreciation for the different ways that people view information, leading the student to consider both alternative ways of describing a research topic (showing good access skills) and alternative ways of communicating information to different audiences (showing good communicate skills). These examples are not meant to constitute a theory but merely to illustrate how students' attitudes toward information can drive student performance on all aspects of ICT literacy skills.
The recent reformulation of the Information Literacy Competency Standards (ACRL, 2000) into the Information Literacy Framework (ACRL, 2015) suggests a recognition that information literacy, and, by extension, ICT literacy, is best characterized as an integrated skill. The results reported herein suggest that ICT literacy, as measured by iSkills, is consistent with this reformulation.
