Abstract. Let W be a finite or an affine Coxeter group and W c the set of all the fully commutative elements in W . For any left cell L of W containing some fully commutative element, our main result of the paper is to prove that there exists a unique element
Introduction.
Let W = (W, S) be a Coxeter group with S the distinguished generator set. The fully commutative elements of W were defined by Stembridge: w ∈ W is fully commutative, if any two reduced expressions of w can be transformed from each other by only applying the relations st = ts with s, t ∈ S and o(st) = 2 (o(st) being the order of st), or equivalently, w has no reduced expression of the form w = x(sts...)y, where sts... is a string of length o(st) > 2 for some s = t in S. The fully commutative elements were studied extensively by a number of people (see [3] , [6] , [7] , [15] , [16] , [17] , [18] ). Let W c be the set of all the fully commutative elements in W .
Let W be a finite or an affine Coxeter group. The aim of this paper is to prove a structural property for any left cell of W containing some element of W c : if z ∈ W satisfies Supported by Nankai Univ., the NSF of China, the SF of the Univ. Doctoral Program of ME of China, the Shanghai Priority Academic Discipline, and the CST of Shanghai Since the generalized Coxeter elements are fully commutative, this paper generalizes a result in my previous paper [14, Theorem 4.5] ; the latter described any left cell of W containing some generalized Coxeter element.
Note that the conclusion of Theorem 2.1 was proved in [17] for the case where W is a
Weyl or an affine Weyl group, using the knowledge of distinguished involutions of W in W c . The proof given in the present paper is independent of that in [17] , without assuming the knowledge of distinguished involutions in W c , and is applicable to a more general case:
W is a finite or an affine Coxeter group.
The contents of the paper are organized as follows. We collect some notations, terms and known results concerning cells and fully commutative elements of a Coxeter group W in Section 1. Then the main result of the paper is proved in Section 2. §1. Some results on fully commutative elements.
Let (W, S) be a Coxeter system. In the Introduction we defined the set W c of all the fully commutative elements of W . In this section, we collect some notations, terms and known results for later use.
1.1.
Let be the Bruhat-Chevalley order and (w) the length function on W . Given J ⊆ S, let w J be the longest element in the subgroup W J of W generated by J. Call J fully commutative if the element w J is so.
For w, x, y ∈ W , we use the notation w = x · y to mean w = xy and (w) = (x) + (y).
In this case, we say that w is a left (resp., right) extension of y (resp., x), and say that y (resp., x) is a left (resp., right) retraction of w. More generally, we say z is a retraction of
We have the following results on the elements in W c :
Lemma. (see [17, From now on, we always assume that W is a finite or an affine Coxeter group unless otherwise specified. .
By the notation x--y in W , we mean that max{deg
, where P x,y is the celebrated Kazhdan-Lusztig polynomial associated to the ordered pair (x, y) in W , and we stipulate that the degree of the zero polynomial is −∞. 
The digraph G(χ) so obtained usually depends on the choice of an expression χ of w.
However, if two expressions of w can be obtained from each other by only applying the relations of the form st = ts for some s, t ∈ S with o(st) = 2, then their corresponding digraphs are the same. In particular, when w is in W c and an expression χ of w in (1.6.1)
is reduced, the digraph G(χ) only depends on the element w, but not on the particular choice of a reduced expression χ of w. In this case, it makes sense to denote G(χ), V(χ),
By the above construction of a digraph G(w) for w ∈ W c , there exists a natural map φ : s i → s i from V(w) to S and hence V(w) can be regarded as a multi-set in S.
Note that the above definition of the digraph G(w) can be regarded as a reformulation of Viennot's notion of a heap (see [19] ). The digraph G(w) is also a certain kind of dependence graph (see [5] for example). containing a source (resp., a sink) of
, R(w) R(ws) and R(w) R(ws)) hold if
and only if the removal of the source (resp., sink) s from G(w) yields a new source (resp., sink) in the resulting digraph.
For w ∈ W c , there is an expression w = x · w J · y for some J ⊆ S and x, y ∈ W if and only if there is a node set J of G(w) with φ(J) = J and |J| = |J| such that (1.7.3) for any s = t in J, there is no directed path connecting s and t in G(w).
Denote by n(w) the maximum possible cardinality of a node set J of G(w) satisfying condition (1.7.3). Then n(w) is also the maximum possible value of (w J ) in an expression w = x · w J · y, or equivalently, the maximum size of an antichain in the corresponding heap.
1.8. Let F c be the set of all the elements
Proposition. Assume that W is a finite or an affine Coxeter group.
(1) If w ∈ F c then any right retraction of w is also in F c (see [17, Lemma 3.14] (2)), we may assume w ∈ F c without loss of generality. Say an element x ∈ W satisfies
The main result of the paper is to prove We break the proof of Theorem 2.1 up into some lemmas. 
This implies J \ J = {s} by Lemma 1.1 (3). So we get from (2.2.3) and (2.2.7) that (2.2.8)
On the other hand, we have 
This implies by (2.2.5) and (2.2.11) that
For (b), the conclusion that s commutes with any v ∈ S with v w J · y follows by Proof. We have a reduced expression y = y ·s of y for some y ∈ W . Let w 1 = sw = w J ·y.
Then w 1 ∈ W c . By (2.2.7), we have w = s · w 1 = w J y ss . We claim that w 1 can be transformed to w 1 u by a right {u, u }-star operation for some u ∈ R(y) and u ∈ S with uu = u u. For otherwise, we would have w (ii) Next we claim that
This is because n(w) 2 for any w ∈ W , n(x) = 1 for any We claim that the cases of z = x·w J ·y and z = x ·w J ·y can't happen simultaneously.
For otherwise, we would have x·u = x ·s. Since s = u, this implies s ∈ R(x), contradicting the fact that xw J = x · w J (see (2.2.3)). So we must have z = w by the assertions (ii)-(iv).
This completes our proof.
Theorem 2.1 tells us that any w ∈ F c is the unique shortest element in the left cell L w of W containing w and that any z ∈ L w has the form z = x · w for some x ∈ W . (2) Corollaries 4.10 and 4.11 in [17] are the consequence of Theorem 2.1.
