In this paper, we present the computational task-management tool Ganga, which allows for the specification, submission, bookkeeping and post-processing of computational tasks on a wide set of distributed resources. Ganga has been developed to solve a problem increasingly common in scientific projects, which is that researchers must regularly switch between different processing systems, each with its own command set, to complete their computational tasks. Ganga provides a homogeneous environment for processing data on heterogeneous resources. We give examples from High Energy Physics, demonstrating how an analysis can be developed on a local system and then transparently moved to a Grid system for processing of all available data. Ganga has an API that can be used via an interactive interface, in scripts, or through a GUI. Specific knowledge about types of tasks or computational resources is provided at run-time through a plugin system, making new developments easy to integrate. We give an overview of the Ganga architecture, give examples of current use, and demonstrate how Ganga can be used in many different areas of science.
the code to execute; input data for processing; data produced by the applica- progression from rapid prototyping on a local computer, to small-scale tests 31 on a local batch system, to the analysis of a large dataset using Grid resources.
32
In Ganga, the user has programmatic access through an Application Pro-33 gramming Interface (API), and has access to applications locally for quick 34 turnaround during development.
35
Ganga is a user-and application-oriented layer above existing job submission 36 and management technologies, such as Globus [5] , Condor [6] , Unicore [7] or 37 gLite [8] . Rather than replacing the existing technologies, Ganga allows them 38 to be used interchangeably, using a common interface as the interoperability 39 layer.
40
It is possible to make Ganga available to a user community with a high 41 level of customisation. For example, an expert within a field can implement a 42 custom application class describing the specific computational task. The class 43 will encapsulate all low-level setup of the application, which is always the 44 same, and only expose a few parameters for configuration of a particular task.
45
The plugin system provided in Ganga means that this expert customisation 46 will be integrated seamlessly with the core of Ganga at runtime, and can be 47 used by an end-user to process tasks in a way that requires little knowledge 48 about the interfaces of Grid or batch systems. Issues such as differences in data 49 access between jobs executing locally and on the Grid are similarly hidden.
50
Ganga may be used as a job management system integrated into a larger 51 system. In this case Ganga acts as a library for job submission and control. 52 In particular, Ganga may be used as a building block for the implementation 53 of Grid Portals which allow users access to Grid functionality through their 54 web browsers in a simplified way. These portals are normally domain specific 55 and allow users of a distributed application to run it on the Grid without 56 needing to know much about Grid tools. exploit advanced use-cases, and scripting for automation of repetitive tasks.
85
For Ganga sessions the current usage fractions are 55%, 40% and 5% respec-86 tively for interactive prompt, scripts and GUI. As shown in Fig. 1 , the three 87 user interfaces are built on top of the Ganga Public Interface (GPI) which 88 in turn provides access to the Ganga core implementation.
89
A job in Ganga is constructed from a set of components. All jobs are required
90
to have an application component and a backend component, which define
91
respectively the software to be run and the processing system to be used.
92
Many jobs also have input and output dataset components, specifying data 93 to be read and produced. Finally, computationally intensive jobs may have a 94 splitter component, which provides a mechanism for dividing into independent 95 subjobs, and a merger component, which allows for the aggregation of subjob 96 outputs. The overall component structure of a job is illustrated in Fig. 2 .
97
By default, the GPI exposes a simplified, top-level view suitable for most 98 users in their everyday work, but at the same time allows for the details of underlying systems to be exposed if needed. An example interactive Ganga 100 session using the GPI is given in Appendix A.
101
Ganga prevents modification by the user of a submitted job. However, a copy 102 of the job may easily be created and the copy can be modified. Ganga mon-
103
itors the evolution of submitted jobs and categorises them into the simplified 104 states submitted, running, completed, failed or killed.
105
All job objects are stored in a job repository database, and the input and 106 output files associated with the jobs are stored in a file workspace. Both the 107 repository and the workspace may be in a local filesystem or on a remote 108 server.
109
A large computational task may be split into a number of subjobs automati-
110
cally according to user-defined criteria and the output merged at a later stage.
111
Each subjob will execute on its own and the merging of the output will take 112 place when all have finalised. on remote machines using ssh.
185
As an example, the batch backend component defines a single property that 
204
Other dataset components are specialised for use with a particular application,
205
and so are discussed later.
206
A strict distinction is made between the datasets and the sandbox (job) files.
207
The former are the files or databases which are stored externally. The sandbox
208
consists of files which are transferred from the user's filesystem together with 209 the job. The sandbox mechanism is designed to handle small files (typically 210 up to 10MB) while the datasets may be arbitrarily large.
211

Splitter components
212
Splitter components allow the user to specify the number of subjobs to be 213 created, and the way in which subjobs differ from one another. As an example, 3 Implementation
230
In this section we provide details of the actual implementation of some of the 231 most important parts of Ganga. The monitoring sub-system also keeps track of the remaining validity of au- The Ganga Graphical User Interface (GUI), shown in Fig. 5 and built us- • it locally sets up the environment for the chosen application;
410
• it determines the user-owned shared libraries required to run the job;
411
• it parses the configuration file supplied, including all its dependencies;
412
• it uses information obtained from the configuration file to determine the 413 input data required and the outputs expected;
414
• it registers the inputs and outputs with the submission backend.
415
The user, then, only needs to specify the name and version of the application 416 to run, and the configuration file to be used. subjob is available in its entirety at a minimum of one location on the Grid.
442
This gives significant optimisation, as it avoids subjobs having to copy data 443 across the network before an analysis can start. This usage is expected to rise dramatically after the start of the LHCb data 449 taking.
450
The Robot in Ganga is used within LHCb for end-to-end testing of the dis- 
496
• A job can be divided into several subjobs, each processing a given number 497 of files from the full dataset.
498
• In a Grid job, after the Athena application has completed, the user output 499 is stored on the storage element of the site where the job was run, and is 500 registered in DQ2.
501
In the second half of 2008, more than 4×10 5 Grid jobs were submitted through
502
Ganga by ATLAS users. Following a procedure similar to that of LHCb, the In addition to data analysis, users sometimes need to simulate event samples which Ganga has been used. . Schematic representation of the image-retrieval system developed by Imense Ltd. Image characteristics are determined by applying feature-extraction algorithms, and an ontological query language bridges the semantic gap between terms that might be employed in a user query and terms understood by the processing system.
533
By using the Ganga framework for job submission and management, it has 534 been possible to port and deploy a large part of Imense's image-analysis tech-535 nology to the Grid and build a searchable index for more than twenty-million 536 high-resolution photographic images.
537
The processing stages for the image-search system -image analysis and in- giving maximum flexibility.
550
At runtime, images are retrieved and segmented one at a time, all of the images 551 are classified, and finally an archive is created of the output files (several per 552 input image). The archive is returned using the sandbox mechanism in Ganga 553 when using the Local backend, and is uploaded to a storage element when 554 using the Grid LCG backend.
555
The specialised dataset component provides methods for downloading a re- [51] . The DIANE worker agents are executed as Ganga jobs, so 606 that resource usage may be controlled by the user from the Ganga interface.
607
This approach allows the efficiency of the DIANE overlay scheduling system 608 to be combined with the well-structured job management offered by Ganga, 609 as well as combining Grid and non-Grid resources under a uniform interface.
610
Also, this allows the efficient implementation of low-latency access to Grid 611 resources and improvements to responsiveness when supporting on-demand 612 computing and interactivity [52] . 
Conclusion
620
Ganga has been presented as a tool for job management in an environment of 621 heterogeneous resources and is particularly suited to the Grid paradigm that 622 has emerged in large-scale distributed computing. Ganga makes it easy to 623 define a computational task that can be executed locally for debugging, and 624 subsequently be run on the Grid, for large scale data mining. We have shown 625 how Ganga simplifies task specification, takes care of job submission, moni-626 toring and output retrieval, and provides an intuitive bookkeeping system.
627
We have demonstrated the advantages of having a well-defined API, which can 628 be used interactively at the Python prompt, through a GUI or programmat- Tull.
660
The developers would also like to thank the large number of users, from both 661 within and outside particle physics, for their valuable suggestions for improv-662 ing Ganga, and for their help in debugging problems.
663
A Examples
664
Below we give a set of examples of working with Ganga. For ease of reading,
665
Python keywords are in bold. First we look at a complete Ganga session. Here, we use the fact that standard Python commands are available at the 702
