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Abstract
Certain experiments involve the high-throughput quantification of image data, thus requiring 
algorithms for automation. A challenge in the development of such algorithms is to properly 
interpret signals over a broad range of image characteristics, without the need for manual 
adjustment of parameters. Here we present a new approach for locating signals in image data, 
called Segment and Fit Thresholding (SFT). The method assesses statistical characteristics of 
small segments of the image and determines the best-fit trends between the statistics. Based on the 
relationships, SFT identifies segments belonging to background regions; analyzes the background 
to determine optimal thresholds; and analyzes all segments to identify signal pixels. We optimized 
the initial settings for locating background and signal in antibody microarray and 
immunofluorescence data and found that SFT performed well over multiple, diverse image 
characteristics without readjustment of settings. When used for the automated analysis of multi-
color, tissue-microarray images, SFT correctly found the overlap of markers with known 
subcellular localization, and it performed better than a fixed threshold and Otsu’s method for 
selected images. SFT promises to advance the goal of full automation in image analysis.
Introduction
Many types of scientific experiments use images to collect data. In order to derive 
information from the image data, it must be interpreted to produce quantitative or semi-
quantitative information. If the user simply needs semi-quantitative evaluation from a small 
number of datasets, the user could visually inspect and interpret each image. Or if the 
analysis involves the recognition of highly complex features or patterns, as in the inspection 
of tissue by a medical pathologist to render a diagnosis, manual interpretation may be 
required. But if the user requires precise and objective quantification, or analysis of signals 
that are difficult to locate by eye, or the analysis of many data sets, automated interpretation 




Anal Chem. Author manuscript; available in PMC 2016 May 03.
Published in final edited form as:





















would be preferable.1–2 With the ever-improving quality, content, and volume of image data, 
the demands upon the software tools for image analysis are increasing.1
Among the many applications of automated image analysis, an important area is medical 
practice and research. In clinical practice, where results from images could be used to 
inform treatment decisions, a significant goal is to remove the subjectivity and inter-operator 
variability that sometimes influence results. Scientists are developing new tools for the 
analysis of images from X-rays,3 MRI, PET, ultrasound, CT, cytology,4–5 and 
immunohistochemistry, 2, 6–8 among others. In biomedical research, automated image 
analysis is important for high-throughput methods such as tissue microarrays,9 blood cell 
analysis,5 high-content screening of cellular features or behavior,10–11 cell-based drug 
screening,11–12 or imaging of animal models such a C. elegans.7, 13–14 Many such studies 
would not be possible without some level of automation in the image analysis.
The development of robust algorithms for image analysis continues to be a challenge. A 
common difficulty in automating the analysis of images is to account for the diverse and 
unpredictable nature of image data; a broad range of signal levels, amounts, and 
morphologies is common within any given data type.15 Most algorithms perform well when 
the image has predictable characteristics or conforms to certain assumptions, but not well if 
the image has other qualities. A widespread strategy is to use histograms of pixel intensities 
to model the signal and background distributions and to find thresholds.2, 16–18 The use of 
histograms requires sufficient representation of signal and background to properly find the 
distributions, and it can have difficulty handling images with noise spikes in the background. 
Other strategies rely on edge detection to locate signal regions, typically by finding steep 
intensity gradients or high spatial frequencies.19–21 Such approaches may not be reliable 
where steep edges are not present in the signal regions, or where shapes are irregular. In 
some images, portions of true signals have sharp edges and others do not, making a single 
threshold in gradient or spatial frequency inaccurate in certain places. The Watershed 
Transformation looks for contiguous regions that are higher than surrounding regions, thus 
distinguishing cohesive “hills” from neighboring “valleys.”22 Several variants on this 
approach have appeared that function well in particular applications such as the 
identification of atypical cells in cytological images.5 But similar to the above methods, the 
optimal threshold may be significantly different between images. Furthermore, methods 
using a single threshold to distinguish signal from background have the problem of allowing 
spikes—random, sharp elevations from noise—to be counted as signal. Filtering can reduce 
spikes but also blur or alter true signals. Alternatively, one could model the shapes and sizes 
of true signals,23 and the user can train a system to recognize specific features,14 but such 
methods function well only where true signals are predictable.24 In practice, one could 
combine manual and quantitative interpretation, for example by having the software perform 
a primary analysis and having the user adjust settings for unusual cases,7 but a manual 
review of the data limits objectivity and throughput.
We explored a new approach to image analysis, called Segment and Fit Thresholding (SFT). 
SFT is based on statistical characteristics of signal and background signal that hold true in 
segmented portions of an image. The method defines thresholds for identifying background 
and signal by fitting the relationships among the segmented data. By eliminating the need 
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for assumptions about the amount, location, intensities, or sizes of the signals, SFT can 
properly locate signals in images with highly diverse characteristics, without user 
intervention. Here we present the development and optimization of the method and the 
testing of its performance for analyzing microarray and multi-color immunofluorescence 
data.
Methods
Antibody Microarray Data Collection and Analysis
EDTA-plasma samples were collected at the University of Pittsburgh School of Medicine 
from patients scheduled to undergo examination by endoscopic ultrasound. All samples were 
collected under approved human-subjects protocols. We analyzed the plasma samples on 
antibody arrays using methods previously described.25–28 The Supplementary Information 
provides details of the experiments used here.
Immunofluorescence Experiments
The tissue microarrays were produced using resected pancreatic tumors collected at the 
Memorial Sloan Kettering Cancer Center, as described earlier.29 In addition, the VARI 
Biospecimen facility provided formalin-fixed, paraffin-embedded tissue from patients who 
underwent pancreatic resections at a regional hospital affiliate in Grand Rapids, MI. All 
samples were collected under approved human-subjects protocols. We performed the 
immunofluorescence experiments according to standard protocols30 (see Supplementary 
Information).
For analysis using a fixed threshold and Otsu’s method, we used Inform 2.1.1 from 
PerkinElmer. The colocalization and single-channel analyses by Otsu’s method were 
performed individually on each image.
Software Development and Data Preparation
We developed and tested the software to implement SFT using MATLAB version R2014a, 
supplemented with the image processing and curve fitting toolboxes. We used Microsoft 
Excel for analyzing numerical output, GraphPad Prism for the preparation of graphs, and 
Canvas XIV for the preparation of figures.
Results
Segment and Fit Thresholding
The core feature of the SFT method is dividing the image into component segments and 
calculating statistics for each segment (Fig. 1). The program calculates various statistics 
among the pixels in each segment, such as the mean and coefficient of variation (CV). The 
program plots the values for particular statistics over all segments and fits a quadratic 
equation to the relationship. We use a quadratic fit because the relationships are expected to 
be relatively regular, rather than showing up-and-down behavior as allowed by higher-order 
fits.
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Analyzing an Image to Find Signals
SFT makes use of the fact that background regions generally have different statistical 
features from signal regions. For example, signal regions generally have higher intensities 
and higher CVs than the background regions. By fitting relationships over multiple 
segments, we remove the noise associated with any individual segment and get a better 
estimate of the true relationship between statistics, such as between signal and CV.
The first step in analyzing an image is to locate the background regions (Fig. 2A). The user 
can empirically determine for a given data type the maximum CV that is typical for the 
background regions (we give more details below on this choice). The program then finds the 
mean that best corresponds to the CV threshold, based on the quadratic fit of the 
relationships among the segments. The resulting mean is used as a threshold for finding 
background regions. The program marks the segments with a mean less than the threshold, 
and for each pixel, it counts the number of times it is included in a marked segment. (Using 
a 3x3 segment, each pixel would be included in 9 segments, except for pixels near the edge 
of the image.) The pixels for which greater than a certain percentage of the segments (we 
used 50% for the microarray data) are marked are defined as background pixels.
The next step is to analyze the background to determine a threshold for finding signal (Fig. 
2B). Any segment for which greater than 50% of its pixels are background pixels is counted 
as a background segment. For all background segments, the standard deviations and medians 
are calculated, plotted, and fitted. The program then calculates the median of all background 
segments and plugs the resulting median into the quadratic fit to find the corresponding 
standard deviation.
The next step is to locate the signals in the image (Fig. 2C). In the example shown here, the 
threshold for each segment is the background median plus three times the background 
standard deviation. The program segments the image and marks the segments that have a 
median above the threshold. To be classified as signal, a pixel must be included in a 
minimum percentage of segments with medians exceeding the segment threshold. In 
addition, a pixel must have an intensity that exceeds a pixel threshold. The threshold for the 
intensity of the pixel is based on the median and standard deviation of all background pixels 
identified previously.
In the application of SFT to microarray and immunofluorescence data, we set the parameter 
values empirically based on detailed examinations of results (Fig. S1). We found that the 
optimal settings differed between the data types (Table S1), but that within each data type, 
the optimized settings performed well over all images, as described below. Also, the final 
results were not highly sensitive to changes in the settings of a parameter; changing the 
background CV threshold from 0.05 to 0.4 in immunofluorescence data resulted in minor 
differences in pixels selected (Fig. S2).
Application to Antibody Microarray Data
We tested the method on data from the analysis of plasma glycoproteins using antibody-
lectin sandwich arrays, as presented earlier25–27. The implementation of SFT for microarray 
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analysis involved the additional capabilities of finding the locations of the spots and 
matching the identities of the antibodies to the spots.31 (See Supplementary Information.)
SFT gave nearly identical values to a manual analysis (using GenePix 5.0) over all spots for 
an array with good spot intensities and morphologies (Fig. 3A). For an array with generally 
weak signals, the correlation between methods was lower because of noise in the signals, but 
the methods arrived at a similar value for the bright, positive-control spot (Fig. 3B). Using 
an array with some defective spots, the manual method with semiautomated spot finding 
arrived at higher values than the SFT method (Fig. 3C). An examination of the spots showed 
the reason: the manual method using spot-finding features zoomed in on the highest portion 
of the disjointed spots and ignored the remainder of the true signal, thus giving an 
abnormally high value by not averaging over all signal pixels. The SFT method, in contrast, 
found all true signal pixels, whether in an orderly pattern or not, and thus gave lower average 
values.
Application to Immunofluorescence Data
To implement the method for immunofluorescence (IF), we had to account for regions with 
no tissue. Regions with no tissue are neither background nor signal; they simply do not 
contain data. We used the concept that regions with no tissue should generate very little 
fluorescence and thus have lower CVs than the regions with tissue. Using a maximum CV 
threshold of 0.1, as determined by empirical testing (see Table S1 for the other settings for 
this step), we found that the method correctly identified non-tissue regions, including both 
the corners of the image and the hollow regions of the core (Fig. 4A). The identification of 
non-tissue areas using the same parameter settings was robust over all images tested (Fig. 
S3). After eliminating the non-tissue regions, the method identified with good accuracy both 
the background and signal regions in each channel of 3-color immunofluorescence data (Fig. 
4A).
An important use of IF experiments is to detect colocalization of fluorescent signals from 
distinct probes.32 The program scans the analyzed results from each color, and if a minimum 
percentage of the pixels within a segment in each channel are signal pixels, then all the 
signal pixels of either color within the segment are counted as colocalized (Fig. 4B). The 
parameters of the size of the segment and the percentage of pixels with signal could be 
adjusted according to the needs of the experiment; in the examples of Figure 5, we used a 15 
x 15 pixel segment, which was the average size of a cell in the tissue images, and required 
25% of the pixels in the segment for all colors to be signal pixels.
We applied the method to images for which the subcellular localization and expected 
colocalization of individual signals was known. The DAPI dye stains DNA and thus 
localizes to the nuclei; the small nuclear U6 RNA is specific to nuclei and thus should 
colocalize with DAPI; and the microRNA miR-21 is cytoplasmic and should not colocalize 
much with DAPI (some overlap would occur due to the 3D nature of cells). An automated 
analysis of 12 cores from a tissue microarray (TMA) showed higher levels of U6/nuclear 
colocalization than miR-21/nuclear colocalization (Fig. 4C). In contrast, cores from the 
same TMA stained for two cytoplasmic proteins—vimentin and CK19—showed no 
differences between the proteins in colocalization with DAPI (Fig. 4C).
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We further tested the automation of SFT by analyzing multiple images from a TMA stained 
for 2 different proteins, MRC2 and epcam. We processed 14 images using the pre-defined 
settings (given in Table S2) without user intervention. The images had huge differences 
between them in the signals from the three colors, yet in each case the relative amounts of 
signal and colocalization detected by SFT matched a visual inspection of the images (Fig. 
S4).
Comparison to Fixed Thresholds and Otsu’s Method
We compared two other methods to SFT: a fixed threshold that was optimized by visual 
inspection of several images, and the widely-used Otsu method, implemented in a 
commercial package. Otsu’s method fits theoretical signal and background distributions to a 
histogram of pixel intensities and chooses a threshold to minimize overlap between the 
distributions.33 Using images described above (Fig. 4C), a comparison of miR-21/DAPI to 
U6/DAPI colocalization confirmed the expected higher levels of U6/DAPI colocalization 
when analyzed by SFT but showed a few cores with divergent behavior when analyzed by 
the fixed threshold or Otsu’s method (Fig. 5A). Three cores (cores 3, 4 and 5) had elevated 
miR-21/DAPI by the fixed threshold, and two cores (cores 1 and 5) were higher by Otsu’s 
method.
We speculated that the elevated miR-21/DAPI colocalization was due to low thresholds in 
the miR-21 channel, given that DAPI staining is typically regular and distinct. We thus 
examined the thresholds of each method relative to the histograms of pixel intensities in the 
miR-21 channel (Fig. 5B). For a core that had similar miR-21/DAPI values between the 
methods (core 10), all the thresholds were in the broad tail of the histogram, which is the 
region of expected signal, and the maps of identified pixels were similar. The three cores 
with elevated miR-21/DAPI by the fixed threshold had histograms shifted to higher 
intensities, resulting in a threshold that selected pixels from nearly the entire cellular regions 
of cores 4 and 5. Core 11 had a low-intensity distribution, resulting in a fixed threshold that 
was off the tail of the histogram and that selected few pixels. Otsu’s method performed well 
for most cores but selected thresholds in the background distributions for cores 1 and 5, 
resulting in widespread signal detection.
In contrast, the SFT box and pixel thresholds were in the tail of the histogram in each case, 
and the maps of detected pixels showed identifications of the regions that were clearly 
brighter in the raw image. The advantage of using both a box and pixel threshold appeared in 
cases where the thresholds were similar between the methods, such as cores 3 and 10. By 
rejecting noise spikes through the use of a box threshold, SFT produced cleaner selections of 
the bright regions than Otsu’s method or the fixed threshold. A detailed view of the selected 
pixels at precisely-optimized, fixed thresholds confirmed this difference between the 
methods (Fig. S5).
Discussion
The goal of this work was to create a method that can find signals in image data without the 
need for manual adjustments based on visual inspection. This ability is important for a wide 
range of research and technological applications, such as in the analysis of 
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immunofluorescence signals from cohorts of patients. 34 The characteristics of images rarely 
are consistent across all instances; signal levels, relative proportions of signal and 
background, and shapes and sizes of signals can vary immensely, especially among images 
of complex material such as tissue. SFT introduces two features that can help with this 
challenge. The first is the use of statistical properties of background and signal regions that 
are more consistent between images than the properties mentioned above, and the second is 
the scanning of segments to determine best-fit relationships between the properties and to 
locate regions meeting certain criteria. We demonstrated that SFT was robust for the analysis 
of microarray and immunofluorescence data. The immunofluorescence images were 
particularly challenging application because they were acquired using several different 
antibodies and RNA probes and displayed large variation in signal intensities and 
distributions.
The method relies on certain foundational assumptions. First, it assumes that background 
regions have lower means, standard deviations, and CVs than signal regions. This 
assumption is reasonable because in background regions the source of variation between 
pixels is due mainly to random noise. Random variation in signals follows a Poisson 
distribution, so the great majority of pixels intensities will be within 2 standard deviations of 
the mean. True signal, on the other hand, will have additional sources of variation between 
pixels, such as the amount of analyte present in a region. This relationship, however, is not 
true for every segment, due to noise and signal variation, which is why we examine overall 
trends among segments. By fitting the relationships, we can find the best approximation of 
the value in one statistic that corresponds to a value in another statistic.
The method also assumes that the segments are small enough to properly sample the 
background; that is, that some areas of the image are mostly background, so that many of the 
segments are entirely in background regions. This assumption is fulfilled in nearly all data, 
because if measurements do not include background and are almost entirely signal, one has 
no basis for distinguishing signal from background. Furthermore, the user can adjust the 
segment size according to the resolution of the image.
The comparison with a fixed threshold and with Otsu’s method revealed the challenges in 
the analyses. A fixed threshold was not sufficient for data such as immunofluorescence, 
because background and signals levels varied so much between cases. Otsu’s method 
performed well in many cases but not where the histograms had irregular shapes, such as a 
low-signal peak from regions where there was no tissue. Potentially one could modify the 
method to account for no-tissue regions, but because such regions are not always present and 
have widely varying amounts and levels, predicting the characteristics would be difficult. 
Another problem with a single threshold, whether determined by Otsu’s method or set 
manually, is the allowance of “spikes” of single, high-intensity pixels. The SFT method 
requires the median of the whole segment to be above a segment threshold, thus eliminating 
spikes. SFT can locate fine features through the use of small segments and by requiring only 
one segment to be above the threshold.
We anticipate that this approach could be used in conjunction with additional statistics. For 
example, one could examine relationships between intra-segment correlations and median 
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signals. One might expect correlations between neighboring rows in a segment to be higher 
in true signal regions than in background regions. One also could examine relationships with 
auto-correlations—calculated as the correlation between segments shifted by a given number 
of pixels—as a means of finding signals, because one would expect regions containing no 
signal to have no auto-correlation but regions containing rising or falling signal to have 
higher auto-correlations.
While colocalization analysis was not the main focus of this work, the SFT approach could 
add to the colocalization toolkit by complementing or being used in conjunction with 
previous methods. The choice of colocalization method would depend on the goals and 
needs of the particular analysis, as reviewed in detail elsewhere32. In some cases, complete 
pixel overlap might be best, in other cases some flexibility in overlap would be good, and in 
other cases the identification of cellular components such as membranes may be necessary. 
The method presented here is a valid option when markers would be expected to be near one 
another but not necessarily overlapping, and not necessarily linked to subcellular 
localization. Examples would be two extracellular markers, or a membranous and 
extracellular marker, or two markers in cells with unpredictable shapes.
The SFT approach could be used for other data types beyond those presented here, such as 
linear data collected over time, three-dimensional images, or mass-spectrometry data. For 
each application, we predict that statistical relationships in background and signal regions 
exist that will allow locating signals without making assumptions about the amount, 
strength, size or shape of true signals. Only by eliminating the dependence on such 
assumptions will it be possible to reliably find signals across the diverse range of behaviors 
encountered in most experimental situations. The method presented here could meet such a 
requirement and contribute to the full automation of image analysis.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Segmenting and fitting image data
The program uses a sliding box to segment the entire image. For each segment, the program 
calculates statistics such as mean, median, standard deviation, and coefficient of variation 
(CV). The results from selected statistics are plotted against each other and fit with a 
quadratic line.
Ensink et al. Page 10





















Figure 2. Using SFT to locate signals in images
A) Background location. The program segments the image, plots the means of the segments 
with respect to their CVs, and finds the best quadratic fit. A CV value, determined 
empirically as a typical maximum CV in background regions, is input into the line of best fit 
to obtain the corresponding mean as a background threshold. Each segment is compared to 
the background threshold to identify the background pixels. B) Background analysis to 
determine signal thresholds. The program computes the medians and standard deviations of 
segments that contain mostly background pixels. The median of all segment medians is 
entered into the equation from the quadratic fit to calculate the corresponding standard 
deviation. C) Signal location. A threshold for each segment is calculated using the median 
and standard deviation of the background. Pixels are counted as signal based on the 
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percentage of segments in which they are included that are above the threshold, and on 
whether they exceed a pixel threshold.
Ensink et al. Page 12





















Figure 3. Application of SFT to microarray data and comparison with manual analysis
We quantified the median signal in each spot both by SFT and by manual analysis and 
plotted the resulting values with respect to each other. In the zoomed images of individual 
spots, the pixels within the red ring were counted as signal pixels for the manual method. A) 
Using an array with many spots containing signals, the correlation between methods over all 
spots was very good. B) In arrays with low signals, the correlation was less for weak spots 
but still apparent. SFT properly found very weak signals. (C) In an array with defects to spot 
morphologies, outliers to the overall correlation were typically caused by bias in selecting 
signal regions in the manual method.
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Figure 4. Application of SFT to mulit-color immunofluorescence data
A) Processing steps in 3-color immunofluorescence data. The SFT method determines a 
threshold to locate and eliminate the regions of the raw image (panel 1) that contain no 
tissue. The non-tissue pixels are highlighted gold in panel 2. The program separates the 
channels (panel 3); identifies the background pixels (highlighted gold in panel 4); and 
locates the signal pixels (highlighted in their respective colors in panel 5). B) Colocalization 
analysis. The program scans segments to find those with a minimum number of signal pixels 
in each segment. C) Application to markers with known subcellular locations. SFT properly 
quantified relative levels in colocalization between DAPI and the indicated markers.
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Figure 5. Comparisons between methods
A) miR-21/DAPI versus U6/DAPI colocalization. SFT found a higher level of U6/DAPI 
colocalization in each case, but the other methods found higher levels of miR-21/DAPI 
colocalization in certain cases. B) Distributions and identified signals in the miR-21 channel. 
The thresholds were in the proper location of the tail of the pixel-intensity histogram in 
some cases (core 2) but not always. An improper threshold resulted either in detected signal 
from entire cellular region (cores 3, 5, and 6) or missed signal (core 4). In each case, the SFT 
box and pixel thresholds were in the tail of the histogram and resulted in pixel detection that 
matched the signal regions in the raw image.
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