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Abstract:
 
In this research, we studied the performance of 
Arabic information retrieval system using different indexing 
approaches (fullword, stem, and root); the system used 50 
queries tested
 
against 1000 text documents collected from 
various Arabic newspapers web sites. The vector space model 
and cosine similarity measure were used to implement the 
system. We evaluate the system using R-precision measure. 
The results for our system show that the stem is more efficient 
in terms of both storage space requirement and query 
processing time compared to the other types of index-term. 
The results also show that the fullword takes the largest disk 
space and performs the worst for the query processing.
 
The 
experimental results demonstrate that the fullword search 
gives the best retrieval performance overall other search 
methods; in addition the stem outperforms the root.
 
   
    
 
he idea of Information Retrieval (IR) is accurately 
retrieving relative stored documents for a given 
natural language query (Baeza-Yates and Ribeiro-
Neto
 
1999). With the vast advances in computer 
processing capabilities and storage capacity, more and 
more information being digitized, a recent survey 
conducted in January 2011
 
by NetCraft states that the 
web has around 273,301,445
 
web sites (NetCraft
 
2011), 
for that the necessity for effective and reliable IR system 
is now highly importunate.
 
IR systems are software that 
enables the user to locate the required information and 
to minimize the time and efforts overhead, two important 
measurements are usually recorded for IR systems 
which are recall and precision, those two measurements 
are obtained by analyzing the retrieved documents 
relevancy to the user‟s query, usually all documents 
manually classified as relevant or irrelevant document 
for each query-which is called binary relevancy 
(Kowalski
 
and Maybury
 
2000).
 
1)
 
Arabic Information Retrieval (AIR)
 
Arabic is a Semitic language spoken by more than 250 
millions, and understood by around two billions around 
the world, since Arabic is the liturgical language of Islam 
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Qaboos University, Oman. E-mail: Basel1996@yahoo.com
 
Nations languages (Al-Shawakfa
 
et al. 2010).
 
Arabic is 
highly inflected language, it consists of around 4500 
roots, with more than 100 different patterns which gives 
rise to huge lexical variation, uttered text contains 
diacritics that alter the phonetic representation and 
convey various meaning to the same lexical form and 
represents the word‟s orthography, these diacritics are 
removed in the normalization process which is 
discussed below to prepare the text for IR system; which 
in many cases reveals the meaning of the words and 
increases the ambiguity of the words (Larkey
 
et al. 
2002).
 
The thriving of word forms, orthography 
variability, and lingual variability complicate the IR task 
and make difference between the word found in a query 
and the same word located in the searched documents 
(Larkey
 
et al. 2005), however approaches such as 
stemming, normalization, and finding the word‟s root 
contribute in decreasing the effects of this problem, 
more detailed description of these approaches will be 
discussed in the next section.
 
2)
 
Arabic 
 
text
  
preprocessing
 
In order to increase the effectiveness of AIR systems, 
several approaches were adapted to the corpus and the 
query before applying the IR system which are: 
normalization and stop-words removal (Larkey et al. 
2002).
 
Normalization:
 
is the process of finding canonical or 
standard form for all words that appear in the corpus, 
the normalization process involves the following steps:
 
 
 
 
 
 
  
    
   
   
   
   
Stop words removal:
 
stop words are useless words for 
purpose of retrieval, in this process all stop words are 
removed which includes: prepositions, definition articles, 
and conjunctions.
 
T 
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About1:
Remove punctuation: all punctuation marks are 
removed.
Remove diacritics: diacritics are special marks added 
to the words to reflect the word orthography, most 
Arabic text doesn’t include diacritics except those 
specialized Arabic text.
Remove non letters.
Replace initial or with bare alif 
Replace with 
Replace the sequence with 
Replace final with 
Replace final with 
About2: College of Applied Studies, University of Bahrain, Sakhir, 
Bahrain. email: krababah@yahoo.com
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And the language of the holy Quran (the Moslems‟ holy 
book), also Arabic is one of the six official United
  
 
In order to solve a complicated problem in real life, a 
model is needed to be built to simplify the problem, so 
the model will serve as a map to reach the solution. A 
model of information retrieval is used to predict and 
interpret the set of documents retrieved given a user 
query. We can measure the performance of the model‟s 
prediction by conducting an experiment (Hiemstra 
2001). 
1) Retrieval models 
Retrieval models can be divided into three types: the 
first type identified by “older models” which consists of 
Boolean and vector space models. The second type is 
identified by “probabilistic models” which consists of 
BM25 and language models. The third type is identified 
by “combining evidence models” which consists of 
inference networks and learning to rank models (Croft et 
al. 2009). Our focus in this paper is on Vector Space 
Model (VSM). In VSM, both documents and queries are 
represented as vectors. A document Di in the collection 
of documents and a user query q can both be 
represented as vectors, Di = (di1,di2,…,dit) and q = 
(q1,q2,…,qt), where t is the number of index terms in the 
collection, each ,  represents  document term and 
query term weights respectively (Zhong et al. 2004). 
2) Term weighting 
Term weighing plays a significant role in the 
performance of the IR systems. Each term in a 
document is given a weight which indicates its 
importance in both the document and within the 
documents in the whole collection. There exist many 
approaches for term weighting.  In this paper, we select 
a common approach the so-called tf *idf which is given 
by the following equation (Lee et al. 1997), 
 
wi,j = tf i,j * idfj = tfi,j * log10 (N/dfj)         (1) 
Where: 
wi,j: The weight of term  j in document i, 
tf i,j: Number of times a term  j occurs in a document i 
(raw weight), 
idfj: Number of documents in which the term  j appears, 
N: Total number of documents in the collection.  
 
Since documents in the collection vary in length, short 
documents might not have the same chance to be 
recognized as relevant as long documents; because of 
this, we need to make the retrieval of a document 
independent of its length; this can be achieved by 
normalizing document vectors. So, this makes it fair to 
retrieve documents of all different lengths (Polettini 
2004). We will normalize the tf i,j (raw frequency) by 
dividing the raw frequency of the tem by the raw 
frequency of the most common term in the document (tf 
i,j /max(tf i,j )). So, the new term weight equation 
becomes: 
 
wi,j = (tf i,j /max (tf i,j)) * log10 (N/dfj)        (2) 
 
In the same way, a query terms‟ weights can be 
processed exactly like a document as in Eq. (2), this 
way, we restrict terms‟ weights to be between zero and 
one; higher weight near one indicates an important term 
whereas weight near zero indicates less important term 
(Salton and Buckley 1988). 
3) Similarity measures 
Once weights for terms in both the documents and 
queries are determined, we need a ranking function to 
measure the similarity between document vectors and 
queries. There exist many ranking functions such as 
Cosine similarity, Euclidean distance, Dice coefficient, 
Jaccard measure, and Manhattan distance. We choose 
to use cosine measure (Lee et al. 1997). Cosine 
measure is one of the most frequently used similarity 
measures; it calculates the cosine of the angle between 
the vector of the document and the vector of a user 
query (Harrag et al. 2008). The cosine measure is given 
by the following equation,   
Cos-Sim (Di , q) = 
qD
qD
i
i
 =  
t
j
j
t
j
ij
j
t
j
ij
qd
qd
1
2
1
2
1
             
(3) 
Where vector iD  represent document Di and vector q  
represents query q. After similarity calculation, 
documents are then ranked by decreasing cosine value. 
 
In order to implement an information retrieval system, an 
evaluation of the system is usually carried out. The IR 
system can be evaluated based on the efficiency and 
effectiveness. The efficiency can be measured by time 
and space. The effectiveness is commonly measured by 
recall and precision (Baeza-Yates and Ribeiro-Neto 
1999). Test collection is used to evaluate information 
retrieval system, this collection includes: set of 
documents, set of queries, and set of relevance 
judgments which maps each document to a given 
query. Relevance judgment is not only an ambiguous 
concept but also is a task that requires vast human 
efforts, as the number of documents grows up, it 
becomes difficult to find complete relevancy . In case of 
TREC just partial relevance judgments are conducted. 
Recent studies criticized the partial relevance judgments 
approach as it significantly affects the values accuracy 
of IR system measures (Wu and Crestani 2008); as a 
result we chose not to use the TREC corpus instead  we 
collected and used our own set of documents for which 
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ij d qj 
  
 makes it possible to obtain complete relevance 
judgments. 
R-precision is commonly used measure in the 
information retrieval community, as it can be used to 
measure the overall retrieval performance and to 
compare the retrieval history of different search methods 
for each individual query in an experiment. Given the list 
of ranked documents retrieved by an IR system in 
response to a given query, R-precision is the precision 
at R, where R is the number of documents relevant to 
the query (Baeza-Yates and Ribeiro-Neto 1999; Aslam 
and Yilmaz 2005). Given several queries, we apply R-
precision measure on two different indexing approaches 
which can result in comparing the retrieval history of 
those two approaches.  Let RPA(i) and RPB(i) be the R-
precision values of the retrieval approaches A and B for 
the i-th query. Define, for instance, the difference 
 
RPA/B(i) = RPA(i) - RPB(i)          (4) 
 
If RPA/B(i) value equals zero then both approaches have 
the same performance (in terms of R-precision) for the i-
th query. A positive value of RPA/B(i) indicates that 
approach A has a better retrieval performance than 
approach B (for the i-th query) while a negative value of 
RPA/B(i) indicates a better retrieval performance by 
approach B over approach A. Precision histogram is a 
type of bar graph that allows us to quickly compare the 
retrieval performance history of two indexing 
approaches using graphical representation (Baeza-
Yates and Ribeiro-Neto 1999). 
 
1) Test collection 
The system is tested against 1000 normalized 
documents obtained from various Arabic newspapers‟ 
web sites equally distributed over five categories (Arts, 
Economics, Politics, Science, and Sports). We examined 
the Arabic information retrieval system using 50 queries 
equally distributed over the five categories; we created 
the queries based on words with high frequency in the 
collection. The complete relevance judgments of the 
whole set of queries were done manually to all 
documents in the collection using binary relevancy 
approach. In this study we used three types of word 
indexing which are: fullword, stem, and root; the stem is 
obtained by removing prefixes and suffixes from Arabic 
words, to achieve that we used the stemmer created by 
(Ghwanmeh et al. 2009), on the other hand word‟s root 
is obtained by removing prefixes, suffixes, and infixes; 
modified Khoja‟s stemmer was used for root extraction 
(Al-Shawakfa et al. 2010), since both Ghwanmeh and 
Khoja show the highest accuracy results. Table 1 shows 
the statistics of the Arabic text collection and Table 2 
shows the queries used to evaluate the Arabic IR 
system.
 
Table 1.  Arabic text collection statistics. 
 
Number of 
documents 
1,000 
Number of queries 50 
Number of words in 
the collection 
(excluding stop-
words) 
204,818 
Average number of 
words per query 
2.1 
Type of index-term Fullword Stem Root 
Collection size 1.35 MB 1 MB 
990 
KB 
Number of distinct 
words in the 
collection (excluding 
stop-words) 
39,819 12,502 13,113 
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Table 2. The fifty queries used to evaluate the Arabic IR system. 
 
Category 
Arts Economics Politics Science Sports 
1-  
11- 
 
21-  31-  
41- 
 
2-  12-  22-  32-  42-  
3-  13-  23-  33-  43-  
4-  14-  24-  
34- 
 
44-  
5-  15-  25-  
35- 
 
45- 
 
6-  
16- 
 
26-  36-  46-  
7-  17-  27-  37-  47-  
8-  18-  28-  
38- 
 
48-  
9-  
19- 
 
29-  39-  49-  
10-  20-  30-  
40- 
 
50- 
 
 
2) System  implementation 
The system is composed of the following steps: 
(a) Build the index structure for the collection based on 
the type of the index-term (fullword, stem, and root) 
by parsing the collection to identify the index terms 
of each document along with their term frequency 
(tf). 
(b) Identify all T index terms in the collection, along with 
documents having each term to calculate the 
inverse document frequency (idf).  
(c) Create document vectors and a query vector with 
dimension T. The elements of the vector are a 
function of the tf *idf values corresponding to each 
term in the document or query. In the vector space 
model, all documents and queries are represented 
as T-dimensional vectors. 
(d) Map the document vectors to a matrix. Each 
document is a row of the matrix. The columns of the 
matrix correspond to the index terms in the 
collection. Thus, the collection matrix is NxT 
dimension, where N is the number of documents in 
the collection and T is the number of index terms in 
the collection. 
(e) Perform the query processing by using cosine 
similarity measure to obtain the relevance ranking. 
 
 
 
(f) Evaluate the result of each query by using the R-
precision measure. 
(g) Compare the system efficiency and effectiveness 
using each of the three indexing methods: fullword, 
stem, and root. 
We have tested our system on Intel(R) Pentium(R) D 
CPU 3.4 GHz PC with 1 GB RAM running the 
Windows XP operating system. 
 
Using each one of the queries and a given indexing 
approach, in Table 3 we show: the number of relevant 
documents, maximum cosine similarity between each 
query and all documents in the collection, and the query 
processing time in seconds. Table 3 and Fig. 1 show the 
maximum cosine similarity between each query and all 
documents in the collection using fullword, stem, and 
root as index-term. As shown, the stem produces a high 
value of maximum cosine similarity compared to the 
other types of index-term overall queries, the maximum 
average of maximum cosine similarity for all queries is 
equal to 0.4293 which is referred to the stem. The 
fullword produces a low value of maximum cosine 
similarity; the minimum average of maximum cosine 
similarity for all queries is equal to 0.295 which is 
referred to the fullword. The root lies between fullword 
and stem; the average maximum cosine similarity for all 
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queries is equal to 0.4008 which is closer to the stem 
than fullword. Table 3 and Fig. 2 show the query 
processing time in seconds for each query using 
fullword, stem, and root as index-term. As shown, the 
stem performs the best in terms of query processing 
time compared to the other types of index-term overall 
queries, because it needs the shortest response time for 
each query of the whole set of queries. The fullword 
performs the worst, because it spent the longest 
response time for each query of the set of queries. The 
root lies between fullword and stem; it is clearly shown 
its closer to the stem rather than fullword. Based on 
Table 1 and Table 3, the stem takes the least storage 
space on the disk and performs the best for the query 
processing when compared to the other types of index-
term, based on all of that, it is clearly obvious that the 
stem is more efficient in terms of storage space 
requirements and query processing time compared to 
the other types of index-term. On the other hand, the 
fullword takes the largest disk storage and performs the 
worst for the query processing. 
For each query of the whole set of queries, Table 4 
shows the R-precision value for all types of index-term 
and the difference in R-precision values between all 
types of index-term. Based on the results shown in 
Table 4, we noticed the following: 
 The system failed to retrieve any relevant document 
using any indexing methods in response to three 
queries: 6, 10, and 33.  
 The system failed to retrieve any relevant document 
using fullword indexing method in response to six 
queries: 6, 7, 10, 33, 34, and 35. 
 The system failed to retrieve any relevant document 
using stem indexing method in response to four 
queries: 6, 10, 33, and 39. 
 The system failed to retrieve any relevant document 
using root indexing method in response to six queries: 
6, 7, 8, 10, 33, and 35. 
 All indexing methods perform equally in response to 
seven queries: 9, 19, 20, 25, 36, 38, and 42. The 
queries 36 and 38 give 100% value for R-precision. 
 In fullword indexing method, the queries: 18, 36, and 
38 give 100% value for R-precision. 
 In stem indexing method, the queries: 34, 36, 37, and 
38 give 100% value for R-precision. 
 In root indexing method, the queries: 18, 34, 36, 38, 
and 44 give 100% value for R-precision. 
 The fullword search method outperforms the other 
methods (stem and root) in response to eleven 
queries:  1, 14, 22, 23, 24, 30, 31, 32, 43, 45, and 46. 
 The stem search method outperforms the other 
methods (fullword and root) in response to thirteen 
queries:  2, 7, 12, 16, 17, 26, 27, 29, 35, 37, 41, 49, 
and 50. 
 The root search method outperforms the other 
methods (fullword and stem) in response to seven 
queries: 3, 4, 11, 13, 15, 28, and 44.   
 The fullword search method outperforms the stem 
search methods in response to eighteen queries: 1, 
4, 5, 11, 14, 18, 21, 22, 23, 24, 30, 31, 32, 39, 43, 45, 
46, and 48. 
 The stem search method outperforms the fullword 
search methods in response to sixteen queries: 2, 7, 
12, 13, 15, 16, 17, 26, 27, 29, 34, 35, 37, 41, 49, and 
50.  
 The fullword and stem search methods perform 
equally in response to sixteen queries: 3, 6, 8, 9, 10, 
19, 20, 25, 28, 33, 36, 38, 40, 42, 44, and 47. 
 The fullword search method outperforms the root 
search methods in response to seventeen queries: 1, 
8, 14, 17, 22, 23, 24, 26, 27, 30, 31, 32, 40, 43, 45, 
46, and 47. 
 The root search method outperforms the fullword 
search methods in response to eleven queries: 2, 3, 
4, 11, 13, 15, 34, 37, 44, and 50. 
 The fullword and root search methods perform 
equally in response to twenty two queries: 5, 6, 7, 9, 
10, 12, 16, 18, 19, 20, 21, 25, 29, 33, 35, 36, 38, 39, 
41, 42, 48, and 49. 
 The stem search method outperforms the root 
search methods in response to twenty queries: 2, 7, 
8, 12, 16, 17, 24, 26, 27, 29, 35, 37, 40, 41, 43, 45, 
46, 47, 49, and 50. 
 The root search method outperforms the stem 
search methods in response to fourteen queries: 3, 
4, 5, 11, 13, 15, 18, 21, 23, 28, 32, 39, 44, and 48. 
 The stem and root search methods perform equally 
in response to sixteen queries: 1, 6, 9, 10, 14, 19, 20, 
22, 25, 30, 31, 33, 34, 36, 38, and 42. 
Fig. 3 illustrates the RPfullword/stem(i) values for two types of 
index-term (fullword and stem) over all queries. The 
fullword search performs better for 18 queries while the 
stem search performs better for 16 queries, both 
fullword and stem perform the same for the remaining 
16 queries. Fig. 4 illustrates the RPfullword/root(i) values for 
two types of index-term (fullword and root) over all 
queries. The fullword search performs better for 17 
queries while the root search performs better for 11 
queries, both fullword and root perform the same for the 
remaining 22 queries. Fig. 5 illustrates the RPstem/root(i) 
values for two types of index-term (stem and root) over 
all queries. The stem search performs better for 20 
queries while the root search performs better for 14 
queries, both stem and root perform the same for the 
remaining 16 queries. 
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Based on the previous results for all types of index-term, 
we conclude that the fullword search gives the best 
retrieval performance overall other search methods and 
the stem outperforms root. 
 
The results for our system using different indexing 
methods (fullword, stem, and root) show that the stem is 
more efficient in terms of both storage space 
requirement and query processing time compared to 
the other types of index-term. The results also show that 
the fullword takes the largest disk space and performs 
the worst for the query processing. The experimental 
results demonstrate that the fullword search gives the 
best retrieval performance overall other search methods; 
in addition the stem outperforms the root. Future work 
will involve examining other models than vector space 
model, also using different weighting and similarity 
measures based on other Arabic stemmers‟ algorithms. 
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Table 3.  The number of relevant documents, maximum cosine similarity, and query processing time in seconds for 
each query of the whole set of queries using fullword, stem, and root as index-term. 
 
Query no. 
No. of relevant 
documents 
Maximum cosine similarity Query processing time in seconds 
Fullword Stem Root Fullword Stem Root 
1 13 0.2865 0.4397 0.4446 33.2 8.69 9.34 
2 12 0.2171 0.5697 0.4909 33.14 8.66 9.41 
3 11 0.3364 0.4881 0.2989 33.23 8.63 9.33 
4 7 0.2429 0.3655 0.5458 33.14 8.69 9.3 
5 15 0.3834 0.4998 0.5011 33.2 8.63 9.22 
6 1 0.3622 0.6648 0.5821 33.13 8.69 9.31 
7 8 0.1626 0.2651 0.2937 33.23 8.59 9.42 
8 4 0.2079 0.3388 0.3275 33.16 8.58 9.2 
9 6 0.3824 0.5948 0.6109 33.25 8.67 9.41 
10 1 0.3734 0.618 0.6122 33.17 8.59 9.33 
11 32 0.2938 0.4056 0.5956 33.31 8.72 9.31 
12 19 0.2904 0.3762 0.3003 33.16 8.59 9.38 
13 18 0.3307 0.4606 0.468 33.33 8.69 9.38 
14 12 0.5133 0.6201 0.6566 33.19 8.59 9.47 
15 14 0.1485 0.2656 0.2782 33.33 8.55 9.23 
16 8 0.2827 0.3556 0.305 33.16 8.67 9.36 
17 30 0.3566 0.4862 0.3335 33.34 8.59 9.34 
18 21 0.4054 0.4436 0.4789 33.17 8.61 9.23 
19 2 0.3655 0.4165 0.3327 33.27 8.7 9.22 
20 10 0.2914 0.3062 0.3874 33.16 8.69 9.27 
21 22 0.2432 0.3933 0.409 33.27 8.56 9.41 
22 19 0.2983 0.3049 0.2997 33.17 8.53 9.38 
23 49 0.1287 0.1512 0.1686 33.33 8.55 9.41 
24 43 0.1787 0.2597 0.2886 33.16 8.69 9.41 
25 22 0.2323 0.2592 0.2825 33.28 8.75 9.27 
26 55 0.254 0.3558 0.2373 33.19 8.67 9.3 
27 30 0.1838 0.2422 0.2271 33.3 8.69 9.34 
28 17 0.3086 0.3987 0.4164 33.11 8.64 9.41 
29 13 0.1534 0.4729 0.3801 33.28 8.61 9.47 
30 8 0.5401 0.5394 0.6148 33.14 8.45 9.34 
31 32 0.3911 0.5143 0.5588 33.3 8.53 9.38 
32 13 0.479 0.5588 0.5173 33.09 8.44 9.19 
33 3 0.3529 0.4376 0.4374 33.25 8.66 9.17 
34 1 0.3314 0.5027 0.4876 33.19 8.59 9.27 
35 3 0.1611 0.6037 0.4148 33.27 8.81 9.41 
36 3 0.5417 0.6829 0.7223 33.17 8.59 9.34 
37 12 0.4825 0.5958 0.6091 33.2 8.63 9.33 
38 4 0.3785 0.4996 0.482 33.14 8.64 9.41 
39 6 0.1995 0.4839 0.47 33.19 8.61 9.17 
40 16 0.5253 0.723 0.5295 33.13 8.67 9.25 
41 19 0.2675 0.3389 0.2473 33.28 8.81 9.56 
42 3 0.1718 0.2857 0.331 33.08 8.66 9.39 
43 105 0.1938 0.2062 0.2073 33.28 8.58 9.53 
44 3 0.2738 0.5744 0.3159 33.13 8.52 9.38 
45 23 0.2023 0.3167 0.2086 33.33 8.56 9.34 
46 12 0.1351 0.3686 0.1695 33.14 8.69 9.17 
47 6 0.1593 0.2492 0.2089 33.23 8.61 9.25 
48 19 0.2274 0.2969 0.3143 33.09 8.64 9.3 
49 28 0.2122 0.354 0.2524 33.2 8.66 9.41 
50 21 0.3075 0.5137 0.3886 33.13 8.55 9.38 
Average 17.1 0.295 0.4293 0.4008 33.21 8.63 9.34 
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Fig. 1.  Maximum cosine similarity between each query of the whole set of queries and all documents in 
the collection using fullword, stem, and root as index-term. 
 
Fig. 2.  Query processing time in seconds for each query of 50 queries using fullword, stem, and root as 
index-term. 
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Table 4.  R-precision and the difference in r-precision values between fullword, stem, and root over all queries. 
 
Query no. 
R-precision Difference in R-precision values 
Fullword Stem Root Fullword vs. Stem Fullword vs. Root Stem vs. Root 
1 23.08% 15.38% 15.38% 7.70% 7.70% 0.00% 
2 58.33% 91.67% 75.00% -33.34% -16.67% 16.67% 
3 54.55% 54.55% 63.64% 0.00% -9.09% -9.09% 
4 42.86% 28.57% 57.14% 14.29% -14.28% -28.57% 
5 73.33% 66.67% 73.33% 6.66% 0.00% -6.66% 
6 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 
7 0.00% 12.50% 0.00% -12.50% 0.00% 12.50% 
8 25.00% 25.00% 0.00% 0.00% 25.00% 25.00% 
9 50.00% 50.00% 50.00% 0.00% 0.00% 0.00% 
10 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 
11 68.75% 65.63% 71.88% 3.12% -3.13% -6.25% 
12 42.11% 47.37% 42.11% -5.26% 0.00% 5.26% 
13 44.44% 50.00% 55.56% -5.56% -11.12% -5.56% 
14 50.00% 41.67% 41.67% 8.33% 8.33% 0.00% 
15 28.57% 35.71% 50.00% -7.14% -21.43% -14.29% 
16 12.50% 37.50% 12.50% -25.00% 0.00% 25.00% 
17 73.33% 76.67% 60.00% -3.34% 13.33% 16.67% 
18 100.00% 90.48% 100.00% 9.52% 0.00% -9.52% 
19 50.00% 50.00% 50.00% 0.00% 0.00% 0.00% 
20 40.00% 40.00% 40.00% 0.00% 0.00% 0.00% 
21 63.64% 59.09% 63.64% 4.55% 0.00% -4.55% 
22 42.11% 26.32% 26.32% 15.79% 15.79% 0.00% 
23 73.47% 57.14% 69.39% 16.33% 4.08% -12.25% 
24 65.12% 58.14% 48.84% 6.98% 16.28% 9.30% 
25 36.36% 36.36% 36.36% 0.00% 0.00% 0.00% 
26 74.55% 76.36% 52.73% -1.81% 21.82% 23.63% 
27 40.00% 46.67% 20.00% -6.67% 20.00% 26.67% 
28 52.94% 52.94% 58.82% 0.00% -5.88% -5.88% 
29 30.77% 46.15% 30.77% -15.38% 0.00% 15.38% 
30 37.50% 25.00% 25.00% 12.50% 12.50% 0.00% 
31 87.50% 84.38% 84.38% 3.12% 3.12% 0.00% 
32 84.62% 69.23% 76.92% 15.39% 7.70% -7.69% 
33 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 
34 0.00% 100.00% 100.00% -100.00% -100.00% 0.00% 
35 0.00% 33.33% 0.00% -33.33% 0.00% 33.33% 
36 100.00% 100.00% 100.00% 0.00% 0.00% 0.00% 
37 83.33% 100.00% 91.67% -16.67% -8.34% 8.33% 
38 100.00% 100.00% 100.00% 0.00% 0.00% 0.00% 
39 16.67% 0.00% 16.67% 16.67% 0.00% -16.67% 
40 81.25% 81.25% 31.25% 0.00% 50.00% 50.00% 
41 47.37% 52.63% 47.37% -5.26% 0.00% 5.26% 
42 66.67% 66.67% 66.67% 0.00% 0.00% 0.00% 
43 87.62% 64.76% 59.05% 22.86% 28.57% 5.71% 
44 66.67% 66.67% 100.00% 0.00% -33.33% -33.33% 
45 78.26% 73.91% 69.57% 4.35% 8.69% 4.34% 
46 83.33% 66.67% 8.33% 16.66% 75.00% 58.34% 
47 66.67% 66.67% 33.33% 0.00% 33.34% 33.34% 
48 68.42% 63.16% 68.42% 5.26% 0.00% -5.26% 
49 85.71% 96.43% 85.71% -10.72% 0.00% 10.72% 
50 23.81% 38.10% 28.57% -14.29% -4.76% 9.53% 
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Fig. 3.  Comparative precision histogram for fullword search versus stem search. 
 
Fig. 4.  Comparative precision histogram for fullword search versus root search. 
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Fig. 5.  Comparative precision histogram for stem search versus root search.
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