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DEMAZURE CRYSTALS OF GENERALIZED VERMA MODULES
AND A FLAGGED RSK CORRESPONDENCE
JAE-HOON KWON
Abstract. We prove that the Robinson-Schensted-Knuth correspondence is a
gl∞-crystal isomorphism between two realizations of the crystal graph of a gener-
alized Verma module with respect to a maximal parabolic subalgebra of gl∞. A
flagged version of the RSK correspondence is derived in a natural way by comput-
ing a Demazure crystal graph of a generalized Verma module. As an application,
we discuss a relation between a Demazure crystal and plane partitions with a
bounded condition.
1. Introduction
The Robinson-Schensted-Knuth (simply RSK) algorithm [15] has been playing
fundamental roles in combinatorics and representation theory with generalizations
in various directions. It gives a bijection between the set M of N × N matrices
with non-negative integers of finite support and the set T of pairs of semistandard
tableaux of the same shape, and explains in a bijective way the expansion of the
Cauchy kernel into Schur functions, called the Cauchy identity;
1∏
i,j≥1(1− xiyj)
=
∑
λ
sλ(X)sλ(Y ),
where the sum is over all partitions λ and sλ(X) (or sλ(Y )) is the Schur function
in X = {x1, x2, . . . } (or Y = { y1, y2, . . . }). A representation theoretic interpreta-
tion of the Cauchy identity can be given by a general principle called Howe duality
[7], that is, S(C>0 ⊗ C>0), the symmetric algebra generated by C>0 ⊗ C>0 has
a multiplicity-free decomposition into irreducible (gl>0, gl>0)-bimodules parameter-
ized by partitions, where C>0 is the complex vector space with a basis { vi | i ∈ N }
and gl>0 = gl(C
>0) is the corresponding general linear Lie algebra.
We have a more direct interpretation of the RSK map with the help of the Kashi-
wara’s crystal base theory of the quantum group Uq(gl>0) [10, 12, 14]. That is,
both M and T have two gl>0-crystal structures commuting with each other, which
are called (gl>0, gl>0)-bicrystals or double crystals [20], and the RSK map is an
isomorphism of bicrystals. The decomposition as a (gl>0, gl>0)-bimodule follows
This work was supported by KRF Grant 2008-314-C00004.
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immediately by considering highest weight crystal elements in M. We refer the
readers to [4, 17, 20, 21, 22, 23] for more results on bicrystal, its application and
generalization to other types of Lie algebras.
The main purpose of this paper is to give a new representation theoretic inter-
pretation of the RSK correspondence and its applications. Let gl∞ be the general
linear Lie algebra, which is spanned by the elementary matrices Eij (i, j ∈ Z \ {0}).
Let l = gl<0⊕ gl>0 be a Levi subalgebra, where gl≷0 is a subalgebra spanned by Eij
(i, j ≷ 0), respectively, and let u± be the nilradical spanned by Eij for i > 0, j < 0
(resp. i < 0, j > 0). We may identify S(C>0 ⊗ C>0) with the enveloping algebra
U(u−), which is a generalized Verma module induced from the maximal parabolic
subalgebra p = l⊕u+ (see [3] for a quantized version of this fact and its relation with
canonical basis). Motivated by this observation, we introduce gl∞-crystal structures
on M and T extending the (gl<0, gl>0)-bicrystal structures (note that gl<0 ≃ gl>0),
and then show that the RSK map is an isomorphism of gl∞-crystals (Theorem 3.6).
Indeed, these are obtained by finding the missing Kashiwara operators compatible
with the RSK map, which correspond to the simple root α0 connecting the Dynkin
diagrams of gl<0 and gl>0.
The RSK map also enables us to define a natural embedding of B(nΛ0) into M,
where Λ0 is the 0th fundamental weight of gl∞ and B(nΛ0) is the crystal graph of
the irreducible Uq(gl∞)-module with highest weight nΛ0 (Proposition 4.3). Hence
we may regard M as a crystal graph of the quantum group Uq(u−) since it can be
realized as a limit of B(nΛ0). In general, we give a combinatorial description of
a crystal graph of a generalized Verma module with arbitrary l-dominant highest
weight.
Next, we define Demazure crystals Mw and Tw for w ∈ W following [11], where
W is the Weyl group for gl∞, and give explicit combinatorial descriptions of them
(Theorem 5.4 and 5.7). As an interesting corollary, the resulting flagged RSK cor-
respondence between Mw and Tw (Corollary 5.9) explains a nice relation between
the support of a matrix in M and the flag conditions of the corresponding tableaux
in T, which was observed earlier in a purely combinatorial way (cf.[31]). In terms of
characters, this can be summarized as follows; for each w ∈W we have∑
S⊂N2
w(S)≤w
∏
(i,j)∈S
xiyj
(1− xiyj)
=
∑
ν∈P
ℓ(ν)≤d(w)
ŝν(Xα(w))ŝν(Yβ(w)),
where the left hand side is the sum over supports in M dominated by w with respect
to the Bruhat order, and the right-hand side is the sum over products of flagged
Schur functions with flag conditions α(w), β(w) determined by w (see Section 5 for
the precise definitions of these notations). We present variations by considering
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symmetric matrices in M as crystal graphs for affine Lie subalgebras b∞ and c∞ of
gl∞.
Finally, we discuss an application to plane partitions. We show that a Demazure
crystal associated with w corresponds to a set of (symmetric) plane partitions whose
shapes are bounded by a partition λ corresponding to w, and obtain its trace gen-
erating function as Demazure characters.
The paper is organized as follows. In Section 2, we recall necessary background
on crystal graphs. In Section 3, we define gl∞-crystal structures on M and T. In
Section 4, we give a combinatorial description of a crystal graph of a generalized
Verma module with arbitrary l-dominant highest weights including M. In Section
5, we define and compute the Demazure crystals Mw an Tw explicitly. In Section 6,
we discuss an application of Demazure crystals to plane partitions.
Acknowledgement The author would like to thank A. Lascoux for helpful com-
ments and discussion on this work.
2. Preliminaries
2.1. Lie algebra gl∞. Let Z
× denote the set of non-zero integers. Let gl∞ denote
the Lie algebra of Z× × Z× complex matrices with finitely many non-zero entries.
Let Eij be the elementary matrix with 1 at the i-th row and the j-th column and
zero elsewhere.
The Cartan subalgebra is given by h =
⊕
i∈Z× CEii. Let Π
∨ = {h−i = E−i−1,−i−1−
E−i,−i, hi = Eii − Ei+1,i+1 (i ∈ Z>0), h0 = E−1−1 − E11 } be the set of simple co-
roots, Π = {α−i = ǫ−i−1 − ǫ−i αi = ǫi − ǫi+1 (i ∈ Z>0), α0 = ǫ−1 − ǫ1 } the set of
simple roots, and ∆+ = { ǫi − ǫj | i, j ∈ Z
×, i < j } the set of positive roots, where
ǫi ∈ h
∗ is determined by 〈ǫi, Ejj〉 = δij and 〈·, ·〉 is a natural pairing on h
∗ × h. The
Dynkin diagram associated with the Cartan matrix (〈αj , hi〉)i,j∈Z is
© © © © ©· · · · · ·· · · · · ·
α
−n α−1 α0 α1 αn
.
Let Q =
⊕
i∈Z Zαi be the root lattice. Let P =
⊕
i∈Z× Zǫi ⊕ ZΛ0 be the weight
lattice of gl∞, where Λ0 is given by 〈Λ0, E−i,−i〉 = −〈Λ0, Ei,i〉 =
1
2 for i ∈ Z>0. There
is a partial ordering ≥ on P , where λ ≥ µ if and only if λ − µ is a non-negative
integral linear combination of αi’s (i ∈ Z). Let P
+ = {Λ ∈ P |Λ(hi) ≥ 0, i ∈ Z },
the set of dominant integral weights. For i ∈ Z×, let Λi be
Λi =
Λ0 −
∑−1
k=i ǫk, if i < 0,
Λ0 +
∑i
k=1 ǫk, if i > 0,
We call Λi ∈ P
+ (i ∈ Z) the i-th fundamental weight of gl∞.
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2.2. Crystal graphs. Let us recall the notion of crystal graphs for the Lie algebra
gl∞ (cf. [10, 11, 12]).
Definition 2.1. A gl∞-crystal is a set B together with the maps wt : B → P ,
εi, ϕi : B → Z ∪ {−∞} and e˜i, f˜i : B → B ∪ {0} for i ∈ Z, satisfying the following
conditions;
(1) for b ∈ B, we have
ϕi(b) = 〈wt(b), hi〉+ εi(b),
(2) if e˜ib ∈ B for b ∈ B, then
εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1, wt(e˜ib) = wt(b) + αi,
(3) if f˜ib ∈ B for b ∈ B, then
εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1, wt(f˜ib) = wt(b)− αi,
(4) f˜ib = b
′ if and only if b = e˜ib
′ for all i ∈ Z, b, b′ ∈ B,
(5) If ϕi(b) = −∞, then e˜ib = f˜ib = 0,
where 0 is a formal symbol and −∞ is the smallest element in Z∪ {−∞} such that
−∞+ n = −∞ for all n ∈ Z.
A gl∞-crystal B becomes a colored oriented graph, where b
i
→ b′ if and only if
b′ = f˜ib (i ∈ Z), and it is called a crystal graph for gl∞. Let C[P ] be the group algebra
of P with basis { eλ |λ ∈ P }. We define the character of B by chB =
∑
b∈B e
wt(b).
Let B1 and B2 be gl∞-crystals. A morphism ψ : B1 → B2 is a map from B1∪{0}
to B2 ∪ {0} such that
(1) ψ(0) = 0,
(2) wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), and ϕi(ψ(b)) = ϕi(b) whenever ψ(b) 6= 0,
(3) ψ(e˜ib) = e˜iψ(b) for b ∈ B1 such that ψ(b) 6= 0 and ψ(e˜ib) 6= 0,
(4) ψ(f˜ib) = f˜iψ(b) for b ∈ B1 such that ψ(b) 6= 0 and ψ(f˜ib) 6= 0.
We call ψ an embedding and B1 a subcrystal of B2 when ψ is injective, and strict if
ψ : B1 ∪ {0} → B2 ∪ {0} commutes with e˜i and f˜i (i ∈ Z), where we assume that
e˜i0 = f˜i0 = 0.
We define the tensor product of B1 and B2 to be the set B1⊗B2 = { b1⊗ b2 | bi ∈
Bi (i = 1, 2) } with
wt(b1 ⊗ b2) = wt(b1) + wt(b2),
εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈wt(b1), hi〉),
ϕi(b1 ⊗ b2) = max(ϕi(b1) + 〈wt(b2), hi〉, ϕi(b2)),
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2, if ϕi(b1) ≥ εi(b2),b1 ⊗ e˜ib2, if ϕi(b1) < εi(b2),
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f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2, if ϕi(b1) > εi(b2),b1 ⊗ f˜ib2, if ϕi(b1) ≤ εi(b2),
for i ∈ Z, where we assume that 0⊗ b2 = b1 ⊗ 0 = 0.
For bi ∈ Bi (i = 1, 2), let C(bi) denote the connected component of bi in Bi as a Z-
colored oriented graph. We say that b1 is equivalent to b2 if there is an isomorphism
of crystal graphs C(b1)→ C(b2) sending b1 to b2.
Let B be a gl∞-crystal given by
· · ·
−2
−→ −2
−1
−→ −1
0
−→ 1
1
−→ 2
2
−→ · · · ,
where wt(k) = ǫk, and εi(k) (resp. ϕi(k)) is the number of i-colored arrows coming
into b (resp. going out of k) for k ∈ B.
Let gl<0 and gl>0 be the subalgebras of gl∞ spanned by {Eij | i, j ∈ Z<0 } and
{Eij | i, j ∈ Z>0 }, respectively. We can define gl<0-crystals (resp. gl>0-crystals)
as in Definition 2.1 with respect to e˜i’s and f˜i’s for i ∈ Z<0 (resp. i ∈ Z>0), and
view B>0 = { k ∈ B | k > 0 } as a gl>0-crystal and B<0 = { k ∈ B | k < 0 } as a
gl<0-crystal. In addition, let us consider a gl<0-crystal B
∨
<0 given as follows;
−1∨
−1
−→ −2∨
−2
−→ −3∨
−3
−→ · · · ,
where wt(−k∨) = −ǫ−k for k > 0. Note that B
∨
<0 is the dual crystal of B<0 (cf.[12]).
For λ ∈ P , let Tλ = { tλ } be a gl∞-crystal with wt(tλ) = λ, e˜itλ = f˜itλ = 0, and
εi(tλ) = ϕi(tλ) = −∞ for i ∈ Z.
2.3. Semistandard tableaux. Let P be the set of partitions. We identify a par-
tition λ with a Young diagram or a subset { (i, j) | 1 ≤ j ≤ λi } of N × N (cf. [25]).
The number of non-zero parts of λ is denoted by ℓ(λ), called the length of λ. For
λ = (λi)i≥1 ∈ P, λ
′ = (λ′i)i≥1 denotes the conjugate of λ. For µ ∈ P with µ ⊂ λ,
λ/µ denotes the skew Young diagram, and |λ/µ| denotes the number of boxes in
the diagram. We denote by λπ the skew Young diagram obtained by 180◦-rotation
of λ, which is called of anti-normal shape. Put Pπ = {λπ |λ ∈ P }, the set of
anti-normal shaped skew Young diagrams.
Let A be a linearly ordered set. For a skew Young diagram λ/µ, a tableau T
obtained by filling λ/µ with entries in A is called a semistandard tableau of shape λ/µ
if the entries in each row are weakly increasing from left to right, and the entries in
each column are strictly increasing from top to bottom. We write sh(T ) = λ/µ. We
denote by SSTA(λ/µ) the set of all semistandard tableaux of shape λ/µ with entries
in A. Let WA be the set of finite words in A. We associate to each T ∈ SSTA(λ/µ)
a word w(T ) ∈ WA which is obtained by reading the entries of T row by row from
top to bottom, and from right to left in each row.
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We suppose that A = B, B>0, B<0, and B
∨
<0, with the linear ordering < induced
from the partial ordering on P . Then WB is a gl∞-crystal since we may view each
non-empty finite word w = w1 · · ·wr as w1 ⊗ · · · ⊗ wr ∈ B
⊗r. Similarly, WB>0
(resp. WB<0 or WB∨<0) becomes a gl>0-crystal (resp. gl<0-crystal). Sending T to
w(T ) gives an injective map from SSTA(λ/µ) to WA, and the image of SSTA(λ/µ)
together with {0} is invariant under the operators e˜i, f˜i. Hence it is a crystal graph
[14].
Suppose that λ/µ ∈ P or Pπ. Then SSTA(λ/µ) is connected. In particular, if
A = B>0 (resp. B
∨
<0), then SSTA(λ/µ) contains a highest weight element Hλ/µ,
where in each kth column of Hλ/µ, the lth entry from the top position is filled with
l (resp. −l∨).
3. The RSK correspondence and gl∞-crystals
In this section, we define two gl∞-crystal structures on the set M of matrices with
non-negative integral entries of finite support and the set T of pairs of semistandard
tableaux of the same shape. We show that the RSK correspondence, which is a
bijection from M to T, is an isomorphism of gl∞-crystals.
Since it is already known that the RSK correspondence is a morphism of (gl<0, gl>0)-
bicrystals [4, 20], our main result in this section is to extend it as a gl∞-crystal mor-
phism by defining the missing operators e˜0, f˜0 on M and T, which are compatible
with the RSK algorithm.
3.1. Crystal of integral matrices. Let
Ω = { (i, j) ∈WB∨<0 ×WB>0 |
(1) i = i1 · · · ir and j = j1 · · · jr for some r ≥ 0,
(2) (i1, j1) ≤ · · · ≤ (ir, jr)},
(3.1)
where for (i, j) and (k, l) ∈ B∨<0 ×B>0,
(i, j) < (k, l) ⇐⇒
j < l or,j = l and i > k.
Similarly, let Ω′ be the set of pairs (k, l) ∈WB∨<0 ×WB>0 such that (1) k = k1 · · · kr
and l = l1 · · · lr for some r ≥ 0 and (2) (k1, l1) ≤
′ · · · ≤′ (kr, lr), where
(i, j) <′ (k, l) ⇐⇒
i < k or,i = k and
CRYSTAL GRAPH OF A GENERALIZED VERMA MODULE 7
Then Ω is a gl<0-crystal, where xi(i, j) = (xii, j) for (i, j) ∈ Ω, x = e˜, f˜ and i ∈ Z<0.
Here, we assume that xi(i, j) = 0 if xii = 0. Similarly, Ω
′ is a gl>0-crystal, where
xj(k, l) = (k, xjl) for (k, l) ∈ Ω
′, x = e˜, f˜ and j ∈ Z>0.
Consider the following set of N × N matrices with non-negative integers of finite
support;
M ={A = (a−i∨,j)i,j≥1 | a−i∨,j ∈ Z≥0,
∑
i,j≥1
a−i∨,j <∞}.(3.2)
For (i, j) ∈ Ω, define A(i, j) = (a−i∨,j) to be the matrix in M, where a−i∨,j is
the number of k’s such that (ik, jk) = (−i
∨, j). Then the map (i, j) 7→ A(i, j) is a
bijection between Ω and M, where the pair of empty words (∅, ∅) corresponds to
zero matrix, say O. Similarly, we have a bijection (k, l) 7→ A(k, l) from Ω′ to M.
With these bijections, M becomes a crystal graph for both gl<0 and gl>0. More-
over, the operators e˜i, f˜i commute with e˜j , f˜j for i ∈ Z<0 and j ∈ Z>0, and hence
M becomes a (gl<0, gl>0)-bicrystal (cf.[4, 20]).
Now, for A = (a−i∨,j) ∈M, we define
e˜0A =
A−E−1∨,1, if a−1∨,1 6= 0,0, otherwise,
f˜0A = A+ E−1∨,1,
(3.3)
where E−1∨,1 ∈M denotes the elementary matrix with 1 at the position (−1
∨, 1) and
0 elsewhere. Put wt(A) =
∑
i,j>0 a−i∨ j(−ǫ−i + ǫj), ε0(A) = a−1∨,1, and ϕ0(A) =
〈wt(A), h0〉+ ε0(A). Then we have the following.
Proposition 3.1. M is a gl∞-crystal, and
M = { f˜i1 · · · f˜irO | r ≥ 0, i1, . . . , ir ∈ Z } \ {0}.
In particular, M is connected with highest weight element O.
Proof. It is easy to see that M is a gl∞-crystal. Let A ∈ M be given. We claim
that A = f˜i1 · · · f˜irO for some r ≥ 0 and i1, . . . , ir ∈ Z. We use induction on s(A) =∑
i,j a−i∨,j. If s(A) = 0, then it is clear. Let s(A) be positive. First, A is connected
to a diagonal matrix A◦ = (a◦−i∨,j) such that a
◦
−1∨,1 ≥ a
◦
−2∨,2 ≥ a
◦
−3∨,3 ≥ . . . since
M is a (gl<0, gl>0)-bicrystal (cf.[4, 17]). That is, e˜j1 · · · e˜jrA = A
◦ for some r ≥ 0
and j1, . . . , jr ∈ Z
× and e˜iA
◦ = 0 for all i ∈ Z×. If a◦−1∨,1 = 0, then A
◦ = O. If
not, then e˜0A
◦ 6= 0 and s(A◦) = s(A)− 1. Hence, the proof completes by induction
hypothesis. 
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3.2. Crystal of bitableaux. By the RSK algorithm, each A ∈M is in one-to-one
correspondence with (P (A), Q(A)) in SSTB∨<0(λ)×SSTB>0(λ) for some λ ∈ P [15].
In what follows, we need a variation of this correspondence with anti-normal shaped
tableaux. Let us describe it in detail.
Let ν ∈ P and T ∈ SSTA(ν
π) be given. For a ∈ A, we define T ← a to be
the tableau of an anti-normal shape obtained from T by applying the following
procedure; (1) let a′ be the largest entry in the right-most column which is smaller
than or equal to a, (2) replace a′ by a. If there is no such a′, put a at the top of the
column and stop the procedure, (3) repeat (1) and (2) on the next column with a′.
For w = w1 . . . wr ∈ WA, we define P(w) to be (· · · ((w1 ← w2 ) ← w3 ) · · · ) ← wr.
Note that w is equivalent to P(w) as elements of crystals.
Let A ∈ M be given with A = A(i, j) = A(k, l) for (i, j) ∈ Ω and (k, l) ∈ Ω′. Let
irev and lrev be the reverse word of i and l, respectively. We define
(3.4) P(A) = P(irev), Q(A) = P(lrev).
Let i = i1 . . . ir. For 1 ≤ k ≤ r, let us fill the box with c if it is created when
ik is inserted into ((ir ← ir−1 ) · · · ) ← ik+1 and jk = c. Then we have a tableau
Q(irev) ∈ SSTB>0(ν
π) with νπ = shP (irev) ∈ P
π. By the symmetry of the RSK
correspondence, we have Q(irev) = P(lrev) = Q(A). Put
(3.5) T =
⊔
ν∈P
SSTB∨<0(ν
π)× SSTB>0(ν
π).
Hence we have a bijection
(3.6) κ : M −→ T,
where κ(A) = (P(A),Q(A)).
Example 3.2. Let
A = (a−i∨,j)1≤i,j≤3 =
 1 0 12 1 0
0 2 0
 ∈M,
where we assume that a−i∨,j = 0 unless 1 ≤ i, j ≤ 3. Then
i = −2∨− 2∨− 1∨− 3∨− 3∨− 2∨− 1∨, l = 3 1 2 1 1 2 2,
and
P(A) =
−1∨ −2∨ −2∨
−1∨ −2∨ −3∨ −3∨
, Q(A) =
1 1 1
2 2 2 3
.
Clearly T is a (gl<0, gl>0)-bicrystal, and for A ∈M, P(A) (resp. Q(A)) is equiv-
alent to A as elements of gl<0 (resp. gl>0)-crystals. Summarizing, we have the
following.
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Proposition 3.3. κ is a (gl<0, gl>0)-bicrystal isomorphism. 
Now, let us describe the gl∞-crystal structure on T. Suppose that (S, T ) ∈ T is
given. For each kth column of ν enumerated from right to left, let sk and tk be the
smallest entries in the kth column of S and T , respectively. We assign
(3.7) σk =

+ , if the kth column is empty,
+ , if sk > −1
∨ and tk > 1,
− , if sk = −1
∨ and tk = 1,
· , otherwise.
In the sequence σ = (. . . σ2, σ1), we replace a pair (σs′ , σs) = (−,+), where s
′ > s
and σt = · for s < t < s
′, by ( · , · ), and repeat this process as far as possible until
we get a sequence with no − placed to the left of +. We call this sequence the
0-signature of (S, T )
We call the left-most − in the 0-signature of (S, T ) the 0-good − sign, and define
e˜0(S, T ) to be the bitableaux obtained from (S, T ) by removing −1
∨ and 1 in the
corresponding columns. If there is no 0-good − sign, then we define e˜0(S, T ) = 0.
We call the right-most + in the 0-signature of (S, T ) the 0-good + sign, and define
f˜0(S, T ) to be the bitableaux obtained from (S, T ) by adding −1
∨ and 1 on top of the
corresponding columns. If there is no 0-good + sign, then we define f˜0(S, T ) = 0.
Example 3.4. Let (S, T ) ∈ T be given with σ as follows.
S =
−1∨ −3∨
−1∨ −2∨ −4∨ −4∨
, T =
1 3
1 1 3 4
,
σ = (. . . σ5, σ4, σ3, σ2, σ1) = (. . .+,+,−, · ,−,+).
Then the 0-good − sign is σ4, and 0-good + sign is σ5. Hence,
e˜0(S, T ) =
(
−1∨ −3∨
−2∨ −4∨ −4∨
,
1 3
1 3 4
)
,
f˜0(S, T ) =
(
−1∨ −3∨
−1∨ −1∨ −2∨ −4∨ −4∨
,
1 3
1 1 1 3 4
)
.
Proposition 3.5. T is a gl∞-crystal, and
T = { f˜i1 · · · f˜ir(∅, ∅) | r ≥ 0, i1, . . . , ir ∈ Z } \ {0}.
In particular, T is connected with highest weight element (∅, ∅).
Proof. It is straightforward to check that e˜0(S, T ), f˜0(S, T ) ∈ T ∪ {0}. Let (S, T )
be given with sh(S) = sh(T ) non-empty. We may assume that e˜i(S, T ) = 0 for all
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i ∈ Z×. Then S (resp. T ) is a highest weight element of a gl<0-crystal (resp. gl>0-
crystal), where in each kth column of S (resp. T ), the lth entry from the top position
is filled with −l∨ (resp. l). Hence e˜0(S, T ) 6= 0. If we use induction on |sh(S)|, then
we conclude that f˜i1 · · · f˜ir(∅, ∅) = (S, T ) for some r ≥ 0 and i1, . . . , ir ∈ Z. 
3.3. Isomorphism. Now we are in a position to state the main result in this section.
Theorem 3.6. The map κ : M −→ T is a gl∞-crystal isomorphism.
Proof. By Proposition 3.3, it suffices to show that κ commutes with e˜0 and f˜0.
More precisely, we claim that for A ∈M and k ≥ 1,
(3.8) κ(f˜k0A) = κ(kE−1∨,1 +A) = f˜
k
0 κ(A).
We use induction on t(A) =
∑
k≥1 a−k∨,1. We may assume that a−1∨,1 = 0.
If t(A) = 0, then it is not difficult to see that (3.8) holds. We suppose that
t(A) > 0. Let −p∨ be the largest one such that a−p∨,1 6= 0. Let B = A − E−p∨,1.
By induction hypothesis, we have for k ≥ 1
κ(f˜k0B) = κ(kE−1∨,1 +B) = f˜
k
0 κ(B).
For k ≥ 1, let κ(kE−1∨,1 + X) = (P
(k)(X),Q(k)(X)) with X = A,B. Then
P(k)(A) = P(k)(B) ← −p∨ by definition of P(·) and Q(k)(A) is obtained from
Q(k)(B) by filling the corresponding box, say c, in sh(P(k)(A))/sh(P(k)(B)) with 1.
For convenience, let us write κ(kE−1∨,1 +A) = κ(kE−1∨,1 +B)← (−p
∨, 1). Let
σ = (. . . , σ2, σ1), σ
′ = (. . . , σ′2, σ
′
1)
be the sequences of signs associated with κ(kE−1∨,1 + B) and κ(kE−1∨,1 + A), re-
spectively (see (3.7)), and let
σ˜ = (. . . , σ˜2, σ˜1), σ˜′ = (. . . , σ˜′2, σ˜′1)
be the 0-signatures of κ(kE−1∨,1 +B) and κ(kE−1∨,1 +A), respectively.
Suppose that by the insertion of −p∨ into P(k)(B), c is filled with −q∨ for some
q ≤ p, and it is located at the tth column enumerated from the rightmost one.
Case 1. q > 1. Let kE−1∨,1+B = A(i, j) with (i, j) ∈ Ω. Consider the horizontal
strip made by inserting the subwords of irev corresponding to the first column of
kE−1∨,1 +B.
Then we observe the following facts;
(1) no −1∨ has been bumped out in the bumping path for P(k)(B)← −p∨.
(2) by induction hypothesis all −1∨’s which have been added on P(B) by ap-
plying f˜k0 to κ(B) are placed to the right of −q
∨ in the tth column, and they
do not intersect with the bumping path for P(k)(B)← −p∨.
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(3) the insertion of −p∨ into P(k)(B) does not change the sign σk for 1 ≤ k ≤
t− 1, and hence σk = σ
′
k for 1 ≤ k ≤ t− 1.
Hence we have
e˜k0 [κ(kE−1∨,1 +B)← (−p
∨, 1)] = κ(B)← (−p∨, 1) = κ(A),
and
f˜k0 κ(A) = κ(kE−1∨,1 +B)← (−p
∨, 1) = κ(kE−1∨,1 +A).
Case 2. q = 1. Consider the bumping path for P(k)(B) ← −p∨. Then there
exists 1 ≤ s ≤ t such that
(1) −x∨ (x ≥ 2) has been bumped out from the (k− 1)th column and placed at
the kth column for 2 ≤ k ≤ s,
(2) −1∨ has been bumped out from the (k− 1)th column and placed at the kth
column for s+ 1 ≤ k ≤ t.
As in Case 1, it follows that all −1∨’s which have been added to P(B) by applying
f˜k0 to κ(B) are placed to the right of the tth column, and σr = σ
′
r for 1 ≤ r ≤ s.
Since all −1∨’s in the rth column of P(k)(B) for s ≤ r ≤ t− 1 have been shifted
to the left by one column by the insertion of −p∨ to P(k)(B), we have σr = σ
′
r for
s+ 1 ≤ r ≤ t− 1. Note that σt = + and σ
′
t = −.
Let u be the top entry of the sth column in Q(k)(B). If u = 1, then we have
σs = − and σ
′
s = ·. If u > 1, then we have σs = · and σ
′
s = +. Now, comparing σ
and σ′ (hence σ˜ and σ˜), it is not difficult to see that
e˜k0κ(kE−1∨,1 +A) = e˜
k
0 [κ(kE−1∨,1 +B)← (−p
∨, 1)] = κ(B)← (−p∨, 1) = κ(A).
This completes the proof. 
Example 3.7. Consider
κ

1 0 1 0
0 0 0 1
1 0 0 0
1 0 1 0
 =
(
−1∨ −3∨
−1∨ −2∨ −4∨ −4∨
,
1 3
1 1 3 4
)
.
Applying e˜0 and f˜0 on both sides, we get
κ

0 0 1 0
0 0 0 1
1 0 0 0
1 0 1 0
 =
(
−1∨ −3∨
−2∨ −4∨ −4∨
,
1 3
1 3 4
)
,
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and
κ

2 0 1 0
0 0 0 1
1 0 0 0
1 0 1 0
 =
(
−1∨ −3∨
−1∨ −1∨ −2∨ −4∨ −4∨
,
1 3
1 1 1 3 4
)
,
respectively (see Example 3.4).
4. Crystal graphs of generalized Verma modules
Let u± be the subalgebra of gl∞ spanned by Eij for i < 0, j > 0 (resp. i > 0,
j < 0). Let p = gl<0 ⊕ gl>0 ⊕ u+ be a maximal parabolic subalgebra. Then we
have gl∞ = u− ⊕ p. The set of roots for the nilradical u− is given by ∆(u−) =
{−ǫi + ǫj | i > 0, j < 0 }. Let U(u−) be the universal enveloping algebra of u−. By
PBW theorem, U(u−) has a basis parameterized by M.
In this section, we prove that the gl∞-crystal M is the crystal graph of a general-
ized Verma module U(u−) or its q-analogue (cf.[3]) in the sense that it is the limit of
the crystal graphs of the integrable highest weight gl∞-modules with highest weight
nΛ0 as n→∞.
4.1. Crystal B(nΛ0). Let F be the set of semi-infinite words
w = · · ·w−3w−2w−1
with letters in B such that
(1) wi−1 < wi for all i < 0,
(2) there exists an integer c ∈ Z such that wi = i+ c for i≪ 0.
For w ∈ F, we define wt(w) = Λ0 +
∑
k∈Bmkǫk ∈ P , where mk =
∣∣{ i |wi =
k }
∣∣ − δ−k,|k|. It is well-defined since mk = 0 for almost all k ∈ B. For each
i ∈ Z, we define the operators e˜i, f˜i : F −→ F ∪ {0} by the same way as we do
on WB. Then e˜i and f˜i are well-defined, and F is a gl∞-crystal. For i ≤ 0, let
HΛi = . . . i− 3 i− 2 i− 1, and for i > 0, let HΛi = . . .− 2− 1 1 . . . i− 1 i. We have
the following decomposition as gl∞-crystals
F =
⊔
i∈Z
B(Λi),
where B(Λi) is the connected component of HΛi with wt(HΛi) = Λi. Recall that F
is the crystal graph of the Fock space representation, which can be realized as the
space of semi-infinite wedge vectors, and B(Λi) is the crystal graph of the irreducible
highest weight gl∞-module with highest weight Λi (cf.[27]).
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w =
w(4) w(3) w(2) w(1)
...
...
...
...
−4 −4 −4 −2
−3 −2 1 2
−2 −1 3 3
−1 1
1 2
2 3
3
5
, HΛλ =
w(4) w(3) w(2) w(1)
...
...
...
...
−4 −4 −4 −4
−3 −3 −3 −3
−2 −2 −2 −2
−1 −1
1 1
2 2
3
4
.
Figure 1. Semi-infinite semistandard tableaux of shape λ = (4, 2,−1,−1)
Let λ = (λ1, · · · , λn) be a sequence of non-increasing n integers, called a general-
ized partition of length n. We call an n-tuple of semi-infinite wordsw = (w(1), · · · , w(n))
a semi-infinite semistandard tableau of shape λ if
(1) w(i) = · · ·w
(i)
−3w
(i)
−2w
(i)
−1 ∈ B(Λλn−i+1) for 1 ≤ i ≤ n,
(2) w
(i+1)
k+di
≤ w
(i)
k for 1 ≤ i < n and k < 0, where di = λn−i+1 − λn−i.
We may identify each w with a semistandard tableau with infinitely many rows
and n columns, where each row of w reads (from left to right) as follows;
w
(n)
k+d1+···+dn−1
≤ · · · ≤ w
(3)
k+d1+d2
≤ w
(2)
k+d1
≤ w
(1)
k (k ∈ Z).
Here we assume that w
(i)
k is empty if there is no corresponding entry (see Figure 1).
Let Λλ =
∑n
k=1Λλk ∈ P
+ and let B(Λλ) be the set of all semi-infinite semi-
standard tableaux of shape λ. We may assume that w = w(1) ⊗ · · · ⊗ w(n) ∈
B(Λλn)⊗ · · · ⊗B(Λλ1). By similar arguments as in the case of usual semistandard
tableaux (cf.[14]), we can check that B(Λλ) together with 0 is stable under e˜i and
f˜i (i ∈ Z). Hence, we have
Proposition 4.1. B(Λλ) is a gl∞-crystal and
B(Λλ) = { f˜i1 · · · f˜irHΛλ | r ≥ 0, i1, . . . , ir ∈ Z } \ {0},
where HΛλ = HΛλn ⊗ · · · ⊗HΛλ1 . 
Now, let us consider B(nΛ0) for n ∈ N. Given w = (w
(1), · · · , w(n)) ∈ B(nΛ0),
let w>0 and w<0 be the subtableaux of w consisting of positive and negative entries,
respectively. Note that w>0 ∈ SSTB>0(µ
π) for some µ ∈ P with µ1 ≤ n, and w<0
is a semi-infinite semistandard tableau of shape (−µ′n, . . . ,−µ
′
1).
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Suppose that w<0 = (w
(1)
<0, . . . , w
(n)
<0 ). For each 1 ≤ k ≤ n, we have w
(k)
<0 ∈
B(Λ−µ′
k
) and wt(w
(k)
<0) = Λ0−
∑
i∈Ik
ǫi for a unique Ik = {−ik,1 > . . . > −ik,−µ′
k
} ⊂
B<0. We let w
∨
<0 be the tableau of shape µ
π, whose kth column (from the right)
is filled with {−i∨k,1 < . . . < −i
∨
k,−µ′
k
} ⊂ B∨<0. It is not difficult to see that w
∨
<0 ∈
SSTB∨<0(µ
π). Now, we define
(4.1) Ψn(w ⊗ t−nΛ0) = κ
−1(w∨<0,w>0) ∈M.
Example 4.2. Let w ∈ B(4Λ0) be as follows.
...
...
...
...
−5 −5 −5 −5
−4 −4 −3 −2
−3 −3 −2 −1
−2 −1 1 2
1 1 3 4
.
Then
w∨<0 =
−1∨ −3∨
−1∨ −2∨ −4∨ −4∨
, w>0 =
1 3
1 1 3 4
.
Therefore,
κ−1(w∨<0,w>0) =

1 0 1 0
0 0 0 1
1 0 0 0
1 0 1 0
 .
Proposition 4.3. For n ≥ 1, the map
Ψn : B(nΛ0)⊗ T−nΛ0 −→M
is a gl∞-crystal embedding.
Proof. (1) Let w be given. For i ∈ Z>0 and x = e, f , if x˜iw 6= 0, then
Ψn(x˜i(w ⊗ t−nΛ0)) = Ψn((x˜iw)⊗ t−nΛ0)
= κ−1(w∨<0, x˜iw>0)
= x˜iκ
−1(w∨<0,w>0) by Proposition 3.3
= x˜iΨn(w ⊗ t−nΛ0).
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Similarly, for i ∈ Z<0 and x = e, f , if x˜iw 6= 0, then
Ψn(x˜i(w ⊗ t−nΛ0)) = Ψn((x˜iw)⊗ t−nΛ0)
= κ−1(x˜iw
∨
<0,w>0) by [17, Lemma 5.8]
= x˜iκ
−1(w∨<0,w>0) by Proposition 3.3
= x˜iΨn(w ⊗ t−nΛ0).
Finally, comparing the definitions of x˜0 (x = e, f) on B(nΛ0) and T, it is straight-
forward to see that
Ψn(x˜0(w ⊗ t−nΛ0)) = κ
−1(x˜0(w
∨
<0,w>0)).
Since κ commutes with e˜0 and f˜0 by Theorem 3.6, we have Ψn(x˜0(w ⊗ t−nΛ0)) =
x˜0Ψn(w ⊗ t−nΛ0). The other conditions for Ψn to be a morphism can be verified
directly. 
Remark 4.4. We have
ImΨn = κ
−1
 ⊔
µ∈P, µ1≤n
SSTB∨<0(µ
π)× SSTB>0(µ
π)
 ,
ImΨn ⊂ ImΨn+1 (n ≥ 1),
M =
⋃
n≥1
ImΨn.
Note that there exists a strict morphism Φn : M⊗TnΛ0 −→ B(nΛ0) sending O⊗tnΛ0
to HnΛ0 such that Φn(A) 6= 0 if and only if A ∈ ImΨn.
4.2. Crystal graphs of generalized Verma modules. Given µ, ν ∈ P, we put
Mµ,ν = M× SSTB∨<0(µ
π)× SSTB>0(ν),
Oµ,ν = (O,Hµπ ,Hν).
(4.2)
For (A,S<0, S>0) ∈Mµ,ν , we define
(1) if x˜i(A⊗ S<0) = A
′ ⊗ S′<0 for i ∈ Z<0, then
x˜i(A,S<0, S>0) = (A
′, S′<0, S>0),
(2) if x˜i(A⊗ S>0) = A
′′ ⊗ S′′>0 for i ∈ Z>0, then
x˜i(A,S<0, S>0) = (A
′′, S<0, S
′′
>0),
(3) x˜0(A,S<0, S>0) = (x˜0A,S<0, S>0),
where x = e, f , and x˜i(A,S<0, S>0) = 0 if any of its components is 0.
Proposition 4.5. For µ, ν ∈ P, Mµ,ν is a gl∞-crystal and
Mµ,ν = { f˜i1 · · · f˜irOµ,ν | r ≥ 0, i1, . . . , ir ∈ Z } \ {0}.
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Proof. Let (A,S<0, S>0) ∈ Mµ,ν be given with e˜i(A,S<0, S>0) = 0 for all i ∈ Z.
First, we have e˜iA = 0 for all i ∈ Z
×, which implies that A is a diagonal matrix
with entries a−1∨,1 ≥ a−2∨,2 ≥ . . .. Since e˜0A = 0, we have a−1∨,1 = 0 and hence
A = O. This implies that S<0 = Hµπ and S>0 = Hν since e˜iS<0 = 0 for i ∈ Z<0
and e˜iS>0 = 0 for i ∈ Z>0, respectively. 
For n ≥ µ1 + ν1, we put
Λµ,ν ;n = Λλ,
where λ = (λ1, . . . , λn) is a generalized partition of length n such that
λ+ = (max(λ1, 0), . . . ,max(λn, 0)) = ν
′,
λ− = (max(−λn, 0), . . . ,max(−λ1, 0)) = µ
′.
Proposition 4.6. Let µ, ν ∈ P be given. Then for n ≥ µ1 + ν1, there exists an
embedding of gl∞-crystals
Ψµ,ν ;n : B(Λµ,ν ;n)⊗ T−nΛ0 −→Mµ,ν ,
sending HΛµ,ν;n ⊗ t−nΛ0 to Oµ,ν.
Proof. Given w = (w(1), · · · , w(n)) ∈ B(Λµ,ν ;n), consider the subtableau of w con-
sisting of positive entries, say w>0. Let w
+
>0 be the subtableau of w>0 corresponding
to the positions where HΛµ,ν ; n has positive entries, and let w
−
>0 be the compliment
of w+>0 in w>0. Note that w
+
>0 ∈ SSTB>0(ν) and w
−
>0 ∈ SSTB<0((η/µ)
π) for some
η ⊃ µ with η′1 ≤ n.
Let w<0 be the subtableau of w consisting of negative entries, which is also a
semi-infinite semistandard tableau of shape (−η′n, . . . ,−η
′
1). By the same method
as in (4.1), we obtain w∨<0 ∈ SSTB∨<0(η
π) from w<0.
Given A = A(i, j) ∈ M and S ∈ SSTB∨<0(µ
π), we define P(S ← A) to be the
tableau obtained by inserting irev = ir · · · i1 to S, that is,
P(S ← A) = (· · · ((S ← ir )← ir−1 ) · · · )← i1.
Suppose that shP(S ← A) = τπ for some τ ⊃ µ. For 1 ≤ k ≤ r, let us fill the box
in (τ/µ)π with c if it is created when ik is inserted into ((S ← ir ) · · · ) ← ik+1 and
jk = c. This defines the recording tableau Q(S ← A) of shape (τ/µ)
π.
Now, we let A ∈M and S<0 ∈ SSTB∨<0(µ
π) be the unique pair such that P(S<0 ←
A) = w∨<0 and Q(S<0 ← A) = w
−
>0, and let S>0 = w
+
>0. This defines a map
Ψµ,ν ;n : B(Λµ,ν ;n)⊗ T−nΛ0 →Mµ,ν by
Ψµ,ν ;n(w ⊗ t−nΛ0) = (A,S<0, S>0).
Modifying the arguments in Theorem 3.6 and Proposition 4.3, we can check that
Ψµ,ν ;n is a gl∞-crystal embedding.
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Example 4.7. Let w ∈ B(Λ(4,2,−1,−1)) be as in Figure 1. Note that µ = (2),
ν = (2, 2, 1, 1) and n = 4. We have
w∨<0 =
−1∨ −1∨
−2∨ −3∨
−3∨ −3∨ −4∨
, w−>0 =
1 2
3 3
1 ✷ ✷
, w+>0 =
1 2
2 3
3
5
.
Then we can check that P(S ← A) = w∨<0 and Q(S ← A) = w
−
>0, where
S =
✷ ✷
✷ ✷
✷ −3∨ −4∨
, A =
 1 1 00 0 1
1 0 1
 .
Hence
Ψ(2),(2,2,1,1) ; 4(w ⊗ t−4Λ0) =

 1 1 00 0 1
1 0 1
 , −3∨− 4∨ ,
1 2
2 3
3
5
 ∈M(2),(2,2,1,1).
Remark 4.8. (1) In case of ν = ∅, the map sending (w∨<0,w
−
>0) to (A,S<0) is a
skew version of the RSK correspondence introduced by Sagan and Stanley [32].
(2) Note that Mµ,ν =
⋃
n≥µ1+ν1
ImΨµ,ν ;n. Hence, we may regard Mµ,ν as the
limit of B(Λµ,ν ;n) as n→∞ and the crystal graph of the generalized Verma module
induced from an irreducible l-module with l-dominant highest weight −
∑
i<0 µ−iǫi+∑
j>0 νjǫj. We also have a strict morphism Φµ,ν ;n : Mµ,ν ⊗ TnΛ0 → B(Λµ,ν ;n) such
that Φµ,ν ;n((A,S<0, S>0) ⊗ tnΛ0) = w 6= 0 if and only if Ψµ,ν ;n(w ⊗ t−nΛ0) =
(A,S<0, S>0).
(3) Bitableaux realizations of irreducible highest weight representations of Lie
(super) algebras including B(Λλ) and their combinatorics can be found in [18].
5. Demazure crystals and a flagged RSK correspondence
5.1. Demazure crystals. For i ∈ Z, let si ∈ GL(h
∗) be the simple reflection with
respect to αi defined by
si(λ) = λ− 〈λ, hi〉αi, (λ ∈ h
∗).
Then si acts as the transposition on { ǫi | i ∈ Z
× } (hence on Z×) given by
si =

(i i+ 1), if i > 0,
(i− 1 i), if i < 0,
(−1 1), if i = 0.
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Let W be the Weyl group of gl∞, which is generated by { si | i ∈ Z }, and let ℓ(w)
denote the length of w ∈ W . For Λ ∈ P+, let WΛ be the stabilizer of Λ, and let
WΛ = {w | ℓ(wsi) > ℓ(w) for si ∈WΛ }. Let < denote the Bruhat order on W . It
induces the Bruhat order on WΛ, which is also denoted by <.
Let w ∈ WΛ be given and w = si1 · · · sir its reduced expression. We define the
Demazure crystal of B(Λ) associated with w [11] by
(5.1) Bw(Λ) = { f˜
m1
i1
· · · f˜mrir HΛ |m1, . . . ,mr ≥ 0 } \ {0}.
For any i ∈ Z, an i-string S in B(Λ), a connected component with only i-arrows,
satisfies one of the following three conditions;
S ⊂ Bw(Λ),
S ∩Bw(Λ) = ∅,
S ∩Bw(Λ) is a highest weight vector of S.
(5.2)
Now, given µ, ν ∈ P, we put
(5.3) Mµ,ν,w = { f˜
m1
i1
· · · f˜mrir Oµ,ν |m1, . . . ,mr ≥ 0 } \ {0}.
For w,w′ ∈WΛ, we have Mµ,ν,w ⊂Mµ,ν,w′ if and only if w ≤ w
′. Since each element
in Mµ,ν,w is contained in Ψµ,ν ;n(Bw(Λµ,ν ;n)⊗ T−nΛ0) for a sufficiently large n, it is
well-defined.
5.2. Grassmannian permutations. Let λ be a partition. The residue of a box in
λ is given by j − i if it is located in the ith row and the jth column. A standard
tableau of shape λ is a tableau obtained by filling λ with { 1, . . . , |λ| } in such a way
that the entries in each column (resp. row) are increasing from top to bottom (resp.
left to right).
Consider WΛ0 = 〈 si | i ∈ Z
× 〉 and let w ∈ WΛ0 be given. Let D(w) = { (i, j) ∈
Z
× × Z× | i < w−1(j), j < w(i) } be the diagram of w and let λ(w) = (λ(w)i)i≥1
be the shape of w, where λ(w)i = |{ j | (−i, j) ∈ D(w) }|. Since w(i) < w(i + 1) for
i ≤ −2 or i ≥ 1, and w(−1) > w(1), λ(w) is a partition. Conversely, a partition λ
determines a unique permutation w ∈ WΛ0 such that λ(w) = λ. Hence, we have
a bijection from WΛ0 to P sending w to λ(w), where |λ(w)| = ℓ(w). If T is a
standard tableau of shape λ(w) and ai is the residue of the box corresponding to i
in T (1 ≤ i ≤ ℓ(w)), then w = saℓ(w)saℓ(w)−1 · · · sa1 gives a reduced expression of w.
For w,w′ ∈WΛ0 , we have w ≤ w′ if and only if λ(w) ⊆ λ(w′) (cf.[24]).
Example 5.1. Let w ∈WΛ0 be given by
w =
[
· · · −5 −4 −3 −2 −1 1 2 3 4 5 6 · · ·
· · · −4 −2 2 5 6 −5 −3 −1 1 3 4 · · ·
]
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where w(i) = i for i ≥ 7 or i ≤ −6. Then λ(w) = (6, 6, 4, 2, 1), where the residue on
each box is given by
0 1 2 3 4 5
−1 0 1 2 3 4
−2 −1 0 1
−3 −2
−4
.
5.3. Flagged skew Schur functions. Let X = {x1, x2, . . . } be the set of variables
and Xk = {x1, . . . , xk } for k ≥ 1. Let φ = (φ1, . . . , φd) be a sequence of weakly
increasing positive integers of length d, which is called a flag of length d. Given a
skew Young diagram λ/µ with ℓ(λ), ℓ(µ) ≤ d, we define the flagged Schur function
sλ/µ(Xφ) by
(5.4) sλ/µ(Xφ) = det
(
hλi−µj−i+j(Xφi)
)
1≤i,j≤d
,
where hk(Xφi) is the kth complete symmetric function inXφi (cf.[24]). An equivalent
definition is that
(5.5) sλ/µ(Xφ) =
∑
T
xT ,
where the sum ranges over all semistandard tableaux of shape λ/µ such that the
entries in the ith row are no more than φi for 1 ≤ i ≤ d. Here, x
T =
∏
i x
mi
i , where
mi is the number of occurrences of i in T .
Let SSTB∨<0(λ/µ)φ (resp. SSTB>0(λ/µ)φ) be the set of semistandard tableaux of
shape λ/µ such that the entries in the ith row are no more than −φ∨i (resp. φi) for
1 ≤ i ≤ d. Let Y = { y1, y2, . . . } be another set of variables and Yk = {y1, . . . , yk}
for k ≥ 1. Then we have
chSSTB∨<0(λ/µ)φ = sλ/µ(Xφ), chSSTB>0(λ/µ)φ = sλ/µ(Yφ),
where we put
xi = e
wt(−i∨) = e−ǫ−i , yj = e
wt(j) = eǫj
for −i∨ ∈ B∨<0 and j ∈ B>0. When S ∈ SSTB∨<0(ν
π)φ (resp. S ∈ SSTB>0(ν
π)φ) is
given for ν ∈ P with ℓ(ν) ≤ d, we view νπ = (nd)/(n − νn, . . . , n − ν1) for some n,
and understand that the entries of S in each ith row from the bottom are no more
than −φ∨d−i+1 (resp. φd−i+1) for 1 ≤ i ≤ d.
Let α = (α1, . . . , αd) be the sequence of weakly decreasing positive integers of
length d. Let
(5.6) ŝλ/µ(Xα) = det
(
hλi−µj−i+j(Xαj )
)
1≤i,j≤d
.
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By (5.4), it is easy to check that ŝλ/µ(Xα) = sbµ/bλ(Xφ), where λ̂ = (n−λd−i+1)1≤i≤d,
µ̂ = (n − µd−i+1)1≤i≤d for some n ≥ λ1, µ1, and φ is the reverse sequence of α. In
particular, we have for ν ∈ P with ℓ(ν) ≤ d,
sνπ(Xφ) = ŝν(Xα).
5.4. A flagged RSK correspondence. In the sequel, we assume that S is a finite
subset of N2 = N×N. We define θ(S) to be the border strip of the smallest partition
λ such that S ⊂ λ. Recall that a border strip of a partition λ is a skew diagram
λ/µ, where λ = (α1, . . . , αd|β1, . . . , βd) and µ = (α2, . . . , ad|β2, . . . , βd) following
Frobenius notation. We put c(S) = (α1, β1).
Example 5.2. Let S = { (1, 1), (1, 4), (2, 2), (3, 1), (3, 3), (4, 3) }. Then
S =
1 2 3 4 · · ·
1 • •
2 •
3 • •
4 •
...
, θ(S) = (4, 3, 3, 3)/(2, 2, 2) =
   
  
  
   ∗
,
where the skew diagram consisting of the black boxes is the border strip θ(S) and ∗
indicates the point c(S) = (4, 4).
We define inductively a finite sequence of points c1 = (α1, β1), . . . , cd = (αd, βd)
as follows;
(1) let S(1) = S and put c1 = c(S
(1)),
(2) for 1 ≤ k ≤ d− 1, let S(k+1) = S(k) \ θ(S(k)), and put ck+1 = c(S
(k+1)),
where d is the smallest one such that S(d+1) = ∅. Note that ck+1 is located to the
northwest of ck, that is, αk > αk+1 and βk > βk+1. Now, we define
(5.7) λ(S) = (α1, . . . , αd|β1, . . . , βd) ∈ P
following Frobenius notation, where (α1, . . . , αd) (resp. (resp. (β1, . . . , βd)) corre-
sponds to the lower (resp. upper) flag of λ(S) with respect to its diagonal. We
define w(S) to be the permutation in WΛ0 corresponding to λ(S), that is,
(5.8) λ(w(S)) = λ(S).
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Example 5.3. Let S be as in Example 5.2. Then
S(1) =
1 2 3 4
1 • •
2 •
3 • •
4 •
, θ(S(1)) = (4, 3, 3, 3)/(2, 2, 2) =
   
  
  
   ∗
,
S(2) =
1 2 3 4
1 •
2 •
3 •
4
, θ(S(2)) = (2, 2, 1)/(1) =
  · ·
  ·
 ∗ ·
· ·
,
S(3) =
1 2 3 4
1 •
2
3
4
, θ(S(3)) = (1) =
 ·
· ·
·
,
where we have c1 = (4, 4), c2 = (3, 2), c3 = (1, 1). Hence
λ(S) = (4, 3, 1|4, 2, 1) = (4, 4, 3, 2).
For w ∈WΛ0 with a reduced expression w = si1 · · · sir , we put
(5.9) Mw = { f˜
m1
i1
· · · f˜mrir O |m1, . . . ,mr ≥ 0 } \ {0},
that is, Mw = M∅,∅,w (see (5.3)). For A ∈ M, let supp(A) = { (i, j) | a−i∨ ,j 6= 0 } ⊂
N
2 be the support of A.
Theorem 5.4. For w ∈WΛ0, we have
Mw = {A | λ(supp(A)) ⊂ λ(w) } = {A | w(supp(A)) ≤ w }.
Proof. It suffices to prove the first identity. We use induction on ℓ(w) = |λ(w)|.
If |λ(w)| = 1, then w = s0 and it is clear. We assume that |λ(w)| ≥ 2. Choose
w′ ∈WΛ0 such that ℓ(w′) = ℓ(w)−1, equivalently λ(w′) ⊂ λ(w) with |λ(w)/λ(w′)| =
1. Let r be the residue of λ(w)/λ(w′).
Choose a standard tableau T of shape λ(w) such that the largest entry occurs at
λ(w)/λ(w′). Let ai be the residue of the box corresponding to i in T (1 ≤ i ≤ ℓ(w)).
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Then we have reduced expressions w = saℓ(w)saℓ(w)−1 · · · sa1 and w
′ = saℓ(w)−1 · · · sa1 ,
where aℓ(w) = r. Note that
(5.10) Mw =
⋃
k≥0
f˜krMw′ \ {0}.
Let Nw = {A | λ(supp(A)) ⊂ λ(w) }. By induction hypothesis, it suffices to show
that Nw =
⋃
k≥0 f˜
k
rNw′ \ {0}.
Let A ∈ Nw be given. We first claim that A ∈ f˜
k
rNw′ for some k ≥ 0. We
will keep the previous notations λ(S), θ(S(k)), and ck = (αk, βk) (1 ≤ k ≤ d) with
S = supp(A). If λ(S) does not contain the box c corresponding to λ(w)/λ(w′), then
λ(S) ⊂ λ(w′) and A ∈ Nw′ . So we may assume that c ∈ λ(S).
Case 1. Suppose that r = 0. By definition of λ(S), we have θ(S(d)) = (1, 1).
If we choose k ≥ 1 such that the entry of e˜k0A at (1, 1) is 0, then supp(e˜
k
0A) =
supp(A) \ {(1, 1)}. Hence λ(supp(e˜k0A)) ⊂ λ(w
′) and e˜k0A ∈ Nw′ .
Case 2. Suppose that r 6= 0. We may assume that r > 0 since the argument for
r < 0 is almost the same. In this case, we have cs = (αs, βs) with βs = r+1 for some
1 ≤ s ≤ d. There exists 1 ≤ m ≤ αs such that a−m∨,r+1 6= 0 with (m, r + 1) ∈ S
(s)
and (i, r + 1) 6∈ S(s) for m < i ≤ αs. Since c is a removable corner of λ(w) and
hence of λ(S), we have a−i∨,r = 0 for 1 ≤ i < m (see Figure 2). Otherwise, we
have βs−1 = r, which implies that c is not removable. Let A = A(i, j) and consider
the subword of i consisting of r and r + 1. Then the r + 1’s corresponding to the
non-zero entries a−i∨,r+1 for 1 ≤ i ≤ m can be replaced by r applying e˜
k
r for some
k ≥ 1. Equivalently, applying e˜kr , the entries a−i∨,r (resp. a−i∨,r+1) are replaced by
a−i∨,r + a−i∨,r+1 (resp. 0) for 1 ≤ i ≤ m. On the other hand, we can check that
(αt, βt) are invariant under e˜
k
r for 1 ≤ t ≤ d with t 6= s. Hence λ(supp(e˜
k
rA)) ⊂ λ(w
′)
and e˜krA ∈ Nw′ .
Conversely, let A ∈ Nw′ be given. Using similar arguments, it is not difficult
to check that either λ(supp(f˜krA)) = λ(supp(A)) or λ(supp(f˜
k
rA))/λ(supp(A)) = c
whenever f˜krA 6= 0. Hence λ(supp(f˜
k
rA)) ⊂ λ(w). This completes our induction. 
Corollary 5.5. For w ∈WΛ0 , we have
chMw =
∑
S⊂N2
w(S)≤w
∏
(i,j)∈S
xiyj
(1− xiyj)
.
Remark 5.6. Identifying (i, j) ∈ N2 with −ǫ−i + ǫj ∈ ∆(u−), one may write
chMw =
∑
S⊂∆(u−)
w(S)≤w
∏
α∈S
eα
(1− eα)
.
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 (1, r + 1)

...

    (m, r + 1)


...
· · ·


· · ·    ∗ (αs, r + 1) = cs
Figure 2. The border strip θ(S(s))
Now, let us put
(5.11) Tw = κ(Mw) = { f˜
m1
i1
· · · f˜mrir (∅, ∅) |m1, . . . ,mr ≥ 0 } \ {0}.
for w ∈WΛ0 with a reduced expression w = si1 · · · sir . We define α(w) = (α1, . . . , αd)
and β(w) = (β1, . . . , βd) to be strict partitions of length d such that
(5.12) λ(w) = (α(w)|β(w)).
We put d(w) = d, the diagonal length of λ(w) and
φ(w) = (φ1, . . . , φd) = (αd, . . . , α1),
ψ(w) = (ψ1, . . . , ψd) = (βd, . . . , β1),
(5.13)
which are flags of length d.
Theorem 5.7. For w ∈WΛ0, we have
Tw =
⊔
ν∈P
ℓ(ν)≤d(w)
SSTB∨<0(ν
π)φ(w) × SSTB>0(ν
π)ψ(w).
Proof. For convenience, let Sw be the right-hand side of the above identity. We
will use induction on ℓ(w) = |λ(w)|. When ℓ(w) = 1, i.e. w = s0, it is clear. We
assume that ℓ(w) ≥ 2.
Choose w′ ∈ WΛ0 such that ℓ(w′) = ℓ(w) − 1, equivalently, λ(w′) ⊂ λ(w) with
|λ(w)/λ(w′)| = 1. Let r be the residue of λ(w)/λ(w′). By (5.10) and the induction
hypothesis, we have only to show that Sw =
⋃
k≥0 f˜
k
r Sw′ \{0}. We assume that λ(w)
is as in (5.12) with d = d(w).
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Case 1. Suppose that r = 0. Then we have d ≥ 2 and αd = βd = 1 and
λ(w′) = (α1, . . . , αd−1|β1, . . . , βd−1).
Let (S, T ) ∈ Sw′ be given, where sh(S) = sh(T ) = η
π for some η ∈ P with
ℓ(η) ≤ d(w′). For k ≥ 1, let (S′, T ′) = f˜k0 (S, T ) and τ
π = sh(S′) = sh(T ′) ∈ Pπ.
By definition of f˜0, we have ℓ(τ) ≤ ℓ(η) + 1 ≤ d(w). If ℓ(τ) < d(w), then it is clear
that (S′, T ′) ∈ Sw′ ⊂ Sw. Assume that ℓ(τ) = d(w), that is, ℓ(τ) = ℓ(η) + 1 = d(w).
Then the first rows of S′ and T ′ are filled only with −1∨ and 1, respectively, and
the entries in the other rows of S′ and T ′ still satisfy the flag conditions given by
φ(w′) and ψ(w′), respectively. Since φ(w) = (1, φ(w′)) and ψ(w) = (1, ψ(w′)), we
have (S′, T ′) ∈ Sw.
Conversely, let (S, T ) ∈ Sw be given with τ
π = sh(S) = sh(T ) ∈ Pπ. If ℓ(τ) <
d(w), then (S, T ) ∈ Sw′ . If ℓ(τ) = d(w), then the first rows of S and T are filled only
with −1∨ and 1, respectively, and they are all removable under successive application
of e˜0. Hence, the highest weight element (S
′, T ′) in the 0-string of (S, T ) belongs to
Sw′ .
Case 2. Suppose that r 6= 0. We may assume that r > 0 since the argument for
r < 0 is almost the same. In this case, we have d(w′) = d(w), and for some 1 ≤ i < d
λ(w′) = (α1, . . . , αi, . . . , αd|β1, . . . , βi − 1, . . . , βd),
where βi = r + 1.
Let (S, T ) ∈ Sw′ be given. Note that the entries of T in the ith row from the
bottom are no more than βi − 1 = r, and no r appears in the above rows. This
implies that f˜kr (S, T ) ∈ Sw ∪ {0} for k ≥ 0.
Conversely, let (S, T ) ∈ Sw be given. The entries of T in the (i + 1)th row from
the bottom are no more than βi+1 < βi − 1 = r. So any r + 1 in the ith row of T
from the bottom, if exists, can be replaced by r applying e˜kr for some k ≥ 0. This
implies that e˜kr (S, T ) ∈ Sw′ . 
Corollary 5.8. For w ∈WΛ0 , we have
chTw =
∑
ν∈P
ℓ(ν)≤d(w)
ŝν(Xα(w))ŝν(Yβ(w)).
Combining Theorem 5.4 and Theorem 5.7, we obtain a flagged version of the RSK
correspondence and the Cauchy identity.
Corollary 5.9. For w ∈WΛ0 , the map κ in (3.6) gives a bijection
{A ∈M | λ(supp(A)) ⊂ λ(w) } −→
⊔
ν∈P
ℓ(ν)≤d(w)
SSTB∨<0(ν
π)φ(w) × SSTB>0(ν
π)ψ(w),
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when restricted to Mw, and it commutes with e˜i (i ∈ Z). In particular, we have∑
S⊂N2
w(S)≤w
∏
(i,j)∈S
xiyj
(1− xiyj)
=
∑
ν∈P
ℓ(ν)≤d(w)
ŝν(Xα(w))ŝν(Yβ(w)).
Remark 5.10. (1) For m,n ≥ 1, let wm,n be the element in W
Λ0 such that
λ(wm,n) = (n
m). In this case, we recover the usual RSK correspondence with m×n
matrices and the Cauchy identity with variables xi, yj (1 ≤ i ≤ m, 1 ≤ j ≤ n).
(2) For S ⊂ N2, let r(S) be the diagonal length of λ(S), i.e. the length of α or β
when λ(S) = (α|β). Then for n ≥ 1, we have∑
S⊂N2
r(S)≤n
∏
(i,j)∈S
xiyj
(1− xiyj)
=
∑
ν∈P
ℓ(ν)≤n
sν(X)sν(Y ).
When multiplied by e−nΛ0 the right-hand side of the identity is equal to the character
of the irreducible highest weight representation of ĝl∞, a central extension of gl∞,
with highest weight −nΛ0, which is not integrable [9]. Hence the left-hand side gives
another character formula for this highest weight module. Note that the right-hand
side has a Jacobi-Trudi type formula (see [31, Ex.7.16 d] and [18] for its generalization
to irreducible ĝl∞-modules with negative integral charges) and a Weyl-Kac type
formula [19].
(3) From the correspondence between Mw and Tw, we see that the entries in the
first columns of bitableux in T is determined only by the support of the coresponding
matrix in M. This fact was also observed by Stanley [31, Ex.7.100] in a purely
combinatorial way.
5.5. Demazure crystal Bw(nΛ0).
Proposition 5.11. Let w ∈ WΛ0, let d = d(w), φ = φ(w), and ψ = ψ(w). Then
for n ≥ 1, there is a bijection
Bw(nΛ0)←→
⊔
ν∈P
ν⊂(nd)
SSTB∨<0(ν
π)φ × SSTB>0(ν
π)ψ.
Proof. It follows from Remark 4.4 and Theorem 5.7. 
Remark 5.12. Given A = A(i, j) ∈ M with (i, j) ∈ Ω, let c(A) be the maximal
length of decreasing subwords of i. It is well known that c(A) is equal to the
number of columns in P(A) or Q(A) (cf.[15]). By Remark 4.4 and Theorem 5.4, the
embedding Ψn gives a bijection
Bw(nΛ0)←→ {A | λ(supp(A)) ⊂ λ(w), c(A) ≤ n }.
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For i ∈ Z and λ ∈ P , let Di be the linear operator on C[P ] defined by
Di(e
λ) = eλ ·
1− e−(1+〈λ,hi〉)αi
1− e−αi
.
The operators Di satisfy the braid relations, and hence for a reduced expression of
w = si1 · · · sir ∈W , the operator Dw = Di1 · · ·Dir is well-defined. By (5.2), we have
chBw(nΛ0) = Dw(e
nΛ0).
Combining with Proposition 5.11, we obtain the following combinatorial identity.
Corollary 5.13. Let n, d ≥ 1, and let α, β be two strict partitions of length d. Then
Dw(e
nΛ0)e−nΛ0 =
∑
ν∈P
ν⊂(nd)
ŝν(Xα)ŝν(Yβ),
where w is the unique element in WΛ0 such that λ(w) = (α|β).
5.6. Crystals of symmetric matrices. From now on, let ǫ denote either 1 or 2.
We put
M̂
ǫ = {A ∈M | a−i∨,j = a−j∨,i for i, j ≥ 1, ǫ divides a−i∨,i for i ≥ 1 }.(5.14)
For i ∈ Z≥0, let
E˜0 = e˜
ǫ
0, F˜0 = f˜
ǫ
0,
E˜i = e˜ie˜−i, F˜i = f˜if˜−i (i ∈ Z>0).
(5.15)
By similar arguments as in Proposition 3.1, we can check the following.
Proposition 5.14. (1) M̂ǫ ∪ {0} is invariant under E˜i and F˜i for i ∈ Z≥0.
(2) M̂ǫ = { F˜i1 · · · F˜irO | r ≥ 0, i1, . . . , ir ∈ Z≥0 } \ {0}.
Put
P̂ = {λ ∈ P |
1
ǫ
〈λ, h0〉 ∈ Z, 〈λ, hi〉 = 〈λ, h−i〉 (i ∈ Z>0) },
Π̂ = { α̂0 = ǫα0, α̂i = αi + α−i (i ∈ Z>0) } ⊂ P̂ .
Then Π̂ is a set of simple roots for the root system associated to the affine Lie algebra
b∞ (resp. c∞) when ǫ = 1 (resp. ǫ = 2) (cf.[8]), where P̂ is a weight lattice. The
associated Dynkin diagrams are
b∞ : © © © © © ©⇐= · · · · · ·
bα0 bα1 bα2 bαn−1 bαn bαn+1
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c∞ : © © © © © ©=⇒ · · · · · ·
bα0 bα1 bα2 bαn−1 bαn bαn+1
For i ∈ Z≥0, let ĥi ∈ P̂
∗ be determined by 〈λ, ĥi〉 = 〈λ, hi〉 = 〈λ, h−i〉 if i > 0,
and 〈λ, ĥ0〉 =
1
ǫ 〈λ, h0〉 for λ ∈ P̂ . Then Π̂
∨ = { ĥi | i ∈ Z≥0 } is a set of simple
coroots. As in Definition 2.1, one may define an x∞-crystal (x = b, c) with respect
to E˜i, F˜i, ε̂i, ϕ̂i (i ∈ Z≥0) and ŵt. By Proposition 5.14, M̂
ǫ is an x∞-crystal with
highest weight element O. Here, for A ∈ M̂ǫ ŵt(A) = wt(A) ∈ P̂ , ε̂i(A) = εi(A)
and ϕ̂i(A) = ϕi(A).
Since each A in M̂ǫ is symmetric, we have κ(A) = (−S∨, S), where S ∈ SSTB>0(ν
π)
for some ν ∈ P with ǫ|ν, that is, ǫ|νi for i ≥ 1 (cf.[15, 17]), and −S
∨ is the semis-
tandard tableau obtained by replacing each entry i in S with −i∨. Hence the map
κ̂ : A 7→ S gives a bijection
(5.16) κ̂ : M̂ǫ −→
⊔
ν∈P
ǫ|ν
SSTB>0(ν
π).
Proposition 5.15. Put Λ̂0 = ǫΛ0. For n ≥ 1, let
B̂ǫ(nΛ̂0) = { F˜i1 · · · F˜irHnbΛ0 | r ≥ 0, i1, . . . , ir ∈ Z≥0 } \ {0}.
Then Ψǫn(B̂
ǫ(nΛ̂0)⊗ T−nbΛ0) = M̂
ǫ ∩ ImΨǫn.
Proof. Let w ∈ B(nΛ̂0) be given with κ
(
Ψǫn(w ⊗ t−nbΛ0)
)
= (w∨<0,w>0). Then
we can check that
w ∈ B̂ǫ(nΛ̂0)⇐⇒ w
∨
<0 = −w
∨
>0 ⇐⇒ κ
−1(w∨<0,w>0) ∈ M̂
ǫ,
where −w∨>0 is the tableau obtained from w>0 by replacing each entry i with −i
∨.
By Remark 4.4, we obtain the required identity. 
Remark 5.16. By Proposition 5.11, (5.16) and Proposition 5.15, we have a one-to-
one correspondence
(5.17) B̂ǫ(nΛ̂0)←→
⊔
ν∈P
ǫ|ν,ν1≤ǫn
SSTB>0(ν
π).
By [13, Theorem 5.1], B̂ǫ(nΛ̂0) is isomorphic to the crystal graph of the integrable
highest weight x∞-module with highest weight nΛ̂0, and Proposition 5.15 implies
that M̂ǫ is the limit of B̂ǫ(nΛ̂0).
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Let σ be the linear automorphism on P defined by σ(Λ0) = Λ0 and σ(ǫi) = −ǫ−i
for i ∈ Z. Then σ(αi) = α−i for i ∈ Z. Let
Ŵ = {w ∈W |wσ = σw }.
Put ŝ0 = s0 and ŝi = sis−i for i ∈ Z>0. Then Ŵ is the Coxeter group generated
by ŝi (i ∈ Z≥0), which is isomorphic to the Weyl group of x∞ (see [5, Section 5.2]).
Let Ŵ
bΛ0 be the set of minimal length left coset representatives of ŴbΛ0 . We have
Ŵ
bΛ0 = Ŵ ∩WΛ0 , and λ(w) = λ(w)′ or φ(w) = ψ(w) for w ∈ Ŵ
bΛ0 .
For w ∈ Ŵ
bΛ0 with a reduced expression w = ŝi1 · · · ŝir (i1, . . . , ir ∈ Z≥0), let
M̂
ǫ
w = { F˜
m1
i1
· · · F˜mrir O |m1, . . . ,mr ≥ 0 } \ {0},
B̂ǫw(nΛ̂0) = { F˜
m1
i1
· · · F˜mrir HnbΛ0 |m1, . . . ,mr ≥ 0 } \ {0}
(5.18)
Since B̂ǫ(nΛ̂0) is the crystal graph of an integrable highest weight x∞-module (see
Remark 5.16), the Demazure crystal B̂ǫw(nΛ̂0) is well-defined and so is M̂
ǫ
w by Propo-
sition 5.15.
Proposition 5.17. For w ∈ Ŵ
bΛ0 , we have
M̂
ǫ
w = M̂
ǫ ∩Mw, κ̂(M̂
ǫ
w) =
⊔
ν∈P
ǫ|ν
SSTB>0(ν
π)φ(w).
Proof. Let us prove the first identity. Then the second one follows from Proposition
5.7 and (5.16). First, it is clear by definition that M̂ǫw ⊂ M̂
ǫ ∩Mw. Suppose that
A ∈ M̂ǫ ∩ Mw is given. Let w
′ = ŝi2 · · · ŝir , where w = ŝi1 · · · ŝir is a reduced
expression. If i1 > 0, then we have
e˜i1A 6= 0⇐⇒ e˜−i1A 6= 0⇐⇒ E˜i1A 6= 0,
since A is symmetric. If i1 = 0, then we have e˜0A 6= 0 if and only if E˜0A 6= 0
by definition. From (5.10), it follows that E˜ki1A ∈ Mw′ for some k ≥ 0. If we use
induction on ℓ(w), then we have E˜ki1A ∈ M̂
ǫ ∩Mw′ = M̂
ǫ
w′ , and hence A ∈ M̂
ǫ
w. 
Put Z = { zi = xiyi | i ≥ 1 }. For S ⊂ N
2, let S′ = { (i, j) | (j, i) ∈ S }. Then
Proposition 5.17 yields the following identity.
Corollary 5.18. For w ∈ Ŵ
bΛ0 , we have∑
S=S′⊂N2
w(S)≤w
∏
(i,i)∈S
zǫi
(1− zǫi )
∏
(i,j)∈S
i<j
zizj
(1− zizj)
=
∑
ν∈P
ǫ|ν
ℓ(ν)≤d(w)
ŝν(Zα(w)).
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Corollary 5.19. For w ∈ Ŵ
bΛ0 and n ≥ 1, there is in one-to-one correspondence
B̂ǫw(nΛ̂0) ←→
⊔
ν∈P,ǫ|ν
ν⊂(ǫnd(w))
SSTB>0(ν
π)φ(w).
Proof. It follows from Proposition 5.11 and (5.17). 
For i ∈ Z≥0 and λ ∈ P̂ , let D̂i be the linear operator on C[P̂ ] ⊂ C[P ] defined by
D̂i(e
λ) = eλ
1− e−(1+〈λ,
bhi〉)bαi
1− e−bαi
.
For a reduced expression of w = ŝi1 · · · ŝir ∈ Ŵ , we put D̂w = D̂i1 · · · D̂ir . Combining
the Demazure character formula chB̂ǫw(nΛ̂0) = D̂w(e
nbΛ0) with Corollary 5.19, we
obtain the following identity.
Corollary 5.20. Let n, d ≥ 1, and let α be a strict partition of length d. Then
D̂w(e
nbΛ0) e−n
bΛ0 =
∑
ν∈P,ǫ|ν
ν⊂(ǫnd)
ŝν(Zα),
where w is the unique element in Ŵ
bΛ0 such that λ(w) = (α|α).
6. Plane partitions
A plane partition is a collection of non-negative integers π = (πij)i,j≥1 such that
πij 6= 0 for only finitely many i, j, and πij ≥ πi+1j and πij ≥ πij+1 for i, j ≥ 1. A
shape of π denoted by sh(π) is a Young diagram determined by the support of π, i.e.
{ (i, j) |πij 6= 0 }. We may identify π with a tableau of shape sh(π) with entries in
N weakly decreasing in each row and column from left to right and top to bottom,
respectively. Let P denote the set of all plane partitions.
Let us recall the correspondence between M and P [2]. Let A ∈M be given with
κ(A) = (P(A),Q(A)). For each k, let λ(k) = (α(k)|β(k)) be a partition where α(k)
and β(k) are strict partitions given by reading the entries of the kth columns of P(A)
and Q(A) from bottom to top (ignoring − and ∨ in P(A)), respectively. Note that
λ(1) ⊃ λ(2) ⊃ · · · . We define π(A) = (π(A)ij)i,j≥1 by π(A)ij =
∣∣{ k | (i, j) ∈ λ(k) }∣∣.
It is easy to check that π(A) is a plane partition, and the mapping A 7→ π(A) yields
a bijection from M to P. One may identify a plane partition π with a set of unit
cubes, where πij cubes are stacked vertically at each position (i, j) ∈ sh(π). Then
λ(k) is the kth layer of π(A) from the bottom.
For π ∈ P, let |π| =
∑
i,j πij and for each r ∈ Z, let trr(π) =
∑
i≥1 πii+r, which is
called the r-trace of π [6, 30]. Let q and v1, v2, . . . be formal variables. For a subset
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X of P, the norm (resp. trace) generating function of X is defined to be∑
π∈X
q|π| and
∑
π∈X
∏
r∈Z
vtrr(π)r ,
respectively. Note that a norm generating function can be obtained from a trace
generating function by specializing vr = q for r ∈ Z.
For n ≥ 1 and λ ∈ P, we put
P(λ) = {π ∈ P | sh(π) ⊂ λ },
P≤n = {π ∈ P |π11 ≤ n },
P(λ)≤n = P≤n ∩ P(λ).
(6.1)
Note that P≤1 is the set of ordinary partitions P, and hence a gl∞-crystal (cf.[27]),
where for λ ∈ P and r ∈ Z, f˜rλ is defined by a partition µ such that µ/λ is a single
box with residue r, or 0 if such µ does not exist. If we assign the weight of the empty
partition to 0, then it is easy to see that P≤1 is isomorphic to B(Λ0)⊗T−Λ0 . In gen-
eral, we define a gl∞-crystal structure on P by identifying π = (λ
(1), λ(2), . . . , λ(n))
(π ∈ P) with an element of B(Λ0)
⊗n ⊗ T−nΛ0 for a sufficiently large n, where λ
(k) is
the kth layer of π.
Proposition 6.1. As gl∞-crystals, we have
(1) P ≃M,
(2) P≤n ≃ B(nΛ0)⊗ T−nΛ0 for n ≥ 1.
Corollary 6.2.
(1) chM is the trace generating function of P.
(2) For n ∈ N, e−nΛ0chB(nΛ0) is the trace generating function of P≤n.
Proof. For π ∈ P, suppose that wt(π) = −
∑
r∈Z krαr. Then kr is equal to the
r-trace of π. Identifying e−αr with vr in chM and chB(nΛ0), we obtain the trace
generating functions for P and P≤n, respectively. 
Remark 6.3. By the celebrated Weyl-Kac character formula [8], the trace gener-
ating function of P≤n is ∑
w∈W e
w(nΛ0+ρ)−nΛ0−ρ∏
α∈∆+(1− e
−α)
,
where ρ ∈ h∗ is given by 〈ρ, hi〉 = 1 for all i ∈ Z. The norm generating function
for P and P≤n are the corresponding principal q-characters, which are obtained by
putting e−αi = q for i ∈ Z. Then we recover
chqM =
1∏
i≥1(1− q
i)i
and chqB(nΛ0) =
1∏
i≥1(1− q
i)min(i,n)
(see [8] for evaluating q-characters), which are originally due to MacMahon [26].
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Now, the results in the previous section give the following representation theoretic
interpretations on plane partitions with bounded conditions.
Proposition 6.4. Let λ ∈ P and n ≥ 1 be given. Let w ∈ WΛ0 be such that
λ(w) = λ. As gl∞-crystals, we have
(1) P(λ) ≃Mw,
(2) P(λ)≤n ≃ Bw(nΛ0)⊗ T−nΛ0.
Proof. Let A ∈ M be given. By Theorem 5.7, we see that A ∈ Mw if and only if
λ(1) ⊂ λ(w). This implies that A ∈Mw if and only if sh(π(A)) ⊂ λ(w). The second
isomorphism follows from Proposition 5.11. 
By Corollary 6.2 and Proposition 6.4, we obtain the generating functions for plane
partitions bounded by a given shape as follows.
Corollary 6.5. Let λ ∈ P and n ≥ 1 be given. Let w ∈WΛ0 be such that λ(w) = λ.
(1) The trace generating function of P(λ) is∑
S⊂∆(u−)
λ(S)⊂λ
∏
α∈S
eα
(1− eα)
.
(2) The trace generating function of P(λ)≤n is e
−nΛ0Dw(e
nΛ0).
Remark 6.6. (1) There are determinantal formulas for the norm and trace gener-
ating functions of various classes of plane partitions including P(λ) and P(λ)≤n (see
[16] for a most general form and the references therein for the previous works by
other people). Also there are evaluations of those determinants into nice product
forms for some special classes of plane partitions. But there is no such formula for
P(λ) and P(λ)≤n as far as we know.
(2) A representation theoretic approach to plane partitions was first introduced
by Proctor [28], where the norm generating functions for P((uv))≤n was proved to
be the q-dimension of the irreducible slu+v-module with highest weight nω (ω is the
uth fundamental weight).
A plane partition π = (πij) is called symmetric if πij = πji for all i, j ≥ 1.
Similarly for ǫ = 1, 2, n ≥ 1 and λ ∈ P with λ = λ′, we put
P̂
ǫ = {π ∈ P |π is symmetric and ǫ divides πii for all i ≥ 1 },
P̂(λ)ǫ = P(λ) ∩ P̂ǫ,
P̂
ǫ
≤n = P≤n ∩ P̂
ǫ,
P̂(λ)ǫ≤n = P≤n(λ) ∩ P̂
ǫ.
(6.2)
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It is clear that M̂ǫ is in one-to-one correspondence with P̂ǫ. We define for a subset
X of P̂ǫ the norm (resp. trace) generating function of X by∑
π∈X
q|π| and
∑
π∈X
∏
r≥0
vtr
′
r(π)
r ,
respectively, where tr′r(π) = trr(π) for r ≥ 1 and tr
′
0(π) = ǫ
−1tr0(π).
As in Section 5.6, we assume that x = b if ǫ = 1 and x = c if ǫ = 2. We define an
x∞-crystal structure on P̂
ǫ ⊂ P with E˜i, F˜i for i ≥ 0 (5.15). Similar to Proposition
6.1 and Proposition 6.4, we can prove the following.
Proposition 6.7. Let n ≥ 1 and λ ∈ P with λ = λ′ be given, and let w ∈ Ŵ
bΛ0 be
such that λ(w) = λ. As x∞-crystals, we have
(1) P̂ǫ ≃ M̂ǫ,
(2) P̂ǫ(λ) ≃ M̂ǫw,
(3) P̂ǫ≤n ≃ B̂
ǫ(nΛ̂0)⊗ T−nbΛ0 ,
(4) P̂(λ)ǫ≤n ≃ B̂
ǫ
w(nΛ̂0)⊗ T−nbΛ0.
Remark 6.8. (1) For π ∈ P̂ǫ, we have wt(π) = −
∑
r≥0 krα̂r, where kr = tr
′
r(π).
Hence, identifying e−bαr with vr, we obtain the trace generating functions for sym-
metric plane partitions in Proposition 6.7 as the characters of the corresponding x∞-
crystals. The norm generating functions can be obtained by specializing e−bαr = q2
for r ≥ 1 and e−bα0 = qǫ.
(2) The norm generating function of P̂(mm)1≤n was conjectured by MacMahon
[26], and it was proved by Andrews [1] and Macdonald [25]. It was observed by
Proctor [28, 29] that the norm generating function of P̂(mm)ǫ≤n is the q-dimension
of irreducible representation of the complex simple Lie algebra so(2m+ 1) ⊂ b∞ or
sp(2m) ⊂ c∞ with highest weight corresponding to nΛ̂0 (following our notation).
(3) Recently Tingley [33] gave a nice representation theoretic interpretation of
cylindric plane partitions in terms of crystal graphs for affine Lie algebra ŝln and its
generating function. It would be interesting to find an application of affine Demazure
crystals to cylindric plane partitions.
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