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Abstract—This paper considers a sequential sensor schedul-
ing and remote estimation problem with multiple communica-
tion channels. Departing from the classical remote estimation
paradigm, which involves one communication channel (noise-
less or noisy), we consider here the more realistic setting of
two channels with different characteristics (one is cheap but
noisy, the other one is costly but noiseless). We first show,
via a counter-example, that the common folklore of applying
symmetric threshold-based policy, which is well known to be
optimal (for unimodal state densities) in the classical remote
estimation problem, can no longer be optimal in our setting.
In view of that, and in order to make the problem tractable,
we introduce a side channel which signals to the receiver the
sign of the underlying state. We show, under some technical
assumptions, that a threshold-in-threshold based communication
scheduling is optimal. The impact of the results is analyzed
numerically based on dynamic programming. This numerical
analysis reveals some rather surprising results inheriting known
properties from the single channel settings, such as not exhausting
all the opportunities available for the noisy channel.
Index Terms—Estimation, sensor networks, stochastic optimal
control
I. INTRODUCTION
Sensor scheduling and remote estimation problems arise in
the applications of wireless sensor networks, which have been
studied for decades and are still drawing extensive attention
[2]–[18]. One setting where they arise is networked control
systems, where one needs to collect information on the state
of a remote plant to generate the control signal to be applied
to the plant. To gather the information on the state, sensors
are placed at the remote plant. The sensors take measurements
on the state, and transmit their measurements to a receiver via
wireless communication. Based on messages collected from
the sensors, the receiver generates an estimate of the state,
and the estimate is used in decision making, such as generating
control signals. On the one hand, the quality of the estimate is
crucial to decision making, and more transmissions from the
sensors help improve the quality of the estimate. On the other
hand, the sensors have limited energy for communication and
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they are not able to make transmissions all the time throughout
the time horizon of relevance. Therefore, there is need to
devise a communication scheduling policy for the sensors so
as to wisely allocate their transmission opportunities, and also
devise an estimation policy for the receiver to best utilize
the partial information received from the sensors, such that
the cumulative estimation error over the time horizion is
minimized subject to the communication constraints for the
sensors.
This paper follows the line of research reported in [19]–[21].
In [19], the following problem was considered: estimate a one-
dimensional Gauss-Markov process over a decision horizon
of length T using only N  T measurements. Thus, over
the decision horizon of length T , the sensor has exactly N
opportunities to transmit its observation to the estimator. This
type of a communication constraint is called hard constraint.
The sensor is restricted to apply threshold-based policies, that
is, the sensor transmits its observation when the difference
between the actual observation and the expected observation
exceeds some threshold. With this assumption, it was shown in
[19] that there exists a unique optimal threshold. In addition,
the optimal estimation policy turns out to be Kalman filter-
like. Later in [20], a similar problem was considered with,
however, no hard constraint on transmission opportunities, but
instead a cost associated with each transmission. This type of
a communication constraint is called soft constraint. Using
majorization theory and related techniques, it was shown
in [20] that there exists a globally optimal communication
scheduling policy within the class of threshold-based policies.
With this result, there is no loss of optimality by restricting
the sensor to apply threshold-based policies in [19]. The work
in [21] extended the results of [19], [20] to a more general
case where the sensor is equipped with an energy harvester,
and the stochastic process has non-Gaussian but symmetric
and unimodal distribution.
The communication between the sensor and the estimator
has been assumed to be perfect in [19]–[21], which may
not be realistic even though it was an important first step.
Naturally, the next step was then to study the effect of
imperfect communication, e.g., packet drop, delay, and chan-
nel noise on the sensor scheduling and remote estimation
problems. In [22], [23], the settings with independent and
identically distributed (i.i.d.) packet-dropping channel and
Markov packet-dropping channel were considered. In [24], the
problem with a random delay channel was studied. In [25],
the problem with an additive noise channel was considered.
Because of the presence of channel noise, the sensor needs
to encode the message before transmission, and the estimator
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2needs to decode the noise-corrupted message for estimation.
Then, a zero-delay source-channel coding problem is involved,
which introduces fundamental difficulties into the problem.
By applying results discussed in [26], [27], it was shown in
[25] that a threshold-based communication scheduling policy
together with a pair of affine encoding/decoding policies are
jointly optimal. In addition, it is worth noting that the sensor
scheduling and remote estimation problems with adversary
and/or power allocation during the transmission process draw
increasing attentions recently. More details on these topics can
be found in [28]–[30] and references therein.
In this paper, we have a combination of the perfect channel
setting studied in [19], [20] and the noisy channel setting stud-
ied in [25], [31], [32]. For each observation, the sensor chooses
among non-transmission, transmission over noisy channel, and
transmission over perfect yet costly channel. In view of the
results for the single channel (noisy or noiseless) setting,
one may tend to conjecture that the optimal communication
scheduling policy is threshold-in-threshold based. Specifically,
the sensor computes the difference between its actual ob-
servation and the expected observation, and then compares
the difference against the two thresholds. Depending on the
value of the difference, that is, below the smaller threshold,
between two thresholds, or above the larger threshold, the
sensor will choose not to transmit, transmit over noisy channel,
or transmit over perfect channel, correspondingly. Surprisingly,
we show here via a counter example that this thinking does not
hold, even though the stochastic process has symmetric and
unimodal density. This renders the problem fairly difficult to
solve. We first articulate the reason for this surprising result.
Then, we explain how the presence of a side channel signaling
the sign of the underlying state between the encoder and the
decoder helps to facilitate the analysis. With this additional
element along with some technical assumptions, we show
the optimality of threshold-in-threshold based policy1. Armed
with this result, we numerically obtain the optimal decision
sequence, that is, the evolution of optimal thresholds in time.
This numerical analysis demonstrates some rather surprising
results inheriting known properties from the noisy and noise-
less settings. For example, the sensor uses all communication
opportunities for the perfect channel, yet may not use all
communication opportunities for the noisy channel.
The rest of paper is organized as follows: in Section
II, we formulate two optimization problems with soft and
hard constraints separately. In Section III, we consider the
optimization problem with soft constraint, whose results can
be used to solve the optimization problem with hard constraint
considered in Section IV. In Section V, we present numerical
results for the problem with hard constraint. Finally in Section
VI, we draw concluding remarks and identify future directions
for research.
Fig. 1. System model
II. PROBLEM FORMULATION
A. System Model
Consider a discrete time communication scheduling and
remote estimation problem over a finite time horizon, i.e.,
t = 1, 2, . . . , T . A one-dimensional source process {Xt} is an
independent identically distributed (i.i.d.) stochastic process
with probability density function pX . At time t, the sensor
observes the state of the source Xt. Then, it decides whether
and how to transmit its observation to the remote estimator
(which is also called “decoder”). Let Ut 2 {0, 1, 2} be the
sensor’s decision at time t. Ut = 0 means that the sensor
chooses not to transmit its observation to the decoder, and
hence it sends a free symbol ✏ to the decoder representing
that nothing is transmitted. Ut = 1 means that the sensor
chooses to transmit its observation to the decoder over an
additive noise channel. Therefore, the sensor sends Xt to an
encoder, which then sends an encoded message, call it Yt,
to the communication channel. Yt is corrupted by an additive
channel noise Vt. The noise process {Vt} is a one-dimensional
i.i.d. stochastic process with density pV , which is independent
of {Xt}. The encoder has average power constraint, that is,
E[Y 2t |Ut = 1]  PT ,
where PT is known and constant for all t. When Ut = 2,
sensor chooses to transmit its observation over a perfect
channel. Hence, the decoder will receive Xt. Let Y˜t be the
message received by decoder at time t; we have
Y˜t =
8>><>>:
✏, if Ut = 0
Yt + Vt, if Ut = 1
Xt, if Ut = 2
After receiving Y˜t, the decoder generates an estimate on Xt,
denoted by Xˆt. The decoder is charged for squared distortion
(Xt   Xˆt)2.
B. Communication Constraints
We consider two separate optimization problems, corre-
sponding to two kinds of communication constraints. In the
1In the setting with one noisy channel [25], the existence of the side channel
was directly assumed to facilitate the analysis. In this paper, however, we
further analyze the impact of side channel on the problem. This serves as
guidance of future research when an additive noise channel is involved.
3first scenario, at each time t, the sensor is charged for its
decision, i.e., there is a cost function c(Ut) such that
c(Ut) =
8>><>>:
0, if Ut = 0
c1, if Ut = 1
c2, if Ut = 2
Here, we have c2 > c1 > 0, which means that usage of
the perfect channel is more costly than that of the noisy
channel. c1, c2 are called the communication costs for using
the noisy channel and the perfect channel, respectively. Such
a communication constraint is called soft constraint. In the
second scenario, the sensor is not charged for transmitting its
observations, but is instead restricted to use the noisy channel
and the perfect channel for no more than N1 and N2 times,
respectively, i.e.,
TX
t=1
1{Ut=1}  N1,
TX
t=1
1{Ut=2}  N2,
where 1{·} is the indicator function, and N1, N2 are positive
integers. Such a communication constraint is called hard
constraint.
C. Decision Strategies
We make similar assumptions on the information structure
to the ones made in [25, Section 2.3], yet apply them to a
different problem.
We assume that at time t, the sensor has perfect recall
of all its measurements by t, denoted by X1:t, and of all
the decisions it has made by t   1, denoted by U1:t 1. The
sensor makes decision Ut based on its current information
(X1:t, U1:t 1), that is,
Ut = ft(X1:t, U1:t 1),
where ft is the sensor scheduling policy at time t and f =
{f1, f2, . . . , fT } is the sensor scheduling strategy.
We also assume that at time t, no matter whether and how
the sensor decides to transmit the source output, it always
transmits its decision Ut to the encoder2. Let X˜t be the
message received by the encoder at time t. Then,
X˜t =
(
(Xt, Ut), if Ut = 1
Ut, otherwise
Denote by X˜1:t the messages received by the encoder up to
time t. Similar to the above, we assume that the encoder
has perfect recall of X˜1:t, and of all the encoded messages
it has sent to the communication channel by t 1, denoted by
Y1:t 13. The encoder generates the encoded message Yt based
on its current information (X˜1:t, Y1:t 1), that is,
Yt = gt(X˜1:t, Y1:t 1),
2In practice, the sensor and the encoder are built together.
3If the sensor decides not to transmit its observation over the noisy channel,
the encoder will not send anything to the noisy channel. In this scenario, we
write Yt = ✏.
where gt is the encoding policy at time t and g =
{g1, g2, . . . , gT } is the encoding strategy.
Finally, we assume that the decoder can deduce Ut from
Y˜t. Furthermore, it is assumed that at time t, the decoder has
perfect recall of all the messages received by t, denoted by
Y˜1:t, and of all the estimates it has generated by t 1, denoted
by Xˆ1:t 1. The decoder generates the estimate Xˆt based on
its current information (Y˜1:t, Xˆ1:t 1), namely,
Xˆt = ht(Y˜1:t, Xˆ1:t 1),
where ht is the decoding policy at time t and h =
{h1, h2, . . . , hT } is the decoding strategy.
In particular, we call the sensor, the encoder, and the decoder
the decision makers. We call (ft, gt, ht) the decision policies
at time t, and (f, g, h) the decision strategies.
Remark 1. At time t, the sensor’s decisions by t  1, namely
U1:t 1, is a common information shared by all the decision
makers. This is an important property, which will be used when
solving the optimization problem under the hard constraint.
D. Optimization Problems
Consider the setting described above, with time horizon
[1, T ], the probability density functions pX and pV , and the
power constraint PT as given.
Optimization problem with soft constraint: Given the com-
munication cost function c(·), determine the decision strategies
(f, g, h) minimizing the cost functional
J(f, g, h) := E
(
TX
t=1
c(Ut) + (Xt   Xˆt)2
)
.
Optimization problem with hard constraint: Given the
numbers of communication opportunities N1 and N2, as
described earlier, and taking them as hard constraints not
to be exceeded, determine the decision strategies (f, g, h)
minimizing the cost functional
J(f, g, h) := E
(
TX
t=1
(Xt   Xˆt)2
)
.
III. OPTIMIZATION PROBLEM WITH SOFT CONSTRAINT
A. Counter intuitive property of the optimal communication
scheduling policy
Since the source and the noise processes are i.i.d., by an
argument similar to that in [25, Theorem 1], the optimization
decision strategies can be obtained by solving a single-stage
problem, as described in the following theorem.
Theorem 1. Consider the optimization problem with soft con-
straint formulated in Section II-D. Without loss of optimality,
the decision makers can apply decision policies restricted to
the form
Ut = ft(Xt), Yt = gt(X˜t), Xˆt = ht(Y˜t), t = 1, 2, . . . , T,
where (ft, gt, ht) are designed to minimize the instantaneous
cost functional
Jt(ft, gt, ht) := E[cUt + (Xt   Xˆt)2].
4Furthermore,
f1 = f2 = . . . = fT ,
g1 = g2 = . . . = gT ,
h1 = h2 = . . . = hT .
For simplicity, we henceforth suppress the subscript for time
in this subsection. We further make the following assumptions
on the optimization problem.
Assumption 1. The source density pX is symmetric and
unimodal around zero, i.e.,
pX(x) = pX( x), 8 x 2 R
pX(x1)   pX(x2), 8 |x1|   |x2|
Assumption 2. The communication channel noise V has zero
mean and finite variance, denoted by  2V .
Assumption 3. When the sensor decides to transmit its
observation via the noisy channel, the encoder and decoder
will apply affine policies in the form
g(X) = ↵
 
X   E[X|U = 1] 
h(Y˜ ) =
1
↵
 
  + 1
Y˜ + E[X|U = 1]
where   := PT / 2V is the signal-to-noise ratio (SNR),
and ↵ :=
p
PT /Var(X|U = 1) is the amplifying ratio.
Var(X|U = 1) is the variance of X conditioned on the event
that the sensor transmits the source output over the noisy
channel.
Remark 2. The optimization problem (either with soft con-
straint or with hard constraint) can be viewed as concatena-
tion of a communication scheduling problem and a zero-delay
source-channel coding problem. For the zero-delay source-
channel coding problem, it is well known that affine encoding
and decoding policies are optimal if the source and noise have
jointly Gaussian distribution. A more recent result (see [26])
states that the optimality of affine encoding/decoding policies
still holds if the characteristic functions of source and noise
satisfy a “matching condition”. However, the source-channel
coding problem in a general case is fairly difficult to solve,
which is the case occuring here: due to the concatenation,
the communication scheduling problem affects the source-
channel coding problem by “reshaping” the source density.
For example, consider the case where the source has Gaussian
distribution and the sensor decides to transmit its observation
if the observation lies outside some interval. Then, the density
of the source, conditioned on the event that the sensor’s
observation lies outside some interval, will not be Gaussian
anymore, which renders the problem generally intractable.
Hence, we restrict here the encoder and the decoder to apply
affine policies, and it is easy to see that the pair described
above is optimal among the affine class.
Note that the source density is symmetric around zero.
Moreover, the distortion metric is the squared error, which
is also symmetric around zero. It is intuitive to have a
guess that the optimal communication scheduling policy is
symmetric around zero. Also note that in an asymptotic case
where the communication channel is noiseless, the optimal
communication scheduling policy is symmetric around zero
(as shown in [20]). Hence, we make the following assumption
before proceeding further.
Assumption 4. The sensor will apply a communication
scheduling policy in the form
f(x) = f( x), 8 x 2 R.
The following corollary to Theorem 1 is a consequence of
Assumptions 1-4, which states that under these assumptions,
the optimal communication scheduling policy is threshold-in-
threshold based.
Corollary 1. Consider the single-stage problem with Assump-
tions 1-4 holding. Then, the optimal communication scheduling
policy is of the threshold-in-threshold type:
f(x) =
8>>><>>>:
0, if |x|   1
1, if  1 < |x|   2
2, if |x| >  2
(1)
where the parameters  1 and  2 are the “thresholds”, with
0 <  1   2 <1.
Before proving Corollary 1, we first introduce some no-
tations. Let T f0 , T f1 , T f2 be the non-transmission region, the
noisy transmission region, and the perfect transmission region,
respectively, under the communication policy f , i.e.,
T fi := {x 2 R|f(x) = i}, i 2 {0, 1, 2}.
Consider the cost functional J(f, g, h) associated with any
group of decision policies (f, g, h) satisfying Assumption
34and any communication channel noise satisfying Assump-
tion 2; then we have
J(f, g, h)
= E
⇥
c(U) + (X   Xˆ)2⇤
=
X
i2{0,1,2}
E
⇥
c(U) + (X   Xˆ)2  X 2 T fi ] · P(X 2 T fi ).
We now have the following three properties:
(i) When X 2 T f0 , the sensor decides not to transmit its
observation. Then, the optimal estimator is the conditional
mean E[X|X 2 T f0 ]. Moreover, we have
E[(X   Xˆ)2|X 2 T f0 ]
= E
h 
X   E[X|X 2 T f0 ]
 2|X 2 T f0 i
= Var(X|X 2 T f0 ).
4Here we do not place any restriction on f , which may or may not be
symmetric around zero. When conducting the analysis, we consider the non-
degenerate case where the probability measures over T f0 , T f1 , and T f2 are
non-zero. However, the analysis can easily adapt to the degenerate case.
5(ii) When X 2 T f1 , the sensor decides to transmit its
observation over the noisy channel. By Assumptions 3,
we have
Xˆ =
1
↵
 
  + 1
Y˜ + E[X|X 2 T f1 ]
=
1
↵
 
  + 1
(Y + V ) + E[X|X 2 T f1 ]
=
1
↵
 
  + 1
⇣
↵
 
X   E[X|X 2 T f1 ]
 
+ V
⌘
+ E[X|X 2 T f1 ]
=
 
  + 1
X +
1
  + 1
E[X|X 2 T f1 ] +
1
↵
 
  + 1
V.
Furthermore, the mean squared error conditioning on
X 2 T f1 can be computed as
E[(X   Xˆ)2|X 2 T f1 ]
= E
h⇣
X    
  + 1
X   1
  + 1
E[X|X 2 T f1 ]
  1
↵
 
  + 1
V
⌘2
|X 2 T f1
i
=
1
(  + 1)2
E[(X   E[X|X 2 T f1 ])2|X 2 T f1 ]
+
1
↵2
 2
(  + 1)2
E[V 2]
=
1
(  + 1)2
Var(X|X 2 T f1 ) +
1
↵2
 2
(  + 1)2
 2V
=
1
(  + 1)2
Var(X|X 2 T f1 )
+
 
(  + 1)2
Var(X|X 2 T f1 )
=
1
  + 1
Var(X|X 2 T f1 ).
(2)
The second equality holds since X and V are inde-
pendent. The third equality holds dues to the fact that
E[V ] = 0 (Assumption 2). The fourth equality holds by
the expressions of   and ↵ in Assumption 3.
(iii) When X 2 T f2 , the sensor decides to transmit its
observation over the perfect channel, and thus the decoder
simply reports Xˆ = X .
Combining the three cases together, we have
J(f, g, h)
= Var(X|X 2 T f0 )P(X 2 T f0 ) + c1P(X 2 T f1 )
+
1
  + 1
Var(X|X 2 T f1 )P(X 2 T f1 ) + c2P(X 2 T f2 )
(3)
With the notations and properties above, we are now in a
position to prove Corollary 1.
Proof of Corollary 1. Assumption 4 states that T f0 , T f1 ,
T f2 are symmetric around zero5. Combining Assumptions 1
and 4, it is easy to see that
E[X|X 2 T f0 ] = E[X|X 2 T f1 ] = E[X|X 2 T f2 ] = 0.
Then, the expected cost J(f, g, h) in (3) can be further
expressed as
J(f, g, h)
= E[X2|X 2 T f0 ]P(X 2 T f0 ) + c1P(X 2 T f1 )
+
1
  + 1
E[X2|X 2 T f1 ]P(X 2 T f1 ) + c2P(X 2 T f2 )
=
Z
x2T f0
x2pX(x)dx+
Z
x2T f1
(c1 +
1
  + 1
x2)pX(x)dx
+
Z
x2T f2
c2pX(x)dx
=:
Z
x2R
J˜(x, f(x))pX(x)dx,
where
J˜(x, f(x)) =
8>>>><>>>>:
x2, if f(x) = 0
c1 +
1
  + 1
x2, if f(x) = 1
c2, if f(x) = 2
Hence, J(f, g, h) can be minimized by f⇤ satisfying
f⇤(x) = argmin
u2{0,1,2}
J˜(x, u),
and (g⇤, h⇤) induced by f⇤ according to Assumption 3.
Since J˜(x, 0), J˜(x, 1), and J˜(x, 2) are symmetric around
zero, we only need to consider the case when x   0. Let
 01 =
p
(  + 1)c1/  and  02 =
p
c2. Since 1/(  + 1) < 1,
it is easy to check that
J˜(x, 0)  J˜(x, 1), x 2 [0, 01];
J˜(x, 0) > J˜(x, 1), x 2 ( 01,1),
and
J˜(x, 0)  J˜(x, 2), x 2 [0, 02];
J˜(x, 0) > J˜(x, 2), x 2 ( 02,1).
Let  1 = min{ 01, 02}, and we have
J˜(x, 0)  min{J˜(x, 1), J˜(x, 2)}, x 2 [0, 1];
J˜(x, 0) > min{J˜(x, 1), J˜(x, 2)}, x 2 ( 1,1).
Hence, f⇤(x) = 0 when x 2 [0, 1]. Furthermore, when x 2
( 1,1), we only need to compare J˜(x, 1) with J˜(x, 2), and
one of the following two cases occurs:
(i) c1 +
1
  + 1
 21 > c2, and then
J˜(x, 1) > J˜(x, 2), 8 x 2 ( 1,1),
5However, T f0 , T f1 , T f2 may or may not be connected.
6which implies that f⇤(x) = 2 when x 2 ( 1,1). Hence,
f⇤ is of the threshold-in-threshold type described by (1),
with parameters  1 =  2.
(ii) c1 +
1
  + 1
 21  c2. Let  2 =
p
(c2   c1)(  + 1). It can
be checked that
J˜(x, 1)  J˜(x, 2), x 2 ( 1, 2];
J˜(x, 1) > J˜(x, 2), x 2 ( 2,1).
Hence, f⇤(x) = 1 when x 2 ( 1, 2], and f⇤(x) = 2
when x 2 ( 2,1). f⇤ is of the threshold-in-threshold
type.
Although Assumption 4 and Corollary 1 seem very intuitive at
first glance, the following counter example renders them not
valid from the point of global optimality.
Counter example: Consider the case where X has uniform
distribution over [ L,L], namely,
pX(x) =
1
2L
, x 2 [ L,L].
Suppose that the parameters satisfy
  + 1
 
c1 < c2;
p
(c2   c1)(  + 1) < L. (4)
By Corollary 1, the single-stage problem admits a solution
including a symmetric communication scheduling policy f⇤
of threshold-in-threshold type with parameters  1, 2, and a
pair of encoding/decoding policies (g⇤, h⇤) induced by f⇤ ac-
cording to Assumption 3. By (4), we have 0 <  1 <  2 < L.
Hence, the non-transmission region, the noisy transmission
region, and the perfect transmission region corresponding to
f⇤ are as follows:
T f⇤0 = [  1, 1],
T f⇤1 = [  2,  1) [ ( 1, 2],
T f⇤2 = [ L,  2) [ ( 2, L].
We now construct a non-symmetric communication scheduling
policy f 0 by specifying its non-transmission region, noisy
transmission region, and perfect transmission region:
T f 00 = T f
⇤
0 ,
T f 01 = ( 1, 2 2    1],
T f 02 = [ L,  1) [ (2 2    1, L].
Since the source is uniformly distributed, we have
P(X 2 T f 01 ) = P(X 2 T f
⇤
1 ) =
 2    1
L
.
Essentially, we rearrange the noisy transmission region, with-
out changing its probability measure, to make the region
connected. This procedure is illustrated in Fig. 2. Induced
by f 0, we obtain the encoding and decoding policies (g0, h0)
satisfying Assumption 3. Furthermore, by (3), we have
J(f 0, g0, h0)  J(f⇤, g⇤, h⇤)
=
P(X 2 T f 01 )
  + 1
⇣
Var(X|X 2 T f 01 ) Var(X|X 2 T f
⇤
1 )
⌘
.
Fig. 2. The counter example
The regions T f 01 and T f
⇤
1 have the same probability measure
under uniform distribution, while T f 01 is connected. Evidently,
we have Var(X|X 2 T f 01 ) < Var(X|X 2 T f
⇤
1 ), which
implies J(f 0) < J(f⇤). Hence, the symmetric communication
scheduling policy f⇤ together with the encoding/decoding
policies (g⇤, h⇤) are not globally optimal.
Remark 3. The counter example above uncovers a rather
surprising result, namely, that with the presence of a noisy
channel, the common folklore that the optimal communication
scheduling policy is symmetric does not hold. As illustrated in
the example, the noisy transmission region under symmetric
communication policy is disconnected, which results in large
conditional variance. Therefore, symmetric communication
policy does not take full advantage of the presence of the
noisy channel.
The non-symmetric property of the optimal communication
scheduling policy makes the problem fairly difficult to solve.
In order to fix this issue and render the problem tractable, we
further assume the existence of a side channel.
B. Modified problem
We now assume that there exists a side channel between the
encoder and the decoder. Recall that at time t, if the sensor
decides to transmit its observation Xt via the noisy channel, it
sends the observation to the encoder. Then, the encoder sends
an encoded message Yt to the noisy channel. We now assume
that the encoder additionally sends the sign of Xt, denoted by
St, to the decoder over the side channel, which is illustrated
in Fig. 3. Assume that the side channel is noise-free6. Let S1:t
Fig. 3. Modified system
6A side-channel message St 2 { 1, 1} takes only one bit, and hence it
can be sent reliably. When the sensor decides not to transmit its observation
via the noisy channel, the encoder will not send anything to the side channel.
In this case, we write St = ✏.
7be the collections of side-channel messages up to t. Now, the
information available to the encoder and the decoder at time
t is (X˜1:t, S1:t, Y1:t 1) and (Y˜1:t, S1:t, Xˆ1:t 1), respectively.
The encoder and the decoder generate the encoded message
Yt and estimate Xˆt, respectively, according to
Yt = gt(X˜1:t, S1:t, Y1:t 1), Xˆt = ht(Y˜1:t, S1:t, Xˆ1:t 1).
Similar to Theorem 1, it can be shown that without loss
of optimality, the encoder and the decoder can ignore the
information about the past states when making decisions,
namely,
Yt = gt(X˜t, St), Xˆt = ht(Y˜t, St).
Furthermore, the optimal decision strategies (f, g, h) can be
obtained by solving the single-stage problem, and hence
we suppress the subscript for time in this subsection. It is
important to note that the side channel enables the encoder and
the decoder to apply different encoding and decoding policies
for the positive and negative realizations of the source. Hence,
we need to modify Assumption 3 (while keeping Assumptions
1 and 2).
Assumption 5. When the sensor decides to transmit its ob-
servation over the noisy channel, the encoder and the decoder
will apply piecewise affine policies, i.e.,
g(X,S) = S↵(S)
 
X   E [X|U = 1, S]  
h(Y˜ , S) =
1
↵(S)
 
  + 1
SY˜ + E [X|U = 1, S]
The parameter   = PT / 2V is the signal-to-noise ratio,
and ↵(S) =
p
PT /Var(X|U = 1, S) is the amplifying ratio.
E[X|U = 1, S] and Var(X|U = 1, S) are the conditional
mean and variance, respectively.
We now compute the expected cost J(f, g, h) associated
with any communication scheduling policy f 7and the encod-
ing/decoding policies (g, h) induced by f under Assumption
5. Let T f1+, T f1  be the positive noisy transmission region and
the negative noisy transmission region, respectively, according
to f , i.e.,
T f1+ := {x > 0|f(x) = 1}, T f1  := {x < 0|f(x) = 1}.
Similar to (2) and (3), it can be computed that
E[(X   Xˆ)2|X 2 T f1+] =
1
  + 1
Var(X|X 2 T f1+)
E[(X   Xˆ)2|X 2 T f1 ] =
1
  + 1
Var(X|X 2 T f1 )
7Again, the communication scheduling policy f considered here may or
may not be symmetric around zero. When conducting the analysis, we
consider the non-degenerate case where the probability measures over all
transmission regions are non-zero. The analysis can easily be adapted to the
degenerate case.
Moreover,
J(f, g, h)
= Var(X|X 2 T f0 )P(X 2 T f0 ) + c2P(X 2 T f2 )
+
1
  + 1
Var(X|X 2 T f1+)P(X 2 T f1+) + c1P(X 2 T f1 )
+
1
  + 1
Var(X|X 2 T f1 )P(X 2 T f1 ) + c1P(X 2 T f1+).
(5)
We compare the cost functionals in the original problem
and modified problem, which are described by (3) with (5),
respectively. It appears that the conditional variance over
the noisy transmission region Var(X|X 2 T f1 ) is replaced
by two conditional variances over the positive and negative
noisy transmission regions, that is, Var(X|X 2 T f1+) and
Var(X|X 2 T f1 ). As discussed in Remark 3, a symmetric
communication scheduling policy f has a disconnected noisy
transmission region T f1 , which may lead to a large conditional
variance Var(X|X 2 T f1 ). Hence, a symmetric communi-
cation scheduling policy cannot be optimal in the original
problem. However, in the modified problem, a symmetric com-
munication scheduling policy f may have connected positive
and negative noisy transmission regions T f1+ and T f1 , which
would result in small conditional variances Var(X|X 2 T f1+)
and Var(X|X 2 T f1 ). Therefore, a symmetric communica-
tion scheduling policy can be globally optimal, and hence
Assumption 4 is a reasonable assumption for the modified
problem. We keep this assumption and further establish the
optimality of threshold-in-threshold policy, as stated in the
following theorem.
Theorem 2. Consider the modified problem with Assumptions
1,2, 4 and 5 holding. Without loss of optimality, the sensor
can apply communication scheduling policy of threshold-in-
threshold type described by (1).
To prove Theorem 2, we need the following proposition.
Proposition 1. Let pX be the probability density function of
the random variable X , which we take to be symmetric and
unimodal around zero. Consider two open intervals ( 1, 2)
and ( 01, 
0
2) such that 0   1   01 and P(X 2 ( 1, 2)) =
P(X 2 ( 01, 02)). Then,
Var(X|X 2 ( 1, 2))  Var(X|X 2 ( 01, 02)).
PROOF. Let k := P(X 2 ( 1, 2)). Consider any open
interval (⌘1, ⌘2), ⌘1   0 such that P(X 2 (⌘1, ⌘2)) = k. Since
P(X 2 (⌘1, ⌘2)) =
Z ⌘2
⌘1
pX(x)dx = k,
taking derivative with respect to ⌘1, we have
 pX(⌘1) + d⌘2
d⌘1
pX(⌘2) = 0. (6)
8Now consider the partial derivative of Var(X|X 2 (⌘1, ⌘2))
· P(X 2 (⌘1, ⌘2)) with respect to ⌘1:
@
@⌘1
Var
 
X|X 2 (⌘1, ⌘2)
  Z ⌘2
⌘1
pX(x)dx
=
@
@⌘1
0@Z ⌘2
⌘1
x2pX(x)dx 
  R ⌘2
⌘1
xpX(x)dx
 2R ⌘2
⌘1
pX(x)dx
1A
=  ⌘21pX(⌘1)
+
2⌘1pX(⌘1)
R ⌘2
⌘1
xpX(x)dx ·
R ⌘2
⌘1
pX(x)dx  R ⌘2
⌘1
pX(x)dx
 2
 
  R ⌘2
⌘1
xpX(x)dx
 2 · pX(⌘1)  R ⌘2
⌘1
pX(x)dx
 2
=  pX(⌘1) ·
⇣
⌘1   E[X|X 2 (⌘1, ⌘2)]
⌘2
.
(7)
Similarly, we have
@
@⌘2
Var
 
X|X 2 (⌘1, ⌘2)
  Z ⌘2
⌘1
pX(x)dx
= pX(⌘2) ·
⇣
⌘2   E[X|X 2 (⌘1, ⌘2)]
⌘2
.
(8)
Combining (6)-(8),
d
d⌘1
Var(X|X 2 (⌘1, ⌘2))P(X 2 (⌘1, ⌘2))
=
@
@⌘1
Var(X|X 2 (⌘1, ⌘2))P(X 2 (⌘1, ⌘2))
+
d⌘2
d⌘1
@
@⌘2
Var(X|X 2 (⌘1, ⌘2))P(X 2 (⌘1, ⌘2))
= pX(⌘1)
⇣ 
⌘2   E[X|X 2 (⌘1, ⌘2)]
 2
   ⌘1   E[X|X 2 (⌘1, ⌘2)] 2⌘
(9)
Since pX(x) is unimodal around zero and thus non-increasing
when x   0, it is easy to see that
⌘2   E[X|X 2 (⌘1, ⌘2)]   E[X|X 2 (⌘1, ⌘2)]  ⌘1. (10)
Combining (9) and (10), we further have
d
d⌘1
Var(X|X 2 (⌘1, ⌘2))P(X 2 (⌘1, ⌘2))
= k · d
d⌘1
Var(X|X 2 (⌘1, ⌘2))
  0.
The inequality above implies that when shifting interval
(⌘1, ⌘2) while preserving its probability measure, we have
d
d⌘1
Var(X|X 2 (⌘1, ⌘2))   0.
Integrating both sides from  1 to  01 and by comparison
principle, we establish the desired inequality.
We are now in a position to prove Theorem 2. The idea of
the proof is as follows: given any symmetric communication
scheduling policy f , we can construct another symmetric
communication scheduling policy f˜ achieving no greater cost.
Analysis on f˜ shows that it is either threshold-in-threshold
based or “threshold-in-threshold-in-threshold” based. For the
second case, we can further construct another communication
scheduling policy f 0 of threshold-in-threshold type, which
achieves no greater cost.
Proof of Theorem 2. Let (f, g, h) satisfying Assumptions
4 and 5 be given. Since f(x) and pX(x) are symmetric around
zero, we have
E
⇥
X|X 2 T f0
⇤
= 0,
E
⇥
X|X 2 T f1+
⇤
=  E⇥X|X 2 T f1 ⇤ =: b. (11)
Then, the cost functional described by (5) can be further
expressed as
J(f, g, h)
= Var(X|X 2 T f0 )P(X 2 T f0 ) + c2P(X 2 T f2 )
+ c1P(X 2 T f1+) + c1P(X 2 T f1 )
+
1
  + 1
Var(X|X 2 T f1+)P(X 2 T f1+)
+
1
  + 1
Var(X|X 2 T f1 )P(X 2 T f1 )
=
Z
x2 T f0
x2pX(x)dx+
Z
x2 T f2
c2pX(x)dx
+
Z
x2T f1+
 
c1 +
1
  + 1
(x  b)2 pX(x)dx
+
Z
x2T f1 
 
c1 +
1
  + 1
(x+ b)2
 
pX(x)dx
=
Z
x2 T f0
x2pX(x)dx+
Z
x2 T f2
c2pX(x)dx
+
Z
x2 T f1+[T f1 
 
c1 +
1
  + 1
(|x|  b)2 pX(x)dx
=:
Z
x2R
J˜(x, f(x))pX(x)dx,
where the third equality holds since x 2 T f1  implies that
x < 0 and (x + b)2 = (|x|   b)2. In addition, J˜(x, u) is
defined as follows:
J˜(x, u) =
8>>>><>>>>:
x2, if u = 0
c1 +
1
  + 1
(|x|  b)2, if u = 1
c2, if u = 2
9We now construct a communication scheduling policy f˜ such
that
f˜(x) = argmin
u2{0,1,2}
J˜(x, u), 8 x 2 R.
Since J˜(x, u) is symmetric in x around zero, for each fixed
u, it is easy to see that f˜(x) is also symmetric around zero.
Denote by b˜ := E[X|X 2 T f˜1+] the conditional mean of the
event that X 2 T f˜1+. Then, by the symmetry property of f˜ and
pX , we have E[X|X 2 T f˜1 ] =  b˜. Moreover, let (g˜, h˜) be
the encoding/decoding policies induced by f˜ by Assumption
5, we have
J(f, g, h)
 
Z
x2R
J˜(x, f˜(x))pX(x)dx
=
Z
x2 T f˜0
x2pX(x)dx+
Z
x2 T f˜2
c2pX(x)dx
+
Z
x2 T f˜1+
 
c1 +
1
  + 1
(x  b)2 pX(x)dx
+
Z
x2 T f˜1 
 
c1 +
1
  + 1
(x+ b)2
 
pX(x)dx
 
Z
x2 T f˜0
x2pX(x)dx+
Z
x2 T f˜2
c2pX(x)dx
+
Z
x2 T f˜1+
 
c1 +
1
  + 1
(x  b˜)2 pX(x)dx
+
Z
x2 T f˜1 
 
c1 +
1
  + 1
(x+ b˜)2
 
pX(x)dx
= J(f˜ , g˜, h˜).
The first inequality holds due to the way that f˜ is constructed.
The second inequality holds sinceZ
x2T f˜1+
(x  b)2pX(x)dx
= E
⇥
(X   b)2|X 2 T f˜1+
⇤
P(X 2 T f˜1+)
  E⇥(X   b˜)2|X 2 T f˜1+⇤P(X 2 T f˜1+)
=
Z
x2T f˜1+
(x  b˜)2pX(x)dx,
and similarlyZ
x2T f˜1 
(x+ b)2pX(x)dx  
Z
x2T f˜1 
(x+ b˜)2pX(x)dx.
The two inequalities above hold since b˜ and  b˜ are the
conditional means of the events that X 2 T f˜1+ and X 2 T f˜1 ,
respectively, and thus they achieve the minimum mean squared
errors.
We now analyze the structure of f˜ . Since f˜ is symmetric
around zero, we only need to consider the case where x   0.
It is easy to check that there exists  1 > 0 such that
J˜(x, 0)  min{J˜(x, 1), J˜(x, 2)}, x 2 [0, 1];
J˜(x, 0) > min{J˜(x, 1), J˜(x, 2)}, x 2 ( 1,1).
Hence, f˜(x) = 0 when x 2 [0, 1], and we only need to
compare J˜(x, 1) with J˜(x, 2) when x 2 ( 1,1). Note that
J˜(x, 1) is parabolic opening upward, and J˜(x, 2) is a constant.
Hence, one of the following three cases occurs when x 2
( 1,1):
(i) J˜(x, 1) and J˜(x, 2) do not intersect, which implies
J˜(x, 1) > J˜(x, 2), x 2 ( 1,1).
Therefore, f˜(x) = 2 when x 2 ( 1,1), and f˜ is of
threshold-in-threshold type with  1 =  2.
(ii) J˜(x, 1) and J˜(x, 2) intersect only once at x =  2, and
J˜(x, 1)  J˜(x, 2), x 2 ( 1, 2];
J˜(x, 1) > J˜(x, 2), x 2 ( 2,1).
Then, f˜(x) = 1 when x 2 ( 1, 2] and f˜(x) = 2 when
x 2 ( 2,1). Hence, f˜ is of threshold-in-threshold type.
(iii) J˜(x, 1) and J˜(x, 2) intersect twice at  l and  r, which
implies
J˜(x, 1)  J˜(x, 2), x 2 [ l, r];
J˜(x, 1) > J˜(x, 2), x 2 ( 1, l) [ ( r,1).
Hence, f˜(x) = 1 when x 2 [ l, r] and f˜(x) = 2 when
x 2 ( 1, l) [ ( r,1). Although f˜ is not in threshold-
in-threshold form, yet we can construct a policy f 0 of
threshold-in-threshold type based on f˜ , which achieves
no greater cost. Let f 0 be as follows:
T f 00 = [  1, 1],
T f 01+ = ( 1, 2], T f
0
1  = [  2,  1),
T f 02 = ( 1,  2) [ ( 2,1),
where  2 is selected such thatZ  2
 1
pX(x)dx =
Z  r
 l
pX(x)dx.
As illustrated in Fig. 4, we have shifted the positive and
the negative transmission regions towards zero without
changing the probability measure over the two regions.
Let (g0, h0) be the encoding and the decoding policies
induced by f 0 following Assumption 5. By (5), it can be
computed that
J(f 0, g0, h0)  J(f˜ , g˜, h˜)
=
P(X 2 T f˜1+)
  + 1
 
Var(X|X 2 T f 01+) Var(X|X 2 T f˜1+)
 
+
P(X 2 T f˜1 )
  + 1
 
Var(X|X 2 T f 01 ) Var(X|X 2 T f˜1 )
 
=
2P(X 2 T f˜1+)
  + 1
 
Var(X|X 2 T f 01+) Var(X|X 2 T f˜1+)
 
10
Fig. 4. Construction of f 0 based on f˜
The second equality holds since f 0 is symmetric around
zero. Moreover, by Proposition 1, we have
Var(X|X 2 T f 01+)  Var(X|X 2 T f˜1+).
Hence, we conclude that
J(f 0, g0, h0)  J(f˜ , g˜, h˜)  J(f, g, h),
and f 0 is a communication scheduling policy of
threshold-in-threshold type.
Remark 4. The symmetry assumption on the communication
scheduling policy, i.e., Assumption 4, is straightforward to
understand and intuitive. Technically, this assumption can be
relaxed when establishing the results stated in Theorem 2. In
the proof of Theorem 2, Assumption 4 was used only to derive
(11), which states that E
⇥
X|X 2 T f1+
⇤
=  E⇥X|X 2 T f1 ⇤.
On the other hand, (11) can be achieved not only by symmetric
policies, but also by some non-symmetric policies. Hence, we
can relax Assumption 4 to Assumption 6 (stated below), which
directly states (11) as an assumption. We call Assumption 6
the “weak symmetry assumption”.
Assumption 6. The sensor applies the communication
scheduling policy f such that
(i) If P(X 2 T f0 ) > 0, then E
⇥
X|X 2 T f0
⇤
= 0.
(ii) If P(X 2 T f1+) > 0 and P(X 2 T f1 ) > 0, then
E
⇥
X|X 2 T f1+
⇤
=  E⇥X|X 2 T f1 ⇤.
With Theorem 2, we have simplified an optimization prob-
lem over a function space to an optimization problem over a
two-dimensional space. Hence, we can compute the optimal
thresholds  1 and  2 via a standard approach. Once the com-
munication scheduling policy f is of threshold-in-threshold
type with thresholds  1 and  2, the cost functional described
by (5) can be further expressed as
J(f, g, h)
= 2
Z  1
0
x2pX(x)dx+ 2c2
Z 1
 2
pX(x)dx
+ 2c1
Z  2
 1
pX(x)dx
+
2
  + 1
Var
 
X|X 2 ( 1, 2)
  Z  2
 1
pX(x)dx.
Taking partial derivative of J(f, g, h) with respect to  1, we
have
@J(f, g, h)
@ 1
= 2 21pX( 1)  2c1pX( 1)
+
2
  + 1
@
@ 1
⇣
Var(X|X 2 ( 1, 2))
Z  2
 1
pX(x)dx
⌘
.
Similar to the derivation in (7), it can checked that
@
@ 1
⇣
Var(X|X 2 ( 1, 2))
Z  2
 1
pX(x)dx
⌘
=  pX( 1)
⇣
 1   E[X|X 2 ( 1, 2)]
⌘2
.
Hence, we have
@J(f, g, h)
@ 1
= 2pX( 1)
✓
 21  
1
  + 1
 
 1   E[X|X 2 ( 1, 2)]
 2   c1◆
(12)
We can also compute the partial derivative of J(f, g, h) with
respect to  2 as follows:
@J(f, g, h)
@ 2
= 2pX( 2)
✓
1
  + 1
 
 2   E[X|X 2 ( 1, 2)]
 2
+ c1   c2
◆
(13)
By the first order optimality condition, the optimal thresholds
should satisfy
 21  
1
  + 1
 
 1   E[X|X 2 ( 1, 2)]
 2   c1 = 0
1
  + 1
 
 2   E[X|X 2 ( 1, 2)]
 2
+ c1   c2 = 0
(14)
The existence and uniqueness of solution to (14) are difficult
to analyze for general symmetric and unimodal densities. The
reason is that E[X|X 2 ( 1, 2)] depends on the source den-
sity pX , which might be complex. To simplify the analysis, we
specify the source to have Laplace distribution with parameters
(0,  1), namely,
pX(x) =
8><>:
1
2
 e  x, x   0
1
2
 e x, x < 0
Then, it can be computed that
E
⇥
X|X 2 ( 1, 2)
⇤
=
1
 
+  1 +
( 2    1)e  ( 2  1)
e  ( 2  1)   1
=:
1
 
+  1 +
  
1  e    ,
(15)
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where    =  2    1. Plugging (15) into (14), we have
 1 =
s
c1 +
1
  + 1
✓
1
 
+
  
1  e   
◆2
,
 2    1     
1  e    =
1
 
+
p
(  + 1)(c2   c1),
which can be further simplified to
 1 =
r
c1 +
1
  + 1
⇣
    p(c2   c1)(1 +  )⌘2,
  e   
e      1 =
1
 
+
p
(c2   c1)(1 +  ).
(16)
Define a function '(x) in terms of x as follows
'(x) :=
xe x
e x   1 =
x
1  e  x , 8 x 2 (0,1).
Then,
d'(x)
dx
=
1  e  x
(1  e  x)2 =
1
1  e  x > 0, 8 x 2 (0,1),
which implies that '(x) is monotone increasing over (0,1).
Furthermore, it can be verified that '(x) ranges over (1/ ,1)
when x 2 (0,1). Hence, the second equation in (16) has a
unique solution, which uniquely determines  1 by the first
equation in (16), and  2 =    +  1.
We denote by ( ⇤1 , 
⇤
2) the unique solution to (16). We now
show that J(f, g, h) attains global minimum at ( ⇤1 , 
⇤
2) among
all pairs of thresholds ( 1, 2) satisfying  1   2. We first
fix  1 and minimize J(f, g, h) over  2 2 [ 1,1). It can be
shown by analyzing @J(f, g, h)/@ 2 described in (13), that the
minimizing  2 is  2 =  1+  , where   satisfies the second
equation in (16). Then, we keep  2 as  2 =  1 +   , and
minimize J(f, g, h) over  1 2 [0,1). Taking the derivative
of J(f, g, h) with respect to  1, we have
dJ(f, g, h)
d 1
=
@J(f, g, h)
@ 1
+
@J(f, g, h)
@ 2
d 2
d 1
=
@J(f, g, h)
@ 1
,
where the second equality holds since @J(f, g, h)/@ 2 = 0
when  2 =  1+  . By analyzing @J(f, g, h)/@ 1 described
in (12), it can be shown that the minimizing  1 is the one
satisfying the first equation in (16), which completes our
argument.
Remark 5. When formulating the problem in Section II, we
had assumed that c1 < c2. If c1   c2, that is, the noisy
channel is more costly than the perfect channel, then the
sensor should always use the perfect channel if it decides to
transmit its observation. Therefore, the problem collapses to an
optimization problem with one perfect channel. By the results
from [20], the optimal communication scheduling policy is
then still threshold-in-threshold type, with optimal thresholds
 1 =  2 =
p
c2.
IV. OPTIMIZATION PROBLEM WITH HARD CONSTRAINT
In this section, we still focus on the modified problem, but
with hard constraint. We first introduce Ent and E
p
t as the
remaining communication opportunities at time t for the noisy
channel and the perfect channel, respectively. Then, Ent and
Ept can be obtained from the sensor’s decisions up to t   1,
namely,
Ent = N1  
t 1X
i=1
1{Ui=1}, E
p
t = N2  
t 1X
i=1
1{Ui=2}.
As discussed in Remark 1, U1:t 1 is a common information
shared by all the decision makers. Hence, Ent and E
p
t are
also known by the sensor, the encoder, and the decoder. With
a little abuse of the notation, we introduce J⇤(t, Ent , E
p
t ) as
the optimal cost-to-go when the system is initialized at time
t with Ent and E
p
t communication opportunities for the noisy
channel and the perfect channel, respectively. Then, we have
the following theorem on the structure of the optimal decision
policies. Its proof is similar to that of Theorem 1 and hence
is not included here.
Theorem 3. Without loss of optimality, the sensor, the encoder,
and the decoder can apply the following types of decision
policies:
Ut = ft(Xt, E
n
t , E
p
t ),
Yt = gt(Xt, St, E
n
t , E
p
t ),
Xˆt = ht(Y˜t, St, E
n
t , E
p
t ).
Furthermore, the optimal cost-to-go J⇤(t, Ent , E
p
t ) can be
obtained from the dynamic programming (DP) equation:
J⇤(t, Ent , E
p
t )
= inf
ft,gt,ht
n
E
⇥
(Xt   Xˆt)2 + J⇤(t+ 1, Ent+1, Ept+1)
⇤o
with the boundary condition J⇤(T + 1, ·, ·) = 0.
Depending on the realization of Xt, Ent+1 may be E
n
t or
Ent   1, and Ept+1 may be Ept or Ept   1. Hence, the DP
equation can be written as
J⇤(t, Ent , E
p
t )
= inf
ft,gt,ht
n
E
⇥
(Xt   Xˆt)2 + J⇤(t+ 1, Ent+1, Ept+1)
⇤o
= J⇤(t+ 1, Ent , E
p
t ) + inf
ft,gt,ht
n
E
⇥
(Xt   Xˆt)2
+ c1(t, E
n
t , E
p
t )1{Ut=1} + c2(t, E
n
t , E
p
t )1{Ut=2}
⇤o
= J⇤(t+ 1, Ent , E
p
t )
+ inf
ft,gt,ht
n
E
⇥
(Xt   Xˆt)2 + c(t, Ent , Ept , Ut)
⇤o
.
where
c1(t, E
n
t , E
p
t ) = J
⇤(t+ 1, Ent   1, Ept )  J⇤(t+ 1, Ent , Ept ),
c2(t, E
n
t , E
p
t ) = J
⇤(t+ 1, Ent , E
p
t   1)  J⇤(t+ 1, Ent , Ept ),
and
c(t, Ent , E
p
t , Ut) =
8>>><>>>:
0, if Ut = 0
c1(t, E
n
t , E
p
t ), if Ut = 1
c2(t, E
n
t , E
p
t ), if Ut = 2
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Then the problem inside inf{·} is a single-stage problem with
soft constraint. Hence, we make the assumptions analogous to
those we have made in Section III-B.
Assumption 7. The source has Laplace distribution with
parameters (0,  1). The noise has zero mean and finite
variance  2V .
Assumption 8. The sensor will apply the communication
scheduling policy ft such that
(i) If P
 
ft(Xt, ·, ·) = 0
 
> 0, then
E
⇥
Xt|ft(Xt, ·, ·) = 0] = 0.
(ii) If P
 
ft(Xt, ·, ·) = 1, Xt > 0
 
> 0 and P
 
ft(Xt, ·, ·) =
1, Xt  0
 
> 0, then
E
⇥
Xt|ft(Xt, ·, ·) = 1, Xt > 0
⇤
=  E⇥Xt|ft(Xt, ·, ·) = 1, Xt  0⇤.
Assumption 9. The encoder and the decoder are restricted
to apply piecewise affine encoding and decoding policies,
respectively, i.e.,
gt(Xt, St, E
n
t , E
p
t )
= St · ↵t ·
 
Xt   E [Xt|ft(Xt, Ent , Ept ) = 1, St]
 
ht(Y˜t, St, E
n
t , E
p
t )
=
1
↵t
 
  + 1
StY˜t + E [Xt|ft(Xt, Ent , Ept ) = 1, St]
where
  =
PT
 2V
, ↵t =
s
PT
Var(Xt|ft(Xt, Ent , Ept ) = 1, St)
Then, we have the following theorem by applying the result
of Theorem 2.
Theorem 4. For the modified problem with Assumptions 7-9,
the optimal communication scheduling policy is of threshold-
in-threshold type as follows:
ft(Xt, E
n
t , E
p
t )
=
8>>><>>>:
0, if |Xt|   1(t, Ent , Ept )
1, if  1(t, Ent , E
p
t ) < |Xt|   2(t, Ent , Ept )
2, if |Xt| >  2(t, Ent , Ept )
where the optimal thresholds  1(t, Ent , E
p
t ) and  2(t, E
n
t , E
p
t )
can be obtained from (16) if c2(t, Ent , E
p
t ) > c1(t, E
n
t , E
p
t ).
Otherwise, both  1(t, Ent , E
p
t ) and  2(t, E
n
t , E
p
t ) are equal top
c2(t, Ent , E
p
t ).
V. NUMERICAL RESULTS
In order to investigate the performance of the proposed
decision strategies, we solve the DP equation numerically with
  = 1,   = 1 and T = 100. We plot the optimal 100-
stage estimation error versus the numbers of communication
opportunities for the perfect channel and the noisy channel
separately in two figures. We also generate a sample path of
the numbers of remaining communication opportunities, Ent
and Ept , versus time. The numerical results have properties
inheriting from both the setting with one perfect channel and
the setting with one additive noise channel.
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Fig. 5. Optimal 100-stage estimation error vs. number of communication
opportunities for noisy channel
In Fig. 5, we fix the number of communication opportunities
for perfect channel, N2 = 0, 10, 20, respectively, and we
plot the optimal 100-stage estimation error versus the number
of communication opportunities for the noisy channel N1.
When N2 = 0, there is no communication opportunity for
the perfect channel, the problem collapses to the setting
with one additive noise channel, which has been studied in
[25]. As shown in [25, Fig.2], there exists an opportunity
threshold such that the optimal 100-stage estimation error
decreases when the number of communication opportunities is
below the threshold, and remains constant above the threshold.
The existence of opportunity threshold remains in the multi-
channel setting. The reason for this interesting phenomenon
has already been discussed in [25], but we recall it here also for
completeness: since the sensor applies threshold-in-threshold
based communication scheduling policy, an upper bound can
be derived for the expected usage of the noisy channel, i.e.,
there exists N¯1 < T such that
TX
t=1
E[1{Ut=1}]  N¯1.
If the number of communication opportunities for the noisy
channel exceeds N¯1, then in the average sense, the sensor will
not take advantage of the additional opportunities. Hence, the
estimation error in the average sense, namely the mean squared
error, will not further decrease.
Fig. 6 illustrates the performances of decision strate-
gies when the number of communication opportunities for
noisy channel, N1, is fixed, and the number of commu-
nication opportunities for perfect channel, N2, varies over
{0, 1, . . . , 100}. When N1 = 0, there is no communication
opportunity for the noisy channel, and hence the problem
collapses to the one with one perfect channel, and the plot
recovers the one in [19, Fig.5]. As shown in [19, Fig.5], the
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Fig. 6. Optimal 100-stage estimation error vs. number of communication
opportunities for perfect channel
optimal 100-stage estimation error over the time horizon de-
creases to zero as the number of communication opportunities
for the perfect channel increases to reach the length of time
horizon. This trend remains for the multi-channel setting.
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Fig. 7. Evolution of the remaining communication opportunities
Fig. 7 depicts a sample path illustrating the evolution of
the remaining communication opportunities for the noisy and
perfect channels, i.e., Ent and E
p
t . When generating the plot,
we chose N1 = N2 = 40. One can see that by the end of the
time horizon, the sensor used up all the communication oppor-
tunities for the perfect channel (inheriting from [19, Fig.6]),
but not all the communication opportunities for the noisy
channel (inheriting from [25, Fig.3]). This surprising result
is due to the fact that if the sensor decides not to transmit its
observation, the decoder will know that the realization of the
source belongs to a certain interval. This information, which
we call “thresholding information”, can be more informative
than a noisy output from the communication channel plus the
side information. Hence, depending on the source realization,
the sensor may or may not choose to transmit, even if it is
allowed to. More interpretations of a similar result can be
found in [25, Remark 9].
VI. CONCLUSIONS
In this paper, we have analyzed the impact of an additional
noisy communication channel over the classical remote esti-
mation problems with one perfect but more costly channel.
We have shown that while the intuitive solution of applying
threshold-in-threshold communication scheduling policy may
be suboptimal for the original problem with soft constraint,
it will be optimal, under some mild assumptions, for the
setting with a side channel. We have evaluated the performance
of optimal decision policies numerically for the problem
with hard constraint. The numerical results exhibit several
interesting properties that are shared with both the setting with
one perfect channel and that with one additive noisy channel.
There are several interesting directions for future research.
One is to consider a more general setting with two additive
noise channels, where one channel is cheap but noisy, and
the other one is costly but less noisy, and in addition, the
sensor still has the option of not transmitting its observation.
Here, if the sensor decides to transmit its observation, it
always sends the observation to the encoder. The encoder
generates an encoded message, but may send it to the noisy
channel or the less noisy channel, depending on the sensor’s
decision. The encoder still sends the sign of observation to
the decoder via a noiseless side channel. Under assumptions
similar to those employed in Theorem 2, it can be shown
that the communication scheduling policy can be restricted to
“threshold-in-threshold-in-threshold” ones without any loss of
optimality. Then, the question that remains to be answered is
whether threshold-in-threshold policy, which is a special class
within the threshold-in-threshold-in-threshold class, is optimal
or not. The analysis in this case seems to be quite compli-
cated, requiring substantial additional effort. Other possible
directions for research include consideration of the setting
with Markov source instead of i.i.d. source, or the setting with
multiple sensors. Yet another direction of research would be to
study the effect of adversarial intervention (such as jamming
or capture of some of the sensors by an adversary).
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