concentrations in some cases, while in the others elevated VCDs did not correspond to high surface concentrations suggesting the plume was above the ground. Elevated VCDs and surface concentrations were observed when the wind direction was from 15 south to southeast, i.e. from the direction of the two local SO2 sources. The statistical error of the Pandora SO2 VCDs from the spectral fitting uncertainty is under 0.05 DU for optimal observation conditions. The precision of the SO2 measurements, estimated from parallel measurements by two Pandora instruments at Toronto, is 0.17 DU. The total uncertainty of Pandora SO2 VCD, estimated using measurements when the wind direction was away from the sources, is under 0.26 DU (1-σ).
withstand a cold Alberta winter. The instrument was shipped back to Toronto on December 3, 2013. It was then redeployed on August 21, 2014 in a different configuration with the instrument head installed on the roof of the EC instrument trailer, while the spectrometer and computer were installed inside the trailer in a temperature-controlled environment (Figure 1, right) .
The site at Fort McKay is equipped with various instruments for air quality measurements. In this study, we used the in situ measurements of SO2 as well as the wind speed and direction data provided by Recordum Airpointer© suite of 5 instruments (http://recordum.eu/recordum-airpointer/). According to the manufacturer, the precision of SO2 measurements is about 1 ppb. The Airpointer reports data with a 1-minute time resolution. We used 10-minute averages matched with 10-minute averaged Pandora data. Another Pandora instrument (S/N 103) was installed October 14, 2013 on the roof of the EC building at Downsview (43.782°N, 79.47°W), a typical urban location in Toronto. . The instrument head was mounted on a tripod, but the spectrometer and computer were located inside the building and connected to the head by a 10 m cables. The same configuration was used for Pandora 104 when the instrument was in Toronto. The two instruments were run side-by-side from January to June 2014 20 making a direct comparison possible. According to NPRI, there are no large SO2 emission point sources in the vicinity of the EC building in Toronto, but there are multiple sources with emissions under 10 kt per year in the area. The largest source with total emissions of about 12 kt per year is a cluster of plants on the west coast of Lake Ontario about 60 km from the site.
Pandora's SO2 Algorithm and Data.
The first step in the Pandora spectral fitting algorithm is to subtract the irradiance logarithm of the measured spectra from the irradiance logarithm of the reference spectrum. Then, a simultaneous least-squares fit is applied to the difference between measured and reference spectra (see (Herman et al., 2009 ) for details) as illustrated by Figure 2 . The fitted functions are a low-order polynomial, the absorption spectra of SO2 and other atmospheric absorbers, and wavelength shift and squeeze functions. 5
The Pandora standard algorithm uses a SO2 absorption cross section at 295 K (Vandaele et al., 1994) in the retrieval.
As the SO2 absorption cross section possesses very distinct absorption features (Figure 3a) , a wider fitting window, including more spectral lines, should reduce the uncertainties of the retrievals. (Figures 3b and 3d ). It is evident from the 10 plot that the first two windows produce SO2 values that have a much larger scattering than the values retrieval based on the entire 304-330 nm spectral window. The SO2 absorption spectrum has strong peaks in the 304-311 nm spectral window, but the absolute signal is weaker and the stray light is higher than in the 311-330 nm spectral window. However the weaker SO2 absorption features in 311-330 nm result in increased sensitivity to the influence of ozone and possibly other absorbers.
The 306-330 nm spectral window was used in this study. When SO2 is high, the values retrieved using all 4 spectral 15 windows are very similar. The retrievals using the 306-330 nm spectral window are nearly identical to those obtained for the 304-330 nm window, but produce slightly lower uncertainties. The software also has the option to use a prescribed extraterrestrial spectrum or to generate it from the measurements ("synthetic reference spectrum"). Both options were tested and the latter option was used as it produces slightly smaller uncertainties. Note that the synthetic reference spectrum was established from clear sky measurements in Toronto before each instrument deployment to Fort McKay and then used to 20 process all subsequent data.
Several criteria were used for data filtering. The instrument integration time varies from 4 to 4000 ms depending on the signal strength. To exclude measurements when the Sun was covered by clouds, a 500 ms cut-off limit was used as a quality control tool: measurements that required more than 500 ms integration time were rejected. Furthermore, for high Sun elevations lower cut-off limits were used: 300 ms for airmass (µ) value µ<3 and 100 ms for µ<2. Measurements taken at µ>5 were not 25 used. In addition to SO2 vertical column calculation, the Pandora data processing software calculates its statistical uncertainty.
After the filtration by the integration time, the statistical fitting uncertainties are less than 0.05 DU for 60%, and between 0.05 DU and 0.15 DU for about 30%, of all retrieved VCD values. Higher uncertainty values are related to measurements at low Sun position or under very thin clouds. Only data with a fitting uncertainty of SO2 VCD < 0.35 DU were used.
We encountered one practical problem related to the fitting algorithm that appears when the SO2 amount is close to 30 zero and the measurements are relatively noisy (e.g. due to thin clouds). On some occasions, the fitting algorithm finds the best fit with a small wavelength offset and an artificially elevated (by as much as 1 DU) SO2 value. Only 2-3% of the data are affected by this error, but they are very noticeable on time series plots. A simple filtering by the standard error of retrieved SO2 and/or by the wavelength offset removes these erroneous data, but it can also remove some valid observations. As Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016 -54, 2016 Manuscript under review for journal Atmos. Meas. Tech. Published: 1 April 2016 c Author(s) 2016. CC-BY 3.0 License. mentioned, there are two options for the reference spectrum: an independently measured extraterrestrial spectrum ("prescribed reference spectrum") or generated from the measurements themselves ("synthetic reference spectrum"). Such problematic cases were processed with the prescribed spectrum that appear to give better results in this situation than processing with the synthetic reference spectrum used for all other retrievals.
The calibration procedure for NO2 DS DOAS measurements (determining the absolute slant column amount in the 5 reference spectrum) is described by Herman et al. (2009) . It is based on a linear fit of the lowest 2% (or so) slant column values as a function of the air mass. Unlike NO2 measurements with a precision of 0.01 DU (Herman et al., 2009) , retrievals of SO2 have to deal with relatively high noise in individual measurements, their precision is about 0.17 DU (shown later). This means that 2 nd percentile will be determined largely by the noise and not the lowest VCD values. Also, unlike stratospheric NO2 that is always present in any NO2 VCD retrieval, we can assume that there is a certain fraction of measurements without any 10 measurable SO2 presence in the atmosphere. We modified the NO2 calibration approaches to make it more suitable for SO2 by considering higher percentiles and then adjusting the "baseline" level using known characteristics of the noise distribution function as described below. median values as a function µ of should be equal to zero. If, however, the reference spectrum is not absolutely correct, it may contain structures that the fitting procedure interprets as a contribution from SO2 absorption. Similarly, if the ozone absorption is not accounted for completely, the fitting procedure could produce a residual SO2 signal that depends on µ. Thus, even in the case with no SO2 in the atmosphere, the mean (or median) value of slant column are not constant, but can be described as a linear function (in the simplest case) of µ. That function could be used as a reference corresponding to zero SO2 slant column 20 values in the SO2-free atmosphere.
If we assume that SO2 is present even in a fraction of all observations at an otherwise SO2-free site, then the mean value will be elevated compared to the SO2-free "clean" atmosphere and therefore it cannot be used as a reference in the calibration procedure. However, the low percentiles (e.g., 5 th , 10 th or 25 th ) of slant column values are close to the same percentiles for "clean" conditions making them more suitable for determining the absolute slant column amount in the reference 25 spectrum. There are two potential complications: first, the low percentiles could be biased low relative to zero SO2 conditions due to random errors, thereby resulting in scattering of data points. The lower the percentile value, the larger that bias. Second, the standard deviation of the scattering increases with the air mass factor as the signal strength declines resulting in higher errors and lower values in the low percentiles.
The intercept (a) and slope (b) of different percentile lines were determined by a method that is based on quintile 30 regressions (Koenker and Bassett, 1978) . Once the slope and intercept of the reference line are known, the VCD values can be derived from Slant Column Density (SCD) as VCD = (SCD -a) /μ -b. This selection of a particular percentile line as a reference introduces a bias that can be corrected using the information about measurement uncertainties as discussed below. We used Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016 Discuss., doi:10.5194/amt- -54, 2016 Manuscript under review for journal Atmos. Meas. The fact that the slope of the regression line for the SCD versus  in the absence of SO2 is negative may seem counterintuitive, but the spectral fitting procedure is dominated by the ozone signal. A small imperfection in accounting for ozone absorption can be compensated by a biased SO2 signal. As the shape of the ozone profile and the temperature of the 5 ozone layer are changing throughout the year, this calibration procedure was applied on a monthly basis. The correction to the VCD (that is equal to -a /μ-b) introduced by this calibration procedure is not negligible and changes throughout the year. For μ =3, the correction value ranges from -0.15 DU in October to 0.55 DU in May.
Estimation of the instrument precision would be an easy task if we could install the instrument in an SO2-free location, but this was not the case for our sites. However, the side by side operation of two instruments at Toronto made it possible to 10 study the precision of Pandora's SO2 measurements. the retrieved values. Note that the lower the percentile value, the less the calibration procedure is affected by non-zero SO2 values. However, the lower the percentile value, the higher the uncertainty of the percentile estimate and the higher the impact of the uncertainty of the instrumental error estimate can have on the size of the bias. In our case, either the 25 th or 10 th percentile seems to be optimal. As the distance between them from the Gaussian distribution with σ=0.17 DU is -0. Figure 9a confirms that surface SO2 concentrations are the highest when the wind direction is south-southeasterly. This can be seen for both the mean values and for extremes (90 th percentile).
As discussed in Section 3, the calibration procedure is based on the assumption that a certain fraction of all measurements corresponds to "clean" conditions. As Figure 9a shows, surface concentrations are very low for most wind 30 directions except south and south-east. This can be used to refine the calibration-related bias in Pandora data mentioned in Section 3. A minimum in SO2 of about zero was found for winds from the west as expected from the location of industrial sources. We can assume that this direction represents clean conditions and this gives us an additional confidence in the suggested calibration procedure. Figure 9b shows Pandora SO2 VCD as a function of the wind direction with this bias removed.
As expected, it is very similar to the distribution of surface concentrations from Figure 9a .
It should be noted that the 90 th percentile values for the direction from west are 0.25-0.3 DU (Figure 9b ). This can be
interpreted as yet another estimate of the overall uncertainty of Pandora's SO2 data. If we assume the Gaussian distribution of 5 the errors, then the 0.3 DU value of the 90 th percentile corresponds to 0.23 DU value of the standard deviation. The standard deviation as calculated directly is between 0.22 and 0.26 DU for six 10-degree bins corresponding "clean" western directions.
These values are higher than the previously estimated 0.17 DU value of the instrument precision, but they also include the errors related to imperfection of the retrieval algorithm.
Aircraft-based measurements of air pollutants from sources in the Canadian oil sands were made in support of the 10 Joint Canada-Alberta Implementation Plan for Oil Sands Monitoring during a summer intensive field campaign between 13
August and 7 September 2013 (Gordon et al., 2015) . The SO2 measurements from these flights were used to examine the accuracy of the Pandora VCDs. Specifically, 7 spirals were flown within 4 km of Fort McKay in which vertical profiles were made with a Thermo Scientific 43i-TLE analyser. The measured vertical profiles of SO2 mixing ratios and the wind directions as a function of altitude for these 7 flights are shown in Figure 10 . Integrated SO2 columns were compared with Pandora 15
VCDs and the results are shown in Figure 11 and Table 1 . The minimum altitude range flown by the aircraft used to construct a profile was 100-1500 m, with most profiles exceeding 2000 m. The integrals were calculated for two scenarios for SO2 concentrations below the lowest aircraft flight altitude of about 100-150 m: assuming a zero mixing ratio between the ground and the lowest aircraft altitude, and assuming that the mixing ratio was constant as at the lowest aircraft altitude. For most spirals an SO2 value from the surface was available to 'anchor' the profile, and it was found to be consistent with the constant 20 mixing ratio scenario. In 5 flights, the integrated SO2 was very close to the Pandora values with differences within 0.25 DU. (cloud fraction <0.2) conditions were used. The Pandora values were averaged within ±0.5 hours from the OMI overpass time.
A scatter plot of all 51 coincident OMI and Pandora measurements that satisfy these criteria is shown in Figure 12 . The correlation coefficient between the two data sets is only about 0.2 and is not surprising given a large pixel size and high uncertainties of OMI measurements (0.5 DU at 1-σ level) relative to the range of SO2 levels. We simulated OMI and Pandora measurements using the EC GEM-MACH (Global Environmental Multi-scale -Modelling Air quality and Chemistry) (Makar 5 et al., 2015a (Makar 5 et al., , 2015b ) model at 2.5 km resolution, accounting for the size of the OMI pixel, the 15 km coincidence criteria, and considering the addition of realistic measurement noise. A detailed discussion of this simulation is outside the scope of this study, but we found that the correlation coefficient between such simulated Pandora and OMI data was only about 0.3. The model study indicates that the main culprits in the degradation of the correlation were the measurement noise (primarily in the OMI) and the OMI horizontal resolution. This example demonstrates that a simple "scatter plot" comparison of satellite and 10 ground-based VCD measurements is not very informative and a proper account for satellite viewing geometry and measurement uncertainties is necessary.
Summary and Discussion
In order to study variability and changes of VCDs of major pollutants such as SO2 in the Canadian oil sands region, a Pandora sunphotometer was installed at Fort McKay in August 2013. We found that the instrument is suitable for SO2 15 monitoring and reliable enough to operate in remote areas. Originally, the instrument was deployed in a configuration with the instrument head mounted on a tripod and the spectrometer and computer installed in a water-proof plastic housing. In August 2014, the instrument spectrometer was redeployed with the spectrometer and computer installed indoors in a temperature-controlled environment and the instrument optical head connected by an optical cable, located on the roof of the instrument trailer. In this modified configuration, the instrument demonstrated that it can operate for extended periods under 20 cold conditions. The instrument is sensitive enough to measure anthropogenic SO2 from two major SO2 sources with total emissions of about 45 kt yr -1 located approximately 20 km from the observation site. As expected, elevated VCD (up to 9 DU) and surface concentrations of SO2 are observed when the wind is from the south and south-east, where the emission sources are located.
With no industrial sources located to the west, VCD and surface concentrations are about zero for westerly winds. 25
The calibration procedure applied in this study was similar to that developed by Herman et al., (2009) for NO2, but it was modified to account for a much higher noise level of SO2 VCD measurements (0.01 DU for NO2 vs. 0.17 DU for SO2).
This calibration procedure is based on the 25 th (or 10 th ) percentile and makes the assumption that a sizable fraction of all measurements corresponds to SO2-free conditions. Fort McKay measurements stratified by the wind direction confirmed the validity of this approach: the average SO2 values after the calibration procedure were close to zero for winds from the west 30 where no SO2 sources are found. This 25 th (or 10 th ) percentile-based calibration approach is optimal when "clean" conditions occur frequently, e.g., for sites located in a vicinity of emission point sources where SO2 VCDs depend on the wind direction.
Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016 Discuss., doi:10.5194/amt- -54, 2016 Manuscript under review for journal Atmos. Meas. Tech. suggests that, on average, each 10 ppbv of surface concentration roughly correspond 1 DU of total column (similar to what one would calculate for 10 ppbv spread through a 1 km surface layer). However, elevated VCDs may be related to plumes that are above the ground with little or no fumigation and therefore may not produce elevated surface concentrations.
25

Appendix 1
Information about the natural variability of measured parameter and measurement uncertainties can be derived from the measurements themselves. This approach known also as the Grubbs estimation method (Grubbs, 1948; Toohey and Strong, 2007 ) is often used to estimate the precision of measurements. For readers' convenience, we present the method here as it was described by (Fioletov et al., 2006) . 30
The result of a measurement (M) is the sum of the true measured value (X) and an error (e). Let us consider two instruments that measure the same parameter X, but with different errors e1 and e2. The results of their measurements (M1 and M2) can be used to estimate the variances of X, e1 and e2, as follows: If we assume that the measured value and the errors are independent, then the variance of M is the sum of variances of X and ei:
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The difference of M1 and M2 does not depend on X. If, in addition, we assume that the errors of different instruments are not correlated, then the variance of the difference is equal to the sum of σ 2 (ei) and σ 2 (ei):
The values of σ 2 (M1), σ 2 (M2), and σ 2 (M1-M2) can be estimated from a set of parallel measurements. The three resulting 5 equations can be solved for σ 2 (X), σ 2 (e1), and σ 2 (e2):
Equations (3) were used to estimate the standard deviation (SD) of instrument errors (we will refer to it as to standard 10 instrument uncertainty) and the SD of variability.
In the reality, we do not actually know the variances σ 2 (Mi) and σ 2 (M1 -M2); we can only estimate them, with a certain error, from the available measurements. The α-level confidence interval for the variance σ 2 depends on the estimated variance value itself and the number of data points, n: C. R., Chance, K., Liu, X., Lee, C. and Martin, R. V.: Application of OMI, SCIAMACHY, and GOME-2 satellite SO2 retrievals for detection of large emission sources, J. Geophys. Res. Atmos., 118(19), 11,399-11,418, doi:10.1002 /jgrd.50826, 2013 Fioletov, V. E., Tarasick, D. W. and Petropavlovskikh, I.: Estimating ozone variability and instrument uncertainties from SBUV(/2), ozonesonde, Umkehr, and SAGE II measurements: Short-term variations, J. Geophys. Res., 111(D2), D02305, doi:10.1029 /2005JD006340, 2006 . Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016 -54, 2016 Manuscript under review for journal Atmos. Meas. Tech. Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016 -54, 2016 Manuscript under review for journal Atmos. Meas. Tech. the range of SO2 VCDs calculated from two assumptions: for 0 mixing below the lowest aircraft flight height and a constant mixing ratio that corresponds to the missing ratio at the lowest altitude where SO2 was measured.
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