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UNIFORMLY CONVEX METRIC SPACES
MARTIN KELL
Abstract. In this paper the theory of uniformly convex metric spaces is
developed. These spaces exhibit a generalized convexity of the metric from
a fixed point. Using a (nearly) uniform convexity property a simple proof of
reflexivity is presented and a weak topology of such spaces is analyzed. This
topology called co-convex topology agrees with the usualy weak topology in
Banach spaces. An example of a CAT (0)-spaces with weak topology which is
not Hausdorff is given. This answers questions raised by Monod 2006, Kirk
and Panyanak 2008 and Espínola and Fernández-León 2009.
In the end existence and uniqueness of generalized barycenters is shown
and a Banach-Saks property is proved.
In this paper we summarize and extend some facts about convexities of the metric
from a fixed point and give simpler proofs which also work for general metric spaces.
In its simplest form this convexity of the metric just requires balls to be convex
or that x 7→ d(x, y) is convex for every fixed y ∈ X . It is easy to see that both
conditions are equivalent on normed spaces with strictly convex norm. However,
in [BP79] (see also [Foe04, Example 1]) Busemann and Phadke constructed spaces
whose balls are convex but its metric is not. Nevertheless, a geometric condition
called non-positive curvature in the sense of Busemann (see [BH99, Bač14]) implies
that both concepts are equivalent, see [Foe04, Proposition 1].
The study of stronger convexities for Banach spaces [Cla36] has a long tradition.
In the non-linear setting so called CAT (0)-spaces are by now well-understood, see
[BH99, Bač14]. Only recently Kuwae [Kuw13] based on [NS11] studied spaces with
a uniformly p-convexity assumption similar to that of Banach spaces. Related to
this are Ohta’s convexities definitions [Oht07] which, however, seem more restrictive
than the ones defined in this paper.
In the first section of this article an overview of convexities of the metric and
some easy implications are given. Then existence of the projection map onto convex
subsets and existence and uniqueness of barycenters of measures is shown. For this
we give simple proofs using an old concept introduced by Huff in [Huf80].
In the third section we introduce weak topologies. The lack of a naturally defined
dual spaces similar to Banach space theory requires a more direct definition either
via convex sets, i.e. the co-convex topology (first appeared in [Mon06]), or via
asymptotic centers (see historical remark at the end of [Bač14, Chapter 3]). Both
topologies might not be equivalent and/or comparable. For CAT (0)-spaces it is
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easy to show that the convergence via asymptotic centers is stronger than the co-
convex topology. However, the topologies do not agree in general, see Example 19.
With this example we answer questions raised in [KP08] and [EFL09].
In the last sections, we use the results show existence of generalized barycenters
and prove the Banach-Saks property. The proof extends a proof recently found by
Yokota [Yok13] in the setting of CAT (1)-spaces with small diameter. In the end a
discussion about further extending convexities is given.
Convexity of the metric
Let (X, d) be a complete metric space. We say that (X, d) admits midpoints if
for every x, y ∈ X there is an m(x, y) such that d(x,m(x, y)) = d(y,m(x, y)) =
1
2d(x, y). One easily sees that each such space is a geodesic space.
Now for p ∈ [1,∞) and all non-negative real numbers a, b we define the p-mean
Mp(a, b) :=
(
1
2
ap +
1
2
bp
) 1
p
.
Furthermore, the case p =∞ can be defined as a limit, i.e. M∞t (a, b) = max{a, b}.
Definition 1 (p-convexity). Suppose the metric space (X, d) admits midpoints.
Then it is called p-convex for some p ∈ [1,∞] if for each triple x, y, z ∈ X and each
midpoint m(x, y) of x and y
d(m(x, y), z) ≤Mp(d(x, z), d(y, z)).
It is called strictly p-convex for p ∈ (1,∞] if the inequality is strict whenever x 6=
y and strictly 1-convex if the inequality is strict whenever d(x, y) > |d(x, z)−d(y, z)|.
Remark. (1) In [Foe04] Foertsch defined 1-convexity and ∞-convexity under the
name distance convexity and ball convexity.
A p-convex space is p′-convex for all p′ ≥ p and it is easy to see that balls are
convex iff the space is∞-convex. Furthermore, one sees that any strictly∞-convex
space is uniquely geodesic.
Instead of just requiring convexity from a fixed point one can assume that assume
a convexity of t 7→ d(xt, yt) there xt and yt are constant speed geodesics. This gives
the following condition.
Definition 2 (p-Busemann curvature). A metric space (X, d) admitting midpoints
is said to satisfy the p-Busemann curvature condition for some p ∈ [1,∞] if for all
triples quadruples x0, x1, y0, y1 ∈ X with midpoints x 1
2
= m(x0, x1) and y 1
2
=
m(y0, y1) it holds
d(x 1
2
, y 1
2
) ≤Mp(d(x0, y0), d(x1, y1)).
In such a case we will say that (X, d) is p-Busemann.
It is not difficult to show (see e.g. [Bač14, Proposition 1.1.5]) that in case
p ∈ [1,∞) this is equivalent to the more traditional form: for each triples x, y, z ∈ X
with midpoints m1 = m(x, z) and m2 = m(y, z) it holds
d(m1,m2)
p ≤ 1
2
d(x, y)p.
In particular for p = 1, this is Busemann’s original non-positive curvature assump-
tion. In this case we will just say that (X, d) is Busemann. Busemann’s condition
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can be used to show equivalence of all (strict/uniform) p-convexity, see Corollary 5.
Currently we cannot prove that on p-Busemann spaces (strict/uniform) p-convexity
is equivalent to (strict/uniform) p′-convexity for all p′ ≥ p. However, it can be used
to get a p-Wasserstein contraction of 2-barycenters if Jensen’s inequality holds on
the space, see Proposition 40 below.
In [Foe04] Foertsch also defines uniform distance/ball convexity. We adapt his
definition as follows:
Definition 3 (uniform p-convexity). Suppose (X, d) admits midpoints and let p ∈
[1,∞]. Then we say it is uniformly p-convex if for all ǫ > 0 there is a ρp(ǫ) ∈ (0, 1)
such that for all triples x, y, z ∈ X satisfying d(x, y) > ǫMp(d(x, z), d(y, z)) for
p > 1 and d(x, y) > |d(x, z)− d(y, z)|+ ǫM1(d(x, z), d(y, z)) for p = 1 it holds
d(m(x, y), z) ≤ (1− ρp(ǫ))Mp(d(x, z), d(y, z)).
Remark. (1) W.l.o.g. we assume that ρp is monotone in ǫ so that ρp(ǫ)→ 0 requires
ǫ→ 0.
(2) Uniform p-convexity for p ∈ (1,∞) is equivalent to the existence of a ρ˜p(ǫ) > 0
such that
d(m(x, y), z)p ≤ (1 − ρ˜p(ǫ))Mp (d(x, z), d(x, z))p ,
just let ρ˜p(ǫ) = 1− (1− ρp(ǫ))p.
(3) The usual definition of uniform convexity for functions is as follows: A func-
tion f is uniformly convex if for x, y ∈ X with midpoint m:
f(m) ≤ 1
2
f(x) +
1
2
f(y)− ω(d(x, y)),
where ω is the modulus of convexity and ω(r) > 0 if r > 0. For p ≥ 2 and
ω(r) = Crp and f = d(·, z)p one recovers Kuwae’s p-uniform convexity [Kuw13].
However, in this form one does not see whether p-convexity implies p′-convexity.
Furthermore, one gets a restriction that ω(r) ≥ Cr2, i.e. the cases p ∈ (1, 2) are
essentially excluded. And whereas our definition is multiplicative, matching the
fact that Cd(·, ·) is also a metric, the usual uniform convexity is only multiplicative
by adjusting the modulus of convexity.
Example. (1) Every CAT (0)-space is uniformly 2-convex with ρ˜(ǫ) =
(
ǫ
2
)2
. More
generally anyRκ-domain of a CAT (κ)-space is uniformly 2-convex with ρ(ǫ) = cκǫ
2.
(2) Every p-uniformly convex space as defined in [NS11, Kuw13] is uniformly
p-convex with ρ(ǫ) = ckǫ
p.
Lemma 4. A uniformly p-convex metric space (X, d) is uniformly p′-convex for all
p′ ≥ p.
Proof. First note that Mp(a, b) ≤Mp′(a, b).
Assume first that 1 < p < p′ ≤ ∞. If x, y, z ∈ X is a triple satisfying the
condition for p′ then it also satisfies the condition for p and thus for m = m(x, y)
d(m, z) ≤ (1− ρp(ǫ))Mp(d(x, z), d(y, z))
≤ (1− ρp(ǫ))Mp
′
(d(x, z), d(y, z)).
Hence setting ρp′(ǫ) := ρp(ǫ) gives the result.
For p = 1 we skip the case p′ =∞ as this was proven in [Foe04, Proposition 1]:
Let x, y, z ∈ X be some triple with d(x, z) ≥ d(y, z). If
d(x, y) > |d(x, z)− d(y, z)|+ ǫ
2
M1(d(x, z), d(y, z))
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then
d(m(x, y), z) ≤
(
1− ρ1
( ǫ
2
))
M1(d(x, z), d(y, z))
≤
(
1− ρ1
( ǫ
2
))
Mp′(d(x, z), d(y, z)).
So assume
d(x, y) ≤ d(x, z)− d(y, z) + ǫ
2
Mp′(d(x, z), d(y, z)).
If d(x, z)− d(y, z) ≤ ǫ2Mp
′
(d(x, z), d(y, z)) then
d(x, y) ≤ ǫMp′(d(x, z), d(y, z)).
Hence we can assume d(x, z) − d(y, z) > ǫ2Mp
′
(d(x, z), d(y, z)). Now for p′ ≥ 2
Clarkson’s inequality(
1
2
a+
1
2
b
)p′
+ cp′(a− b)p
′ ≤ 1
2
ap
′
+
1
2
bp
′
holds. Thus using 1-convexity and our assumption we get
d(m, z)p
′ ≤
(
1
2
d(x, z) +
1
2
d(y, z)
)p′
≤ 1
2
d(x, z)p
′
+
1
2
d(y, z)p
′ − cp′(d(x, z)− d(y, z))p
′
≤
(
1− cp
( ǫ
2
)p′)
Mp′(d(x, z), d(y, z))p′ .
Choosing ρp′(ǫ) = min{ρ1( ǫ2 ), 1− (1 − cp( ǫ2 )p
′
)
1
p′ } gives the result.
For 1 < p′ < 2 we use the other Clarkson inequality(
1
2
a+
1
2
b
)q
+ cp′(a− b)q ≤
(
1
2
ap +
1
2
bp
)q
where 1
q
+ 1
p′
= 1. By similar arguments we get
d(m, z)q + cp′
( ǫ
2
) q
p′
(Mp′(d(x, z), d(y, z))q ≤ (Mp′(d(x, z), d(y, z))q.
Choosing in this case
ρp′(ǫ) = min
{
ρ1
( ǫ
2
)
, 1−
(
1− cp′
( ǫ
2
) q
p′
) 1
q
}
finishes the proof. 
Corollary 5. Assume (X, d) is Busemann. Then (X, d) is (strictly/uniformly) p-
convex for some p ∈ [1,∞] iff it is (strictly/uniformly) p-convex for all p ∈ [1,∞].
Proof. This is just a using [Foe04, Proposition 1] who proved that (strict/uniform)
∞-convexity implies (strict/uniform) 1-convexity. 
Any CAT (0)-space is both Busemann and uniformly 2-convex, hence uniformly
p-convex for every p ∈ [1,∞].
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Convex subsets and reflexivity
In a geodesic metric space, we say that subset C ⊂ X is convex if for each
x, y ∈ C and each geodesic γ connecting x and y also γ ⊂ C. Given any subset
A ⊂ X we define the convex hull of A as follows: G0 = A then for n ≥ 1
Gn =
⋃
x,y∈Gn−1
{γt | γ is a geodesic connecting x and y and t ∈ [0, 1]}
convA =
⋃
n∈N
Gn.
The closed convex hull is just the closure convA of convA.
The projection map onto (convex) sets can be defined as follows: Given a non-
empty subset C of X define rC : X → [0,∞) by
rC(x) = inf
c∈C
d(x, c)
and PC : X → 2C by
PC(x) = {c ∈ C | rC(x) = d(x, c)}.
In case |PC(x)| = 1 for all x ∈ X we say that the set C is Chebyshev. In that case,
just assume PC is a map from X to C.
It is well-known that a Banach space is reflexive iff any decreasing family of
closed bounded convex subsets has non-empty intersection. Thus it makes sense
for general metric spaces to define reflexivity as follows.
Definition 6 (Reflexivity). A metric space (X, d) is said to be reflexive if for every
decreasing family (Ci)i∈I of non-empty bounded closed convex subsets, i.e. Ci ⊂ Cj
whenever i > j where I is a directed set then it holds⋂
i∈I
Ci 6= ∅.
It is obvious that any proper metric space is reflexive. The following was defined
in [Huf80]. We will simplify Huff’s proof of [Huf80, Theorem 1] to show that nearly
uniform convexity implies reflexivity using a proof via the projection map, see e.g.
[Bač14, Proofs of 2.1.12(i) and 2.1.16]. However, since the weak topology (see
below) is not necessarily Hausdorff, we cannot show that nearly uniform convexity
also implies the uniform Kadec-Klee property.
We say that a family of points (xi)i∈I is ǫ-separated if d(xi, xj) ≥ ǫ for i 6= j, i.e.
sep((xi)i∈I) = inf d(xi, xj) ≥ ǫ.
Definition 7 (Nearly uniformly convex). A ∞-convex metric space (X, d) is said
to be nearly uniformly convex, if for any R > 0 for any ǫ-separated infinite family
(xi)i∈I with d(xi, y) ≤ r ≤ R there is a ρ = ρ(ǫ, R) > 0 such that
B(1−ρ)r(y) ∩ conv(xi)i∈I 6= ∅.
Note that uniform∞-convexity implies nearly uniform convexity, an even stronger
statement is formulated in Theorem 25. However, not every nearly uniformly con-
vex space is uniformly convex, see [Huf80].
Theorem 8. For every closed convex subset C of a nearly uniformly convex metric
space the projection PC has non-empty compact images, i.e. Pc(x) is non-empty
and compact for every x ∈ X.
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Corollary 9. If (X, d) is nearly uniformly convex and strictly∞-convex then every
closed convex set is Chebyshev.
Proof of the Theorem. Let C be a closed convex subset, x ∈ X be arbitrary and set
r = rC(x). For each n ∈ N there is an xn ∈ C such that r ≤ d(x, xn) ≤ r + 1n . In
particular, d(x, xn) → r as n → ∞ . If r = 0 or every subsequence of (xn) admits
a convergent subsequence we are done.
So assume (xn) w.l.o.g. that (xn) is ǫ-separated for some ǫ > 0. By nearly
uniform convexity there is a ρ = ρ(ǫ) > 0 such that
An = B(1−ρ)(r+ 1
n
)(x) ∩ conv(xm)m≥n 6= ∅.
For sufficiently large n and some 0 < ρ′ < ρ we also have B(1−ρ)(r+ 1
n
)(x) ⊂
B(1−ρ′)r(x), i.e. d(x, y) < r for some y ∈ An. But this contradicts the fact that
conv(xm)m≥n ⊂ C, i.e. d(x, y) ≥ r for all y ∈ An. 
Theorem 10. A nearly uniformly convex metric space is reflexive.
Proof. Let (Ci)i∈I be a non-increasing family of bounded closed convex subsets of
X and let x ∈ X be some arbitrary point. For each i ∈ I define ri = infy∈Ci d(x, y).
Since (Ci)i∈I is non-increasing so the net (ri)i∈I is non-decreasing and bounded,
hence convergent to some r. By the previous theorem there are xi ∈ Ci such that
d(x, xi) = ri. If r = 0 or (xi)i∈I admits a convergent subnet we are done.
So assume there is an ǫ-separated subnet (xi′ )i′∈I′ for some ǫ > 0. Now nearly
uniform convexity implies that for some ρ = ρ(ǫ) > 0
∅ 6= Ai = B(1−ρ)r(x) ∩ conv(xj)j≥i ⊂ Ci.
Since the subnet (ri′ ) is also convergent to r there is some i and 0 < ρ
′ < ρ such
that
B(1−ρ)r(x) ⊂ B(1−ρ˜)ri(x).
However, this implies that d(x, yi) < ri for all yi ∈ Ai contradicting the definition
of ri. 
In order to use reflexivity to characterize the weak topology defined below bet-
ter we need the following equivalent description. We say that a collection of sets
(Ci)i∈I has the finite intersection property if any finite subcollection has non-empty
intersection, i.e. for every finite I ′ ⊂ I, ∩i∈I′Ci 6= ∅.
Lemma 11. The space (X, d) is reflexive iff every collection (Ci)i∈I of closed
bounded convex subsets with finite intersection property satisfies⋂
i∈I
Ci 6= ∅.
Proof. The if-direction is obvious. So assume (X, d) is reflexive and (Ci)i∈I be a
collection of closed bounded convex subsets with finite intersection property.
Let I be the set of finite subsets of I. This set directed by inclusion and the sets
C˜i =
⋂
i∈i
Ci
are non-empty closed and convex. Furthermore, the family (C˜i)i∈I is decreasing.
By reflexivity ⋂
i∈I
Ci =
⋂
i∈I
C˜i 6= ∅.
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
Theorem 12. Assume (X, d) is strictly ∞-convex and nearly uniformly convex.
Then the midpoint map m is continuous.
Proof. Since (X, d) is strictly∞-convex we see that geodesics are unique. Thus the
midpoint map by m : (x, y) 7→ m(x, y) is well-defined. Now if (xn, yn) → (x, y)
then for all ǫ > 0 the sequence mn = m(xn, yn) eventually enters the closed convex
and bounded set
Aǫ = B 1
2d(x,y)+ǫ
(x) ∩B 1
2d(x,y)+ǫ
(y).
By uniform∞-convexity⋂ǫ>0Aǫ is non-empty and contains only the point m(x, y).
We only need to show that diamAǫ → 0 as ǫ → 0. Now assume there is a
sequence xn ∈ A 1
n
that is not Cauchy, so assume it is δ-separated for some δ > 0.
Then by nearly uniform convexity there is a ρ(δ) > 0
B(1−ρ)( 12 d(x,y)+ǫ)(x) ∩ conv(xn) 6= ∅.
And thus ⋂
m
conv(xn)n≥m ∩B(1−ρ(δ)) 12 d(x,y)(x) 6= ∅.
But this contradicts the fact that⋂
m
conv(xn)n≥m ⊂
⋂
m
A 1
m
⊂ B 1
2d(x,y)
(y)
is disjoint from B(1−ρ)( 12 d(x,y)+ǫ)
(x). 
Corollary 13. A strictly ∞-convex, nearly uniformly convex metric space is con-
tractible.
Proof. Take a fixed point x0 ∈ X and define the map
Φt(x) = γxx0(t)
where γxx0 is the geodesic connecting x and x0. Now proof of previous theorem
also shows that t-midpoints are continuous, in particular Φt is continuous. 
Weak topologies
In Hilbert and Banach spaces the concept of weak topologies can be introduced
with the help of dual spaces. Since for general metric spaces there is (by now) no
concept of dual spaces, a direct definition needs to be introduced. As it turns out
the first topology agrees with the usual weak topology, see Corollary 17.
Co-convex topology. The first weak topology on metric spaces is the following.
It already appeared in [Mon06]. As it turns out, this topology is agrees with the
weak topology on any Banach space, see Corollary 17 below.
Definition 14 (Co-convex topology). Let (X, d) be a metric space. Then the co-
convex topology τco is the weakest topology containing all complements of closed
convex sets.
Obviously this topology is weaker than the topology induced by the metric and
since point sets are convex the topology satisfies the T1-separation axiom, i.e. for
each two points x, y ∈ X there is an open neighborhood Ux containing x but not
y. Furthermore, the set of weak limit points of a sequence (xn)n∈N is convex if the
space is ∞-convex. A useful characterization of the limit points is the following:
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Lemma 15. A sequence of points xn converges weakly to x iff for all subsequences
(xn′) it holds
x ∈ conv(xn′).
The set of limit point Lim(xn) is the non-empty subset⋂
(in)⊂Iinf
conv(xin)
where Iinf is the set of sequences of increasing natural numbers.
Remark. The same statement holds for also for nets. Below we will make most
statments only for sequences if in fact they also hold for nets.
Proof. This follows immediately from the fact that
A(xn′ ) = conv(xn′)
is closed, bounded and convex and thus weakly closed.
First suppose x /∈ A(xn′ ) for some subsequence (xn′ ). By definition xn τco→ y
implies that xn eventually leaves every closed bounded convex sets not containing
y. Since (xm′) ⊂ A(xn′ ) for m′ ≥ n′, we conclude (xn′ ) cannot converge weakly to
x.
Conversely, if (xn) does not converge to x then there is a weakly open set U ∈ τco
such that (xn) 6⊂ U and x ∈ U . In particular, for some subsequence (xn′) it holds
(xn′) ⊂ X\U . Since τco is generated by complements of closed convex sets we can
assume U = X\C for some closed convex subset C. Therefore, (xn′) ⊂ C and thus
A(xn′) ⊂ C, i.e. x /∈ A(xn′ ). 
Corollary 16. For any weakly convergent sequence (xn) and countable subset A
disjoint from Lim(xn) there is a subsequence (xn′) such that
A ∩
⋂
m∈N
conv(xn′ )n′≥m = ∅.
Proof. First note, by the lemma above there is a subsequence (x
m
(0)
n
) of (xn) such
that y0 ∈ A is not contained in conv(xm(0)n ). Now inductively constructing (xm(k)n )
avoiding yk using the sequence (xm(k−1)n
) we can choose the diagonal sequencemn =
m
(n)
n such that
y /∈
⋂
m∈N
conv(xmn)mn≥m
for all y ∈ A. 
Corollary 17. On any Banach space X the co-convex topology τco agrees the weak
topology τw. In particular, τco is Hausdorff.
Proof. By Corollary 22 below any linear functional ℓ ∈ X∗ is τco-continuous.
Hence xn
τco→ x implies xn τw→ x. The converse follows from that fact that for
any subsequence(xn′) the set conv(xn′) is τw-closed and xn′
τw→ x. Therefore,
x ∈ conv(xn′) which implies xn τco→ x by Lemma 15 above. 
Now similar to Banach spaces, one can easy show that reflexivity implies weak
compactness of bounded closed convex subsets.
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Theorem 18. Bounded closed convex subsets are weakly compact iff the space is
reflexive.
Proof. By Alexander sub-base theorem it suffices to show that each open cover
(Ui)i∈I of B, where Ui is a complement of a closed convex set, has a finite subcover.
For this, note that Ui = X\Ci and the cover property of Ui is equivalent to⋂
i∈I
B ∩ Ci = ∅.
If we assume that there is no finite subcover then the collection (B ∩ Ci)i∈I has
finite intersection property. But then Corollary 11 yields
⋂
i∈I B ∩ Ci 6= ∅, which
is a contradiction.
Conversely, assume (X, d) is not reflexive but any bounded closed convex subset
is weakly compact. Then there (Ci)i∈I is a decreasing family of non-empty bounded
closed convex subsets such that ∩i∈ICi = ∅. Assume w.l.o.g. that I has a minimal
element i0. Then Ui = X\Ci is an open cover of Ci0 , i.e.
Ci0 ⊂
⋃
i∈I
Ui.
Since (Ci)i∈I is decreasing, (Ui)i∈I is increasing. By weak compactness, finitely
many of there are sufficient to cover Ci0 . Since (Ui)i∈I is increasing, there exists
exactly one i1 ∈ I such that Ci0 ⊂ Ui1 = X\Ci1 . But then Ci1 = ∅ contradicting
our assumption. 
Note that on general spaces the co-convex topology is not necessary Hausdorff.
Even in case of CAT (0)-spaces one can construct an easy counterexample.
Example 19 (Euclidean Cone of a Hilbert space). For the construction of Eu-
clidean cones see [BH99, Chapter I.5]. Let (H, dH) be an infinite-dimensional
Hilbert space and dH be the induced metric. The Euclidean cone over (H, dh)
is defined as the set C(H) = H × [0,∞) with the metric
d((x, t), (x′, t′))2 := t2 + t′2 − 2tt′ cos(dπ(x, x′))
where dπ(x, x
′) = min{π, dH(x, x′)}. By [BH99, Theorem II-3.14] (C(H), d) is
a CAT (0)-space and thus uniformly p-convex for any p ∈ [1,∞]. In particular,
bounded closed convex subsets are compact w.r.t. the co-convex topology. Note
that in (H, dH) the co-convex topology agrees with the usual weak topology. Now
let ((en, 1))n∈N be a sequence in C(H). We claim that for any subsequence ((en′ , 1))
we have ⋂
m∈N
conv((en′ , 1))n′≥m = {(0, r) | r ∈ [a, b]}
with a < b where it is easy to see that a and b do not depend on the subse-
quence. Any point in that intersection is a limit point of ((en, 1)) which implies
that τco(C(H)) is not Hausdorff. To see this, note that the projection p onto the
line {(0, r) | r ≥ 0} has the following form
p((x, r)) = (0, r cos(dH(x,0)))
for d(x, 0) ≤ π2 . In particular, d((en, 1)) = (0, cos(1)). Using the weak sequential
convergence defined below, this means that (en, 1)
w→ (0, cos(1)), in particular.
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(0, cos(1)) ∈
⋂
m∈N
conv((en′ , 1))n′≥m.
Now we will show that the sequence of midpoints lmn of (en, 1) and (em, 1) with
m 6= n converges weakly sequentially to some point (0, r) with r > cos(1). This
immediately implies that
⋂
m∈N conv((en′ , 1))n′≥m contains more than one point
and each is a limit point of (en, 1) w.r.t. the co-convex topology.
To show that lmn does not weakly sequentially converge to (0, cos(1)) we just
need to show that p(lmn) 6= (0, cos(1)). By the calculus of Euclidian cones the
points lmn have the following form
lmn =
(
em − en
2
, r 1
2
)
where r 1
2
is the (positive) solution of the equation
r2 + 1− 2r cos
(√
2
2
)
=
1
4
(
2− 2 cos(
√
2)
)
,
i.e. r 1
2
= cos
(√
2
2
)
.
Then the projection has the form
p(lmn) =
(
0, r 1
2
cos
(∥∥∥∥en − em2
∥∥∥∥
))
=

0, cos
(√
2
2
)2 .
Since cos(1) < cos(
√
2
2 )
2 we see that lmn 6→ (0, cos(1)) w.r.t. weak sequential
convergence and
(0, cos(
√
2
2
)2) ∈
⋂
m∈N
conv((en′ , 1)).
And this obviously does not depend on the subsequence.
Note that this space also violates the property (N) defined in [EFL09], more
generally any cone over a (even proper) CAT (1)-space which is not the sphere
gives a counterexample. The example also gives a negative answer to Question 3 of
[KP08]. This topology is also a counterexample to topologies similar to Monod’s
Tw topology: Let τpw be the weakest topology making all maps x 7→ d(x, y)p −
d(x, z)p for y, z ∈ X continuous. For Hilbert spaces and p = 2 this is the weak
topology, (compare to [Mon06, 18. Example] which should be p = 2). For the
space (C(H), d)) one can show that each τpw is strictly stronger that the weak
sequential convergence.
Definition 20 (weak lower semicontinuity). A function f : X → (−∞,∞] is said
to be weakly l.s.c. at a given point x ∈ dom f if
lim inf f(xi) ≥ f(x)
whenever (xi) is a net converging to x w.r.t. τco. We say f is weakly l.s.c. if it is
weakly l.s.c. at every x ∈ dom f .
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Remark. A priori it is not clear if τco is first-countable and thus the continuity needs
to be stated in terms of nets. In that case it boils down to lim infn→∞ f(xn) ≥ f(x).
Proposition 21. Assume (X, d) is ∞-convex. Then every lower semicontinuous
quasi-convex function is weakly lower semicontinuous. In particular, the metric is
lower semicontinuous.
Remark. A function is quasi-convex iff its sublevels are convex, i.e. whenever z is
on a geodesic connecting x and y then f(z) ≤ max{f(x), f(y)}.
Proof. By definition of the co-convex topology, if xi
τco→ x and xi ∈ C for some closed
convex subset C then x ∈ C. Now assume f is not weakly lower semicontinuous at
x, i.e.
lim inf f(xi) < f(x).
Then there is a δ > 0 such that
xi ∈ Aδ = {y ∈ X | f(y) ≤ f(x)− δ}
for all i ≥ i0. By quasi-convexity and lower semicontinuity the set Aδ is closed
convex and thus x ∈ Aδ which is a contradiction. Hence f is weakly lower semi-
continuous. 
A function ℓ : X → R is called quasi-monotone iff it is both quasi-convex and
quasi-concave. Similarly ℓ is called linear iff it is both convex and concave. A
linear function is obviously quasi-monotone. The converse is not true in general:
Every CAT (0)-spaces with property (N) (see [EFL09]) admits such functionals;
for x, y ∈ X just set ℓ(x′) = d(P[x,y]x′, x) where P[x,y] is the projection onto the
geodesic connecting x and y.
Corollary 22. Assume (X, d) is∞-convex. Then every continuous quasi-monotone
function is weakly continuous.
Proof. Just note that the previous theorem implies that a quasi-monotone function
is both weakly lower and upper semicontinuous. 
In order to get the Kadec-Klee property one needs to find limit points which are
easily representable.
Definition 23 (countable reflexive). A reflexive metric space (X, d) is called count-
able reflexive if for each weakly convergent sequence (xn) there is a subsequence
(xn′) such that
Lim(xn) =
⋂
m∈N
conv(xn′)n′≥m.
By diagonal procedure it is easy to see that one only needs to show that for each
ǫ > 0 there is a subsequence (xn′) such that
Bǫ(Lim(xn)) ⊃
⋂
m∈N
conv(xn′ )n′≥m.
Lemma 24. Any reflexive Banach space is countable reflexive. More generally
any reflexive metric space admitting quasi-monotone functions separating points is
countable reflexive. In this case the co-convex topology is Hausdorff.
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Proof. If xn
τco→ x and x 6= y ∈ ⋂m conv(xn)n≥m then there is a quasi-monotone
functional ℓ such that ℓ(y) > ℓ(x). Since ℓ is weakly continuous we have ℓ(xn)→ x
and thus by quasi-convexity of ℓ also ℓ(y) > ℓ(x′) for all x′ ∈ conv(xn)n≥m with
m ∈ N sufficiently large m ∈ N However, this contradicts y ∈ ⋂m conv(xn)n≥m and
also shows that τco is Hausdorff. 
Theorem 25 (Nearly uniform convexity). Let (X, d) be nearly uniformly convex
and countable reflexive. Then for any ǫ-separated sequence (xn) in BR(y) there is
a weak limit point of (xn) contained in the ball B(1−ρ)R(y).
Proof. If (xn) is ǫ-separated with d(xn, y) ≤ R and assume w.l.o.g. that (xn) is
chosen such that
Lim(xn) =
⋂
m∈N
Cm
where Cm = conv(xn)n≥m. We know by nearly uniform convexity there is a ρ > 0
such that
C˜m = B(1−ρ)R(y) ∩ Cm 6= ∅.
Since C˜m is non-decreasing closed convex and non-empty, we see by reflexivity that
∩mC˜m 6= ∅ and hence B(1−ρ)R(y) ∩ Lim(xn) 6= ∅. 
Theorem 26 (Kadec-Klee property). Let (X, d) be strictly ∞-convex, nearly uni-
formly convex and countable reflexive. Suppose some fixed y ∈ X and for each weak
limit point x of (xn) one has d(xn, y) → d(x, y) then (xn) has exactly one limit
point and (xn) converges strongly, i.e. norm plus weak convergence implies strong
convergence.
Corollary 27. If, in addition, τco is Hausdorff then xn
τco→ x and d(xn, y)→ d(x, y)
implies xn → x.
Proof of the Theorem. Since strong convergence implies weak and norm conver-
gence, we only need to show the converse. For this let xn be some weakly con-
vergent sequence. Note that d(x, y) = lim d(xn, y) = const for all limit points x
of (xn)n. Since x 7→ d(·, y) is strictly quasi-convex and the set of limit points is
convex, there can be at most one limit point, i.e. xn
τco→ x for a unique x ∈ X . If
d(x, y) = 0 then x = y and xn → x strongly.
Now assume d(x, y) = R > 0. If (xn) is not Cauchy then there is a subsequence
(xn′) still weakly converging to x which is ǫ-separated for some ǫ > 0. By the
Theorem 25 there is a limit point x∗ of (xn′ ) such that d(x∗, y) < R. But this
contradicts the fact that x∗ = x and d(x, y) = R. Therefore, x = y. 
A “topology” via asymptotic centers. A more popular notion of convergence
is the weak sequential convergence. Note, however, it is an open problem whether
this “topology” is actually generated by a topology, see [Bač14, Question 3.1.8.].
Given a sequence (xn) in X define the following function
ω(x, (xn)) = lim sup
n→∞
d(x, xn).
Lemma 28. Assume (X, d) is uniformly ∞-convex. Then function ω(·, (xn)) has
a unique minimizer.
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Proof. It is not difficult to see that the sublevels of ω(·, (xn)) are closed bounded
and convex. This reflexivity implies existence of minimizers. Assume x, x′ are
minimizers and x 1
2
their midpoint. If ω(x, (xn)) = 0 then obviously xn → x = x′.
So assume ω(x, (xn)n) = c > 0. Then we can choose a subsequence (xn′)n′ such
that limn′→∞ d(x, xn′ ) and limn′→∞ d(x′, xn′) exists and are equal. If x 6= x′ then
there is an ǫ > 0 such that d(x, x′) ≥ 2ǫc. This yields
lim sup
n′→∞
d(x 1
2
, xn′) ≤ (1− ρ(ǫ)) lim
n′→∞
max{d(x, xn′), d(x′, xn′)}
< c.
But this contradicts x and x′ be minimizers. Hence x = x′. 
The minimizer of ω(·, (xn)) is called the asymptotic center. With the help of
this we can define the weak sequential convergence as follows.
Definition 29 (Weak sequential convergence). We say that a sequence (xn)n∈N
converges weakly sequentially to a point x if x is the asymptotic center for each
subsequence of (xn). We denote this by xn
w→ x.
For CAT (0)-spaces it is easy to see that xn
w→ x implies xn τco→ x, i.e. the
weak topology is weaker than the weak sequential convergence (see [Bač14, Lemma
3.2.1]). Later we will show that the weak sequential limits can be strongly approx-
imated by barycenters, which can be seen as a generalization of the Banach-Saks
property (see below). If, in addition, the barycenter of finitely many points is in
the convex hull of those points, one immediate gets that xn
w→ x implies xn τco→ x.
Proposition 30. Each bounded sequence (xn) has a subsequence (xn′) such that
xn′
w→ x.
Proof. The proof can be found in [Bač14, Proposition 3.2.1]. Since it is rather
technical we leave it out. 
A different characterization of this convergence can be given as follows (see
[Bač14, Proposition 3.2.2]).
Proposition 31. Assume (X, d) is uniformly ∞-convex. Let (xn) be a bounded
sequence and x ∈ X. The the following are equivalent:
(1) The sequence (xn) converges weakly sequentially to x
(2) For every geodesic γ : [0, 1] → X with x ∈ γ[0,1], we have Pγxn → x as
n→∞.
(3) For every y ∈ X, we have P[x,y]xn → x as n→∞.
Proof. (i)=⇒(ii): Let γ be some geodesic containing x. If
lim d(Pγxn, x) ≥ 0
then there is a subsequence (xn′) such that
Pγyn → y ∈ γ[0,1]\{x}.
But then d(Pγxn′ , xn′) < d(x, xn′ ) which implies
lim sup
n→∞
d(y, xn′) = lim sup
n→∞
d(Pγxn′ , xn′) ≤ lim sup d(x, xn′ )
and contradicts uniqueness of the asymptotic center of (xn′ ).
(ii)=⇒(iii): Trivial
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(iii)=⇒(i): Assume (xn) does not converge weakly sequentially to x. Then for
some subsequence xn′
w→ y ∈ X\{x}. Then by the part above P[x,y]xn′ → y. But
this contradicts the assumption P[x,y]xn′ → x. Hence xn w→ x. 
Corollary 32 (Opial property). Assume (X, d) is uniformly ∞-convex and (xn)
some bounded sequence with xn
w→ x. Then
lim inf d(x, xn) < lim inf d(y, xn)
for all y ∈ X\{x}.
Barycenters in convex metric spaces
Wasserstein space. For p ∈ [1,∞) the p-Wasserstein space of a metric space
(X, d) is defined as the set Pp(X) of all probability measures µ ∈ P(X) such thatˆ
dp(x, x0)dµ(x)
for some fixed x0 ∈ X . Note that by triangle inequality this definition is indepen-
dent of x0. We equip this set with the following metric
wp(µ, ν) =
(
inf
π∈Π(µ,ν)
ˆ
dp(x, y)dπ(x, y)
) 1
p
where Π(µ, ν) is the set of all coupling measures π ∈ P(X×X) such that π(A×X) =
µ(A) and π(X×B) = ν(B). It is well-known [Vil09] that (Pp(X), wp) is a complete
metric space if (X, d) is complete and that it is a geodesic space if (X, d) is geodesic.
Furthermore, by Hölder inequality one easily sees that wp ≤ wp′ whenever p ≤ p′
so that the limit
w∞(µ, ν) = limwp(µ, ν)
is well-defined and defines a metric on the space P∞(X) of probability measures
with bounded support. An equivalent description of w∞ can be given as follows
(see [CDJ08]): For a measure π ∈ Π(µ, ν) let C(π) be the π-essiential support of
d(·, ·), i.e.
C(π) = π − ess sup(x,y)∈X×Xd(x, y).
Then
w∞(µ, ν) = inf
π∈Π(µ,ν)
C(π).
For a fixed point y ∈ X the distance of µ to the delta measure δy has the following
form
wpp(µ, δy) =
ˆ
dp(x, y)dµ(x)
and
w∞(µ, δy) = sup
x∈suppµ
d(x, y)
where suppµ is the support of µ.
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Existence and uniqueness of barycenters.
Lemma 33. Assume (X, d) is p-convex then y 7→ ´ dp(x, y)dµ(x) is convex for
p ∈ [1,∞) whenever µ ∈ Pp(X). In case p > 1 strict p-convexity even implies
strict convexity. Furthermore, if µ is not supported on a single geodesic then y 7→´
d(x, y)dµ(x) is strictly convex if (X, d) is strictly 1-convex.
Remark. (1) It is easy to see that for a measure supported on a geodesic the func-
tional y 7→ ´ d(x, y)dµ(x) cannot be strictly convex on that geodesic.
(2) The same holds for the functional Fw(y) :=
´
dp(x, y) − dp(x,w)dµ(x) as
defined in [Kuw13]
Proof. Let y0, y1 ∈ X be two point in X and yt be any geodesic connecting y0 and
y1. Then by p-convexity
dp(x, yt) ≤ (1− t)dp(x, y0) + tdp(x, y1)
which implies convexity of the functional and similarly strict convexity if p > 1.
If µ is not supported on a single geodesic then there is a subset of positive µ-
measure disjoint from {yt|t ∈ [0, 1]} such that d(x, yt) < (1− t)d(x, y0) + td(x, y1).
In particular, y 7→ ´ d(x, y)dµ(x) is strictly convex. 
Lemma 34. Assume (X, d) is uniformly∞-convex with modulus ρ. Let µ ∈ P∞(X)
then the function F : y 7→ w∞(µ, δy) is uniformly quasi-convex, i.e. whenever
d(y0, y1) > ǫmax{F (y0), F (y1)} for some ǫ > 0 then
F (y 1
2
) ≤ (1− ρ(ǫ))max{F (y0), F (y1)}.
Remark. In contrast to the cases 1 < p <∞ strict ∞-convexity is not enough.
Proof. Note that F has the following equivalent form
F (y) = sup
x∈suppµ
d(x, y).
Take any y0, y1 ∈ X with d(y0, y1) > ǫmax{F (y0), F (y1)}. Let xn be a sequence
such that F (y 1
2
) = limn→∞ d(xn, y 1
2
). By uniform ∞-convexity we have
lim
n→∞
d(xn, y 1
2
) ≤ (1 − ρ(ǫ))max{d(xn, y0), d(xn, y1)}
≤ (1 − ρ(ǫ))max{F (y0), F (y1)}.

The following was defined in [Kuw13].
Definition 35 (p-barycenter). For p ∈ [1,∞] the p-barycenter of a measure µ ∈
Pp(X) is defined as the point y ∈ X such that wp(µ, δy) is minimal. If p <∞ and
µ has only (p− 1)-moments, i.e. ´ dp−1(x, y)dµ(x) <∞, then the p-barycenter can
be defined as the minimizer of the functional Fw(y) above. If the p-barycenter is
unique we denote it by bp(µ).
Remark. (1) This functional Fw(y) is well-defined since
|Fw(y)| ≤ pd(y, w)
ˆ
(d(x, y) + d(x,w))p−1dµ(x).
Furthermore, Fw(y)−Fw′(y) is constant and thus the minimizer(s) are independent
of w ∈ X .
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(2) The ∞-barycenters are also called circumcenter. In case µ consists of three
points it was recently used in [BHJ+14] to define a new curvature condition. From
the section above, the ∞-barycenter only depends on the support of the measure
µ. Hence the ∞-barycenter of any bounded set A can be defined as
b∞(A) = argmin
y∈X
sup
x∈A
d(x, y).
The proofs below work without any change.
Theorem 36. On any p-convex, reflexive metric space (X, d) every measure p-
moment has p-barycenter.
Proof. Define
Apr = {y ∈ X |wp(µ, δy) ≤ r},
which is a closed convex subset ofX which is non-empty for r > mpµ = infy∈X wp(µ, δy).
If it is bounded then by reflexivity
Amµ =
⋂
r>mµ
Ar 6= ∅.
In this case minimality implies w∞(µ, δy) = mµ for all y ∈ Amµ .
In case p = ∞ note that y 7→ w∞(µ, δy) = supx∈suppµ d(x, y) is finite iff µ has
bounded support in which case Ar is bounded as well.
The cases p ∈ (1,∞) where proven in [Kuw13, Proposition 3.1], the assumption
on properness can be dropped using reflexivity. For convenience we include the
short proof: If µ ∈ Pp(X) then wp(µ, δy0) ≤ R. Now take any y ∈ X and assume
wp(µ, δy) ≤ r. Since (X, d) is isometrically embedded into (Pp(X), wp) by the map
y 7→ δy we have
d(y0, y) = wp(δy0 , δy) ≤ wp(µ, δy0) + wp(µ, δy)
≤ R + r,
i.e. y ∈ BR+r(y0) which implies Ar is bounded. Using a similar argument one can
also show that Ar is bounded if µ is only in Pp−1(X). 
Corollary 37. Let p ∈ [1,∞] and (X, d) be a strictly p-convex if p ∈ [1,∞) and
uniformly ∞-convex if p = ∞. Then p-barycenters are unique for p > 1. In case
p = 1, all measure admitting 1-barycenters which are not supported on a single
geodesic have a unique 1-barycenter.
The p-product of finitely many metric spaces {(Xi, di)}ni=1 is defined the metric
space (X, d) with X = ×ni=1Xi and
d(x, y) =
(
n∑
i=1
dpi (xi, yi)
) 1
p
.
A minor extension of [Foe04, Theorem 1] shows that for p ∈ (1,∞) the space (X, d)
is strictly p-convex if all (Xi, di) are if 1 < p <∞ and projections onto the factors
of geodesic in (X, d) are geodesics in (Xi, di).
Theorem 38. Let {(Xi, di)}ni=1 be finitely many strictly p-convex reflexive metric
spaces and (X, d) be the p-product of {(Xi, di)}ni=1. If µ ∈ Pp(X) then bp(µ) =
(bp(µi)) where µi are the marginals of µ.
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Proof. If is not difficult to see that
wpp(µ, δy) =
n∑
i=1
wpp(µi, δyi).
Thus by existence for the factors we know
inf
y∈X
wp(µ, δy) ≤
n∑
i=1
wpp(µi, δbp(µi)) = w
p
p(µ, (bp(µi))).
Conversely, suppose there is a y such that wp(µ, δy) ≤ wp(µ, bp(µ)). Since it holds
wp(µi, δyi) ≥ wp(µi, bp(µi)) we see that y is a minimizer of y 7→ wp(µ, δy). Since
(X, d) is strictly p-convex, y = bp(µ). 
Jensen’s inequality. The classical Jensen’s inequality states that on a Hilbert
space H for any measure µ ∈ P1(H) and any convex lower semicontinuous function
ϕ ∈ L1(H,µ) it holds
ϕ
(ˆ
xdµ(x)
)
≤
ˆ
ϕ(x)dµ(x).
With the help of barycenters Jensen’s inequality can be stated as follows.
Definition 39 (Jensen’s inequality). A metric space (X, d) is said to admit the
p-Jensen’s inequality if for all measure µ admitting a (unique) barycenter bp(µ) and
for every lower semicontinuous function ϕ ∈ Lp−1(X,µ) it holds
ϕ(bp(µ)) ≤ bp(ϕ∗µ)
where ϕ∗µ ∈ P(R) is the push-forward of µ via ϕ.
For p = 2 this boils down to
b2(ϕ∗µ) =
ˆ
ϕdµ.
Using the existence proofs above one can adapt Kuwae’s proof of [Kuw13, Theo-
rem 4.1] to show that Jensen’s inequality holds spaces satisfying the condition (B),
i.e. for any two geodesics γ, η with {p0} = γ ∩ η and πγ(y) = p0 for y ∈ η\{p0} it
holds πη(x) = p0 for all x ∈ η. Kuwae states this as η⊥p0γ implies γ⊥p0η.
Using Busemann’s non-positive curvature condition one can then show that if
each measure in P1(X) admits unique barycenters and Jensen’s inequality holds on
the product space then a Wasserstein contraction holds, i.e.
d(b2(µ), b2(ν)) ≤ w1(µ, ν).
If instead the p-Busemann holds one still gets the following:
Proposition 40. Let (X, d) be p-Busemann for some p ∈ [1,∞). If the 2-Jensen’s
inequality for holds on the 2-product X ×X then
d(b2(µ), b2(ν)) ≤ wp(µ, ν).
Proof. Since (x, y) 7→ d(x, y)p is convex on X ×X we have by Jensen’s inequality
d(b2(µ), b2(ν))
p ≤
ˆ
dp(x, y)dπ(x, y)
for any π ∈ Π(µ, ν). Hence d(b2(µ), b2(ν)) ≤ wp(µ, ν). 
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Banach-Saks
The classical Banach-Saks property for Banach spaces is stated as follows: Any
bounded sequence has a subsequence (xmn) such that sequence of Cesàro means
1
N
N∑
n=1
xmn
converges strongly. In a general metric space there is no addition of two elements
defined. Furthermore, convex combinations do not commute (are not associative),
i.e. if (1− λ)x⊕ λy denotes the point xλ on the geodesic connecting x and y then
in general
2
3
(
1
2
x⊕ 1
2
y
)
⊕ 1
3
z 6= 1
3
x⊕ 2
3
(
1
2
y ⊕ 1
2
z
)
,
so that 1
N
⊕N
n=1 xn does not make sense.
For Hilbert spaces the point 1
N
⊕N
n=1 xn agrees with the 2-barycenter of the
measure
µN =
1
N
N∑
n=1
δxn .
Since this is well-defined on general metric spaces the Banach-Saks property can
be formulated as follows.
Definition 41 (p-Banach-Saks). Let p ∈ [1,∞] and suppose for any sequence
(xn) in a metric space (X, d) the measures µn admit a unique p-barycenter. Then
(X, d) is said to satisfy the p-Banach-Saks property if every sequence (xn) there
is a subsequence (xmn) such that the sequence of p-barycenters of the measures
µ˜N =
1
N
∑N
n=1 δxmn converges strongly.
Since Hilbert spaces satisfy the (traditional) Banach-Saks property they also
satisfy the p-Banach-Saks property. Yokota managed in [Yok13, Theorem C] (see
also [Bač14, Theorem 3.1.5]) to show that any CAT (1)-domain with small radius,
in particular any CAT (0)-space, satisfy the 2-Banach-Saks property and if xn
w→ x
then bp(µ˜N )→ x where µ˜N is defined above. We will adjust his proof to show that
for p ∈ (1,∞) any uniformly p-convex space satisfies the p-Banach-Saks property
and the limit of the chosen subsequence agrees with the weak sequential limit. Since
a CAT (1)-domain with small radius is uniformly p-convex, our result generalizes
Yokota’s when restricted to that convex subset.
We leave the proof of the following statement to the reader.
Lemma 42. If (X, d) is uniformly p-convex and xn → x then bp(µN ) → x where
µN =
1
N
∑N
n=1 δxn.
Lemma 43. Assume (X, d) be a metric space admitting midpoints and let f : X →
R be a uniformly convex function with modulus ω. If f attains its minimum at
xm ∈ X then
f(x) ≥ f(xmin) + 1
2
ω(d(x, xmin)).
Proof. Let x ∈ X be arbitrary and m be the midpoint of x and xm. Then
f(xmin) ≤ f(m) ≤ 1
2
f(xmin) +
1
2
f(x)− 1
4
ω(d(x, xmin)).

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Theorem 44. Let (X, d) be a uniformly p-convex metric space. If xn
w→ x then
there is a subsequence (xmn) such that bp(µ˜N )→ x where µ˜N = 1N
∑N
n=1 δxmn . In
particular, (X, d) satisfies the p-Banach-Saks property.
Proof. By the previous lemma we can assume that (xn) is 2ǫ-separated for some
ǫ > 0, since otherwise there is a strongly convergent subsequence fulfilling the
statement of the theorem. Furthermore, assume w.l.o.g. that d(xn, x)→ r. Then
lim
N→∞
1
N
∑
d(x, xn)
p → rp.
For any measure µ ∈ Pp(X) define
Varµ,p(y) =
ˆ
d(x, y)pdµ(x)
and
V (µ) = inf
y∈X
Varµ,p(y)
Furthermore, for any finite subset I ⊂ N define
µI =
1
|I|
∑
i∈I
δxi .
Let R > 0 be such that d(xn, x) ≤ R. Note that bp(µI) ∈ B2R(x) for any finite
I ⊂ N. Furthermore, if (yt)t∈[0,1] is a geodesic in B2R(x) with d(y0, y1) ≥ 3δR then
d(y0, y1) ≥ δMp(d(xn, y0), d(xn, y1)) and by uniform p-convexity
d(xn, y 1
2
)p ≤ (1− ρ˜p(δ))
(
1
2
d(xn, y0) +
1
2
d(xn, y1)
)
.
Thus there is a monotone function ω˜ : (0,∞)→ (0,∞) such that
d(xn, y 1
2
)p ≤ (1− ω˜(d(y0, y1))
(
1
2
d(xn, y0)
p +
1
2
d(xn, y1)
p
)
.
This implies
VarµI ,p(y 1
2
) ≤ (1 − ω˜(d(y0, y1))
(
1
2
VarµI ,p(y0) +
1
2
VarµI ,p(y1)
)
By 2ǫ-separation of (xn) for any finite I ⊂ N there is at most one i ∈ I such that
d(xi, y) ≤ ǫ. Hence if |I| ≥ 2
V (µI) ≥ 1
2
ǫp.
Combining this with the above inequality we see that for ω(r) = 2ǫpω˜(r)
VarµI ,p(y 12 ) ≤
1
2
VarµI ,p(y0) +
1
2
VarµI ,p(y1)−
1
4
ω(d(y0, y1)).
This implies
VarµI ,p(yt) ≤ (1− t)VarµI ,p(y0) + tVarµI ,p(y1)− t(1− t)ω(d(y0, y1)).
i.e. the functions VarµI ,p : B2R(X)→ R are uniformly convex with modulus ω.
The next steps follow directly from the proofs of [Yok13, Theorem C] and [Bač14,
Theorem 3.1.5] we include the whole proof for convenience of the reader.
Step 1: set INk = {(k − 1)2N , . . . , k2N} ⊂ N for any k,N ∈ N. We claim that if
sup
N∈N
lim inf
k→∞
V (µIN
k
) = rp
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then bn = bp(µI0n) converges strongly to x. To see this note that for any ǫ > 0 there
is an N ∈ N such that
lim inf
k→∞
V (INk ) ≥ rp − ǫ.
Then
lim inf
n→∞
Varµ
I0n
,p(bn) ≥ lim inf
k→∞
V (µIN
k
)
≥ rp − ǫ.
Since ǫ > 0 is arbitrary we see that lim infn→∞ Varµ
I0n
,p(bn) ≥ rp.
By uniform convexity of Varµ
I0n
,p and Lemma 43 we also have
Varµ
I0n
,p(x) ≥ Varµ
I0n
,p(bn) +
1
2
ω(d(x, bn)).
Since the left hand side converges to rp and lim supn→∞VarµI0n ,p
(bn) ≥ rp. This
implies that lim supω(d(x, bn))→ 0, i.e. d(x, bn)→ 0.
Step 2: We will select a subsequence of (xn) such the assumption of the claim
in Step 1 are satisfied. Set J0k = {k} for k ∈ N. We construct a sequence of set
JNk for N ∈ N of cardinality 2N such that JNk = JN−1l ∪ Jm−1m for some m, l ∈ N .
Furthermore,maxJNk < J
N
k+1 and
lim
k→∞
V (µJN
k
) = VN := lim sup
l,m→∞
V (µ
J
N−1
l
∪JN−1m ).
It is not difficult to see that VN ≤ VN+1 ≤ rp for every N ∈ N. We will show that
VN → rp as N →∞. It is not difficult to see that this follows from the claim below.
Claim. For every ǫ′ > 0 there exists a δ > 0 such that whenever VN < (r− ǫ)p then
VN+1 > VN + δ.
Proof of claim. Fix N ∈ N and for l ∈ N let bNl be the p-barycenter of µJNk . By
assumption there is an l ∈ N such that V (µJN
k
) < (r − ǫ′)p for all k ≥ l. By the
Opial property, Corollary 32, there is a large m > l such that d(bNl , xi) > r for
i ∈ JNm .
This implies
1
2N
∑
i∈JNm
d(bNl , xi)
p > rp > (r − ǫ)p > V (µJNm ) =
1
2N
∑
i∈JNm
d(bNm, xi)
and hence
2max
{
d(bNm, b
N
m∪l), d(b
N
l , b
N
m∪l)
} ≥ d(bNm, bNl ) > ǫ′
where bNm∪l is the p-barycenter of µJNm∪JNl . By uniform convexity of VarµI ,p and
Lemma 43 we get
V (µJN
l
∪JNm ) =
1
2N+1

∑
i∈JN
l
d(bNl∪m, xi)
p +
∑
i∈JN
l
d(bNl∪m, xi)
p


≥ 1
2
[
V (µJN
l
) + V (µJNm,) + ω(d(b
N
m, b
N
m∪l)) + ω(d(b
N
l , b
N
m∪l))
]
≥ 1
2
[
V (µJN
l
) + V (µJNm,) + 2ω(ǫ
′)
]
.

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To finish the proof of the theorem, note that
⋂
N
⋃
k J
N
k ⊂ N is infinite. Denoting
its elements in increasing order (n1, n2, . . .) we see that the sequence (xnk), after
naming, satisfies the assumption needed in Step 1. 
Corollary 45. Assume (X, d) is uniformly p-convex and that for any sequence (xn)
the p-barycenter of µI for any finite I ⊂ N is in the convex hull of the point {xi}i∈I .
Then whenever xn
w→ x implies x ∈ conv(xn). In particular, it holds xn τco→ x, i.e.
the co-convex topology is weaker that weak sequential topology.
Remark. The assumption of the corollary are satisfied on any CAT (0)-space, see
[Bač14, Lemma 2.3.3] for the 2-barycenter. More generally Kuwae’s condition (A)
is enough as well, see [Kuw13, Remark 3.7 (2)]. In particular, it holds on all spaces
that satisfy Jensen’s inequality.
Generalized Convexities
Let L : (0,∞) → (0,∞) be a strictly increasing convex function such that
L(1) = 1 and L(r)→ 0 as r→ 0. Then L has the following form
L(r) =
ˆ r
0
ℓ(s)ds
where ℓ is a positive monotone function. As an abbreviation we also set Lλ(r) =
L( r
λ
) for λ > 0.
Given L we define the L-mean of two non-negative numbers a, b ∈ [0,∞) as
follows
ML(a, b) = L−1
(
1
2
L (a) +
1
2
L (b)
){
t > 0 | 1
2
L
(a
t
)
+
1
2
L
(
b
t
)
≤ 1
}
.
Definition 46 (L-convexity). A metric space admitting midpoints is said to be
L-convex if for any triple x, y, z ∈ X it holds
d(m(x, y), z) ≤ML(d(x, z), d(y, z)).
If the inequality is strict whenever x 6= y then the space is said to be strictly
L-convex.
In a similar way one can use a more elaborate definition of mean: For L as above
define the Orlicz mean
M˜L(a, b) = inf
{
t > 0 | 1
2
L
(a
t
)
+
1
2
L
(
b
t
)
≤ 1
}
.
Now Orlicz L-convexity can be defined by using M˜L instead of ML. It is not
clear if this definition is meaningful. The existence theorem for Orlicz-Wasserstein
barycenters below only uses L-convexity.
It is easy to see that for p ∈ (1,∞) (strict) p-convexity is the same as (Orlicz) L-
convexity for L(r) = rp. However, because L needs to be strictly convex, the cases
1-convexity and ∞-convexity are not covered, but can be obtained as limits. Strict
convexity of L also implies that the inequality above is strict whenever d(x, y) =
|d(x, z) − d(y, z)|, i.e. the condition d(x, y) > |d(x, z) − d(y, z)| is not needed for
strict L-convexity.
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Lemma 47. Suppose Φ is a convex function with Φ(1) = 1 and Φ(r) → 0 as
r → 0. Then any (strictly) (Orlicz) L-convex metric space is (strictly) (Orlicz)
Φ◦L-convex and (strictly) ∞-convex. Also, any (strictly) 1-convex space is strictly
(Orlicz) L-convex.
The proof of this lemma follows directly from convexity of Φ. Similarly one can
define uniform convexity.
Definition 48 (uniform p-convexity). A strictly L-convex metric space is said to
be uniformly L-convex if for all ǫ > 0 there is a ρL(ǫ) ∈ (0, 1) such that for all
triples x, y, z ∈ X satisfying d(x, y) > ǫML(d(x, z), d(y, z)) it holds
d(m(x, y), z) ≤ (1− ρL(ǫ))ML(d(x, z), d(y, z)).
Using L one can also define an Orlicz-Wasserstein space (PL(X), wL), see [Stu11]
and [Kel13, Appendix] for precise definition and further properties. Since L(1) = 1
the natural embedding x → δx is an isomorphism. For µ ∈ PL(X) and y ∈ X the
metric wL has the following form
wL(µ, y) = inf{t > 0 |
ˆ
L
(
d(x, y)
t
)
dµ(x) ≤ 1}.
Note that by [Stu11] the infimum is attained if wL(µ, y) > 0.
Now the L-barycenter bL(µ) of a measure µ ∈ PL(X) can be defined as
bL(µ) = argmin
y∈X
wL(µ, δy).
Theorem 49. Assume (X, d) is reflexive and strictly Lλ-convex for any λ > 0.
Then any measure µ ∈ PL(X) admits a unique barycenter.
Remark. Since L(r) = rp is homogeneous, one sees that (X, d) is strictly L-convex
iff it is strictly Lλ-convex for some λ > 0.
Proof. By our assumption we see that for any λ > 0ˆ
L
(
d(x, y 1
2
)
λ
)
dµ(x) ≤ 1
2
ˆ
L
(
d(x, y0)
λ
)
dµ(x) +
1
2
ˆ
L
(
d(x, y1)
λ
)
dµ(x).
with strict inequality whenever y0 6= y1. Hence, if Fµ(y0), Fµ(y1) ≤ Λ thenˆ
L
(
d(x, y 1
2
)
Λ
)
dµ(x) ≤ 1,
i.e. Fµ(y 1
2
) ≤ Λ. Furthermore, the strict inequality is strict if y0 6= y1, i.e. Fµ is
strictly quasi-convex and can have at most one minimizer.
This now implies that the sublevels of Fµ are convex. Closedness follows from
continuity of Fµ. In order to see that they are also bounded, just note that wL is
a metric, i.e. implies that |wL(µ, δy0)−wL(δy0 , δy)| ≤ wL(µ, δy). Thus Fµ(y0) ≤ R
for all y ∈ X\B2R(y) it holds
Fµ(y) = wL(µ, δy) > R.
reflexivity implies now existence of L-barycenters. 
In a similar way one can obtain a Banach-Saks theorem for spaces which are uni-
formly Lλ-convex for each λ > 0 such that the moduli (ρLλ)λ∈(0,∞) are equicom-
parable for compact subsets of (0,∞). The proof then follows along the line of
Theorem 44.
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