We propose a novel Rayleigh quotient based sparse quadratic dimension reduction method -named QUADRO (Quadratic Dimension Reduction via Rayleigh Optimization) -for analyzing high dimensional data. Unlike in the linear setting where Rayleigh quotient optimization coincides with classification, these two problems are very different under nonlinear settings. In this paper, we clarify this difference and show that Rayleigh quotient optimization may be of independent scientific interests. One major challenge of Rayleigh quotient optimization is that the variance of quadratic statistics involves all fourth cross-moments of predictors, which are infeasible to compute for high-dimensional applications and may accumulate too many stochastic errors. This issue is resolved by considering a family of elliptical models. Moreover, for heavy-tail distributions, robust estimates of mean vectors and covariance matrices are employed to guarantee uniform convergence in estimating nonpolynomially many parameters, even though the fourth moments are assumed. Methodologically, QUADRO is based on elliptical models which allow us to formulate the Rayleigh quotient maximization as a convex optimization problem. Computationally, we propose an efficient linearized augmented Lagrangian method to solve the constrained optimization problem. Theoretically, we provide explicit rates of convergence in terms of Rayleigh quotient under both Gaussian and general elliptical models. Thorough numerical results on both synthetic and real datasets are also provided to back up our theoretical results.
Introduction
Rapid developments of imaging technology, microarray data studies, and many other applications call for the analysis of high-dimensional binary-labeled data. We consider the problem of finding a "nice" projection f : R d → R that embeds all data into the real line. Such projection f has applications in many statistical problems for analyzing high-dimensional binary-labeled data, including:
• Dimension Reduction: f provides a data reduction tool for people to visualize the highdimensional data in a one-dimensional space.
• Classification: f can be used to construct classification rules. With a carefully-chosen set A ⊂ R, we can classify a new data point x ∈ R d by checking whether or not f (x) ∈ A.
It can be formulated as to maximize the Rayleigh quotient of f . Suppose all data are drawn independently from a joint distribution of (X, Y ), where X ∈ R d , and Y ∈ {0, 1} is the label. The Rayleigh quotient of f is defined as
Here, the numerator is the variance of X explained by the class label, and the denominator is the remaining variance of X. Simple calculation shows that Rq(f ) = π(1 − π)R(f ), where π ≡ P(Y = 0) and
Our goal is to develop a data-driven procedure to findf such that Rq(f ) is large andf is sparse in the sense that it depends on few coordinates of X. The Rayleigh quotient, as a new criterion for finding a projection f , serves well for different purposes of statistical analysis. First, for dimension reduction, it is a meaningful criterion which takes care of both variance explanation and label explanation. In contrast, many popular dimension reduction methods such as principal component analysis only consider variance explanation. Second, as we shall see in Section 6, a monotone transform of the Rayleigh quotient approximates the classification error. As a result, starting from an f with a large Rayleigh quotient, we can also construct a classification rule with a small classification error. In addition, Rayleigh quotient maximization is a convex optimization for quadratic discriminant functions. Third, with appropriate regularization, this criterion can select features that are different from those selected by many existing dimension reduction and classification methods. Thus, it is a new feature selection tool for statistical studies.
Rayleigh quotient and classification error
Many popular statistical methods for analyzing high-dimensional binary-labeled data are based on classification error minimization, which is closely related to the Rayleigh quotient maximization. We summarize their connections and differences as follows:
(a) In an "ideal" setting where two classes follow multivariate normal distributions with a common covariance matrix and the class of linear functions f is considered, the two criteria are exactly the same, with one being a monotone transform of the other.
(b) In other settings, the two criteria can be very different.
(c) In a "relaxed" setting where two classes follow elliptical distributions (including multivariate normal as a special case) with possibly non-equal covariance matrices and the class of quadratic functions f (including linear functions as special cases) is considered, the two criteria are closely related in the sense that a monotone transform of the Rayleigh quotient is an approximation of the classification error.
From these observations, we conclude that the Rayleigh quotient maximization is indeed a new criterion for both dimension reduction and feature selection. In addition, if we use it for classification, the Rayleigh quotient also serves as a surrogate of the classification error. In the remaining of this section, we show (a) and (b). We will discuss (c) in Section 6. For each f , we define a family of classifiers h c (x) = I{f (x) < c} indexed by c, where I(·) is the indicator function defined as I(A) = 1 if an event A happens and I(A) = 0 otherwise. For each given c, we define the classification error of h c to be err(h c ) ≡ P(h c (X) = Y ). The classification error of f is then defined by Err(f ) ≡ min c∈R err(h c ) .
Most existing classification procedures aim at finding a data-driven projectionf such that Err(f ) is small (the threshold c is usually easy to choose). Examples include linear discriminant analysis (LDA) and its variations in high dimensions (e.g., Guo et al. (2005) ; Fan and Fan (2008) ; ; Shao et al. (2011); Fan et al. (2012) ; Han et al. (2013) ), quadratic discriminant analysis (QDA), support vector machine (SVM), logistic regression, boosting, etc.
We now compare Rq(f ) and Err(f ). Denote by π = P(Y = 0), µ 1 = E(X|Y = 0), Σ 1 = cov(X|Y = 0), µ 2 = E(X|Y = 1) and Σ 2 = cov(X|Y = 1). We consider linear functions {f (x) = a x + b : a ∈ R d , b ∈ R}, and write Rq(a) = Rq(a x), Err(a) = Err(a x) for short. By direct calculation, when the two classes have a common covariance matrix Σ, Rq(a) = π(1 − π)
[a (µ 1 − µ 2 )] 2 a Σa .
Hence, the optimal a R = Σ −1 (µ 1 − µ 2 ). On the other hand, when data follow multivariate normal distributions, the optimal classifier is h * (x) = I{a E x < c}, where a E = Σ −1 (µ 1 − µ 2 ) and c = , where Φ is the distribution function of a standard normal random variable, and we fix c = a (µ 1 + µ 2 )/2. Therefore, the classification error is a monotone transform of the Rayleigh quotient.
When we move away from these ideal assumptions, the above two criteria can be very different. We illustrate this point using a bivariate distribution, i.e., d = 2, with different covariance matrices. Specifically, π = 0.55, µ 1 = (0, 0) , µ 2 = (1.28, 0.8) , Σ 1 = diag(1, 1) and Σ 2 = diag(3, 1/3). We still consider linear functions f (x) = a x but select only one out of Figure 1: An example in R 2 . The green and purple represent class 1 and class 2 respectively. The ellipses are contours of distributions. Probability densities after being projected to X 1 and X 2 are also displayed. The dot lines correspond to optimal thresholds for classification using each feature.
the two features, X 1 or X 2 . Then, the maximum Rayleigh quotients by using each of the two features alone are 0.853 and 0.923 respectively, whereas the minimum classification errors are 0.284 and 0.295 respectively. As a result, under the criterion of maximizing Rayleigh quotient, Feature 2 is selected; under the criterion of minimizing classification error, Feature 1 is selected. Figure 1 displays the distributions of data after being projected to each of the two features. It shows that since data from the second class has a much larger variability at Feature 1 than at Feature 2, the Rayleigh quotient maximization favors Feature 2, although Feature 1 yields a smaller classification error.
Objective of the paper
In this paper, we consider the Rayleigh quotient maximization problem in the following setting:
• We consider sparse quadratic functions, i.e., f (x) = x Ωx − 2δ x, where Ω is a sparse d × d symmetric matrix and δ is a sparse d-dimensional vector.
• The two classes can have different covariance matrices.
• Data from these two classes follow elliptical distributions.
• The dimension is large (it is possible that d n).
Rayleigh quotient maximization can trace back to Fisher's linear discriminant analysis. However, our setting has several new ingredients. First, we go beyond linear classifiers to enhance flexibility. It is well known that the linear classifiers are inefficient. For example, when two classes have the same mean, linear classifiers perform no better than random guess. Instead of exploring arbitrary nonlinear functions, we consider the class of quadratic functions, so that the Rayleigh quotient still has a nice parametric formulation, and at the same time it helps identify interaction effects between features. Second, we drop the requirement that the two classes share a common covariance matrix, which is a critical condition for Fisher's rule and many other high dimensional classification methods (e.g., Fan and Fan (2008); Fan et al. (2012) ; ). In fact, by using quadratic discriminant functions, we take advantage of the difference of covariance matrices between the two classes to enhance classification power.
Third, we generalize multivariate normal distributions to the elliptical family, which includes many heavy-tailed distributions, such as multivariate t-distributions, Laplace distributions, and Cauchy distributions. This family of distributions allows us to avoid estimating all O(d 4 ) fourth cross-moments of d predictors in computing the variance of quadratic statistics and hence overcomes the computation and noise accumulation issues. In our setting, Fisher's rule, i.e., a R = Σ −1 (µ 1 − µ 2 ), is no longer a solution to the Rayleigh quotient maximization. We propose a new method, named Quadratic Dimension Reduction via Rayleigh Optimization (QUADRO). It is a Rayleigh-quotient-oriented procedure, and is a statistical tool for simultaneous dimension reduction and feature selection. QUADRO has several properties. First, it is a statistically efficient generalization of Fisher's linear discriminant analysis to the quadratic setting. A naive generalization involves estimation of all fourth crossmoments of the two underlying distributions. In contrast, QUADRO only requires estimating a one-dimensional kurtosis parameter. Second, QUADRO adopts rank-based estimators and robust M-estimators of the covariance matrices and the means. Therefore, it is robust to possibly heavy-tail distributions. Third, QUADRO can be formulated as a convex programming and is computationally efficient. Theoretically, we prove that under elliptical models, the Rayleigh quotient of the estimated quadratic functionf converges to population maximum Rayleigh quotient at rate O p s log(d)/n , where s is the number of important features (counting both single terms and interaction terms). In addition, we establish a connection between our method and quadratic discriminant analysis (QDA) under elliptical models.
The rest of this paper is organized as follows. Section 2 formulates Rayleigh quotient maximization as a convex optimization. Section 3 describes QUADRO. Section 4 discusses rank-based estimators and robust M-estimators used in QUADRO. Section 5 presents theoretical analysis. Section 6 discusses the application of QUADRO in elliptically distributed classification problems. Section 7 contains numerical studies and real data examples. Section 8 concludes the paper. All proofs are relegated to Section 9.
Throughout this paper, for 0 ≤ q ≤ ∞, |v| q denotes the L q -norm of a vector v, |A| q denotes the elementwise L q -norm of a matrix A and A q denotes the matrix L q -norm of A. When q = 2, we omit the subscript q. λ min (A) and λ max (A) denote the minimum and maximum eigenvalues of A. det(A) denotes the determinant of A. Let I(·) be the indicator function: for any event B, I(B) = 1 if B happens and I(B) = 0 otherwise. Let sign(·) be the sign function, where sign(u) = 1 when u ≥ 0 and sign(u) = −1 when u < 0.
Rayleigh Quotient for Quadratic Functions
We first study the population form of Rayleigh quotient for an arbitrary quadratic function. We show that it has a simplified form under the elliptical family.
For a quadratic function Q(X) = X ΩX − 2δ X, using (2), its Rayleigh quotient is
up to a constant multiplier. The Rayleigh quotient maximization can be expressed as
General setting
Suppose E(Z) = µ and cov(Z) = Σ, by direct calculation, 
Therefore, both the numerator and denominator are quadratic combinations of the elements in Ω and δ. We can stack the d(d + 1)/2 elements in Ω (assuming it is symmetric) and the d elements in δ into a long vector v. Then R(Ω, δ) can be written as
where a is a d ×1 vector, A is a d ×d positive semi-definite matrix, and d = d(d+1)/2+d. A and a are determined by the coefficients in the denominator and numerator of R(Ω, δ) respectively. Now, max (Ω,δ) R(Ω, δ) is equivalent to max v R(v). It has explicit solutions. For example, when A is positive definite, the function R(v) is maximized at
We can then reshape v * to get the desired (Ω * , δ * ).
Practical implementation of the above idea is infeasible in high dimensions as it involves O(d 4 ) cross moments of Z. This not only poses computational challenges, but also accumulates noise in the estimation. Furthermore, good estimates of fourth moments usually require the existence of eighth moments, which is not realistic for many heavy tailed distributions. These problems can be avoided under the elliptical family, as we now illustrate in the next subsection.
Elliptical distributions
The elliptical family contains multivariate distributions whose densities have elliptical contours. It generalizes multivariate normal distributions and inherits many of their nice properties.
Given a d × 1 vector µ and a d × d positive definite matrix Σ, a random vector Z that follows an elliptical distribution admits
where U is a random vector which follows the uniform distribution on unit sphere S d−1 , and ξ is a nonnegative random variable independent of U . Denote the elliptical distribution by E(µ, Σ, g), where g is the density of ξ. In this paper, we always assume that Eξ 4 < ∞ and require that E(ξ 2 ) = d for the model identifiability. Then Σ is the covariance matrix of Z.
Proposition 2.1. Suppose Z follows an elliptical distribution as in (4). Then
The proof is given in Section 9. The variance of Q(Z) does not involve any fourth crossmoments, but only the kurtosis parameter γ. For multivariate normal distributions, ξ 2 follows a χ 2 -distribution with d degrees of freedom, and γ = 0. For multivariate t distribution with degrees of freedom ν > 4, we have γ = 2/(ν − 4).
Rayleigh optimization
We assume that the two classes both follow elliptical distributions:
Without loss of generality, we assume the quantity γ is the same for both classes of conditional distributions. Let
for k = 1 and 2. Combining (3) with Proposition 2.1, we have
where κ = (1 − π)/π. Note that if we multiply both Ω and δ by a common constant, R(Ω, δ) remains unchanged. Therefore, maximizing R(Ω, δ) is equivalent to solving the following constrained minimization problem min
We call problem (7) the Rayleigh optimization. It is a convex problem whenever Σ 1 and Σ 2 are both positive semi-definite. The formulation of the Rayleigh optimization only involves the means and covariance matrices, and the kurtosis parameter γ. Therefore, if we know γ (e.g., when we know which subfamily the distributions belong to) and have good estimates ( µ 1 , µ 2 , Σ 1 , Σ 2 ), we can solve the empirical version of (7) to obtain ( Ω, δ), which is the main idea of QUADRO. In addition, (7) is a convex problem, with a quadratic objective and equality constraints. Hence, it can be solved efficiently by many optimization algorithms.
Quadratic Dimension Reduction via Rayleigh Optimization
Now, we formally introduce the QUADRO procedure. We fix a model parameter γ ≥ 0. Let M , L 1 and L 2 be the sample versions of M, L 1 , L 2 in (5) by replacing (µ 1 , µ 2 , Σ 1 , Σ 2 ) with their estimates. Details of these estimates will be given in Section 4. Let π = n 1 /(n 1 + n 2 ) and κ = π/(1 − π). Given tuning parameters λ 1 > 0 and λ 2 > 0, we solve
We propose a linearized augmented Lagrangian method to solve (8). To simplify the notation, we write L = L 1 + κ L 2 , and omit the hat symbol on M and L when there is no confusion. The optimization problem is then
For an algorithm parameter ρ > 0, and a dual variable ν, we define the augmented Lagrangian as
Using zero as initial values, we iteratively update
Here, the first two steps are primal updates and the third step is a dual update. First, we consider the update of δ. When Ω and ν are fixed, we can write
where
and c ρ (Ω, ν) does not depend on δ. Note that A is a positive semi-definite matrix. The update of δ is indeed a Lasso problem. Next, we consider the update of Ω. When δ and ν are fixed, F ρ (Ω, δ, ν) is a convex function of Ω. We propose an approximate update step: We first "linearize" F ρ at Ω = Ω (k−1) to construct an upper envelopeF ρ , and then minimize this upper envelope. In detail, at any Ω = Ω 0 , we consider an upper bound of F ρ (Ω, δ, ν):
where τ is a large enough constant (e.g., we can take τ = 1≤i≤j≤d
∂Ω(i,j) 2 ). We then minimizeF ρ (Ω, δ, ν) + λ 1 |Ω| 1 to update Ω. This modified update step has an explicit solution
where S(x, a) ≡ (|x| − a) + sign(x) is the soft-thresholding function. We can write Ω * in a matrix form. Let
where sym(B) = (B + B )/2 for any square matrix B. By direct calculation,
We now describe our algorithm. Let us initialize Ω (0) = 0 d×d , δ (0) = 0 , and ν (0) = 0. At iteration k, the algorithm updates as follows:
precision . This is a modified version of the augmented Lagrangian method, where in the step of updating Ω, we minimize an upper envelope which is obtained by locally linearizing the augmented Lagrangian.
Estimation of Mean and Covariance Matrix
QUADRO requires estimates of the mean vector and covariance matrix for each class as inputs. We will show in Section 5 that the performance of QUADRO is closely related to the max-norm estimation error on mean vectors and covariance matrices. Sample mean and sample covariance matrix work well for Gaussian data. However, when data are from elliptical distributions, they may have inferior performance as we estimate nonpolynomially many of means and variances. In Sections 4.1-4.2, we suggest a robust M-estimator to estimate the mean and a rank-based estimator to estimate the covariance matrix, which are more appropriate for nonGaussian data. Moreover, in Section 4.3 we discuss how to estimate the model parameter γ when it is unknown.
Estimation of the mean
We estimate each µ j marginally using the data {x 1j , · · · , x nj }.
One possible estimator is the sample median
It can be shown that even under heavy-tailed distributions, P | µ M j − µ j | > A log(δ −1 )/n ≤ δ for small δ ∈ (0, 1), where A is a constant determined by the probability density at µ j , for each fixed j. This combined with the union bound gives that
Catoni (2012) proposed another M -estimator for the mean of heavy-tailed distributions. It works for distributions where mean is not necessarily equal to median. We denote the diagonal elements of the covariance matrix Σ as σ 2 1 , σ 2 2 , · · · , σ 2 d , and the off-diagonal elements as
) is obtained as follows. For a strictly increasing function h : R → R such that − log(1 − y + y 2 /2) ≤ h(y) ≤ log(1 + y + y 2 /2), and a value δ ∈ (0, 1) such that n > 2 log(1/δ), we let
For each j, we define µ Cj as the unique value that satisfies
It was shown in Catoni (2012) 
/n with probability at least 1 − (n ∨ d) −1 , which gives the desired convergence rate.
To implement this estimator, we take h(y) = log(1+y +y 2 /2) for y ≥ 0, and h(y) = − log(1− y + y 2 /2) for y < 0 in practice. For the choice of v, any value larger than max{σ 2 1 , · · · , σ 2 d } would work in theory. Catoni (2012) introduced a Lepski's adaptation method to choose v. For simplicity, we take v = 3 max{ σ 2 1 , · · · , σ 2 d }, where σ 2 j is the sample covariance of X j . The two estimators, the median and the M -estimator, both have a convergence rate of O p ( log(d)/n) in terms of the max-norm error. In our numerical experiments, the M -estimator has a better numerical performance, and we stick to this estimator.
Estimation of the covariance matrix
To estimate the covariance matrix Σ, we estimate the marginal covariances {σ 2 j , 1 ≤ j ≤ d} and the correlation matrix C separately. Again, we need robust estimates even though the data have fourth moments, as we simultaneously estimate nonpolynomial number of covariance parameters.
First, we consider estimating σ 2 j . Note that σ 2 j = E(X 2 j ) − E 2 (X j ). We estimate E(X 2 j ) and E(X j ) separately. To estimate E(X 2 j ), we use the M -estimator described above on the squared data {x 2 1j , · · · , x 2 nj } and denote the estimator by η Cj . This works as in our setting, E(X 4 j ) is finite for each j; in addition, the M -estimator applies to asymmetric distributions. We then define σ
It is easy to see that when the fourth moments of X j are uniformly upper bounded by a constant and n ≥ 4 log(
Next, we consider estimating the correlation matrix C. For this, we use the Kendall's tau correlation matrix proposed by Han and Liu (2012) . The Kendall's tau correlation coefficients (Kendall, 1938) are defined as
where X is an independent copy of X. They have the following relationship to the true coefficients: C jk = sin( π 2 τ jk ) for the elliptical family. Based on this equality, we first estimate the Kendall's tau correlation coefficients using rank-based estimators:
and then estimate the correlation matrix by C = ( C jk ) with
It is shown in Han and Liu (2012) 
It follows immediately that
However, this estimator is not necessarily positive semi-definite. To implement QUADRO, we need that Σ to be positive semi-definite so that the optimization in (8) is a convex problem. We obtain Σ by projecting Σ onto the cone of positive semi-definite matrices through the convex optimization:
To compute Σ, we note that the optimization problem in (11) can be formulated as the dual of a graphical lasso problem corresponding to the smallest possible tuning parameter that still guarantees a feasible solution . Zhao et al. (2013) provides more algorithmic details.
Estimation of kurtosis parameter
When the kurtosis parameter γ is unknown, we could estimate it from data. Recall that γ = 1 d(d+2) E(ξ 4 ) − 1. Using the decomposition (4) and properties of U , we have
Motivated by this equality, we propose the estimator
where µ and Ω are estimators of µ and Σ −1 , respectively. Maruyama and Seo (2003) considered a similar estimator in low dimensional settings, where they used the sample mean and sample covariance matrix. In high dimensions, we need robust estimate to guarantee uniform convergence. In particular, we take µ = µ C and Ω = Ω clime where Ω clime is the CLIME estimator proposed in . We can also take the covariance estimator in Section 4.2, but then need to establish its sampling property as a precision matrix estimator. We decide to use the CLIME estimator since such a property has already been established by .
In Section 4.1, we have seen that
Theoretical Properties
In this section, we establish an oracle inequality for the Rayleigh quotient of the QUADRO estimates ( Ω, δ). We assume that π and γ are known. For notational simplicity, we set λ 1 = λ 2 = λ. The results can be easily generalized to the case λ 1 = λ 2 . Moreover, we drop the symmetry constraint Ω = Ω in all optimization problems involved. This simplifies the expression of the regularity conditions. The analysis with the symmetry constraint is a trivial extension of current analysis.
Recall the definition of M , L 1 and L 2 in (5) and κ = (1 − π)/π and L = L 1 + κL 2 , the Rayleigh quotient of (Ω, δ) is equal to (up to a multiplicative constant)
The QUADRO estimates are
We shall compare the Rayleigh quotient of ( Ω, δ) with the Rayleigh quotients of a class of "oracle solutions". This class includes the one that maximizes the true Rayleigh quotient, which we denote by (Ω * 0 , δ * 0 ). Here we adopt a class of solutions as the "oracle" instead of only (Ω * 0 , δ * 0 ), because we want the results not tied to the sparsity assumption on (Ω * 0 , δ * 0 ) but a weaker assumption: at least one solution in this class is sparse.
Our theoretical development is technically nontrivial. Conventional oracle inequalities are derived in a setting of minimizing a data-dependent loss without constraint, and the risk function is the expectation of the loss. Here we minimize a data-dependent loss with a data-dependent equality constraint, and the risk function -the Rayleigh quotient -is not equal to the expectation of the loss. A similar setting was considered in Fan et al. (2012) , where they introduced a data-dependent intermediate solution to deal with such equality constraint. But the rate they obtained depends on this intermediate solution, which is very hard to quantify. In contrast, the rate in our results purely depends on the oracle solution. To get rid of the intermediate solution in the rate, we need to carefully quantify its difference from both the QUADRO solution and the oracle solution. The technique is new, and potentially useful for other problems.
Oracle solutions, the restricted eigenvalue condition
For any λ 0 ≥ 0, we define the oracle solution associated with λ 0 to be
We shall compare the Rayleigh quotient of ( Ω, δ) to that of (Ω * λ 0 , δ * λ 0 ), for an arbitrary λ 0 . In particular, when λ 0 = 0, the associated oracle solution (may not be unique) becomes
It maximizes the true Rayleigh quotient. Next, we introduce a restricted eigenvalue (RE) condition jointly on Σ 1 , Σ 2 , µ 1 and µ 2 . For any matrices A and B, let vec(A) be the vectorization of A by stacking all the elements of A column by column, and A ⊗ B be the Kronecker product of A and B. We define the matrices
We note that there are (d 2 + d) coefficients to decide when maximizing R(Ω, δ): d 2 elements of Ω and d elements of δ. We can stack all these coefficients into a long vector x = x(Ω, δ) in
It can be shown that
We now formally introduce the RE condition. For a set S ⊂ {1, 2, · · · , d 2 + d} and a nonnegative valuec, we define the restricted eigenvalue:
Generally speaking, Θ(S;c) depends on (Σ 1 , Σ 2 , µ 1 , µ 2 ) in a complicated way. Forc = 0, the following proposition builds a connection between Θ(S; 0) and (Σ 1 , Σ 2 , µ 1 , µ 2 ). For each S ⊂ {1, 2, · · · , d 2 + d}, there exist sets U ⊂ {1, · · · , d} × {1, · · · , d} and V ⊂ {1, · · · , d} such that the support of x(Ω, δ) is S if and only if the support of Ω is U and the support of δ is V . Let
and it is easy to see that U ⊂ U × U . The following result is proved in Section 9.
Proposition 5.1. For any set S ⊂ {1, · · · , d 2 + d}, suppose U and V are defined as above. Let Σ k be the submatrix of Σ k by restricting rows and columns to U ∪ V , µ k be the subvector of µ k by constraining elements to U ∪ V , for k = 1, 2. If there exist constants v 1 , v 2 > 0 such that
Oracle inequality on Rayleigh quotient
We shall assume that max{|Σ k | ∞ , |µ k | ∞ , k = 1, 2} ≤ 1, and 
. We have the following result for any given estimators, which proof can be found in Section 9. 
In Theorem 5.1, the rate of convergence has two parts. The term s 0 ∆ n reflects how the stochastic errors of estimating (Σ 1 , Σ 2 , µ 1 , µ 2 ) affect the Rayleigh quotient. The term s 
Furthermore, if the mean vectors and covariance matrices are estimated by using the robust methods in Section 4, then when λ > Cs 
Application to Classification
One application of QUADRO is high-dimensional classification for elliptically-distributed data. Suppose ( Ω, δ) are the QUADRO estimates. It yields a classification rule h(x) = I x Ωx − 2 δ x < c .
In this section, we first show that the Rayleigh quotient is a proxy of the classification error and then derive an analytic choice of c. Comparing with many other high-dimensional classification methods, QUADRO produces quadratic boundaries and can handle both nonGaussian distributions and non-equal covariance matrices.
Approximation of classification errors
Given (Ω, δ) and a threshold c, a general quadratic rule h(x) = h(x; Ω, δ, c) is defined as
We reparametrize c as
Here
is the mean of Q(X) in class k, for k = 1, 2. After the reparametrization, t is scale-free. As we will see below, in most cases, given Ω and δ, the optimal t that minimizes the classification error takes values on (0, 1). From now on, we write h(x; Ω, δ, c) = h(x; Ω, δ, t). Let Err(Ω, δ, t) be the classification error of h(·; Ω, δ, t). Due to technical difficulties, we only give results for Gaussian distributions. Suppose X|(Y = 0) ∼ N (µ 1 , Σ 1 ) and X|(Y = 1) ∼ N (µ 2 , Σ 2 ). For k = 1, 2, we write
where S k is a diagonal matrix containing the nonzero eigenvalues, and the columns of K k are corresponding eigenvectors. Let
is bounded, the following proposition shows that an approximation of Err(Ω, δ, t) is
where M , L 1 and L 2 are defined in (5), Φ is the distribution function of a standard normal variable andΦ = 1 − Φ.
Proposition 6.1. Suppose that max{|S k | ∞ , |β k | ∞ , k = 1, 2} ≤ C 0 for some constant C 0 > 0 and let q be the rank of Ω. Then as d goes to infinity,
In particular, if we consider all such (Ω, δ) that the variance of Q(X; Ω, δ) under both classes are lower bounded by c 0 d θ for some constants θ > 2/3 and c 0 > 0, then we have | Err −Err| = o(1). We now take a closer look at Err. Let H(x) =Φ(1/ √ x), which is monotone increasing on (0, ∞). 
where R (t) = R (t) (Ω, δ) is the R(Ω, δ) in (6) corresponding to the κ value
The approximation in (16) is quantified in the following proposition.
, for k = 1, 2, and define
Then there exists a constant C > 0 such that
In particular, when t = 1/2,
Note that L 1 and L 2 are the variances of Q(X) = X ΩX − 2X δ for two classes, respectively. In cases where |L 1 − L 2 | min{L 1 , L 2 }, ∆R R 0 . Also, R 0 is always bounded by 1; and it tends to 0 in many situations, for example, when R 1 , R 2 → ∞, or R 1 , R 2 → 0, or R 1 → 0, R 2 → ∞. Proposition 6.2 then implies that the approximation in (16) when t = 1/2 is good.
Combining Propositions 6.1 and 6.2, the classification error of a general quadratic rule h(·; Ω, δ, t) is approximately a monotone decreasing transform of the Rayleigh quotient R (t) (Ω, δ), corresponding to κ = κ(t). In particular, when t = 1/2 (i.e., c = (M 1 + M 2 )/2), R (1/2) (Ω, δ) is exactly the one used in QUADRO. Consequently, if we fix the threshold to be c = (M 1 + M 2 )/2, then the Rayleigh quotient (upon with a monotone transform) is a good proxy for classification error. This explains why Rayleigh-quotient based procedures can be used for classification.
We remark that even in the region that H(·) is far from being linear such that the upper bound in Proposition 6.2 is not o(1), we can still find a monotone transform of the Rayleigh quotient as an upper bound of the classification error. To see this, note that for x ∈ [1/3, ∞), H(x) is a concave function. Therefore, the approximation in (16) becomes an inequality, i.e., Err(Ω, δ, t) ≤ H πR (t) (1−t) 2 . For x ∈ (0, 1/3), H(x) ≤ 0.1248x. It follows that Err(Ω, δ, t) ≤ 0.1248 · πR (t) (1−t) 2 .
QUADRO as a classification method
Results in Section 6.1 suggest an analytic method to choose the threshold c, or equivalently t, with given (Ω, δ). Let
and set c = (
Here (17) is a one-dimensional optimization problem, and can be solved easily. The resulting QUADRO classification rule is
As a by-product, the method to decide c, described in (17) and (18), can be used in other classification procedures on Gaussian data, such as logistic regression, quadratic discriminant analysis (QDA) and kernel support vector machine, once ( Ω, δ) are given. It provides a fast and purely data-driven way to decide the threshold value in quadratic classification rules. In our numerical experiments, it performs well.
Numerical Studies
In this section, we investigate the performance of QUADRO in several simulation examples and a real data example. The simulation studies contain both Gaussian models and general elliptical models. We compare QUADRO with several classification-oriented procedures. Performances are evaluated in terms of both the Rayleigh quotient and classification error. 
Simulations under Gaussian models
Let n 1 = n 2 = 50 and d = 40. For each given µ 1 , µ 2 , Σ 1 and Σ 2 , we generate 100 training datasets independently, each with n 1 data from N (µ 1 , Σ 1 ) and n 2 data from N (µ 2 , Σ 2 ). In QUADRO, we input the sample means and sample covariance matrices. We set λ 2 = rλ 1 and work with λ 1 and r from now on. The two tuning parameters λ 1 ≥ 0 and r > 0 are selected in the following way. For various pairs of (λ 1 , r), we apply QUADRO for each pair and evaluate the criteria (Rayleigh quotient or classification error) via 4, 000 newly generated testing data; we then choose the (λ 1 , r) that optimize the criteria. We compare QUADRO with three classification-oriented procedures:
• Sparse Logistic Regression (SLR): We apply the sparse logistic regression to the augmented feature space
The resulting estimator then gives a quadratic projection with (Ω, δ, c) decided from the fitted regression coefficients. We implement the sparse logistic regression using the R package glmnet.
• Linear Sparse Logistic Regression (L-SLR): We apply the sparse logistic regression directly to the original feature space {X i , 1 ≤ i ≤ d}.
• ROAD: ROAD (Fan et al., 2012 ) is a linear classification method for Gaussian distributed data. It is equivalent to a modified version of QUADRO by enforcing Ω to be the zero matrix. Hence, ROAD only produces linear rules.
To make a fair comparison, the tuning parameters in SLR and L-SLR are selected in the same way as in QUADRO based on 4,000 testing data. ROAD is self-tuned by its package. We consider three models: They are also chosen to maximize Rayleigh quotients for quadroR, slrR, and L-slrR.
-Model 1: Σ 1 is the identity matrix. Σ 2 is a diagonal matrix in which the first 10 elements are equal to 1.3 and the rest are equal to 1. µ 1 = 0, and µ 2 = (0.7, · · · , 0.7, 0, · · · , 0) with the first 10 elements of µ 2 being nonzero. In all three models, QUADRO outperforms other methods in terms of both classification error and Rayleigh quotient. In Model 2, since µ 1 = µ 2 , no linear methods can do better in classification than the random guess. Therefore, both ROAD and L-SLR have poor performances in terms of classification error. In Models 1 and 3, µ 1 = µ 2 and Σ 1 = Σ 2 . So, in the Bayes classification rule, both "linear" parts and "quadratic" parts play important roles. Comparing SLR and L-SLR, we see the former considers a broader class, while 
Simulations under elliptical models
Let n 1 = n 2 = 50 and d = 40. For each given µ 1 , µ 2 , Σ 1 and Σ 2 , data are generated from multivariate t distribution with degrees of freedom 5. In QUADRO, we input the robust Mestimators for means and the rank-based estimators for covariance matrices as described in Section 4. We compare the performance of QUADRO with that of SLR and L-SLR. ROAD is not designed for elliptical models, so we do not report its results here. We also implement QUADRO with inputs of sample means and sample covariance matrices. We name this method QUADRO-0 to differentiate it from QUADRO. We consider three models:
The same parameters as those in Model 1.
-Model 5: Σ 1 , µ 1 and µ 2 are the same as in Model 1. Σ 2 is the covariance matrix of a fractional white noise process, where the difference parameter l = 0.2. In other words, Σ 2 has a polynomial off-diagonal decay: |Σ 2 (i, j)| = O(|i − j| 1−2l ).
-Model 6: Σ 1 , µ 1 and µ 2 are the same as in Model 1. Σ 2 is a matrix such that Σ 2 (i, j) = 0.6 |i−j| , i.e., Σ 2 has an exponential off-diagonal decay. Table 2 presents the average classification error and Rayleigh quotient over 100 replications. Figure 4 contains the boxplots. We see that in all models, QUADRO outperforms SLR and L-SLR. In addition, QUADRO is better than QUADRO-0, which illustrates the advantage of using the robust M-estimators for means and the rank-based estimators for covariance matrices. The tuning parameters for quadroE, slrE and L-slrE, are chosen to minimize the classification errors. They are also chosen to maximize Rayleigh quotients for quadroR, slrR, and L-slrR.
Real data analysis
We apply QUADRO to a large-scale genomic dataset, GPL96, and compare the performance of QUADRO with SLR and L-SLR. The GPL96 data set contains 20,263 probes and 8,124 samples from 309 tissues. Among the tissues, breast tumor has 1,142 samples, which is the largest set. We merge the probes from the same gene by averaging them, and finally get 12,679 genes and 8,124 samples. We divide all samples into two groups: breast tumor or non-breast tumor. First, we look at the classification errors. We replicate our experiment 100 times. Each time, with QUADRO, SLR and L-SLR we proceed with the following steps.
• Randomly choose a training set of 400 samples, 200 from breast tumor and 200 from non-breast tumor.
• For each training set, we use half of the samples to compute ( Ω, δ) and the other half to select the tuning parameters by minimizing the classification error.
• Use the rest 942 samples from breast tumor and another randomly chosen 942 samples from non-breast tumor as testing set, and calculate the testing error. The results are summarized in Table 3 . We see that QUADRO outperforms SLR and L-SLR. Next, we look at gene selection. We apply two-fold cross-validation to both QUADRO and SLR. In the results, Quadro selects 139 genes and SLR selects 128 genes. According to KEGG database, genes selected by QUADRO belong to 5 of the pathways that contain more than two genes; correspondingly, genes selected by SLR belong to 7 pathways. Using the tool ClueGo (Bindea et al., 2009 ), we display the overall KEGG enrichment chart in Figure 5 . We see from Figure 5 that both QUADRO and SLR have focal adhesion as its most important functional group. Nevertheless, QUADRO finds ECM-receptor interaction as another important functional group. ECM-receptor interaction is a class consisting of a mixture of structural and functional macromolecules, and it plays an important role in maintaining cell and tissue structures and functions. Massive studies (Luparello, 2013; Wei and Li, 2007) have found evidence that this class is closely related to breast cancer.
Besides the pathway analysis, we also perform the Gene Ontology (GO) enrichment analysis on genes selected by QUADRO. The analysis is done by "DAVID Bioinformatics Resources" and the results are shown in Table 4 . We present the biological processes with p-values smaller than 10 −3 . According to the table, we see that many biological processes are significantly enriched, and they are related to previously selected pathways. For instance, the biological process cell adhesion is known to be highly related to cell communication pathways, including focal adhesion and ECM-receptor interaction. 
Conclusions and Extensions
QUADRO is a robust sparse high-dimensional classifier, which allows us to use differences in covariance matrices to enhance discriminability. It is based on Rayleigh quotient optimization. The variance of quadratic statistics involves all fourth cross moments and this can create both computational and statistical problems. These problems are avoided by limiting our applications to the elliptical class of distributions. Robust M-estimator and rank-based estimation of correlations allow us to obtain the uniform convergence for nonpolynomially many of parameters even when the underlying distributions have the finite fourth moments. This allows us to establish oracle inequalities under relatively weaker conditions. The Rayleigh optimization framework developed in this paper can also be extended to the multi-class case. Suppose the data are drawn independently from a joint distribution of (X, Y ), where X ∈ R d and Y takes values in {0, 1, · · · , K − 1}. The definition (1) for the Rayleigh quotient of a projection f :
Let
Similar to the two-class case, maximizing Rq(f ) is equivalent to solving the following optimization problem
However, this is not a convex problem. We consider an approximate Rayleigh-quotient-maximization problem as follows:
To solve this problem, we first pick an order of M 1 (f ), · · · , M K (f ) to remove the absolute values in the constraints. Then it becomes a convex problem. Therefore, the whole optimization can be carried out by simultaneously solving K! convex problems. When K is small, the computational cost is reasonable. In practice, we can apply more efficient algorithms to speed up the computation.
Proofs

Proof of Proposition 2.1
We first present a lemma which is proved in Section A.
Lemma 9.1. If U follows a uniform distribution on S d−1 , for any d × d diagonal matrix S and any vector β ∈ R d , we have
Now, we show the claim of Proposition 2.1. Let Y = Σ −1/2 (Z − µ), then Y = ξU where U follows a uniform distribution on S d−1 and is independent of ξ. The quadratic form Q(Z) can be rewritten as
Furthermore, we let Σ 1/2 ΩΣ 1/2 = KSK be the eigenvalue decomposition of Σ 1/2 ΩΣ 1/2 , where K is an orthogonal matrix and S is a diagonal matrix. We also define
Since K is an orthogonal matrix, U 1 follows the same distribution as U and is also independent of ξ. Moreover, we can write Y Σ 1/2 (Ωµ − δ) = ξU 1 β. To save notation, we still use U to represent U 1 . It follows thatQ (Y ) = ξ 2 U SU + 2ξU β.
The first equality is due to the fact that ξ and U are independent; the second equality is from Lemma 9.1; and the last inequality is because E(ξ 2 ) = d and tr(S) = tr(Σ 1/2 ΩΣ 1/2 ) = tr(ΩΣ).
It follows that
Let's look at them term by term. First,
The third equality comes from Lemma 9.1; the last equality follows from the fact that tr(S 2 ) = tr(Σ 1/2 ΩΣΩΣ 1/2 ) = tr(ΩΣΩΣ). Second,
In the last equality, we have used
Combining the above gives
Proof of Proposition 5.1
For any d × 1 vector v and d × d matrix A, we denote by Supp(v) the support of v, which is contained in {1, · · · , d}, and by Supp(A) the support of A, which is contained in {1, · · · , d} × {1, · · · , d}. Let θ = 1 + v 1 (1 + γ)/2 > 1 and
The claim then becomes Θ(S, 0) ≥ c, or in other words,
First, using (13) and Lemma 9.2, we find that for each x, there exits unique (Ω, δ) such that x = x(Ω, δ) and x Qx = L(Ω, δ). Second, by definition of U and V , Supp(x) ⊂ S implies that Supp(Ω) ⊂ U × U and Supp(δ) ⊂ V . Therefore, it suffices to show
Now, we show (20). From (5) and that γ ≥ 0,
Let Ω be the submatrix of Ω by restricting rows and columns to the set U ∪ V , and δ be the subvector of δ by restricting the elements to the set U ∪ V . It is easy to see that when
where we recall that Σ k is the submatrix of Σ k by restrcting rows and columns to the set U ∪ V , µ k to the set U ∪ V . It follows that
Denote by I 1 the first term in (21). We aim to derive a lower bound for I 1 . It is well known that tr(A BCD ) = vec(A) (D ⊗ B) vec(C), where vec(A) be the vectorization of A by stacking all the columns, D ⊗ B is the Kronecker product of D and B. Using this formula and that Σ k is symmetric, we find that
The last inequality is from the property that λ min (A ⊗ B) = λ min (A)λ min (B) when A and B are positive semi-definite, and also the assumption that λ min (
This proves (20).
Proof of Theorem 5.1
We prove the claim by first rewriting the optimization problem (8) into a vector form. For any (Ω, δ), write x = [vec(Ω) , δ ] . Let Q be as defined in Section 5, and
We introduce the following lemma which is proved in Section A.
{x Qx + λ 0 |x| 1 },
where Q and q are counter parts of Q and q respectively, by replacing µ 1 , µ 2 , Σ 1 and Σ 2 with their estimates. Moreover, the Rayleigh quotient
In addition, we have the following lemma, which is proved in Section A.
Combining the above results, the claim follows immediately from the following theorem: 
The main part of the proof is to show Theorem 9.1. Write for short
Step 1: We introduce x * 1 , a multiple of x * , and use it to bound | x| 1 . Let Q SS be the submatrix of Q formed by rows and columns corresponding to S. Since λ min (Q SS )= Θ(S, 0) ≥ c 0 , we have (x * ) Qx * ≥ c 0 |x * | 2 . Using this fact and by Cauchy-Schwartz inequality, |x
Let t n = q x * . Then (23) says that |t n − 1| ≤ c
Then q x * 1 = 1. From the definition of x,
By direct calculation,
where the second equality is because q x = q x * 1 = 1. We aim to bound | Qx * 1 − V * q| ∞ . The following lemma is proved in Section A.
Lemma 9.4. When Θ(S, 0) ≥ c 0 , there exists a positive constant
Here the third inequality follows from (22)- (23) 
Combining (24) and (26) gives
First, since
Second, note that
Step 2: We use (28)- (29) to derive an upper bound for (
where the last two inequalities are direct results of (29). Combining (24) and (30),
Similarly to (25), we have
It follows that x Q x − (x Plugging it into (31), we obtain
We can rewrite the second and third terms on the left hand side of (33) as
Plugging it into (33), and by the triangular inequality |x
We drop the term λ 2 | x S c | 1 on the left hand side, and apply the Cauchy-Schwartz inequality to the term
Since (28) holds, by definition of Θ(S, 3),
We write temporarily Y = ( x − x * 1 ) Q( x − x * 1 ) and b = C 3 β n V * . Combining these to (34),
Note that when u 2 ≤ au+b, we have (u− a 2 ) 2 ≤ b+ a 2 4 , and hence u 2 ≤ 2[
) 2 ] ≤ a 2 +2b. As a result, the above inequality implies
where we have used |x * 1 | 0 = |x * | 0 . Furthermore, (32) yields that
where the second inequality is because | x − x * 1 | 1 ≤ | x| 1 + |x * 1 | ≤ 4|x * 1 | 1 , and the last inequality is from (29). Recall that λ = Cη max{k 1/2 0 λ 0 , s 1/2 0 ∆ n }V * . As a result,
Combining (35), (36) and (37) gives
Step 3: We use (38) to give a lower bound of R( x).
Note that R( x) = (q x) 2 /( x Q x). First, we look at the denominator x Q x. From (23) and that t n > 1/2, |t
Combining it to (38) and noting that (x * 1 ) Qx * 1 = t −2 n (x * ) Qx * = t −2 n V * , we have
Second, we look at the numerator q x. Since q x = 1, by (29),
Combining (39) and (40) gives
where A = A(a 0 , c 0 , u 0 ) is a positive constant.
Proof of Proposition 6.1
Denote by P(i|j) is the probability that a new sample from class j is misclassified to class i, for i, j ∈ {1, 2} and i = j. The classification error of h is err(h) = πP(2|1) + (1 − π)P(1|2).
and L k = L k (Ω, δ) for short. It suffices to show that
We only consider P(2|1). The analysis of P(1|2) is similar. Suppose X|class 1 whereQ 1 (w) = w S 1 w + 2w β 1 andF 1 (w) = 2w β 1 . Therefore, P(2|1) = P Q(Z) > c = P Q 1 (W ) +F 1 ( W ) > c − c 1 .
We write for convenience W = (W 1 , · · · , W q ) , W = (W q+1 , · · · , W d ) , β 1 = (β 11 , · · · , β 1q ) and β 1 = (β 1(q+1) , · · · , β 1d ) , and notice that W i iid ∼ N (0, 1) for 1 ≤ i ≤ d. Moreover,
where ξ i = s i W 2 i I{1 ≤ i ≤ q} + 2W i β 1i , for 1 ≤ i ≤ d. The right hand side of (43) is a sum of independent variables, so we can apply the Edgeworth expansion to its distribution function, as described in detail below.
Note that E(W 2 i ) = 1, E(W 4 i ) = 3, E(W 6 i ) = 15 and E(W 2j+1 i ) = 0 for nonnegative integers j. By direct calculation,
s i = tr(S 1 ) = tr(ΩΣ 1 ),
(2s 
(8s 
Notice that E(|ξ i − E(ξ i )| 3 ) < ∞, as max{|s i |, |β 1i |, 1 ≤ i ≤ d} ≤ C 0 by assumption. Therefore, using results in Chapter XVI of Feller (1966) , we know
where φ is the probability density function of the standard normal distribution. It is observed that η 2 = L 1 (Ω, δ) and c 1 + η 1 = M 1 (Ω, δ). Also, c = tM 1 (Ω, δ) + (1 − t)M 2 (Ω, δ). As a result,
Plugging it into (45), the first term isΦ((1 − t)
). Moreover, since the function (1 − u 2 )φ(u) is uniformly bounded, the second term is O( Last, note that
So E(Y SY Y β) = 0. Since E(R 3 ) = 0, we immediately have E(U SU U β) = 0.
A.2 Proof of Lemma 9.2
Recall that M (Ω, δ) = −µ 1 Ωµ 1 + µ 2 Ωµ 2 + 2(µ 1 − µ 2 ) δ − tr(Ω(Σ 1 − Σ 2 )) = tr Ω(Σ 2 + µ 2 µ 2 − Σ 1 − µ 1 µ 1 ) + 2(µ 1 − µ 2 ) δ.
It is well known that for any matrices A and B, tr(A B) = vec(A) vec(B). So we have M (Ω, δ) = vec(Ω) vec(Σ 2 + µ 2 µ 2 − Σ 1 − µ 1 µ 1 ) + 2δ (µ 1 − µ 2 ) = x q.
Moreover, for k = 1, 2,
From linear algebra, tr(A BCD ) = vec(A) (D ⊗ B) vec(C). It follows that
Note that Q = Q 1 + κQ 2 and L = L 1 + κL 2 . This immediately implies L(Ω, δ) = x Qx.
