The general theory of randomly timed automata is developed: starting with the practical motivation and presentation of the envisaged notion, the categorical theory of minimization, aggregation, encapsulation, interconnection and realization of such automata is worked out. All these constructions are presented universally: minimization and realization as adjunctions, aggregation as product, interconnection as cartesian lifting, and encapsulation as co-cartesian lifting. Stochastic timed automata are shown to be a particular case of randomly timed automata. The notion of stochastic timed automaton is shown to be too restrictive to establish a self contained theory of combination and realization.
Introduction
Probabilistic systems and stochastic models of computing have been attracting much attention in recent years [23, 36, 33, 7, 14, 3, 4, 27] . In each case, an abstract notion of stochastic machine is established by endowing a classical notion of automaton or transition system with a specific probabilistic mechanism. By starting with the classical notion of timed automaton [20, 13] and regarding the action times as random variables, one reaches the notion of randomly timed automata, as considered for example in [9] . By endowing Petri nets with random transition times, one ends up with the related notion of stochastic Petri nets, as considered for example in [17, 24, 8] .
The main goal of this paper is the development of a suitably general theory of randomly timed automata, covering the following aspects: minimization, aggregation and interconnection, encapsulation, realization (obtaining the stochastic point process of runs). The required notion of randomly timed automaton should be as general as possible in order to be able to support different execution policies. Different policies are studied in [24, 8] for the case of stochastic Petri nets, but their usefulness extends to randomly timed automata as well.
The notion of randomly timed automaton is well justified as an extension of the notion of stochastic timed automaton [10] , where the categorical theory of unfolding [2] and combination can be established smoothly. As we shall see, the concept of stochastic timed automaton is too restrictive to set up such a powerful theory, since in order to cover all desirable cases of combination we need to establish dependencies between the random times of actions, which is not possible in the stochastic timed automata setting.
Following the style of [19, 15, 5, 1, 18, 6, 2, 35, 32] proposed for classical automata, we adopt a categorical approach to the development of the theory of randomly timed automata. However, probabilistic structures raise category theoretic problems [26, 31] , as the desirable notion of morphism does not behave well with respect to composition. The analysis of this problem leads to the notion of precategory, a structure weaker than a category. Fortunately, we are able to avoid working with precategories as advocated in these two papers, by working with families of random sources. In this way we manage to stay within standard category theory.
Besides assuming that the reader is conversant with elementary category theory in order to follow the categorical development of the theory of randomly timed automata, we also assume that the reader is at ease with the basic concepts of abstract probability theory and stochastic processes. Point processes are used, but no deep result about them is needed. The text book [12] is an excellent source about point processes.
The paper is organized as follows. Section 2 starts with some motivating examples before the central notion of randomly timed automaton is introduced, followed immediately by the appropriate notion of morphism. Section 3 is dedicated to the minimization problem: within a fiber, minimal randomly timed automata are shown to constitute a co-reflective subcategory. Section 4 addresses the issue of combining, interconnecting and hiding actions in randomly timed automata: all these constructions are shown to be universal (products, cartesian and co-cartesian liftings). Section 5 deals with realization: the unfolding and folding functors are shown to establish an adjunction between the category of behaviours (point processes) and a suitable subcategory of randomly timed automata.
Randomly timed automata
We start by considering a few examples of what we would like to consider as randomly timed automata. Such a machine should basically be a timed automaton where the action times are random variables. At a given configuration, there is a race between the different actions: the first action(s) to occur trigger the corresponding random transition in the system (typically this transition is non-deterministic). Furthermore, in order to be able to model in- terconnection, it is essential to allow the possibility of a transition (triggered by the environment) before the occurrence of the first action(s).
Example 1 Ideal semaphore. Consider a simple semaphore with two states ('red' and 'green') and two actions ('end of red' and 'end of green'), as depicted in Figure 1 . In this case, a configuration should be a pair composed of a state and a nonnegative real number. The latter represents the sojourn time in the former. Once in a state, the time to the occurrence of each action is a positive random variable with some distribution (for instance exponential, but we would like to be able to cope with other distributions, with memory).
In the next example, the impact of the chosen execution policies is already very clear: what happens to the other random variables when one of the actions occurs (wins the race)? They may be reset or not, depending on the application at hand.
Example 2 Lightbulb. Consider a simple lightbulb with a single state and two actions ('switch' and 'replace'), as shown in Figure 2 . The former corresponds to an abstraction of switch on/off. The latter corresponds to replacing the lightbulb. Assume that we have one state and the aging of the lightbulb is not reset by a switching and vice-versa. Then a configuration should give, for each action, the interval of time since the action has occurred. Again, the time to each action is a positive random variable with some appropriate distribution.
Finally, consider the following example where the configurations are fully representative of the general notion.
Example 3 Semaphore. The semaphore represented in Figure 3 is similar to Fig. 3 . Semaphore the simpler one described in Example 3, but it contains a third state ('kaput') corresponding to being nonfunctional. The semaphore moves to that state by blowing the red lightbulb ('red bulb kaput') or the green lightbulb ('green bulb kaput'). If each lightbulb ages only when it is on, the random time for red (green) bulb kaput depends on the cumulative time the red (green) bulb has been on. So, we must obtain from a configuration the cumulative time each bulb has been on.
Before proceeding we will review some basic notions of probability theory that we use extensively in the sequence.
Basic background on probability theory
Herein we introduce some basic concepts of probability theory. For further details refer to [30] .
It is a non-decreasing function; (ii) It is right-continuous and has left-hand limits; and (iii) lim x→−∞ F (x) = 0 and F (+∞) = 1.
We denote by L (0,1] = (0, 1], B (0,1] , µ the probability space where B (0,1] is the Borel σ-algebra over (0, 1] and µ is the Lebesgue measure. Note that, if U is a random variable over P = Ω, F, P with uniform distribution in (0,1] and F is a cumulative distribution function, then the random variable F −1
has cumulative distribution function F . Furthermore, observe that if P = L (0,1] and U is the identity then U has uniform distribution in (0, 1], and so the random variable F −1
Given a positive random variable X over L (0, 1] with cumulative distribution function F and a positive number x, we define the random variable X| x , called the residual lifetime of X at age x random variable over L (0, 1] by
Thus, the cumulative distribution function of the residual lifetime of X at age x is given by
Given a probability space Ω, F, P and a set Γ, the family {X(t) : t ∈ Γ} is a stochastic process (with parameter set Γ) if X(t) is a random variable over Ω, F, P , for all t ∈ Γ. A (stochastic) point process is an (almost surely) non-decreasing sequence (T n ) n≥1 of nonnegative random variables T n . If T n is finite, then T n may be interpreted as the n-th point or atom of the process.
Objects
Building up on the motivation gained from the examples above we are ready to propose the envisaged general notion of randomly timed automaton.
Definition 4 A randomly timed automaton (rta) is a tuple Σ, P, A, Ξ, T, δ where:
• Σ is a countable set (of random sources);
• P = {P σ } σ∈Σ where each P σ = Ω σ , F σ , P σ is a probability space;
• A is a finite set (of actions);
• Ξ is a pointed set (of configurations) with distinguished element ξ 0 (the initial configuration);
is an A-indexed family of extended positive random variables over the product probability space P When considering stochastic processes, it usually the case that the process depends on several independent random sources. This is equivalent to saying that the process depends on several probability spaces. For instance, in queuing systems, the queue size depends on the customer arrival and the service times sources. These two sources are assumed to be independent. Thus, the queue size process has to be defined over the product of these two random sources. If we want to model the queue size process using an rta, we have to consider two probability spaces, one associated to customer arrivals and another one associated to service times. This justifies the inclusion in the definition of a family of probability spaces, assumed to be independent so that we can work in their product.
The random family T ξ gives us the random times for each action from configuration ξ. These random families are defined over the product probability space P
• . The idea of having multiple random sources comes from the need of working with the combination of rta's that may have been established separately over different probability spaces. The random transition function δ ξ gives us, from configuration ξ and for each admissible cut instant t (in (0, µ ξ (ω)]), the random next configuration. Note that the random transition function describes the transition before the occurrence of the first action(s). We say that an admissible cut instant t is proper whenever t < µ ξ (ω). Starting from ξ, there is a race mechanism between the actions. If no cut is made before, the rta jumps to the next configuration when the winning action(s) happen (at random winning time µ ξ ).
In the sequel, we shall use the following auxiliary notation: (i) The random set of winning actions from configuration ξ is a random quantity over P
where the random set of winning actions from configuration ξ is
(ii) The random extended transition function at a sequence of cut instants t from configuration ξ is inductively defined as follows:
Note that the sequences ω and t must be of the same length. Furthermore, at each step, the cut instant must be within the admissible interval. For instance, for the last step, t must be in (0, µ
. That is, t must belong to the set adm ξ ( ω) of admissible cut vectors from ξ for ω:
Example 5 We present the ideal semaphore sketched in Example 1 as an rta. Let F eor and F eog be the cumulative distribution functions associated to the sojourn times in the green and red states in each visit, respectively. The semaphore is described as the rta Σ, P, Ξ, ξ 0 , T, δ where:
• Σ = { * }; for this example we require only one random source; , is deterministic and equal to {eor} and the random set of winning actions at configuration green, z , α green,z , is also deterministic and equal to {eog}.
Example 6
We present the semaphore sketched in Example 3 as an rta. Let F eor and F eog be as in Example 5, and let F rbk and F gbk be the cumulative distribution functions of the lifetimes of the green and red bulbs, respectively. The semaphore is described by the rta Σ, P, Ξ, ξ 0 , T, δ where:
• Σ = {s, rk, gk}; for this example we require one random source for the switching between lights (s), one for the red bulb kaput (rk) and one for the green bulb kaput (gk). This imposes that these three random mechanisms are independent; 
thus the rbk action triggers the transition of the light from red to kaput; the eor action triggers the transition of the light from red to green; and while the eor and rbk actions do not occur, the elapsed time on red is increased continuously as time runs;
• The transitions and random times for actions from configurations where the the semaphore is in state green are similar to the red case.
• The transitions and random times for actions from configurations where the semaphore is in the kaput state:
Stochastic timed automata
One of the most important classes of discrete event systems is that of stochastic timed automata. We consider an outcome presentation of these automata corresponding to the notion presented in [10] §6.4.
The main differences between an rta and an sta are that in the latter, all random times for the actions are assumed to be independent, and their memory must be encoded into a set of countable states.
Definition 7 A stochastic timed automaton (sta) is a tuple Σ, P, A, S, Γ, X, ∆ where:
• Σ is a countable set (of random sources); • P = {P σ } σ∈Σ where each P σ = Ω σ , F σ , P σ is a probability space;
• S is a countable pointed set (of states) with distinguished element s 0
The set Γ s gives us the set of enabled actions in state s. The random variable X a gives the time until action a occurs. Observe that the random variables X a 's are independent of each other. Given a state s and the age of each action {x a } a∈A with x a ∈ R + 0 , there is a race between all enabled actions at state s and the random winning time is given by
and X a | xa (ω a ) is the residual time random variable of action a at age x a . Given the random set of winning actions
we obtain the next state through the random transition ∆ 
Obviously, we start at state s 0 with the age of each action being zero.
Remark 8 Our notion of sta differs from the notion presented in [10] in the following aspects:
• We consider a finite set of events, and not a countable set. By not assuming the finiteness constraint the following problems may happen: · the random set of winning actions may be empty since min a∈Γ s {X a | x a } may not exist.
· the random winning time inf a∈Γ s {X a | x a } may take the value zero. Note, for instance, that if {X 1 , ...X n , ..} is a sequence of independent and identically distributed positive random variables and P (X 1 < ) > 0 for all > 0 then P (inf i∈N X i = 0) = 1. These problems can be fixed by imposing that Γ s is finite for all s ∈ S.
• We considered the more general case where ∆ depends on the set of winning events instead of just the winning event with the highest priority.
• To be consistent with the approach followed for rta's we presented the less general case where the initial state s 0 is constant and not a random quantity over S. All the theory presented in this paper may be straightforwardly extended for the latter case.
The ideal semaphore sketched in Example 1 can also be presented as an sta.
Example 9 Let F eor and F eog be the cumulative distribution functions associated to the sojourn times in the green and red states in each visit, respectively. The semaphore is described as the sta { * }, P, A, S, Γ, X, ∆ where:
• P * = { * }, {∅, { * }}, P * is the trivial probability space; , is equal to X eor | x eor and so, the random set of winning actions, W red,{xeor,xeog} , is deterministic and equal to {eor}. The next state ∆ red {eor} ( * ) is green, after this transition the ages of both actions are set to zero. The case when the state is green is similar.
Note that the semaphore sketched in Example 3 can not be presented as an sta, unless the lifetimes of the bulbs have exponential distributions, since it is impossible to record the cumulative amount of time a bulb has been on using the sta framework (recall that the state space of an sta is countable).
We now show how to extract an rta from an sta.
Proposition 10
Given an sta n = Σ, P, A, S, Γ, X, ∆ we can extract an rta
where:
The main idea behind extracting an rta from an sta is that, both should produce the same 'behavior'. That is, if for some outcome a set of actions occurs in the sta it should also occur in the corresponding extracted rta.
The set of random sources has to be increased with the set of actions, since in the rta each of them will be needed to describe the T 's. Observe that in sta's, the random sources in Σ are used only to describe the ∆'s. The configurations indicate the state and the aging time for each action. The T 's are obtained from X's having in mind the aging times and the enabled actions. Finally, δ is obtained either from time passing without any action occurring or by ∆ when a set of actions occurs.
Deterministic transition rta's
Some special cases of rta's are of great interest in applications; for instance, in stochastic Petri nets the random time of an action to occur depends on previous times of occurrence of actions. These dependencies are expressed using preemptive policies [16] , like preemptive repeat different and preemptive resume. We propose a stochastic version of the preemptive resume policy (that encompasses the non-stochastic version):
Definition 11 An rta is said to be an RTC-rta iff, for every ξ ∈ Ξ, t ∈ R
is a measurable set, and
Automata in the class above fulfill a residual time constraint (RTC). This property asserts that if from a configuration ξ no action occurs in t units of time then the distribution of the random times from the random configuration reached (from ξ in time t) is the residual time distribution of the random times from ξ. The non-stochastic version of RTC (which corresponds to preemptive resume policy) is the special case where
Observe that the random times from configuration δ ξ (ω 1 )(t) are constants in this case. Another special class of rta's that is interesting for applications is the following:
Definition 12 An rta is said to be a DTC-rta (Deterministic Transition Constrained) iff, for every ξ ∈ Ξ and
For these automata, the transitions from a given configuration are totally determined by the set of winning actions and the winning time. The first condition is a deterministic transition before winning time constraint (DTBW) which asserts that the configuration evolution before the winning time is determined by the cut time and the starting configuration. The other condition is a deterministic transition at winning time constraint (DTAW) which imposes that the configuration reached at the winning time only depends on the set of winning actions, the winning time and the starting configuration.
Remark 13
The rta's presented in Example 5 and Example 6, modeling an ideal semaphore and a semaphore, are DTC-rta's that satisfy the RTC condition.
An rta extracted from an sta, as shown in Proposition 10, satisfies the RTC condition but does not verify the DTC constraint unless the DTAW condition is verified, which happens only if ∆ is non-probabilistic (that is, deterministic). This is always true whenever P • = σ∈Σ P σ is the trivial probability space (i.e., the probability space with only one outcome, as is the case in Example 9).
In the case of a DTC-rta, the residual time constraint can be stated in a much clear way:
PROOF. Assume that DTBW holds. Observe that the previous condition can be written in the following way:
Note that the following set is measurable: 
Observe that to obtain the above result we only require that the rta satisfies the DTBW condition, which is the case for DTC-rta's.
Morphisms
We now turn our attention to the problem of setting up the appropriate category of rta's. To this end, we use the large subcategory Rel 
such that:
This notion of morphism is different from the one considered in [26, 31] , where a morphism included a 'map' between probability spaces. Moreover, in [26, 31] , random variables defined over isomorphic probability spaces would have the same distribution function. For instance, two fair coins were indistinguishable. With the proposed notion of morphism, we are able to distinguish two fair coins, based on the fact that an outcome tails in one does not imply an outcome tails in the other. Therefore, an isomorphism between rta's will imply that the same sequence of outcomes will occur in both rta's. This setting is stronger than the approach in [26, 31] , since it implies equality at the distribution level as well. Note that for aggregation and interconnection, to be discussed latter on, we want to relate sequences of outcomes in the components with sequences of outcomes in the composite automaton, having in mind that whenever an outcome occurs in the component it also occurs in the composite.
In order to understand better this issue, consider the following example: we have two players, A and B, and assume that when tossing a fair coin A wins a point if the result is tails and B wins a point otherwise. We should consider only one random source {t, h}, ℘{t, h},
, and the random variables X A and X B denoting the amount won by players A and B after one toss. The random variables X A and X B have the same distribution, that is P ({ω ∈ {t, h} : X A (ω) = 1}) = P ({ω ∈ {t, h} : X B (ω) = 1}). However {ω ∈ {t, h} : X A (ω) = 1} = {ω ∈ {t, h} : X B (ω) = 1}, and moreover, {ω ∈ {t, h} : X A (ω) = 1} ∩ {ω ∈ {t, h} : X B (ω) = 1} = ∅. In the former setting, X A and X B are 'isomorphic' via g(t) = h and g(h) = t. In the present approach they are not related.
In addition, there is a probabilistic technical problem when adopting the purely distribution point of view (like in [10] ). Knowing the distributions of two random quantities does not imply any specific joint distribution unless independence is assumed, which is not the case when considering interconnection. With our definition of morphism, we were able to overcome this problem.
We aim at obtaining the 'aggregation' (parallel composition) of two given rta's as their product. Furthermore, we aim at explaining interconnection via 'action calling' as a cartesian lifting. This objective explains the choice of the 'multimap' on actions: each action is mapped to the set of actions that call it. It also explains the condition on the random times: the time of the called action should be less than or equal to the times of those that call it. Relaxing the strict condition on the probability spaces is possible (for details see [25] where a comparison is made to the precategorical approach), but not necessary in this paper. The condition on the transition functions is obvious. However it is well defined only if the winning time of the domain rta is less or equal than the winning time of the codomain rta. This last requirement is guaranteed by the exhaustiveness of the multimap and Condition 2, as stated below.
Randomly timed automata and their morphisms constitute the category Rta. DTC-rta's and their morphisms constitute the full subcategory dRta of Rta.
Minimization
We now extend to rta's the classical notion of minimization by merging equivalent configurations. As usual, we start with the notion of sober automaton.
Definition 17 An rta is said to be sober iff every ξ ∈ Ξ is accessible, that is, there are ω and t such that δ * ξ0
We denote by Sob(m) the rta obtained from m by removing the non accessible configurations. Equivalence is as expected:
Definition 18 Two configurations ξ 1 , ξ 2 are said to be equivalent (written
for every outcome sequence ω and admissible cut sequence t.
The relation is imposed on the random times, but as the next result shows, equivalence is propagated by transitions as it should:
Thus, we also have δ ξ 1 (ω)(t) ≈ δ ξ 2 (ω)(t) whenever ξ 1 ≈ ξ 2 . Furthermore, the last result follows by induction.
Definition 20 A sober rta is said to be minimal iff its equivalence ≈ is the diagonal relation.
As usual, we only consider minimization of sober automata. Given a sober rta m, we denote by Min(m) the quotient rta Σ, P, A, Ξ/≈, T /≈, δ/≈ . Sober rta's and their morphisms constitute the full subcategory sRta of Rta. Furthermore, sober rta's over Σ, P, A and their morphisms such that:
constitute the category sRta (Σ, P, A) . The full subcategory of sRta(Σ, P, A) constituted by all minimal rta's is denoted by mRta(Σ, P, A).
Theorem 21
The map Sob on rta's extends to a right adjoint functor from Rta to sRta with the inclusion as left adjoint. The map Min extends to a left adjoint functor from sRta(Σ, P, A) to mRta(Σ, P, A) with the inclusion as right adjoint. Therefore, sRta is a co-reflective subcategory of Rta and mRta(Σ, P, A) is a reflective subcategory of sRta(Σ, P, A). As in the classical case, we do minimization fiberwise [18] . This is so because we want to find the minimal realization for a given Σ, P and A.
PROOF. (i) Observe that, given a morphism
h : m → m in Rta, we have h c (δ * ξ ( ω)( t )) = δ * h c (ξ) ( ω • h s )( t )
Aggregation, encapsulation and interconnection
Within the category Rta we now define as universal constructions three mechanisms for building new rta's from given rta's, adapting to rta's the approach advocated in [35, 32] .
Aggregation
We start with the simplest form of combination of rta's: aggregation as the product of two rta's. This construction is easily extended to the product of a finite family of automata, but for the sake of brevity of presentation we refrain from considering the general case. Aggregation corresponds to putting together the given automata without any form of interaction (parallel composition). 
endowed with the projections: 
PROOF. (i) First observe that
(ii) We show that the projections are rta-morphisms, assuming without loss of generality that π (a) = {a }:
(iii) Finally, we check the universal property. Given h : m → m and h :
We show that h is an rta-morphism assuming without loss of generality that π (a) = {a }. Observe that
We delay the illustration of this construction until the end of this section where we present an example of interconnection by action calling built upon an aggregation. We conclude this subsection with some closure results concerning the classes of rta's introduced in Section 2.
Proposition 23
The product of two DTC-rta's is a DTC-rta.
PROOF. Assume that t < min{µ
Hence, the class of DTC-rta's is closed under products.
Proposition 24
The product of two DTC-RTC-rta's is an RTC-rta.
PROOF. Let A = {ι (a 1 ), . . . , ι (a n ), ι (a 1 ), . . . , ι (a n )} and assume that:
First, observe that if 0 ≤ y a < x a ≤ +∞ for all a ∈ A then
In particular, with y a = t and x a = +∞ for all a ∈ A, we conclude that:
Furthermore by choosing ω , ω such that:
Therefore:
Encapsulation
Another interesting construction corresponds to hiding some actions from a given rta. To present this combination, we shall need the forgetful functor Act from Rta to Rel Observe that exhaustiveness and Condition (1) amount to requiring that the inverse of h a is a map.
We denote by h a (m) the codomain of the co-cartesian lifting of h a by Act on m. Note that Condition (2) above on the action morphisms for the existence of the co-cartesian lifting is very restrictive. It means that we can only hide an action that 'entails' another action not to be hidden. For this reason, such hiding is not very useful in practice (but further comments will be made later on with respect to 'calling'). We presented this notion of hiding just because it shall be used in the next subsection as an auxiliary tool. More precisely, we shall need the following closure results about hiding as a co-cartesian lifting:
Proposition 26 The codomain of the co-cartesian lifting on a given DTC-rta is an DTC-rta.
PROOF. Straightforward from the definition.
Proposition 27
The codomain of the co-cartesian lifting on a given RTC-DTC-rta is an RTC-rta.
Interconnection
The most interesting form of combination of rta's involves some interaction between them. We achieve this by first obtaining their product (aggregation without any interaction) and then by imposing the envisaged interaction by a cartesian lifting of an appropriate morphism. An especially interesting form of interconnection is known as calling and will be introduced in the next subsection. First, we state the general results about the cartesian lifting: 
When h a (a) = ∅, it is trivial to see that g is a morphism.
We denote by In order to show the preservation of the RTC by cartesian lifting, it is important to observe that every morphism can be decomposed into simple morphisms and one hiding. N and h  a 1 , . . . , h a n , h a n+1 such that h a i is simple for i ∈ {1, ..., n} and h
PROOF. Without loss of generality, we assume that A = {a 1 , . . . , a n , a n+1 }, 
It is now straightforward to check that h
be such that for all a ∈ A there is an a ∈ A such that h a (a) = {a }. The domain of the cartesian lifting of h on a given RTC-DTC-rta is an RTC-rta.
PROOF. We just consider the case where h
According to Proposition 27 and Lemma 31 it is enough to consider domains of cartesian lifting of simple morphisms. Assume that A = {a 1 , ..., a n , a n+1 }, A = {a 1 , ..., a n } and h :
Calling
We are now ready to describe calling as a quite useful form of interconnecting rta's. Assume we want to combine two given rta's m and m while imposing the following interaction between them: some action b from m 'causes' some action b from m . We first calculate the product m ⊗ m and then obtain the envisaged rta by cartesian lifting of the action morphism from the resulting alphabet A A to A A such that h(a) = {a} for a = b and h(b ) = {b , b }. That is, action b is 'caused' by b besides itself.
Example 33 Lightbulb and child. As an illustration consider the example depicted in Figure 4 of interaction between the lightbulb described in Example 2 and a child (a very narrow-minded one that lives for breaking the bulb) where b (break) 'causes' r (replacement). Note that the hiding as a co-cartesian lifting presented in Subsection 4.2 would allow us to hide the break action from the resulting rta above, since in that rta the action replacement fulfills requirement 2 for the existence of the co-cartesian lifting. However, the same desideratum could be achieved when setting up the cartesian lifting above by dropping action b from the alphabet of actions. Clearly, hiding can be achieved either way, but always under very restrictive conditions.
Observe that for Example 33 both the lightbulb and the child can be modeled by an sta (provided that the distributions of breaking and resetting are exponential). However neither aggregation nor interconnection by action calling are sta's when we assume that breaking is not exponential. In aggregation, because we cannot record the cumulative amount of time since the child has broken the bulb for the last time. In interconnection, because the random variables corresponding to breaking and replacing are no longer independent.
Unfolding
We now turn our attention to the problem of obtaining the behaviour of an rta. For the sake of simplicity, we consider only DTC-rta's (that is, rta's which all randomization is on the times of the actions and not in the choice of configuration) however, the theory can be smoothly adapted to include all rta's by incorporating the results of [27] , where the probabilistic automata considered have probabilistic choice but do not have random timed actions. As expected,
given the random nature of randomly timed automata, the behaviour is a stochastic process. More precisely, it is a point process of a very specific kind that we proceed to define:
Definition 34 A run process is a tuple Σ, P, A, V where:
Given a sequenceτ of (external) cut times and a sequenceω of outcomes, V (τ ,ω) gives the sequence of next action times. That is, V (τ ,ω) na gives the time when action a will occur after the n-th cut point. Note that a process can be observed only a countable number of times, thus explaining the role of N + .
In more technical terms, V is a run process corresponding to a (R . As we will see latter on, the parameterization is necessary to cope with aggregation and interconnection. From any run process we can derive the following processes:
• Step process:
Given a sequenceτ of (external) cut times and a sequenceω of outcomes, X(τ ,ω) gives the sequence of next cut times either external or internal. That is, X(τ ,ω) n gives the minimum between the external cut timeτ n and the time for the next occurrence of an action. • Mark process:
Given a sequenceτ of (external) cut times and a sequenceω of outcomes, K(τ ,ω) gives the sequence of sets of occurring actions. That is, K(τ ,ω) n gives the set of actions occurring after the n-th cut point.
• Configuration process:
Given a sequenceτ of (external) cut times and a sequenceω of outcomes, Z(τ ,ω) gives the sequence of finite sequences of pairs (step,mark). That is, Z(τ ,ω) n gives the sequence of all pairs (step,mark) occurring until the n-th cut point (inclusive).
Fig. 5. Derived processes
Clearly, this notion of run process is quite general. For instance, nothing prevents dependence on the future. But for the purpose of describing the behaviour of an rta it is enough to work with realizable run processes, defined as follows:
Definition 35 A realizable run process (rrp) is a run process such that
We now proceed to establish the envisaged adjunction between rta's and their behaviours. We have to obtain two functors: the folding functor going from behaviors to automata and the unfolding functor going from automata to behaviors. We start by looking at the folding map F.
Proposition 36
Given an rrp ϕ = Σ, P, A, V , the folding of ϕ,
with:
is a DTC-rta.
PROOF. First, observe that δ is well defined since ϕ is a realizable run process. So, it is enough to show that F (ϕ) is a DTC-rta. We start by checking that F (ϕ) holds the DTBW condition. Suppose that we have τ n+1 < min{µ
(ω n+1 )} and without loss of generality
Hence F (ϕ) holds the DTBW condition. Secondly, we show that F (ϕ) holds the DTAW condition. Suppose that
and without loss of generality
Thus F (ϕ) is a DTC-rta.
The set of configurations in the rta F (ϕ) corresponds to the set of reachable states of the configuration process. Hence, the initial configuration is . The random winning times are the sequences of next action times. Finally, the random transition δ Z(τ ,ω) n is the (n + 1)-th projection of the configuration process.
The appropriate notion of rrp morphism is easily obtained by adapting the notion of rta morphism.
Definition 37 An rrp morphism
Realizable run processes together with their morphisms constitute the category rRun. The following result gives us some information about how rrp morphisms appear at the levels of both the step process and the mark process.
Proposition 38 Let h : ϕ → ϕ be a morphism in rRun. Then:
(ii) We start by showing that
Before turning our attention to unfolding, we conclude the analysis of folding by establishing the envisaged folding functor.
Proposition 39
The folding map F extends to a functor from rRun to dRta as follows:
Furthermore we have:
It is useful to denote byω n] the sequence of the n first elements ofω ∈ (Ω
Then, the unfolding functor G is easily established:
Proposition 40 The maps assigning 
We show this result by induction on n.
Two cases must be considered: a)
) and so, since m verifies the DTBW condition,
and furthermore
Since m verifies the DTAW condition
We are now able to show that
The n-th projection of the process of sequences of next action times V of G(m) is easily obtained from the winning times in configuration δ * ξ0
Finally, we prove the main result of this section, extending to rta's the classical result on realization:
Theorem 41 The functor F is left adjoint to G. ,ω) n ).
The uniqueness requirement is straightforward.
We conclude this section by using the theorem above for relating the universal constructions in the category of rta's with those in the category of their behaviours.
Corollary 42
The functor G preserves products of rta's.
That is, the behaviour of an aggregation (product) of rta's is the products of their behaviours. Before looking at the behaviour of interconnections, we need to introduce the forgetful functor Mrk from rRun to Rel − that extracts the alphabets of actions and their maps from rrp's and their morphisms.
Theorem 43
The adjunction F G is fibred with respect to Mrk and Act.
PROOF.
Recall that an adjunction L R is said to be fibred with respect to functors P and Q on the same base category iff: Q • L = P ; P • R = Q; and Q( X ) = id Q(X) . Note that the co-unit provided in Theorem 5.10, is vertical with respect to Act, that is, ε a m = id A .
Corollary 44
The unfolding functor G preserves Cartesian liftings.
Therefore, the behaviour of the interconnection of two rta's is also obtained as the cartesian lifting on their behaviours.
Concluding remarks
The main goal of the paper -a categorical foundation of the theory of randomly timed automata -has been achieved: starting with the practical motivation and presentation of the envisaged notion, the categorical theory of minimization, aggregation, interconnection and realization of such automata has been developed. A very strict form of encapsulation has been also presented, albeit of little practical use, but helpful for technical reasons when establishing properties of interconnection. All these constructions have been presented universally: minimization and realization as adjunctions, aggregation as product, interconnection as cartesian lifting, and encapsulation of actions as co-cartesian lifting. With respect to interconnection, the special form known as 'action calling' deserved detailed analysis.
All these results show that part of the theory of classical automata extends to randomly timed automata. Given the practical interest of such automata for the purpose of modeling computer systems [9] , the theory of randomly timed automata as developed in this paper has some significance from the point of view of Computer Science. Furthermore, from the point of view of Stochastic Processes, the ability to 'present' stochastic processes as the behaviour of randomly timed automata is expected to be of great interest: for instance, the interplay between two point processes that may be recognized as the behaviour of two such automata can be much better understood at the level of the machines. Along these lines, the categorical description of such a kind of interplay between point processes is an immediate contribution that may lead to further developments.
Another contribution is the presentation of stochastic timed automata by means of random sources and random variables, which led to the establishment of an embedding into the category of randomly timed automata. Such embedding provides a natural way to unfold and combine stochastic timed automata. Given that, with stochastic timed automata, it is not possible to introduce dependencies in the random times of actions, the interconnection of stochastic timed automata is not, in general, a stochastic timed automaton. Thus, the notion of randomly timed automaton is well justified as an extension of the notion of stochastic timed automaton where the combination theory is self-contained.
The probabilistic aspects of stochastic Petri nets [17, 24, 8] are similar to those of randomly timed automata: both have random times for transitions. Therefore, it will be interesting to establish a relationship between these automata and stochastic Petri nets, hoping to achieve for these probabilistic systems results similar to those relating classical automata (transition systems) to classical Petri nets (along the lines of [35] ).
Another interesting line of research should be aimed at studying in detail special classes of randomly timed automata, namely those having action times without memory (that is, with exponential distribution). This class of memoryless random times is of great practical significance and should be more amenable to an effective stochastic analysis. To this end, the use of the embedded general state Markov process is the most promising line of development.
In particular, we intend to apply techniques to rta's borrowed from Markov additive processes [29] .
Finally, it is worthwhile to develop the categorical theory of rta's over the bi-categorical approach of Walters et al [21, 22] and pursue other directions in which a categorical theoretical perspective would be interesting, besides investigating traditional results in automata. Moreover, it would be worthwhile to study the properties of an algebra for putting together rta's.
