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Abstract
We study the system of differential equations which describes the diffusion of a penetrant liquid in a polymer. We construct
dissipative solutions to the Cauchy problem for this system in the space.
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1. Introduction
Widespread applications of polymeric materials in industry, medicine, and everyday life require theoretical under-
standing and mathematical modelling of their behaviour. One of the basic distinguishing properties of polymers is
viscoelasticity. It shows itself in the peculiar dynamics of polymers which can be modelled via non-classical (non-
Newtonian) differential relations between the stress tensor and the strain velocity tensor, and this leads to challenging
mathematical problems (see e.g. [7]). Furthermore, there is a growing consensus that viscoelastic mechanisms play an
important role in diffusion processes in polymers [4].
It is well known that diffusion in continuums is described by the following conservation law:
∂u
∂t
= −divJ (1.1)
where u = u(t, x) is the concentration and J = J (t, x) is the concentration flux vector (they depend on time t and the
spatial point x).
The classical Fick’s law states that the flux is proportional to the concentration gradient
J = −D(u)∇u (1.2)
where D(u) is the diffusion coefficient (generally speaking, it is a positive-definite tensor). Formulas (1.1) and (1.2)
yield the classical diffusion equation
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∂t
= div(D(u)∇u). (1.3)
If D(u) ≡ DI (where I is the unit tensor and D is a positive number), then (1.3) becomes the heat equation
∂u
∂t
= Du. (1.4)
Experiments show that the concentration behaviour in diffusion processes in polymers cannot be described by (1.3)
or (1.4) (see e.g. [17]). Let us mention two examples of such phenomena. The first one is so-called “case II diffusion”
where concentration fronts can move with constant speed (the Fick’s law implies that a front should propagate with
speed proportional to 1√
t
). The second one is called “sorption overshoot.” It means that the mass of penetrant absorbed
by the polymer increases sharply until some point and then decreases, little by little, to a steady-state value [3].
Thus, Fick’s law (1.2) should be replaced by another relation in order to explain the observed phenomena. One of
such relations (based on the relaxation (viscoelastic) mechanism) was proposed by Cohen et al. [3,4] for the diffusion
of a penetrant liquid in a polymer
J = −D(u)∇u−E(u)∇
t∫
−∞
exp
( s∫
t
β
(
u(ξ, x)
)
dξ
)
f
(
u(s, x),
∂u(s, x)
∂s
)
ds. (1.5)
Here E,β,D are scalar functions of a scalar argument, f is a scalar function of two scalar arguments, D and E
are called the diffusion and stress-diffusion coefficients, respectively. The function β is the inverse of the relaxation
time. A typical example of β is [3]
β(u) = 1
2
(βR + βG)+ 12 (βR − βG) tanh
(
u− uRG
δ
)
where βR,βG, δ,uRG are positive constants, βR > βG.
The constitutive law (1.5) may be rewritten as a system of two differential equations using the new variable
σ(t, x) = ∫ t−∞ exp(∫ st β(u(ξ, x)) dξ)f (u(s, x), ∂u(s,x)∂s ) ds which is called stress (but has no exact connection with
the classical stress tensor)
J (t, x) = −D(u)∇u− E(u)∇σ, (1.6)
∂σ
∂t
+ β(u)σ = f
(
u,
∂u
∂t
)
. (1.7)
We assume (as in [3]) that D(u) ≡ D > 0 and E(u) ≡ E > 0. Then (1.6) and (1.1) yield the diffusion equation
∂u
∂t
= Du+ Eσ. (1.8)
A typical (but simple) form for the function f is
f (u,u′) = μu+ νu′ (1.9)
where μ and ν are constants. This relation was used, for instance, in [4,5,15] (and in [3] with ν = 0). In this paper we
assume, however, that μ is not a constant but depends on u.
Initial-boundary value problems for some particular cases of the general system (1.1), (1.6), (1.7) were studied in
[1,2,8]. H. Amann [2] considers a wide class of these particular cases and shows existence of maximal (not global in
time) solutions. A global existence result is given in [8] but only for the one-dimensional case (0 < x < 1). Another
result on global in time solvability is presented in [1] for f = μu and D = E = const. It is formulated for 0 < x < 1,
but the technique used there seems to be applicable for x ∈ Ω where Ω ⊂ Rn is a bounded domain with smooth
boundary.
Observe that if we take the gradient of (1.7), we get
∂∇σ + ∇(β(u)σ )= ∇f (u,u′). (1.10)
∂t
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with a constant μ > 0. These simplifications provide extra a priori estimates, but the goal of our paper is to study the
original model.
The lack of suitable a priori estimates impedes investigation of system (1.7)–(1.8) even if the equalities are consid-
ered in the sense of distributions. A possible way out is to study so-called dissipative solutions.
The idea of dissipative solutions for PDEs is due to P.-L. Lions [10], who proposed it for the Euler equations
of ideal fluid motion. It consists in replacement of an equation by a system of inequalities depending on functional
parameters. The solutions of this system are called dissipative solutions to the original equation. Any regular (strong)
solution of the equation should be a dissipative solution. All dissipative solutions should coincide with the regular
solution (with the same initial data) as long as the latter one exists.
The aim of our paper is to construct dissipative solutions to the Cauchy problem for system (1.7)–(1.8) in the
n-dimensional space, n ∈ N. The proof of existence is based on approximating and topological arguments (cf. [18]).
2. Statement of the problem, notations, and the main result
We consider a polymer filling the whole space Rn, n ∈ N. The most important particular cases are n = 2 (diffusion
in polymer films) and n = 3. We study the diffusion of a penetrant in this polymer which is described by the following
Cauchy problem:
∂u
∂t
= Du+Eσ, (2.1)
∂σ
∂t
+ β(u)σ = μ(u)u+ ν ∂u
∂t
, (2.2)
u|t=0 = a, σ |t=0 = σ0. (2.3)
Here u = u(t, x) : [0,+∞) × Rn → R is the unknown concentration of the penetrant (at the spatial point x at the
moment of time t), σ = σ(t, x) : [0,+∞)×Rn → R is the unknown stress, a = a(x), σ0 = σ0(x) : Rn → R are given
initial data, D,E,ν are given positive constants, μ, β : R → R are given functions. We assume that these functions
are continuous, and that there are constants Kμ,Kβ,Lμ,Lβ such that∣∣μ(ξ)∣∣Kμ, ∣∣μ(ξ)−μ(η)∣∣Lμ|ξ − η|, ξ, η ∈ R, (2.4)∣∣β(ξ)∣∣Kβ, ∣∣β(ξ)− β(η)∣∣ Lβ |ξ − η|, ξ, η ∈ R. (2.5)
Denote τ = σ − νu, τ0 = σ0 − νa, γ (·) = μ(·) − νβ(·), d = D + Eν. Then we can rewrite (2.1)–(2.3) in the
following form:
∂u
∂t
= du+ Eτ, (2.6)
∂τ
∂t
+ β(u)τ = γ (u)u, (2.7)
u|t=0 = a, τ |t=0 = τ0. (2.8)
By (2.4) and (2.5), there are constants Kγ ,Lγ such that∣∣γ (ξ)∣∣Kγ , ∣∣γ (ξ)− γ (η)∣∣ Lγ |ξ − η|, ξ, η ∈ R. (2.9)
Let us introduce the necessary notations.
We use the standard notations Lp(Ω), Wmp (Ω), Hm(Ω) = Wm2 (Ω) (m ∈ Z,1  p ∞), Hm0 (Ω) = ˚Wm2 (Ω)
(m ∈ N) for Lebesgue and Sobolev spaces of functions defined on an open domain Ω ⊂ Rn.
Hereafter we write (u, v)m for the scalar product (u, v)Hm(Ω) and ‖u‖m for the Euclidean norm ‖u‖Hm(Ω), m ∈ N.
The scalar product and the norm in L2(Ω)k = L2(Ω,Rk), is denoted by (u, v) and ‖u‖, respectively (k is equal to 1
or n).
As usual, we identify the space H−m(Ω), m ∈ N, with the space of linear continuous functionals on Hm0 (Ω) (the
dual space). The value of a functional from H−m(Ω) on an element from Hm0 (Ω) is denoted by 〈·,·〉 (the “bra-ket”
notation). We recall that ‖ϕ‖−m = sup‖w‖ =1 |〈ϕ,w〉|.m
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The operator I −  (identity operator minus Laplacian) is an isomorphism from Hm onto Hm−2, m ∈ Z. The
scalar product in Hm may be defined as
(u, v)m =
∫
Rn
(I −)m/2u(x)(I −)m/2v(x) dx.
Here
(I −)m/2u =F−1(1 + ‖ξ‖2
Rn
)m/2F(u)
where Fx→ξ is the Fourier transform of Rn.
Note that
‖u‖m  ‖u‖r (m < r, u ∈ Hr).
The operators , I − : Hm → Hm−2 are self-adjoint.
We recall that
‖u‖m = ‖uˆ‖m
where u ∈ Hm0 (Ω), m ∈ N, and uˆ ∈ Hm coincides with u in Ω and vanishes outside Ω .
The symbols C(J ;X), Cw(J ;X), L2(J ;X), etc., denote the spaces of continuous, weakly continuous, quadrat-
ically integrable, etc., functions on an interval J ⊂ R (which may be unbounded) with values in a Banach space X.
We recall that a function u : J → X is weakly continuous if for any linear continuous functional g on X the function
g(u(·)) : J → R is continuous. The symbol L2,loc([0,∞);X) stands for the space of functions u : (0,∞) → X which
belong to L2(0, T ;X) for all T > 0.
If X is a function space (L2(Ω),Hm(Ω), etc.), then we identify the elements of C(J ;X), L2(J ;X), etc., with
scalar functions defined on J ×Ω according to the formula
u(t)(x) = u(t, x), t ∈ J , x ∈ Ω.
For sufficiently regular functions v, ζ : J × Ω → R, denote
E1(v, ζ ) = −∂v
∂t
+ dv + Eζ,
E2(v, ζ ) = −∂ζ
∂t
− β(v)ζ + γ (v)v.
We shall also use the function spaces (T is a positive number)
W = W(Ω,T ) = {τ ∈ L2(0, T ;H 10 (Ω)), τ ′ ∈ L2(0, T ;H−1(Ω))},
‖τ‖W = ‖τ‖L2(0,T ;H 10 (Ω)) + ‖τ
′‖L2(0,T ;H−1(Ω));
W2 = W2(Ω,T ) =
{
τ ∈ L2
(
0, T ;H 20 (Ω)
)
, τ ′ ∈ L2
(
0, T ;H−2(Ω))},
‖τ‖W2 = ‖τ‖L2(0,T ;H 20 (Ω)) + ‖τ
′‖L2(0,T ;H−2(Ω)).
Lemma III.1.2 from [16] implies the embeddings W,W2 ⊂ C([0, T ];L2(Ω)).
Now we can give the definition of dissipative solution for problem (2.6)–(2.8).
Definition. Let a ∈ H−1, τ0 ∈ L2. A pair of functions (u, τ ) from the class
u ∈ L2,loc
([0,∞);L2)∩ Cw([0,∞);H−1), (2.10)
τ ∈ Cw
([0,∞);L2) (2.11)
is called a dissipative solution for problem (2.6)–(2.8) if, for all sufficiently regular functions v, ζ ∈ C([0,∞);
L2 ∩L∞) and all non-negative numbers t , one has
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2
∥∥u(t)− v(t)∥∥2−1 + 12∥∥τ(t)− ζ(t)∥∥2 + d5
t∫
0
∥∥u(s) − v(s)∥∥2 ds
 exp
( t∫
0
Γ (s) ds
){
1
2
∥∥a − v(0)∥∥2−1 + 12∥∥τ0 − ζ(0)∥∥2
+
t∫
0
exp
( 0∫
s
Γ (ξ) dξ
)[(
E1(v, ζ )(s), u(s) − v(s)
)
−1 +
(
E2(v, ζ )(s), τ (s) − ζ(s)
)]
ds
}
(2.12)
where
Γ (s) = 1
2
+ 10E
2
d
+ 2Kβ + 2d + 52d K
2
γ +
5
2d
L2β
∥∥ζ(s)∥∥2
L∞ +
5
2d
L2γ
∥∥v(s)∥∥2
L∞ . (2.13)
The main result of our paper is that these solutions have three basic merits [10] of dissipative solutions:
Theorem 2.1.
(a) Given a ∈ H−1, τ0 ∈ L2, there is a dissipative solution for problem (2.6)–(2.8).
(b) If, for some a ∈ H−1, τ0 ∈ L2, there exist T > 0 and a sufficiently regular solution (u1, τ1) : [0, T ] × Rn →
R×R to problem (2.6)–(2.8), then the restriction of any dissipative solution (with the same initial data) to [0, T ]
coincides with (u1, τ1).
(c) Every sufficiently regular solution (u, τ ) : [0,∞)× Rn → R × R is a (unique) dissipative solution.
Note that a dissipative solution is not a priori unique (for given initial data). Theorem 2.1(c) means that if there is
a global in time regular solution, then the dissipative solution is unique and coincides with it.
Now we turn to the proof of the theorem.
3. Proof of the main result
Before proving Theorem 2.1 we have to make some auxiliary observations. Let us begin with the following simple
inequality:
Lemma 3.1. Let f,χ,L,M : [0, T ] → R be scalar functions, χ,L,M ∈ L1(0, T ), and f ∈ W 11 (0, T ) (i.e. f is
absolutely continuous). If
χ(t) 0, L(t) 0 (3.1)
and
f ′(t) + χ(t)L(t)f (t)+M(t) (3.2)
for a.a. t ∈ (0, T ), then
f (t)+
t∫
0
χ(s) ds  exp
( t∫
0
L(s)ds
)[
f (0) +
t∫
0
exp
( 0∫
s
L(ξ) dξ
)
M(s)ds
]
(3.3)
for all t ∈ [0, T ].
Proof. Denote the left-hand side of (3.3) by g(t). Then
g′(t)L(t)f (t)+M(t) L(t)g(t) +M(t). (3.4)
Let G(t) = exp(∫ 0 L(ξ)dξ)g(t). Multiplying (3.4) with exp(∫ 0 L(ξ)dξ), we get
t t
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( 0∫
t
L(ξ) dξ
)
M(t). (3.5)
Integration of this inequality gives
G(t)G(0) +
t∫
0
exp
( 0∫
s
L(ξ) dξ
)
M(s)ds. (3.6)
It remains to observe that G(t) = exp(∫ 0
t
L(s) ds)(f (t)+ ∫ t0 χ(s)) and G(0) = f (0). 
Now, consider the following auxiliary problem:
∂u
∂t
= du+ λEτ, (3.7)
∂τ
∂t
+ ε2τ + λβ(u)τ = λγ (u)u, (3.8)
u|t=0 = a, τ |t=0 = τ0. (3.9)
Here ε > 0, λ ∈ [0,1] are parameters.
Let Ω be a domain in Rn (it may be Rn itself).
Definition. Given a, τ0 ∈ L2(Ω), a pair of functions (u, τ ) from the class
u ∈ W(Ω,T ), τ ∈ W2(Ω,T ) (3.10)
is a weak solution of problem (3.7)–(3.9) if equality (3.7) holds in the space H−1(Ω) a.e. on (0, T ), (3.8) holds in the
space H−2(Ω) a.e. on (0, T ), and (3.9) holds in L2(Ω).
The last condition makes sense due to the embeddings W,W2 ⊂ C([0, T ];L2(Ω)).
Lemma 3.2. Let (u, τ ) be a weak solution to problem (3.7)–(3.9). Then the following a priori estimate holds:
‖u‖W + ‖τ‖W2 + ‖u‖L∞(0,T ;L2(Ω)) + ‖τ‖L∞(0,T ;L2(Ω))  C (3.11)
where C is independent of λ and Ω , but depends on ‖a‖, ‖τ0‖, T , ε.
Proof. Take the “bra-ket” of the terms of (3.7) (as elements of H−1(Ω)) and u(t) ∈ H 10 (Ω) at a.a. t ∈ [0, T ],〈
∂u
∂t
, u
〉
= d〈u,u〉 + λE〈τ,u〉.
Take the “bra-ket” of the terms of (3.8) (as elements of H−2(Ω)) and τ(t) ∈ H 20 (Ω) at a.a. t ∈ [0, T ],〈
∂τ
∂t
, τ
〉
+ ε〈2τ, τ 〉+ λ(β(u)τ, τ)= λ(γ (u)u, τ).
Note (see e.g. [16, Lemma III.1.2]) that(‖u‖2)′ = 2〈u′, u〉, (‖τ‖2)′ = 2〈τ ′, τ 〉.
Adding the results and making some simple transformations, we get
1
2
(‖u‖2)′ + 1
2
(‖τ‖2)′ + d(∇u,∇u)+ ε(τ,τ)+ (∇τ,∇τ)
= λE〈τ,u〉 − λ(β(u)τ, τ)+ λ(γ (u)u, τ)− (τ, τ).
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1
2
∥∥u(t)∥∥2 + 1
2
∥∥τ(t)∥∥2 + d t∫
0
(∇u(s),∇u(s))ds + ε t∫
0
(
τ(s),τ(s)
)
ds +
t∫
0
(∇τ(s),∇τ(s))ds
 1
2
‖a‖2 + 1
2
‖τ0‖ + λE
t∫
0
∥∥τ(s)∥∥∥∥u(s)∥∥ds + λKβ t∫
0
∥∥τ(s)∥∥2 ds
+ λKγ
t∫
0
∥∥u(s)∥∥∥∥τ(s)∥∥ds + t∫
0
∥∥τ(s)∥∥∥∥τ(s)∥∥ds.
Applying Cauchy’s inequality ab ca2 + 14c b2 to the last three terms, we obtain
1
2
∥∥u(t)∥∥2 + 1
2
∥∥τ(t)∥∥2 + d t∫
0
∥∥∇u(s)∥∥2 ds + ε t∫
0
∥∥τ(s)∥∥2 + t∫
0
∥∥∇τ(s)∥∥2 ds
 1
2
‖a‖2 + 1
2
‖τ0‖ + ε3
t∫
0
∥∥τ(s)∥∥2 ds + 3λ2E2
4ε
t∫
0
∥∥u(s)∥∥2 ds + λKβ t∫
0
∥∥τ(s)∥∥2 ds + λKγ t∫
0
∥∥u(s)∥∥2 ds
+ λKγ
4
t∫
0
∥∥τ(s)∥∥2 ds + ε
3
t∫
0
∥∥τ(s)∥∥2 ds + 3
4ε
t∫
0
∥∥τ(s)∥∥2 ds.
Thus, since λ 1,
1
2
∥∥u(t)∥∥2 + 1
2
∥∥τ(t)∥∥2 + d t∫
0
∥∥∇u(s)∥∥2 ds + ε
3
t∫
0
∥∥τ(s)∥∥2 + t∫
0
∥∥∇τ(s)∥∥2 ds
 1
2
‖a‖2 + 1
2
‖τ0‖ +
(
3E2
4ε
+Kγ
) t∫
0
∥∥u(s)∥∥2 ds +(Kβ + Kγ4 + 34ε
) t∫
0
∥∥τ(s)∥∥2 ds. (3.12)
Now Lemma 3.1 (with f (t) = ∫ t0 ‖u(s)‖2 ds + ∫ t0 ‖τ(s)‖2 ds) implies a bound for the right-hand and the left-hand
sides of (3.12), so we get an estimate of ‖u‖L∞(0,T ;L2(Ω)), ‖τ‖L∞(0,T ;L2(Ω)), ‖u‖L2(0,T ;H 10 (Ω)) and ‖τ‖L2(0,T ;H 20 (Ω))(here one can use the Gronwall lemma instead of Lemma 3.1 as well). It remains to estimate the time derivatives.
Since (3.7) holds in H−1(Ω), for any ϕ ∈ H 10 (Ω) one has∥∥〈u′, ϕ〉∥∥
L2(0,T ) =
∥∥d〈u,ϕ〉 + λE〈τ,ϕ〉∥∥
L2(0,T )
= ∥∥d〈∇u,∇ϕ〉 + λE〈τ,ϕ〉∥∥
L2(0,T )
 d‖u‖L2(0,T ;H 1(Ω))‖ϕ‖1 + E‖τ‖L2(0,T ;L2(Ω))‖ϕ‖ C‖ϕ‖1,
and we get the required estimate for u′.
Similarly, since (3.8) holds in H−2(Ω), for any ϕ ∈ H 20 (Ω) one has∥∥〈τ ′, ϕ〉∥∥
L2(0,T ) 
∥∥〈ε2τ,ϕ〉∥∥
L2(0,T ) +
∥∥〈λβ(u)τ,ϕ〉∥∥
L2(0,T ) +
∥∥〈λγ (u)u,ϕ〉∥∥
L2(0,T )

∥∥〈ετ,ϕ〉∥∥
L2(0,T ) +Kβ
∥∥〈τ,ϕ〉∥∥
L2(0,T ) +Kγ
∥∥〈u,ϕ〉∥∥
L2(0,T )
 ε‖τ‖L2(0,T ;H 2(Ω))‖ϕ‖2 +Kβ‖τ‖L2(0,T ;L2(Ω))‖ϕ‖ + Kγ ‖u‖L2(0,T ;L2(Ω))‖ϕ‖
 C‖ϕ‖2. 
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(3.7)–(3.9) in class (3.10).
Proof. Assume first that the domain Ω is bounded.
Let us introduce auxiliary operators by the following formulas:
Q1 :W2 → L2
(
0, T ;H−1(Ω)), Q1(τ ) = −Eτ,
Q2 :W ×W2 → L2
(
0, T ;H−2(Ω)), Q2(u, τ ) = β(u)τ − γ (u)u,
Q :W ×W2 → L2
(
0, T ;H−1(Ω))×L2(0, T ;H−2(Ω))× L2(Ω)× L2(Ω),
Q(u, τ) = (Q1(τ ),Q2(u, τ ),0,0),
A˜ :W ×W2 → L2
(
0, T ;H−1(Ω))×L2(0, T ;H−2(Ω))× L2(Ω) ×L2(Ω),
A˜(u, τ ) = (u′ − du, τ ′ + ε2τ,u|t=0, τ |t=0).
Then problem (3.7)–(3.9) is equivalent to the operator equation
A˜(u, τ )+ λQ(u, τ) = (0,0, a, τ0). (3.13)
The embeddings W ⊂ L2(0, T ;L2(Ω)), W2 ⊂ L2(0, T ;H 10 (Ω)) are compact (by e.g. [16, Theorems III.2.1
and II.1.1]). Let us show that the operators Q1,Q2 are compact. Really, the operator Q1 may be considered as a
superposition of the compact embedding operator
j : W2 → L2
(
0, T ;H 10 (Ω)
)
and of the operator
Q1 : L2
(
0, T ;H 10 (Ω)
)→ L2(0, T ;H−1(Ω)),
which is continuous. The operator Q2 may be considered as a superposition of the embedding operator
j1 : W ×W2 → L2
(
0, T ;L2(Ω)
)× L2(0, T ;L2(Ω)),
the Nemytskii operator
Q2 : L2
(
0, T ;L2(Ω)
)× L2(0, T ;L2(Ω))→ L2(0, T ;L2(Ω)),
and of the embedding operator
j2 : L2
(
0, T ;L2(Ω)
)→ L2(0, T ;H−2(Ω)).
The first operator is compact, the third is continuous, so it suffices to observe that the second one is also continuous
by Krasnoselskii’s theorem [9,14] on continuity of Nemytskii operators.
Hence, the operator Q is also compact. But the operator A˜ is invertible (e.g. by Theorem 1.1 from [6, Chapter VI]).
Rewrite Eq. (3.13) as
(u, τ )+ λA˜−1Q(u, τ) = A˜−1(0,0, a, τ0). (3.14)
By Lemma 3.2, Eq. (3.14) has no solutions on the boundary of a sufficiently large ball B in W × W2, independent
of λ. Without loss of generality a0 = A˜−1(0,0, a, τ0) belongs to this ball. Then we can consider the Leray–Schauder
degree (see e.g. [11]) of the map I + λA˜−1Q (I is the identity map) on the ball B with respect to the point a0,
degLS
(
I + λA˜−1Q,B,a0
)
.
By the homotopic invariance property of the degree we have
degLS
(
I + λA˜−1Q,B,a0
)= degLS(I,B,a0) = 1 = 0.
Thus, Eq. (3.14) (and therefore, problem (3.7)–(3.9)) has a solution in the ball B for every λ.
Now, let Ω be unbounded. Denote by Ωm the intersection of Ω with the ball Bm of radius m ∈ N centered at the
origin in the space Rn. As we have just proved, there exists a weak solution (um, τm) ∈ W(Ωm,T ) × W2(Ωm,T ) to
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coincide with um and τm, respectively, in Ωm, and are identically zero in Ω\Ωm. Then without loss of generality
(passing to a subsequence if necessary) we may assume that there exists a pair (u∗, τ∗) such that
u˜m → u∗ weakly in L2
(
0, T ;H 10 (Ω)
)
,
u˜m → u∗ *-weakly in L∞
(
0, T ;L2(Ω)
)
,
τ˜m → τ∗ weakly in L2
(
0, T ;H 20 (Ω)
)
,
τ˜m → τ∗ *-weakly in L∞
(
0, T ;L2(Ω)
)
.
For any natural number k, Lemma 3.2 implies that the sequence {u′m}, m k, is bounded in L2(0, T ;H−1(Ωk)),
and the sequence {τ ′m}, m k, is bounded in L2(0, T ;H−2(Ωk)). Hence (by e.g. [16, Theorem III.2.1])
um|Ωk = u˜m|Ωk → u∗|Ωk strongly in L2
(
0, T ;L2(Ωk)
)
,
τm|Ωk = τ˜m|Ωk → τ∗|Ωk strongly in L2
(
0, T ;L2(Ωk)
)
for every k. Furthermore (by [13, Corollary 6])
um|Ωk = u˜m|Ωk → u∗|Ωk strongly in C
([0, T ];H−1(Ωk)),
τm|Ωk = τ˜m|Ωk → τ∗|Ωk strongly in C
([0, T ];H−1(Ωk)).
Let us show that (u∗, τ∗) is a weak solution to problem (3.7)–(3.9) on Ω , i.e. for any ϕ ∈ H 10 (Ω),Φ ∈ H 20 (Ω) one
has 〈
u′∗, ϕ
〉= 〈du∗, ϕ〉 + 〈λEτ∗, ϕ〉, (3.15)〈
τ ′∗,Φ
〉+ 〈ε2τ∗,Φ〉+ 〈λβ(u∗)τ∗,Φ〉− 〈λγ (u∗)u∗,Φ〉= 0, (3.16)
u∗|t=0 = a, τ∗|t=0 = τ0. (3.17)
Strong convergence in C([0, T ];H−1(Ωk)) implies (3.17) immediately, since
a|Ωk = um|Ωk(0) → u∗|Ωk (0), τ0|Ωk = τm|Ωk (0) → τ∗|Ωk (0).
Take arbitrary ϕ ∈ H 10 (Ω), Φ ∈ H 20 (Ω). Since the functions with compact supports are dense in H 10 (Ω) and
H 20 (Ω), it suffices to consider the case when ϕ and Φ have compact supports. Fix k large enough (such that the
supports of ϕ and Φ are contained in Ωk). Then for each m k one has〈
u′m,ϕ
〉= 〈dum,ϕ〉 + 〈λEτm,ϕ〉, (3.18)〈
τ ′m,Φ
〉+ 〈ε2τm,Φ〉+ 〈λβ(um)τm,Φ〉− 〈λγ (um)um,Φ〉= 0. (3.19)
Passing to the limit as m → ∞ in (3.18), (3.19), we obtain (3.15), (3.16). More precisely, we can pass to the limit
in the terms with time derivatives at least in the sense of scalar distributions on (0, T ); passage to the limit in the linear
terms is immediate since a linear image of weakly converging sequence is again weakly converging; passage to the
limit in the non-linear terms is possible since the Nemytskii operator
Q2 : L2
(
0, T ;L2(Ωk)
)×L2(0, T ;L2(Ωk))→ L2(0, T ;L2(Ωk)),
Q2(u, τ ) = β(u)τ − γ (u)u
is continuous (see the proof of Lemma 3.2).
Finally, repeating the arguments from the proof of Lemma 3.2, one easily checks that u′∗ ∈ L2(0, T ;H−1(Ω)),
τ ′∗ ∈ L2(0, T ;H−2(Ω)). 
Lemma 3.4. Let (u, τ ) ∈ W(Rn, T ) × W2(Rn, T ) be a weak solution to problem (3.7)–(3.9) with λ = 1. Then, for all
sufficiently regular functions v, ζ ∈ C([0,∞);L2 ∩L∞) and 0 t  T , one has
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2
∥∥u(t)− v(t)∥∥2−1 + 12∥∥τ(t)− ζ(t)∥∥2 + d5
t∫
0
∥∥u(s) − v(s)∥∥2 ds + ε t∫
0
∥∥τ(s) −ζ(s)∥∥2 ds
 exp
( t∫
0
Γ (s) ds
){
1
2
∥∥a − v(0)∥∥2−1 + 12∥∥τ0 − ζ(0)∥∥2
+
t∫
0
exp
( 0∫
s
Γ (ξ) dξ
)[(
E1(v, ζ )(s), u(s) − v(s)
)
−1
+ (E2(v, ζ )(s), τ (s) − ζ(s))+ ε2∥∥2ζ(s)∥∥2]ds
}
(3.20)
where Γ is as in (2.13).
Proof. Let v, ζ ∈ C([0,∞);L2 ∩L∞) be some sufficiently regular functions. Adding E1(v, ζ ) to both sides of (3.7),
we get
∂(u − v)
∂t
= d(u− v)+E(τ − ζ )+ E1(v, ζ ). (3.21)
Similarly, from (3.8) we have
∂(τ − ζ )
∂t
+ ε2τ + β(u)τ − β(v)ζ = γ (u)u − γ (v)v + E2(v, ζ ). (3.22)
Rewrite (3.21) in the following form:
∂(u − v)
∂t
− d(u− v)− E(τ − ζ )+ d(I −)(u − v)+E(I −)(τ − ζ ) = E1(v, ζ ). (3.23)
Applying the operator (I −)−1 to both members of (3.23), we arrive at
∂(I −)−1(u− v)
∂t
− d(I − )−1(u− v)− E(I −)−1(τ − ζ )+ d(u− v)+ E(τ − ζ )
= (I − )−1E1(v, ζ ). (3.24)
Take the L2-scalar product of (3.24) and (u− v)(t) for a.a. t ∈ (0, T ),(
∂(u − v)
∂t
, u− v
)
−1
− d(u− v,u− v)−1 − E(τ − ζ,u− v)−1 + d(u− v,u− v)+ E(τ − ζ,u− v)
= (E1(v, ζ ), u − v)−1. (3.25)
Take the L2-scalar product of (3.22) and (τ − ζ )(t) for a.a. t ∈ (0, T ) (in some terms the scalar product should be
replaced by the “bra-ket” of a functional from H−2 and an element from H 20 ),〈
∂(τ − ζ )
∂t
, τ − ζ
〉
+ ε(2ζ, τ − ζ )+ ε〈2(τ − ζ ), τ − ζ 〉+ (β(u)τ − β(v)ζ, τ − ζ )
= (γ (u)u− γ (v)v, τ − ζ )+ (E2(v, ζ ), τ − ζ ). (3.26)
Adding (3.25) and (3.26), we get
1
2
(‖u− v‖2−1)′ + 12(‖τ − ζ‖2)′ + d‖u− v‖2 + ε((τ − ζ ),(τ − ζ ))
= −ε(2ζ, τ − ζ )+ d(u− v,u− v)−1 +E(τ − ζ,u− v)−1
− E(τ − ζ,u− v)− (β(u)(τ − ζ ), τ − ζ )− ((β(u)− β(v))ζ, τ − ζ )
+ (γ (u)(u− v), τ − ζ )+ ((γ (u)− γ (v))v, τ − ζ )+ (E1(v, ζ ), u− v) + (E2(v, ζ ), τ − ζ ).−1
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 2E‖τ − ζ‖‖u− v‖.
Taking into account (2.5), (2.9) we conclude
1
2
(‖u− v‖2−1)′ + 12(‖τ − ζ‖2)′ + d‖u− v‖2 + ε∥∥(τ − ζ )∥∥2
 ε
∥∥2ζ∥∥‖τ − ζ‖ + d‖u− v‖2−1 + 2E‖τ − ζ‖‖u− v‖ +Kβ‖τ − ζ‖2 +Lβ‖u− v‖‖ζ‖L∞‖τ − ζ‖
+Kγ ‖u− v‖‖τ − ζ‖ +Lγ ‖u− v‖‖v‖L∞‖τ − ζ‖ +
(
E1(v, ζ ), u − v
)
−1 +
(
E2(v, ζ ), τ − ζ
)
.
Thus, by Cauchy’s inequality
1
2
(‖u− v‖2−1)′ + 12(‖τ − ζ‖2)′ + d‖u− v‖2 + ε∥∥(τ − ζ )∥∥2
 ε2
∥∥2ζ∥∥2 + 1
4
‖τ − ζ‖2 + d‖u− v‖2−1 +
5E2
d
‖τ − ζ‖2 + d
5
‖u− v‖2
+Kβ‖τ − ζ‖2 + 54d L
2
β‖ζ‖2L∞‖τ − ζ‖2 +
d
5
‖u− v‖2
+ 5
4d
K2γ ‖τ − ζ‖2 +
d
5
‖u− v‖2 + 5
4d
L2γ ‖v‖2L∞‖τ − ζ‖2 +
d
5
‖u− v‖2
+ (E1(v, ζ ), u− v)−1 + (E2(v, ζ ), τ − ζ ).
Therefore
1
2
(‖u− v‖2−1)′ + 12(‖τ − ζ‖2)′ + d5 ‖u− v‖2 + ε∥∥(τ − ζ )∥∥2
 ε2
∥∥2ζ∥∥2 + (E1(v, ζ ), u− v)−1 + (E2(v, ζ ), τ − ζ )
+ ‖τ − ζ‖2
[
1
4
+ 5E
2
d
+Kβ + 54d L
2
β‖ζ‖2L∞ +
5
4d
K2γ +
5
4d
L2γ ‖v‖2L∞
]
+ d‖u− v‖2−1
 ε2
∥∥2ζ∥∥2 + (E1(v, ζ ), u− v)−1 + (E2(v, ζ ), τ − ζ )+ Γ(12‖u− v‖2−1 + 12‖τ − ζ‖2
)
where Γ is as in (2.13). Applying Lemma 3.1 with f = 12‖u− v‖2−1 + 12‖τ − ζ‖2, χ = d5 ‖u− v‖2 + ε‖(τ − ζ )‖2,
L = Γ , M = ε2‖2ζ‖2 + (E1(v, ζ ), u − v)−1 + (E2(v, ζ ), τ − ζ ), we get (3.20). 
Corollary 3.1. Let (u, τ ) ∈ W(Rn, T )×W2(Rn, T ) be a weak solution to problem (3.7)–(3.9) with λ = 1. The follow-
ing estimates are valid:
‖u‖L∞(0,T ;H−1) + ‖τ‖L∞(0,T ;L2) + ‖u‖L2(0,T ;L2) < K1, (3.27)
ε‖τ‖2L2(0,T ;L2) < K2, (3.28)
‖u′‖L2(0,T ;H−2) + ‖τ ′‖L2(0,T ;H−2) < K3(1 +
√
ε ). (3.29)
The constants K1, . . . ,K3 are independent of ε, but depend on ‖a‖−1, ‖τ0‖, T .
Proof. Estimates (3.27), (3.28) follow from (3.20) with v ≡ 0, ζ ≡ 0 (note that E1(0,0) = E2(0,0) = 0).
Let us estimate the first term in (3.29). Since (3.7) holds in H−1, it holds also in H−2. Thus, for any ϕ ∈ H 20 one
has ∥∥〈u′, ϕ〉∥∥
L2(0,T ) =
∥∥d〈u,ϕ〉 + E〈τ,ϕ〉∥∥
L2(0,T )
= ∥∥d〈u,ϕ〉 + E〈τ,ϕ〉∥∥
L2(0,T )
 d‖u‖L2(0,T ;L2)‖ϕ‖2 +E‖τ‖L2(0,T ;L2)‖ϕ‖2
 d‖u‖L (0,T ;L )‖ϕ‖2 +E
√
T ‖τ‖L∞(0,T ;L )‖ϕ‖2  C‖ϕ‖22 2 2
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L2(0,T ) 
∥∥〈ε2τ,ϕ〉∥∥
L2(0,T ) +
∥∥〈β(u)τ,ϕ〉∥∥
L2(0,T ) +
∥∥〈γ (u)u,ϕ〉∥∥
L2(0,T )

∥∥〈ετ,ϕ〉∥∥
L2(0,T ) + Kβ
∥∥〈τ,ϕ〉∥∥
L2(0,T )+Kγ
∥∥〈u,ϕ〉∥∥
L2(0,T )

√
ε‖√ετ‖L2(0,T ;L2)‖ϕ‖2 + Kβ‖τ‖L2(0,T ;L2)‖ϕ‖ +Kγ ‖u‖L2(0,T ;H−1)‖ϕ‖1
 C‖ϕ‖2(1 + √ε )
where C depends only on K1, K2, T . 
Proof of the claim (a) in Theorem 2.1. Take an increasing sequence of positive numbers Tm → ∞ and a decreasing
sequence of positive numbers εm → 0. Take a sequence of functions from L2: am → a in H−1. By Lemma 3.3, there
is a pair (um, τm) which is a weak solution to problem (3.7)–(3.9) with λ = 1, T = Tm, ε = εm, Ω = Rn, a = am.
Denote by u˜m and τ˜m the functions which are equal to um and τm in [0, Tm] and are equal to zero on (Tm,+∞).
Lemma 3.4 implies that, for all sufficiently regular functions v, ζ ∈ C([0,∞);L2 ∩ L∞) and 0 t  Tm, one has
1
2
∥∥um(t) − v(t)∥∥2−1 + 12∥∥τm(t)− ζ(t)∥∥2 + d5
t∫
0
∥∥um(s) − v(s)∥∥2 ds
 exp
( t∫
0
Γ (s) ds
){
1
2
∥∥am − v(0)∥∥2−1 + 12∥∥τ0 − ζ(0)∥∥2
+
t∫
0
exp
( 0∫
s
Γ (ξ) dξ
)[(
E1(v, ζ )(s), um(s) − v(s)
)
−1
+ (E2(v, ζ )(s), τm(s) − ζ(s))+ ε2m∥∥2ζ(s)∥∥2]ds
}
. (3.30)
Fix an arbitrary interval [0, T ]. Due to a priori estimate (3.27), without loss of generality (passing to a subsequence
if necessary) one may assume that there exist limits
u = lim
m→∞ u˜m, which is ∗-weak in L∞(0, T ;H
−1) and weak in L2(0, T ;L2);
τ = lim
m→∞ τ˜m, which is ∗-weak in L∞(0, T ;L2) and weak in L2(0, T ;L2).
Moreover, by (3.29), without loss of generality one may assume that u˜′m → u′, τ˜ ′m → τ ′ in L2(0, T ;H−2). This
gives that u, τ ∈ C([0, T ];H−2), and, by Lemma III.1.4 from [16], u ∈ Cw([0, T ];H−1), τ ∈ Cw([0, T ];L2).
Take the scalar product in L2(0, T ) of inequality (3.30) with a smooth scalar function ψ with compact support in
(0, T ) and with non-negative values
T∫
0
{
1
2
∥∥um(t)− v(t)∥∥2−1 + 12∥∥τm(t) − ζ(t)∥∥2 + d5
t∫
0
∥∥um(s) − v(s)∥∥2 ds
}
ψ(t) dt

T∫
0
exp
( t∫
0
Γ (s) ds
){
1
2
∥∥am − v(0)∥∥2−1 + 12∥∥τ0 − ζ(0)∥∥2
+
t∫
0
exp
( 0∫
s
Γ (ξ) dξ
)[(
E1(v, ζ )(s), um(s) − v(s)
)
−1
+ (E2(v, ζ )(s), τm(s) − ζ(s))+ ε2m∥∥2ζ(s)∥∥2]ds
}
ψ(t) dt. (3.31)
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does not exceed the inferior limit of the norms, we arrive at
T∫
0
{
1
2
∥∥u(t)− v(t)∥∥2−1 + 12∥∥τ(t)− ζ(t)∥∥2 + d5
t∫
0
∥∥u(s) − v(s)∥∥2 ds}ψ(t) dt

T∫
0
exp
( t∫
0
Γ (s) ds
){
1
2
∥∥a − v(0)∥∥2−1 + 12∥∥τ0 − ζ(0)∥∥2
+
t∫
0
exp
( 0∫
s
Γ (ξ) dξ
)[(
E1(v, ζ )(s), u(s) − v(s)
)
−1 +
(
E2(v, ζ )(s), τ (s) − ζ(s)
)]
ds
}
ψ(t) dt. (3.32)
Since ψ and T were chosen arbitrarily, (3.32) yields (2.12), and the proof is complete. 
Proof of the claims (b) and (c). Let (u, τ ) be a dissipative solution with the same initial data as the sufficiently
regular solution (u1, τ1). Putting v = u1, ζ = τ1 in (2.12) for t ∈ [0, T ], and taking into account that E1(u1, τ1) ≡
E2(u1, τ1) ≡ 0 on [0, T ], we get that the right-hand side of (2.12) vanishes there, and we arrive at (b). Observe that (c)
is a direct consequence of (a) and (b): any sufficiently regular solution should coincide with all dissipative solutions
as long as it exists. 
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