Abstruct-We leverage the buffering capabilities of endsystems to achieve scalable, asynchronous delivery of streams in I peer-to-peer environment, Unlike existing cache-and-relay schemes, we propose a distributed prefetching protocol where peers prefetch and store portions of the streaming media ahead of their playout time, thus not only turning themselves to possible sources for other peers but their prefetched data can allow them to overcome the departure of their source-peer. This stands in sharp contrast to existing cache-and-relay schemes where the departure of the source-peer forces its peer children to go the original server, thus disrupting their service and increasing server and network load. Through mathematical analysis and simulations, we show the effectiveness of maintaining such asynchronous multicasts from several source-peers to other children peers, and the ef6cacy of prefetching in the face of peer departures. We confirm the scalability of our dPAM protocol as it is shown to significantly reduce server load.
I. INTRODUCTION
Motivating Application: In a large-scale peer-to-peer (P2P) network community, any node in the system may become the source of an interesting live, real-time feed that is (or may quickly become) of interest to a large number of nodes. For example, a P2P node may witness an interesting phenomenon or event, e.g., capturing a video feed from a webcam in a disaster scene, or capturing an interesting clip from a live eventsay a super bowl entertainment "mishap." In such a setting, it is unrealistic to assume that all requests for such a feed will arrive synchronously. Rather, it is likely that such requests will be distributed over time, with each node interested in receiving the entire feed (or a prefix thereof). Clearly, directing all such requests for the content to the "source" of the feed (which we would term as the "server" of the content) is neither scalable nor practical. Also, using asynchronous multicast approaches requiring multicast capabilities (e.g., periodic broadcasts [26] , [12] , [14] ) is not practical. For starters, the server may not even realize that the feed it is sharing with its P2P community is popular enough that it is "worrh" multicasting! Finally, t mi hi s work was supponed in part by NSF grants ANI-0095988. ANI-9986397, EIA-0302067 and ITR ANI-0205294.
assuming that every node in the system is capable (or willing) to store the entire feed for future access by other nodes is not warranted since nodes may have limited storage capacities and/or nodes may opt to arbitrarily leave the P2P system. Rather, what is needed is a scalable protocol for the unicast dissemination of such content so that it is available on-demand to any P2P node requesting it, with minimal assumptions about the resources made available to such a protocol by the constituent nodes in the system. Specifically, it is prudent to assume that a node in the system is willing to contribute its limited storage and communication capacity as long as it is interested in receiving the content, but nor beyond.
Leveraging Local Storage for Scalable Asynchronous Multicast in PZP Systems: Recently Jin and Bestavros proposed a scalable "cache-and-relay" approach [I71 that could be used for scenarios similar to the one motivated above. Using this approach. a recipient of the feed would "cache" the most recently played out portion of the feed (after playing it out). Such cached content could then be used by other nodes in the system who request the feed within some bounded delay. This process of caching and relaying the content was shown to scale well in terms of server as well as network loads. In 161, a detailed analysis of this approach was presented.
There are two problematic aspects of the cache-and-relay approach. First, when a node leaves the system, any other nodes receiving the feed from that node are disconnected.
This means that such nodes will experience a disruption in service. Second, to resume. such disconnected nodes must be treated as new mivals, which in turn presents added load to the server (and network) . This latter issue is especially significant because recent results by Jin and Bestavros [ 161 have shown that asynchronous multicast techniques do not scale as advertised when content is not accessed from beginning to end (e.g., due to nodes prematurely leaving the multicast and/or when non-sequential access is allowed to support VCR functionality). Specifically, Jin and Bestavros showed that techniques that ensured asymptotic logarithmic server scalability under a sequential access model would in effect behave polynomially under non-sequential access models (e.g., in the presence of premature departures andor jumps). 
Contributions:
In this paper we show that a more effective use of the local storage at P2P nodes (for purposes of asynchronous multicast) must involve prefetching. In particular, rather than caching content already played out, a node is also allowed to cache content that will be played out in the future. Such prefetching is possible if we assume that a node can retrieve content at a rate higher (even if by a small factor) than the playout rate. Such an assumption is common (and realistic) [26] , [12] . [14] . This "lookahead" buffering capability provides each node with an opportunity to recover from the premature departures of its source. No1 only does this allow the node to avoid a disruption of its playout, but also it allows the node to resume the reception of the feed from sources other than the server-thus reducing the load on the server and improving scalability. In this paper, in addition to presenting the algorithmic underpinnings of our protocol, we also provide a complete model and analysis of its scalability under a workload with independent arrivals and departures.
Our analysis is backed up by extensive simulations, which demonstrate the superiority of dPAM when compared to the cache-and-relay approach studied in [17] , [5].
PRE-FETCH-AND-RELAY: DETAILS
In this section, we present the Pre-fetch-and-relay suategy for asynchronous delivery of streams through overlay networks. We illustrate the Pre-ferch-and-rehy strategy in Figures 1 and 2 . Assume that each client is able to buffer the streamed content for a certain amount of time after playback by overwriting its buffer in a circular manner. As shown in Fig.1 , RI has enough buffer to store content for time length 14'-1; i.e. the data cached in the buffer is replaced by fresh data after an interval of Wl time units. When the request Rz arrives at timet = t 2 , the content that Rz wants to download is available in RI's buffer and, hence, R2 starts streaming from R1 instead of going to the server. Similarly, RJ streams from R2 instead of the server. Thus, in Fig.1 , leveraging the caches at end-hosts helps to serve three clients using just one stream from the server.
In Fig.2 In the event thar a client departs from the peer-to-peer network, all clients downloading from the buffer of the departing client will have to switch their streaming session either to some other client, or the server. The stream patching technique can be used by a client in this situation as well to avoid downloading from the server. As shown in Section U-C, unlike the case for a new arrival, the stream patching technique may work in this situation even when the total download rate is less than twice the playout rate, i.e. 0: < 2.
When the download rate is greater than the playout rate, a client can pre-ferch content to its buffer before it is time to playout that content. he-fetching content can help achieve a better playout quality in overlay multicast. In a realistic setting, there would be a certain delay involved in searching for a peer to download from; for example, consider the situation depicted in Fig. 3 . R3 starts streaming from R2 on arrival. After Ra departs, as shown in Fig. 3 With reference to Fig. 4 (b), let us assume that the ratio of "future" content to "past" content in Ro's buffer is /3 and hence, it currently has (5) bytes of pre-fetched data.
Assume that the "missing' content is TH bytes and that the playout rate is I bytelsecond. If cr > 1. then Ro can open two simultaneous streams, one from the server and the other from Rz , and terminate its stream from the server after it has downloaded the "m~ssing" content and c o n h u e to download from Rz thereafter. Note that for this stream patching technique to work, R2 should be over-wnting contents in its buffer at a rate less than a: in our model we assume that clients over-write the content in their buffer either at the download rate ( a ) or at the playout rate. Hence, in this case, R2 should be overwriting its buffer at the rate of 1 bytelsecond. If this is the case, then Ro can download from R2 at the playout rate of 1 bytelsecond and download the "missing" content from the server at the rate of ( a -1) bytes/second.
The following constraints must be satisfied by the size of the "missing" content. TH bytes, for Ro to able to stream from R~' s
(1) Constraint imposed due to a:
The time taken by Ro to playout the pre-fetched content in its buffer and the "missing" content, TH bytes, is equal to ( a x T b ) (&) + TH seconds (at the playout rate of 1 bytelsecond). The total time needed by Ro to download TH bytes from the server at the rate of (a -1) byteslsecond is 2 seconds. In order to have the "missing" content available at Ro before its playout time. the following inequality must be satisfied:
The above inequality demands that the time taken to playout the pre-fetched and the "missing" content should be greater than the time taken to download the "missing" content. Note that if a 2 3, then the condition (1) is always satisfied. The stream patching can be used in this case of a departure even when 1 < cy < 2 if a client has sufficient pre-fetched content.
( 2 ) Constraint imposed by the size of the buffer:
Suppose that Ro starts downloading simultaneously from the server and R, at time t = t d . 5 ). Let A represent the event that Ro has to download from the server because all the users that arrived during the interval TO departed before Ro's arrival. Then:
where P{wi} is the probability that the inter-arrival time between Ri and Ro is wi. each client downloads the stream from the beginning and the playout speed is 1 byteltime unit, after Ro has spent is time units downloading the content, its "present" is t, bytes away from the beginning of the content.
The difference, in terms of number of bytes, between the "present" of Ro and RP, represented by Tf in Fig. 4(b) , is Z' f = "future" content at Ro +"missing" content + "past" content at R2
The size of the "future" content at Ro and the "past" content at R2 have been calculated using the assumption that both Ro and Ra maintain the ratio fl. As discussed in Section 11-C the download rate a and the buffer size impose certain constraints 
D. Incorporaring the delays
Let us revisit the scenario discussed in Section 11-C. 
A. Advantage of Pre-fetching
If a client does not pre-fetch content (as in Cache-andreluy), then on premature departure of its current source jt has no option but to start downloading from the server till the time it is able to locate another source in the peer-to-peer network.
In this section, we analytically compare the performance of our Pree-fetch-and-relay scheme against the Cache-and-relay scheme proposed in 161.
Suppose RO starts downloading the stream from RI upon arrival. Let the inter-arrival time between Ro and RI be w1 and the time spent by 4. (i = 0 , l ) downloading the stream be ti. Under the Cuche-and-relay scheme, Ro will have to start downloading from the server at some point if RI departs before Ro. In both Cache-and-relay as well as Pre-fefch-andIn the Pre-fetck-ardreloy scheme. as calculated in Section 111, the probability that It0 downloads from the server after the premature departure of its current source is given by P{Event B}. Note that in computing P{Event B} we had not taken the various delays mentioned in Section III-D. into consideration. Let p represent the probability that Ro is not able to locate a new source to download from. after RI's departure, before it finishes playing out its pre-ferched content, Ro would be forced to start downloading from the server in such a scenario. Thus, under the Pre-fefch-andrelay scheme, the probability that Ro will download from the server due to the premature departure of its current source, represented by PF, is The value of a is 2 and p is 100,000. The buffer size is 10 time units. It is evident from the figure that in the presence of client departures, pre-feetching "sufficient" content by clients can help reduce the server bandwidth requirement significantly.
B. Simulation Model
to obtain the results presented in this section. Thus, the probability that RO will have to download from the server under the Cache-and-relay scheme due to the premature departure of its current source, represented by P d , is A11 of these results are under an assumption of Delay=No. This assumption is relaxed in the results shown in Figures   12 and 13 . Namely, we assume that the total delay involved in switching the streaming session to another client after a departure is uniformly distributed over the interval [0, 9] . With a buffer size of 10 time units and p = 100,000, a client will have 9.999 time units of "future" content in its buffer after it achieves the ratio p whereas with p = 1 it will have only 5 time units of "future" content.
In all simulations, the total number of client arrivals was set at 3,000. Each point on a graph represents an average over 10 independent runs.
C. Sunimary of Obseivatians
If the download rate is sufficiently high, a 2 2, dPAM has an advantage over Cache-and-relffy in reducing the server bandwidth when the resources available for overlay stream multicast are constrained, for example when the buffer size is Simulation results when mean download time = 100 time units and small or when the request arrival rate is low. The advantage stems from the fact that a higher download rate enables a client to open two simultaneous connections for a short duration to "catch-up" with the buffer of another client using the technique of stream patching. This advantage is more pronounced lor higher client departure rate. If clients depart frequently from the peer-to-peer network, it reduces the caching capacity of the peer-to-peer network, thus patching content from the server becomes more beneficial. As the buffer size and the request arrival rate increase, the advantage of our dPAM protocol over
Cache-and-rday is mitigated and for a given buffer size, at a sufficiently high request arrival rate, Cache-and-relay matches the performance of dPAM in terms of server bandwidth even when the download rate is very high.
When 1 < a < 2, Pre-jetch-and-reluy leads to a greater server load than Cache-and-relay for small arrival rates. As we increase a, the time taken to fill the buffer at download speed, The results presented in this section also show that as the available buffer at the client increases, the required server bandwidth to support a particular request arrival rate decreases. The amount of time that clients spend downloading a stream is an important factor in determining server bandwidth requirements. Peer-to-peer network based asynchronous media content distribution is suited for situations in which the content being distributed is large; so that the end-hosts participating in the peer-io-peer network are available for a long time. In a scenario where end-hosts keep departing after a short interval, the server load can be considerably high due to the fact that a lot of requests may have to start downloading from the server due to the departure of clients they were downloading from. Fig. 11 lotright) and 11.
The server bandwidth requirements obtained from our analytical model (Figures 8(left), B(left), lO(1eft) ) display the same trends as observed through simulations. The analytical results are more optimistic than the results obtained through simulations because of the assumption that clients are able to achieve the ratio p in the buffer before they are forced to switch their streaming session because of client departures.
If the ratio between b e "future" and the "past" content in a client's buffer is less than p, then not only does it have less time to discover another client to download from but the number of suitable clients available in the peer-to-peer network is also reduced because of a smaller Tf.'
Figures 12 and 13 present the results from analysis and simulations after incorporating the various delays into our model. In Figure 12 , with @ 5 1, clients have 5 time units of "future" content whereas the delays involved are uniformly distributed over the interval [0, 9] . Hence, in a significant number of cases, a client would be forced to download the stream from the server after a departure because it would be unable to find another client to download from before it finishes playing out the "future" content. As a result, the server bandwidth requirement keeps on increasing even for high client arrival rate. In Figure 13 , with / 3 = 100,000, clients have 9.99 time units of "future" content. Hence, clients are able to absorb the delays without any disruption to their playout and are not forced to download from the server. As a result, the server bandwidth requirement displays the same trend as observed when delays were not considered. These results aim to underscore the importance of taking advantage of a higher download rate to pre-fetch content in achieving a better playout performance and lower server bandwidth requirement.
v. IMPLEMENTATION ISSUES
There are two main components to dPAM: (1) Buffer Management: How should a node manage its buffer? and (2) Content Location: How does a node locate a set of potential sources from which to prefetch its content upon arrival, or upon being disconnected due to the premature departure of its current source? In this paper, we have focused on the buffer management component of dPAM. In this section, we briefly outline how the content location component of dPAM could be readily implemented.
First. we note that the content cached in any P2P node is uniquely identifiable by the absolute time of the first byte of the feed currently being played out at that node. For example.
if at time t a node i is playing out the dth second of a feed 5As drscussed in Section IJI-B, the sizz of T f IS rzlated lo the "future" and the "past" content in the buffers of the clients. [7] , IS]. In periodic broadcasting, segments of the media object (with increasing sizes) are periodically broadcasted on dedicated channels, and asynchronous clients join one or more broadcasting channels to download the content. The approach of patching [131 allows asynchronous client requests to "catch up" with an ongoing multicast session by downloading the missing portion through server unicast. In merging techniques [9] , clients merge into larger and larger multicast session repeatedly, thus reducing both the server bandwidth and the network link cost. These techniques rely on the availability of a multicast delivery infrastructure at the lower level.
The idea of utilizing client-side caches has been proposed in several previous work 1241, [20] , [15] . The authors of [ti] , propose an overlay, multicast strategy, oSlream: that leverages client-side caching to reduce the server bandwidth as well the network link cost, Assuming the client arrivals to be Poisson distributed, they also derive analytical bounds on the server bandwidth and network link cost. However. this work does not consider the effect of the departure of the end-systems from the overlay network on the efficiency of overlay multicast.
As mention earlier, oSrream, does not consider the effect of streaming rate, it is a Cache-and-relay strategy, and hence, does not incorporate patching techniques to reduce server bandwidth when the download rate is high. The main objective of the protocol, OSMOSIS, proposed in [17] is to reduce the network link cost. The effect of patching on server load has not been studied.
A different approach to content delivery is the use of periodic broadcasting of encoded content as was done over broadcast disks [2] using IDA [19] , and more recently using the DigitaI Fountain approach which relies on Tornado encoding [4]: [3] . These techniques enable end-hosts to reconstruct the original content of size n using a subset of any n symbols from a large set of encoded symbols. Reliability and a substantial degree of application layer flexibility can be achieved using such techniques. But these techniques are not able to efficiently deal with real-time (live or near-live) streaming media content due to the necessity of encoding/decoding rather large stored data segments.
VII. CONCLUSION AND FUTURE WORK
We proposed dPAM, a pre-ferch-ad-relay protocol that allows a peer to serve as a source for other peers. while prefetching a portion of the stream ahead of its playout time. In contrast to exisung cache-and-relay schemes. dPAM IS more scalable in highly dynamic P2P systems. This is because a departure of a peer does not necessarily force its children peers (for whom it is serving as source) to go to the original server.
Rather a child peer can continue its playout uninterrupted from its prefetched data until it discovers a new source-peer.
Through mathematical andysis and extensive simulations, we show that, if the download rate is sufficiently greater than the playout rate ( a 2 2), our distributed prefetching scheme significantly reduces the load on the server as it effectively increases the capacity of the P2P system. At the same time, clients can achieve a better playout performance.
One aspect of dPAM that we did not evaluate (but should be evidently obvious) is that the prefetching buffer allows a client to withstand, not only the departure of source-peers, but also network jitters associated with the bandwidth from the source. Indeed, buffering (via prefetching) is commonly used in streaming media players for that purpose, suggesting that the same storage capacity at a client could be used for smoothing network jitters ns welE as improving the scalability of P2P asynchronous multicast.
In this paper, we have assumed that a client starts the process of replacing a source-peer upon discovering the departure of such a source, and that the replenishment of the client's buffer is done by contacting only one source-peer. Clearly, a client can minimize the delay experienced in finding a new peer to download from after the departure of its source-peer hy pre-computing and maintaining a list of other potentia1 source-peers. In the event of the departure of its source-peer, a client can reduce its search time for a new peer by first checking out the peers on its list. Also, when replinishing its prefetched buffer, a client may be able to leverage multiple sources concurrent~y [22] . More importantly, a client can proactively switch from one source-peer to another in order to reduce the transmission delay of its download or to optimize the overalI network link cost. To that end, maintaining a list of potential sourcepeers can also help reduce the delay in finding the "optimal" source-peer. In effect, one may think of this process as a distributed optimization process whereby each peer in the P2P asynchronous multicast overlay is performing local optimization (by proactively selecting its source from many potential candidates). Currently, we are exploring the impact of the above mentioned optimizations on the performance of our protocol. This includes issues of convergence and stability.
APPENDIX
As discussed in Section 11-C the download rate a and the buffer size impose certain constraints on the size of the "missing" content, T,, for Rz lo be suitable for Ro to download from (see Fig. 4 ). If LY 2 3, condition (11, Section II-C is always satisfied and hence, the maximum size of the "missing" content is given by condition (2), Section 11-C.
Hence. when Q 2 2 , the maximum value of Tf, assuming hat both Rz and Ro maintain the ratio p in their buffers, is Tf = (Pffxb -+ ( aTb ) + (c) l + B
1-t-P

+ P
Now consider the case of 1 < CY < 2. Condition (I), Section 11-C can be restated as
TH 2 (s) (c) 2--cy
We can derive the condition on cy that determines whether condition (l), Section 11-C or condition (2), Section 11-C restricts the maximum size of the "missing" content; condition (I) , Section 11-C determines the maximum size of the missing content i f
If (7) is satisfied then the maximum value of T,, assuming that both Rz and Ro maintain the ratio p in their buffers, is
