Abstract-Short-term probabilistic wind power forecasting can provide critical quantified uncertainty information of wind generation for power system operation and control. It would be difficult to develop a universal forecasting model dominating over other alternative models because of the inherent stochastic nature of wind power. Therefore, a novel multi-model combination (MMC) approach for probabilistic wind power forecasting is proposed in this paper to exploit the advantages of different forecasting models. The proposed approach can combine different forecasting models those provide different kinds of probability density functions to improve the performance of probabilistic forecasting. Three probabilistic forecasting models based on the sparse Bayesian learning, kernel density estimation, and beta distribution fitting are used to form the combined model. The parameters of the MMC model are solved by two-step optimization. Comprehensive numerical studies illustrate the effectiveness of the proposed MMC approach.
installed capacity of wind power has reached 486,790 MW [1] . Meanwhile, in several countries, the wind power penetration has already achieved a relatively high level, e.g., 42% of electricity in Denmark was produced from wind turbines in 2015 [2] . However, because of the inherent intermittency and volatility, large-scale wind power integration brings serious challenges to power system operation and control [3] [4] [5] .
To accommodate the variability of wind power, probabilistic wind generation forecasting techniques are rapidly developed in the last decade [6] . Compared with the deterministic wind generation forecasting, probabilistic forecasting can provide quantified uncertainty involved in wind power forecasting and then benefit power system reserve setting [7] , [8] , unit commitment [9] , [10] , market trading [11] , [12] , and so on. To improve the forecast accuracy, both parametric and nonparametric models have been proposed for probabilistic forecasting of wind power. In parametric models, wind power is assumed to conform predetermined distribution types [13] , [14] , such as Gaussian distribution, Beta distribution, Logit-Normal distribution, and so on. Gaussian distributions are applied to model the uncertainty of wind power generation and wind power forecast error in [6] , [15] and [16] , respectively. A Logit-Normal Distribution is proposed in [14] to forecast wind power based on the double-bounded nature of wind power. A bootstrap-based extreme learning machine approach is proposed for probabilistic forecasting of wind power generation based on censored Gaussian function, indicating high computational efficiency [13] . In [17] , Beta distribution is utilized to formulate an indirect algorithm to perform statistical analysis of wind power forecast errors. A hybrid artificial neural network method is proposed in [16] to estimate the predictive density of wind power. In nonparametric models, the distribution of wind power generation is not restricted by the predetermined distribution types. The predictive intervals (PIs) and quantile regression (QR) model are widely utilized to conduct the distribution-free probabilistic forecasting [18] , [19] . Combining extreme learning machine (ELM) and particle swarm optimization (PSO), optimal PIs of wind power are directly produced via the formulated performance-oriented cost function independent of parametric probability distribution assumption [20] , [21] . In [22] , discrete distribution functions of wind power can be estimated based on sparse Bayesian classification theory and the expert theory, which is a distributionfree approach with good adaptive ability and robustness. The adaptive resampling approach based on fuzzy inference is proposed to construct the conditional PIs of wind power [23] .
A hybrid model is proposed in [24] to get the deterministic forecasting results of wind power based on which quantile regression method is utilized to estimate the uncertainty of wind power. A novel direct QR approach is developed to execute the nonparametric probabilistic forecasting of wind power based on ELM and quantile regression, which can produce different quantiles directly by solving a simple linear programming optimization model [25] . Furthermore, the stochastic characteristics of wind power are estimated through a continuous nonparametric forecasting model based on time adaptive conditional kernel density estimation in [26] . In [27] , kernel density estimation is utilized to smooth the ensemble forecasting of wind speed, and wind power density functions are converted from wind speed distributions via power curves. The nonparametric PIs of wind power can further be established through a machine learningbased linear programming model, in which sensitivity analysis is utilized to adaptively determine the proportions of quantiles [28] .
Most of the typical probabilistic forecasting approaches shown above are based on an individual forecast model. However, it would be difficult to find an individual forecast model applicable to all kinds of wind farms, especially for the probabilistic forecasting model based on specific probability distribution assumption. In practice, the characteristics of wind generation may change significantly from one wind farm to another, and the statistical nature of wind power prediction error is usually complicated. Previous studies have found that the combined forecast mean is more skillful than each member model [29] . Therefore, designing a combined model which can exploit the advantages of different kinds of forecast models is quite desirable. Actually, it has been well recognized that the combined model can provide better forecast results than a single model [30] . Several combined models have already been established for the point forecasts of wind generation [31] . The ensemble probabilistic forecasting methods are adopted to predict the meteorological data, such as wind speed and precipitation, based on Bayesian model averaging [32] and the mixture ensemble model output statistics [33] . The ensemble models are mostly applicable to forecast the meteorological variables [24] , [27] . In these approaches, the member distributions are all assumed to be parametric distribution functions and conditional on the raw data of meteorological stations. In fact, wind power uncertainty cannot be perfectly estimated by certain distribution forms. Thus, it is essential to establish a comprehensive and adaptive combined probabilistic forecast model suitable for wind power.
In this paper, a novel multi-model combination (MMC) approach is proposed for probabilistic forecasting of wind power generation. It combines multiple probabilistic forecasting models those provide different types of probability density functions (PDFs) to achieve better prediction results through combining the superiorities of different individual distribution forecasting methods. Both parametric and nonparametric forecast models are adopted as the member forecast models. The weights of member distributions reflect their contributions to the forecasts, which are solved adaptively to realize the best performance for different wind farms. Three different kinds of mature probabilistic wind power forecasting models based on sparse Bayesian learning (SBL), kernel density estimation (KDE) and beta distribution estimation (BDE) are adopted to form the combined forecasting model. The parameters of the MMC model are firstly solved via expectation maximizing (EM) algorithm. Through the EM algorithm, the MMC model can realize a better forecast expectation than the individual models. Then parameters are further optimized by maximizing the performance of the forecast distribution to get more calibrated and sharper probabilistic forecast results. The effectiveness of the proposed MMC approach has been verified by the simulation experiments on the wind power dataset of Global Energy Forecasting Competition 2014 (GEFCOM 2014). The main contributions of this paper include, 1) A novel multi-model combination based probabilistic forecasting approach is proposed by integrating the superiorities of different individual probabilistic forecasting models.
2) The proposed MMC approach is determined based on the predictive distribution results of parametric and nonparametric member models and the performance-oriented two-step optimization framework with high adaptivity.
3) The comprehensive probabilistic combination model is firstly applied for probabilistic wind power forecasting in the study. The MMC model and its member models are conditional on the explanation variables. 4) Comprehensive evaluation in calibration and sharpness of the probabilistic forecasting performance, especially including the calibration evaluation of probabilistic wind power forecasting with probability integral transform (PIT), is presented in case studies with data sets from 10 different wind farms. Simulation results demonstrate the good performance and robustness of the proposed model. The rest of this paper is organized as follows. Section II introduces the principle of model combination. The theory and algorithm of the proposed multi-model combination approach are presented in Section III. Section IV illustrates the performance of the proposed approach via case studies. Finally, Section V concludes the paper.
II. COMBINED MODEL FOR PROBABILISTIC FORECASTING

A. Prediction Uncertainty
Standard regression models typically execute forecasts conditionally on the selected model. However, a deterministic forecasting model can hardly be perfect on some specified criterion because the prediction error may always exist, even for a carefully designed model. The prediction error cannot be avoided because of the following reasons:
Firstly, the forecasting model is an abstraction, simplification and interpretation of reality. The incompleteness of the model, as well as the mismatch between the model and the real causal structure of a system, always results in prediction errors.
Secondly, data uncertainties will also cause the forecasting errors. The unsuitable or unreliable training data may cause misleading parameters of the forecasting model. Meanwhile, the measurement or estimation errors of the input variables, e.g., weather forecasting errors, will also be propagated into the final wind power forecasting.
Moreover, the nonlinear and non-stationary natures of wind power, as well as the complex structures of the weather system and power plant system, will also make the design of a perfect forecasting model impossible.
Therefore, probabilistic forecasting becomes very meaningful to estimate wind power prediction uncertainties. More specifically, we can take parametric probabilistic wind generation forecasting as an example here. Denote wind power at time t by y t and the input vector of the prediction model by x t . The training data set can be expressed as
where T represents the size of the data set. The forecasting target can be formulated as
where g(x t ) denotes the true regression [13] , and ε(x t ) denotes the noise. Prediction error is produced by model misspecification and data uncertainty. Approximating the true regression g(x t ) bŷ g(x t ), the prediction error can be expressed by
where y t −ĝ(x t ) denotes the prediction error, and g(x t ) − g(x t ) is the approximation error of the true regression. For conventional parametric probabilistic forecasting techniques, the noise can be assumed to be normally distributed with zero mean and varianceσ 2 ε associated with input variables [34] . Assuming the model uncertainty and data uncertainty in (3) are statistically independent, the variance of prediction uncertainty, expressed byσ 2 y (x t ), can be derived bŷ
The parametric predictive distribution based on normal model can be expressed as
However, because of the complex statistical characteristics of wind power prediction error, the prediction uncertainty cannot be precisely described on basis of the parametric probability distribution model, such as normal distribution.
B. Basics of Model Combination
As mentioned above, a perfect forecasting model can hardly be obtained. Thus, how to eliminate or reduce the bias of probabilistic wind power forecasting can be an eternal topic. Actually, instead of designing a more sophisticated forecasting model, model combination is a feasible way in statistics to improve the preciseness of probabilistic forecasting. As early as 1960s, it had been illustrated that combining forecasts from different persons was beneficial [29] , which is confirmed by the later studies [35] . It is further verified that this principle is valid not only for the performance of subjective forecasters but also for the objective multi-model forecasting systems [36] . The variations in physics and numerics of the forecasting models make the solution more reliable.
The rationale of multi-model forecast can be briefly explained as follows. To simplify the example, we assume that there are only two different models, i.e., F 1 and F 2 , which provide different Gaussian PDF forecast results as shown in Fig. 1 .
According to the basics of model combination, the combined probabilistic forecasting model can be expressed as,
where p(y t |F 1 , F 2 ) denotes the forecasted PDF by the combined model; p 1 (y t |F 1 ) and p 2 (y t |F 2 ) denote the PDFs forecasted by model F 1 and model F 2 , respectively; w 1 and w 2 are the weights of the member models, satisfying w 1 , w 2 ≥ 0 and w 1 + w 2 = 1. Considering the uncertainty of the realization, we select three typical scenarios as examples to describe how the combined model works, as shown in Fig. 1 . The functions of the combined model in these three scenarios can be described as, 1) In Scenario I, the two forecasted PDFs respectively lie below and above the observation, where the multi-model can improve the forecasting performance, no matter what the combination rules of the models are. The combination of the models will help reducing the PDF forecasting bias. Let a k be the relative performance of the combined model compared with model k, k = 1 or 2, under Scenario I. Obviously, a k ≥ 0. 2) In Scenario II, one model gets a reasonable prediction result while the other fails. However, in this case, the combined model can improve the forecasting performance of model F 2 with a proper combination rule and the forecasting results will be deteriorated by model Therefore, for N times of forecasting, the deviation of the overall probabilistic forecasting performance C k by the combined model, comparing with model k, k = 1 or 2, can be quantified via (7), which gives its effectiveness in the three scenarios. If C k > 0, the performance of the combined model is improved comparing with model k, and vice versa.
where a k,n , b
,n are functions of the weights w 1 and w 2 . In Fig. 1 , it is obvious that, if C k > 0, the performance of the combined model will be better than model k. Meanwhile, it is easy to see that the maximal value of C k can be ensured to be always greater than or equal to 0, since we can always choose w k = 1 if model k is absolutely better than other models and w k = 0 if model k is absolutely worse than other models. Therefore, the combined model can almost always get better performance than the individual member models.
III. MULTI-MODEL COMBINATION APPROACH FOR PROBABILISTIC WIND POWER FORECASTING
A. Formulations of MMC
To exploit the advantages of different probabilistic forecasting models, a novel MMC approach is developed for probabilistic wind power forecasting.
Based on the principles of model combination, a general model of MMC with K member models can be expressed as
where p(y t |F 1 , . . . , F K ) is the predictive PDF of y t obtained by the combined model; F k is the kth member model; p k (y t |F k ) is the predictive PDF generated by F k ; w k is the weight of F k satisfying that
It should be noted that F 1 , . . . , F K can be any kinds of forecasting models capable of providing predictive PDF results. Moreover, the explanatory variables for the member models need not to be the same. Here, we denote F k as a general model with expectationȳ k,t and standard deviation σ k whose predictive PDF can be described by
where p represents the predictive PDF. The predictive expectation of the MMC model E MMC,t at time t can be calculated by,
The overall framework of MMC is briefly described in Fig. 2 . The training of the MMC model is divided into two main stages, i.e., the member model training stage and the MMC parameters estimation stage. Accordingly, the historical data are also divided into two data sets. With the first data set, the member models are trained according to their own principles. Then the parameters of the MMC model are estimated in the second stage by maximum likelihood and the EM algorithm on the basis of the optimization dataset. Furthermore, the parameters achieved from the EM algorithm are further optimized to realize its optimal distribution forecast effect.
B. Member Models
In this paper, three typical probabilistic forecasting models are adopted to form the combined model, including the parametric one, nonparametric one and another general distribution reasonable for wind power forecast. SBL, KDE and BDE are chosen to represent three typical probabilistic forecasting models, respectively. SBL is a nonlinear sparse parametric forecasting model, which can provide conditional Gaussian PDF of wind generation [15] . KDE is a nonparametric probabilistic forecasting model whose output needs not obey any predetermined distribution type. In this paper, the adopted KDE model is also conditional in order to capture the variation of the predictive PDF with explanatory variables [27] . BDE is a statistical approach for PDF estimation, which can estimate the PDF of wind generation according to the beta distribution [17] . It can be found that the selected member models have quite different mechanisms, and their performance on probabilistic forecasting of wind generation will also be very different. As to be illustrated in cases studies, these distinct member models can indeed get improvement from each other. The details of the adopted member models are introduced as follows.
1) Sparse Bayesian Learning: SBL is a sparse kernel-based probabilistic forecasting model. For each new input data, the distribution of the target value of wind power at time t y * t can be obtained according to the trained SBL model. The predictive PDF of wind power at time t is a Gaussian PDF with meanŷ t and varianceσ 2 t , given by
For the normalized wind power is in the range of [0, 1], the Gaussian PDF of wind power should be normalized into the range [0, 1]. Thus, the predictive PDF of SBL can be described as,
The detailed description of SBL training process and its application in wind power forecasting are presented in [37] and [15] .
2) Kernel Density Estimation: KDE is a nonparametric PDF estimation approach which estimates the PDF of the target random variable without pre-assuming distribution type. Therefore, KDE is believed to have more adaptability than the parametric estimation approaches.
With the data set of historical observations {(x m , y m )} M m =1 , the conditional PDF of the target wind power at time t y * t corresponding to the new input x * t can be estimated according to [38] . Given the new input x * t , the predictive PDF of KDE can be described as,
where h Y is the bandwidth parameter of Y that controls the smoothness of the estimated PDF, ω(x * , x m ) is the weight of the kernels, and K(·) is a Gaussian kernel function [38] .
3) Beta Distribution Estimation:
Normalized wind generation should be within the interval [0, 1]. Therefore, the beta distribution bounded by 0 and 1 is widely applied to describe the prediction uncertainty of wind generation [17] .
The PDF of beta distribution Beta(α, β) can be described as (16) where α t and β t are the shape parameters satisfying α t , β t > 0, and B(α t , β t ) is the beta function.
The relation between the expected value μ Beta,t and the variance σ (18) Therefore, the shape parameters as well as the PDF can be obtained by estimating the expected value and variance from the samples.
In this paper, the expectation μ Beta,t and variance σ 2 Beta of BDE are estimated separately. The expectation μ Beta,t can be estimated using any feasible spot forecast models based on the training dataset. Here, support vector machine (SVM) is adopted to estimate the expectation μ Beta,t . SVM is a supervised learning model widely utilized in regression analysis. The regression model of SVM can be described as,
where a i is the weight coefficient; K(·) denotes the Gaussian kernel function utilized in the study; ε is the random term. SVM is adopted to predict the expectation of wind power y SVM,t given the new inputs x * t . The detailed forecast process of SVM is described in [22] . Thus, the expected value μ Beta of beta distribution can be achieved by
The variance σ 2 Beta of BDE model is estimated by the overall variance σ 2 of the MMC model which will be solved in the next subsection. The shape parameters α t and β t can be calculated from the expected value μ Beta,t and the variance σ 2 Beta,t by (17) and (18) . Thus, the predictive PDF of BDE can be described as,
C. Parameter Estimation 1) Parameter Estimation of the Member Models:
Parameters of MMC model include the parameters of the individual forecast models and the weights of the member models. The SBL and KDE models can be trained on basis of the training dataset independently, as described in the above member models. For BDE model, the shape parameters α and β can be achieved by estimating its expectation and variance. As shown above, the expectation of beta distribution can also be estimated by SVM model individually. Even though these parameters are estimated independently, they are solved by training individual forecast models using the member training dataset A. The predictive wind power PDF at time t of SBL and KDE, as well as the predictive expectation of BDE, are obtained with the estimated parameters given the new input variables at time t. Therefore, the predictive PDFs and expectations are conditional on the corresponding trained member models.
2) Parameter Estimation of the MMC Model:
The parameters including weights of member models w 1 , . . . , w K and the overall variance σ 2 of MMC model can be estimated by maximum likelihood on basis of the training data. In this paper, only the variance σ 2 Beta of BDE model equals to the overall variance σ 2 of MMC model. The objective is to find the parameters those maximize the likelihood function, which is equal to maximize the loglikelihood function, defined as
It is difficult to maximize the log-likelihood function analytically or numerically using nonlinear maximization approaches. Thus, EM algorithm is adopted to identify the maximum likelihood estimator, i.e., the parameters maximizing the likelihood function.
The EM algorithm is an iterative method used for finding the maximum likelihood estimators. The estimation process of EM algorithm can be described as follows: a) Initialize the parameters to be estimated θ (j ) (j = 0). b) Expectation (E) step. Estimate the expectation of the loglikelihood evaluated with the current parameters θ (j ) using the following function
c) Maximization (M) step. Update parameters maximizing the expected log-likelihood on basis of the E step.
whereȳ n,k is the predictive expectation of wind power by model
is the predictive expectation of wind power in the (j − 1)th iteration considering all the member models.
d) If the log-likelihood converges to a maximum likelihood, i.e., changes of the parameter values are not larger than the pre-set tolerances, stop the iteration and output the maximum likelihood estimators. Otherwise, go back to E step. The final estimated weights of member models and the overall variance by EM algorithm can be represented by w E M ,1 , . . . , w E M ,K and σ 2 E M , respectively.
3) Further Optimization of MMC Parameters:
As a remedy of that the maximum likelihood estimators calculated by the EM algorithm may converge to local optimal ones, the estimate of parameters is further refined to optimize the distribution accuracy.
Among the performance assessment criteria of probabilistic forecasting, continuous ranked probability score (CRPS) [39] is a comprehensive criterion that can assess the calibration and sharpness of the forecasted PDF simultaneously, defined by (27) where C RPS (t) is the CRPS for the forecasting target time t, N is the number of forecasting samples, F t,n (y) is the predictive cumulative distribution function (CDF) for the nth forecasting sample according to the combined model and G t,n (y) is the experiential cumulative distribution achieved from the observations. F t,n (y) and G t,n (y) can be described as
where y * t,n is the observed wind power generation of the nth forecasting target.
The smaller the CRPS value, the better the distribution forecast. The objective of the optimization is to minimize the CRPS value of the training data over a range of values of w 1 , . . . , w K and σ 2 , centered at the EM estimation results. Therefore, the optimization can be formulated as,
where ε w and ε σ are the maximum deviations of the weights and the variance from the EM estimation respectively. PSO algorithm is adopted to find the optimal parameters. 
4) Process of Two-Step Parameters Optimization:
The flow chart of the optimization framework of the proposed MMC approach is provided in Fig. 3 , which consists of two steps: EM optimization and further optimization. In Fig. 3 , z is the parameter vector to be optimized, which includes the weights of the member models and the variance σ 2 , i is the index of particles, j is the index of iterations, S is the number of particles, z i,j pB est , i = 1, 2, . . . , S are the best known positions (local optimal solutions) of the particles for the jth iteration, z j sB est is the global best position (global optimal solution) of the jth iteration, and ε is the error tolerance which is set to be 10 −5 in the tests. 
IV. CASE STUDIES
A. Data Description and Pretreatment
The proposed MMC approach for probabilistic wind power forecasting is tested on wind power data of Global Energy Forecasting Competition 2014 to verify its effectiveness [40] . The dataset includes wind power generation data and weather prediction results for wind farms from 10 different zones. The wind forecasts are given at two heights, i.e., 10m and 100m above the ground level. The data cover the period ranging from Jan. 1, 2012 to Dec. 31, 2013, and the time resolution is one hour.
In the study, the PDFs of wind generation are predicted for future 24 hours. For the t h-ahead (t = 1, 2, . . . 24) forecasting, the dataset is divided into two training sets (A and B) and a validation set, as shown in Table I . The training set A is used to train the member models while the training set B is used to optimize the weights of the member models. The validation set is used to test the performance of the obtained MMC model.
The magnitude of the wind vector is the dominant contributory factor of wind generation. Therefore, the zonal and meridional components of wind speed are firstly transformed to the magnitude and angle of wind vector.
Correlation coefficients can address the degree of relationship between two mathematical variables. To determine the input data of the forecast model, the autocorrelation of wind generation data is tested. Fig. 4 shows the autocorrelation function of the observed wind generation series. It illustrates that wind generation has a high autocorrelation within 24 hours lags.
Then, the cross-correlation between wind generation and wind speed/angle is also tested and listed in Table II . The results demonstrate that wind generation has close relationship with both wind speed and wind direction. Especially, the wind power has significant correlation to wind speed, which is consistent with the basic principle of wind energy.
From the correlation analysis, we choose historical wind generation of the latest three hours from the execution time and weather forecast (wind speed and wind direction) at two heights as the input data of the proposed forecast model.
B. Analysis of MMC Components
As an example, the 2h-ahead predictive PDF (Jun. 2, 2012) obtained by MMC and the corresponding individual models are shown in Fig. 5 . The predictive PDF of MMC is a weighted sum of the three individual PDFs. It can be found from Fig. 5 that the observations are well covered by the 80% central nominal coverage interval of the predictive PDF. The predictive expected value is close to the observation.
The weight w k of the MMC model reflects the overall contribution of the kth combined member. The weights of different look-ahead times and different wind farms are shown in Fig. 6 , which demonstrates that weights of the combined components vary with time and space.
C. Evaluation of Predictive Expectation
Mean absolute error (MAE) and root mean square error (RMSE) are effective indicators to estimate the accuracy of the forecast expectations. The individual probabilistic forecasting models and MMC model with only EM solution are chosen as benchmarks to verify the performance of the proposed MMC model. In addition, to demonstrate the effectiveness of the input data, the MMC model with no wind direction (MMC-NWD) as input data is also selected as a benchmark approach. All the indicator values are the average results of wind farms in 10 zones. The accuracy of the forecast expectations is shown in Table III . Obviously, the MAE and RMSE values of the MMC model are smaller than the individual models. Moreover, the predictive expectations of MMC model are more accurate with further optimization (EM+FO) by CRPS and with wind direction as input data. 
D. Evaluation of Predictive PDFs
Calibration and sharpness of the MMC predictive PDFs are evaluated to comprehensively validate its effectiveness. The benchmarks are the same as the above subsection. All the indicator values are also the average results of the 10 wind farms.
1) Calibration:
• Reliability The reliability measures the probabilistic performance of the predictive distributions. It is represented by the bias between the nominal coverage rate of the prediction intervals and the observed coverage rate. Note that the study focuses on central prediction intervals centered at the medium of the probability density function. The bias R 1−2α t is defined as
where N is the size of the test wind power dataset, N 1−2α t is the number of observations covered by the nominal coverage rate (1 − 2α) × 100% of the prediction intervals [y α , y 1−α ] and Pr(y α < y < y 1−α ) = 1 − 2α. The closer the nominal coverage rate of the prediction intervals is to the observed coverage rate, the more reliable the prediction intervals will be. In particular, R 1−2α t = 0 refers to the ideal forecast. Fig. 7 and Fig. 8 show the reliability results of the proposed MMC model and the benchmarks. Fig. 7 displays the reliability performance with different nominal coverage rates ranging from 10% to 90%, while Fig. 8 provides the average reliability results with different look-ahead times up to 24 hours. In Fig. 7 , the average absolute deviations of the proposed MMC model is 3.6% and most deviations are less than 5%, while those of the SBL, KDE and BDE model are much larger than the MMC, even exceeding 10%. In Fig. 8 , all the absolute deviations of MMC fluctuate within the range [0, 5%], much smaller than the member models with different look-ahead times. It is easy to see that the reliability of MMC model is greatly improved with further optimization than with EM only. It is shown that the MMC model can provide more reliable forecasts than the applied benchmarks.
r Dispersion evaluation The probability integral transform (PIT) histograms can be used to assess the calibration of a probabilistic forecast qualitatively. The PIT is defined based on the predictive CDF F t,n and the observations y * t,n , shown in (32) [39] . The closer the PIT histogram is to the uniform distribution, the better the calibration is.
To show the calibration performance, the PIT histograms of the proposed MMC model and its member models for T hours and all wind farms are shown in Fig. 9 . From Fig. 9 , it is easy to see that two of the adopted member models are underdispersive, while one is overdispersive. However, the predictive distribution of the proposed MMC model is neutrally dispersive. It is obvious that, in cases with all calibrated member models, the calibration of the combination model will not be worse than the best calibrated member model. 2) Sharpness: Sharpness metrics evaluate the concentration of predictive intervals. It is known that the sharper the distribution, the better the uncertainty forecast.
For the predictive intervals, the sharpness for the nominal coverage rate of (1 − 2α) × 100% can be measured by
where G α (n) and G 1−α (n) represent the quantiles of proportions α and 1 − α of the predictive wind power cumulative density function respectively.
The sharpness results of the MMC model and the benchmarks are shown in Fig. 10 and Fig. 11. Fig. 10 depicts the average sharpness results of 10%-90% nominal coverage rates with different look-ahead times, while Fig. 11 displays the average sharpness results of 24h-ahead forecasts with different nominal coverage rates. It can be found that the SBL model has sharper interval almost in all the nominal coverage rates, however, it has the poor reliability. In comparisons, the BDE model has the worst sharpness. The interval length of the MMC model with further optimization is a little larger than with only EM. The proposed MMC model has approximately mean value of the sharpness among the models, with interval mean length around 10% smaller than the advanced KDE model.
3) Comprehensive Evaluation: As described above, CRPS can be utilized to evaluate the comprehensive performance of the predictive distributions to involve both reliability and sharpness. The CRPS value is larger than zero, and the smaller the better. The CRPS for the forecasting target time t can be defined as
where N is the number of forecasting samples, F t,n (y) is the predictive cumulative distribution function (CDF) for the nth forecasting sample according to the combined model and G t,n (y) is the experiential cumulative distributions achieved from the observations, described by The average CRPS values of the studied wind farms in 10 zones for 24 look-ahead hours are shown in Fig. 12 . It indicates that the CRPS values of the MMC model are much smaller than the other three individual models except the first look-ahead times. The priority becomes more obvious with the increasing look-ahead times. The CRPS results demonstrate that the proposed MMC model has more accurate forecasted distributions than the individual models adopted. To show the robustness of the proposed MMC model, the average CRPS values of the studied 24 look-ahead hours for wind farms in 10 zones are shown in Table IV . The average CRPS values of wind farms in 10 zones obtained by the MMC approach are all less than the other four benchmarks, verifying its broad adaptability in distribution forecast.
To explicitly demonstrate the performance of the proposed approach, the prediction intervals with look-ahead time up to 24 hours for 10 days obtained by the proposed MMC approach and actual observations in summer (Jun. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 2012 ) and winter (Dec. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 2012 ) are depicted in Figs. 13 and 14 respectively, where the confidences cover the range 10%-90%. From the examples of Figs. 13 and 14, the predictive intervals can cover the observations well. The predictive distribution significantly varies with time, which should be consistent with the heteroscedasticity nature of wind power series.
The above simulation results based on data from different wind farms demonstrate that the proposed MMC model has better calibration than the benchmark models. The MMC model can achieve satisfactory performance on probabilistic forecasting with the two-step optimization employed in the study. It has significant adaptivity and robustness on probabilistic forecasting for different wind farms. Therefore, the proposed combination model can be utilized in different wind farms, and the more accurate forecasting results will be helpful for system operators to achieve more reliable results in system optimization.
V. CONCLUSION
In this paper, a novel multi-model combination approach is proposed for probabilistic wind power forecasting via combining individual forecasting models. It successfully establishes a weighted combination of typical parametric and nonparametric probabilistic wind power forecasting models to involve different distribution forms. Weights of member models are estimated by the two-step optimization framework based on the EM algorithm and further optimization with respect to the comprehensive performance of probabilistic forecasting, which assures its overall skill. Numerical studies over real wind farms in ten zones demonstrate the significant superiority and adaptivity of the MMC model. In general, the proposed MMC model can be beneficial for system operators to make better decisions in optimization and control of power systems with high penetration of wind power, such as power system reserve setting, unit commitment, economic dispatch, etc.
