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Resumen
El estudio de datos de expresión en células unitarias ha venido creciendo en los últimos años
dada su gran utilidad, ya que permite entender el funcionamiento de los sistemas biológi-
cos a nivel molecular. Estos datos son muy extensos en términos informáticos por lo que es
importante usar un método de reducción de dimensión adecuado para poder interpretar y
visualizar la información. Actualmente, hay varios métodos y algoritmos que realizan esta
labor. Sin embargo, carecen de buenos resultados o sustentos teóricos estad́ısticos fuertes.
Por medio de simulaciones se comparan los métodos más populares, analizando sus fortale-
zas, debilidades y limitaciones. Se plantea un método de reducción de dimensión basado en
un modelo lineal mixto, tratando de capturar toda la información importante para datos de
single cell RNA sequencing. Además, se propone una metodoloǵıa particularmente fácil de
implementar, que permite destacar los genes influyentes de un proceso biológico. Esta meto-
doloǵıa es implementada en datos de oligodendrogliomas, mostrando 3 v́ıas metabólicas que
pueden ayudar a entender la heterogeneidad celular de este tipo de tejido.
Palabras clave: SCseq, envelopes, reducción de dimensión, clasificación de muestras,
modelo lineal mixto
Abstract
The study of single cell expression data has been growing in recent years given its great
utility since it allows us to understand how the biological systems work in a molecular le-
vel. These data are very extensive in computational terms, then it is important to use an
adequate dimension reduction method to be able to interpret and visualize the information.
Currently, there are several methods and algorithms that perform this work. However, they
lack good results or strong statistical theoretical support.
With simulations, it is proposed to compare the most popular methods, analyzing its strengths,
weaknesses and limitations. It is proposed a dimension reduction method based on a mixed
linear model that aims to capture all the important information of single cell RNA sequen-
cing data. Moreover, it is proposed a particularly easy-to-apply methodology that let the
researcher mark the influyent genes in a biological process. This methodology is applied to
oligodendrogioma data, showing 3 methabolic pathways that can lead to a better unders-
tanding of the celular heterogenity of this Tissue.
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5.3 Máximas correlaciones y tasas de correcta clasificación . . . . . . . . . . . . 38
5.4 Modelo propuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Contenido 1
5.5 Datos de oligodendrogliomas . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.5.1 Análisis descriptivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.5.2 Reducción de dimensión . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.5.3 Enriquecimiento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.5.4 Resultados del modelo . . . . . . . . . . . . . . . . . . . . . . . . . . 55
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1 Introducción
Los datos en el mundo real, en general, están incluidos en un espacio de alta dimensionalidad.
Esto quiere decir que a un mismo individuo se le pueden medir muchas variables diferen-
tes. Históricamente, este número de variables de medición está limitado por la capacidad
humana, no obstante, con las mejoras tecnológicas actuales esta capacidad humana se ha
ido extendiendo, lo cual implica un aumento en el número de mediciones. Sin ir tan lejos,
a un humano promedio se le miden numerosas variables todos los d́ıas con el objetivo de
predecir su comportamiento: se miden sus datos demográficos, su comportamiento dentro de
aplicaciones tecnológicas, sus tiempos para realizar actividades, su ubicación, el número de
clicks que hace, dónde los hace, entre muchas otras variables. Sin embargo, que se tengan
cientos de variables no implica necesariamente una mejor comprensión del fenómeno, a ve-
ces, el tener más variables hace más confuso el fenómeno pues se incrementa el ruido que no
aporta nada a la comprensión del fenómeno mismo. Es por eso que a través de herramien-
tas matemáticas y computacionales se vienen creando métodos cuyo objetivo es reducir el
tamaño de dimensión, i.e., del número de variables a utilizar[2][7][18], dejándole al investi-
gador únicamente un conjunto de variables más pequeño respecto al inicial que sirven para
comprender el fenómeno que se esta estudiando, pues se elimina la redundancia y el ruido,
seleccionando únicamente variables informativas.
Este conjunto de variables importantes suele ser llamado Dimensión intŕınseca[4]. Cabe acla-
rar que esta dimensión intŕınseca no necesariamente está conformada por variables que per-
tenecen al conjunto de variables iniciales, sino que usualmente son funciones de estas, por lo
que se vuelve más complicada su identificación.
Los datos de alta dimensión que se estudiarán a través de este trabajo provienen del área
de la transcriptómica. La transcriptómica es un área de investigación cuyos objetivos son:
1. Catalogar la transcripción de los genes de todas las especies y 2. Cuantificar o medir el
cambio de los niveles de expresión de cada transcripción durante el desarrollo de una enfer-
medad o bajo diferentes condiciones[15]. Esta medición de los genes se hace por medio de la
cuantificación de RNA mensajero bajo las diferentes condiciones.
El presente trabajo se centrará en el segundo objetivo de la transcriptómica mencionado en
el párrafo anterior, es decir, en el uso de datos de transcripción obtenidos a partir de células
( Secuenciación de de RNA en células unitarias en ingles Single cell RNA sequencing) para
clasificar muestras y aśı entender la heterogeneidad celular y procesos moleculares como por
ejemplo, la progresión de enfermedades[17].
La secuenciación de RNA en células es una de las tecnológicas más prometedoras para la
3
transcriptómica de células. El número de art́ıculos, investigaciones y bases de este tipo de
datos viene en crecimiento exponencial dada su importancia. Su fácil obtención gracias a las
mejoras informáticas y tecnoloǵıas que se lograron en las últimas décadas, permite que se
puedan secuenciar cualquier subconjunto de cualquier genoma con alta precisión y relativo
bajo costo [15].
Por poner un ejemplo, el genoma humano tiene al rededor de 3200 millones de pares de
bases [1], por lo que un pequeño pedazo del genoma secuenciado puede contener miles de
bases ,i.e., miles de datos en términos informáticos. Teniendo en cuenta que la recolección
de estos datos viene creciendo, los datos genómicos se han convertido en uno de los dominios
de big data más grandes en la actualidad [17], por lo cual, es de suma importancia encontrar
métodos adecuados para su tratamiento y análisis.
Como se hab́ıa mencionado antes, se puede buscar una dimensión intŕınseca y afortunada-
mente la evidencia parece indicar que esta existe,es decir, que con menos de la totalidad de
los genes cuya transcripción es cuantificada, seŕıa posible caracterizar la muestra y por ende
la condición a la que pertenece ese individuo. Adicionalmente, esta dimensión intŕınseca es
mucho más pequeña a la dimensión original lo que permite que los datos de secuenciación se
puedan visualizar en 2 o 3 dimensiones [4]. Es decir, a pesar de que se obtiene la transcripción
de RNA de inclusive miles de genes y se conocen distintas caracteŕısticas de su procedencia,
existen muchos genes o caracteŕısticas que son invariantes o innecesarios para la comprensión
del sistema biológico, de una enfermedad y su progresión.
Si bien existen métodos para lograr la reducción de dimensión, los algoritmos y métodos ac-
tualmente usados, mencionados en los antecedentes y desarrollados brevemente en el marco
teórico, tienen grandes limitaciones. Por ejemplo, el análisis de componentes principales no
funciona bien dado que no mantiene las estructuras de baja dimensión de los datos, esto
causa que no se haga una buena clasificación de los datos y consiguientemente no se logre
comprender la progresión de la enfermedad; el t-SNE no cuantifica si se hizo una buena o
mala reducción de dimensión [4] por lo que son inciertos los resultados, no se puede gene-
ralizar y es posible que las conclusiones que se saquen a partir de esta información sean
inválidas. Adicionalmente, la mayoŕıa de los métodos propuestos para realizar esta labor en
los últimos años, son redes neuronales similares al T-SNE, cuya limitación principal, como
se mencionaba, es que carecen de sustento teórico para confiar en sus resultados pues no hay
forma de conocer si la reducción fue o no efectiva.
Para dar una respuesta teórica al naciente problema de la reducción de dimensión de datos
de expresión genómica, se proponen dos métodos, el primero es usar la teoŕıa de los envelopes
desarrollada por Denis Cook, la cual proporciona una fuerte herramienta para la reducción
de dimensión en problemas con datos abundantes y dimensión intŕınseca pequeña[2] y la
segunda es un modelo de reducción de dimensión sencillo basada en un modelo lineal mixto.
Con estos dos métodos se busca solucionar el problema de la incertidumbre acerca de la
buena o mala reducción de dimensión, permitiendo encontrar procesos que identifiquen el
tamaño de la dimensión intŕınseca junto con valores p que sustenten la toma de decisiones o
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inclusive facilitando a través del modelo reconstruir las dimensiones intŕınsecas con pequeños
subconjuntos de genes. Esto quiere decir que de encontrar buenos resultados y una descrip-
ción de la progresión de una enfermedad, los resultados van a ser confiables y fácilmente
replicables tanto en el ámbito de la estad́ıstica genómica como en otras áreas.
Ahora, como la efectividad del método se basa en su correcta clasificación de los datos, que a
su vez está determinado por la correcta identificación de la dimensión intŕınseca es necesario
corregir el error recurrente en el que caen algunos métodos actuales. El abuso del supuesto
de muestra aleatoria. A pesar que usualmente en simulaciones se crean datos con diferentes
dispersiones, estas estructuras de varianza no son tenidas en cuenta a la hora de correr los
algoritmos; por lo cual, dif́ıcilmente estas estructuras de baja dimensión van a ser identifi-
cadas. De aqúı nace la propuesta de un método adicional.
Por lo dicho anteriormente, se pretende corregir este error, analizando los datos de secuen-
ciación por medio de una reducción de dimensión basada en un modelo lineal mixto, es
decir, incluyendo una estructura de varianza y covarianza a las observaciones. Es importante
evaluar qué factores deben ser determinados como aleatorios y qué factores deben ser deter-
minados fijos, pues como se menciona en el marco teórico, los factores aleatorios son los que
alteran la estructura de covarianzas ergo su correcta identificación son un paso importante
para el éxito de la reducción de dimensión.
Posteriormente, se analiza el rendimiento de los envelopes respecto a los métodos revisados
en el marco teórico a través de indicadores, en este caso lo importante es la correcta cla-
sificación de los datos, por lo cual se hace necesaria una simulación y los resultados deben
ser medidos bajo ese criterio. Se deben probar diferentes escenarios dado el desconocimiento
de cómo en realidad son las relaciones entre las variables, por lo que en la metodoloǵıa se
proponen dos simulaciones, cada una con tres escenarios, uno donde la dimensión intŕınseca
es producto de relaciones lineales, un escenario donde la dimensión intŕınseca es producto
de relaciones no lineales y un escenario mixto. Las dos simulaciones se diferencian en la
inclusión de un factor aleatorio.
Una vez es determinado su desempeño, se tendrán en cuenta datos reales que ya han sido
analizados con otros métodos, en espećıfico, datos de oligodendriogliomas reportados en la
metodoloǵıa de este trabajo.
Con la información aportada por la simulación y los resultados de los datos reales, se con-
cluye acerca de la pertinencia de usar los envelopes y el modelo propuesto, abriendo aśı
la posibilidad de hablar acerca del camino a seguir para el análisis de estos datos desde el
punto de vista teórico, pues ya existen textos [7] que extienden los envelopes permitiendo
reducciones de dimensión no lineales.
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En este caṕıtulo se presentarás brevemente resúmenes de los dos métodos más utilizados para
reducir dimensiones, aśı como de la teoŕıa que soporta el método propuesto. Adicionalmente,
se presentan los datos con los cuales se propone trabajar.
2.1. Métodos de reducción de dimensión
2.1.1. Análisis de componentes principales
El análisis de componentes principales es el método más utilizado a nivel mundial para re-
ducir dimensiones. No solo por su fácil interpretación e implementación, sino también por
su soporte teórico que a su vez no requiere conocimientos de matemáticas avanzadas.
Para entender cómo funciona este método se sigue el acercamiento geométrico enunciado en
[12]. Suponga que tiene una muestra de n vectores de tamaño p y1, . . . , yn cuyas p componen-
tes están correlacionadas (variables de alta dimensión), se pueden encontrar combinaciones
lineales zi = a
T
i y, zj = a
T
j y de tal manera que la proporción de varianza en zi, zj sea máxima
y zi sea ortogonal a zj.
zi, zj son llamadas componentes principales y son lo que en este trabajo se menciona como
variables de baja dimensión.
Lo que buscan las componentes principales, es hacer una rotación de los ejes de tal manera
que el eje o componente principal explique la mayor cantidad de varianza, permitiendo aśı
que la variabilidad representada en otros componentes sea despreciable. Adicionalmente, se
usa la restricción de que las componentes sean ortogonales lo que permite un mejor entendi-
miento de los datos y permite repartir la varianza explicada por las componentes evitando
la redundancia en la información.
Usualmente, la decisión de cuántas componentes principales dejar, la toma el investigador
con base a la varianza explicada, lo cual está relacionado directamente con los autovalores
de la matriz de covarianza de los datos.
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Figura 2-1: Representación de primeras dos componentes principales para un caso bivariado
[12]
En la figura 2-1 se puede observar la rotación de los ejes para un caso bivariado. Es claro
que la primera componente principal z1 es en donde más vaŕıan las observaciones y z2 es
ortogonal a z1; mientras que y1 y y2 son variables correlacionadas. Si la variación en z2 fuera
pequeña, su análisis se podŕıa omitir.
La gran ventaja de utilizar el análisis de componentes principales es que no se hace ningún
supuesto distribucional, sin embargo, necesita que las variables tengan relaciones lineales. Su
otra desventaja, es que busca explicar la varianza global, omitiendo información importante
de variables regresoras.
Finalmente su ventaja mas importante es que se puede demostrar que la solución del proble-
ma de reducción de dimensión se puede obtener a través de los vectores propios de la matriz
de covarianza o correlación de los datos y la cantidad de varianza explicada se determina a
través de los autovalores correspondientes.
2.1.2. T-distributed stochastic neighbor embedding (T-SNE)
A pesar que el análisis de componentes principales, ACP o PCA en inglés, es el método
de reducción de dimensión más usado, el T-SNE viene cogiendo mucha fuerza en la última
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década debido a su gran utilidad en diferentes áreas de análisis de datos.
Para entender de qué trata este algoritmo se sigue lo planteado en [8]. T-SNE surge como
alternativa no lineal del PCA y diferentes métodos de reducción de dimensión que no tienen
buenos resultados. T-SNE es un método no lineal que permite preservar las estructuras
globales de los datos, es decir, si dos puntos en altas dimensiones son cercanos, en baja
dimensión también lo serán.
El procedimiento para reducir la dimensión comienza convirtiendo las distancias entre puntos
en probabilidades condicionales como sigue:
pj|i =
exp(−||xi − xj||2/2σ2i )∑
k 6=i exp(−||xi − xk||2/2σ2i )
(2-1)
Siendo xi la i-ésima observación del proceso en alta dimensión.
Esto preserva las distancias pues pi|j es alto cuando xi, xj son cercanos. Para las observaciones
en baja dimensión (yi) se procede de manera similar.
qj|i =
exp(−||yi − yj||2)∑
k 6=i exp(−||yi − yk||2)
(2-2)
Si las similitudes son bien modeladas pi|j = qi|j. Como qi|j es desconocido, el problema se
reduce a encontrar qi|j que represente de la mejor manera a pi|j, para lo cual se utiliza como












C es llamada la función de costo, y a través de ella es posible estimar los vectores de baja
dimensión minimizando el costo.
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Finalmente, se encuentra la solución de manera iterativa usando y1, . . . , yn una muestra nor-
mal con media cero y varianza 10−4.
Sus principales ventajas son que en simulaciones ha funcionado relativamente bien, es intuiti-
vo y tiende a preservar las distancias entre los puntos, sin embargo, no es posible determinar
qué tan bueno fue su rendimiento pues no hay ninguna medida arrojada por el método que
indique el éxito que tuvo, por ejemplo para el PCA, los autovalores de la matriz de covarianza
indican que tanta varianza (información) se esta preservando, otros métodos proporcionan
inclusive medidas de verosimilitud de la reducción de dimensión, etc. Por último, en el T-SNE
no se garantiza que el algoritmo converja a un óptimo global y es sensible a la ”maldición
de la alta dimensionalidad”.
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2.1.3. Reducción de dimensión suficiente
Autores como [4] aseguran que el T-SNE no conserva bien las estructuras de baja dimensión,
al igual que resaltan que el hecho de no tener una cuantificación del éxito del procedimiento.
Por lo tanto es necesario buscar una alternativa teórica para reducir la dimensión, lo que
significa entrar a mirar la reducción de dimensión suficiente.
La reducción de dimensión suficiente proviene de la idea de crear combinaciones lineales de
las variables (aśı como en componentes principales) y la idea de suficiencia que formalizó
Fisher en 1922, la cual dećıa que para unos datos D un estad́ıstico t es suficiente para θ, si
D|(θ, t) ∼ D|(t). Es decir, que toda la información posible de θ esta condensada en el es-
tad́ıstico t. Siguiendo el desarrollo realizado en [2] es necesario definir el subespacio central,
para aśı encontrar la reducción de dimensión suficiente.
El subespacio central
Para empezar, es necesario traer a colación la idea de suficiencia de Fisher, pero en el contexto
que es de interés. Sea Y una matriz que representa las variables respuesta y X su matriz
diseño correspondiente.
Definición 1: Una proyección PS : Rp → S ⊂ Rp en un subespacio S q-dimensional es
una reducción suficiente lineal si satisface alguna de las siguientes tres condiciones:
1. Reducción inversa, X|(Y, PSX) ∼ X|PSX
2. Reducción hacia adelante, Y |X ∼ Y |PSX
3. Reducción conjunta, Y |= X|PSX
Entonces, el subespacio S es llamado subespacio de reducción de dimensión.
Esta definición describe lo que se quiere realizar. Se busca un subespacio donde esté incluida
toda la información de X. Sin embargo, si S ⊂ S1, S1 es también un espacio de reducción de
dimensión, por lo que si existe S, existen infinitos subespacios de reducción de dimensión.
El objetivo de esta metodoloǵıa es reducir la dimensión. Por lo tanto, se busca el más pe-
queño de los espacios de reducción de dimensión.
Definición 2: La intersección de todos los subespacios de reducción de dimensión,
cuando a su vez también es espacio de reducción de dimensión, es llamado el subespacio
central y notado como SY |X
El subespacio central no siempre existe, pero śı bajo ciertas condiciones. Aśı mismo, en las
últimas décadas se ha estudiado la forma de estimar este subespacio central bajo ciertas
condiciones, siendo las más frecuentes linealidad y homocedasticidad.
2.1 Métodos de reducción de dimensión 9
2.1.4. Envelopes
De acuerdo con [2], la metodoloǵıa de envelopes se puede ver como una forma especializada
de SDR (Sufficient Dimension Reduction) que es aplicable en análisis basados en el modelo,
que puede ser utilizado a su vez para mejorar la eficiencia de SDR sin modelo.
Aqúı nuevamente se tiene que hablar de un modelo lineal que en general tiene la forma.
Y = α + βX + e (2-5)
Con Y la matriz de respuestas, X la matriz diseño, β la matriz de efectos y e una matriz
aleatoria generalmente con distribución normal.
Lo que se busca con los envelopes en este caso, es encontrar combinaciones lineales de Y que
son invariantes en X. Si estas existen, se puede reducir la dimensión del modelo.
El modelo envelopes es una reparametrización del modelo multivariado (2-5) en términos del
subespacio ξ ⊂ Rr y Q la proyección en este subespacio con las propiedades que:
(i)QξY |(X = x1) ∼ QξY |(X = x2) para todo x1, x2
(ii)PξY |= QξY |X (2-6)
La primera condición dice que la distribución de QξY no depende de quién sea la obser-
vación x, y la segunda garantiza que las variables PξY,QξY |X sean independientes. Siendo
Pξ = I −Qξ. Lo cual es bastante similar a las condiciones para el subespacio central
Definición 3: Un subespacio R ⊂ Rr se dice que es un espacio reductor de M ∈ Sr×r
si R descompone a M como M = PRMPR +QRMQR. Si R es un espacio reductor de M , se
dice que R reduce a M .
Definición 4: Sea M ∈ Sr×r y sea B = span(M). Entonces el M -envelope de B, deno-
tado como ξM(B) es la intersección de todos los subespacios de M que contienen a B
En términos prácticos el interés se centra en hallar ξΣ(B) siendo B = span(β) y de esta
manera se reparametriza el modelo con span(Γ) = ξΣ(B) y span(Γ0) = ξ
⊥
Σ (B).
Y = α + ΓηX + e
Con Σ = ΓΩΓT + Γ0Ω0Γ
T
0 y β = Γη
Para hallar de forma gráfica el objetivo de los envelopes, se puede observar la figura 2-2
dónde se encuentran los datos del engorde de diferentes vacas con dos dietas en dos tiempos
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diferentes (variables respuestas correlacionadas). Si se observa el diagrama de dispersión de
las respuestas, pareciera que ambas dietas son similares en cuanto al engorde del ganado,
sin embargo, al encontrar el envelope estimado y proyectar los datos ah́ı, es fácil ver que el
engorde de la dieta representada por el color azul es superior al de la dieta representada con
el color rojo.
Figura 2-2: Gráfico de los datos de dos variables respuesta Peso en la semana 14 y 16 con
un factor fijo [2]. La linea punteada es el subespacio donde la respuesta es
invariante a cambios en las variables regresoras. Los vectores A,B representan
la transformación que se le hace a un punto para pasar de alta dimensión a
baja dimensión.
Si se usara un método usual como ACP, la primera componente principal seŕıa estimada
aproximadamente como la ĺınea puntuada ortogonal a la linea que representa el envelope, ya
que en esta dimensión o eje, la variabilidad es alta. No obstante, en este caso esa dimensión
representa el subespacio donde la respuesta es invariante a observaciones en la variable re-
gresora, i.e., el subespacio donde no hay información de interés, por lo cual se confundiŕıan
aun más los resultados pues no se tuvo en cuenta la información condicional de un modelo,
llegando a conclusiones equivocadas dado que no se podria diferenciar entre las dos pobla-
ciones.
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Estimación del subespacio central
El éxito de la clasificación de los datos, se basa casi que únicamente en la efectividad del
algoritmo de hallar el subespacio central y por lo tanto los envelopes. Por lo cual la elección
de como estimarlos es de suma importancia.
En este caso se selecciona el algoritmo Envelope component screening, desarrollado en el
art́ıculo [2], el cual usa el algoritmo 1D y según el autor mejora la forma de maximizar
la verosimilitud del modelo. Estos se encuentran resumidos en [3] y son presentados en las
tablas 2-1 y 2-2
Algoritmo 1: El algoritmo 1D (Cook y Zhang, 2016)
Sean gk ∈ Rp, k = 1, . . . , u las direcciones secuenciales obtenidas. Sea Gk = (g1, . . . , gk)
Sea (Gk, G0k) una base ortogonal para Rp y fije el valor inicial g0 = G0 = 0
Para k = 0, . . . , u− 1, repita el paso 1 y 2 como sigue:
1. Sea Gk = (g1, . . . , gk) y sea (Gk, G0k) una base ortogonal de Rp.
Defina Nk = [G
T
0k(M + U)G0k]
−1, Mk = G
T
0kMG0k y la función sin
restricciones φ(w) = log(wTMkw) + log(w
TNkw)− 2 log(wTw)
2. Obtenga la solución wk+1 = argminφ(w) Luego la dirección del (k + 1)
ésimo envelope es gk = G0kwk+1/||wk+1||
Tabla 2-1: Algoritmo 1D
Algoritmo 2: La proyección de componentes de envelopes (ECS)






i vj = δij
Siendo δij un delta de kronecker.
2. Evalúe fi = F (vi) = log(λi) + log(v
T
i (M + U)
−1vi) y luego ordénelas
fp ≤ · · · ≤ f1 ≤ 0 con los correspondientes vi
3. Sea A0 = (v1, . . . , vp−d)
T y A = (vp−d+1, . . . , vp) ∈ Rp
con d especificado desde un principio.
4. Estime ξM(U) ∼ AξATMA(ATUA)
Tabla 2-2: Algoritmo ECS
Los dos algoritmos anteriormente mencionados dependen de unos parámetros iniciales, según
se enuncia en [2], se pueden tomar diferentes elecciones de parámetros iniciales, una de es-
tas elecciones puede ser M = SY |X , U = 0 y G = eigen(M), con el anterior se forma
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una base ortogonal y a partir de los vectores columna de esta matriz se pueden construir
G0, G1, . . . , Gd−1, aśı mismo con los vectores restantes se puede construirG00, G01, . . . , G0(d−1).
Es claro que como se está buscando maximizar una verosimilitud, se están haciendo supuestos
distribucionales. Sin embargo, en el art́ıculo [2] están demostradas las propiedades asintóti-
cas del método y algoritmo. Su principal supuesto es que los residuales sean normales e
independientes. Aśı como que las variables tengan relaciones lineales que permitan reducir
la dimensión.
2.2. Modelos lineales mixtos
Una vez comprendida la parte de reducción de dimensión, es necesario incluir en el modelo
estructuras de covarianza. Esto, debido a que en casos donde las observaciones no son total-
mente independientes se podŕıa llegar a conclusiones equivocadas al no cumplirse el supuesto
de independencia.
En esta sección se hace una breve descripción de los modelos lineales haciendo un énfasis en
la parte aleatoria y cómo afecta al modelo. El acercamiento que se emplea en esta sección se
basa en lo descrito en [9].
Teniendo en cuenta que un modelo lineal es aquel que tiene la forma Y = X1B1 + X2B2 +
. . . XKBK , cuando se habla de modelos lineales con efectos fijos se piensa en la formula
E(Y ) = Xβ, donde β es un vector de constantes.
Lo que representa o busca este modelo es que a través de diferentes variables o factores, se
pueda llegar a explicar de mejor manera la variabilidad que se encuentra en Y .
El modelo lineal con factores fijos más sencillo, es el modelo Y = µ + e. Siendo µ la media
y e un vector de residuales. Es claro que µ es una constante que puede ayudar a explicar la
variabilidad de los datos.
Cuando se habla de un modelo lineal mixto, se refiere a un modelo lineal, e.g., yij =
µ+ αi + βj + eij dónde se tienen factores fijos y factores aleatorios.
Para entender el modelo planteado anteriormente, suponga que la variable respuesta hace
referencia a la producción de cervezas en una fabrica que depende de la maquina i y el tra-
bajador j. Si supone que solo hay dos máquinas, pero 100 empleados. µ, αi seŕıan factores
fijos, mientras que βj seria un factor aleatorio, puesto que la producción va a depender de
que trabajador se seleccione.
En modelos lineales, los factores fijos tienen el objetivo de modelar la media, mientras que
los factores aleatorios tienen como objetivo modelar la estructura de varianza de las obser-
vaciones. El crear un modelo mixto solo surge de la necesidad de simplificar la matriz de
covarianza, pues de no incluirse los factores aleatorios, la estructura de esta matriz seŕıa
desconocida y dif́ıcil de estimar.
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En general un modelo lineal mixto tiene la forma
E(Y |U = u) = Xβ + Zu (2-7)
Donde X es la matriz diseño para la parte fija, β el vector de parámetros fijos y Z la matriz
diseño para la parte aleatoria, siendo entonces u el vector de efectos aleatorios (en realidad
la realización del vector aleatorio U).
Sin perdida de generalidad se puede decir que E(u) = 0, var(u) = D y var(Y |u) = R. Por
lo tanto el vector Y tiene distribución con media Xβ y varianza ZDZT +R. i.e.
Y |X ∼ (Xβ,ZDZT +R) (2-8)
Mostrando que efectivamente, los factores fijos solo afectan la media y los aleatorios solo la
varianza.
A pesar que la descripción del modelo lineal mixto parece ser muy sencilla, la complejidad
nace al momento de aplicar la teoŕıa, pues es necesario decir a priori qué factores deben ser
considerados como aleatorios, lo cual es fácil o dif́ıcil de decidir dependiendo el tema que se
esté tratando.
2.3. Datos de secuenciación de RNA
En las secciones anteriores se introdujeron los métodos de reducción de dimensión para da-
tos en general, sin embargo, aún no se ha mencionado qué son los datos de secuenciación de
RNA en células unitarias, su potencial, cómo se comportan y qué caracteŕısticas tienen. A
continuación se presenta un breve resumen de esta información para aśı poder comprender
de mejor manera qué tipo de método se necesita realmente y por qué es importante estudiar
estos datos.
Para hablar de datos de secuenciación de RNA en células individuales o unitarias, es nece-
sario primero aclarar a qué hace referencia el término secuenciación de RNA.
En un principio los estudios de transcriptómica se basaban en microarreglos de hibridación,
cuyo objetivo era entender totalmente las diversas moléculas de RNA que se expresan en
los diferentes niveles del genoma, sin embargo, este tipo de tecnoloǵıas no teńıan este al-
cance. Una vez se introdujeron las técnicas de secuenciación de siguiente generación (Next
generation DNA sequencing NGS), se revolucionó la transcriptómica permitiendo el análisis
de RNA a través de cDNA a escala masiva [11]. Esto dió origen a lo que hoy en d́ıa se
conoce como secuenciación de RNA, que básicamente lo que hace es producir millones de
pequeñas lecturas de la secuencia de un genoma, epigenoma o transcriptoma, catalogando
y cuantificando las diversas moléculas de RNA, esta nueva tecnoloǵıa trae consigo grandes
ventajas con respecto a los anteriores métodos que trataban de entender los genomas. La
principal ventaja es que para producir estas lecturas del genoma no se necesita ningún cono-
cimiento a priori a diferencia del PCR y microarreglos, lo que trajo una facilidad para crear
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nuevos conjuntos de datos y con esto abrir una posibilidad para comprender nuevos procesos
biológicos [10].
2.3.1. Datos de secuenciación en células unitarias
La secuenciación de RNA en un principio era utilizada para analizar los genomas, epigeno-
mas o transcriptomas diferenciando por individuos. No obstante, siguiendo el acercamiento
que se hace en [13], estudiar la secuenciación de RNA mensajero en células unitarias puede
cambiar la forma de entender la heterogeneidad celular dentro de un órgano, es decir analizar
las secuencias en diferentes células dentro de un mismo paciente permite entender procesos
biológicos con mayor claridad; en algunos casos encontrar células at́ıpicas analizando mues-
tras dentro de un mismo paciente puede servir para detectar el resultado de una infección,
resistencia a un antibiótico o una reincidencia de un cáncer.
Una sola célula puede contener grandes cantidades de información, en espećıfico una célula
promedio humana contiene 6 mil millones de pares de bases de ADN y 600 millones de bases
de RNA mensajero [5]. Esta información se puede recopilar a través de diferentes métodos,
pero del que se hablará a continuación es a través de una técnica llamada transcriptoma de
células unitarias.
Figura 2-3: Procedimiento de secuenciación SC-RNA-seq [6]
Usualmente los estudios de transcriptomas se hacen a nivel de tejido, sin embargo, cuando se
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trata de células madre o cáncer no se puede lograr este alcance, dejando estudios únicamente
a nivel muestral.
Para hacer exitoso el procedimiento de transcripción es necesario hacer uso de dos técnicas,
el aislamiento de diferentes células y la transformación de RNA en cDNA que básicamente
permite el conteo de lecturas de genes. Este procedimiento se encuentra esquematizado en
la figura 2-3. Primero se selecciona un tejido, posteriormente se áıslan las células, se hace la
secuenciación, lo que da como resultado una matriz de conteo y finalmente se hace el análisis
estad́ıstico.
Aislamiento de células
Para esta labor de aislar las células, potencialmente heterogéneas, existen varios métodos
como Ordenamiento de células por activación de fluorescencia, manejo de células basadas
en opto-fluidos, manejo de células basada en micro-fluidos y micro disección capturada por
láser. No obstante, en este resumen solo se mencionará el primer método al ser el más común
y el más utilizado.
El Ordenamiento de células por activación de fluorescencia es el más usado por sus bajos
costos y su interfaz fácil de manejar. Lo que propone esta técnica es combinar la citometŕıa
de fluidos con un ordenamiento basado en un sistema de puerta de fluorescencia como se ve
en la figura 2-4. Por lo que este sistema de puerta permite aislar las células dependiendo
de la fluorescencia. Estos anticuerpos fluorescentes pueden aislar las células requeridas de
acuerdo a unos marcadores de terminados (actualmente se pueden usar hasta 17 marcadores
simultáneos). Una vez aisladas las células se procede a leer la información que tengan dispo-
nible.
Figura 2-4: Ordenamiento de células por activación de fluorecencia [5]
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Secuenciación de RNA en células unitarias
Como no es posible secuenciar las moléculas de RNA, lo que generalmente se hace, es capturar
el transcriptoma de las células unitarias, esto es posible y se basa en tres pasos importantes.
1. Transcripción en reversa del RNA en una primera cadena de cDNA.
2. Segunda śıntesis de cadena y amplificación del cDNA.
3. Secuenciamiento del cDNA con uso de nuevas tecnoloǵıas.
Diversas técnicas que incluyen esta serie de pasos logran el objetivo de capturar el transcrip-
toma de las células, 3 métodos comúnmente utilizados están esquematizados en las figuras
9-2 y 9-3 ubicadas en los anexos. Todas las técnicas dejan como resultado una libreŕıa de
secuenciación que son los datos a tratar.
Importancia del estudio de la secuenciación del RNA en células unitarias
La importancia de utilizar estos datos radica en que inclusive tomando células de un mismo
individuo, la secuenciación del RNA es tan variable que coeficientes de correlación pueden
estar incluso por debajo de 0.5 entre la expresión de los genes de dos células, lo cual afirma
que biológicamente hay diferencias entre expresiones de genes, encontrando que se pueden
crear identidades de células y posiblemente también etapas.
Un tema de investigación actual es mirar cómo es el proceso de diferenciación en células ma-
dres. A través de la observación de este proceso se ha encontrado que hay diferentes subtipos
de células que conforman los pulmones de algunos roedores.
También a través de la observación de la secuenciación de RNA en células unitarias se pue-
den observar etapas en el desarrollo de un embrión. Lo que lleva al objetivo más grande que
es ver como las células se dividen y diferencian para crear un organismo completo[5].
Finalmente, los datos de secuenciación de células unitarias o individuales pueden ser vistas
como un nuevo tipo de fuente de datos para la estad́ıstica genómica. Por lo tanto se necesita
la creación de nuevos métodos y procesos que permitan analizar correctamente los datos.
Hasta el momento se han mencionado dos aspectos muy importantes para incluir en estos
procesos, siendo el primero que es necesario un método de reducción de dimensión, pues es
dif́ıcil analizar poblaciones de individuos (células) cuando no se pueden visualizar. Es por
eso que esa secuenciación de cientos de genes, reflejada en dos o tres componentes puede dar
enormes cantidades de nueva información.
El segundo aspecto que se debe tener en cuenta para el análisis de datos de SCSeq es que
debe incluirse un modelo para la reducción de dimensión, principalmente porque la informa-
ción que tienen los investigadores en estas áreas debe ser incluida y no se puede malgastar el
conocimiento que ya se ha conseguido en las últimas décadas acerca de poblaciones celulares;
además porque este tipo de datos no debeŕıan ser independientes debido a que diferentes
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células dentro de un mismo paciente deben tener en común mucha información y al com-
pararlas con células de otros pacientes, esta información repetida tiene que ser tenida en
cuenta.
3 Antecedentes: reducción de dimensión
para SCseq
Actualmente son utilizados principalmente el análisis de componentes principales (ACP) y
el T-distributed stochastic neighbor embedding (t-SNE) para hacer reducción de dimensión
en datos de secuenciación de RNA.
Es necesario recalcar que este tipo de datos genómicos generalmente se usan para clasificar
muestras y aśı hacer diagnósticos, por lo tanto estos métodos, más allá de si reducen o no la
dimensión deben estar centrados en guardar la información de la variabilidad de las muestras
ya que solo con esta información va a ser posible clasificar bien los datos.
Figura 3-1: Visualización de estructuras en dimensiones reducidas obtenidas en [16]
Un ejemplo de lo mencionado anteriormente se puede ver en la imagen C de la figura 3-1
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que es resultado de un estudio que hace uso del algoritmo t-SNE. En este, se puede ver como
una reducción de dimensión permite visualizar y clasificar tipos de células. En este caso se
tiene la secuenciación de algunos genes en células de 360 pacientes con cáncer de h́ıgado y
tumores, lo cual posteriormente se relaciona con el paciente y por lo tanto con el estado de
su cáncer. Adicional, por medio de la reducción de dimensión, se pueden encontrar genes
relacionados con el cáncer y posteriormente como en la imagen E de la figura 3-1 observar
qué porcentaje de células (tamaño del punto) con una alta expresión del gen en cuestión (eje
x) tiene cada individuo o grupo de personas (eje y).
Otro estudio más acorde a lo que plantea este trabajo es [4], en el cual proponen el método
SCVIS, una modificación del t-SNE, y a partir de una simulación comparan los rendimientos
de los dos métodos como se puede ver en 3-2
Figura 3-2: Simulación y resultados obtenidos en [4]
En este estudio simulan una estructura de baja dimensión como se observa en la imagen ’a’.
Posteriormente, se crean nuevas variables como funciones de las variables de baja dimensión
y después, con estos nuevos datos, se utilizaron los métodos para reducir la dimensión (imáge-
nes ’b’ y ’c’). Mantener la estructura de baja dimensión hace referencia a que el algoritmo
capture las formas que se teńıan en baja dimensión, en este caso 6 nubes de puntos y unos
puntos de ruido uniformemente distribuidos en el fondo (los grises). Si el algoritmo captura
bien esas formas y logra representarlas nuevamente, es de esperarse que posteriormente se
pueda clasificar de manera más precisa. Bajo esta simulación, el algoritmo SCVIS se com-
20 3 Antecedentes: reducción de dimensión para SCseq
portó mejor pues la estructura que obtuvo es más parecida a la original que la del t-SNE, lo
cual se vio reflejado en una mejor clasificación como se puede observar en las imágenes ’f’ y
’g’ donde se ve el porcentaje de puntos correctamente clasificados haciendo uso del algoritmo
vecinos más cercanos y variando el número de vecinos más cercanos entre 10 y 150.
Aparte de los resultados a través de las simulaciones, es necesario aplicar los métodos a bases
de datos reales que ya hayan sido estudiadas. El procedimiento es tomar los datos y reducir
la dimensión para posiblemente encontrar clusters o agrupaciones de datos que pueden tener
diferentes interpretaciones, e.g., nubes de puntos que determinen cuáles células son malignas
y cuáles no. Un ejemplo de esto se puede ver en la imagen ’c’ de la figura 3-3, dónde se hace
un análisis de componentes principales para los datos de cada individuo buscando identificar
los tipos de células que tiene el paciente y posteriormente, relacionarlo con la progresión
del cáncer. Estos datos adicionalmente fueron trabajados en [4] por lo cual va a ser posible
comparar resultados haciendo uso de diferentes métodos.
Figura 3-3: Datos de oligodendroglioma obtenidos en [14]
4 Metodoloǵıa
El trabajo realizado puede ser dividido en 3 secciones principales:
1. Simulación de datos de secuenciación en células unitarias
2. Comparación de Métodos
3. Aplicación de Envelopes y modelo propuesto a bases de datos reales
En la primera, se realiza la creación de bases de datos según se entiende el problema de los
datos de células individuales, en el segundo se evalúan los métodos mencionados en el marco
teórico para reducir la dimensión de los datos y evaluar según tasas de alta clasificación y
finalmente en el tercero, se utilizan los envelopes para mostrar su comportamiento en bases
de datos reales que ya han sido trabajadas con diferentes métodos, para aśı concluir si su
uso es adecuado en el área de la estad́ıstica genómica.
4.1. Simulación de datos de SCseq
En el art́ıculo [4], presentan simulaciones de datos de secuenciación de RNA en células indivi-
duales bajo la idea de que hay una dimensión intŕınseca de los datos (baja dimensión) donde
se pueden ver diferentes clusters. Estos clusters suponen una diferenciación en la expresión
de diferentes genes según las diferentes condiciones en la muestra i.e. un cluster podŕıa repre-
sentar las diferentes células de un individuo, también podŕıa representar un tipo de células
entre los diferentes individuos, o inclusive cosas que en un principio no se tengan en cuenta
como género, etnicidad, etc.
Para las simulaciones, se va a suponer que los clusters están conformados únicamente por
el tipo de célula, e.g, canceŕıgena y no canceŕıgena, mas no por el individuo. Esto, debido a
que si se pretende comprender un proceso biológico debeŕıa este ocurrir proporcionalmente
en diferentes individuos y no ocurrir de diferentes maneras en los diferentes organismos.
4.1.1. Simulación 1
Para la primera simulación se usa el supuesto más simple, que los clusters dados por los
diferentes tipos de células tienen una dispersión similar en los diferentes individuos, es decir,
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que si se miraran los clusters conformados en cada individuo, estos debeŕıan ser similares.
Para la creación de estos datos se sigue el siguiente procedimiento:
1. Se crea una matriz diseño X
X = (1I ⊗ IT ⊗ 1R)
Donde I representa el numero de individuos, T el tipo de célula y R las replicaciones
que en este caso son la célula. Donde I = 50, T = 3 y R = 5.
Nótese que esta matriz tiene T = 3 columnas donde cada supuesta célula tiene un 0 o
1 dependiendo de si es o no del supuesto tipo de célula correspondiente
2. Se implanta una semilla para poder replicar los resultados (2021 para este caso)
3. Se generan tres vectores de parámetros θ1, θ2, θ3 los cuales representaran a los efectos.
4. Se generan las variables de baja dimensión (dimensión intŕınseca) como Zi = Xθi +
ei, siendo ei un error con distribución normal de media cero y con la estructura de
covarianza 4× I
5. Se genera las variables de alta dimensión según el escenario (Esc):
Esc Y1 Y2 Y3 Y4 Y5 Y6
I 0.5Z1+0.9Z2 1.93Z1-0.75Z2 1.69Z1- 3.4Z3 8.7Z1-6.3Z2 -2.7Z3 -1.77Z2+3.22Z3 Z1-3Z2+Z3





Z1 ∗ Z2 ∗ Z3 Z21 + Z22
III Z1 − Z2 Z1 + 2Z3 Z1 − Z2 + Z3 Z21 + Z2 Z1Z2 exp(Z1 + Z2)
Estas variables son contaminadas levemente con un error normal independiente de
media cero (σ2 = 0,1).
4.1.2. Simulación 2
Es de suponer que aunque el proceso biológico sea el mismo, la medición entre diferentes
individuos debe cambiar. Por lo tanto el individuo tiene que ser un factor importante, no
obstante, este no debe hacer que los clusters cambien su forma o que la combinación de la
expresión de los genes cambie. Consiguientemente, se supone que el individuo es un factor
aleatorio, lo cual cambia la dispersión de los datos más no la expresión media de los diferentes
genes.
Para producir un set de datos con estas condiciones se usa el siguiente procedimiento:
1. Se crea una matriz diseño X
X = (1I ⊗ IT ⊗ 1R)
Donde I representa el número de individuos, T el tipo de célula y R las replicaciones
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que en este caso son las diferentes células. Donde I = 5, T = 3 y R = 50.
Nótese que esta matriz tiene T = 3 columnas donde cada supuesta célula tiene un 0 o
1 dependiendo de si es o no del supuesto tipo de célula correspondiente
2. Se implanta una semilla para fácil replicación (2021 para este caso)
3. Se generan tres vectores de parámetros θ1, θ2, θ3 los cuales representaran a los efectos.
4. Se generan las variables de baja dimensión (dimensión intŕınseca) como Zijk = Xθj +
eijk + εi. Siendo eijk un error con distribución normal de media cero y con la estructura
de covarianza 4× I y εi un error con distribución normal con estructura de covarianza
2I. La estructura de covarianza de los vectores Z seria 2× (II |1T1TT |1R1TR)
5. Se genera las variables de alta dimensión según el escenario (Esc):
Esc Y1 Y2 Y3 Y4 Y5 Y6
I 0.5Z1+0.9Z2 1.93Z1-0.75Z2 1.69Z1- 3.4Z3 8.7Z1-6.3Z2 -2.7Z3 -1.77Z2+3.22Z3 Z1-3Z2+Z3





Z1 ∗ Z2 ∗ Z3 Z21 + Z22
III Z1 − Z2 Z1 + 2Z3 Z1 − Z2 + Z3 Z21 + Z2 Z1Z2 exp(Z1 + Z2)
Estas variables son contaminadas levemente con un error normal independiente de
media cero (σ2 = 0,1).
Esta simulación pretende ser más aterrizada, en el sentido que se tiene en cuenta la diferencia
entre individuos y también por el número de replicas (alto) frente al número de individuos
(bajo) que se usa en la realidad.
4.2. Comparación de métodos
Una vez son generadas las variables, se corren los 3 diferentes algoritmos (Envelopes, PCA,
T-SNE).
Es importante destacar que por la forma en que fueron construidos los datos, existe un mode-
lo lineal establecido, para el cual sus estimaciones por máxima verosimilitud seŕıan bastante
superiores a los resultados con los algoritmos a comparar; sin embargo, no es incluido este
modelo en el análisis porque no tiene sentido ponerlo a competir debido a que si aśı fueron
creados los datos es lógico que sea el mejor. El objetivo de esta sección es comparar los
3 algoritmos mencionados para datos que se entienden como de secuenciación de RNA en
células individuales.
El procedimiento realizado se puede resumir asi:
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1. Generar los datos según sea el escenario y simulación
2. Correr los 3 algoritmos con los datos: el resultado de esto son 3 vectores por método,
pues se supone que la dimensión intŕınseca es 3 (aśı se construyeron los datos).
3. Se pone una semilla para fácil replicación
4. Se corre el algoritmo k-nearest-neighbors (k = 15) con datos iniciales seleccionados
aleatoriamente (muestra de entrenamiento).
La muestras de entrenamiento están conformadas con el 50 % de los datos.
5. Se calcula la tasa de clasificación evaluando los datos en la muestra de prueba. Se coloca
1 si efectivamente el dato fue clasificado en el cluster correcto, 0 si no fue clasificado
correctamente.
6. Se presentan los clusters y se usa la prueba de Kruskal-Wallis para ver si hay diferencias
entre las tasas de clasificación, esta prueba de hipótesis general sera notada como
(PHG) posteriormente.
7. De existir diferencia, se usa la prueba de Wilcoxon para evaluar las hipótesis de si
existen mejores tasas en algún algoritmo (PH1,PH2,PH3).
PH1 : H0 : TCENV ≤ TCPCA vs HA : TCENV > TCPCA
PH2 : H0 : TCENV ≤ TCTSNE vs HA : TCENV > TCTSNE
PH3 : H0 : TCPCA ≤ TCTSNE vs HA : TCPCA > TCTSNE
TCmétodo hace referencia a la tasa de correcta clasificación obtenida por el método.
8. Se miran las correlaciones lineales más altas de cada método con las dimensiones de
los datos de baja dimensión
4.3. Procedimiento simulación
Anteriormente, se explica como se creó la base de datos simulada, sin embargo no se puede
concluir con el rendimiento de una simulación, por lo tanto es necesario hacer replicas de
cada simulación para ver el rendimiento de los diferentes algoritmos.
El procedimiento general para cada escenario en las dos simulaciones es el siguiente:
1. Se determina la semilla 2021.
2. Para i en {1, 2, 3, · · · , 1000}.
2.1 Se crean los datos de baja dimensión según la simulación (1 o 2) .
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2.2 Se crean los datos de alta dimensión según el escenario.
2.3 Para método en (Envelopes, PCA, T-SNE)
2.3.1 Aplicar método de reducción de dimensión
2.3.2 Para las dimensiones 1,2,3, guardar la correlación más alta que se encuentre
entre los resultados del método y la dimensión de los datos originales.
2.3.3 Usar K.N.N (k = 15) con 500 muestras de entrenamiento diferentes.
2.3.4 Guardar las 500 tasas de clasificación
2.4 Realizar test de Kruskal-Wallis (PHG).
2.5 Guardar el valor p de la prueba PHG[i]
2.6 Realizar el test de Wilcoxon para evaluar las hipótesis PH1,PH2 y PH3.
2.7 Guardar los valores p PH1[i], PH2[i], PH3[i].
3. Analizar los resultados obtenidos por correlaciones y pruebas de hipótesis.
4.4. Datos reales
Como se mencionó en un principio, es necesario usar una base de datos que haya sido
usada para estudios que usen una metodoloǵıa con reducción de dimensión, por lo cual es
seleccionada la base de datos de oligodendriogliomas de humanos sacada de [14]. Esta es
analizada con componentes principales en [14] y es analizada con un algoritmo no lineal en
[4].
Esta base de datos esta conformada por 6 pacientes, de los cuales se dividen en dos grupos
de tres pacientes, haciendo referencia a la profundidad de secuenciación i.e. el número de
células secuenciadas.
4.4.1. Tratamiento de los datos
El set de datos de oligodendrogliomas a pesar de ya tener normalizaciones, también necesita
con tratamiento para poder ser incluido en un análisis. De los 23703 genes que se encuentran
descritos en el set de datos, se eliminaron los genes que no teńıan lecturas en más del 81 %
de las células. Posteriormente se eliminaron las células que no teńıan lectura en ningún gen.
Quedando aśı un set de datos conformado por 4347 células y 963 genes.
Una vez finalizado el control de calidad se hace una reducción de dimensión con los diferentes
métodos, se clasifican los datos, se obtienen los genes que más le aportan a la reducción de
dimensión y finalmente, se hace un enriquecimiento a través de la herramienta DAVID (The
Database for Annotation, Visualization and Integrated Discovery).
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5.1. Datos simulados
Para poder comparar los métodos se crearon bases de datos con diferentes condiciones. Los
resultados fueron los siguientes
5.1.1. Simulación 1
Para la simulación 1, se realizó la creación de muestras aleatorias cuyo modelo para la baja
dimensión o dimensión intŕınseca era ZF dijk = αj + eijk. Siendo αj el único efecto del modelo
quien representa el tipo de célula y eijk observaciones de una variable aleatoria normal i.i.d
con µ = 0 y σ2 = 4.
El resultado de una simulación es el presentado en la figura 5-1
Figura 5-1: Representación gráfica de variables de baja dimensión
Cabe recordar que para esta simulación, los clusters de los diferentes individuos son simila-
res. En las figuras 5-1 B y C se puede ver lo que en unos datos no simulados se entendeŕıa
como el proceso biológico, ya que se espera que haya una transición entre tipos de células. Es
importante que cuando se utilicen los algoritmos, este tipo de fenómeno se siga visualizando.
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Esta dimensión intŕınseca es alterada según el escenario encontrando los resultados mostra-
dos en las figuras 5-2, 5-3 y 5-4. Es necesario resaltar que en este caso la alta dimensión
puede ser visualizada fácilmente en un gráfico como los recién mencionados. Sin embargo,
esto es arduamente logrado cuando la dimensión de los datos no es 5 sino más de 20.000.
Lo primero que se puede ver es que aśı como se espera en los datos de secuenciación de ARN
en células individuales, los datos graficados muestran altas correlaciones en el escenario 1,
esto se puede pensar ya que existen diferentes factores biológicos que hacen que distintos
genes tengan altas correlaciones en sus niveles de expresión causadas por relaciones funcio-
nales, protéınas, condiciones, etc.
Figura 5-2: Representación gráfica de variables de alta dimensión (escenario 1)
Si se utilizara un método para clasificar los datos, se podŕıa llegar al error de clasificar en
solo 2 grupos aśı como se muestra en la figura 5-2 pues todos los histogramas parecieran
indicar una mixtura entre dos poblaciones. No obstante, ya se conoce en este caso que son
3. Adicionalmente, es importante resaltar que en este caso parece evidente la clasificación,
sin embargo, entre más alta se la dimensión, la probabilidad de que existan varios genes
donde no se identifiquen los tipos de células aumenta, haciendo que los algoritmos puedan
equivocarse por tomar variabilidad de genes que no tengan que ver con el proceso biológico
de interés.
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Figura 5-3: Representación gráfica de variables de alta dimensión (escenario 2)
En la figura 5-3 se puede ver lo que se estaba hablando anteriormente, las combinaciones
no lineales hacen que aparezcan lo que seŕıan genes dónde no se ven los subgrupos. Al ser
alterada la baja dimensión por relaciones no-lineales también bajan las correlaciones lineales
entre variables de alta dimensión y se hace evidente que es necesario un buen método que
logre identificar las componentes de baja dimensión, pues inclusive si se lograran visualizar
como en este caso todas las variables seria compleja la tarea de sacar subgrupos manualmente.
Para este caso tan drástico, inclusive se podŕıa concluir precipitadamente que no hay efecto
entre los tipos de célula dado que los histogramas muestran una única población.
En cuanto al escenario 3 (figura 5-4), se espera que sea el más parecido a la realidad,
ya que es de esperarse que si existan relaciones no lineales entre genes, pero también que
existan relaciones lineales. En ese sentido si se espera que existan genes que hagan perder
los algoritmos como Y6, relaciones como la existente entre Y5 y Y1, pero también relaciones
como la que se puede visualizar entre las variables de alta dimensión Y2 y Y3. En ese sentido
es interesante ver como funcionan los diferentes algoritmos, ya que, el PCA y los envelopes,
son netamente lineales, ¿será suficiente que con algunas relaciones lineales se comporten a
la par de un algoritmo como el T-SNE?.
Note que en la figura 5-4 tampoco es tan fácil hacer la clasificación de manera manual y que
también los histogramas parecen indicar una mixtura de dos poblaciones.
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Figura 5-4: Representación gráfica de variables de alta dimensión (escenario 3)
5.1.2. Simulación 2
Para la simulación 2 se incluyo una variable muy importante que es el individuo de donde
provienen las células. Por lo mencionado en la métodoloǵıa se incluyo como un factor alea-
torio, quedando el modelo ZF dijk = αj + εj + eijk dónde el nuevo factor εi afecta únicamente
la varianza de los datos, no la media. Esto se ve reflejado en cluster de diferente amplitud, lo
que se traduce en unos datos más variables con clusters más difusos como se ve en la figura
5-5. En este caso se podŕıa ver que el individuo simulado 5 presentaŕıa una variabilidad
mayor que el individuo simulado 1, también, inclusive estando en baja dimensión, habŕıan
puntos (células) dif́ıciles de clasificar manualmente.
Es necesario aclarar que tanto los datos mostrados en la figura 5-1 como los datos mostrados
en la figura 5-5 fueron creados con la misma semilla y parámetros, por lo tanto lo único que
cambia entre ambos conjuntos de datos es el nuevo error que fue incluido en la simulación
2, i.e., los residuales ej son exactamente los mismos para ambos conjuntos de datos.
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Figura 5-5: Representación gráfica de variables de baja dimensión Simulación 2
Las variables de alta dimensión se pueden visualizar en las figuras 5-6, 5-7 y 5-8. Para el
caso de la simulación 2 se puede decir que se tiene lo mismo que en la simulación 1, salvo que
el aumento en la variabilidad se traduce en grupos mas dif́ıciles de identificar y correlaciones
en general más bajas. En espećıfico se ve un gran cambio para el escenario 1 (Figura 5-6)
pues donde la variabilidad del individuo fuera un poco mayor, seŕıa complejo visualizar más
de un grupo, inclusive en este caso, los histogramas identifican casi que solo una población.
Lo cual quiere decir que este nuevo error que fue agregado propone un nuevo obstáculo para
los algoritmos de reducción de dimensión y clasificación
Figura 5-6: Representación gráfica de variables de alta dimensión (escenario 1) Simulación
2
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Figura 5-7: Representación gráfica de variables de alta dimensión (escenario 2) Simulación
2
Figura 5-8: Representación gráfica de variables de alta dimensión (escenario 3) Simulación
2
5.2. Comparación de métodos
En esta sección se muestran los resultados de la comparación de los métodos Envelopes,
PCA y T-SNE para el caso de los datos simulados.
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5.2.1. Resultados gráficos de las simulaciones
Lo primero que hay que tener en cuenta es que los datos de baja dimensión generados tienen
3 componentes las cuales teóricamente tienen los mismos pesos. Por otro lado, los métodos
que se usan en este trabajo intentan plasmar la mayor cantidad de información en una di-
mensión, haciendo que la importancia decaiga con las componentes adicionales. Esto puede
entenderse fácilmente con el análisis de componentes principales ya que en este el porcentaje
de varianza explicada de la tercera componente no puede ser mayor que el de la segunda,
quien simultáneamente no puede tener un porcentaje de varianza explicada mayor al de la
primera componente principal.
Es por eso que la primera componente de los datos de baja dimensión no tiene que coincidir
con la primera componente detectada con los métodos. En la figura 5-9 se puede observar
este fenómeno pues el envelope 1 si es el más correlacionado con la dimensión 1 (componente
1 de los datos de baja dimensión), pero para el caso del PCA la componente más correlacio-
nada con la dimensión 1 es la componente principal 2, lo cual es en este caso una casualidad
y depende netamente de la aleatoriedad de la simulación ya que las componentes iniciales
son en teoŕıa igualmente importantes, sin embargo, puede que debido a su generación una
de estas incluya mayor o menor ruido.
Figura 5-9: Correlaciones con las variables de baja dimensión originales (escenario 1)
Para esta simulación en particular (corriendo con la semilla 2021) se encuentra que bajo
linealidad el T-SNE no se comporta a la par de los métodos lineales y esto no solo se
puede ver en las correlaciones sino también en el mantenimiento de las estructuras de baja
dimensión (figura 5-10). Se observa que en las subfiguras A, B, C que hacen referencia a
los datos originales, los envelopes y las componentes principales, las estructuras (formas y
distancias) se mantienen de manera proporcional, es decir, son bastante similares; por otro
lado en la subfigura D, que hace referencia a las componentes halladas por el T-SNE hubo
una deformación de los clusters
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Figura 5-10: Comparación primeras dos dimensiones (escenario 1)
Para el caso del escenario 2, donde todas las combinaciones son no lineales sucede algo
bastante particular. Si se observa la figura 5-11 se puede notar que el método que mejor
capturó las componentes originales es el PCA, ya que tiene las correlaciones más altas con la
dimensión 1 y 3; en la dimensión 2 el método que mejor logró capturar la información fueron
los envelopes. No obstante, el T-SNE a pesar de no destacarse, śı logró capturar parte del
comportamiento de la dimensión 1.
Figura 5-11: Correlaciones con las variables de baja dimensión originales (escenario 2)
Respecto al mantenimiento o captura de las estructuras de baja dimensión, ningún método
logra la tarea de manera satisfactoria como si ocurŕıa en el anterior escenario (ver figura
5-12). No obstante, los envelopes, en espećıfico el envelope 2, logró capturar la información
necesaria para mantener una proporcionalidad de los grupos que se encontraban en baja
dimensión. En este sentido, el PCA fué el peor método y el T-SNE a pesar de hacer un
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trabajo no tan malo con las células simuladas tipo 3 y 2, en cuanto a las células tipo 1
deformó totalmente el grupo.
Figura 5-12: Comparación primeras dos dimensiones (escenario 2)
Aqúı es posible ver la importancia del mantener las estructuras de baja dimensión, porque
en SCseq no solo es importante clasificar bien, sino entender qué sucede con los datos y para
eso es necesario mantener las estructuras originales. Adicionalmente, esta cualidad no solo
va a aumentar la interpretación de los datos, sino que también va a permitir elevar las tasas
de correcta clasificación, esto se ve claramente en la figura 5-12 D, ya que para un algoritmo
va a ser totalmente dif́ıcil clasificar las células tipo 2 y 3, pues estas están una encima de la
otra. Para los datos de la simulación 2 (con individuo como factor aleatorio) se encuentran
resultados similares.
En primer lugar, para el escenario 1 (ver figura 5-13), los envelopes y componentes principales
parecen hacer un gran trabajo pues todas las dimensiones están correlacionadas con alguna
componente obtenida en los métodos. En cuanto al T-SNE solo se encuentra una correlación
mediana para la dimensión 3.
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Figura 5-13: Correlaciones con las variables de baja dimensión originales (escenario 1) Si-
mulación 2
Cabe recordar que las correlaciones no son lo más importante por lo tanto es de gran interés
observar la figura 5-14; para este caso se encuentra que el único método que guarda la pro-
porcionalidad de las distancias i.e. mantiene las estructuras de baja dimensión, parece ser
los envelopes. En el caso del PCA se forma un gran cluster y para el caso del T-SNE sucede
lo mismo que en los casos anteriores, una deformación de los grupos.
Figura 5-14: Comparación primeras dos dimensiones (escenario 1) Simulación 2
Para el segundo escenario, se encuentra lo que se esperaba, un buen desempeño del T-SNE.
En la figura 5-15 se puede ver que las componentes originales están correlacionadas de ma-
nera baja con los envelopes, de manera media con las componentes principales y de manera
medianamente alta con las componentes obtenidas con el T-SNE. En un principio se espe-
raba que este fuera el comportamiento en el escenario 2 ya que es el único método creado
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para lidiar con la no linealidad.
Figura 5-15: Correlaciones con las variables de baja dimensión originales (escenario 2) Si-
mulación 2
En cuanto a mantener las estructuras de baja dimensión (figura 5-16), ninguno de los méto-
dos parece destacarse, los clusters en los envelopes parecen cruzarse, en las componentes
principales existen datos mal clasificados como at́ıpicos y finalmente para el T-SNE se ve
una deformación total de los datos dónde por ejemplo las células 2 y 3 están totalmente
mezcladas.
Figura 5-16: Comparación primeras dos dimensiones (escenario 2) Simulación 2
Finalmente para el escenario 3 se obtiene algo similar a lo obtenido en la simulación 1. En
la figura 5-17 se observa que las dimensiones 1 y 2 son identificadas por los envelopes; las
dimensiones 1,2 y 3 son en gran parte capturadas por la componente principal 1, mientras
5.2 Comparación de métodos 37
que para el T-SNE se encuentra que las dimensiones 1 y 3 fueron identificadas en gran medi-
da. Los tres métodos se comportan similar en cuanto a correlaciones se refiere, por lo tanto
es necesario mirar si mantienen o no las estructuras de baja dimensión.
Figura 5-17: Correlaciones con las variables de baja dimensión originales (escenario 3) Si-
mulación 2
En la figura 5-18 se pueden ver los diagramas de dispersión que se obtienen con los diferentes
métodos. En este gráfico se puede observar que los tres métodos se destacaron en diferentes
cosas. Los envelopes mantienen la variación de los datos mejor que los otros dos métodos.
El PCA a pesar de mostrar un dato muy at́ıpico en su primera componente mantiene la
proporcionalidad de las distancias y las figuras o distribución global; mientras que el T-SNE
hace una diferenciación de los clusters a pesar de deformarlos.
Figura 5-18: Comparación primeras dos dimensiones (escenario 3) Simulación 2
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5.3. Máximas correlaciones y tasas de correcta
clasificación
En la sección anterior se observaron las correlaciones de la estructura original con las estruc-
turas estimadas por los métodos, sin embargo, los resultados obtenidos son particulares a la
simulación determinada con la semilla 2021. Para entender mejor como se están comportan-
do se corren 100 simulaciones de cada caso y escenario como se explicaba en la metodoloǵıa
y los resultados se pueden ver en las figuras 5-19 y 5-20 en su parte derecha.
Las componentes o dimensiones detectadas por los métodos no están relacionadas de manera
secuencial con las componentes de los datos de baja dimensión; es por eso que los gráficos
están divididos por escenario y subdivididos por método. Por cada método hay 3 boxplots,
el primer boxplot resume al información de las correlaciones más altas halladas en valor
absoluto entre las componentes del método y la dimensión 1 de la estructura de baja di-
mensión; el segundo boxplot resume la información de las correlaciones más altas halladas
en valor absoluto entre las componentes del método y la segunda dimensión de la estructura
de baja dimensión y el tercer boxplot resume consecuentemente las relaciones con la tercera
dimensión. Es evidente que ningún método se destaca por tener mejores correlaciones que los
demás, pues los tres son estad́ısticamente iguales en los diferentes casos. Es de suma impor-
tancia resaltar que en el escenario 2 de ambas simulaciones se encuentra que el T-SNE no se
desempeña superior que los otros dos métodos; esto es interesante ya que seria de esperarse
que un método no lineal se comporte mejor en todo sentido en escenarios no lineales y al
menos en este aspecto no lo hace.
Otra caracteŕıstica importante que se alcanza a observar, es que la inclusión de relaciones
no lineales hace que aumente la variabilidad del desempeño del método medido con corre-
laciones, pues en el escenario 1 la variabilidad de los diferentes métodos es la menor de los
tres escenarios, en el segundo la mayor y en el tercer escenario es la intermedia. Asimismo
la inclusión de relaciones no lineales también afecta la media de las máximas correlaciones.
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Figura 5-19: Evaluación de hipótesis y máximas correlaciones por método en Simulación 1
En cuanto al desempeño por tasas de correcta clasificación, fue medido a través de las hipóte-
sis mencionadas en la metodoloǵıa. Para cada simulación (conjunto de datos) se corrieron
las 4 hipótesis, por lo tanto se resumieron los 100 valores p obtenidos en las figuras 5-19 y
5-20 parte izquierda.
Se observa que la hipótesis que hace referencia a si los 3 métodos tienen el mismo rendimiento
en tasas de correcta clasificación, fue rechazada 100 de 100 veces. Para la simulación 1 (sin
efecto aleatorio) son muy pocas las veces que se rechaza la hipótesis que la tasa de correcta
clasificación de los envelopes es menor que la del PCA, mientras que la mayoŕıa de veces śı
se rechazan las hipótesis 2 y 3, lo que quiere decir que la tasa de los envelopes y del PCA es
mejor que las del T-SNE.
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Figura 5-20: Evaluación de hipótesis y máximas correlaciones por método en Simulación 2
Para la segunda simulación (con factor aleatorio) se tiene que la hipótesis general (tasas
iguales para los tres métodos) se rechaza 100 de 100 veces y se muestra una mejoŕıa en
cuanto al desempeño de los envelopes respecto al PCA; en el escenario 1 y 2 los envelopes
no tienen mejores tasas que el T-SNE, al igual que sucede con el PCA que no tiene mejores
tasas que el T-SNE. Sin embargo, en el escenario 3 el PCA tiene mejores tasas que el T-SNE.
5.4. Modelo propuesto
Ninguno de los tres métodos propuestos anteriormente incluye un efecto aleatorio, es decir,
ninguno tiene en cuenta las diferentes dispersiones que pueden tener cada grupo, es por eso
que en este trabajo se propone un modelo lineal sencillo de reducción de dimensión para
incluir estos efectos aleatorios y tener buenos resultados según se entienden hasta este punto
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los datos de secuenciación de RNA de células individuales.
Z = Y C = XB + e (5-1)
ZN×bd hace referencia a los datos de baja dimensión (bd), YN×ad a los datos de alta di-
mensión(ad), Cad×bd los coeficientes o cargas de cada variable en el momento de reducir la
dimensión, XN×p la matriz diseño, Bp×bd la matriz de efectos fijos y finalmente, eN×bd, los
residuales estructurados del modelo.








tr[Σ−1(Y C −XB)(Y C −XB)T ] (5-2)
Para poder simplificar las cuentas es necesario adecuar los datos, i.e., organizarlos por indi-
viduos ya que este es el factor aleatorio que se quiere tener en cuenta.
YN×ad = [Y
T
1 |Y T2 | · · · |Y TI ]T , siendo [Y Ti ]ni×ad = [(yT1 )(i)|(yT2 )(i)|(yTni)
(i)]T (5-3)
Dónde (yTj )
(i) es un vector fila que representa las mediciones de expresión para j-ésima célula
en el i-ésimo paciente.
Asimismo, se puede particionar la matriz diseño
X = [X1T |XT2 | · · · |XTI ] (5-4)
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0 0 · · · SI
 (5-5)
Siendo Ini la matriz identidad de tamaño ni × ni y Jni una matriz de ni × ni llena de 1’s.
Note que σ recoge la variación que existe entre células y θ la variación adicional que hay
entre individuos.



















Adicionalmente usando la identidad del determinante de Sylvester se obtiene:
|Σ| = |S1| × · · · × |SI | =
I∏
i=1






σni−1(σ + niθ) (5-7)
42 5 Resultados
































i Yi −BTXTi S−1Yi = 0
(5-9)























Note que la anterior igualdad es equivalente a Y TΣ−1Y C = Y TΣ−1XB debido a que Σ−1 es
una matriz particionada por bloques de cuyos bloques fuera de la diagonal son matrices de
ceros.















En general las matrices diseño pueden ser reducidas o construidas de manera tal que sean
rango columna completo i.e (XTΣ−1X)−1 existe. Si existen las I inveras de (XTi Σ
−1Xi)
es mejor usarlas por eficiencia computacional, sin embargo no es necesario, debido a su
equivalencia con (XTΣ−1X). Por lo tanto
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Y TΣ−1Y C = (Y TΣ−1X)(XTΣ−1X)−1(XTΣ−1Y )C
0 =(Y TΣ−1Y − Y TΣ−1X(XTΣ−1X)−1XTΣ−1Y )C
0 =[Y TΣ−1/2(I − Σ−1/2X(XTΣ−1X)−1XTΣ−1/2)Σ−1/2Y ]C
(5-13)
Nótese que Σ−1/2X(XTΣ−1X)−1XTΣ−1/2 es una matriz de proyección. Por lo tanto, (I −
Σ−1/2X(XTΣ−1X)−1XTΣ−1/2) también es una matriz de proyección (proyecta en el espacio
ortogonal), es decir, se busca una matriz C cuyas columnas sean la base de un subespacio
donde la proyección de Y TΣ−1Y coincida con la de Y TΣ−1/2PX∗Σ
−1/2Y . X∗ = Σ−1/2 y PX∗
la matriz de proyección en el subespacio formado por las columnas de X∗
Si PY ∗ = Σ
−1/2Y (Y TΣ−1Y )+Y TΣ−1/2Σ−1/2Y
Entonces Ĉ = (Y TΣ−1Y )+Y TΣ−1Y minimiza la ecuación ya que:
0 ≈ [Y TΣ−1/2(I − PX∗)Σ−1/2Y ]C = [Y TΣ−1/2(I − PX∗)Σ−1/2Y ](Y TΣ−1Y )+Y TΣ−1Y
≈ Y TΣ−1/2PY ∗Σ−1/2Y − Y TΣ−1/2PX∗PY ∗Σ−1/2Y
≈ Y TΣ−1/2[Σ−1/2Y − PX∗PY ∗Σ−1/2Y ] = Y TΣ−1/2[Σ−1/2Y − ŷ]
(5-14)
Siendo ŷ la estimación de Σ−1/2Y .
Si Σ−1/2Y pertenece al subespacio conformado por Σ−1/2X y Σ−1/2Y (las columnas seleccio-
nadas que transforman a baja dimensión) entonces PX∗PY ∗Σ
−1/2Y = Σ−1/2Y y por lo tanto
la igualdad a 0 se cumple.
Para obtener a Σ−1/2 no es necesario hacer ningún proceso computacionalmente costo, pues















Es claro que S
−1/2
i debe ser de la forma
1√
σ
(I − xJ), luego
(I − xJ)(I − xJ) = (I − 2xJ + x2JJ) = (I − 2xJ + nx2J) = (I − θ
σ + nθ
J) (5-16)
Es decir solo hace falta resolver una ecuación cuadrática sencilla x2n − 2x + θ
σ+nθ
= 0 De













Finalmente se deriva la log-verosimilitud con respecto a los parámetros de varianza obte-
niendo las siguientes estimaciones:
σ̂ =
tr[J(Y C −XB)(Y C −XB)T ](tr[(Y C −XB)(Y C −XB)T ]−N × bd)
N2 × bd2
θ̂ =
tr[J(Y C −XB)(Y C −XB)T ](2×N × bd− tr[(Y C −XB)(Y C −XB)T ])
N3 × bd3
(5-17)
Como la estimación de C,B depende de los parámetros σ, θ entonces toca realizar la maxi-
mización de log verosimilitud iterativamente, sin embargo, esto no es un gran impedimento
pues los parámetros desconocidos en el algoritmo son solo σ y θ.
B es un estimador insesgado puesto que
E[(XTΣ−1X)−1XTΣ−1Y C] = (XTΣ−1X)−1XTΣ−1E[Y C] = (XTΣ−1X)−1XTΣ−1XB = B
(5-18)
Su varianza es:
V (B̂) = (XTΣ−1X)−1(XTΣ−1)V [Y CCTY T ]Σ−1X(XTΣ−1X)−1
= (XTΣ−1X)−1(XTΣ−1)ΣΣ−1X(XTΣ−1X)−1 = (XTΣ−1X)−1
(5-19)
5.5. Datos de oligodendrogliomas
Es claro que los procesos que ocurren en la secuenciación de células individuales es un tema
de constante investigación, por lo tanto los escenarios descritos anteriormente no necesaria-
mente son similares a los datos reales. Es por esto que surge el interés de aplicar los diferentes
métodos a un conjunto de datos; para este caso se toman los datos de oligodendrogliomas
que ya han sido analizados en [4] y [14].
Los datos presentados a continuación, pertenecen a una muestra de 6 individuos con oli-
godendrioglioma, el cual es un tumor primario del sistema nerviosos central. Existen dos
grados, el bajo implica un crecimiento y expansión lento al tejido normal cercano, usual-
mente se forma varios años antes de que sea detectado. El grado alto, o maligno (canceroso)
hace referencia a cuando esta expansión se hace de manera rápida, se suele llamar oligoden-
droglioma anaplásico. El estudio supone que este tipo de cáncer se debe a temas genéticos y
mutaciones de los genes IDH1 o IDH2. Para verificar estos supuestos y entender la formación
de estos gliomas, se tomaron datos de 6 individuos notados como MGH, por el hospital donde
fueron obtenidos los datos, que teńıan un oligodendroglioma de grado II, es decir bajo. La
medición se hizo a través del método de secuenciación de RNA en células unitarias. En total
se analizaron 4347 células diferentes.
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Cabe aclarar que los autores reportan que no hubo ningún procedimiento estad́ıstico invo-
lucrado en el calculo del tamaño de muestra, ni se aleatorizaron los experimentos.
Los datos presentados a continuación no son de conteos debido a que los niveles de expresión
presentados en la base de datos hace referencia a Eij = log2(TPMij/10 + 1) siendo TPMij
la transcripcion por millon del gen i en la muestra j, lo que significa que estos datos están
normalizados para hacer las muestras comparables y eliminar el sesgo de profundidad de
secuenciación y longitud del gen.
Para obtener estas transcripciones por millón es necesario primero dividir el número de con-
teos por la longitud del gen (kilobases), contar todos las lecturas por millones de kilobases
y finalmente dividir estos números por un millón.
A pesar que los datos presentados ya teńıan un control de calidad. Aśı como se mencionó
en la metodoloǵıa, para este trabajo se realizó un filtro adicional quedando únicamente 4347
células con lecturas en 963 genes, en vez de 4347 células con lecturas en 23703 genes.
5.5.1. Análisis descriptivo
En la figura 5-21 se puede observar la distribución de la expresión promedio de los genes.
Es de suma importancia notar que los boxplot son muy similares (las distribuciones no
son exactamente iguales). Por lo tanto no es necesario hacerle ninguna normalización o
transformación adicional a los datos.
Figura 5-21: Distribución de la expresión de los genes promedio por paciente
Por otro lado, en la figura 5-22 se observa que al promediar las expresiones de los genes
por células se obtienen resultados casi idénticos en los 6 pacientes, lo cual va a facilitar el
análisis de los datos. Anteriormente, se mostraba cómo los 6 pacientes teńıan una expresión
promedio casi idéntica, esto tiene sentido pues los 6 tienen la misma condición y el objetivo
no es identificar la diferencia entre pacientes; en este caso se busca identificar la diferencia en
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Figura 5-22: Relación entre muestras
la expresión entre las células, las cuales en general tienen coeficientes de expresión similares.
Sin embargo, en la figura 5-23 se puede observar que hay algunas células que tienen expre-
sión diferente al resto de las células (ĺıneas blancas o de colores verde claro). Esto podŕıa ser
un indicio de que si hay una posible expresión diferencial entre los diferentes tipos de células.
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Figura 5-23: Correlación entre células
5.5.2. Reducción de dimensión
Al ver que los datos están bien, en el sentido que los pacientes y genes son comparables, se
procede a hacer la reducción de dimensión. Los datos no son independientes como era de
esperarse, aśı que hacer uso de los envelopes, T-SNE y PCA no es completamente adecuado
(esto se puede ver por los altos coeficientes de autocorrelación y autocorrelación parcial. Ver
la figura 9-4 y 9-5 en la sección de anexos). En primer lugar es importante resaltar que las
primeras tres componentes principales coinciden con los envelopes, esto es un indicio de que
las variables expuestas en la matriz diseño no están aportando a la reducción de dimensión.
Cabe aclarar que esto no significa que las variables no sean de utilidad, sino que no lo son
al momento de reducir la dimensión. Es decir no hay ruido innecesario.
Una vez se hace la reducción de dimensión es posible hacer una clasificación. El número de
clusters, es decir, de poblaciones que se van a identificar se da una vez se ven las estructuras
de baja dimensión. Se usa el algoritmo EM y se eligen 3 clusters únicamente. Debido a que
con 3, las clasificaciones con diferentes semillas son más consistentes.
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En un principio parece que solo hay dos poblaciones, es decir, que los datos debeŕıan clasi-
ficarse en 2 grandes grupos, sin embargo, la elección de 3 se hace evidente después de tener
en cuenta la información de la profundidad de la secuenciación.
Dependiendo del método adoptado anteriormente para reducir la dimensión de los datos, se
van a tener diferentes componentes (componentes sacadas por PCA, TSNE o el modelo pro-
puesto) y dependiendo de estas componentes, los resultados de la clasificación van a variar.
Para los resultados que se muestran a continuación (figura 5-24) se utiliza la clasificación
desprendida de la reducción basada en el modelo propuesto. Sin embargo, si se quisieran
observar los resultados obtenidos con diferentes métodos, es decir, los resultados que se ob-
tendŕıan con clasificaciones basadas en PCA y TSNE, estos se pueden observar en las figuras
9-6 y 9-7 ubicadas en los anexos.
Figura 5-24: Datos en baja dimensión para los distintos modelos
Utilizando la clasificación mencionada se encuentra una gran separación de la nube de datos
representada con color verde para el modelo propuesto, PCA y Envelopes, para el T-SNE
este cluster o subconjunto de datos no es necesariamente identificado, solo se puede observar
si se analiza la tercera componente. En cuanto a los subconjuntos denotados por los colores
azul y rojo, estos se diferencian pero su discrepancia no es tan grande para los 4 métodos,
de hecho, un pequeño porcentaje de estos datos va a variar su clasificación según el método
y semilla del proceso aleatorio que se utilice. Es posible visualizar de mejor manera los 3
subgrupos si se tiene en cuenta la profundidad de la secuenciación (ver figura 5-25). Cabe
recordar que los datos presentados son de 6 pacientes divididos en 2 grupos con profundidad
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de secuenciación diferente.
Figura 5-25: Visualización de la profundidad de secuenciación del experimento en los datos
de baja dimensión
En la figura 5-25 también se resalta el hecho de que es necesario hacer uso de una secuen-
ciación con profundidad alta para poder visualizar el tercer cluster que en la figura 5-24 se
observa en verde.
Por lo mencionado anteriormente se decide reclasificar las muestras tomando por separado
los datos de alta y media profundidad. Para el conjunto de datos de profundidad alta, se
seleccionan 3 clusters a clasificar para que la única diferencia con los datos de profundidad
media sea el cluster que se observaba en verde en la figura 5-24. Para los datos de profun-
didad media se seleccionaron únicamente 2 clusters.
Los datos pertenecientes a individuos cuya profundidad de la secuenciación fue mayor están
mostrados en la figura 5-26, nótese que no solo se encuentra el cluster adicional del que ya se
ha hablado, sino que también gracias a la profundidad de secuenciación se alcanzan a formar
clusters o agrupaciones adicionales. En las componentes principales se alcanzan a diferenciar
por la sobre-posición de los grupos, no obstante, estos clusters también pueden ser visualiza-
dos en las componentes de baja dimensión resultantes del modelo propuesto, con la diferencia
de que no forman clusters sino que forman una franja horizontal que puede ser visualizada en
la figura 5-26 entre la componente de baja dimensión Z3 o Z1 y a lo largo de la dimensión Z2.
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Figura 5-26: Clasificación de datos de baja dimensión en individuos con profundidad de
secuenciación alta
5.5.3. Enriquecimiento
Una vez se hace el proceso de reducción de dimensión, lo primero que se debe hacer es mirar
qué genes son los más importantes para no perder información en el proceso. Con estos genes
es que se pretende entender los procesos biológicos relacionados con los oligodendrogliomas
a través de la herramienta DAVID que proporcionará v́ıas metabólicas importantes.
Identificación de Genes influyentes
Esto puede hacerse de diferentes maneras, no obstante, para fines de simplicidad, en este
trabajo se propone realizar esta selección de genes a través de la distancia de Mahalanobis.
Es importante recordar, que como las variables están estandarizadas desde antes de reducir
la dimensión, entonces las filas con los coeficientes más altos en valor absoluto de la matriz C
representaran las variables más importantes, i.e., los genes influyentes para identificar estas
poblaciones de células y las filas con coeficientes más cercanos a cero, identificaran genes
innecesarios a la hora de encontrar o identificar estas poblaciones de células.
La distancia de Mahalanobis permite identificar las variables (genes) que se encuentran
más alejados de la media, es decir, los más importantes para construir cada una de las
componentes de baja dimensión encontradas. En la figura 5-27 se pueden observar en color
rojo los genes seleccionados de acuerdo a la atipicidad (o lejańıa a la media) de sus cargas
para las tres variables de baja dimensión. El valor para seleccionar los genes en este caso fue
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di > 6, 8 es decir, que la distancia de Mahalanobis de las cargas de un gen a las medias de
las cargas, fuera de al menos 6.8. La elección de este valor se basa en que se queŕıan hallar el
10 % de los genes más influyentes, lo cual daŕıa un resultado de 96 genes. Sin embargo, para
mayor simplicidad se selecciona este 6.8 ya que con este valor se encontraban los 100 ∼ 10 %
genes más influyentes e importantes para la reducción de dimensión.
Esta decisión de que porcentaje de genes más influyentes elegir, depende completamente del
contexto ya que no hay una regla general establecida debido a que en algunos conjuntos de
datos, puede llegar a ser únicamente un gen el que determina el proceso biológico y en otros
casos, puede que no exista ningún gen con mayor importancia. En este caso, para entender
el proceso biológico seŕıan necesarios todos los genes.
Figura 5-27: Distancia de Mahalanobis para las cargas de los genes
Los cinco genes con distancias más altas se pueden observar en la tabla 5-1. Los 100 genes







Tabla 5-1: Genes con mayores distancias de Mahalanobis
Estos genes se traducen y se analizan por medio de la herramienta DAVID (Database for
Annotation, Visualization and Integrated Discovery) obteniendo agrupaciones de estos ge-
nes destacados por algún motivo, protéınas relacionadas, enfermedades, pacientes, etc. Los
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resultados para estos genes se puede visualizar en la tabla 5-2.
Las agrupaciones encontradas se basan en las relaciones que tienen los grupos de genes G1,
G2, G3, G4, G5 y G6.
G1={ACBD6, ANKRD34A, ANKLE2, ANKRD20A4, ANKRD30A, ANKRD30BL, ANKRD23,
AGAP11, AGAP4, ANKEF1, ANKRD50}
G2={ ACBD6, ANKRD34A, ANKRD20A4, ANKRD30A, ANKRD23, AGAP11, AGAP4,
ANKEF1, ANKRD50}
G3={ ANKRD30BL}
G4={AQP12B, AQP10, AQP8, AQP4, AQP2}
G5={ AQP10, AQP8, AQP4, AQP2}
G6={ADH4, ADH1A, ADH6}
Cada grupo parece tener relaciones muy marcadas, el primero cluster de genes conformado
por los primeros 3 grupos (G1, G2 y G3) están relacionados con la repetición de ANK. El
cluster 2 conformado por los grupos G4 y G5 hacen referencia a algo relacionado con el
transporte de agua, y finalmente, el tercer cluster tiene relación aparente con alcohol deshi-
drogenasa.
En cuanto a los clusters y sus términos asociados, estos últimos tienen relacionado un valor
p que hace referencia a un test exacto de Fisher que afirma que los genes de la lista que
fueron identificados por su importancia en el modelo, tienen una relación con los términos
expuestos por algo diferente al azar. Para los primeros dos clusters, los valores p ajustados
de los términos son menores a un α = 0,02. No obstante, para el tercer cluster los términos
no son significativos, por lo cual se podŕıa presentar el caso donde no salga nada interesante
del análisis de estos genes en este trabajo.
En términos generales se podŕıa decir que los clusters están representados por los conjuntos
de genes G1, G4 y G6, respectivamente.
Para ver como esta representada su importancia en los procesos biológicos que se quieren
analizar en este trabajo, se reconstruyen las estructuras de baja dimensión usando única-
mente los genes de los conjuntos G1, G4 y G6 respectivamente. Esto quiere decir que C es
una matriz ad× bd cuyas filas son 0’s salvo por las filas que pertenecen a los genes de cada
conjunto.
Si C = [cT1 |cT2 | . . . |cTad]T siendo ci vectores fila de tamaño bd = 3 que representan las cargas
de el i-ésimo gen en las diferentes componentes de baja dimensión.
Entonces CG1 = [0
T |0T | . . . |cTj1|0
T | . . . |0T |cTjn|0
T | . . . |0T ]T es la matriz de las cargas del con-
junto G1, cuyas únicas filas no nulas son las filas j1, . . . , j11, que tienen los valores {cj1 , . . . , cj11}
que hacen referencia a las cargas de los genes que pertenecen a G1. De la misma manera se
definen CG4 y CG6. De esta manera, la reconstrucción de las componentes de baja dimensión
con cada conjunto de datos es simplemente ZGi = Y CGi
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Figura 5-28: Replicación de estructuras de baja dimensión usando únicamente los genes de
los conjuntos G1, G4 y G6
En la figura 5-28 se observan las reconstrucciones de las componentes de baja dimensión
con base en los conjuntos de genes G1, G4 y G6. De aqúı se puede observar que el conjunto
G1 es suficiente para la construcción y diferenciación de 2 poblaciones, es decir, que con
los datos de los genes pertenecientes a G1 se puede llegar a entender las poblaciones que se
conformaban a lo largo de la componente de baja dimensión 2 presentada en la figura 5-26.
Si llegase a haber un proceso biológico relacionado con esta componente de baja dimensión
2, un primer paso seŕıa entender que poblaciones o procesos biológicos pueden formarse en
el marco de los genes pertenecientes a G1.
Asimismo se puede observar en las imágenes B y C de la figura 5-28 que la reconstrucción
de los datos con base en los conjuntos de genes G4 y G6 permite identificar 6 posibles po-
blaciones de células adicionales, esto debido a que las 3 poblaciones que se logran visualizar
en la imagen B, que hacen referencia a la reconstrucción basada en G4, no necesariamente
son las mismas visualizadas en la imagen C, pues la separación entre las poblaciones se da
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Los fenómenos anteriormente descritos destacan la importancia de los genes incluidos en los
clusters, debido a que con pocos genes (11, 5 y 3) se pueden diferenciar distintas poblaciones.
En la figura 5-29 se muestra la reconstrucción de las estructuras de baja dimensión seleccio-
nando diferentes conjuntos. G8 es un conjunto de 15 genes seleccionados de manera aleatoria
en R con el comando sample y la semilla 2021. G9 el conjunto de los 863 genes clasificados
como menos importantes y G10 el conjunto conformado por los 100 genes clasificados como
más importantes.
La reconstrucción de la baja dimensión con el conjunto de genes G8 es similar a cualquier
reconstrucción basada en conjuntos de genes que no aportan al entendimiento de la hete-
rogeneidad celular. Esta reconstrucción de la baja dimensión se muestra como una nube
de puntos de una única población. Inclusive si la selección no son 15 genes sino 863 como
en G9, el entendimiento de la heterogeneidad celular no es tan claro como si se tuvieran
únicamente los 100 genes identificados en las tablas 9-1, 9-2 y 9-3 ubicadas en los anexos.
Ya que en la reconstrucción de la baja dimensión usando el conjunto de genes G10 se al-
canza a visualizar con claridad 3 poblaciones diferentes, mientras que en la recontrucción de
la baja dimensión usando el conjunto de genes G9 solo se alcanzan a identificar 2 poblaciones.
Figura 5-29: Reconstrucción estructuras con diferentes conjuntos de Genes
5.5.4. Resultados del modelo
Al ser una reducción de dimensión basada en un modelo, es importante conocer si este mo-
delo es necesario o si por el contrario, no aporta al entendimiento de la expresión media de
los genes en la población global que representan las células analizadas.
A pesar de que los resultados obtenidos son muy interesantes por sus formas de reconstruir
esas estructuras de baja dimensión donde se pueden identificar poblaciones, las variables
determinadas en el modelo, que son las que fueron presentadas por los autores de la base
de datos, no son significativas. Es decir el resultado de la prueba de hipótesis H4, fue de no
rechazar la hipótesis nula (valor p de 0.7). Lo que quiere decir que las variables identificadas
por los autores de la base de datos, incluyendo variables dummys que caracterizan si son
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tumorosas o no las células, tienen un efecto nulo en las variables de baja dimensión que
finalmente representan a la expresión media de las células. Este valor p se obtuvo usando la
F de Rao para evaluar el lambda de Wilks.
H4 : β1 = β2 = · · · = βp
Dónde βi es la i-ésima fila de la matriz B. Esto se puede analizar visualmente en la figura
5-30, pues las nubes de puntos no cambian mucho si se incluye o no los efectos fijos del
modelo
Figura 5-30: Residuales del modelo propuesto
Por otro lado, la importancia de este modelo es encontrar las estimaciones de los factores
aleatorios. Para esta ocasión, las estimaciones de las desviaciones estándar son 0.626 y 2.313,
lo cual quiere decir que hay una mayor variabilidad por individuo que entre células. No
obstante el supuesto de normalidad no se cumple debido a la falta de información acerca
de las poblaciones que pueden existir, aunque visualmente no parece descabellado que la
distribución sea normal cuando las poblaciones estén bien identificadas, esto se puede ver en
la figura 5-31. Las poblaciones indentificadas tienen una densidad en dos dimensiones cercana
a una eĺıptica, salvo por algunos picos y alargaciones que se dan por la mala identificación
de las poblaciones e inclusive la no identificación de poblaciones.
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Figura 5-31: Residuales del modelo segragados por cluster
Finalmente, para verificar que no se tiene una distribución Normal, en este caso, se realiza
el test de Mardia, cuyos resultados se pueden ver en la tabla 5.5.4
Beta-hat kappa p-val
Skewness 1.40 363.08 0.00
Kurtosis 16.93 6.95 0.00
Skewness.1 1.43 56.86 0.00
Kurtosis.1 19.46 6.29 0.00
Skewness.2 1.25 534.25 0.00
Kurtosis.2 16.31 6.04 0.00
5.6. Prueba de hipótesis para igualdad de distribución de
distancias entre puntos
Para observar el desempeño de los algoritmos se usó como medida la tasa de correcta cla-
sificación, no obstante, en la parte inicial de esta sección de resultados, se pudo observar
que dicha estad́ıstica no mide lo que se quiere, i.e., que las estructuras de baja dimensión se
preserven lo mejor posible. Lo anterior, debido a que inclusive se pueden tener altas tasas de
correcta clasificación sin necesidad de hacer una reducción de dimensión y que aun teniendo
tasas altas de correcta clasificación, algunas poblaciones pueden estar mezcladas y eso evita
que se comprenda el proceso biológico causante de los datos. Por otro lado, si se controla el
mantenimiento de las estructuras de baja dimensión, se garantiza obtener buenas tasas de
correcta clasificación.
Es por eso que en este trabajo se propone un enfoque diferente para próximas simulaciones
e investigaciones, y es medir el desempeño de los algoritmos a través de los valores p subya-
centes de la prueba de hipótesis basada en permutaciones mencionada en el anexo 1.
Los resultados se encuentran resumidos en la figura 5-32 para la comparación de los algo-
ritmos T-SNE, PCA y envelopes en las distintas simulaciones. Cabe aclarar que, como la
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prueba de hipótesis tiene una potencia tan alta, fue necesario multiplicar el estad́ıstico T
mostrado en el paso 3 de la prueba de hipótesis por 0.05 para lograr que no todos los valores
p fueran nulos, pues es evidente que ningún algoritmo es perfecto y va a entregar las mismas
estructuras. Lo que se quiere mostrar aqúı es cuál algoritmo produce estructuras similares a
las originales. Dicho esto, los valores p en la figura 5-32 no son en realidad probabilidades
sino una estad́ıstica proporcional a probabilidades que denotan el éxito de la reducción de
dimensión de los diferentes algoritmos.
Figura 5-32: Valores p proporcionales para la evaluación de la hipótesis de igualdad de
estructuras
En ese sentido, en casos dónde existe linealidad, el PCA seŕıa evidentemente el mejor algo-
ritmo para mantener las estructuras de baja dimensión. El T-SNE en casos de no linealidad,
como era de esperarse, seŕıa el mejor algoritmo para mantener las estructuras de baja di-
mensión y los envelopes no mostraŕıan ventaja alguna en ningún caso.
De esta manera, si las relaciones que forman la expresión de los genes son no lineales, śı se
hace evidente la necesidad de métodos que reconozcan este tipo de relaciones. Lo cual no
era tan evidente si se usaban estad́ısticos como tasas de correcta clasificación.
6 Discusión
Este trabajo pretende entender de mejor manera cómo son los datos de secuenciación de
RNA en células individuales desde un punto de vista estad́ıstico y de esta manera encontrar
el método más adecuado para analizar estos datos. Se abordó desde un principio a partir de
simulaciones para poder cuantificar el desempeño de los distintos algoritmos. Posteriormen-
te, teniendo en cuenta las caracteŕısticas de los datos, se propuso un método y se analizaron
cuatro diferentes algoritmos en una base de datos real de oligodendrogliomas para posterior-
mente encontrar una forma de proceder al análisis de estos datos y el alcance que se tiene
con estos procedimientos. En esta sección se discutirá acerca de los resultados obtenidos,
de lo que se esperaba encontrar, nuevos resultados y la importancia que pretende tener el
trabajo en la resolución de la problemática planteada.
6.1. Simulaciones
Con las simulaciones se lograron observar dos aspectos importantes, siendo el primero la ne-
cesidad de encontrar estad́ısticos que cuantifiquen el rendimiento de los distintos algoritmos
en el sentido que se desea. En este trabajo, se utilizó en un principio la tasa de correcta
clasificación debido a que diferentes autores utilizan este criterio; no obstante, los resultados
no fueron los esperados respecto a la linealidad, a diferencia de los que se obtienen usando
la prueba de hipótesis de misma distribución de distancias propuesta en los anexos.
El segundo aspecto importante es que la inclusión de factores aleatorios deteriora o cambia
el rendimiento de los algoritmos usuales, pues estos no logran comprender el ruido adicional.
Especialmente en las simulaciones que inclúıan relaciones no lineales, la variabilidad de las
tasas de correcta clasificación aumentaba, haciendo que para un algoritmo como T-SNE no
se tuviera certeza de si el resultado es bueno o malo. Respecto a la medición del éxito del
algoritmo a través de la prueba de hipótesis propuesta, esta también se ve afectada por la
inclusión de factores aleatorios, no obstante, la afectación es positiva, lo que puede deberse
a que se comparan la estructura de los datos sin discriminar al individuo que pertenecen.
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6.2. Datos de oligodendrogliomas
Lo primero que se debe resaltar de los resultados obtenidos al usar los datos de oligodendro-
gliomas, es que los envelopes y el PCA coincidieron siendo métodos diferentes. La igualdad
de estos dos modelos indica que el conjunto de variables respuesta es posiblemente inde-
pendiente al conjunto de variables regresoras (o que al menos las regresoras no aportan al
modelamiento de la media), lo que hace que los envelopes no puedan encontrar un subespa-
cio donde Y es invariante a los cambios de X y por lo tanto, el subespacio de reducción de
dimensión coincide con las componentes principales.
Esto, sumado con que el conjunto de variables regresoras resultó no significativo para el mo-
delo propuesto, indica que es altamente probable que falte mucho por investigar y entender
acerca de la heterogeneidad celular en este tipo de tejidos. Por otro lado, los envelopes y
componentes principales se diferenciaron de las componentes halladas por el modelo pro-
puesto. De no ser necesarias las variables incluidas por los autores de la base de datos, estos
tres métodos debeŕıan coincidir, por lo tanto, es necesario ahondar en el análisis de este tipo
de datos bajo la vista de un modelo de reducción de dimensión que incluya factores mixtos.
De hecho, es importante aclarar que otras caracteŕısticas de los datos de alta dimensión
como ser células tumorosas o no, podŕıan incluirse como factores aleatorios, ya que como se
mencionaba anteriormente, este tipo de caracteŕısticas entregadas por los autores de la base
de datos, salieron no significativas para modelar la media, sin embargo, la presencia de este
tipo de variables fue esencial para poder hacer un proceso de reducción de dimensión que a
través de pequeños conjuntos de genes unidos por v́ıas metabólicas destacara y diferenciara
distintas poblaciones celulares.
Otro aspecto importante, es que a través de este trabajo se logra destacar la utilidad de
métodos de reducción de dimensión basados en modelos lineales, ya que, a pesar de no ser
únicamente lineales las relaciones existentes en los datos de secuenciación de RNA en células
individuales, estos captan la información suficiente para poder diferenciar las poblaciones
celulares. La forma de proceder y analizar los datos en este trabajo, necesita de un método
que permita conocer las funciones o la matriz de proyección usada para pasar de los datos
de alta dimensión a los datos de baja dimensión; de lo contrario no es posible hacer las
reconstrucciones de la baja dimensión con subconjuntos de genes. El no tener esta poderosa
herramienta, implica que se tenga que depender de la separación de los datos en la baja
dimensión y que el ruido que introducen los genes innecesarios sea pequeño para aśı poder
visualizar los clusters formados. Adicionalmente, si no se entregan las matrices de coeficientes
o de proyección va a ser más dif́ıcil entender que significa cada componente de baja dimen-
sión, mientras que conociendo los coeficientes, las transformaciones y funciones realizadas
para llegar a la baja dimensión se puede especificar qué genes están predominando cada
componente y de esta manera, entender el proceso biológico que esta plasmando. Por eso,
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para datos de secuenciación de RNA en células individuales, es necesario seguir proponiendo
modelos que permitan la identificación de las relaciones e interacciones entre genes y que no
se limiten a reducir la dimensión únicamente.
Art́ıculos como [7] ya vienen introduciendo métodos de reducción de dimensión basados en
modelos no lineales y envelopes no lineales. Es importante analizar la pertinencia de este
tipo de modelos y ver si pueden ser utilizados para datos de secuenciación de RNA en células
individuales. Un gran limitante es la forma de estimar los subespacios, que generalmente se
hallan por medio de regresiones inversas, no obstante, para los datos presentados en este tra-
bajo, no es posible estos métodos de estimación pues las variables regresoras son categóricas
y dicotómicas.
En cuanto a los resultados obtenidos en este trabajo comparados con los obtenidos en [4] y
[14]. A pesar de que los enfoques son diferentes, siendo el de estos autores un enfoque desde
la bioloǵıa. El trabajo presente logra agregar nueva información. En [14] se logran identificar
2 cluster y a partir de estos hacen un análisis biológico de la identificación de estas dos
poblaciones, mientras que en [4] se encuentran más de 15 clusters, con la diferencia de que
a pesar de que caracterizaron varios tipos de células y poblaciones celulares, no se encontró
una coincidencia entre las caracteŕısticas identificadas y los clusters obtenidos por el pro-
cedimiento de reducción de dimensión. En este trabajo se muestra que a través del modelo
propuesto se puede llegar a un enriquecimiento que favorece las probabilidades de que los
expertos en poblaciones celulares encuentren patrones y relaciones que permitan identificar
la heterogeneidad celular que caracteriza al tejido.
7 Conclusiones
A partir de simulaciones se observa que los métodos clásicos, lineales no deben ser
descartados desde un principio, pues pueden inclusive comportarse mejor que métodos
no supervisados no lineales dependiendo de las condiciones de los datos y el criterio
que se utilice para compararlos. El caso particular de la simulación 2 escenario 3 logra
mostrar que los métodos clásicos lineales pueden llegar a obtener excelentes resultados
en escenarios de relaciones no lineales, siempre y cuando, existan relaciones lineales
que le permitan a estos métodos identificar patrones de interés.
En simulaciones es necesario definir un criterio para la comparación de los distintos
algoritmos. En el marco de secuenciación de RNA en células individuales, la tasa de
correcta clasificación no es la mejor estad́ıstica si lo que se quiere es comprender los
procesos biológicos, debido a que lo que se quiere es el mantenimiento de la estructura
de baja dimensión que puede ser medida bajo diferentes conceptos, siendo el propuesto
en este trabajo uno de ellos.
Es necesario que los investigadores y creadores de bases de datos de secuenciación de
RNA en células individuales, informen de distintas condiciones de los pacientes, debido
a que con lo visto en la base de oligodendrogliomas, ninguna variable reportada influyó
en el modelamiento de la media, sin embargo, en el estudio no se reportó ninguna
variable de la condición médica o social de los pacientes.
La inclusión de factores aleatorios en la metodoloǵıa para comprender los datos de
secuenciación de RNA en células individuales mostró ser útil. Por lo tanto, es ne-
cesario evaluar qué factores deben ser incluidos en los nuevos modelos y cuáles son
posiblemente fijos o aleatorios.
En datos de secuenciación de RNA en tejidos no se conoce si existen fuentes de ruido
externas al proceso a analizar. Es por eso que los métodos de reducción de dimen-
sión basados en modelos son necesarios, puesto que permiten optimizar y enfocar la
reducción de dimensión.
La incorporación de un modelo lineal a la hora de reducir la dimensión de un conjunto
de datos permite elaborar procedimientos fáciles de implementar con la ventaja de po-
der seleccionar genes importantes y analizar subgrupos de genes con mayor profundidad
para entender fragmentos importantes de la heterogeneidad celular.
8 Perspectiva
A partir de este trabajo se destacan dos elementos muy importantes para el análisis de datos
de secuenciación de RNA en células individuales. El primero y más importante, es que la
evidencia hallada parece indicar que los factores aleatorios son cruciales para poder analizar
satisfactoriamente este tipo de datos y el segundo elemento es la no linealidad que puede
existir.
1. Por lo tanto es necesario crear investigaciones que se enfoquen en analizar qué variables
deben ser reportadas en las bases de datos e identificar cuales de estas variables modelan
la media o la varianza.
2. Adicionalmente, es necesario investigar métodos de reducción de dimensión que inclu-
yan dichos factores aleatorios y para esto, es necesario crear estad́ısticas de rendimiento
para los diferentes métodos.
En este trabajo se propone una estad́ıstica que intenta cuantificar la eficiencia de un
algoritmo para mantener estructuras de baja dimensión, no obstante, es importante
aclarar que esta estad́ıstica debe ser analizada con mayor profundidad, además que no
incluye conceptos clave como la discriminación por individuos. Es decir, se necesita
una estad́ıstica de rendimiento que mida la similitud de estructuras en conjunto con
una correcta agrupación de los datos.
3. Finalmente, con lo que se plantea en este trabajo se espera que se abra la puerta a
la creación de nuevos métodos de reducción de dimensión. Métodos de reducción de
dimensión basados en modelos lineales mixtos con un gran énfasis en la parte aleatoria
debido que a pesar de que en general los factores fijos son de interés, en este tipo de
datos parece que no aportan al entendimiento del problema.
4. A medida que se identifican las caracteŕısticas importantes como se menciona en el
primer numeral, y se desarrollan nuevos métodos lineales que incluyan estos facto-
res aleatorios como se menciona en el tercer numeral, es necesario que se empiecen a
llevar este tipo de métodos a la no linealidad para aśı confirmar si efectivamente hay
relaciones de este tipo cuando se habla de secuenciación de RNA en células individuales.
9 Anexos
9.1. Prueba de hipótesis propuesta
En datos de secuenciación es crucial mantener las estructuras de baja dimensión, debido a
que la identificación de patrones y procesos biológicos solo va a ser posible si los algoritmos
que transforman los datos son capaces de mantenerla. Es por eso que las tasas de correcta
clasificación no son la manera más adecuada de medir el rendimiento de un algoritmo para
este tipo de datos, pues como se menciona en el trabajo, inclusive se pueden tener altas tasas
de correcta clasificación sin incurrir a ningún método de reducción de dimensión.
En este trabajo se propone una forma alternativa de mirar el desempeño de los algoritmos
y es a través de las distribuciones de las distancias entre puntos. Se parte del hecho que
dos conjuntos de datos con la misma estructura de baja dimensión, tienen un conjunto de
distancias entre puntos exactamente igual (el reciproco no es necesariamente correcto).
Inspirados en pruebas como Kolmogorov-Smirnov se entiende que una forma simple de ver
si dos conjuntos de datos tienen la misma distribución es a través de la igualdad de las
funciones de distribución emṕırica. Como no es tan eficiente calcular el área entre las dos
funciones de distribución emṕırica, se pueden utilizar cuantiles para esta labor.
Como en este caso no va a haber una distribución de distancias teórica, se puede crear una
distribución de las distancias entre puntos a través de permutaciones. De esta manera,la
prueba de hipótesis
H0 : DX = DY vs. HA : DX 6= DY
Siendo DX la distribución de las distancias del conjunto X, y DY la distribución de las
distancias del conjunto Y .
Se puede esquematizar como sigue:
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1. Obtenga las distancias entre puntos del conjunto X, Y.
2. Estandarice las distancias
3. Calcule la siguiente estad́ıstica T =
3∑
i=1
(qiX − qiY )2
Siendo qiX el i-ésimo cuartil de las distancias entre puntos del conjunto X
4. Tome K muestras de tamaño 0,9×N del conjunto de las distancias entre puntos de X
5. Divida en dos esa muestra y calcule la estad́ıstica Tk con estos dos nuevos conjuntos
6. A partir de estas estad́ısticas T1, . . . , TK cree una distribución del estad́ıstico T





Para verificar que la prueba de hipótesis esté rechazando cuando debe se hacen 4 simulacio-
nes para medir la confianza y potencia emṕırica.
Para la primera simulación se simulan 1000 conjuntos de puntos aleatorios dentro de un ćırcu-
lo y se compara con 1000 conjuntos de puntos aleatorios dentro de un triángulo equilátero.
En esta simulación, al ser dos estructuras diferentes debeŕıa rechazarse. En la figura 9-1 se
pueden ver los resultados de esta simulación como la linea azul clara que toma valores más
altos, esto hace referencia a la potencia emṕırica. Para la segunda simulación se constru-
yen conjuntos con estructuras iguales, en este caso dos conjuntos cuya estructura forma un
triangulo equilátero, a partir de los rechazos de esta prueba de hipótesis se pretende estimar
la significancia, es decir, la confianza emṕırica (1 − α̂). Para la tercera y cuarta simulación
se hace lo mismo pero mezclando las estructuras, es decir se compara un conjunto de datos
que tiene dos estructuras de triángulos con un conjunto que tiene un triángulo y un ćırculo
para calcular la potencia emṕırica y se compara el conjunto con dos triángulos con otro con
dos triángulos, para calcular la significancia emṕırica, estas ultimas dos se pueden ver en la
figura 9-1 en color azul oscuro.
Como es de esperarse, al mezclar las estructuras (azul oscuro) la potencia disminuye, sin
embargo, la significancia o error tipo 1 también lo hace. Adicionalmente, se observa que a
partir de 1000 puntos la prueba comienza a funcionar bien. Con 200 su potencia es muy
reducida.
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Figura 9-1: Porcentaje de rechazos según escenario. En azul oscuro resultados de signi-
ficancia y potencia con estructuras dobles y en azul claro los resultados de
significancia y potencia con estructuras sencillas.
9.2. Amplificación PCR, transcripción in vitro y
amplificación de ćırculo rodante
Figura 9-2: Amplificación PCR [5]
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Figura 9-3: Transcripción in vitro y amplificación de ćırculo rodante [5]
9.3. Autocorrelaciones en PCA y envelopes
A continuacion se muestran las autocorrelaciones y autocorrelaciones parciales halladas en
las componentes principales usando únicamente las células del paciente 1.
Figura 9-4: Autocorrelaciones para los scores de las componentes principales del paciente
1
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Figura 9-5: Autocorrelaciones parciales para los scores de las componentes principales del
paciente 1
9.4. Clasificación según método seleccionado
Clasificación usando el PCA como método de reducción de dimensión
Figura 9-6: Datos en baja dimensión para los distintos modelos según T-SNE
Clasificación usando el T-SNE como método de reducción de dimensión
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Figura 9-7: Datos en baja dimensión para los distintos modelos según PCA
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Tabla 9-2: Genes más importantes Parte 2
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