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Lu¨hikokkuvo˜te:
Bakalaureuseto¨o¨ eesma¨rk on vo˜rrelda omavahel logistilist regressioonimudelit ja aditiivset lo-
gistilist mudelit binaarses klassifitseerimisu¨lesandes. To¨o¨ teoreetilises osas antakse u¨levaade klas-
sifitseerimise ideest, logistilisest regressioonimudelist ning po˜hjalikumalt vaadeldakse u¨ldistatud
aditiivset mudelit ja selle erijuhtu – aditiivset logistilist mudelit. Praktilises osas rakendatakse
mo˜lemaid mudeleid saarlaste antropoloogilistel mo˜o˜tmistel puht- ja segasaarlaste klassifitsee-
rimiseks. Saadud mudeleid vo˜rreldakse tehiso˜pe kontekstis, ristvalideerimise teel hinnatakse
nende prognoosivo˜ime uute andmete korral.
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Comparision of logistic and additive logistic regression on the example of
anthropological measurements of people in Saaremaa
Abstract:
The purpose of the current bachelor thesis is to compare logistic regression and additive
logistic regression in the binary classification task. An overview of the classification idea and
of the logistic regression is provided in the first chapter. This is followed by more detailed
consideration of the generalized additive model and its special case - additive logistic regression.
In the second chapter, both models are applied to anthropological measurements to classify
pure and mixed inhabitants of Saaremaa. Fitted models are compared with respect to several
classification criteria, including the estimated classification accuracy by cross-validation on the
new data.
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1 Sissejuhatus
Logistiline regressioonimudel (logistiline regressioon) on u¨ks levinumaid la¨henemisi binaarse
klassifitseerimisu¨lesande lahendamiseks. Kuigi ta¨napa¨eval eksisteerib mitmeid parameetrilisi ja
mitteparameetrilisi meetodeid binaarse tunnuse modelleerimiseks, ja¨a¨b logistiline regressiooni-
mudel populaarseimaks oma kuju ja interpreteerimise lihtsuse pa¨rast.
Logistilise regressiooni aluseks on lineaarsuse eeldus to˜ena¨osuse logit-funktsiooni ja se-
letavate tunnuste vahel. Reaalses elus on aga andmetes esinevad seosed palju keerulisemad.
Mittelineaarseid seoseid lubab aditiivne logistiline regressioon, mis on u¨ldistatud aditiivse mudeli
erijuht. Oma kuju poolest on aditiivne logistiline mudel sarnane logistilise regressioonimudeliga,
kuid see loobub lineaarsuse no˜udest ning lubab rakendada mittelineaarseid funktsioone mudeli
seletavatele tunnustele.
Ka¨esoleva bakalaureuseto¨o¨ eesma¨rgiks on kirjeldada aditiivset logistilist mudelit ja vo˜rrelda
seda klassikalise logistilise regressioonimudeliga. Vo˜rdlus teostatakse tehiso˜ppe kontekstis, kus
peamiseks mudeli valideerimiskriteeriumiks on mudeli prognoosivo˜ime uutel andmetel. Tehiso˜pe
on suhteliselt uus statistika haru, mis on pu¨hendatud keeruliste andmekogumite (sealhulgas
suurandmete) modelleerimisele ja seaduspa¨rasuste avastamisele. Juurutatud uued meetodid on
arvutiintensiivsed ja arendatud sageli paralleelselt nii statistikute kui ka arvutiteadlaste poolt.
To¨o¨ esimeses osas vaadeldakse lu¨hidalt logistilise regressiooni kuju ja ka¨sitletakse selle
interpreteerimise eripa¨rasid. Tutvustatakse siluvaid splaine kui teatavaid la¨hendavaid funktsioone.
Pikemalt ra¨a¨gitakse u¨ldistatud aditiivsest mudelist ja aditiivsest logistilisest regressioonist. Nii
logistilist kui ka aditiivset logistilist mudelit kasutatakse antud to¨o¨s klassifitseerimiseks. Seeto˜ttu
tutvustatakse kriteeriumeid klassifitseerimismudelite valideerimiseks. Lisaks klassikalistele
valideerimiskriteeriumitele vaadeldakse ka ristvalideerimise meetodit.
To¨o¨ teises osas kirjeldatakse kasutatud andmeid ja rakendatakse neile teoreetilises osas
kirjeldatud meetodeid. Mudelite vo˜rdlus teostatakse saarlaste antropoloogiliste mo˜o˜tmiste na¨itel.
Nimetatud mo˜o˜tmised teostas Eesti antropoloog Juhan Aul 1932. aastal. Ka¨esoleva bakalau-
reuseto¨o¨ autor digitaliseeris need unikaalsed, senini u¨ksnes paberkandjal olevad, andmed.
To¨o¨ on kirjutatud tekstito¨o¨tlusprogrammiga LaTeX. To¨o¨s kasutatud R’i koodid on saadaval
lisades.
Autor avaldab ta¨nu to¨o¨ juhendajale Imbi Traadile asjakohaste ta¨ienduste, ta¨helepanelike
paranduste ja pu¨hendatud aja eest.
4
2 Teoreetiline osa
Selles peatu¨kis ra¨a¨gitakse u¨ldiselt klassifitseerimismudeli ideest, vaadeldakse logistilise regres-
siooni ja u¨ldistatud aditiivse mudeli kuju ning arutletakse klassifitseerimismudeli valideerimis-
kriteeriume.
2.1 Klassifitseerimine
Antud alapunkti koostamisel kasutati raamatu [15] peatu¨kki 11. Klassifitseerimine on ta¨htis
statistika valdkond, aga viimasel ajal on ta muutunud u¨heks olulisemaks tehiso˜ppe u¨lesandeks.
See vo˜imaldab teha prognoosi siis, kui uuritav tunnus on mittearvuline ehk kvalitatiivne. Klassi-
fitseerimine on operatsioon, mille ka¨igus omistatakse vaadeldavale objektile selle klassikuuluvus
vastavalt tema teatud karakteristikutele.
Olgu Y = (Y1, ..., Yn)T uuritava kvalitatiivse tunnuse juhuslik vektor va¨a¨rtustega y =
(y1, ..., yn)
T ja X seletavate tunnuste n× p-mo˜o˜tmeline objekt-tunnus-maatriks:
X =

x11 x12 . . . x1p
x21 x22 . . . x2p
...
... . . .
...
xn1 xn2 . . . xnp
 ,
kus n on vaatluste arv andmestikus, p seletavate tunnuste arv ning xij on i-nda vaatluse j-nda
tunnuse va¨a¨rtus. Tavaliselt esitatakse j-nda tunnuse va¨a¨rtused vektorkujul:
Xj = (x1j, ..., xnj)
T .
Selle bakalaureuseto¨o¨ raames vaadeldakse binaarset klassifitseerimisu¨lesannet. Klassifit-
seerimisu¨lesannet nimetatakse binaarseks siis, kui uuritav tunnus on binaarne ehk vo˜ib omada
parajasti u¨ht kahest va¨a¨rtusest. Tuntud binaarsed tunnused on na¨iteks sugu (mees ja naine) vo˜i
mingisuguse testi tulemus (edukus ja mitte edukus). Tavaliselt kodeeritakse binaarne tunnus
va¨a¨rtustega 1 ja 0, kus 1-ga ta¨histatakse huvipakkuva su¨ndmuse toimumist. Ko˜ige levinumad
klassifitseerimise meetodid nagu logistiline regressioon vo˜i otsustuspuud eeldavad, et andmes-
tikus olevad vaatlused (objektid) on so˜ltumatud ning uuritava tunnusvektori Y elemendid on
Bernoulli jaotusega. Sel juhul kirjeldatakse seos uuritava tunnuse Y ja seletavate tunnuste vahel
tingliku to˜ena¨osuse kaudu pii = P (Yi = 1|xi1, ..., xip), i ∈ {1, ..., n}.
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2.2 Logistiline regressioonimudel
Logistiline regressioon on u¨ks levinumaid meetodeid binaarse klassifitseerimisu¨lesande la-
hendamiseks. Logistilise regressioonimudeli konstrueerimisel kasutatakse eelnevalt mainutud
la¨henemist ja see hindab mitte otseselt Y va¨a¨rtusi vaid to˜ena¨osust, et vaadeldav objekt kuulub
huvipakkuvasse klassi antud seletavate tunnuste va¨a¨rtuste po˜hjal.
2.2.1 Logistilise regressioonimudeli kuju ja interpreteerimine
Antud alapunkti koostamisel kasutati raamatut [6] (lk. 119 -127), kui ei ole viidatud teisiti. Lo-
gistiline regressioon on u¨ldistatud lineaarse mudeli (U¨LM) erijuht. U¨LM seob eksponentsiaalsete
jaotuste perest uuritava tunnuse keskva¨a¨rtuse seosefunktsiooni seletavate tunnuste lineaarse
kombinatsiooniga:
g(E(Y |X)) = β0 + β1X1 + ...+ βpXp, (1)
kus g on seosefunktsioon ning βj ∈ R, j ∈ {0, ..., p}. Logistilise regressiooni puhul on uuritav
tunnus Bernoulli jaotusega ning E(Y |X) = pi = (pi1, ..., pin)T , kus pii = P (Yi = 1|xi1, ..., xip),
i ∈ {1, ..., n}. Logistilises regressioonis kasutatakse seosefunktsiooni rollis logit-funktsiooni ja
selle u¨ldine kuju avaldub ja¨rgmiselt:
log
pi
1− pi = β0 + β1X1 + ...+ βpXp, (2)
kus β0, ..., βp on mudeli hinnatavad parameetrid. Teisiso˜nu logistiline regressioonimudel seob se-
letavate tunnuste lineaarset kombinatsiooni huvipakkuva su¨ndmuse to˜ena¨osuse logit-funktsiooniga.
Paneme ta¨hele, et (2) on vo˜rdus vektorite vahel ja aritmeetilised operatsioonid vektoritele raken-
datakse elemendiviisiliselt.






Logistilise mudeli peamiseks eeliseks on selle interpreteerimise lihtsus. Mudeli interpreteeri-
misel vaadeldakse huvipakkuva su¨ndmuse toimumise shanssi fikseeritud objekti puhul, mis on
defineeritud su¨ndmuse toimumise ja mittetoimumise to˜ena¨osuste suhtena [9] (lk. 118):
Πi =
pii
1− pii , (4)
kus i ∈ {1, ..., n}.
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Logistilise regressiooni interpreteerimisel vo˜ib tuua esile ja¨rgmised seaduspa¨rasused [9] (lk.
118):
• kordaja βj, j ∈ {1, ..., p} positiivne va¨a¨rtus na¨itab samasuunalist seost j-nda tunnuse ja
su¨ndmuse toimumise shanssi vahel;
• kui vaadelda kahte vaatlust, mille j-nda tunnuse va¨a¨rtused erinevad u¨he u¨hiku vo˜rra, siis
nende shansside suhe on eβj eeldusel, et teiste tunnuste va¨a¨rtused nendel vaatlustel ei
erine.
2.2.2 Logistilise regressiooni parameetrite hindamine
Logistilise regressiooni parameetrid hinnatakse suurima to˜epa¨ra meetodiga. Meetodi po˜hiidee
seisneb selles, et leida kordajatele β0, ..., βp sellised hinnangud, et nende asendamisel vo˜rrandisse
(3), saadakse u¨hele la¨hedane pi va¨a¨rtus nende vaatluste jaoks, mille korral huvipakkuv su¨ndmus
toimus. Vastasel juhul peab pi olema nullile la¨hedane [7] (lk. 133). Seda ideed aitab teostada
matemaatiline avaldis, to˜epa¨rafunktsioon,





i (1− pii)(1−yi), (5)
kus yi omab va¨a¨rtust 1, kui huvipakkuv su¨ndmus toimus, ja 0 vastasel juhul. Suurima to˜epa¨ra hin-
nangud βˆ0, ..., βˆp leitakse funktsiooni (5) maksimeerimisel, milleks kasutatakse to˜epa¨rafunktsiooni
logaritmilist kuju:
l(β0, ..., βp) = logL(β0, ..., βp) =
n∑
i=1
(yi log(pii) + (1− yi) log(1− pii)).
Hinnanguid βˆ0, ..., βˆp ei ole vo˜imalik leida analu¨u¨tiliselt ning tavaliselt kasutatakse selleks
iteratiivseid meetodeid, millest ko˜ige levinumad on Newton-Raphsoni ja Fisheri algoritmid [15]
(lk. 448).
2.3 Siluvad splainid
Siluvad splainid on kasulikud vahendid mittelineaarsete seoste kirjeldamisel. Olgu y = (y1, ..., yn)T
ja x = (x1, ..., xn)T vastavalt uuritava ja seletava tunnuste vektorid. Tahetakse leida sellist funkt-
siooni g(x), mille korral ja¨a¨kide ruutude summa RSS =
∑n
i=1(yi − g(xi))2 oleks vo˜imalikult
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va¨ike. Suurust g(xi), i ∈ {1, ..., n} nimetatakse va¨a¨rtuse yi prognoosiks. Valides g(x) rolli
funktsiooni, mis interpoleerib ko˜iki y va¨a¨rtusi, saadakse alati RSS va¨a¨rtuseks 0. Kuid sel juhul
oleks g(x) liiga paindlik andmete suhtes ning sellise g(x) prognoosivo˜ime uutel andmetel oleks
suure kahtluse all [7] (lk. 273-274).
Siluva splaini u¨ldine idee seisneb sellise funktsiooni g(x) leidmises, mis annab nii va¨ikese




(yi − g(xi))2 + λ
∫
g′′(t)2dt, (6)
kus λ ∈ [0,∞) on silumisparameeter. Avaldise esimene pool no˜uab, et funktsioon g(x) kirjeldaks
x ja y seost vo˜imalikult ta¨pselt ning teine pool minimeerib funktsiooni g(x) kurvilisust. Valides
sobivat silumisparameetrit λ, leitakse kompromiss nende kahe no˜ude vahel [6] (lk. 151). Vaatleme
kahte piirjuhtu:
• Olgu λ = 0. Siis (6) teine pool elimineeritakse ning funktsiooniks g(x) vo˜ib olla suvaline
funktsioon, mis interpoleerib Y va¨a¨rtusi.
• Olgu nu¨u¨d λ = ∞. Sel juhul g(x) on maksimaalselt sujuv, ehk g(x) on va¨himruutude
meetodil leitud sirgjoon.
Funktsioon g(x), mis minimiseerib avaldise (6) on naturaalne kuupsplain, kus so˜lmede
va¨a¨rtusteks vo˜etakse seletava tunnuse x ko˜ik unikaalsed va¨a¨rtused. Naturaalseks kuupsplainiks
on funktsioon S(x) [12]:
S(x) =

s1(x), ξ1 ≤ x < ξ2,
s2(x), ξ2 ≤ x < ξ3,
...
sK−1, ξK−1 ≤ x < ξK .
Funktsioonid si on defineeritud ja¨rgmiselt:
si(x) = ai(x− ξi)3 + bi(x− ξi)2 + ci(x− ξi) + di,
kus i ∈ {1, ..., K − 1}, ai, bi, ci, di on reaalarvulised konstandid, ξi on so˜lmed ja K on so˜lmede
arv. Siinjuures S(x) peab vastama ja¨rgmistele no˜uetele:
• funktsioon S(x) la¨bib ko˜iki punkte ξ1, ..., ξK ;
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• funktsioon S(x), selle esimene ja teine tuletis on pidevad igas punktis ξ1, ..., ξK ;
• S(x) on lineaarne va¨ljaspool [ξ1, ξK ].
Paneme ta¨hele, et silumisparameeter λ kontrollib mitte ainult funktsiooni g(x) kurvilisust,
vaid ka vabadusastmete arvu. Vo˜ib na¨idata, et siluva splaini puhul vabadusastmete arv muutub
n-st 2-ni ning mida ko˜rgem on vabadusastmete arv, seda paindlikum on g(x). Silumisparameetri
λ ja vabadusastmete arvu vahel esineb vastassuunaline seos, mis ta¨hendab, et λ suurendamisel
kaheneb funktsiooni vabadusastmete arv [6] (lk. 153-156).
2.4 U¨ldistatud aditiivne mudel
Antud alapunkt po˜hineb monograafiale [5], kus Hastie ja Tibshirani to˜id sisse u¨ldistatud aditiivse
mudeli (U¨AM). U¨AM u¨ldine kuju avaldub ja¨rgmiselt:
g(E(Y |X)) = α + f1(X1) + ...+ fp(Xp). (6)
Siin α on vabaliige ning fj, j ∈ {1, ..., p} vo˜ib olla nii parameetriline kui ka mitteparameetriline
funktsioon.
U¨ldistatud aditiivne mudel seob uuritava tunnuse keskva¨a¨rtuse seosefunktsiooni seletavate
tunnuste kombinatsiooniga, kus igale tunnusele rakendatakse u¨hemuutuja funktsiooni. Sum-
meerimise to˜ttu mudel kannabki nime aditiivne. Kuigi mudeli aditiivne kuju paneb loobuma
koosmo˜jude arvestamisest, lihtsustab see mudeli interpreteerimist. Sarnaselt U¨LM-ga lubab
u¨ldistatud aditiivse mudeli kuju hinnata j-nda tunnuse mo˜ju uuritavale tunnusele fikseerides
u¨leja¨a¨nud seletavad tunnused. Vo˜rreldes U¨LM-ga on u¨ldistatud aditiivsel mudelil u¨ks suur eelis.
U¨AM vo˜imaldab rakendada seletavatele tunnustele funktsioone, mis vo˜ivad igal tunnusel olla
erinevad, nii parameetrilised kui ka mitteparameetrilised. Seega u¨ldistatud aditiivne mudel on
paindlikum kui lineaarne u¨ldistatud mudel, sest lubab arvestada mitte ainult lineaarsete, vaid ka
mittelineaarsete seostega.
2.4.1 Aditiivne mudel ja selle hindamine
U¨ldistatud aditiivse mudeli lihtsaimaks erijuhuks on aditiivne mudel:
E(Y |X) = α + f1(X1) + ...+ fp(Xp). (7)
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Seega tavaline aditiivne mudel hindab otseselt uuritava tunnuse Y keskva¨a¨rtust. Funktsioonide














kus λj ≥ 0 on silumisparameeter. Avaldise (8) minimiseerimisel konstrueeritakse iteratiivselt
iga j jaoks siluv splain, kusjuures fj algva¨a¨rtuste ma¨a¨ramiseks eeldatakse, et iga j korral∑n





Funktsioonide f1, ..., fp hinnangute leidmise ka¨ik on toodud Algoritmis 1, mis on tuntud
inglisekeelses kirjanduses backfitting nime all.
Algoritm 1: Backfitting algoritm aditiivse mudeli hindamiseks.
1. Arvutame: αˆ = 1
n
∑n
i=1 yi, fˆj ≡ 0 ∀j ∈ {1, ..., p}.









kus Sj on siluva splaini funktsioon.
2.4.2 Aditiivne logistiline mudel
Sarnaselt U¨LM-ga vo˜ib u¨ldistatud aditiivse mudeli puhul uuritav tunnus olla nii arvuline kui
ka kvalitatiivne. Binaarse uuritava tunnuse modelleerimiseks kasutatakse tavaliselt aditiivset
logistilist mudelit.
Aditiivne logistiline mudel on u¨ldistatud aditiivse mudeli erijuht, kus seosefunktsiooni rollis
kasutatakse logit-funktsiooni. Aditiivse logistilise mudeli kuju avaldub ja¨rgmiselt:
log
pi
1− pi = α + f1(X1) + ...+ fp(Xp), (9)
kus pi = (pi1, ..., pin)T , pii = P (Yi = 1|xi1, .., xip).
Sarnaselt tavalise logistilise regressiooniga hinnatakse aditiivne mudel to˜epa¨rafunktsiooni
maksimeerimisel. Hinnangute fˆ1, ..., fˆp leidmiseks kasutatakse lokaalse skooringu protseduuri,
mis on esitatud Algoritmis 2. Lokaalse skooringu protseduur on kahekordne iteratiivne meetod
u¨ldistatud aditiivse mudeli hindamiseks, kus va¨limises tsu¨klis rakendatakse Newton-Raphsoni
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algoritmi to˜epa¨rafunktsiooni maksimeerimiseks ning sisemises po¨o¨rdutakse eelnevalt kirjeldatud
backfitting algoritmi poole.
Algoritm 2: Lokaalse skooringu algoritm aditiivse logistilise mudeli hindamiseks
1. Arvutame algva¨a¨rtuse αˆ = log y¯





, ja fˆj ≡ 0, ∀j ∈ {1, ..., p}.
2. Defineerime abimuutujad µˆi = αˆ +
∑
j fˆj(xij) ja pˆi =
1
1+e−µˆi , kus indeks i ma¨a¨rab
vaatluse (objekti) ja¨rjekorra numbri.
Moodustame kaalud wi ja ajutise uuritava tunnuse zi:
wi = pˆi(1− pˆi),




Hindame kaalutud aditiivse mudeli zi suhtes. Saame uued hinnangud fˆj ∀j.
3. Kordame punkti 2, kuni fˆj , ∀j koondub.
2.5 Klassifitseerimismudeli headuse na¨itajad
2.5.1 Akaike informatsioonikriteerium
Akaike informatsioonikriteerium AIC [1] (lk. 261-281) on u¨ks levinuim mudeli headuse na¨itaja,
mis vo˜imaldab vo˜rrelda omavahel seotud mudeleid. AIC on defineeritud ja¨rgmiselt:
2K − 2 logL(Θ),
kus K on hinnatavate parameetrite arv mudelis, L(Θ) on maksimeeritud to˜epa¨ra funktsioon ja Θ
on hinnatud parameetrite vektor. AIC kordaja on lihtne ja efektiivne vahend mudeli headuse hin-
damiseks, mis arvestab mitte ainult prognoosi ta¨psusega, vaid ka mudeli keerukusega. Parimaks
mudeliks peetakse mudelit, mille AIC va¨a¨rtus on minimaalne, kuid AIC va¨a¨rtust iseennast ei ole
vo˜imalik interpreteerida.
Mitteparameetriliste mudelite puhul arvutatakse Akaike informatsioonikriteeriumi modifikat-
sioone, mis kasutavad tinglikku vo˜i marginaalset to˜epa¨rafunktsiooni. Hastie ja Tibshirani [5]
defineerisid AIC u¨ldistatud aditiivsete mudelite jaoks ja¨rgmiselt:
AIC = D(y, yˆ)/n+ 2dfφ/n,
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kus D(y, yˆ) on mudeli ha¨lbimus, mis aditiivse mudeli puhul leitakse asu¨mptootiliselt, n on
vaatluste arv, df vabadusastmete arv ja φ dispersiooni parameeter [5] (lk. 158).
2.5.2 Klassifitseerimisviga ja seotud kriteeriumid
Klassifitseerimise tulemuslikkuse iseloomustamisel kasutatakse peatu¨kki 2.2 raamatus [11]. Olgu
tegemist binaarse klassifitseerimismudeliga, millega prognoositakse objekti klassi. Ta¨histame
prognoositud y va¨a¨rtused ta¨hega yˆ. Kuna tegemist on binaarse uuritava tunnusega, siis vo˜ib
va¨a¨rtustest yˆ ja y moodustada ja¨rgmise 2× 2 sagedustabeli, kus su¨mbol # ta¨histab loendustehet:
O˜ige positiivsus (O˜P)
#( yˆ = 1 ja y = 1)
Vale positiivsus (VP)
#(yˆ = 1 ja y = 0)
Vale negatiivsus (VN)
#(yˆ = 0 ja y = 1)
O˜ige negatiivsus (O˜N)
#(yˆ = 0 ja y = 0)
Siin o˜ige positiivsus on objektide arv, mis tegelikult kuuluvad klassi 1 ja mida o˜igesti
klassifitseeriti klassi 1. Vale positiivsus on objektide arv, mille tegelik klassikuuluvus on 0,
kuid klassifitseerimisel ma¨a¨rati nad klassi 1. Nagu on na¨ha, moodustavad klassifitseerimista-
beli peadiagonaalil olevad sagedused kokku o˜igesti klassifitseeritud objektide arvu. Kasuta-
des u¨lalkirjeldatud sagedusi vo˜ib defineerida olulised klassifitseerimismudeli tulemuslikkuse
na¨itajad:









Klassifitseerimismudeli ta¨psus ja klassifitseerimisviga on teineteist ta¨iendavad na¨itajad. See
ta¨hendab, et teades u¨ht na¨itajat on lihtne tuletada teist, misto˜ttu praktikas valitakse tavaliselt neist
ainult u¨ks.
2.5.3 Ristvalideerimine
Vaadeldav alapunkt po˜hineb 5. peatu¨kile raamatus [7]. Ristvalideerimine on statistilise mudeli
valideerimismeetod, mille abil on vo˜imalik hinnata mudeli prognoosi ta¨psust uutel andmetel.
Statistilise mudeli valideerimiseks jagatakse andmestik tavaliselt kaheks mittelo˜ikuvaks
osaks: treeningandmeteks ja test- ehk valideerimisandmeteks. Mudel konstrueeritakse kasutades
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treeningandmeid. Seeja¨rel tehakse prognoos valideerimisandmetele kasutades eelnevalt konst-
rueeritud mudelit ning arvutatakse testviga, mis on prognoosivea hinnanguks. See la¨henemine
vo˜ib anda suure varieeruvusega prognoosivea hinnangu, kuna see so˜ltub treening- ja validee-
rimisandmete jaotusest. Samuti ei ole seda meetodit mo˜istlik kasutada va¨ikeste andmestike
puhul. Jagades andmeid kaheks osaks loobutakse mudeli treenimisel suurest osast andmetest,
mis kindlasti mo˜jutab prognoosimise tulemuslikkust.
Ristvalideerimise meetod elimineerib need puudused. Ta¨napa¨eval kasutatakse mitut ristva-
lideerimise modifikatsiooni. Selles bakalaureuseto¨o¨s vaadeldakse K-kordset ristvalideerimise
meetodit, kuna see annab optimaalselt va¨ikese nihkega ja varieeruvusega testvea.
K-kordsel ristvalideerimisel jagatakse andmestik juhuslikult K vo˜rdseks osavalimiks. U¨ks
osavalimitest valitakse valideerimisandmeteks ning u¨leja¨a¨nuid K − 1 osavalimit kasutatakse






kus yk on k-nda iteratsiooni valideerimisandmete uuritava tunnuse va¨a¨rtused, yˆk vastavad prog-
noositud va¨a¨rtused, Nk vaatluste arv k-ndas osavalimis, k ∈ {1, ..., K}. K-kordsel ristvalideeri-
misel kasutatakse iga osavalimit valideerimisandmetena parajasti u¨ks kord. Viimasel sammul









To¨o¨ praktilises osas vo˜rreldakse logistilist mudelit ja aditiivset logistilist mudelit binaarses
klassifitseerimisu¨lesandes. Vo˜rdlus teostatakse Juhan Auli poolt kogutud saarlaste andmete
na¨itel. Ja¨rgmistes alapunktides ra¨a¨gitakse kasutatud andmete pa¨ritolust, kirjeldatakse tunnuste
valimise protsessi, rakendatakse teoreetilises osas kirjeldatud mudeleid ja analu¨u¨sitakse tulemusi.
Andmete to¨o¨tlemiseks ja mudelite vo˜rdlemiseks on kasutatud tarkvara R. Kasutatud R’i koodid
on toodud Lisas 2.
3.1 Andmete kirjeldus
Professor Juhan Aul on Eesti antropoloog ja zooloog. Ta oli u¨ks esimestest teadlastest, kes on
to˜siselt uurinud eestlaste antropoloogilist kuuluvust [4]. Oma teadusto¨o¨des uuris ta nii kogu
Eesti ala kui ka selle va¨iksemate piirkondade rahvastiku antropoloogiat ning tegi vo˜rdlusanalu¨u¨si
naaberriikide rahvastega. Aastal 1933 ilmus tema raamat ”Maailmaso˜ja antropoloogilisest mo˜just
saarlastele”[3], kus ta uuris Eesti puht- ja segasaarlaste antropoloogilisi erinevusi. Idee uurimu-
seks andis talle vallaslaste osakaalu ja¨rsk to˜us Saaremaa lo˜una-, la¨a¨ne- ja loodepiirkondades
esimese maailmaso˜ja ajal aastatel 1916-1918 (Tabel 3.1). Selle na¨htuse vo˜imalikuks po˜hjuseks
pakkus ta esimese maailmaso˜ja ajal Saaremaal ja selle u¨mbruses toimunud su¨ndmusi.
Esimese maailmaso˜ja ajal olid Muhu va¨in ja La¨a¨nemere saared pinevuskoldeks La¨a¨nemere
piirkonnas. Eesti kuulus siis Tsaari-Venemaa koosseisu. Saaremaa ja teised u¨mberkaudsed saared
said oma soodsa asendi, vo˜imsa kaitsesu¨steemi loomise vo˜imaluste ja ku¨llaldaste laevastiku-
baaside to˜ttu strateegiliseks sihtma¨rgiks Vene ja Saksa va¨gede jaoks [14]. Aastal 1914 jo˜udis
so˜da Eesti pinnale koos Saksa va¨gedega. Juba aastaks 1915 na¨itasid sakslased oma kavatsuste
to˜sidust teostades dessandi Ruhnu saarel. Hiljem tulistati ka So˜rve ja Roomassaare sadamaid.
Samal ajal kindlustasid Vene va¨ed omalt poolt Saaremaad ja teisi la¨hedasi saari, kuna Vene
so˜java¨e juhtkond uskus, et need etendavad impeeriumi pealinna kaitsel olulist osa [10]. Loodi
Muhu Va¨ina Kindlustatud Positsioon (MVKP), mille paiknemiskohti aastal 1915 vo˜ib na¨ha
Joonisel 4.4 (Lisa 1). Aastaks 1917 tekkis Muhu va¨ina piirkonnas ja mujal Saaremaal u¨le saja
so˜jalise objekti, mille relvastuses olid igasugused rannakaitsesuurtu¨kid ning o˜huto˜rjekahurid.
Rannakaitsekahureid teenindas kokku 1500 mereva¨elast, kes suuremas osas olid venelased [13].
Juhan Aul vestles 1932. aastal laste emade, o˜petajate ja vanemate tegelastega ning selgitas
va¨lja, et to˜epoolest suuremas osas olid so˜ja aastatel su¨ndinud vallaslaste isad vene so˜java¨elised,
kes tulid sinna piirkonda so˜jategevuses osalemiseks [3]. Antropoloogil Aulil tekkis huvi, kas
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1908 465 26 5.6
1909 469 33 7.0
1910 503 37 7.4
1911 487 32 6.6
1912 483 49 10.1
1913 422 41 9.7
1914 486 48 9.9
1915 420 44 10.5
1916 287 58 20.2
1917 311 104 33.4
1918 351 84 23.9
1919 347 37 10.7
1920 304 37 12.2
1921 402 35 8.7
1922 415 47 11.3
ja millised somaatilised erinevused esinevad lapsel, kelle ema on pa¨rit Saaremaalt, aga isa
on muulane, vo˜rreldes puhtsaarlastega. Tema antropoloogilise analu¨u¨si aluseks said 13- kuni
16-aastaste laste u¨ldfu¨sioloogilised mo˜o˜tmised, mida ta teostas Saaremaal 1932. aasta kevadel.
Na¨eme, et uuringus osalevate laste su¨nniaastad varieeruvad 1916st kuni 1919ni. Tabeli 3.1
kohaselt toimus mainitud aastatel su¨ndinud vallaslaste osakaalus suur to˜us, mis po˜hjendab Auli
valikut katseisikute vanuse osas.
Kokku osales Auli uuringus 411 last, kellelt vo˜eti ja¨rgmised mo˜o˜dud: pea suurim pik-
kus, pea suurim laius, lauba va¨him laius, na¨olaius, lo˜ualaius, pea ko˜rvako˜rgus, pea u¨ldko˜rgus,
fu¨siognoomiline ja morfoloogiline na¨oko˜rgus, nina ko˜rgus ja laius, u¨ldpikkus, siruulatus, o˜lako˜rgus,
so˜rmeko˜rgus, rinnakuko˜rgus, su¨mfu¨u¨si ko˜rgus, iliospinaal, istepikkus, o˜lalaius, rinnalaius,
rinnasu¨gavus, puusalaius, puusa eesnurga ko˜rgus, pea u¨mbermo˜o˜t, rinna u¨mbermo˜o˜t, talje
u¨mbermo˜o˜t, o˜lavarre, ka¨sivarre, reie u¨mbermo˜o˜t, sa¨a¨re pikkus, kurgu pikkus, raskus, ka¨e, jala
ja kere pikkus. Ko˜ik mo˜o˜tmistulemused kanti ankeedilehele (Joonised 4.1, 4.2, Lisa 1) mil-
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limeetrites. Lisaks antropoloogilistele mo˜o˜tmistele fikseeriti iga lapse kohta, mis rahvusest
on tema vanemad, vanemate ja lapse pa¨ritoluvald, vanemate elukutse (valikvastustega talunik,
va¨iketalunik, vabadik, asunik, po˜lluto¨o¨line, vabrikuto¨o¨line, ametnik, ka¨sito¨o¨line, o˜petaja, kaup-
mees), o˜dede ja vendade arv ning mitmenda lapsena ku¨sitletav ise on su¨ndinud. Samuti kanti
ankeeti ema ja isa vanus, lapse juuste va¨rv (valikvastustega must, pruun, blond, ruuge, hele, tume,
kollakas, tuhkjas) ja silmade va¨rv (valikvastustega pruun, tumekirju, sinine, hall, hele, tume,
rohekas, kollakas, valkjas).
Nagu juba eelpool mainitud olid Juhan Auli poolt kogutud andmed kantud ankeetidesse,
mis asuvad hetkel Tartu U¨likooli muuseumi arhiivis [2]. Andmed olid senini saadaval ainult
paberkujul. Selle bakalaureuseto¨o¨ autor digitaliseeris need andmed. Tulemuseks on 57 tunnusega
andmestik, mis sisaldab infot 411 lapse kohta. Lisaks eelnevalt nimetatud tunnustele sisaldab
saadud andmestik vallaslapseks olemise tunnuse. Last vaadeldi vallaslapsena vo˜i mitte so˜ltuvalt
sellest, kas ankeedis lapse nime ko˜rval oli kirjas ema vo˜i isa nimi. Na¨iteks Joonisel 4.2 (Lisa
1) toodud ankeedi puhul on lapse nime ko˜rval kirjas ”Anne t.”, ehk tegemist on vallaslapsega.
Juhul kui ankeedis polnud infot ema ega isa kohta, siis tunnuse Vallaslaps va¨a¨rtuseks sai ”ei ole
teada”.
Antud bakalaureuseto¨o¨s vo˜eti uuritavaks tunnuseks tunnus Saarlane tasemetega ”Puhtsaar-
lane” ja ”Segasaarlane”. Laps oli puhtsaarlane siis, kui mo˜lemad tema vanemad olid eestlased.
Uurides la¨hemalt lapse vanemate rahvust, selgus, et andmestikus esines 25 last, kelle ema vo˜i isa
oli saksa, soome, tatari, poola, leedu vo˜i muust rahvusest. Kuna nimetatud 25 lapse osakaal Auli
poolt mo˜o˜detud laste hulgas on ainult 6%, siis arvestades ka eelnevat arutelu vallaslaste su¨ndide
to˜usu ja vene so˜java¨gede asukoha seose kohta, otsustati ja¨rgnevasse analu¨u¨si vo˜tta ainult eesti ja
vene isadega lapsed. Kokku ja¨i analu¨u¨si 386 last: 87 last kelle isa on venelane ja ema on eestlane
(segasaarlane) ja 299 last, kelle mo˜lemad vanemad on eestlased (puhtsaarlane).
3.2 Andmete esmane to¨o¨tlus ja tunnuste valimine
Andmete digitaliseerimisel selgus, et mo˜o˜tmistega on tegelenud mitu erinevat inimest, misto˜ttu
kohati muutub tunnuste komplekt ja sisestamise viis. See asjaolu tekitab raskusi mo˜nede tunnuste
interpreteerimisel. Na¨iteks lapse vanemate elukutse puhul on paljudel juhtudel valitud ainult u¨ks
elukutse, kuid mo˜nel juhul on ma¨rgistatud kaks elukutset ilma ta¨psustamata, kumb on ema ja
kumb isa oma.
Selles alapunktis ka¨sitletakse puuduvate va¨a¨rtuste probleemi, kodeeritakse mo˜ned olulised
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tunnused u¨mber ning valitakse tunnused ja¨rgneva analu¨u¨si jaoks.
3.2.1 Tunnuste u¨mberkodeerimine
Auli ankeetides oli esitatud mitu valikut silmade ja juuste va¨rvi kirjeldamiseks, ta¨psemalt juuste
va¨rv (must, pruun, blond, ruuge), juuste va¨rvi toon (hele, tume, kollakas, tuhkjas), silmade va¨rv
(pruun, tumekirju, sinine, hall) ning silmade va¨rvi toon (hele, tume, rohekas, kollakas, valkjas).
Need kvalitatiivsed tunnused sisaldavad va¨ga spetsiifilist informatsiooni. Selleks, et kirjeldada
silmade ja juuste va¨rvi u¨ldisemalt moodustati kaks uut tunnust ja¨rgmiste tasemetega:
• Juuksed: blond, pruun, tume, ruuge, muu;
• Silmad sinine, kirju, hallikas, tume kirju, pruun, muu.
Kolmas mitme tasemega kvalitatiivne tunnus on Pa¨ritolu. Andmete digitaliseerimisel lapse
Pa¨ritolu ma¨rgistati valla tasemel. Tunnusel Pa¨ritolu on kokku 15 taset: Abruka, Kaarma, Ka¨rla,
Kihelkonna, Kuressaare, Leisi, Lu¨mmada (Lu¨manda), Maasi, Muhu, Mustjala, Pihtla, Torgu
ja Uuemo˜isa. Valdade asukohad on kujundatud Joonisel 4.3 (Lisa 1). Arvestades Saaremal
toimunud so˜jategevusega, mida kirjeldati eelmises peatu¨kis, otsustati tunnuse Pa¨ritolu po˜hjal
moodustada uus tunnus, mis na¨itaks, kas lapse su¨nnivallas olid aastatel 1915-1917 Vene va¨ed
vo˜i mitte. Tunnuse moodustamisel kasutati rannakaitsesuurtu¨kkide positsioonide kaarte aastatel
1915 ja 1917 (Joonised 4.4, 4.5, Lisa 1). Uue tunnuse Pa¨ritolu2 va¨a¨rtuste geograafiline jaotus
on esitatud Joonisel 4.3 (Lisa 1).
3.2.2 Puuduvad va¨a¨rtused
Andmestiku digitaliseerimisel selgus, et paljudel tunnustel on suur puuduvate va¨a¨rtuste osakaal.
Otsustati kasutada ainult neid tunnuseid, milles puudutavate va¨a¨rtuste osakaal ei u¨leta 10%.
Selliseid tunnuseid on andmestikus 33, vastavalt andmestikus kasutatud nimedega: Sugu, Saar-
lane, Vanus, Pea pikkus, Pea laius, Lauba laius, Na¨o laius, Pea ko˜rvako˜rgus, Pea u¨ldko˜rgus,
F. na¨oko˜rgus, Kere pikkus, M. na¨oko˜rg, Juuksed, Silmad, Pa¨ritolu2, Lo˜ua laius, U¨ldpikkus,
O˜lalaius, Vanemate elukutse, O˜lako˜rgus, So˜rmeko˜rgus, Iliospinaal, Jala pikkus, Istepikkus, Ka¨e
pikkus, Vallaslaps, Suprastern, Su¨mfu¨u¨s, Rinna u¨mbermo˜o˜t, Puusalaius, Vennad, O˜ed ja tunnus
Mitmes.
Tunnus Vanemate elukutse otsustati andmestikust va¨lja vo˜tta seoses andmete ebakorrektse
sisestamisega. Selleks, et va¨ltida multikollineaarsust vo˜eti va¨lja tunnused Vennad, O˜ed, kuna
need tunnused on tugevalt korreleeritud tunnusega Mitmes.
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Tabel 3.2. Valitud tunnuste loetelu ja kirjeldus. Veerus NA on puuduvate va¨a¨rtuste arv.
Tunnus Tunnuse kirjeldus NA
Saarlane binaarne tunnus, puht-/segasaarlane 0
Sugu binaarne tunnus, poiss/tu¨druk 0
Vanus lapse vanus aastates 0
Pea pikkus pidev tunnus 0
Pea laius pidev tunnus 0
Pea ko˜rvako˜rgus pidev tunnus 0
Pea u¨ldko˜rgus pidev tunnus 0
M. na¨oko˜rgus morfoloogiline na¨oko˜rgus, pidev tunnus 0
Juuksed juuste va¨rv, blond/pruun/tume/ruuge/muu 0
Silmad silmade va¨rv, sinine/kirju/hallikas/tume kirju/pruun/muu 0
Pa¨ritolu2 binaarne, VeneJah/VeneEi (Vene va¨gede asukoht) 0
Vallaslaps jah/ei/ei ole teada 0
Lauba laius lauba va¨him laius, pidev tunnus 1
Na¨o laius po˜sekaarte vahe, pidev tunnus 1
F. na¨oko˜rgus fu¨siognoomiline na¨oko˜rgus, pidev tunnus 1
Lo˜ua laius lo˜uanurkade vahe, pidev tunnus 2
U¨ldpikkus pidev tunnus 2
O˜lalaius pidev tunnus 2
O˜lako˜rgus pidev tunnus 6
So˜rmeko˜rgus pidev tunnus 6
Iliospinaal iliospinaalko˜rgus, pidev tunnus 7
Jala pikkus pidev tunnus 9
Ka¨e pikkus o˜lanuki ja keskmise so˜rme vaheline kaugus, pidev tunnus 10
Istepikkus keha pikkus istudes, pidev tunnus 10
Rinna u¨mbermo˜o˜t pidev tunnus 24
Suprastern kaela pikkus, pidev tunnus 26
Su¨mfu¨u¨s su¨leliiduse ko˜rgus, pidev tunnus 26
Kere pikkus rinnaku- ja su¨leliiduseko˜rguse vahe, pidev tunnus 27
Puusalaius pidev tunnus 29
Mitmes mitmendana laps on su¨ndinud peres, diskreetne tunnus 29
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Tabelis 3.2 on esitatud valitud tunnused koos kirjelduse ja puuduvate va¨a¨rtuste arvuga. U¨heks
levinuks puuduvate andmete ka¨sitlusmeetodiks on puuduvate va¨a¨rtuste asendamine vaadeldava
tunnuse keskva¨a¨rtusega [9]. Antud to¨o¨s rakendatakse seda ka¨sitlusmeetodit ko˜ikidele pidevatele
tunnustele. Kuna diskreetse tunnuse Mitmes puuduvate va¨a¨rtuste osakaal on ainult 8 % ning neile
ei ole mingit loogilist asendust, vo˜eti 29 vaatlust selle tunnuse puuduva va¨a¨rtusega andmestikust
va¨lja.
3.3 Logistilise regressiooni rakendamine
Esmalt konstrueeritakse logistiline regressioonimudel puht- ja segasaarlaste klassifitseerimiseks.
Tehiso˜ppe kontekstis po¨o¨ratakse mudeli valideerimisel ta¨helepanu mitte ainult sellele, kuidas
mudel kirjeldab ka¨esolevaid andmeid, vaid ka mudeli prognoosivo˜imele uute objektide (siin
laste) klassifitseerimisel [7].
Pa¨rast andmete esmast to¨o¨tlemist ja¨i andmestikku 357 vaatlust ja 30 tunnust. Kuna tegemist
on suhteliselt va¨ikese andmestikuga, siis mudeli prognoosita¨psuse hindamiseks ei jagata and-
mestikku treening- ja valideerimisandmeteks. Tunnuste komplekti valimisel ja mudeli headuse
na¨itajate arvutamisel kasutatakse kogu andmestikku treeningandmetena. Testvea arvutamiseks
kasutatakse aga K-kordset ristvalideerimise meetodit.
Esimesel sammul kasutati mudeli konstrueerimiseks ko˜iki 30 tunnust. Enamus tunnuseid osu-
tusid ebaolulisteks. Parima tunnuste komplekti valimiseks kasutati sammregressiooni. Sammreg-
ressiooni teostas tarkvara R funktsioon stepAIC, mis on defineeritud paketis MASS. Tuginedes
AIC kriteeriumile pakutakse tulemuseks mudel, mille AIC kriteeriumi va¨a¨rtus on minimaalne u¨le
vaadeldud tunnuste kombinatsioonide. Kasutades nii ettepoolset kui ka tahapoolset tunnuste vali-
ku meetodit saadi tulemuseks u¨ks ja sama mudel, mis kasutab 9 tunnust AIC kordaja va¨a¨rtusega
198. Minimaalse AIC va¨a¨rtuse korral osutus tunnus Pea u¨ldko˜rgus (p = 0.14) ebaoluliseks
olulisuse nivool 0.1. Eemaldades mudelist selle tunnuse kasvas AIC kordaja va¨a¨rtus ainult 0.23
vo˜rra ehk tunnuse Pea u¨ldko˜rgus eemaldamine mudelist eriti ei mo˜jutanud AIC kordajat. Samuti
na¨itas Hii-ruut test olulise nivool 0.1 (p = 0.14), et mudel, mis sisaldab tunnust Pea u¨ldko˜rgus
on sama hea nagu teine mudel, kust see tunnus on eemaldatud.
Lo˜plikku mudelisse kaasati 8 tunnust. Lu¨hiduse mo˜ttes ta¨histatakse seda mudelit ta¨hega L.




1− P (Segasaarlane) = −1.44 + 1.79 ∗ (Vallaslaps = ei ole teada)+
19
+4.17 ∗ (Vallaslaps = jah)− 0.28 ∗Mitmes + 0.87 ∗ (Pa¨ritolu2 = Vene va¨ed)−
−0.05 ∗ Pea pikkus− 0.04 ∗ Su¨mfu¨u¨s− 0.02 ∗ Puusalaius+
+0.02 ∗Ka¨e pikkus + 0.04 ∗ Jala pikkus
Mudeli L po˜hjal on ilmselge, et ko˜ige rohkem mo˜jutavad segasaarlaseks olemise shanssi
tunnused Vallaslaps, Pa¨ritolu2 ja Mitmes. Vallaslapseks olemine ja vene va¨gede paiknemine
vallas suurendavad segasaarlaseks olemise shanssi. Kui teised tunnused on fikseeritud siis
esiklapsel on ko˜ige suurem to˜ena¨osus olla segasaarlane ning to˜ena¨osus va¨heneb iga ja¨rgmise
lapse puhul. Shanss, et peres teisena su¨ndinud laps on segasaarlane, on e0.28 ehk 1.32 korda
va¨iksem, kui esimesena su¨ndinud lapse puhul. Pakub huvi, et erinevaid tunnuste kombinatsioone
katsetades ja¨i tunnus Su¨mfu¨u¨s alati oluliseks, millest vo˜ib ja¨reldada, et su¨mfu¨u¨si ko˜rgus on
oluline na¨itaja puhtsaarlaste ja segasaarlaste vo˜rdlemisel.
Tabelis 3.3 on toodud prognoositud tulemuste ja tunnuse Saarlane to˜eva¨a¨rtuste sagedustabel.
Prognoos teostati kasutades ko˜iki treeningandmeid, seega tabelis olevad sagedused vo˜ivad
klassifitseerimisviga alahinnata [7]. Tabeli po˜hjal saadi mudeli L spetsiifilisuseks, st o˜igesti
prognoositud puhtsaarlaste osakaaluks 259
274
= 0.95. Tundlikkuseks, st o˜igesti prognoositud
segasaarlaste osakaaluks saadi 61
83
= 0.73.





Selleks, et hinnata klassifitseerimisviga kasutati K-kordset ristvalideerimist, valides K
va¨a¨rtuseks 5. Kuna kasutatud andmestik sisaldab va¨he vaatlusi, siis suurema K va¨a¨rtuse vo˜tmine
suurendaks klassifitseerimisvea hinnangu varieeruvust. Mudeli L ristvalideerimise veaks saadi
0.12. Ja¨relikult o˜nnestub mudelil o˜igesti klassifitseerida sega- ja puhtsaarlasi hinnanguliselt 88%
juhtudel.
3.4 Aditiivse logistilise mudeli rakendamine
Logistilise mudeli peamiseks eelduseks on lineaarne seos seletavate tunnuste ja huvipakkuva
su¨ndmuse toimumise to˜ena¨osuse logit-funktsiooni vahel. Kui see tingimus on rikutud, siis
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Joonis 3.1. Tunnuste seosed segasaarlaseks olemise log-shanssidega.
ta¨psema prognoosi saamiseks tuleb kasutada teisi la¨henemisi, mis arvestavad andmetes esineva
mittelineaarsusega. Eelnevalt vaadeldud mudel L saavutas u¨sna va¨ikese klassifitseerimisvea
nii treeningandmetel kui ka ristvalideerimise meetodit rakendades. Uurime, kas keerulisema
mudeliga on vo˜imalik veelgi ta¨psust to˜sta. Esmalt uuritakse graafikute abil, kas andmetes esineb
mittelineaarsus. Tunnused Vallaslaps ja Pa¨ritolu2 on nominaaltunnused, misto˜ttu nende puhul
ei ole vo˜imalik ra¨a¨kida lineaarsest seosest logit-funktsiooniga. U¨leja¨a¨nud 6 tunnust on arvulised.
Nende seos segasaarlaseks olemise hinnangulise to˜ena¨osuse logit-funktsiooniga on toodud
Joonisel 3.1. Kuna tunnus Mitmes on diskreetne tunnus, siis to˜ena¨osuse hinnang p iga selle
tunnuse fikseeritud va¨a¨rtuse jaoks on segasaarlaste osakaal laste hulgas. Pidevate tunnuste puhul
on to˜ena¨osuste hindamiseks vaja jagada tunnuse va¨a¨rtuspiirkond vo˜rdseteks lo˜ikudeks. Seeja¨rel
leitakse p iga lo˜igu jaoks segasaarlaste osakaaluna selles lo˜igus.
Joonise 3.1 po˜hjal na¨itab tunnus Mitmes olulist mittelineaarset seost. Esimesena su¨ndinud
lapse hinnanguline segasaarlaseks olemise log-shanss on ko˜ige suurem. Samuti on na¨ha, et 9.-12.
su¨ndinud laste hulgas polnud u¨htegi segasaarlast. Mittelineaarset seost vo˜ib ma¨rgata ka teiste
tunnuste korral. Lo˜plik otsus seosefunktsiooni kuju osas tehakse tarkvara abil. Aditiivse mudeli
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konstrueerimisel kaasati need 8 seletavat tunnust, mida eelnevalt kasutati mudelis L. Selleks vo˜eti
kasutusele tarkvara R pakett GAM, milles on defineeritud u¨ldistatud aditiivse mudeli funktsioon
gam.
Ko˜igepealt alustati mudeliga, kus ko˜ikidele arvulistele tunnustele rakendati siluvat splaini
vabadusastmega 7. Ta¨histame seda mudelit ta¨hega A1. Ko˜ik kvalitatiivsed tunnused kaasati
mudelisse A1 originaalkujul. Mudeli A1 AIC kordajaks on 202.07. Tabeli 3.4 po˜hjal spetsiifi-
lisuse ja tundlikkuse va¨a¨rtusteks saadi 0.96 ja 0.84. Klassifitseerimisveaks on 0.06 ehk mudel
A1 prognoosib treeningandmetel valesti ainult 6 % juhtudel. Ko˜ik eelnevalt nimetatud mudeli
diagnostikana¨itajaid arvutati, nagu mudeli L puhul, treeningandmete pealt. Ristvalideerimise
tulemuseks saadi 0.15, mis na¨itab, et mudel A1 teeb vale prognoosi keskmiselt 15% juhtudel.





Ja¨rgmisena vaadeldi erinevate vabadusastmetega siluvate splainide kombinatsioone ning
arvestati sellega, et mo˜ne tunnuse puhul vo˜ib lineaarne seos anda parema tulemuse. Erinevate
kombinatsioonide la¨bivaatamisel jo˜uti mudelini A2, mille u¨ldkuju avaldub ja¨rgmiselt:
Mudel A2: log
P (Segasaarlane)
1− P (Segasaarlane) = −2.21 + 1.66 ∗ (Vallaslaps = ei ole teada)+
+4.37 ∗ (Vallaslaps = jah) + s(Mitmes, df = 2) + 0.86 ∗ (Pa¨ritolu2 = Vene va¨ed)+
+s(Pea pikkus, 4)+s(Su¨mfu¨u¨s, 6)+s(Puusalaius,2)+s(Ka¨e pikkus, 2)+0.05∗Jala pikkus
On na¨ha, et mudelis A2 rakendatakse lineaarset funktsiooni ainult tunnusele Jala pikkus.
Teistele pidevatele tunnustele rakendatakse siluvaid splaine. Mudeli A2 AIC kordajaks saadi
193.62, mis on va¨iksem kui mudeli A1 puhul. Tabelis 3.5 on toodud prognoosi ja tegelike
va¨a¨rtuste sagedused. Nende po˜hjal saadi spetsiifilisuse ja tundlikkuse va¨a¨rtuseks 0.96 ja 0.80.
Ristvalideerimise klassifitseerimisviga on seekord ainult 0.09, ehk mudel A2 teeb keskmiselt
ko˜ige va¨hem vigaseid prognoose.
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Eelnevalt vaadeldud mudelid L, A1 ja A2 konstrueeriti kasutades ko˜iki ka¨esolevaid andmeid
ning samasugust tunnuste komplekti, mis vo˜imaldab omavahel vo˜rrelda mudelite klassifitseeri-
misvo˜imet ja sobivust andmetega. Tabelist 3.6 on na¨ha, et treeningandmete klassifitseerimisviga
on logistilise regressiooni mudelil L ko˜ige suurem, mille po˜hjal vo˜ib ja¨reldada, et vo˜rreldes
teiste mudelitega sobib mudel L andmetega ko˜ige halvemini.
Tabel 3.6. Mudelite A1, A2 ja L headuse kriteeriumite vo˜rdlustabel
AIC Spetsiifilisus Tundlikus Kl. viga RV viga
Mudel L 198.23 0.95 0.73 0.10 0.12
Mudel A1 202.07 0.96 0.84 0.06 0.15
Mudel A2 193.62 0.96 0.80 0.08 0.09
Klassifitseerimisviga on mudeli A1 jaoks 0.04 vo˜rra va¨iksem kui mudeli L jaoks ehk mudel
A1, kus igale arvulisele tunnusele rakendati siluvat splaini vabadusastmega 7, kirjeldab kasutatud
andmeid paremini kui mudel L. Vaatamata madalale klassifitseerimisveale, Tabelis 3.6 on na¨ha,
et mudelil A1 on ko˜ige suurem AIC va¨a¨rtus ning ristvalideerimise klassifitseerimisviga on 0.15,
ehk mudel A1 teeb keskmiselt 3% vo˜rra rohkem vigaseid prognoose uutel andmetel, kui mudel L.
Mudel A1 oli konstrueeritud niimoodi, et vo˜imalikult ha¨sti sobida andmetele, misto˜ttu mudel A1
ei u¨ldista andmetes esinevaid seoseid ning ja¨a¨b va¨ga tundlikuks andmete ka¨itumisele. Joonisel
3.2 on toodud mudelites L, A1 ja A2 konstrueeritud seosefunktsioonid iga seletava tunnuse
ja to˜ena¨osuse logit-funktsiooni vahel. On na¨ha, et mudeliga A1 konstrueeritud funktsioonid
on va¨ga ko˜verad ning vo˜rreldes teiste mudelitega ka¨ituvad va¨ga sarnaselt Joonisel 3.1 toodud
hinnanguliste seostega, mis po˜hjendab, miks mudeli A1 klassifitseerimisviga treeningandmetel
on ko˜ige va¨iksem.
Tabeli 3.6 po˜hjal vo˜ib teha ja¨relduse, et mudel A2 on optimaalne uutel andmetel prognoosi-
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miseks, kuna selle ristvalideerimise meetodil saadud prognoosivea hinnang on ko˜ige madalam.
Ristvalideerimise tulemuse kohaselt oskab mudel A2 o˜igesti klassifitseerida sega- ja puhtsaar-
lasi uutel andmetel keskmiselt 91% juhtudel, mis on 6% ja 3% vo˜rra parem mudelite A1 ja L
vastavast na¨itajast. Samuti on AIC kordaja mudeli A2 puhul ko˜ige madalam.
Selles to¨o¨s ka¨sitleva probleemi kontekstis ei ole vahed ta¨psuses kriitilised, misto˜ttu vo˜ib eelis-
tada logistilist mudelit selle interpreteerimise lihtsuse pa¨rast. Ometi na¨itavad saadud tulemused,
et arvestades nii lineaarsete kui ka mittelineaarsete seostega suudab aditiivne logistiline mudel
olla suurema tulemuslikkusega kui logistiline regressioon ning selle abil vo˜ib anda ta¨psemat
prognoosi.
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Antud bakalaureuseto¨o¨ eesma¨rgiks oli vo˜rrelda logistilist regressioonimudelit u¨ldistatud aditiivse
mudeli erijuhuga - aditiivse logistilise regressiooniga. Vo˜rdluse aluseks sai eeldus, et lineaarsuse
no˜udest loobudes annab u¨ldistatud aditiivne mudel suurema ta¨psusega prognoosi. Ka¨esoleva
to¨o¨ esimeses osas anti u¨levaade binaarse klassifitseerimise ideest, vaadeldi kasutatud mudelite
kujusid ja nende hindamise algoritme. Samuti kirjeldati kriteeriume klassifitseerimismudeli
valideerimiseks, sealhulgas ka ristvalideerimise meetodit.
Mudelite vo˜rdlus teostati Juhan Auli saarlaste antropoloogiliste mo˜o˜tmiste na¨itel. Antud
andmed olid varasemalt Tartu U¨likooli muuseumi arhiivikogus paberkujul. Ka¨esoleva bakalau-
reuseto¨o¨ autor digitaliseeris need andmed. Tulemuseks on andmestik, arvutifail, mis sisaldab 57
tunnust 411 laste kohta.
To¨o¨ teises osas tutvustati andmete pa¨ritolu, kirjeldati andmete ta¨hendust ja nendes esinevaid
vigu. Lo˜puks rakendati esmato¨o¨tluse la¨binud andmetel logistilist regressioonimudelit ja aditiivset
logistilist mudelit.
Mudelite vo˜rdlus teostati 357 vaatlusega valimil. Analu¨u¨si eesma¨rgiks pu¨stitati klassifitseeri-
da u¨ldfu¨sioloogiliste mo˜o˜tmiste po˜hjal, kas laps on puhtsaarlane vo˜i segasaarlane. Segasaarlaseks
peeti last, kelle ema on eestlane ja isa on venelane.
Mudeleid vo˜rreldi mitme kriteeriume po˜hjal. Parim klassifitseerimise tulemus ristvalidee-
rimise veaga 0.09 saavutati aditiivse logistilise mudeliga A2, kus viiele kaheksast seletavast
tunnusest rakendati mittelineaarset funktsiooni.
Saadud tulemus na¨itas, et arvestades andmetes esineva mittelineaarsusega annab aditiivne
logistiline mudel ta¨psema prognoosi, kui klassikaline logistiline regressioon.
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Lisa 2. Kasutatud R’i kood
#Esmane andmete to¨ o¨ tlus
data <- data[, !names(data) \%in\%c('id', 'nimi', 'rahvus_ema', 'rahvus_isa')]
#Tunnuste juuksed Silmad u¨ mberkodeerimine
data$juuksed <- with(data , paste0(juuksed_varv , juuksed_toon))
data$silmad <- with(data , paste0(iiris_varv ,iiris_intens ,iiris_toon))
data$juuksed[data$juuksed == "NANA"] <- 'NA'
data$juuksed[data$juuksed == "blondNA"] <- 'blond '
data$juuksed[data$juuksed == "NAtume"] <- 'tume'
data$juuksed[data$juuksed == "pruunNA"] <- 'pruun '
data$juuksed[data$juuksed == "ruugeNA"] <- 'ruuge '
data$juuksed[data$juuksed == "must -pruunNA"] <- 'must -pruun '
data$juuksed[data$juuksed == "must -pruun"] <- 'tume'
data$juuksed[data$juuksed == "pruuntume"] <- 'tume'
data$juuksed[data$juuksed == "pruuntumekirju"] <- 'tume'
data$juuksed[data$juuksed == "blondtume"] <- 'blond '
data$juuksed[data$juuksed == "blondhele"] <- 'blond '
data$juuksed[data$juuksed == "blondtuhkjas"] <- 'blond '
data$juuksed[data$juuksed == "pruunhele"] <- 'pruun '
data$juuksed[data$juuksed == "pruunruuge"] <- 'pruun '
data$juuksed[data$juuksed == "pruuntuhkjas"] <- 'ruuge '
data$juuksed[data$juuksed == "ruugehele"] <- 'ruuge '
data$juuksed[data$juuksed == "NA"] <- 'muu'
data$silmad[data$silmad == "sininerohekas -kollakasNA"] <- 'sininerohekas -kollakas '
data$silmad[data$silmad == "sinineNANA"] <- 'sinine '
data$silmad[data$silmad == "sinine -hallNANA"] <- 'sinine -hall'
data$silmad[data$silmad == "sinineNArohekas -kollakas"] <- 'sininerohekas -kollakas '
data$silmad[data$silmad == "pruunheleNA"] <- 'pruunhele '
data$silmad[data$silmad == "sinine -hallNArohekas"] <- 'sinine -hallrohekas '
data$silmad[data$silmad == "tumekirjutumeNA"] <- 'tumekirjutume '
data$silmad[data$silmad == "sinine -hallNArohekas"] <- 'sinine -hallrohekas '
data$silmad[data$silmad == "sinineNAkollakas"] <- 'sininekollakas '
data$silmad[data$silmad == "sinineNArohekas"] <- 'sininerohekas '
data$silmad[data$silmad == "tumekirjuNANA"] <- 'tumekirju '
data$silmad[data$silmad == "pruunNANA"] <- 'pruun '
data$silmad[data$silmad == "sinine -hallNAkollakas"] <- 'sinine -hallkollakas '
data$silmad[data$silmad == "NANANA"] <- 'NA'
data$silmad[data$silmad == "sinineNAkollakas -rohekas"] <- 'sininekollakas -rohekas '
data$silmad[data$silmad == "tumekirju -sinineNArohekas -kollakas"] <- 'tumekirju -
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sininerohekas -kollakas '
data$silmad[data$silmad == "pruunhele"] <- 'pruun '
data$silmad[data$silmad == "sininekollakas"] <- 'kirju '
data$silmad[data$silmad == "sininerohekas"] <- 'kirju '
data$silmad[data$silmad == "sininerohekas -kollakas"] <- 'kirju '
data$silmad[data$silmad == "sininetumekollakas"] <- 'kirju '
data$silmad[data$silmad == "sininekollakas -rohekas"] <- 'kirju '
data$silmad[data$silmad == "sinine -hall"] <- 'hallikas '
data$silmad[data$silmad == "sinine -hallkollakas"] <- 'hallikas '
data$silmad[data$silmad == "sinine -hallrohekas"] <- 'hallikas '
data$silmad[data$silmad == "tumekirju -sininerohekas -kollakas"] <- 'tumekirju '
data$silmad[data$silmad == "tumekirjutume"] <- 'tumekirju '
data$silmad[data$silmad == "NA"] <- 'muu'
#uus tunnus , Vene va¨gede asukoha po˜hjal
data$pa¨ ritolu2 <- NA
data$pa¨ ritolu2[data$pa¨ ritolu == "kuressaare"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "ka¨rla"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "abruka"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "kaarma"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "kihelkonna"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "lu¨ mmada"] <- 'VeneEi '
data$pa¨ ritolu2[data$pa¨ ritolu == "torgu"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "mustjala"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "maasi"] <- 'VeneEi '
data$pa¨ ritolu2[data$pa¨ ritolu == "pihtla"] <- 'VeneEi '
data$pa¨ ritolu2[data$pa¨ ritolu == "leisi"] <- 'VeneEi '
data$pa¨ ritolu2[data$pa¨ ritolu == "muhu"] <- 'VeneJah '
data$pa¨ ritolu2[data$pa¨ ritolu == "uuem o˜isa"] <- 'VeneEi '
data$mitmes[is.na(data$mitmes) & data$vallaslaps == 'jah'] <- 1
data <- data[, !names(data) %in%c('juuksed_va¨rv', 'iiris_va¨rv', 'juuksed_toon', '
iiris_toon', 'iiris_intens ', 'pa¨ ritolu_ema', 'pa¨ ritolu_isa')]
tab <- sapply(data ,function(x) round(sum(is.na(x), na.rm = TRUE)/dim(data)[1],2)*
100)
alla10 <- tab[tab < 10]
data <- data[, names(data) %in% names(alla10)]
data <- data[, !names(data) %in% c("o˜ed", "vennad", "elukutse_v")]
data <- data[!is.na(data$mitmes),]
data$vallaslaps <- as.character(data$vallaslaps)
data$vallaslaps[is.na(data$vallaslaps)] <- 'ei ole teada'
data$lauba_laius[is.na(data$lauba_laius)] <- mean(data$lauba_laius , na.rm = TRUE)
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data$na¨o_laius[is.na(data$na¨o_laius)] <- mean(data$na¨o_laius , na.rm = TRUE)
data$f_na¨ok o˜rg[is.na(data$f_na¨ok o˜rg)] <- mean(data$f_na¨ok o˜rg , na.rm = TRUE)
data$lo˜ua_laius[is.na(data$lo˜ua_laius)] <- mean(data$lo˜ua_laius , na.rm = TRUE)
data$ u¨ ldpikkus[is.na(data$ u¨ ldpikkus)] <- mean(data$ u¨ ldpikkus , na.rm = TRUE)
data$ o˜ lalaius[is.na(data$ o˜ lalaius)] <- mean(data$ o˜ lalaius , na.rm = TRUE)
data$ o˜ lak o˜ rgus[is.na(data$ o˜ lak o˜ rgus)] <- mean(data$ o˜ lak o˜rgus , na.rm = TRUE)
data$so˜rmek o˜rg[is.na(data$so˜rmek o˜rg)] <- mean(data$so˜rmek o˜rg , na.rm = TRUE)
data$iliospinale[is.na(data$iliospinale)] <- mean(data$iliospinale , na.rm = TRUE)
data$jala_p[is.na(data$jala_p)] <- mean(data$jala_p, na.rm = TRUE)
data$istepikkus[is.na(data$istepikkus)] <- mean(data$istepikkus , na.rm = TRUE)
data$ka¨e_p[is.na(data$ka¨e_p)] <- mean(data$ka¨e_p, na.rm = TRUE)
data$rinna u¨mb[is.na(data$rinna u¨mb)] <- mean(data$rinna u¨mb , na.rm = TRUE)
data$suprastern[is.na(data$suprastern)] <- mean(data$suprastern , na.rm = TRUE)
data$su¨mf u¨ u¨s[is.na(data$su¨mf u¨ u¨s)] <- mean(data$su¨mf u¨ u¨s, na.rm = TRUE)
data$puusalaius[is.na(data$puusalaius)] <- mean(data$puusalaius , na.rm = TRUE)
data$kere_p[is.na(data$kere_p)] <- mean(data$kere_p, na.rm = TRUE)
data$saarlane <- 1







CV <- function(data , formula , model_name ,K = 5, tresh = 0.6) {
indeces <- seq(1,dim(data)[1], 1)
shnuffled <- sample(indeces)
groups <- split(shnuffled , sample (1:K), drop = TRUE)
summed <- 0
for (i in 1:K){
test <- data[unlist(groups[i]) ,]
train <- data[unlist(groups[-i]) ,]
if(model_name == 'log'){
model <- glm(formula , family=binomial(link='logit '),data=train)
}else{
model <- gam(formula , family=binomial(link='logit '),data=train)
}
probs <- predict(model , test)
pred <- rep(0, length(probs))
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pred[probs > tresh ] <- 1
true <- test$saarlane





log.mudel <- glm(saarlane ˜sugu+vallaslaps +mitmes + vanus+pa¨ ritolu2+
pea_pikkus+pea_laius+lauba_laius+na¨o_laius+lo˜ua_laius+
p_ko˜rvak o˜rg+p_u¨ldk o˜rg+f_na¨ok o˜rg+m_na¨ok o˜rg+u¨ ldpikkus+o˜lak o˜rgus+




stepAIC <- stepAIC(log.mudel , direction = 'both')
stepAIC$anova
final_log <-glm(saarlane ˜vallaslaps + mitmes + pa¨ ritolu2 + pea_pikkus + p_u¨ldk o˜rg +
su¨mf u¨ u¨s + puusalaius + ka¨e_p + jala_p, family=binomial(link='logit '),data=data)
final_log2 <-glm(saarlane ˜vallaslaps + mitmes + pa¨ ritolu2 + pea_pikkus + su¨mf u¨ u¨s +
puusalaius + ka¨e_p + jala_p,family=binomial(link='logit '),data=data)
final_log2$aic -final_log$aic
anova(final_log2 , final_log , test="Chisq")
p <- predict(final_log2 , type=c("response"))
pred_class <- rep('jah', length(p))
pred_class[p > 0.6] <- 'ei'
table(pred_class ,data$puhtsaarlane)
1-CV(data , saarlane ˜vallaslaps + mitmes + pa¨ ritolu2 + pea_pikkus + su¨mf u¨ u¨s +




plot_logits <- function(variable ,min , max , by){
grupid <- cut(variable , breaks=c(seq(min ,max ,by)))
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out_mitmes <- plot_logits(data$mitmes , 0,12,1)
out_mitmes[out_mitmes == -Inf] <- NA
p1<- ggplot(data = data.frame(data$mitmes , out_mitmes), aes(x = data$mitmes , y = out




out_pea_pikkus <- plot_logits(data$pea_pikkus , 160 ,200 ,5)
out_pea_pikkus[out_pea_pikkus == -Inf] <- NA
p2<- ggplot(data = data.frame(data$pea_pikkus , out_pea_pikkus), aes(x = data$pea_
pikkus , y = out_pea_pikkus))+geom_point()+scale_x_continuous(breaks = seq
(160 ,200 ,10)) +labs(x = 'pea pikkus ',y='logit(p)')
p2
summary(data$su¨mf u¨ u¨s)
out_su¨mf u¨ u¨s <- plot_logits(data$su¨mf u¨ u¨s, 690 ,960 ,10)
out_su¨mf u¨ u¨s[out_su¨mf u¨ u¨s == -Inf] <- NA
p3 <- ggplot(data = data.frame(data$su¨mf u¨ u¨s, out_su¨mf u¨ u¨s), aes(x = data$su¨mf u¨ u¨s, y =
out_su¨mf u¨ u¨s))+geom_point ()+scale_x_continuous(breaks = seq (690 ,960 ,40)) +labs(x
= 'su¨mf u¨ u¨s',y= 'logit(p)')
p3
summary(data$puusalaius)
out_puusalaius <- plot_logits(data$puusalaius , 210 ,320 ,10)
out_puusalaius[out_puusalaius == -Inf] <- NA
p4<- ggplot(data = data.frame(data$puusalaius , out_puusalaius), aes(x = data$
puusalaius , y = out_puusalaius))+geom_point()+scale_x_continuous(breaks = seq
(210 ,320 ,20)) +labs(x = 'puusalaius ',y='logit(p)')
p4
summary(data$ka¨e_p)
out_ka¨e_p <- plot_logits(data$ka¨e_p, 600 ,800 ,20)
out_ka¨e_p[out_ka¨e_p == -Inf] <- NA
p5 <- ggplot(data = data.frame(data$ka¨e_p, out_ka¨e_p), aes(x = data$ka¨e_p, y = out_k
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out_jala_p <- plot_logits(data$jala_p, 720 ,1000 ,40)
out_jala_p[out_jala_p == -Inf] <- NA
p6 <- ggplot(data = data.frame(data$jala_p, out_jala_p), aes(x = data$jala_p, y =
out_jala_p))+ geom_point()+scale_x_continuous( breaks = seq (720 ,1000 ,40)) +labs(
x = 'jala pikkus ',y='logit(p)')
p6
#joonise 3.1 tekitamine
grid.arrange(p1, p2,p3,p4,p5, p6,ncol = 2)
#aditiivne mudel
gam_simple <-gam(saarlane ˜ vallaslaps + s(mitmes ,7) + pa¨ ritolu2 + s(pea_pikkus ,7)
+ s(su¨mf u¨ u¨s ,7) + s(puusalaius ,7) + s(ka¨e_p,7) + s(jala_p,7) ,family=binomial(
link='logit '), data =data)
summary(gam_simple)
gam_simple$aic
p2 <- predict(gam_simple , type=c("response"))
pred_class2 <- rep('jah', length(p2))
pred_class2[p2 > 0.6] <- 'ei'
table(pred_class2 , data$puhtsaarlane)
1-CV(data , saarlane ˜ vallaslaps + s(mitmes ,7) + pa¨ ritolu2 + s(pea_pikkus ,7) + s(su¨
mf u¨ u¨s ,7) +s(puusalaius ,7) + s(ka¨e_p,7) + s(jala_p,7),'gam', 5)
gam_final <-gam(saarlane ˜ vallaslaps + s(mitmes , 2) + pa¨ ritolu2 +s(pea_pikkus , 4)+
s(su¨mf u¨ u¨s, 6) + s(puusalaius ,2) +s(ka¨e_p,2) + jala_p ,family=binomial(link='
logit '), data =data)
summary(gam_final)
gam_final$aic
p3 <- predict(gam_final , type=c("response"))
pred_class3 <- rep('jah', length(p3))
pred_class3[p3 > 0.6] <- 'ei'
table(pred_class3 , data$puhtsaarlane)
1-CV(data , saarlane ˜ vallaslaps + s(mitmes , 2) + pa¨ ritolu2 + s(pea_pikkus , 4) + s(
su¨mf u¨ u¨s, 6) + s(puusalaius ,2) +s(ka¨e_p,2) + jala_p, 'gam', 5)
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