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Total Variability Space for LDA-based multi-view
text categorization
Mohamed Morchid∗, Mohamed Bouallegue∗, Richard Dufour∗,
Georges Linarès∗ and Renato De Mori∗, Fellow, IEEE
∗Laboratoire d’Informatique d’Avignon (LIA), University of Avignon, France
†McGill University, School of Computer Science, Montreal, Quebec, Canada
Mapping text document into LDA-based topic-space is a
classical way to extract high level representation of text
documents. Unfortunatly, LDA is higly sensitive to hyper-
parameters related to class number or word and topic distri-
bution, and there is not any systematic way to prior estimate
optimal configurations. Morover, various hyperparameter con-
figurations offer complementary views on the document.
In this paper, we propose a method based on a two-step
process that, first, expands representation space by using a set
of topic spaces and, second, compacts representation space
by removing poorly relevant dimensions. These two steps are
based respectivelly on multi-view LDA-based representation
spaces and factor-analysis models. This model provides a
view-independant representation of documents while extract-
ing complementary information from a massive multi-view
representation.
Experiments are conducted on the DECODA conversation
corpus and Reuters-21578 textual dataset. Results show the
effectiveness of the proposed multi-view compact representa-
tion paradigm. The proposed categorization system reaches an
accuracy of 86.9% and 86.5% respectively with manual and
automatic transcriptions of conversations, and a macro-F1 of
80% during a classification task of the well-known studied
Reuters-21578 corpus, with a significant gain compared to
the baseline (best single topic space configuration), as well
as methods and document representations previously studied.
Index Terms—Latent Dirichlet Allocation, Factor analysis, C-
vector, Classification
I. INTRODUCTION
One of the most efficicent way to process noisy text
documents consists in mapping word-level surface forms into
semantic spaces, where documents are represented by mean-
ingfull abstract features.
Numerous unsupervised methods for topic-space estimation
were proposed in the past, mostly based on the extaction
of interesting regularities in huge text corpus. The Latent
Dirichlet Allocation (LDA) [1] was largely used for text
mining, speech analytics or information retrieval tasks; one of
its main drawbacks is the tuning of the model, that involves
various meta-parameters such as the number of classes (that
determines the model granularity), word distribution methods,
Manuscript received December 1, 2012; revised December 27, 2012. Cor-
responding author: M. Morchid (email: mohamed.morchid@univ-avignon.fr).
temporal spans. . . Performance of systems that use topic mod-
els can then be quite unstable if the decision process is highly
dependent on these meta-parameters.
Classically, this abstract representation involves the selec-
tion of a number of classes composing the topic space (n)
as well as the LDA hyper-parameters (α and β). The hyper-
parameters α and β control both the topic distribution for
each document and the word distribution into each class of
the topic space itself. The number of classes n contained
into the topic space control the “granularity” of the model
from a general topic-based representation (few number of
classes into the model) to a relatively precise representation
(large number of classes). Finding the optimal parameters is
crucial since topic model perplexity, that expresses its quality,
is highly dependent to these features. Moreover, the multi-
theme context of the proposed study implies a more complex
dialogue representation [2].
In this paper, we tackle these two drawbacks by using
multiple topic spaces obtained by varying the LDA hyper-
parameters α, β and the topic number n. Each of these space
offers a specific view on the documents and our goal, at this
point, is to extract relevant and complementary information
for the large set of diferent views. A potential issue with
such a massive multi-view approach is due to the diversity
of views, wich introduces both a relevant variability needed
to represent different contexts of the document, and a noisy
variability related to topic spaces processing. Thus, a topic-
based representation of a document is built from the document
content itself and the mapping process of a document into
several topic spaces generates a noisy variability related to
the difference of the document and each class content. In the
same way, the relevant variability is from the common content
between the document and the classes composing the topic
space.
We propose to reduce this noisy variability by compacting
multiple views of documents using factor analysis technique.
Factor analysis is a very old data-analysis method that was
successfully applied fisrt to speaker identification and, latter,
generalized to various speech and audio categorization tasks.
In this field, the factor analysis paradigm is used as a de-
composition model that enables to separate the representation
space into two subspaces containing respectively useful and
useless information. The general Joint Factor Analysis (JFA)
paradigm [3] considers multiple variabilities that may be cross-
dependent. Thereby, JFA representation allows to compen-
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sate the variability within sessions of a same speaker. This
representation is an extension of the GMM-UBM (Gaussian
Mixture Model-Universal Background Model) models [4]. The
authors in [5] extract, from the GMM super-vector, a compact
super-vector called an i-vector. The aim of the compression
process (i.e. i-vector extraction) is to represent the super-
vector variability in a low dimensional space. Although this
compact representation is widely used in speaker recognition
systems, this method has been little used in the field of text
classification.
In this paper, we propose to apply factor analysis to compen-
sate noisy variabilities due to the multiplication of LDA mod-
els when varying all LDA hyper-parameters. We also propose
to evaluate this approach on two different classification tasks
using respectively automatic transcriptions, obtained from an
Automatic Speech Recognition (ASR) system, and usual tex-
tual documents. Two classification tasks are then considered:
the theme identification of RATP call centre (Paris Public
Transportation Authority) dialogues [6] and the Reuters-21578
(ModApte split) classification task [7].
The intuition behind this study is that varying LDA hyper-
parameters α and β should allow us to obtain an optimal
topic-based representation of the document, while the multiple
views of a given document are obtained by varying the number
of classes into the topic space. Indeed, when one varies
LDA hyper-parameters, the topic space structure is not deeply
modified, which is the case when the number of classes is
changed.
Furthermore, a normalization approach to condition docu-
ment representations (multi-model and i-vector) is proposed.
The two methods showed improvements for speaker verifi-
cation: within Class Covariance Normalization (WCCN) [5]
and Eigen Factor Radial (EFR) [8]. The last one includes
length normalization [9]. Both of these methods dilate the
total variability space as the mean to reduce the within class
variability. In our multi-model representation, the within class
variability is redefined according to both document content
(vocabulary) and topic space characteristics (words distribution
among the topics). Thus, the speaker is represented by a theme,
and the speaker session is a set of topic-based representations
(frames) of a document (session).
The paper is organized as follows. Section II presents pre-
vious related works. The document representation is described
in Section III. Section IV introduces the i-vector compact
representation and presents its application to text documents.
Sections V and VI report experiments and results. The last
section concludes and proposes some perspectives.
II. RELATED WORK
Considerable research have been proposed to combine topic
related information with n-gram models [10], [11], [12], [13].
The basic idea of these approaches is to exploit the differences
of word n-gram distributions across topics. That is, first the
whole training data is separated into several topic-specific
clusters, and then topic-specific LM are built using the topic-
specific data. One problem of this approach is data fragmenta-
tion, which results in the data sparseness problem. In order to
remedy the data sparseness problem, linear interpolation (or
LM mixture) has been applied.
Several methods have been proposed considering that word
n-grams have different word probability distributions in differ-
ent topics and represent a document with a mixture of topic
language models. These methods demonstrated their perfor-
mance on various tasks, such as sentence [14] or keyword [15]
extraction.
Considering documents as bags-of-words [16], Latent
Dirichlet Allocation (LDA) [1] was proposed as a new method
for obtaining word probabilities as mixtures of word dis-
tributions in hidden topics. PLSA and LDA models have
been shown to generally outperform LSA on IR tasks [17].
Furthermore, probabilities of a hidden topic given a document
can be computed with LDA providing topic classification
features that capture word dependencies related to the semantic
contents of a given conversation.
Supervised LDA [18] has been proposed in the context of
multi-label topic classification to estimate word and topic label
probabilities given a training corpus annotated with-label data.
In all the approaches considered above, the choice of the
number of topics is empirical. Many studies have proposed
suggestions for solving this problem. Authors in [19] proposed
to use a Singular Value Decomposition (SVD) to represent the
words of the vocabulary. This method has to be evaluated with
the Kullback-Liebler divergence metric for each topic space.
It is not rigorous and time consuming.
Authors in [20] proposed to use a Hierarchical Dirichlet
Process (HDP) method to find the “right” number of topics by
assuming that the data have a hierarchical structure. In [21],
authors presented a method to learn the right depth of an
ontology depending of the number of topics of LDA models.
The study presented by [22] is quite similar to [20]. The
authors consider as the right number of topics, the average
correlation between pairs of topics at each stage of the
process. All these methods assume that a document can have
representations in only one hidden space which is limited by
the fact that classes of a LDA hidden space are correlated [23].
Moreover, authors in [24] consider a class as a node of an
acyclic graph and as a distribution over other classes contained
in the same topic space.
We proposed some studies to show the contribution of a
compact dialogue representation from multiple views, based
on the i-vector framework [25], [26]. In [25], we proposed to
represent a dialogue in a set of topic spaces learned from a
LDA algorithm, by varying the number of classes contained
into the LDA topic space. Then, this multiple representation
of the dialogue is compacted with the use of the i-vector
framework. We proposed in [26] to learn a set of LDA topic
spaces by varying the α hyper-parameter, which controls topic
distribution for each document contained into the training
corpus as well as the documents contained into the validation
set. This last distribution is obtained during the inference
process with the use of the Gibbs Sampling algorithm [27].
These studies evaluate the impact of LDA hyper-parameters
separately and use only noisy transcriptions (dialogues) ob-
tained from an automatic speech recognition system (ASR).
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III. MULTI-VIEW REPRESENTATION OF DOCUMENTS IN A
HOMOGENEOUS SPACE
The approach considered in this paper focuses on modeling
the variability between different documents expressing the
same theme t1. For this purpose, it is important to select
relevant features that represent semantic contents for the theme
of a document. An attractive set of features for capturing
possible semantically relevant word dependencies is obtained
with LDA [1], as described in Section II.
Given a training set of conversations D, a hidden topic
space is derived and a conversation d is represented by its
probability in each topic of the hidden space. Estimation of
these probabilities is affected by a variability inherent to the
estimation of the model parameters. If many hidden spaces
are considered and features are computed for each hidden
space, it is possible to model the estimation variability together
with the variability of the linguistic expression of a theme
by different speakers in different real-life situations. Even if
the purpose of the application is theme identification and a
training corpus annotated with themes is available, supervised
LDA [27] is not suitable for the proposed approach. LDA
is used only for producing different feature sets involved in
statistical variability models.
In order to estimate the parameters of different hidden
spaces, a set of discriminative words V is constructed as
described in [2]. Each theme t contains a set of specific words.
Note that the same word may appear in several discriminative
word sets. All the selected words are then merged without
repetition to form V . The entire application vocabulary is used
for estimating the hidden spaces while only the words of the
discriminative vocabulary are used for integrating the features
obtained in the hidden spaces.
Several techniques, such as Variational Methods [1],
Expectation-propagation [28] or Gibbs Sampling [27], have
been proposed for estimating the parameters describing a LDA
hidden space. Gibbs Sampling is a special case of Markov-
chain Monte Carlo (MCMC) [29] and gives a simple algorithm
for approximate inference in high-dimensional models such as
LDA [30]. This overcomes the difficulty to directly and exactly
estimate parameters that maximize the likelihood of the whole
data collection defined as:
p(W |−→α ,
−→
β ) =
∏
w∈W
p(−→w |−→α ,
−→
β ) (1)
for the whole data collection W knowing the Dirichlet param-
eters −→α and
−→
β .
Gibbs Sampling makes it possible to estimate the LDA
parameters in order to represent a new document d with the
rth topic space of size n, and to obtain a feature vector V z
r
d of
the topic representation of d. The jth feature V
zrj
d = P (z
r
j |d)
(where 1 ≤ j ≤ n) is the probability of topic zrj to be
generated by the unseen document d in the rth topic space
of size n (see Figure 1) and V wzrj = P (w|z
r
j ) is the vector
representation of a word into r.
1For comparaison, a set of textual documents from the well-known Reuters-
21578 dataset is used during the experiments as well.
Agent: Hello
Customer: Hello
Agent: Speaking ...
Customer: I call you because I 
was fined today, but I still have an 
imagine card suitable for zone 1 
[...] I forgot to use my navigo card 
for zone 2
Agent: You did not use your 
navigo card, that is why they give 
you a fine not for a zone issue [...]
Customer: Thanks, bye
Agent: bye
Agent
Customer
Conversations agent/customer 
customer care service of the 
Paris transportation system
TOPIC 1
P(w|z)           w
0.03682338236708009   card
0.026680126910873955 month
0.026007114700509565 navigo
0.01615229304874531   old
0.015527353139121238 agency
0.014229401019132776 euros
0.013123738102105566 imagine
TOPIC q
P(w|z)           w
0.06946564885496183   card
0.04045801526717557  fine
0.016793893129770993 transport
0.01603053435114504   woman
0.01450381679389313  fined
0.013740458015267175 aïe
0.012977099236641221 infraction
...
P(z |d) P(z |d)...1 q
Fig. 1. Example of a document d mapped into a topic space of size q.
A. Variation of LDA model parameters for a document multi-
view
Thus, a set of p topic spaces are learned using LDA,
presented in its plate notation in Figure 2, by varying the
hyper-parameters of the p (here, p = 500) topic spaces:
• the number of classes n into the topic space (Sec-
tion III-A1),
• the α parameter (Section III-A2),
• and the β parameter (Section III-A3).
θ z w
α β φ
D
Nd
q
Fig. 2. Generative model for documents in plate notation for Latent Dirichlet
Allocation (LDA).
1) Varying n: The number of topics is varied to obtain p
topic spaces of size n. The number of topics n varies from
5 to 505. Thus, a set of 500 topic spaces is estimated. This
is high enough to generate, for each document, many feature
sets for estimating the parameters of a variability model.
2) Varying α: In the LDA technique, the topic z is drawn
from a multinomial over θ which is drawn from a Dirichlet
distribution over −→α . Thus, a set of p topic spaces of size q is
learned using LDA by varying the topic distribution parameter
−→α = [α1, . . . , αq]t.
The standard heuristic is α0 = 50q [27], which for the setup
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of the nth topic space (1 ≤ n ≤ p) would be −→αn[αn, . . . , αn︸ ︷︷ ︸
q times
]t
with:
αn =
n
p
× α0
=
n
p
× 50
q
. (2)
The larger αn (αn ≥ 1) is, the more uniform P (z|d) will
be (see Figure 3). Nonetheless, this is not what we want:
different transcriptions have to be associated with different
topic distributions. In the meantime, the higher the α is, the
more the draws from the Dirichlet will be concentrated around
the mean (see Figure 3 with α = 20), which, for a symmetric
alpha vector, will be the uniform distribution over q. The
number of topics q is fixed to 50, and 500 topic spaces are
built (p = 500) in our experiments. Thus, αn varies between a
low value (sparse topic distribution α1 = 0.002) to 1 (uniform
Dirichlet αp = 1).
2 4 6 8 10
0.
0
0.
4
0.
8
α = 0.002
● ● ● ● ●
●
● ● ● ●
Item
2 4 6 8 10
0.
0
0.
4
0.
8
α = 0.02
●
● ● ● ● ●
●
●
● ●
Item
2 4 6 8 10
0.
0
0.
4
0.
8
α = 0.2
●
●
●
●
●
● ● ●
●
●
Item
2 4 6 8 10
0.
0
0.
4
0.
8
α = 1
●
●
● ●
●
●
●
●
●
●
Item
2 4 6 8 10
0.
0
0.
4
0.
8
α = 2
●
● ●
●
●
●
●
● ●
●
Item
2 4 6 8 10
0.
0
0.
4
0.
8
α = 20
●
● ●
● ● ● ●
●
●
●
Item
Fig. 3. Dirichlet distribution with a varied αn.
3) Varying β: In the same way, the hyper-parameter β
controls the sparsity of words distribution in each class in the
topic space. Thus, the larger β is, the more uniform P (w|z)
will be. This means that the probability of each word contained
into a class will be roughly the same, and therefore, the classes
themselves will be thematically close. During the inference
process which allows us to represent the document in the topic
space, the distribution of topics for a given document have to
be different, mostly if the documents are not labeled with the
same theme. The φ matrix is drawn from a Dirichlet with
β parameter. The results obtained with different values of α
shown in Figure 3, could be considered for different values of
β.
The standard heuristic is β0 = 0.1 [27], which for the setup
of the nth topic space (1 ≤ n ≤ p) would be
−→
βn[βn, . . . , βn︸ ︷︷ ︸
|V |times
]t
with:
βn =
n
p
× β0
=
n
p
× 0.1 . (3)
The number of topics q is fixed to 50, and 500 topic spaces
are built (p = 500) in our experiments. Thus, βn varies
between a low value (sparse topic distribution α1 = 0.0002)
to 1 (uniform Dirichlet βp = 0.1).
The next process allows us to obtain a homogeneous
representation of document d for the rth topic space
r. Section III-B presents the mapping of each thematic
representation of a document into a homogenous space
composed with a set of discriminant words.
B. Multiple representations in a homogenous space of dis-
criminant words
The feature vector V z
m
d of d is mapped to the common
vocabulary space V composed with a set of |V | discriminative
words [2] of size 166, to obtain a new feature vector V wd,r =
{P (w|d)r}w∈V of size |V | for the rth topic space r of size
n where the ith (0 ≤ i ≤ |V |) feature is:
V wid,r = P (wi|d)
=
n∑
j=1
P (wi|zrj )P (zrj |d)
=
n∑
j=1
V wizrj
× V z
r
j
d
=
〈−−→
V wizr ,
−−→
V z
r
d
〉
where 〈·, ·〉 is the inner product, δ being the frequency of the
term wi in d, V wizrj = P (wi|zj) and V
zrj
d = P (zj |d) evaluated
using Gibbs Sampling in the topic space r.
IV. COMPACT MULTI-VIEW REPRESENTATION
The multi-view representations of each theme in a large
number of hidden spaces may cause large discrepancies in
the theme identification accuracy when different hidden space
sizes are used. In this section, an i-vector-based method
to represent automatic transcriptions is presented. Initially
introduced for speaker recognition, i-vectors [3] have become
very popular in the field of speech processing and recent pub-
lications show that they are also reliable for language recogni-
tion [31] and speaker diarization [32]. I-vectors are an elegant
way of reducing the input space dimensionality while retaining
most of the relevant information. The technique was originally
inspired by the Joint Factor Analysis framework [33]. Hence,
i-vectors convey the speaker characteristics among other in-
formation such as transmission channel, acoustic environment
or phonetic content of speech segments. The next sections
describe the i-vector extraction process, the application of this
compact representation to textual documents (called c-vector),
and the vector transformation with the EFR method and the
Mahalanobis metric.
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A. Total variability space definition
I-vector extraction could be seen as a probabilistic compres-
sion process that reduces the dimensionality of speech super-
vectors according to a linear-Gaussian model. I-vectors is also
an elegant way of mapping a high dimensional representation
of an entity into a feature vector of reduced dimensions
while retaining while preserving most if not all the relevant
information content of the initial representation.
The speech (of a given speech recording) super-vector ms of
concatenated GMM means is projected in a low dimensionality
space, named Total Variability space, with:
m(h,s) = m+ Tx(h,s) , (4)
where m is the mean super-vector of the UBM2 and is
constructed by concatenation the means of all the Gaussians in
the UBM. T is a low rank matrix (MD×R), where M is the
number of Gaussians in the UBM and D is the cepstral feature
size, which represents a basis of the reduced total variability
space. T is named Total Variability matrix; the components
of x(h,s) are the total factors which represent the coordinates
of the speech recording in the reduced total variability space
called i-vector (i for identification).
B. From i-vector speaker identification to c-vector textual
document classification
The proposed approach uses i-vectors to model transcription
representation through each topic space in a homogeneous
vocabulary space. These short segments are considered as
basic semantic-based representation units. Indeed, vector V wd
represents a segment or a session of a transcription d. In the
following, (d, r) will indicate the document representation d
in the topic space r. In our model, the segment super-vector
m(d,r) of a transcription d knowing a topic space r is modeled:
m(d,r) = m+ Tx(d,r) (5)
where x(d,r) contains the coordinates of the topic-based repre-
sentation of the document in the reduced total variability space
called c-vector (c for classification).
where T is a low rank matrix of dimensions (J×C), where
J (M × |V |, |V | is the number of words contained into the
discriminative words list V ) is the number of elements of the
super-vector and C is the number of elements in a reduced total
variability space where the vector representing d is called c-
vector (for classification vector). The c-vector is obtained as
described below by adapting to theme identification of textual
data an algorithm for computing I-vectors used for speaker
verification.
T is named total variability matrix; the components of are
the elements of the C-vector. The T matrix is estimated, as
described below, using training data and an estimation x(d,r)of
is obtained with maximum posterior probability (MAP) esti-
mation as described in the following. Let N(d,r) and X(d,r) be
two vectors containing the zero order and first order document
2The UBM is a GMM that represents all the possible observations.
Algorithm 1: Estimation of matrix T and latent variable
x(d,r).
For each document d mapped into the topic space r:
x(d,r) ← 0, T← random ;
Estimate statistics: N(d,r), X(d,r) (eq.6);
for i = 1 to nb iterations do
for all d and r do
Center statistics: X(d,r) (eq.7);
Estimate L(d,r) and B(d,r) (eq.8);
Estimate x(d,r) (eq.9);
end
Estimate matrix T (eq. 10 and 11) ;
end
statistics respectively. The statistics are estimated against the
UBM:
Nr[g] =
∑
t∈r
γg(t); {X(d,r)}[g] =
∑
t∈(d,r)
γg(t) · t (6)
where γg(t) is the a posteriori probability of Gaussian g for
the observation t. In the equation,
∑
t∈(d,r) represents the sum
over all the frames belonging to the document d.
Let X(d,r) be the state dependent statistics defined as
follows:
{X(d,r)}[g] ={X(d,r)}[g] −m[g] ·
∑
(d,r)
N(d,r)[g] (7)
Let L(d,r) be a R×R matrix, and B(d,r) a vector of dimension
R, both defined as:
L(d,r) = I +
∑
g∈UBM
N(d,r)[g] · {T}
t
[g] ·Σ
−1
[g] · {T}[g]
B(d,r) =
∑
g∈UBM
{T}t[g] ·Σ
−1
g · {X(d,r)}[g],
(8)
By using L(d,r) and B(d,r), x(d,r) can be obtained using the
following equation:
x(d,r) = L−1(d,r) · B(d,r) (9)
The matrix T can be estimated line by line, with {T}i[g]
being the ith line of {T}[g] then:
Ti[g] = LU
−1
g · RUig, (10)
where RUig and LUg are given by:
LUg =
∑
(d,r)
L−1(d,r) + x(d,r)x
t
(d,r) · N(d,r)[g]
RUig =
∑
(d,r)
{X(d,r)}
[i]
[g] · x(d,r)
(11)
Algorithm 1 shows the pseudo-code for the method adopted
to estimate the conversation multi-view variability matrix.
A standard likelihood function can be used to assess the
convergence as shown with more details in [34].
C-vector representation suffers from 3 raised issues. In the
following, the application of these important constraints is
discussed:
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• In theory c-vectors (Equation 5) should have normal
distribution N (0, I).
• The so called radial effect should be removed.
• The full rank total factor space should be used to apply
discriminant transformations.
The next section presents a solution to these 3 problems.
C. C-vector standardization
A solution to standardize c-vectors has been developed
in [8]. The authors proposed to apply transformations for
training and test transcription representations. The first step
is to evaluate the empirical mean x and covariance matrix V
of the training c-vector. Covariance matrix V is decomposed
by diagonalization into:
PDPT (12)
where P is the eigenvector matrix of V and D is the diagonal
version of V. A training i-vector x(d,r) is transformed in x′(d,r)
as follows:
x′(d,r) =
D−
1
2 PT (x(d,r) − x)√
(x(d,r) − x)T V−1(x(d,r) − x)
(13)
The numerator is equivalent by rotation to V−
1
2 (x(d,r)− x)
and the Euclidean norm of x′(d,r) is equal to 1. The same
transformation is applied to the test c-vectors, using the
training set parameters x and mean covariance Vas estimations
of the test set of parameters.
Figure 4 shows the transformation steps: Figure 4-(a) is the
original training set; Figure 4-(b) shows the rotation applied
to the initial training set around the principal axes of the
total variability when PT is applied; Figure 4-(c) shows the
standardization of c-vectors when D−
1
2 is applied; and finally,
Figure 4-(d) shows the c-vector x′(d,r) on the surface area of
the unit hypersphere after a length normalization by a division
of
√
(x(d,r) − x)T V−1(x(d,r) − x).
V. EXPERIMENTAL PROTOCOL
The proposed c-vector representation is evaluated in the
context of the theme identification of automatic human-human
telephone conversation transcriptions and of the categorization
of textual newswire collection. This representation is built
from a set of feature vectors. Each one is composed with
scores of discriminative words. Then, the metric used to
associate a document to a class is the Mahalanobis metric.
A LDA model allowed us to elaborate 500 topic spaces by
varying LDA hyper-parameters (see Section III-A). A topic
space having less than 5 topics is not suitable for large corpus
such as those used during our experiments (see Section V-B).
For each theme or category, a set of |V | specific words is
identified as explained in Section V-D. All the selected words
are then merged without repetition to compose V . The topic
spaces are made with the LDA Mallet Java implementation3.
Next sections describe the datasets used for the experiments,
the Mahalanobis distance between two vectors, the metrics to
3http://mallet.cs.umass.edu/
evaluate the system performance, and finally a study is given
to find out the best number of discriminative words for each
configuration.
A. Mahalanobis distance
Given a new observation x, the goal of the task is to
identify the theme (or category) belonging to x. Probabilis-
tic approaches ignore the process by which c-vectors were
extracted and they pretend instead they were generated by a
prescribed generative model. Once a c-vector is obtained from
a document, its representation mechanism is ignored and it
is regarded as an observation from a probabilistic generative
model. The Mahalanobis scoring metric assigns a document
d with the most likely theme C. Given a training dataset
of documents, let W denote the within document covariance
matrix defined by:
W =
K∑
k=1
nt
n
Wk
=
1
n
K∑
k=1
nt∑
i=0
(
xki − xk
) (
xki − xk
)t
(14)
where Wk is the covariance matrix of the kth theme Ck,
nt is the number of utterances for the theme Ck, n is the total
number of documents, and xk is the centroid (mean) of all
documents xki of Ck.
Each document does not contribute to the covariance in an
equivalent way. For this reason, the term ntn is introduced
in equation 14. If homoscedasticity (equality of the class
covariances) and Gaussian conditional density models are
assumed, a new observation x from the test dataset can be
assigned to the most likely theme CkBayes using the classifier
based on the Bayes decision rule:
CkBayes = arg max
k
{N (x | xk,W)}
= arg max
k
{
−1
2
(x− xk)t W−1 (x− xk) + ak
}
where W is the within theme covariance matrix defined
in equation 14; N denotes the normal distribution and ak =
log (P (Ck)). It is noted that, with these assumptions, the
Bayesian approach is similar to Fisher’s geometric approach:
x is assigned to the class of the nearest centroid, according to
the Mahalanobis metric [35] of W−1:
CkBayes = arg max
k
{
−1
2
||x− xk||2W−1 + ak
}
B. Datasets
To evaluate the effectiveness of the proposed compact
version of a multi-granularity representation of a document,
the experiments are conduced by using both documents from
automatic transcriptions (DECODA corpus presented in Sec-
tion V-B1) and classical textual documents (Reuters-21578
corpus presented in Section V-B2).
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Fig. 4. Effect of the standardization with the EFR algorithm.
1) DECODA corpus: The first corpus is a set of human-
human telephone conversations in the customer care service
(CCS) of the RATP Paris transportation system. This corpus
comes from the DECODA project [6] and is used to perform
experiments on the conversation theme identification. It is
composed of 1,242 telephone conversations, corresponding to
about 74 hours of signal, split as described in Table I.
TABLE I
DECODA DATASET.
Class Number of samples
label training development testing
problems of itinerary 145 44 67
lost and found 143 33 63
time schedules 47 7 18
transportation cards 106 24 47
state of the traffic 202 45 90
fares 19 9 11
infractions 47 4 18
special offers 31 9 13
Total 740 175 327
To extract textual content of dialogues from DECODA
corpus, an Automatic Speech Recognition (ASR) system is
needed. The LIA-Speeral ASR system [36] is used for the
experiments. Acoustic model parameters were estimated from
150 hours of speech in telephone conditions. The vocabulary
contains 5,782 words. A 3-gram language model (LM) was
obtained by adapting a basic LM with the training set tran-
scriptions. A “stop list” of 126 words4 was used to remove
unnecessary words (mainly function words) which results in
a Word Error Rate (WER) of 33.8% on the training, 45.2%
on the development, and 49.5% on the test. These high
WER are mainly due to speech disfluencies and to adverse
acoustic environments (for example, calls from noisy streets
with mobile phones)
2) Reuters-21578 dataset: To evaluate the relevance of the
proposed compact representation of a document, the catego-
rization task of top-10 classes of the Reuters-21578 ModApte
splitcorpora [7] is used. Table II presents the number of
documents of both training, testing and development sets for
each of the 10 classes of Reuters corpus [37], [38].
4http://code.google.com/p/stop-words/
TABLE II
TOP-10 CLASSES OF REUTERS-21578 DATASET.
Class Number of samples
label training development testing
earn 2,590 287 1,087
acq 1,485 165 719
money-fx 484 54 179
grain 390 43 149
crude 350 39 189
trade 332 37 117
interest 312 35 131
ship 177 20 89
wheat 191 21 71
corn 163 18 56
Total 6,474 719 2,787
C. Metrics
The Mahalanobis distance allows us to evaluate the simi-
larity between two vectors (here, the document representation
and the centroid of each class) and to label a document (or
a dialogue in the DECODA corpus) with a certain class. At
the end of this process, an efficient metric have to be chosen
to evaluate the performance of the categorization system
proposed in this paper. This section presents two metrics:
the accuracy, for DECODA theme identification task, and the
Macro-F1, for automatic labeling process of Reuters-21578
documents. The accuracy is the metric chosen during the
previous studies concerning the DECODA theme identification
task. In the same way, to compare the results obtained with
automatic transcription (DECODA) and textual documents
(Reuters), the accuracy is also used as an evaluation metric
for the Reuters corpus.
This last one is usually evaluated with the Macro-F1 in
previous studies. For this reason, this metric is employed
to evaluate the proposed compact representation of textual
documents (Reuters) in comparison to previous studies. Next
sections describe these two metrics.
1) Macro-F1 metric: This well-known dataset categoriza-
tion task is usually evaluated using the macro-F1 metric. F1-
measure is computed for each class within the dataset and
then, the average over all of the classes is obtained. Hence,
equal weight is assigned to each class regardless of the class
frequency [39]. Computation of Macro-F1 can be formulated
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as:
Macro-F1 =
K∑
k=1
Fk
K
, Fk =
2× pk × rk
pk + rk
, (15)
where pk and rk are respectively the precision and the recall
of the class k among the K classes, determined as follow :
pk =
TPk
TPk + FPk
and rk =
TPk
TPk + FNk
. (16)
FPk represents the number of documents that do not belong
to the class k but are classified to this class incorrectly (i.e.
false positives); TPk is the number of documents correctly
classified as class k (i.e. true positives); FNk represents the
number of documents that belong to class k but which are not
classified to this class (i.e. false negatives).
2) Accuracy metric: Theme identification task in the DE-
CODA project consists in associating the most likely theme
to a dialogue between an agent and a customer. To evaluate
the effectiveness of the proposed method, the authors in [40],
[41], [42], [43], [44] used only the accuracy defined as:
accuracy(d) =
1
K
K∑
k=1
rk
=
1
K
K∑
k=1
TPk
TPk + FNk
(17)
One can find more about evaluation metrics including
macro- and micro-metrics in [45].
D. Size of discriminative words set
The method proposes to build a compact representation of
a given document from a set of feature vectors V w
r
i
d . This
vector is composed with the score of each word contained
into a discriminative set of words. The mapping step of the
thematic representation V
zrj
d is needed to obtain a homogenous
and with equal size representation of the document.
Figure 5 shows theme identification accuracies obtained
with different configurations (Train./Dev./Test) and different
discriminative words set size |V | for DECODA corpus and
macro-F1 for Reuters dataset. Note that, for the DECODA
corpus, ASR corresponds to automatic transcriptions of dia-
logues. The number of classes contained into the topic space
is fixed to 50. The main remark is that the best accuracy or
macro-F1 is roughly achieve with a set of 20 discriminant
words for each configuration of training and development sets.
We can also point out that the larger the size of discriminative
words set is, the lower the accuracy is. Thus, a set size of
20 discriminative words seems to be the most effective for
theme identification task. Other experiments (not presented
here due to space considerations) with topic spaces having
different numbers of classes (not only 50), show that the best
number of discriminative words is around 20 words. Thus, the
following experiments are performed with a vocabulary V of
size 20.
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Fig. 5. Theme classification accuracies (%) of development set from DE-
CODA data set and macro-F1 for Reuters-21578 (b) development set using
various discriminative words sets size |V | (1 ≤ |V | ≤ 100) (x-axis).
TABLE III
EXPERIMENTAL CONFIGURATIONS FOR MULTI-GRANULARITY
REPRESENTATIONS.
Parameters configuration
n α β
n 5 ≤ n ≤ 505 α = 50
50
= 1 β = 0.1
α n = 50 0.002 ≤ α ≤ 1 β = 0.1
β n = 50 α = 50
50
= 1 0.0002 ≤ β ≤ 0.1
VI. EXPERIMENTS AND RESULTS
The proposed c-vector approach is applied to the same
classification task and corpus proposed in [2] (state-of-the-art
in text classification). Experiments are conducted using the
multiple topic spaces estimated with a LDA approach. From
these multiple topic spaces, a classical way is to find the one
that reaches the best performance [2]. The first experiments
presented in Section VI-A are conduced with the DECODA
dataset composed with dialogues between an agent and a
customer presented in Section V-B1. The compact vector of
a textual document is then used to represent documents from
Reuters-21578 corpus [7] (see Section V-B2) in a categoriza-
tion task.
For both tasks, the multiple topic spaces are built by varying
one parameter among α, β, and the number of classes into the
topic space itself as shown in Table III.
A. Compact representation of highly imperfect automatic tran-
scriptions
Figures 6 present the theme classification performance ob-
tained on the development and test sets using various topic-
based representation configurations with the EFR normaliza-
tion algorithm (baseline) for ASR datasets from DECODA
project.
First of all, we can see that this baseline approach reached
best classification accuracies with multi-view representation
of highly imperfect transcription when varying the parameter
α, that controls sparsity of topics distribution in documents of
training set, for ASR DECODA datasets. These results achieve
86.9% and 80.1% respectively on the development and the test
sets.
Then, the variation of the hyper-parameter β obtains the
second best accuracy in terms of theme identification with
82.9% and 74.0% on the development and test sets.
We can point out that these results are close to those
obtained with a multiple representation by varying the number
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Fig. 6. Theme classification accuracies (%) using various topic-based representations with EFR normalization (baseline) on the development and test sets
from Decoda corpus with different experimental configurations with both Training and Validation datasets from ASR. X-axis represents represents the varying
parameter: the number n of classes contained into the topic space (a) and (b); α (c) and (d) and β (e) and (f).
of classes n into the topic space (81.7% and 76.4% for de-
velopment and test sets). Since difference on the development
set is not negligible (82.9 − 81.7 = 1.2 points), the result
achieved with the test set is quit similar for both β and n
multiple representations (74.0% and 76.4%).
Nonetheless, we note that the classification performance is
rather unstable, and may completely change from a topic space
configuration to another. The gap between the lower and the
higher classification results is also important, with a difference
of 32.5 points on the development set (same tendency is
observed on the test set) when the parameter n is varying.
As a result, finding the best topic space size seems crucial for
this classification task, particularly in the context of highly
imperfect automatic dialogue transcriptions containing more
than one theme.
Then, the main remark regarding the accuracies obtained
by varying the LDA hyper-parameters, is that the best results
are clearly achieved by varying the parameter α, while the
two others parameters (β and n) obtain roughly the same
accuracies. This is non-intuitive: we expected that the number
of topics n would have a higher impact on the topic space
statistical structure than the hyper-parameter α. Nonetheless,
this remark is effective and relevant when the goal is to map a
document in a single topic space. Thus, the inference process
is sensitive to the topic distribution of an unseen document into
the topic space which is controlled by the parameter α. The
purpose here is to build different views of the same document
to avoid the complex choice of LDA model hyper-parameters,
and to consider different “views” of the same document.
Thus, the number of topics, which controls the granularity of
topic spaces, allows us to better represent the multiple views
of a document and compact this multiple representation by
compensating the noise variability.
Tables ?? and IV present accuracies obtained with the pro-
posed c-vector approach coupled with the EFR algorithm with
different c-vector sizes and a different number of Gaussians
into the GMM-UBM for DECODA ASR datasets. The results
presented in Table V show the theme identification accuracies
TABLE IV
THEME CLASSIFICATION ACCURACIES (%) WITH DIFFERENT c-VECTORS
AND GMM-UBM SIZES FOR TRAINING SET FROM ASR→ TEST FROM
ASR BY VARYING THE NUMBER OF TOPICS n.
(c) Variation of the number of classes n
size DEV TEST
of Number of Gaussians in GMM-UBM
c-vector 32 64 128 256 512 32 64 128 256 512
60 82.9 82.9 88.0 84.0 86.3 85.0 83.2 83.2 83.8 84.7
80 85.1 81.7 84.6 82.9 86.3 82.9 79.5 83.2 84.7 82.0
100 82.4 82.9 85.1 89.7 88.0 84.1 81.0 84.7 86.5 83.5
120 83.4 84.0 81.7 87.4 85.1 82.9 83.2 85.0 84.4 81.6
140 81.1 84.6 87.4 84.6 83.4 85.3 82.9 84.1 82.9 82.9
160 78.9 82.3 82.9 83.4 82.9 86.5 84.7 80.7 82.9 81.7
180 81.1 81.7 80.6 83.4 82.3 85.0 80.7 79.8 78.6 79.2
200 82.3 82.9 84.6 81.1 81.7 83.5 81.3 79.8 79.8 76.1
(a) Variation of parameter α
size DEV TEST
of Number of Gaussians in GMM-UBM
c-vector 32 64 128 256 512 32 64 128 256 512
60 81.1 82.9 78.9 78.9 77.1 82.9 78.6 72.8 80.1 71.0
80 82.9 84.6 75.4 80.6 76.0 81.3 79.2 73.4 78.3 69.1
100 85.7 86.9 79.4 80.0 72.6 78.9 80.4 80.1 75.5 63.9
120 80.0 82.9 75.5 74.3 73.7 83.2 80.4 71.0 70.6 60.2
140 79.4 80.0 79.4 76.0 68.6 74.3 73.1 75.0 69.4 59.6
160 74.3 80.6 73.1 78.3 68.0 77.7 75.2 70.3 68.2 61.2
180 76.6 83.4 72.0 73.7 66.3 72.2 71.9 61.2 66.1 57.5
200 72.0 74.3 68.0 66.9 67.4 70.3 70.3 68.8 66.4 55.4
(b) Variation of parameter β
size DEV TEST
of Number of Gaussians in GMM-UBM
c-vector 32 64 128 256 512 32 64 128 256 512
60 84.0 84.0 74.9 76.0 73.7 73.0 77.3 70.8 75.1 67.5
80 76.6 83.4 79.4 74.3 76.0 73.6 75.1 72.4 72.7 69.9
100 71.4 85.7 74.3 76.0 76.6 77.8 75.4 68.7 68.5 69.9
120 74.3 77.7 71.4 76.6 65.7 80.4 70.5 68.7 75.7 66.6
140 66.6 78.3 63.4 64.6 65.1 73.7 69.0 67.8 67.2 62.6
160 69.4 76.0 68.6 61.1 65.1 70.3 74.5 70.2 63.2 69.3
180 70.9 77.1 68.6 65.7 62.9 70.9 72.4 68.3 61.4 66.0
200 68.6 73.7 60.6 66.3 56.0 69.7 63.9 65.0 63.8 68.0
obtained with ASR DECODA dataset and LDA parameter
variations (α, β and n). The three last columns present best
accuracies obtained with both the development and test sets,
and the last column presents results obtained when the best
configuration found with the development set is applied to the
test set (real configuration since, in a real case of dialogue
categorization, the test label is unknown).
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The configuration is whether TRS or ASR, for both training
and test sets. We can firstly note that this compact representa-
tion allows it to outperform results obtained with the best topic
space configuration (baseline), with a gain of 7.9 points5 on
the development data and of 7.7 points6 on the test data.
TABLE V
BEST AND REAL THEME CLASSIFICATION ACCURACY (%) OF DECODA
DATASET WITH DIFFERENT METHODS AND DIFFERENT CONFIGURATIONS.
Method Variation DataSet Best Best Real
employed parameter TRAIN TEST DEV TEST TEST
TbT n ASR ASR 81.7 76.4 70.6
c-vector n ASR ASR 89.7 86.5 86.5
TbT α ASR ASR 86.9 80.1 76.1
c-vector α ASR ASR 86.9 83.2 80.4
TbT β ASR ASR 82.9 74.0 68.5
c-vector β ASR ASR 85.7 80.4 75.4
Some results obtained with different document representa-
tions as well as different classification methods, are presented
in Table VI. Indeed, throughout these previous studies, several
approaches were proposed to puzzle out this categorization
task of such noisy documents. The most classical one is a
term frequency representation coupled with a support vec-
tor machines [2] (SVM) classification approach (TF-IDF-
Gini+SVM). This method is applied for ASR dataset config-
urations and obtain good results (73.5% for ASR).
This basic representation of a document with the term-
frequency reveals little in way of intra- or inter-documents
statistical structure. For this reason, a set of more abstract
features from a topic space (LDA) are used to represent the
document. This representation is coupled with a SVM classifi-
cation approach and a Gaussian classifier (Mahalanobis) in [2]
which allows us to improve the results obtained (LDA+Maha.).
This classifier, based on a decision rule, was also used with
different representations of the same document, depending on
the speaker [44] with an accuracy of 87.2% and 84.1% for
development and test sets respectively.
Another issue related to document structure (words distri-
bution into the document), is the position of each occurrence
of a word in a document. Indeed, in the conversation context,
the agent have to decide the theme of the dialogue during
the first sentences and have to follow a strict protocol. Thus,
the position of words impact the document labeling task.
Moreover, a same dialogue may contain more than one theme.
For these reasons, a theme in a dialogue may change from a
segment to another. Thus, a document representation which
considers the word occurrence positions in the document
is proposed as well. This representation takes the form of
a hyper-complexe named quaternion [40], and contains 4
elements. In each element, authors in [40] insert the term
frequency of the word in a particular segment of the dialogue.
This representation is extremely dependent to the document
transcription quality.
5Lower difference when the baseline system is applied with the develop-
ment set (83.8%) and the c-vector representation with the development set
by varying the parameter n (91.7%).
6Lower difference when the baseline system is applied with the test
set (83.2%) and the c-vector representation with the test set by varying
respectively the parameter α and n (89.3%).
The proposed c-vector compact representation obtains the
best results. This method is from the Joint Factor Analysis
framework (JFA). Table VI presents some interesting results
obtained with other methods from JFA such as the semantic
variability compensation (filter) [42] or the Subspace Gaussian
Mixture Models (SGMM) [43]. These methods are applied
with the ASR configuration to compensate noise variability
(automatic transcription process + semantic variability due
to multiple document mapping in several topic spaces). The
SGMM method is evaluated with different adaptation algo-
rithms (EM, MAP and JFA). One can notice that the method,
which achieves the best results in terms of theme identification
and noise variability compensation, is the compact represen-
tation c-vector.
TABLE VI
COMPARISON BETWEEN THE PROPOSED COMPACT c-VECTOR
REPRESENTATION AND DIFFERENT DOCUMENT REPRESENTATIONS,
CATEGORIZATION ALGORITHMS IN TERMS OF CLASSIFICATION
ACCURACY (%) OF DECODA DATASET.
DECODA dataset of automatic transcriptions
[43] GMM-EM Maha. ASR ASR 63.5
TbT (β) Maha. ASR ASR 68.5
TbT (n) Maha. ASR ASR 70.6
[2] TF-IDF-Gini SVM ASR ASR 73.5
[40] Quaternion kNN ASR ASR 73.9
TbT (α) Maha. ASR ASR 76.1
[43] GMM-MAP Maha. ASR ASR 77.9
[43] SGMM (JFA) Maha. ASR ASR 78.8
[42] Filtrage (JFA) Maha. ASR ASR 80.0
[2] LDA SVM ASR ASR 81.4
[2] LDA Maha. ASR ASR 83.3
[44] LDA Speaker Maha. ASR ASR 84.1
c-vector (n) (JFA) Maha. ASR ASR 86.5
B. Compact representation of textual documents
Figure 7 shows macro-F1 obtained on the classification
task of Reuters-21578 dataset with different compact repre-
sentations obtained by varying LDA parameters (n, α and
β). The first remark, is that the best results are obtained
when the parameter is α varies (91.1% for the development
set and 76.8% for the test set), then, when the parameter β
varies (87.6% for development set and 74.1% for test set),
and finally when the number of classes into a topic space
varies (82.9% for development set and 72.6% for test set).
Even if the difference ∆ of macro-F1 is significative for the
development set from a parameter to another (3.5 ≤ ∆ ≤ 8.2),
this difference is reduced when the test set is considered
(1.5 ≤ ∆ ≤ 4.2).
Table VII presents accuracies obtained with the proposed
c-vector approach coupled with the EFR algorithm with dif-
ferent c-vector sizes and a different number of Gaussians into
the GMM-UBM for the Reuters-21578 dataset. The results
presented in Table VIII show the categorization macro-F1
scores obtained with different LDA parameter variations (α,
β and n). The three last columns present best accuracies
obtained with both the development and test sets, and the last
column presents results obtained when the best configuration
found with the development set is applied to the test set (real
configuration since, in a real case of dialogue categorization,
the test label is unknown).
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Fig. 7. Theme classification Macro-F1 (%) using various topic-based representations with EFR normalization (baseline) on the development and test sets
from the Reuters corpus. X-axis represents represents the varying parameter: the number n of classes contained into the topic space (a) and (b); α (c) and
(d) and β (e) and (f).
TABLE VII
THEME CLASSIFICATION MACRO-F1 (%) WITH DIFFERENT c-VECTORS
AND GMM-UBM SIZES FOR THE REUTERS DATASET BY VARYING THE
PARAMETER α, β AND THE NUMBER OF CLASSES n CONTAINED IN THE
TOPIC SPACE.
(a) Variation of the number of classes n
size DEV TEST
of Number of Gaussians in GMM-UBM
c-vector 32 64 128 256 512 32 64 128 256 512
60 81.6 84.7 84.0 79.4 80.6 80.6 79.8 80.7 79.3 80.2
80 82.6 77.5 83.4 87.4 75.5 81.6 76.7 80.3 80.3 80.4
100 80.0 81.1 86.7 78.8 75.8 81.0 78.3 80.0 79.0 79.6
120 72.9 82.7 86.1 76.6 74.4 81.1 79.1 78.9 78.2 79.0
140 74.5 80.1 82.3 82.0 85.1 80.7 79.5 76.5 77.0 79.8
160 81.7 77.4 74.4 78.6 77.7 79.9 79.9 78.6 75.2 78.7
180 72.1 80.3 72.3 71.4 70.8 78.9 80.3 74.3 73.7 77.2
200 73.3 79.8 74.7 79.8 77.6 79.7 81.5 75.8 73.5 76.7
(b) Variation of parameter α
size DEV TEST
of Number of Gaussians in GMM-UBM
c-vector 32 64 128 256 512 32 64 128 256 512
60 83.3 75.2 81.3 80.1 74.2 75.2 78.4 77.9 78.2 79.6
80 79.8 64.8 75.0 70.3 80.8 77.1 76.8 78.0 77.2 78.9
100 76.4 75.8 63.2 69.1 70.9 77.7 77.1 76.9 78.0 78.2
120 75.0 81.3 67.9 77.1 71.9 75.1 77.3 77.7 73.1 77.3
140 79.5 86.2 65.1 72.0 74.7 74.1 74.5 76.7 74.4 75.7
160 71.5 76.7 72.0 78.1 63.4 78.6 79.5 73.3 73.3 71.4
180 70.0 78.0 78.6 71.1 58.0 74.3 76.2 73.7 73.3 69.5
200 62.6 84.0 73.4 64.3 58.2 69.1 79.6 74.4 72.0 69.1
(c) Variation of parameter β
size DEV TEST
of Number of Gaussians in GMM-UBM
c-vector 32 64 128 256 512 32 64 128 256 512
60 74.3 65.2 71.7 77.7 79.4 79.3 77.1 79.1 79.7 78.6
80 66.3 80.8 67.1 68.2 75.7 73.4 78.6 75.6 75.7 77.4
100 62.3 69.0 59.0 67.6 67.1 75.9 75.4 73.3 70.8 77.2
120 64.3 67.8 62.6 66.1 70.8 74.3 77.8 68.1 70.0 75.0
140 65.8 63.0 68.7 68.3 69.8 77.3 76.4 67.1 66.1 73.6
160 61.7 72.0 66.5 73.3 61.9 79.5 79.4 63.5 67.7 72.1
180 61.8 71.1 62.7 68.8 66.2 79.5 73.4 65.0 69.2 64.5
200 61.5 68.3 66.5 75.5 65.4 81.5 74.4 63.1 67.2 61.9
The first remark is that results obtained with the proposed
compact version of a multi-view representation of a document
(81.6% and 80.0% for test in the best and real conditions
respectively by varying parameter n), outperform those ob-
tained with the best configuration of LDA parameters (76.8%
and 70.9% for test in the best and real conditions respectively
by varying parameter α) with a gain of 4.8 and 9.1 points on
the test set in the best and real conditions respectively.
One can point out that the best results are obtained by
varying α parameter for the baseline, while the best macro-
F1 score is obtained by varying the granularity of the topic
space (n) with the compact representation c-vector proposed
in this paper. These results confirm the initial intuition that
the α parameter control the inference process of an unseen
document and the multi-view representation requires a set of
topic spaces with different granularities (n).
TABLE VIII
BEST AND REAL MACRO-F1 SCORES (%) FOR THEME CLASSIFICATION OF
REUTERS CORPORA WITH DIFFERENT METHODS AND DIFFERENT
CONFIGURATIONS.
Method Variation Best Best Real
employed parameter DEV TEST TEST
TbT n 82.9 72.6 63.6
c-vector n 86.7 81.6 80.0
TbT α 91.1 76.8 70.9
c-vector α 86.2 79.6 74.5
TbT β 87.6 74.1 69.1
c-vector β 80.8 79.5 78.6
Nonetheless, Table VIII shows that the macro-F1 obtained
with the best test (penultimate column), are not as distant for
both TbT or c-vector representation as in the “real” conditions
(best configuration of the development set applied for the test
set). Moreover, the ∆ difference of the macro-F1 of the TbT
representation when parameters α and β vary for the test set
is small (∆ = 2.5 and ∆ = 1.8 points for best and real
conditions respectively). This difference is more visible with
the compact representation (c-vector) with ∆ = 4.1 points for
test set in “real”condition between representations when α and
β vary.
Table IX presents macro-F1 obtained with different doc-
ument representations and different classification methods.
Outcomes obtained with the TbT baseline approach when the
number of classes n varies are the less performant (63.62%).
The baseline TbT, with varying parameter β or α, obtains
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good results (69.13% and 70.87% respectively) compared
to those obtained with an Hybrid Feature Selection (HFS)
coupled with either a SVM (63.66%) or a decision tree
classification (66.19%) method [37]. HFS consists on two
successive selections of relevant features: filter and wrapper
selection stages. The filter select features (words) by using the
document frequency (DF number of document containing this
term [46], [47], [48]), the mutual information [47], the Chi-
square which examine the independence of 2 terms [46] and
the information gain [47], [48] which performs the importance
of a term for a given class. The wrapper method is a genetic
algorithm-based selection [49].
A more classical approach based on term frequency (TF-
IDF) with or without the Gini criteria (TF-Gini) coupled
with a kNN [50] classification algorithm obtains better results
(67.15% and 67.93 for TF-IDF and TF-Gini respectively)
compared to HFS methods, but less good than those obtained
with TbT β or α.
All these approaches are based on a single representation
of the document (TF-IDF, TF-Gini, TbT, HFS) and do not
take into account different views of this document. The best
outcomes in terms of macro-F1 is obtained with the compact
representation of the document (cvector) with a gain of 9.5
points.
TABLE IX
COMPARISON BETWEEN THE PROPOSED COMPACT c-VECTOR
REPRESENTATION AND DIFFERENT DOCUMENT REPRESENTATIONS AND
CATEGORIZATION ALGORITHMS IN TERMS OF CLASSIFICATION
MACRO-F1 (%) OF REUTERS DATASET.
representation algorithm TEST
Document categorization Acc. (%)
TbT (n) Maha. 63.62
[37] HFS SVM 63.66
[37] HFS Decision Tree 66.19
[38] TF-IDF kNN 67.15
[38] TF-Gini kNN 67.93
TbT (β) Maha. 69.13
TbT (α) Maha. 70.87
c-vector (n) Maha. 80.04
We can conclude that this original c-vector approach allows
to better handle variabilities contained in document: in a
classification context, a better accuracy can be obtained and
the results can be more consistent when varying the c-vector
size and the number of Gaussians.
VII. CONCLUSIONS
This paper presents an original multi-view representation of
textual documents or automatic speech dialogue transcriptions,
and a fusion process with the use of a factor analysis method
called i-vector. The first step of the proposed method is to
represent a document in multiple topic spaces of different
sizes (i.e. number of topics), α or β. Then, a compact
representation of the document from the multiple views is
processed to compensate the vocabulary and the variability
of the topic-based representations. The effectiveness of the
proposed approach is evaluated in a classification task of theme
dialogue identification and document clustering from Reuters-
21578.
Thus, the architecture of the system identifies document
class using the i-vector approach. This compact representation
was initially developed for speaker recognition and we showed
that it can be successfully applied to a text classification
task. Indeed, this solution allowed the system to obtain better
classification accuracy than with the use of the classical best
topic space configuration or others well-known methods. In
fact, we highlighted that this original compact version of all
topic-based representations of documents, called c-vector in
this work, coupled with the EFR normalization algorithm,
is a better solution to deal with document variabilities (high
word error rates or bad acoustic conditions for transcriptions,
unusual word vocabulary, etc). This promising compact rep-
resentation allows us to effectively solve both the difficult
choice of the right number of topics and the multi-theme
representation issue of particular textual documents. Finally,
the classification accuracy reached 86.5% with a gain of 2.4
points compared to the best previous accuracies observed
(LDA Speaker). In the case of textual document from Reuters,
the gain of 9.5 points is more promising in terms of macro-F1.
In a future work, we plan to evaluate this new representation
of textual documents in other information retrieval tasks, such
as keyword extraction or automatic summarization systems.
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