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Abstract
We identify generating functionals that satisfy dynamical exchange relations with the
Lax matrices defining the face-type elliptic quantum algebra Bq,λ(ĝl2)c, when the central
charge takes the two possible values c = ±2. These generating functionals are constructed
as quadratic trace-like objects in terms of the Lax matrices. The obtained structures
are characterized as “dynamical centers”, i.e. the centrality property is deformed by
dynamical shifts. For these values, the functionals define (genuine) abelian subalgebras
of Bq,λ(ĝl2)c.
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1 Introduction
Deformed Virasoro algebras (DVA) have been the subject of many investigations due to their
arising in various contexts: relation with Macdonald polynomials [1, 2]; symmetries of RSOS
models [3]; AGT duality extended to 5D superconformal gauge theories [4, 5]; ZF algebras in
XYZ spin chains [6]. It is therefore an interesting question to define algebraic constructions
of quadratic exchange structures reproducing the original DVA algebra [1] or generalizing
it to situations with more parameters or different deformations of exchange relations. A
natural setting to get such constructions was to examine the quadratic trace-like objects built
from Lax matrices for elliptic quantum algebras Aq,p(ĝlN)c, by analogy with the well-known
construction in [7] of extended centers of quantum affine algebras carrying a natural deformed
Virasoro Poisson structure.
In a previous paper [8] we have proposed a construction of Deformed Virasoro Algebra, more
specifically within the context of two-parameter elliptic deformation originally exemplified
in [1]. Our construction used the quantum Lax matrix L(z) encapsulating the generators of
the elliptic affine quantum algebra Aq,p(ĝlN )c [9–11], defined by the famous quadratic exchange
Yang–Baxter relation
R12(z1/z2)L1(z1)L2(z2) = L2(z2)L1(z1)R
∗
12(z1/z2) (1.1)
Here R12(z) is the vertex elliptic quantum R-matrix [12,13], R
∗
12(z) = R12(z)|p→p∗=pq−2c and p
is the elliptic nome. A set of integer-labeled DVA’s was obtained. Their generating functionals
took the form of a quadratic trace in terms of L. It paralleled the construction of quantum
Virasoro algebra from quantum current algebras pioneered in e.g. [14]. It was possible to
identify both quantum and classical (Poisson) structures for such objects, characterized by the
successive implementation of two algebraic conditions, parametrized by two integers, on the
algebra parameters N , p (elliptic nome), q (deformation parameter) and c (central charge).
In addition, two distinguished values c = ±N were identified, where the quadratic object
becomes a generating functional of an extended center.
We propose to extend this analysis to the case of dynamical elliptic quantum algebras Bq,λ(gˆ),
restricting ourselves in a first step to the algebra g = gl2. Dynamical quantum algebras
have been subject to many discussions and the literature on this is very large. It includes
(specifically to our purpose) several key results on the quasi-Hopf structure [15] and Drinfel’d
twist interpretation [16–18]. It must be emphasized here that the denomination of “dynamical
quantum algebras” is ambiguous and covers a number of distinct algebraic structures. Their
common key feature however is their interpretation as deformations of Hopf algebra structures,
where the deformation parameters are identified as coordinates, generically denoted λ, on the
dual of a classical (Lie or affine) algebra structure. In the case considered here, this structure
is in fact the Cartan subalgebra of an affine algebra. (Non abelian linear structures yield e.g.
so-called non abelian dynamical algebras, see [19]). It follows in particular that such deformed
(quasi-Hopf) algebras naturally feature deformation both by coordinates on the dual h¯∗ of the
Cartan subalgebra h¯ of the finite part of the affine algebra, and by a coordinate along the dual
1
central charge c∗, identified with 1
2
ln p/ ln q and yielding in a natural way elliptic structure
functions [16]. Coordinates on h¯∗ are usually characterized as dynamical parameters.
Note that promoting these dynamical parameters as actual quantum operators by adding ex-
plicitly their conjugated momenta to Bq,λ(ĝlN)c, one gets another dynamical algebra Uq,p(ĝlN )c
with a very distinct structure, studied in e.g. [20–23].
Our purpose is to study whether quadratic trace-like objects, in terms of the Lax matrix
generators of Bq,λ(ĝl2)c, may exhibit similar closure/centrality/abelianity relations as were
identified in [8] for Aq,p(ĝlN)c. As in the non dynamical elliptic situation we identify two
values c = ±2 where a quadratic trace-like generating function may be built. It obeys the
following exchange algebra with the generators of Bq,λ(ĝl2)c encapsulated in two quantum Lax
matrices L±(z′, λ) (z′ is the spectral parameter):
t(z, λ) L±(z′, λ) = L±(z′, λ) t(z, λ+ σz) for c = −2 (1.2)
t∗(z, λ) L±(z′, λ) = L±(z′, λ) t∗(z, λ + σz) for c = 2 (1.3)
The matrices L±(z′, λ) live in EndV ⊗ Bq,λ(ĝl2)c where V is a 2-dimensional vector space, in
other words L±(z′, λ) are 2×2 matrices of algebra generators. V is a weight space of the finite
Cartan subalgebra h¯ which acts on it by σz (here h¯ is one-dimensional).
Equations (1.2)–(1.3) characterize the generating functionals t(z, λ) (or t∗(z, λ)) as what we
call “dynamical center”. Precise understanding of this property is yet lacking. In addition,
t(z, λ) (resp. t∗(z, λ)) generates, when c = −2 (resp. when c = 2), an abelian subalgebra of
Bq,λ(ĝl2)c. The notation t
∗(z, λ) reflects here and throughout the paper a second quadratic
trace-like expression for a consistent generating functional. It is not related to the notation
p∗ = pq−2c, hopefully there will be no confusion. A subtle issue arises of which local completion
of the enveloping algebra Bq,λ(ĝl2)c the generating functionals belong to. It is discussed in
detail in section 3.4.
The paper runs as follows. In Section 2 we prepare some definitions and meaningful properties
of the elliptic dynamical algebra Bq,λ(gˆ). In particular, when ĝ = ĝl2, we identify a “crossing”
relation connecting partially transposed quantum R-matrices, which plays a crucial role here,
there and everywhere. The main results are stated and proved in Section 3. Finally, Section
4 contains some conclusive remarks on open questions and possible follow-ups.
2 The dynamical elliptic quantum algebra Bq,λ(gˆ)
2.1 Definition of Bq,λ(gˆ)
The face-type or dynamical elliptic quantum algebra Bq,λ(gˆ) is a quasi-triangular quasi-Hopf
algebra obtained by a Drinfeld twist procedure on the quantum group Uq(gˆ), where gˆ is an affine
Kac–Moody algebra [16, 24]. More precisely, the quantum group Uq(gˆ) is a quasi-triangular
Hopf algebra equipped with a coproduct ∆, counit ε, antipode S and universal R-matrix R.
If h = h¯⊕ c⊕ d is a Cartan subalgebra of gˆ, we denote by {hl} a standard basis of h¯ and {h
l}
2
its dual basis (l = 1, 2, ..., rank g). We consider the face-type twistor F(λ) [16], the invertible
element in Uq(gˆ)⊗ Uq(gˆ) depending on λ ∈ h, such that
(id⊗ ε)F(λ) = (ε⊗ id)F(λ) = 1 (2.1)
and
F (12)(λ)(∆⊗ id)F(λ) = F (23)(λ+ h(1))(id⊗∆)F(λ) . (2.2)
This last equation is the so-called shifted cocycle condition.
The dynamical elliptic quantum algebra Bq,λ(gˆ) is a quasi-triangular quasi-Hopf algebra with
twisted universal R-matrix
R(λ) = F (21)(λ)RF (12)(λ)−1 (2.3)
twisted coproduct
∆λ(x) = F(λ)∆(x)F(λ) ∀x ∈ Uq(gˆ) (2.4)
and coassociator
Φ(λ) = F (23)(λ)F (23)(λ+ h(1))−1 . (2.5)
The universal R-matrixR(λ) satisfies the so-called Gervais–Neveu–Felder or dynamical Yang–
Baxter equation [25]:
R12(λ+ h
(3))R13(λ)R23(λ+ h
(1)) = R23(λ)R13(λ+ h
(2))R12(λ). (2.6)
This equation is written in Bq,λ(gˆ) ⊗ Bq,λ(gˆ) ⊗ Bq,λ(gˆ). The notation λ + h
(j) denotes a
shift of λ by the Cartan generator
∑N
l=1 hl acting in the j
th copy of Bq,λ(gˆ). We set λ =
ρ+
∑N
l=1 λ
lhl + (r +N)d+ ξc where ρ is the Weyl vector and λ
l, r, ξ ∈ C.
It must be emphasized that this universal R-matrix obeys a zero-weight condition
[h(1) + h(2),R(λ)] = 0 (2.7)
due to the facts that the initial R-matrix already obeys it by construction and the face-type
twist element F(λ) also obeys it by construction (see [16]). Subsequent zero-weight conditions
will follow from application of suitable representation morphisms. The zero-weight condition
formulated in (2.7) is extendable to any matrix with the suitable tensor structure M12.
In order to obtain the dynamical RLL relations, one introduces the following matrices:
R+(λ) = qc⊗d+d⊗cR(λ),
R−(λ) = R21(λ)
−1 q−c⊗d−d⊗c.
(2.8)
Denoting by piV (z) an evaluation representation of Uq(gˆ) with evaluation parameter z and
representation space V , where V is a weight space of h¯, the Lax matrices L±(z, λ) = (piV (z)⊗
id)R±(λ) realize an FRT-type formalism of Bq,λ(gˆ) with an evaluated R-matrix defined by
R(z1/z2, λ) =
(
piV (z1)⊗ piV (z2)
)
R(λ). The RLL relations take the form
R12(z1/z2, λ+ h)L
±
1 (z1, λ)L
±
2 (z2, λ+ h
(1)) = L±2 (z2, λ)L
±
1 (z1, λ+ h
(2))R12(z1/z2, λ) ,
R12(q
cz1/z2, λ+ h)L
+
1 (z1, λ)L
−
2 (z2, λ+ h
(1)) = L−2 (z2, λ)L
+
1 (z1, λ+ h
(2))R12(q
−cz1/z2, λ).
(2.9)
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h(1) and h(2) are the evaluation of the Cartan generators h in the first and second copies
of V respectively. Note that the operators L± are not independent, see [16]. Equation (2.9)
contains expressions of shifts for the whole set of deformation parameters λ by suitable Cartan
generators. In particular, the elliptic nome p introduced as p = q2r in R12 is shifted as pq
−2c
where c is the central charge generator in the abstract algebra gˆ. This yields the p→ p∗ shift
whenever a value is assigned to c by a choice of representation of Bq,λ(gˆ).
2.2 R-matrix of Bq,λ(ĝl2)c in the fundamental representation
In the following, we restrict ourselves to the case gˆ = ĝl2 and we consider the two-dimensional
evaluation representation (V = C2). The evaluated R-matrix of Bq,λ(ĝl2)c takes the following
form [25]:
R(z, λ) = ρ(z)

1 0 0 0
0 b(z) c(z) 0
0 c¯(z) b¯(z) 0
0 0 0 1
 (2.10)
where
b(z) =
Θp(q
2w) Θp(z)
Θp(w) Θp(q2z)
, b¯(z) =
Θp(q
2w−1) Θp(z)
Θp(w−1) Θp(q2z)
, (2.11)
c(z) =
Θp(q
2) Θp(wz)
Θp(w) Θp(q2z)
, c¯(z) =
Θp(q
2) Θp(w
−1z)
Θp(w−1) Θp(q2z)
. (2.12)
Here we denote λ = ρ + 1
2
s σz + (r + 2)d + ξc. The dynamical parameter w is related to the
deformation parameter q by w = q2s and z is the spectral parameter.
We recall that the Jacobi Θ function is defined by Θp(z) = (z; p)∞ (pz
−1; p)∞ (p; p)∞ where the
infinite multiple Pochhammer products are given by (z; p1, . . . , pm)∞ =
∏
ni≥0
(1−zpn11 . . . p
nm
m ).
The Θp(z) function enjoys the following property: Θp(pz) = Θp(z
−1) = −z−1Θp(z).
The normalization factor ρ(z) is given by
ρ(z) = q−1/2
(q2z; p, q4)2∞ (pz
−1; p, q4)∞ (pq
4z−1; p, q4)∞
(pq2z−1; p, q4)2∞ (z; p, q
4)∞ (q4z; p, q4)∞
. (2.13)
The R-matrix of Bq,λ(ĝl2)c used in [16] is obtained from (2.10) by a harmless twist transfor-
mation:
R˜12(z, λ) = g2(λ) g1(λ+ h
(2))R12(z, λ) g
−1
1 (λ) g
−1
2 (λ+ h
(1)) (2.14)
where g is a spectral parameter independent diagonal matrix with g11(λ) = 1 and g22(λ) =
w−1/2(w; p)∞ (pq
2w−1; p)∞. Explicitly, it reads
R˜(z, λ) = ρ(z)

1 0 0 0
0 b′(z) c(z) 0
0 c¯(z) b¯′(z) 0
0 0 0 1
 (2.15)
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where c(z), c¯(z), ρ(z) are given by (2.12), (2.13) and
b′(z) = q
(pw−1q2; p)∞ (pw
−1q−2; p)∞
(pw−1; p)2∞
Θp(z)
Θp(q2z)
, (2.16)
b¯′(z) = q
(wq2; p)∞ (wq
−2; p)∞
(w; p)2∞
Θp(z)
Θp(q2z)
. (2.17)
Now, the RLL relations in [16] read
R˜12(z1/z2, λ+ h) L˜
±
1 (z1, λ) L˜
±
2 (z2, λ+ σ
(1)
z ) = L˜
±
2 (z2, λ) L˜
±
1 (z1, λ+ σ
(2)
z ) R˜12(z1/z2, λ)
R˜12(q
cz1/z2, λ+ h) L˜
+
1 (z1, λ) L˜
−
2 (z2, λ+ σ
(1)
z ) = L˜
−
2 (z2, λ) L˜
+
1 (z1, λ+ σ
(2)
z ) R˜12(q
−cz1/z2, λ)
(2.18)
where
L˜±(z, λ) = g(λ+ σz)L
±(z, λ) g(λ)−1 (2.19)
Here we assume, as usually done, that
[
σz + h, L
±(z, λ)
]
= 0.
The matrices (2.10) and (2.15) satisfy the following unitary condition:
R12(z, λ)R21(z
−1, λ) = R˜12(z, λ)R˜21(z
−1, λ) = ρ(z) ρ(z−1) (2.20)
For simplicity, we set n(z) = ρ(z) ρ(z−1). Note that the function n(z) is q4-periodic.
A crucial property relates the R-matrix to its partial transposition. It plays the role of the
crossing relation for non dynamical elliptic matrices. It is given by the following theorem:
Theorem 2.1 The dynamical elliptic R-matrices (2.10) and (2.15) satisfy the following cross-
ing relations:
σ(1)y
(
Rt112(z
−1q−2, λ)
)−sl1
σ(1)y
Υ(λ+ σ
(2)
z )
Υ(λ)
= R−112 (z
−1, λ) (2.21)
and
σ(1)y Γ1(λ)
(
R˜t112(z
−1q−2, λ)
)−sl1Γ1(λ+ σ(2)z )−1 σ(1)y Υ(λ+ σ(2)z )Υ(λ) = R˜−112 (z−1, λ) (2.22)
where Υ(λ) = w−1/2Θp(w) and Γ(λ) = (det g) g(λ)
−1 g(λ)−sc.
For any matrix M , we remind the shift-column (sc) and shift-line [or shift-row] (sl) notations,
defined as follows: (
M
)sc
=
(
eσz∂M t
)t
e−σz∂ =
(
eσz∂
(
M e−σz∂
)t)t(
M
)sl
=
((
eσz∂M
)t
e−σz∂
)t
= eσz∂
(
M t e−σz∂
)t
, (2.23)
where ∂ denotes
∂
∂λ
. If M12 lies in a tensor space End(V )⊗End(V ), the shift-column sc1, sc2
and shift-line sl1, sl2 notations are defined accordingly.
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Proof: Relation (2.21) has been proved in [26] and relation (2.22) is a consequence of (2.21)
and the twist transformation (2.14). We used the relation
(
M t112
)sc1 = (Msl112 )t1 . Remark that
although Υ(λ) is a scalar function, the shift in Υ(λ+ σ
(2)
z ) promotes it to a genuine matrix.
Corollary 2.2 The crossing-unitarity relation [27]((
R˜12(z
−1q−4, λ)−sl2
)t1)−1 = 1
n(z)
G1(λ)
−1
(
R˜t121(z, λ)
)−sc2 G1(λ− σ(2)z ) , (2.24)
where G(λ) =
Υ(λ)
Υ(λ+ σz)
, obeyed by the R-matrix (2.15) of the dynamical elliptic quantum
algebra Bq,λ(ĝl2)c, can be deduced from the crossing relation of Theorem 2.1.
The R-matrix (2.10) also satisfies (2.24).
Proof: The crossing formula (2.22) applied twice and the elimination of the σy matrices will
yield (2.24). We start by considering the inverse of (2.22). One obtains
Υ(λ)
Υ(λ+ σ
(2)
z )
σ(1)y Γ1(λ+ σ
(2)
z )
(
(R˜t112(z
−1q−2, λ))−sl1
)−1
Γ1(λ)
−1 σ(1)y = R˜12(z
−1, λ) . (2.25)
Hence one has
(
(LHS of (2.25))−sc1
)t1
=
(
R˜12(z
−1, λ)−sc1
)t1
=
(
R˜t112(z
−1, λ)
)−sl1
and one uses
(2.22) to evaluate
(
R˜t112(z
−1, λ)
)−sl1. Therefore one gets, with z → zq2,
Υ(λ)
Υ(λ+ σ
(2)
z )
σ(1)y
(
Γ1(λ)
(
R˜t112(z
−1q−4, λ)
)−sl1 Γ1(λ+ σ(2)z )−1)−1 σ(1)y =((
Υ(λ) Γ1(λ)
−1 σ(1)y R˜
−1
12 (z
−1, λ) σ(1)y Γ1(λ+ σ
(2)
z ) Υ(λ+ σ
(2)
z )
−1
)t1)sc1
. (2.26)
We now work out the right hand side of the equation to eliminate the σ
(1)
y matrices. Due to
the property Γ(λ)−1 σy = (det g)
−1 (det g−sc)−1σy Γ(λ) and (σ
(1)
y A12σ
(1)
y )t1 = σ
(1)
y A
t1
12σ
(1)
y , one
has, setting µ(λ) = (det g)−1 (det g−sc)−1Υ(λ),
RHS of (2.26) =
(
µ(λ) σ(1)y
(
Γ1(λ) R˜
−1
12 (z
−1, λ) Γ1(λ+ σ
(2)
z )
−1
)t1
σ(1)y µ(λ+ σ
(2)
z )
−1
)sc1
.
(2.27)
Note that the leftmost σ
(1)
y matrix does not see the sc1 operation, hence it can be factored out
on the left and it simplifies with the LHS. Thus, after moving µ(λ) to the right, Eq. (2.26)
reads as(
Γ1(λ)
(
R˜t112(z
−1q−4, λ)
)−sl1 Γ1(λ+ σ(2)z )−1)−1 σ(1)y =
Υ(λ+ σ
(2)
z )
Υ(λ)
((
Γ1(λ) R˜
−1
12 (z
−1, λ) Γ1(λ+ σ
(2)
z )
−1
)t1
σ(1)y
)sc1 µ(λ+ σ(1)z )
µ(λ+ σ
(1)
z + σ
(2)
z )
. (2.28)
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We now multiply both sides of the equation on the right by e(σ
(1)
z +σ
(2)
z )∂ and move the expo-
nential to the left. For the left hand side we get:
LHS of (2.28) =
(
Γ1(λ)
(
R˜t112(z
−1q−4, λ)
)−sl1
Γ1(λ+ σ
(2)
z )
−1
)−1
e(−σ
(1)
z +σ
(2)
z )∂ σ(1)y
= e(−σ
(1)
z +σ
(2)
z )∂
((
Γ1(λ) (R˜
t1
12(z
−1q−4, λ))−sl1 Γ1(λ+ σ
(2)
z )
−1
)−1)sl1−sl2
σ(1)y
= e(−σ
(1)
z +σ
(2)
z )∂
((
Γ1(λ) (R˜
t1
12(z
−1q−4, λ))−sl1 Γ1(λ+ σ
(2)
z )
−1
)sl1−sl2)−1 σ(1)y .
(2.29)
The first equality in (2.29) is due to the relationM12 e
(−σ
(1)
z +σ
(2)
z )∂ = e(−σ
(1)
z +σ
(2)
z )∂ Msl1−sl212 , valid
for a matrix M12 such that M
t1
12 satisfies the zero-weight condition. This last relation implies
that the total shift-line operation sl1 − sl2 and the inversion commute when acting on M12,
leading to the last equality in (2.29).
A direct computation in components shows that(
Γ1(λ) (R˜
t1
12(z
−1q−4, λ))−sl1 Γ1(λ+σ
(2)
z )
−1
)sl1−sl2 = Γ1(λ−σ(2)z )sc1(R˜t112(z−1q−4, λ))−sl2 Γ−11 (λ)sc1 .
(2.30)
Taking now the inverse, one gets for the LHS of (2.28)
e(−σ
(1)
z +σ
(2)
z )∂ Γ1(λ)
sc1
((
R˜12(z
−1q−4, λ)−sl2
)t1)−1
Γ−11 (λ− σ
(2)
z )
sc1 σ(1)y . (2.31)
To evaluate the right hand side, one applies the following property (proved by a direct calcu-
lation in components): if M12 is a matrix satisfying the zero-weight condition, then(
M t112σ
(1)
y
)sc1
e(σ
(1)
z +σ
(2)
z )∂ = e(−σ
(1)
z +σ
(2)
z )∂
(
M t112
)−sc2
σ(1)y . (2.32)
Taking M12 = Γ1(λ) R˜
−1
12 (z
−1, λ) Γ1(λ+ σ
(2)
z )−1, the RHS of (2.28) reads as
e(−σ
(1)
z +σ
(2)
z )∂
Υ(λ+ σ
(1)
z )
Υ(λ+ σ
(1)
z − σ
(2)
z )
((
Γ1(λ) R˜
−1
12 (z
−1, λ) Γ1(λ+ σ
(2)
z )
−1
)t1)−sc2
σ(1)y
µ(λ− σ
(2)
z )
µ(λ)
(2.33)
Comparing (2.31) and (2.33), one obtains
Γ1(λ)
sc1
((
R˜12(z
−1q−4, λ)−sl2
)t1)−1
Γ−11 (λ− σ
(2)
z )
sc1
=
Υ(λ+ σ
(1)
z )
Υ(λ+ σ
(1)
z − σ
(2)
z )
((
Γ1(λ) R˜
−1
12 (z
−1, λ) Γ1(λ+ σ
(2)
z )
−1
)t1)−sc2 µ(λ− σ(2)z )
µ(λ)
(2.34)
One has again by a calculation in components and using unitarity:((
Γ1(λ) R˜
−1
12 (z
−1, λ) Γ1(λ+ σ
(2)
z )
−1
)t1)−sc2
=
1
n(z)
Γ−11 (λ)
(
R˜t121(z, λ)
)−sc2 Γ1(λ−σ(2)z ) (2.35)
Therefore (2.34) is rewritten as(
R˜12(z
−1q−4, λ)−sl2
)t1)−1 = 1
n(z)
(
Γ1(λ)
sc1
)−1 Υ(λ+ σ(1)z )
Υ(λ+ σ
(1)
z − σ
(2)
z )
Γ−11 (λ)
×
(
R˜t121(z, λ)
)−sc2 Γ1(λ− σ(2)z ) µ(λ− σ(2)z )µ(λ) (Γ1(λ− σ(2)z ))sc1
(2.36)
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Since the matrix R˜12 satisfies the zero-weight condition, the function Υ(λ + σ
(1)
z − σ
(2)
z ) can
be sent to the right of R˜t121 and µ(λ) is sent to the left:(
R˜12(z
−1q−4, λ)−sl2
)t1)−1 = 1
n(z)
(
Γ1(λ)
µ(λ)
Υ(λ+ σ
(1)
z )
Γ1(λ)
sc1
)−1
×
(
R˜t121(z, λ)
)−sc2 Γ1(λ− σ(2)z ) µ(λ− σ(2)z )
Υ(λ+ σ
(1)
z − σ
(2)
z )
(
Γ1(λ− σ
(2)
z )
)sc1
(2.37)
We now evaluate Γ1(λ)
µ(λ)
Υ(λ+ σ
(1)
z )
Γ1(λ)
sc1 which reduces after an explicit computation to
Υ(λ)
Υ(λ+ σ
(1)
z )
. We therefore obtain the desired result.
It is seen in the proof that explicit dependence in the twist matrix g drops out by cancellation
between the µ and G contributions. Hence the final crossing property (2.24) is twist indepen-
dent and in particular is also obeyed by the original R-matrix (2.10).
3 Dynamical centers in Bq,λ(ĝl2)c at distinguished values
3.1 Main result
We now state the main result of the paper, i.e. the existence of “dynamically central” quadratic
structures in Bq,λ(ĝl2)c for the specific values c = ±2 of the central charge, realizing in addition
abelian subalgebras of Bq,λ(ĝl2)c.
Theorem 3.1 We introduce the generating functions
t(z, λ) = tr
(
N(λ) e−σz∂ L+(q−cz, λ)
−1
L−(z, λ) eσz∂
)
=
∑
n∈Z
tnz
−n , (3.1)
t∗(z, λ) = tr
(
N(λ) e−σz∂ L−(qcz, λ)
−1
L+(z, λ) eσz∂
)
=
∑
n∈Z
t∗nz
−n . (3.2)
where the diagonal matrix N(λ) ∈ EndV ⊗ C(h¯) is given by
N(λ) =
( Υ(λ)
Υ(λ+ σz)
)−sc
=
Υ(λ− σz)
Υ(λ)
(3.3)
They obey the exchange relations:
t(z1, λ)L
±(z2, λ) = L
±(z2, λ) t(z1, λ+ σz) when c = −2 (3.4)
t∗(z1, λ)L
±(z2, λ) = L
±(z2, λ) t
∗(z1, λ+ σz) when c = 2 (3.5)
The proof of this theorem is given in the next subsection.
8
The fact that the matrix N(λ) is diagonal ensures that the generating functionals t(z1, λ)
and t∗(z1, λ) lie indeed in the dynamical elliptic quantum algebra Bq,λ(ĝl2)c rather than in
Uq,p(ĝl2).
The dynamical shift on λ in the exchange relations (3.4)–(3.5) leads us to characterize t(z, λ)
and t∗(z, λ) as generating functionals for dynamical centers in Bq,λ(ĝl2)c. Here and below, we
will use the notation t(∗)(z, λ) for relations valid for both t(z, λ) and t∗(z, λ).
The following corollary immediately holds:
Corollary 3.2 At distinguished values of the central charge, the generating function t(z, λ)
(resp. t∗(z, λ)) realizes an abelian subalgebra of Bq,λ(ĝl2)c:[
t(z1, λ) , t(z2, λ)
]
= 0 when c = −2 (3.6)[
t∗(z1, λ) , t
∗(z2, λ)
]
= 0 when c = 2. (3.7)
Proof: Rewriting (3.4)–(3.5) as an exact commutation relation
[
t(∗)(z1, λ) , L
±(z2, λ) e
σz∂
]
= 0
and noting that t(∗)(z1, λ) commutes with the diagonal matrix N(λ), one gets the result.
Inserting the relation (2.19) in (3.1)–(3.2), it is immediate to realize that the g dependence
drops due to trace cyclicity, hence t(∗)(z, λ) has the same expression in terms of L±(z, λ) or
L˜±(z, λ): t(∗)(z, λ) is twist invariant. Moreover the exchange relations of t(∗)(z, λ) with the
Lax matrices L± or L˜± are identical since t(∗)(z, λ) trivially commutes with g(λ) and g(λ+σz).
Remark 3.1 Formulae (3.1)–(3.2) can be recast in terms of the Uq,p(ĝl2)c generators L˜
±(z) =
L±(z, λ) eσz∂ [20]. In this case, t(∗)(z1, λ) commute with L˜
±(z2) thanks to the exchange rela-
tions (3.4)–(3.5). In other words, at the critical levels c = ±2, the t(∗)(z, λ) generators are
central in Uq,p(ĝl2)c. It is therefore natural to ask whether they are connected with the quan-
tum determinant introduced in [23]. Direct inspection indicates that they are independent
of the quantum determinant, see also remark 3.2. This strengthens their characterization as
extended centers at the respective critical values similarly to the quantum affine [7] and vertex
elliptic cases [8].
3.2 Proof of Theorem 3.1
The proof is decomposed into two lemmas, followed by a final step.
Lemma 3.3 In Bq,λ(ĝl2)c and for arbitrary values of c, the operators t
(∗)(z, λ) obey the fol-
lowing relations:
t(∗)(z1, λ)L
±
2 (z2, λ) e
σ
(2)
z ∂ =
1
N (z1, z2)
L±2 (z2, λ) e
σ
(2)
z ∂ tr1
(
N1(λ− σ
(2)
z )R21(αz2/z1, λ)
−sl1−sl2
e−σ
(1)
z ∂ Q1(z1, λ) e
σ
(1)
z ∂ R12(βz1/z2, λ)
−sl1−sl2
)
. (3.8)
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where Q(z1, λ) = L
±(q∓cz1, λ)
−1 L∓(z1, λ) and the values of N (z1, z2), α and β are given by:
– for t(z1, λ) and L
+
2 (z2, λ): N (z1, z2) = n(q
−cz2/z1), α = β = q
c,
– for t(z1, λ) and L
−
2 (z2, λ): N (z1, z2) = n(q
2cz2/z1), α = q
2c, β = 1,
– for t∗(z1, λ) and L
+
2 (z2, λ): N (z1, z2) = n(z2/z1), α = q
−2c, β = 1,
– for t∗(z1, λ) and L
−
2 (z2, λ): N (z1, z2) = n(q
−cz2/z1), α = β = q
−c.
Proof: Let us start with the operator
t(z1, λ) = tr
(
N(λ) e−σz∂ L+(γz1, λ)
−1L−(z1, λ) e
σz∂
)
, (3.9)
where the matrix N(λ) ∈ EndV ⊗C(h¯) is assumed to be diagonal and the value of γ has to be
determined. The explicit expression of N(λ) leading to the desired result will be established
in the course of the proof.
We first consider the exchange of t(z1, λ) with L
+(z2, λ). One has
t(z1, λ)L
+
2 (z2, λ) e
σ
(2)
z ∂ = tr1
(
N1(λ) e
−σ
(1)
z ∂ L+1 (γz1, λ)
−1L−1 (z1, λ) e
σ
(1)
z ∂ L+2 (z2, λ) e
σ
(2)
z ∂
)
= tr1
(
N1(λ) e
−σ
(1)
z ∂ L+1 (γz1, λ)
−1L−1 (z1, λ)L
+
2 (z2, λ+ σ
(1)
z ) e
(σ
(1)
z +σ
(2)
z )∂
)
.
(3.10)
By the RLL relations (2.9) one gets
t(z1, λ)L
+
2 (z2, λ) e
σ
(2)
z ∂ =tr1
(
N1(λ) e
−σ
(1)
z ∂ L+1 (γz1, λ)
−1R∗21(q
cz2/z1, λ+ σz)L
+
2 (z2, λ)
× L−1 (z1, λ+ σ
(2)
z )R21(q
−cz2/z1, λ)
−1 e(σ
(1)
z +σ
(2)
z )∂
)
. (3.11)
A sufficient condition that allows the exchange of L+1 (γz1, λ)
−1 and L+2 (z2, λ) is to choose
γ = q−c. In this case one obtains
t(z1, λ)L
+
2 (z2, λ) e
σ
(2)
z ∂ = tr1
(
N1(λ) e
−σ
(1)
z ∂ L+2 (z2, λ+ σ
(1)
z )R21(q
cz2/z1, λ)L
+
1 (q
−cz1, λ+ σ
(2)
z )
−1
× L−1 (z1, λ+ σ
(2)
z )R21(q
−cz2/z1, λ)
−1 e(σ
(1)
z +σ
(2)
z )∂
)
. (3.12)
Moving the rightmost exponential inside the trace to the left, it follows
t(z1, λ)L
+
2 (z2, λ) e
σ
(2)
z ∂ =L+2 (z2, λ) tr1
(
N1(λ) e
−σ
(1)
z ∂ R21(q
cz2/z1, λ) e
σ
(2)
z ∂ L+1 (q
−cz1, λ)
−1
× L−1 (z1, λ) e
σ
(1)
z ∂ R−121 (q
−cz2/z1, λ)
−sl1−sl2
)
. (3.13)
The properties of the R matrix ensures that
e−σ
(1)
z ∂ R21(x, λ) e
σ
(2)
z ∂ = eσ
(2)
z ∂ R21(x, λ)
−sl1−sl2 e−σ
(1)
z ∂ . (3.14)
Hence one gets, after pushing the exponential eσ
(2)
z ∂ outside the trace,
t(z1, λ)L
+
2 (z2, λ) e
σ
(2)
z ∂ =L+2 (z2, λ) e
σ
(2)
z ∂ tr1
(
N1(λ− σ
(2)
z )R21(q
cz2/z1, λ)
−sl1−sl2
× e−σ
(1)
z ∂ Q1(z1, λ) e
σ
(1)
z ∂ R−121 (q
−cz2/z1, λ)
−sl1−sl2
)
. (3.15)
Finally, using the unitarity property of the R-matrix, one obtains
t(z1, λ)L
+
2 (z2, λ) e
σ
(2)
z ∂ =
1
n(q−cz2/z1)
L+2 (z2, λ) e
σ
(2)
z ∂ tr1
(
N1(λ− σ
(2)
z )R21(q
cz2/z1, λ)
−sl1−sl2
× e−σ
(1)
z ∂ Q1(z1, λ) e
σ
(1)
z ∂ R12(q
cz1/z2, λ)
−sl1−sl2
)
.
(3.16)
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The other cases follow the same lines.
We also need the following lemma:
Lemma 3.4 Let A12 and C12 be elements of EndV ⊗ EndV ⊗ C(h¯) and M ∈ EndV ⊗
Bq,λ(ĝl2)c. Then one has
tr1
(
A12 e
−σ
(1)
z ∂M1 e
σ
(1)
z ∂ C12
)
= tr1
(
(Csl1.t212 A
sc1.t2
12 )
−sc1e−σ
(1)
z ∂M1 e
σ
(1)
z ∂
)t2
. (3.17)
Proof: Direct calculation in components, i.e. through a projection of the above expressions
on elementary matrices eij ⊗ ekl, followed by performing the trace in space 1.
Final step for the proof of theorem 3.1
Applying lemma 3.4 to A12 = N1(λ − σ
(2)
z )R21(α
z2
z1
, λ)−sl1−sl2 , C12 = R12(β
z1
z2
, λ)−sl1−sl2 and
M = Q(z1, λ) = L
±(q∓cz1, λ)
−1
L∓(z1, λ), one gets
tr1
(
N1(λ− σ
(2)
z )R21(α
z2
z1
, λ)−sl1−sl2 e−σ
(1)
z ∂ Q1(z1, λ) e
σ
(1)
z ∂ R12(β
z1
z2
, λ)−sl1−sl2
)
= tr1
[([
R12(β
z1
z2
, λ)−sl2
]t2[N1(λ− σ(2)z )R21(αz2z1 , λ)−sl1−sl2]sc1.t2
)−sc1
e−σ
(1)
z ∂Q1(z1, λ) e
σ
(1)
z ∂
]t2
= tr1
([([
R12(β
z1
z2
, λ)−sl2
]t2 [
N1(λ− σ
(2)
z )R21(α
z2
z1
, λ)−sl1−sl2
]sc1.t2)−sc1
N1(λ)
−1
]t2
×N1(λ) e
−σ
(1)
z ∂ Q1(z1, λ) e
σ
(1)
z ∂
)
.
(3.18)
A sufficient condition under which the RHS of (3.18) gives back the t(∗) generating function
is that the t2-transposed bracket in the trace be proportional to the identity matrix, i.e.((
R12(β
z1
z2
, λ)−sl2
)t2 (N1(λ− σ(2)z )R21(αz2z1 , λ)−sl1−sl2)sc1.t2
)−sc1
N1(λ)
−1 = a(z1, z2)I ,
(3.19)
for some non-vanishing function a(z1, z2) (determined below). This last relation can be rewrit-
ten as(
N1(λ− σ
(2)
z )R21(α
z2
z1
, λ)−sl1−sl2
)sc1.t1 (
R12(β
z1
z2
, λ)−sl2
)t1 = a(z1, z2)N1(λ)sc1 . (3.20)
Now, computing the first term of the LHS in components and taking into account the zero-
weight property of the R-matrix, one gets(
N1(λ− σ
(2)
z )R21(α
z2
z1
, λ)−sl1−sl2
)sc1.t1
=
(
R21(α
z2
z1
, λ)t1
)−sc2 N1(λ− σ(2)z )sc1 , (3.21)
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from which it follows((
R12(β
z1
z2
, λ)−sl2
)t1)−1 = 1
a(z1, z2)
(
N1(λ)
sc1
)−1 (
R21(α
z2
z1
, λ)t1
)−sc2 N1(λ− σ(2)z )sc1 . (3.22)
Using corollary 2.2, equation (3.22) is satisfied when one chooses αβ = q−4 and N(λ) =
G(λ)−sc, the function a(z1, z2) being equal to n(αz2/z1) (or equivalently to n(βz1/z2)).
It remains to compare the relation αβ = q−4 with the values obtained from lemma 3.3. In the
case of t(z1) and L
±(z2, λ), αβ = q
2c, therefore the condition is satisfied only when the central
charge has the critical value c = −2. At the same time, in the case of t∗(z1) and L
±(z2, λ),
αβ = q−2c, hence the condition is now satisfied when c = 2. For these specific values of the
central charge, one finally obtains
t(∗)(z1, λ)L
±
2 (z2, λ) e
σ
(2)
z ∂ =
a(z1, z2)
N (z1, z2)
L±2 (z2, λ) e
σ
(2)
z ∂ t(∗)(z1, λ) . (3.23)
Given the q4-periodicity of the function n(z), one finds that a(z1, z2) = N (z1, z2) for all cases.
Equations (3.4)–(3.5) immediately follow.
3.3 Vertex-IRF correspondence
The Vertex-IRF correspondence [27, 28] allows one to relate the Belavin–Baxter solution of
the Yang–Baxter equation (which reduces to the 8-vertex R-matrix R8V (z12; p) in the ĝl2 case)
to the IRF matrix solution RIRF (z1/z2; p, w) of the Dynamical Yang–Baxter equation. The
Vertex-IRF transformation is implemented by a matrix S(z; p, w) such that [18, 27, 29]
S1(z1; p, w)S2(z2; p, wq
h1)RIRF (z1/z2; p, w) = R
8V ((z1/z2)
1/2; p)S2(z2; p, w)S1(z1; p, wq
h2) .
(3.24)
Note that the spectral parameter dependence in (3.24) is chosen in order to connect directly
to the Aq,p(ĝl2)c R-matrix in [8].
The Vertex-IRF correspondence between the R-matrices allows one to define a morphism from
Bq,λ(ĝl2)c to Aq,p(ĝl2)c:
φ : LIRF (z) → S(z; p, w)−1L8V (z1/2)S(z; p∗, wqh) . (3.25)
Indeed, it is easily seen that if LV 8(z) satisfies the vertex elliptic quantum algebra exchange
relations (1.1), then the combination S(z; p, w)−1L8V (z1/2)S(z; p∗, wqh) obeys the dynamical
exchange relations for L+(z, λ), see Eq. (2.9).
Consider now the trace formulae in [8] given by
tmn(z) = tr
(
(g
1
2hg
1
2 )−m L8V
(
(−p∗
1
2 )nz
)
(g
1
2hg
1
2 )−n L8V (z)−1
)
, (3.26)
t∗−n,−m(z) = tr
(
(g
1
2hg
1
2 )n L8V
(
(−p
1
2 )−mz
)−1
(g
1
2hg
1
2 )m L8V (z)
)
. (3.27)
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They satisfy the exchange relations
tmn(z1)L
8V (z2) = Fmn(z1/z2) L
8V (z2) tmn(z1), (3.28)
L8V (z2) t
∗
−n,−m(z1) = Fmn(z1/z2) t
∗
−n,−m(z1)L
8V (z2), (3.29)
with the original Lax matrix L8V (z) on the surface Smn defined by (−p
1
2 )m(−p∗
1
2 )n = q−2. Ap-
plying the pullback φ∗ to (3.28)–(3.29) potentially yields a “dynamically deformed” exchange
algebra:
smn(z1;w)L
IRF (z2) = Fmn((z1/z2)
1/2) LIRF (z2) s˜mn(z1;w, h) (3.30)
with
smn(z;w) = S(z; p, w)
−1 φ∗
(
tmn(z
1/2)
)
S(z; p, w) , (3.31)
s˜mn(z;w, h) = S(z; p
∗, wqh)−1 φ∗
(
tmn(z
1/2)
)
S(z; p∗, wqh) . (3.32)
Although (3.30) looks close to (3.4)-(3.5), it is not enough to prove that we have a genuine
dynamical exchange relation since a priori φ∗
(
tmn(z
1/2)
)
may depend on w, hence s˜mn(z;w, h)
would not be equal to smn(z;wq
h). Solving this issue is beyond the scope of this paper.
Remark 3.2 We point out that applying the Vertex-IRF transformation to the object t∗1,−1(z)
in Aq,p(ĝl2)c, using in addition the usual redefinition of (L
−)IRF in terms of (L+)IRF [16, 20],
the ratio of spectral parameters in the trace (3.1) is reproduced correctly. Thus the potential
mapping induced by φ∗ suggests that our construction relates in the non dynamical case to the
surface S1,−1. This explains why, as discussed in remark 3.1, it does not reproduce a Liouville
type formula, which corresponds in the vertex case to the surface S0,2.
3.4 Comments on the case c = 2
A consistency issue arises from topological considerations, regarding the status of the gener-
ating functional t∗(z) characterized by previous algebraic arguments as an extended (dyna-
mical) center for c = 2. Indeed, if we consider as consistent the successive limits (see e.g. [30])
Bq,λ(ĝl2)c → Uq(ĝl2)c → U˜(ĝl2)c (assuming in particular that the specific nature of the first
limit does not impair our conclusion), we are drawn to state that a suitable completion of
the universal enveloping algebra U˜(ĝl2)c exhibits an extended center Z(ĝl2) at c = 2, con-
tradicting the well-known theorem in [31] that extended center exists only at ccrit = −h
∨
(h∨ is the dual Coxeter number of the Lie algebra). The issue here is of a topological,
not purely algebraic, nature. The precise definition of the enveloping algebra entails indeed
the construction of a local completion U˜(ĝl2)c,loc [7, 31, 32] obtained inside an inverse limit
lim
←−
U˜(ĝl2)c/U˜(ĝl2)c
(
gl2 ⊗ t
nC[t]
)
with n > 0. The local completion follows from the choice
of a vacuum representation for the Kac–Moody algebra, where the vacuum vector |0〉 is an-
nihilated by the positive modes of the generators. It is then linearly generated by Fourier
coefficients of normal-ordered polynomials in the local fields, where of course normal-ordering
is consistently defined w.r.t. the original vacuum. The elements of this completion are thus
polynomials in the fields admitting some convergent normal ordering procedure (by Wick’s
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theorem or generalization thereof from a Poincare´–Birkhoff–Witt-type procedure). It now
follows that the generating functionals in the affine limit are such that
t(z) ∈ U˜(ĝl2)c,loc , t
∗(z) /∈ U˜(ĝl2)c,loc , (3.33)
The proof of this statement follows from a direct inspection of formulae (3.1)–(3.2) where the
generator L+ stands explicitly to the left or to the right of L−. The limit to Uq(ĝl2)c decouples
the positive modes in L+ and the negative modes in L−. From equation (4.42) in [33] one
then sees that terms in any component of t∗(z) are anti-normal ordered with the generic form
t∗k ≃
∑
n>kKab J
a
n J
b
k−n where the Kac–Moody algebra generators are denoted by J
a
n. Hence
they cannot be brought to a normal-ordered form by any finite addition of normal-ordered
terms: indeed the Wick ordering counterterm is divergent. By contrast all components of t(z)
are immediately normal-ordered in the sense of the vacuum defining U˜(ĝl2)c,loc, hence (3.33).
The functional t∗(z) exists in a mirror completion of the enveloping algebra U˜∗(ĝl2)k,loc based
on a mirror vacuum representation built from a vacuum |0∗〉 annihilated now by negative
modes and using the opposite normal ordering prescription. The manifest algebra morphism
ψ : U˜(ĝl2)c,loc → U˜
∗(ĝl2)−c,loc where ψ(a ⊗ t
n) = a ⊗ t−n explains the occurrence of c = +h∨
as critical charge. The drawback is that we expect U˜∗(ĝl2)−c,loc to have only lowest-weight
representations.
The situation is expected to be similar for the extended centers in Uq(ĝl2)c since the corre-
sponding modules have consistent deformations for q generic. It is not so clear for the case
of Bq,λ(ĝl2)c where a precise statement is still lacking regarding which completion of the en-
veloping algebra is to be used, as far as we are aware. Based on general categorical morphism
arguments, we nevertheless conjecture that this issue may also arise.
4 Conclusion
Keeping in mind the topological issues discussed in section 3.4, we have established the exis-
tence of two quadratic trace-like combinations t(z, λ), t∗(z, λ) of generators of the dynamical
elliptic quantum algebra Bq,λ(ĝl2)c. We insist that the explicit form, although the trace con-
tains shift operators exp(±σz∂), lies indeed in Bq,λ(ĝl2)c. These two combinations both gen-
erate, respectively for values of the central charge c = ±2, an abelian subalgebra in a suitable
completion of Bq,λ(ĝl2)c. The generating functionals t
(∗)(z, λ) realize inside the algebra itself
a “dynamical center” in the sense that they quasi-commute with the generators of Bq,λ(ĝl2)c
encapsulated in quantum Lax matrices L±(z, λ) as (3.4)–(3.5). At this stage, we interpret this
“dynamical commutation” as an exact commutation in Uq,p(ĝl2)c.
It is natural to ask for possible extensions to higher rank algebras Bq,λ(ĝlN)c. The existence
of a crossing-unitarity relation valid for all gl(N) [27] may be sufficient for such a purpose.
However, in addition to this formula, a suitable splitting of the function G(λ) is used. In the
case N = 2, such a splitting is a consequence of the crossing relation in [26]. Unfortunately,
the latter does not seem to admit easy extensions to N > 2. We hope to be able to address
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the problem of higher rank algebras in a forthcoming publication. The case of Bq,λ(gˆ), where
g is any affine Lie algebra will be then a natural second step, initiated by the determination
of a crossing relation for these algebras.
Commutation of t(∗)(z, λ) with t(∗)(w, λ) at c = ±2 suggests the possibility of deriving Poisson
bracket structures by expanding the respective exchange relations around c = ±2. We expect
that a similar structure as in [34] (although more intricate due to the dynamical shift) will
arise to express the product t(∗)(z, λ) t(∗)(w, λ) as a bilinear in the Lax matrix elements with a
four-index kernel essentially obtained as a product of four R-matrices. A complete derivation
of the Poisson bracket structures is left for further studies.
The difficulty in computing such structures is directly related to the final issue which we now
raise. We have only identified at this stage distinguished values of c where the quadratic
trace becomes at once dynamically central and abelian. We have however not yet identified
critical “surfaces” in terms of p, q, c (as was the case for elliptic algebras Aq,p(ĝlN)c), where
the trace-like operator would generate a non-abelian subalgebra (possibly dynamical). The
Vertex-IRF mechanism however suggests that such critical surfaces may exist in the dynamical
case. The quasi-periodicity condition expressing vertex-type elliptic R-matrices at half-period
of the spectral parameter by a rotation, was crucial in getting the critical surfaces. Its avatar
in the dynamical case remains to be determined.
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Modules of the Elliptic Algebra Aq,p(ŝl(2)c), Prog. Theor. Phys. Suppl. 118 (1995) 1,
arXiv:hep-th/9405058.
[11] J. Avan, L. Frappat, M. Rossi, P. Sorba, Deformed WN algebras from elliptic sl(N)
algebras, Commun. Math. Phys. 199 (1999) 697, arXiv:math.QA/9801105.
[12] A.A. Belavin, Dynamical symmetry of integrable quantum systems, Nucl. Phys. B 180
(1981) 189.
[13] D.V. Chudnovsky, G.V. Chudnovsky, Completely X-symmetric S-matrices corresponding
to theta functions, Phys. Lett. A 81 (1981) 105.
[14] N.Yu. Reshetikhin, M.A. Semenov-Tian-Shansky, Central extensions of quantum current
groups, Lett. Math. Phys. 19 (1990) 133.
[15] V.G. Drinfel’d, Quasi-Hopf algebras, Leningrad Math. Journ. 1 (1990) 1419.
[16] M. Jimbo, H. Konno, S. Odake, J. Shiraishi, Quasi-Hopf twistors for elliptic quantum
groups, Transformation Groups 4 (1999) 303, arXiv:q-alg/9712029.
[17] D. Arnaudon, E. Buffenoir, E. Ragoucy, Ph. Roche, Universal solutions of
quantum dynamical Yang–Baxter equations, Lett. Math. Phys. 44 (1998) 201,
arXiv:q-alg/9712037.
[18] E. Buffenoir, Ph. Roche, V. Terras, Universal Vertex-IRF Transformation for Quantum
Affine Algebras, J. Math. Phys. 53 (2012) 103515, arXiv:0707.0955 [math-ph].
[19] Ping Xu, Quantum dynamical Yang–Baxter equation over a nonabelian base, Commun.
Math. Phys. 226 (2002) 475, arXiv:math.QA/0104071.
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