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Abstract
Roadway crashes have become a major cause of human deaths and injuries and caused
much economic damage. According to World Health Organization (WHO), about 1.35 million
people died in traffic crashes and over 50 million people injured from traffic crashes in the year
of 2016 (World Health Organization, 2020). Nationally, in the U.S., the latest decade witnessed
an increase of over 10% in traffic fatalities (National Highway Traffic Safety Administration
(NHTSA), 2019). Similarly, in state of Florida, the fatal crashes increased by 4.62% from 2019
to 2020 (Florida Department of Highway Safety and Motor Vehicles, 2021). To prevent injuries
and reduce the economic loss due to traffic crashes, scholars and researchers has been proposing
innovative approaches to mitigate traffic crashes.
In all crashes, nighttime crashes are over-represented on the US highway system.
According to the National Highway Traffic Safety Administration (NHTSA) Traffic Safety Facts
2015, 51% of fatal crashes and 29.5% of injury crashes occurred at night (dark, dark but lighted,
dawn/dusk); meanwhile only 21–23% of the vehicle miles traveled (VMT) were at night
(Monsere and Fischer, 2008). Roadway lighting, which provides additional visibility by
supplementing vehicle headlights, has been identified as an effective countermeasure to improve
nighttime safety. However, the effects of street lighting photometric parameters in reducing
nighttime crashes on roadway segments are not well understood in the literature. To bridge this
gap, this dissertation investigated the effects of street lighting illuminance (rather than the
presence of street lighting) on nighttime crash occurrence on roadway segments and developed a
Crash Modification Function (CMF) for horizontal illuminance on roadway segments.
vi

Illuminance data were collected from 440 roadway segments (each segment being the
roadway between two successive signalized intersections) in Florida, from 2012–2014 using the
Advanced Lighting Measurement System (ALMS). Four years of nighttime and daylight crash
data (2011–2014) were matched to the selected segments. Based on the collected data, nighttime
and daylight random parameter negative binomial (RPNB) models were estimated to address
unobserved heterogeneity over segments. The expected night-to-day crash odds ratio (equivalent
to CMF) was calculated based on the RPNB models to quantify the change in relative risk of
nighttime crashes caused by an alteration of horizontal illuminance on roadway segments. The
bootstrap resampling technology was used to estimate the 95% confidence interval of CMF.
Mean horizontal illuminance was identified to be normally distributed with a mean of -0.126 and
a standard deviation of -0.094 in the nighttime model. The randomness captures the effect of
unobserved confounders related to mean horizontal illuminance—increases in mean horizontal
illuminance tend to reduce nighttime crashes on 91% of segments and increase nighttime crashes
on the remaining 9% of segments. An expected daylight-to-day odds ratio-based CMF was
developed as a power function of mean horizontal illuminance over a baseline. Other significant
variables contributing to nighttime crash risk include illuminance standard deviation, Annual
Average Daily Traffic (AADT), truck percentage, segment length, access density, undivided
road type, and urban/city limits. However, the correlations between roadway illuminance average
and uniformities are discovered. Thus, the dissertation utilized a matched-case control method to
quantify the effects of illuminance uniformity on roadway nighttime crash occurrences.
Illuminance data were collected from 300+ center miles of roadway segments in Florida from
2012–2014 and matched four years of nighttime crashes. The measured roadway corridors were
split into uniform segments with a length of 600 ft. Each uniform segment was labeled as a case
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(with nighttime crashes that occurred in a certain year) or a control (without nighttime crashes
that occurred in a certain year). To control excess zero crash observations, confounding effects,
and temporal variation, cases was matched to control at a ratio of 1:1 by illuminance mean,
which is strongly correlated to both illuminance standard deviation (uniformity) and nighttime
crash frequency, in each year. A conditional logistic model was fitted based on 1,785 paired
case-control stratums to estimate the relative risk of nighttime crashes due to changes in street
lighting uniformity. Based on the model, significant (at a confidence level of 95%) and
consistent crash modification factors (CMFs) for illuminance uniformity were produced;
compared to illuminance standard deviation less than 0.2, illuminance standard deviation
between 0.2 and 0.57, illuminance standard deviation between 0.57 and 0.7, and illuminance
standard deviation more than 0.7 experienced 1.32, 1.42, and 2.42 times the risk of nighttime
crashes along roadway corridors.
Also, motorcycle crashes on horizontal curves are also lack of attention in the U.S. Texas
Motorcycle Crash Facts (Texas DPS, 2018) indicate that motorcyclists experience fatal and
severe crashes eight times more than non-motorcyclists on curves. A cause-effect chain, which
describes the relationship between contributing factors, driver/rider improper pre-crash actions,
and crash outcome (injury severity), exists in motorcycle-vehicle crashes on horizontal curves.
Previous studies did not address the correlation between injury severity and improper actions in
identifying risk factors. This study aimed to develop a recursive bivariate analysis to
simultaneously investigate the effects of covariates on motorcyclist fatality and improper actions
(for both riders and drivers) in curve-related motorcycle-vehicle crashes. Two recursive bivariate
probit models were developed to identify significant factors that contribute to riders' or drivers'
improper actions, factors that directly impact motorcyclist fatality only, and factors that influence
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motorcyclist fatality and riders' or drivers' improper actions simultaneously. The direct, indirect,
and joint marginal effects of the identified contributing factors on motorcyclist fatality risk were
addressed based on fitted models. It is indicated that either riders' or drivers' improper actions in
a motorcycle-vehicle crash significantly increase motorcyclist fatality risk. Riders' physical
defects and alcohol/drug involvement are the most significant factors contributing to both riders'
improper pre-crash actions and motorcyclist fatality. Curve design features were also found to
have significant but diverse impacts on rider/driver improper actions and/or motorcyclist fatality
risk. Other significant factors included roadway, rider, and driver characteristics. The recursive
bivariate probit analysis approach produced fruitful results and provided useful information
about motorcycle crash causations.
Crash hot spot identification helps highway safety management more efficiently to
predict the roadway sections with high crash risks and implement improvement measures on the
precise locations with limited resources. This research uses a microscopic spot (e.g., a square grit
unit) to capture the detailed crash pattern and suggest more accurate safety countermeasures.
Further, for the first time, the study proposed a novel identification technique by integrating
unstructured data (satellite images) and structured data (recorded roadway features and traffic
information). Both data are expected to affect the safety level of a specific roadway spot. A
combined neural network model is developed with a multiple perception layer neural network
(MLP) extracting features from structured data and a convolutional neural network (CNN)
dealing with the satellite images. The representations from the two branches (MLP and CNN) are
concatenated to perform the final representation of crash risks which is used to make predictions.
This proposed model successfully identifies crash hot spots with an accuracy of 88%, which
significantly higher than other machine learning models using either structured data or satellite
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images. This proposed mixed data model can help transportation agencies and planners to predict
the crash locations in advance to avoid time-consuming investigation and save costs on roadway
safety diagnosis across different roadways and intersections.
This dissertation identified the two high-risk patterns in crash analysis, nighttime crash
and motorcycle crashes and utilized economic models to quantify the effects of lighting on
nighttime crash risks and develop the cause-and-effect chains for motorcycle crash fatalities to
prevent them. Further, the dissertation proposed a combined neural network using both
traditional traffic data and satellite images to identify the high-risk road spot in the roadway
network.
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Chapter 1: Introduction
1.1. Safety Effects of Street Lighting Illuminance on Roadway Segments
Nighttime crashes, resulting in severe injuries and even fatalities, are over-represented on
the U.S. highway system. Only 21-23% of vehicle miles traveled (VMT) were during nighttime,
while nighttime crashes accounted for more than 50% of fatal crashes based on the National
Highway Traffic Safety Administration’s (NHTSA) Traffic Safety Facts (NHTSA, 2018).
Roadway lighting, which provides additional visibility by supplementing vehicle
headlights, can significantly improve sight distance for hazard detection and makes roadside
obstacles more noticeable to drivers (Lutkevich et al., 2012). The safety performance of street
lighting has been documented in many reports and publications. Most studies considered street
lighting as a binary factor (presence or not, or before and after improvement) at intersections
(Bruneau and Morin, 2005; Bullough et al., 2013; Donnell et al., 2010; Elvik, 1995; Gbologah,
2015; Isebrands et al., 2010; Kim and Washington, 2006; Preston and Schoenecker, 1999),
roadway segments (Anarkooli and Hadji Hosseinlou, 2016; Wanvik, 2009; Yu et al., 2015;
Zhang et al., 2012), or both (Monsere and Fischer, 2008; Sullivan and Flannagan, 2002). These
studies led to a conclusion that the presence of roadway lighting significantly improves nighttime
safety in terms of reduction of nighttime crash rate/frequency, injury severity, and night-day
crash ratio. Driving at night is a visual task that is significantly influenced by object contrast and
eye adaption levels (FHWA, 2012). An object can be seen by the contrast that is the luminance
difference between the object and its background, either brighter or darker. Meanwhile, when
driving from a dark environment to a bright visual field or vice versa, human eyes need
1

additional time to adapt to the new lighting conditions. A well-designed street lighting pattern
(bright and uniform) can increase the luminance contrast of an object against the roadway
surface (background) and aid human eyes in adapting to a changed lighting environment than
headlights alone. A poor street lighting pattern, however, may result in weak contrast (caused by
low luminance), extended adaption time (caused by non-uniformity), and glare (caused by too
bright sources), consequently increasing nighttime crash risk.
A few efforts, summarized in Table 1.1, have been made to investigate the relationship
between roadway lighting photometric measures, rather than street lighting presence or
improvement, and nighttime safety on roadway segments and/or signalized intersections. A few
studies (Box 1971, 1976; Janoff et al. 1978; Scott 1980) were conducted in 1970s and 1980s.
The outdated lighting data and crash data may lower the reliability of applying the crash
modification/reduction factors they developed in nighttime safety management with prevailing
traffic conditions. Except for one paper (Zhao et al., 2015), most previous studies did not control
confounding effects between illuminance mean and standard deviation. The uncontrolled
confounding effects might result in counterintuitive findings in two studies (Keck, 2001; Scott,
1980), or misestimation of the safety effectiveness of illuminance. In addition, all these previous
studies were based on cross-sectional data without any control and did not consider unobserved
(omitted) confounding variables related to both horizontal illuminance and nighttime crash
frequency/rate. Failure to address heterogeneity issues in traditional models might lead to biased
and inconsistent estimation and erroneous inferences in these studies (Mannering et al., 2016).
Most of these studies focused on the average street lighting level (illuminance or
luminance). Only a few papers (Wang et al., 2017; Zhao et al., 2015) were found to explore the
safety effects of street lighting uniformity in terms of nighttime crash reduction. Street lighting
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uniformity affects drivers’ perception of roadway conditions and potential conflicting objects.
Uniform lighting allows drivers perceive the surrounding environment continuously, but poor
lighting uniformity with frequent changes of contrasting high and low lighting along a roadway
segment may cause drivers’ reduced vision and increased stress and tiredness when they take
time to adapt to new lighting conditions, consequently increasing the risk of nighttime crash.
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Figure 1.1 Example of Photometric Pattern along Roadway Corridors
There are several challenges in modeling the relationship between street lighting
uniformity and nighttime crash risk. First, big scale lighting data in high resolution are needed to
measure lighting uniformity accurately. Due to the high cost of lighting data collection, limited
lighting data were available in previous studies, especially along roadway corridors. Second,
nighttime crash observations are very rare, and random events due to reduced traffic exposure at
night—extensive zero-crash observations—exist in many segments than are expected in Poisson
and/or Poisson-gamma distributions. The zero-inflated observations cannot be accommodated by
the traditional count models (e.g., Poisson model and negative binomial model) that are widely
used in crash-frequency studies (Lord and Mannering, 2010). An effort (Wang et al., 2017) tried
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to address this issue in lighting photometrics studies using zero-inflated negative binomial
models; however, this statistical technique was suspected in highway safety modeling because
the assumption of long-term mean equal to zero in the zero-inflated models cannot properly
reflect the crash-data generating process (Lord et al., 2007, 2005).
Third, all studies of lighting photometric measures were based on cross-sectional
observation data since it was difficult to collect lighting photometric data in street lighting
improvement projects for before-after studies. Street lighting photometrics, including street
lighting uniformity, are associated many confounding factors. For example, transportation
agencies usually require high lighting levels on major roads serving high traffic volume. Thus,
annual average daily traffic (AADT) is a typical confounder connecting both street lighting level
and uniformity and nighttime crash frequency. Observational cross-sectional studies without any
control on confounding factors may lead to counterintuitive conclusions such as high lighting
level associated with high nighttime crash frequency (Janoff et al., 1978; Wei et al., 2016) or no
association between street lighting level and nighttime crashes (Keck, 2001). Night-to-day crash
ratios were widely used in previous studies (Box, 1971; Keck, 2001; Scott, 1980; Wang et al.,
2017; Zhao et al., 2015) to exclude the unnecessary influence of factors that impact both
nighttime and daytime crashes (e.g., roadway maintenance quality, functional class, etc.) at the
same sites. However, night-to-day ratios cannot address confounders that connect nighttime
crashes only. For instance, the standard deviation of illuminance (a measurement of uniformity)
tends to increase with a high mean of illuminance in lighting data samples. Both variables
significantly influence drivers’ detection ability at night and consequently contribute to nighttime
crashes but not daytime crashes. Night-to-day ratios cannot control the influence from the
illuminance mean when examining the safety effect of the standard deviation of illuminance, or
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vice versa. Fourth, to increase the sample size of nighttime crashes on a certain roadway section,
a multi-year observation period was typically used in previous studies (three years or more).
Temporal instability may occur in street lighting modeling due to street lighting depreciation or
behavior change. Ignorance of temporal instability can lead to erroneous conclusions and
ineffective safety policies (Mannering, 2018).
These limitations may result in limited knowledge on how street lighting uniformity
influences nighttime crash occurrence. An analysis is needed to address the limitations in past
studies, including insufficient lighting data, excess zero nighttime crash samples, confounding
factors associating lighting photometrics (especially for lighting uniformity), and temporal
heterogeneity.
Table 1.1 Summary of Previous Studies on Safety Performance of Street Lighting Photometric
Measurers on Roadway Segments and Signalized Intersections
Study

Roadway
Facility
Box(Box, Urban
1971)
freeway

Photometric
Measures
Horizontal
illuminance

Safety
Measure
Night-today crash
rate ratio

Major Conclusions

Box
(Box,
1976)

Urban
arterial

Horizontal
illuminance

Crash
frequency

• Nighttime crash frequency increased
by 10% with decrease in horizontal
illuminance from 14 lx to 9 lx.

Scott
(Scott,
1980)

Roadway
segment

Horizontal
luminance

Night-today crash
ratio

• In range 0.5–2.0 candelas/m2,
estimated that increase of 1 cd/m2 is
associated with 35% lower night-today crash ratio.

Janoff
(Janoff et
al., 1978)

Roadway
segment

Horizontal
luminance

Crash
frequency

• Crash rate decreases with increase in
visibility level.
• Higher illumination levels related to
higher crash frequency.

• Freeways with horizontal
illumination levels between 0.3 and
0.6 fc (foot-candles) had best nightto-day accident rate ratios.
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Table 1.1 (Continued)
Keck
(Keck,
2001)

Roadway
segment

Horizontal
illuminance
luminance,
Small target
visibility

Night-today crash
ratio

• No evidence to support correlation
between night-to-day crash ratio and
street lighting measures.

Zhao et
al. (Zhao
et al.,
2015)

Roadway
corridor

Horizontal
illuminance

Night-today crash
rate ratio

• Horizontal illuminance along a
corridor complies with lognormal
distribution.
• Mean and standard variances of
natural logarithm of corridor
illuminance significantly related to
difference between
daytime/nighttime crash rates.

Bhagavat Rural
Horizontal
hula et al. intersection illuminance
(Bhagava
thula et
al., 2015)

Night-today crash
ratio

• An increase of 1 lx in the average
horizontal illuminance at all rural
intersections in Virginia
corresponded to a 7% decrease in
the night-to-day (ND) crash ratio.
• For lighted intersections, the ND
ratio decrease is 9%; for unlighted
intersections, the ND ratio decrease
is 21%.

Edwards
(Edwards
, 2015)

Night-today crash
ratio

• A 1-lux (≈ 0.1 fc) increase in the
average lighting (3.91 lux) reduced
nighttime crash rate by 9% in
Minnesota.
• At lighted intersections, a one-lux
increase in the average lighting
(6.41 lux) reduced crashes by 20%;
• At unlighted intersections, a one-lux
increase in the average lighting (0.2
lux) reduced nighttime crash ratios
by 94%.

Rural
Horizontal
intersection illuminance
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Table 1.1 (Continued)
Wei et al. Urban
Horizontal
(Wei et
intersection illuminance
al., 2016)

Crash
frequency

• Increasing intersection illuminance
from low (< 0.2 fc) to medium (≥ 0.2
fc and <1.1 fc) can reduce nighttime
crash frequency and night-to-day
crash ratio by approximately 50%.
• Illuminance is kept at 0.9 fc or
higher, the risk of fatality and severe
injury significantly decreases,
especially for pedestrian/bicycle
involved crashes, head-on crashes,
and angle crashes.

Xu et al.
(Xu et
al., 2018)

Speed
Crash
frequency

• Improved illuminance can decrease
the speed variation among vehicles
and improve safety levels.

Roadway
segment

Horizontal
illuminance

Bhagavat Rural
Horizontal
hula et al. intersection illuminance
(Bhagava
thula et
al., 2018)

• Visual performance of drivers’
plateaued between 7 and 10 lx of
mean intersection illuminance

Motivated by the above research gaps, this study quantified the safety effects of the
illuminance photometry on the nighttime crash frequency on roadway segments. A random
parameter negative binomial model was applied to quantify the effects of illuminance mean and
standard deviation on nighttime crash frequency. And a matched case-control study was applied
to address confounding effects of illuminance standard deviation on illuminance mean and
spatially unrelated extreme values for ratio-based uniformity. Based on the modeling results,
reliable CMFs were developed for average illuminance level and uniformity.
1.2. Recursive Bivariate Probit Analysis of Fatalities and Improper Actions in
Motorcycle-Vehicle Crashes on Horizontal Curves
Motorcycle crashes on horizontal curves are overrepresented in the United States. Texas
Motorcycle Crash Facts (Texas DPS, 2018) indicate that motorcyclists experience fatal and
severe crashes eight times more than non-motorcyclists on curves. Several motorcycle safety
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studies (Castro et al., 2016; Das et al., 2018; Wang et al., 2014) have pointed out that a
motorcycle running wide on a curve is more likely to lose control and cause severe injuries or
fatalities. In Florida, crash data indicate that over half (57%) of fatal single-motorcycle crashes
and 36% of incapacitating injury single-motorcycle crashes occur on horizontal curves, which
account for only 6% of the total vehicle miles traveled (VMT) in Florida (Wang et al., 2014).
Several previous studies have investigated the effects of the presence of horizontal curves
on motorcycle crash risks (Abdul Manan et al., 2013; Author et al., 2013; Gabauer and Li, 2015;
Haque et al., 2010a; Harnen et al., 2006; HARNEN et al., 2003; Jeihani et al., 2010; Quddus et
al., 2001; Sharma et al., 2013) and injury severity (Savolainen and Mannering, 2007) (Rifaat et
al., 2012a; Schneider IV et al., 2012a; Shankar and Mannering, 1996). Additionally, some
studies have quantified the effects of curve characteristics (e.g., radius, alignment type, and
length) on motorcycle crash risks. For example, Chen et al. concluded that the reverse curve is a
primary contributing factor to motorcycle crash occurrence on exit ramps (Chen et al., 2014).
Xin et al. (Xin et al., 2017b) indicated that an increase in curve radius near-logarithmically
reduced motorcycle crash frequency on rural two-lane roadways. The likelihood of motorcycle
crash occurrence on reverse curves, compared to on non-reverse curves, decreased by 39%.
Another study conducted by Xin et al. (Xin et al., 2017a) revealed that sharp curves (radius <
1,500 ft) tend to increase the probability of fatal/severe injury in single-motorcycle crashes by
7.7%, and 63.8% of single-motorcycle crashes occurring on reverse curves are more likely to
result in severe injury. In these studies, other roadway characteristics and environmental factors
were also found to significantly influence crash injury severity (e.g., lighting conditions, day of
the week, collision type).
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Motorcyclists' high-risk behaviors such as excess speed, unawareness of horizontal
curves, and aggressive curve negotiating behaviors are believed to be primary causes
contributing to severe injuries and fatalities in curve-related motorcycle crashes (Condon, 2017).
Given that at-fault motorcyclists are more likely to experience fatalities in multi-vehicle crashes
(Savolainen and Mannering, 2007), a few studies have examined contributing factors for
motorcyclists' high risk behaviors (at fault) in the event of a motorcycle crash. Using data from
Greece, one study (Yannis et al., 2005) investigated the combined effect of rider age and engine
size on motorcycle at-fault risk. It was found that young riders (15-17 age group) are more likely
to be at fault in a crash compared to other age groups. Haque et al. developed binary logit models
to identify factors contributing to the at-fault risk of motorcyclists involved in crashes at
intersections, on expressways, and at non-intersections; factors included time trend, nighttime
indicator, surveillance camera, surface condition, lane configuration, speed limit, rider
characteristics, passenger, license class, engine capacity, registration, and crash type (Haque et
al., 2009). Jalayer and Zhou (Jalayer and Zhou, 2016) concluded that the most significant
contributors to the frequency and severity of at-fault motorcycle-involved crashes are light
conditions, time of day, driver condition, and weather conditions. Schneider et al. adopted a
multivariate probit (MVP) model to simultaneously assess the impacts of motorcyclist- and
driver-related factors on motorcyclist at-fault status and other high-risk behaviors such as
impaired riding/driving, insurance, and safety device use (Schneider IV et al., 2012a). The model
showed that younger motorcyclists were more likely to be at fault in the event of a collision, and
to be under the influence of alcohol, riding without insurance, or not wearing a helmet. They also
found that motorcyclists were more likely to be at fault in crashes that occurred on horizontal
curves (56.8% more likely).
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Wang et al.(Wang et al., 2021) indicated that a cause-effect chain exists in traffic crashes:
some contributing factors directly impact injury severity in crashes, and others may influence
drivers' improper actions; with the assumption of improper actions connecting to injury severity,
the factors that impact improper actions potentially have an indirect influence on injury severity.
In a curve-related motorcycle-vehicle crash (a crash involving a motorcycle and a vehicle), as
shown in Figure 1.2, this concept can be extended as multiple chains: 1) some factors (i.e.,
roadway/environment, motorcycle/vehicle features, and rider/driver characteristics) influence
riders' improper actions and indirectly impact crash outcomes (injury severity); 2) other factors
influence drivers' improper actions that may contribute to injury severity; consequently, these
factors may impact crash outcomes (severity) indirectly; and 3) some factors directly contribute
to injury severity. If some factors have both indirect effects (through either riders' or drivers'
improper actions) and direct effects, these factors present a joint effect on the crash injury.

Contributing Factors

Roadway/Environment
Rider Improper Action

Injury Severity
Motorcycle/Vehicle

Driver Improper Action

Roadway/Enviroment

Direct Effect

Indirect Effect

Figure 1.2 Concepts of Cause-Effect Chains in Motorcycle-Vehicle Crashes on Horizontal
Curves
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Understanding the cause-effect chains could provide insight into the causality of
motorcycle-vehicle crashes on horizontal curves and prove beneficial for developing proactive
and effective countermeasures to prevent motorcycle injuries/fatalities. Previous studies,
however, did not investigate the cause-effect chains and address the direct, indirect, and joint
effects of contributing factors on injury severity, especially the role of driver improper actions
in motorcycle crashes. To fill the research gap, this study aims to develop a recursive bivariate
analysis framework to simultaneously estimate the effects of covariates on motorcyclist fatality
and improper actions (for both riders and drivers) in curve-related motorcycle-vehicle crashes.
1.3. Combining Structured Data and Satellite Image for Traffic Crash Hot Spot
Identification and Prediction Using Florida Data
Roadway crashes have become a significant cause of human deaths and injuries and
caused much economic damage. According to World Health Organization (WHO), about 1.35
million people died in traffic crashes, and over 50 million people were injured from traffic
crashes in 2016 (World Health Organization, 2020). Nationally, in the U.S., the latest decade
witnessed an increase of over 10% in traffic fatalities (National Highway Traffic Safety
Administration (NHTSA), 2019). Similarly, in Florida, fatal crashes increased by 4.62% from
2019 to 2020 (Florida Department of Highway Safety and Motor Vehicles, 2021). To reduce the
economic loss due to traffic crashes, scholars and researchers have been proposing different
approaches to understand the causal factors, for example, infeasible roadway design, to crash
occurrences and mitigate traffic crashes.
Crash hot spot, also referred as a high-risk crash location or black spot, is a term in
highway safety management to represent road sections that suffer from high crash risks (BITRE,
2012). Precise identification of crash hot spots help decision makers to implement cost-effective
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crash risk reduction measures (e.g., speed reduction, roadway maintenance and improvement) on
the right locations, while misidentification of crash hot spots, will lead to inefficient use of the
limited resources (Mahmoud et al., 2021; Qu and Meng, 2014; Wang et al., 2020). Therefore,
crash hot spot identification has gained more attention to planners, land use transportation
agencies and other decision makers to enhance roadway safety.
Different crash hot spot identification (HSID) approaches based on crash types (i.e.,
network screening) have been utilized based on the Highway Safety Manual (HSM). The most
common approach was using econometric models to relate crashes to potential explanatory
variables such as roadway features, traffic information, and demographic characteristics (AbdelAty and Haleem, 2011; Lee and Abdel-aty, 2005; Xing et al., 2020). Through these approaches,
high-risk sections could be identified (Mahmoud et al., 2021). Those crash prediction models
were commonly used at macro-level (i.e., intersection, segment, or zone levels) incorporating
safety with transportation planning. The aggregated safety risk of macro-level sites, without
considering drivers’ perception changes along roadside scene changes, makes the safety
prediction too general. The predictions may cause transportation planners or other authorities to
waste the limited budget and resources on the “low-risk roadway sections”.
Some studies adopted crash prediction models in micro-level (i.e., grid square, subsection) (BITRE, 2012; Najjar et al., 2017).For example, Najjar et al. (Najjar et al., 2017) used
square grid unit in 30m *30m to map the roadway safety in New York City and Denver city. The
micro-level approaches can help transportation agencies to take operations to the true high-risk
road sections, instead of wasting limited resources on the general risky roadway sections. Thus,
this study uses microscopic study object, the grid unit in a given size, to represent the spatial
characteristics and the crash risk.
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Other than aggregation level of study objects, existing crash hot spot identification
(HSID) methods mainly use only structured data (Bullough et al., 2013; Lee et al., 2011; Lee and
Abdel-aty, 2005; Xing et al., 2020). Structured data, usually has a standardized format and is
easily accessed and analyzed. Here, structured data includes roadway features, traffic
information and other recorded data. These data can provide detailed information about roadway
geometric design of a macro-level section, while they may hide variations of some crash patterns
at the level of a micro object from the perspective of crash risk, for example, the artificial
lighting patterns (Yang et al., 2019).
Satellite imagery has become abundant, affordable and higher in resolution with recent
advances in imaging technology (Gupta et al., 2019). The bird’s eye view of satellite images can
provide fruitful and detailed visual cues related to environmental and social aspects of urban
planning. Although satellite images precisely capture the geometric characteristics of the
roadways and the information on the surroundings and roadside scenes influencing safety (Hu et
al., 2021; Tanprasert et al., 2020), it is an unstructured form of data. It is difficult to extract
useful insights and merge with structured data on road safety directly from satellite images. We
overcome the problem by developing a combined neural network model to fuse the structured
and unstructured data on large-sampled datasets (20,000 and 30,000). To the best of our
knowledge, no work has been done on using collected structured data and satellite images to
predict road safety.
To this end, this research aims to make the following contributions to the literature:
1) This research uses a micro roadway facility unit, a square grid unit, as the study
object. This grid square unit can capture the roadway crash risks more precisely from a micro
perspective.
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2) This research proposed a mixed-data input model to integrate the satellite image data
into traditional recorded roadway and traffic data.
The proposed mixed-data model can significantly improve the crash hot spot
identification accuracy based on our findings. The best model predicted crash hot spot with an
accuracy of 88% on test dataset.
Following this finding, roadway safety management can efficiently and effectively
develop their safety diagnosis system and roadway maintenance system. Transportation
engineers, urban planners, and other transportation agencies can use the approach in engineering
practice to avoid the time-consuming investigation and save costs on roadway safety diagnosis
across different roadways.
1.4. Research Goal and Questions
Based on the research gaps revealed in the introduction, this dissertation aims to answer
the following research questions.
1) What are the safety effects of roadway illuminance along roadway corridors on crash
frequency? How would roadway illuminance mean, and standard deviation affect the crash risks
on a roadway segment?
2) What are the factors contributing to rider and driver improper actions and motorcycle
fatalities in curve-related motorcycle-vehicle crashes? How could these factors affect the
motorcycle fatalities on horizontal curves?
3) What is the appropriate method to recognize crash high-risk zone using transportation
big data, including structured roadway characteristics and traffic data and unstructured data,
satellite images?
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1.5. Dissertation Overview
This dissertation identified the two high-risk patterns in crash analysis, nighttime crash
and motorcycle crashes and utilized economic models to quantify the effects of lighting on
nighttime crash risks and develop the cause-and-effect chains for motorcycle crash fatalities to
prevent them. Further, the dissertation proposed a combined neural network using both
traditional traffic data and satellite images to identify the high-risk road spot in the roadway
network.
Chapter 2 investigated the safety effects of roadway illuminance (mean and standard
deviation) on crash frequency along roadway segments using econometric models. We also
developed reliable CMFs based on the econometric modeling results.
Chapter 3 explored the cause-effect chains for motorcycle rider and vehicle driver
improper actions and motorcycle fatalities on horizontal curves. We examined the factors
directly contributing to the fatalities in motorcycle crashes in details.
Chapter 4 developed a combined neural network model using both roadway characteristic
and traffic data and satellite images to identify the crash high-risk spot and non-crash safe spots
on the roadway network in Florida.
Chapter 5 concludes this dissertation with discussion of findings and future research.
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Chapter 2: Safety Effects of Street Lighting Illuminance on Roadway Segments1
2.1. Lighting Illuminance Data Collection and Processing
2.1.1. Advanced Lighting Measurement System
Horizontal illuminance data were collected in Tampa Bay roadway corridors for more
than 300 center miles in 2012–2014 using the Advanced Lighting Measurement System (ALMS)
developed by the Center for Urban Transportation Research (CUTR) at the University of South
Florida (Johnson et al., 2014). All data collection activities were conducted in a fully dark
environment (9:30–11:59 PM). First, a total of 440 roadway segments with streetlights were
identified based on the following criteria: (1) roadway sections between two successive
signalized intersections, (2) 500 ft or longer, (3) equipped with high pressure sodium (HPS) light
bulbs, and (4) no upgrade on street lighting in past several years. To exclude the influence from
adjacent signalized intersections, a 250-ft buffer was subtracted from the two ends of the
roadway segments. The illuminance data were imported into a GIS layer and spatially matched
to each site in ArcGIS, as shown in Figure 2.1.

Figure 2.1 ALMS, Illuminance Data, and Segment Study Area
1

This chapter is derived in part from an article published in Transportation Injury Prevention, available 18 Jan. 2019, copyright

Taylor & Francis.
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2.1.2. Crash Data
Four years of historical crash data (2011–2014) were collected in the selected roadway
segments and split into two groups: daylight (crashes occurred in daylight) and nighttime
(crashes occurred in dark or dark with lighting). The lighting conditions of dawn and dusk were
excluded from nighttime crashes to fully eliminate the influence of sunlight. In all, 3,318
nighttime crashes and 9,755 daylight crashes were matched to the selected roadway segments.
Roadway characteristics including traffic exposure and geometric information were collected
from the Florida Roadway Inventory Characteristics (RCI) database for each selected roadway
segment. Finally, all the collected data were organized at the segment level, as summarized in
Table 2.1.
Table 2.1 Descriptive Statistics of Nighttime Crash Data on Selected Roadway Segments
Variable Description
(N = 440 observations)
Crash
Number of nighttime crashes (4 years, 2011–2014)
Number of daytime crashes (4 years, 2011–2014)
Horizontal Illumination
Mean horizontal illuminance (fc)
Standard deviation of horizontal illuminance
Quotient of mean and standard deviation for
horizontal illuminance
Traffic
Natural logarithm of AADT
High truck percentage percent indicator (1 if truck
percentage > 3%,0 otherwise)
Geometry
Length of roadway segment (mi)
Access density (number of access points per mi)
Undivided road indicator (1 if undivided road, 0 if
divided)
Land Use
Commercial land use indicator (1 if commercial, 0
otherwise)

Mean

Std.

Max.

Min.

7.541
22.17

8.612
24.302

99
203

0
0

0.661
0.468

0.324
0.186

1.433
0.905

0.007
0.010

1.434

0.643

0.280

4.240

0.720 11.374

8.006

10.126
0.759

0.428

1

0

0.482
11.327

0.523
8.095

6.566
45

0.095
0

0.125

0.331

1

0

0.325

0.469

1

0
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Table 2.1 (Continued)
Urban classification indicator (1 if highway location
inside urban limits but not inside city limits; 0
otherwise)

0.434

0.496

1

0

2.2. Crash Modification Function Development Using Negative Binomial Models
Since illuminance and crash data were fully observed without any control in a crosssectional study, the illuminance study has an endogeneity issue (Donnell et al., 2010), which
usually refers to an explanatory variable (e.g., mean horizontal illuminance) correlated to the
error term. There are two major causes of endogeneity in illuminance data: (1) unobserved
(omitted) confounding variables related to both horizontal illuminance and nighttime crash
frequency, and (2) simultaneous causality between illuminance and nighttime crash frequency—
that is, transportation agencies tend to increase street lighting levels based on nighttime crash
records (selectivity bias). This study addressed the first issue (unobserved heterogeneity) using
random parameter models. The night-to-day crash ratio also was used to hedge interferences
from confounding factors unrelated to street illuminance.
2.2.1. Random Parameter Negative Binomial Model
A wide range of statistic methodologies has been developed to describe the relationship
between crash frequency (typically, count data) and explanatory variables. These methodologies
were comprehensively reviewed and assessed by two papers (Lord and Mannering, 2010;
Mannering and Bhat, 2014). The negative binomial (NB) model is widely used in fitting crashfrequency data, as this model can overcome over-dispersion that is a common feature of crashfrequency data (Lord and Mannering, 2010). The NB density function is given below:
1⁄
𝛼
𝑃(𝑦𝑖 ) = (
)
1⁄ + 𝜆
𝑖
𝛼

1⁄
𝛼

Γ(1⁄𝛼 + 𝑦𝑖 )
𝑖
(
)
Γ(1⁄𝛼 )𝑦𝑖 ! 1⁄𝛼 + 𝜆𝑖

𝑦𝑖

(1)
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where 𝑃(𝑦𝑖 ) is the probability of roadway segment 𝑖 having 𝑦𝑖 crashes per period; 𝛼 is the
overdispersion parameter; Γ(∙) is a gamma function; 𝜆𝑖 = 𝐸 (𝑦𝑖 ) is the expected crash number on
segment 𝑖 per period, adopting a log-linear formula:
𝜆𝑖 = 𝐸𝑋𝑃(𝛽𝑋𝑖 ) ∙ 𝐸𝑋𝑃(𝜀𝑖 )

(2)

where 𝐸𝑋𝑃(𝜀𝑖 ) is a gamma-distributed error term with mean 1 and variance 𝛼 2 . The random
parameters negative binomial (RPNB) model allows some parameters to vary across
observations (segments), rather than being fixed in the traditional NB model. The random
coefficient associating the 𝑖𝑡ℎ observation (segment) is expressed as
𝛽𝑖 = 𝛽 + 𝜑𝑖

(3)

where 𝜑𝑖 is a randomly distributed term with mean 0 and variance σ2. With this, the loglikelihood function can be shown as
𝐿𝐿(𝛽 ) = ∑ 𝑙𝑛 ∫ 𝑓(𝜑𝑖 )𝑃(𝑦𝑖 |𝜑𝑖 ) 𝑑𝜑𝑖
∀𝑖

(4)

𝜑𝑖

where 𝑓 (∙) is the probability function of 𝜑𝑖 . Since the log-likelihood function cannot be derived
to a closed form, the simulated maximum likelihood approach with a Halton sequence was used
to estimate the model parameters (Train, 2009).
2.2.2. Expected Night-to-day Odds Ratio
The night-to-day crash ratio is assumed to control variations in nighttime crash risk that
are unrelated to lighting by incorporating daylight crash risk (Rea et al., 2009). Donnell et al.
(Donnell et al., 2010)recommended that expected night-to-day crash ratio is superior to the
observed night-to-day crash ratio since expected night-to-day crash ratio can address the random
fluctuation in crash data and the influence from a number of contributing factors in addition to
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lighting. Another benefit of expected night-to-day crash ratio is to avoid division by zero since
many zero observations exist in either nighttime crash data or daylight crash data.
The crash modification factor (CMF) based on expected night-to-day crash odds ratio,
which represents the change of relative nighttime crash risk due to the change of horizontal
illuminance (in foot-candle, so symbolled as HFC in this chapter) condition from A to B, holding
all other variables constant, can be derived from Eq.2:
𝐶𝑀𝐹𝐴→𝐵 =

𝐸 (𝑁𝐵 ) 𝐸 (𝑁𝐴 )
𝑁
𝐷 )
÷
= 𝐸𝑋𝑃 [(𝛽𝐻𝐹𝐶
− 𝛽𝐻𝐹𝐶
× (𝑥𝐵𝐻𝐹𝐶 − 𝑥𝐴𝐻𝐹𝐶 )]
𝐸 (𝐷𝐵 ) 𝐸 (𝐷𝐴 )

(5)

where 𝐸 (𝑁𝐴 ) and 𝐸 (𝑁𝐵 ) are the expected nighttime crash frequency with illuminance conditions
A and B, respectively, and 𝐸 (𝐷𝐴 ) and 𝐸 (𝐷𝐵 ) are the expected daylight crash frequencies
𝑁
corresponding to conditions A and B at the same site, respectively; 𝛽𝐻𝐹𝐶
is the coefficient of
𝐷
illuminance in the nighttime crash frequency model; 𝛽𝐻𝐹𝐶
is the coefficient of illuminance in the

daytime crash model; 𝑥𝐴𝐻𝐹𝐶 and 𝑥𝐵𝐻𝐹𝐶 represent the illuminance condition A and B, respectively.
If the illuminance condition variable adopts a natural-logarithm form, for example, 𝑥𝐴𝐻𝐹𝐶 = Log
(𝐻𝐹𝐶𝐴 ); 𝑥𝐵𝐻𝐹𝐶 = Log (𝐻𝐹𝐶𝐵 ), Eq.5 can be simplified as
𝑁

𝐶𝑀𝐹𝐴→𝐵

𝐷

𝐻𝐹𝐶𝐵 (𝛽𝐻𝐹𝐶 −𝛽𝐻𝐹𝐶 )
= (
)
𝐻𝐹𝐶𝐴

(6)

where 𝐻𝐹𝐶𝐴 and 𝐻𝐹𝐶𝐵 represent the horizonal illuminance condition A and B in foot-candle,
𝑁
𝐷
respectively. The coefficients of horizontal illuminance (𝛽𝐻𝐹𝐶
and 𝛽𝐻𝐹𝐶
) are estimated by the
𝑁
𝐷
̂
̂
Maximum Likelihood Estimator, denoted as 𝛽
𝐻𝐹𝐶 and 𝛽𝐻𝐹𝐶 , respectively. By the Theory of
𝑁
𝐷
𝑁
𝐷
̂
̂
̅̅̅̅̅̅
̅̅̅̅̅̅
Likelihood, 𝛽
𝐻𝐹𝐶 and 𝛽𝐻𝐹𝐶 are asymptotic-normally distributed with means of 𝛽𝐻𝐹𝐶 and 𝛽𝐻𝐹𝐶
𝑁
(estimation means of illuminance coefficients in the model) and standard deviations of 𝑠̂
𝐻𝐹𝐶 and
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𝐷
𝑠̂
𝐻𝐹𝐶 (standard errors of illuminance coefficients estimations in the model). The difference of the

two coefficients (Δ𝛽̂ ) is asymptotically distributed as
𝑁
𝐷
𝑁
𝐷
𝑁 2
𝐷 2
̂
̂
̂
̂
Δ𝛽̂ = 𝛽
𝐻𝐹𝐶 − 𝛽𝐻𝐹𝐶 ~ 𝑁 (𝛽𝐻𝐹𝐶 − 𝛽𝐻𝐹𝐶 , 𝑠𝐻𝐹𝐶 + 𝑠𝐻𝐹𝐶 )

(7)

where 𝑁(𝑚𝑒𝑎𝑛, 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒) represents a normal distribution with two parameters: mean and
variance. Taking the logarithm for both sides in Eq.6, we have
𝐿𝑁(𝐶𝑀𝐹𝐴→𝐵 )

(8)

Since the logarithm of the quotient of 𝐻𝐹𝐶𝐴 and 𝐻𝐹𝐶𝐵 in Eq.8 is a constant once the two
illuminance conditions are specified, the logarithm of 𝐶𝑀𝐹𝐴→𝐵 is normally distribute and
𝐻𝐹𝐶

𝐶𝑀𝐹𝐴→𝐵 follows a log-normal distribution with mean of Δ𝛽 ∙ 𝐿𝑁 (𝐻𝐹𝐶𝐵 ) and standard deviation
𝐴

2

2

𝐻𝐹𝐶

𝑁
𝐷
of √(𝑠𝐻𝐹𝐶
+ 𝑠𝐻𝐹𝐶
) ∙ 𝐿𝑁 (𝐻𝐹𝐶𝐵 ). If we use the mean of 𝐶𝑀𝐹𝐴→𝐵 as the estimation of 𝐶𝑀𝐹𝐴→𝐵 ,
𝐴

the equation of 𝐶𝑀𝐹𝐴→𝐵 with the correction by standard errors of coefficient estimation is given
as
𝐻𝐹𝐶𝐵 2
𝑁 2
𝐷 2
(𝑠𝐻𝐹𝐶
+𝑠𝐻𝐹𝐶
)∙[𝐿𝑁(
)]
𝐻𝐹𝐶
𝐻𝐹𝐶𝐴
̂
𝑁
𝐷
𝐵
{(𝛽̂
}
𝐻𝐹𝐶 −𝛽𝐻𝐹𝐶 )∙𝐿𝑁(𝐻𝐹𝐶𝐴 )+
2

(9)

𝐶𝑀𝐹𝐴→𝐵 = 𝑒
Considering 𝐶𝑀𝐹𝐴→𝐵 is a monotonic function of the difference of the nighttime and
daylight illuminance coefficients if fixing illuminance conditions (𝐻𝐹𝐶𝐴 and 𝐻𝐹𝐶𝐵 ) and the
randomness of 𝐶𝑀𝐹𝐴→𝐵 is fully based on Δ𝛽̂ , the Confidence Interval (CI) for 𝐶𝑀𝐹𝐴→𝐵 at a
given confidence level (for example, 95%) can be derived as
𝐶𝐼𝐶𝑀𝐹

𝐻𝐹𝐶𝐵 𝐿𝐵 𝐻𝐹𝐶𝐵 𝑈𝐵
= {𝑀𝑖𝑛 [(
) ,(
) ],
𝐻𝐹𝐶𝐴
𝐻𝐹𝐶𝐴

𝐻𝐹𝐶𝐵 𝐿𝐵 𝐻𝐹𝐶𝐵 𝑈𝐵
𝑀𝑎𝑥 [(
) ,(
) ]}
𝐻𝐹𝐶𝐴
𝐻𝐹𝐶𝐴

(10)

where 𝐿𝐵 and 𝑈𝐵 are the low bound and the upper bound of the CI of Δ𝛽̂ at the given
confidence level.
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2.3. Negative Binomial Model Results
The software package NLOGIT 5 (Econometric Software Inc, 2018) was used to estimate
the coefficients of RPNB models using the Maximum Simulated Likelihood (MSL) Estimator.
Two normally distributed random variables (segment length and access density) were identified
after 300 Halton draws in both the nighttime model and the daylight model. The fitted RPNB
models are presented in Table 2.2.
Table 2.2 Fitted Random Parameter Negative Binomial Models for Mean of Horizontal
Illuminance
Variable
Nighttime Model
Constant
Mean of horizontal illuminance (fc)
Variation of horizontal illuminance
(= Standard deviation of horizontal
illuminance if horizontal illuminance
means> 0.44; = 0 if otherwise)
(Standard deviation)
Natural logarithm of AADT
High truck percentage indicator (1 if
truck percentage > 3%, 0 otherwise)
Length of roadway segment (mi)
(Standard deviation)
Access density (number of access points
per mi)
(Standard deviation)
Undivided highway indicator (1 if
roadway is undivided; 0 otherwise)
Overdispersion factor (1/α)
Model Statistics
Log-likelihood at convergence
Pseudo R-squared
AIC/N (N = 440 observations)
Daytime Model
Constant
Mean of horizontal illuminance (fc)

Coef.

SE.

z-statistics

95% CI

-4.328
-0.392

0.624
0.176

-6.93
-2.22

(-5.551, -3.105)
(-0.738, -0.046)

0.475
(0.316)

0.212
(0.70)

2.25
(4.47)

(0.061, 0.890)
(0.177, 0.455)

0.481

0.058

8.32

(0.368, 0.594)

0.273

0.089

3.08

(0.100, 0.447)

1.162
(0.231)

0.075
(0.039)

15.55
(5.93)

(1.015, 1.308)
(0.155, 0.308)

0.036
(0.017)

0.005
(0.003)

7.48
(6.75)

(0.026, 0.045)
(0.012, 0.022)

0.416

0.132

3.15

(0.157,0.674)

3.019

0.316

9.55

(2.399, 3.638)

0.533
0.170

-8.86
-1.16

(-5.765, -3.676)
(-0.531, 0.137)

-1241.69
0.832
5.703
-4.72
-0.197
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Table 2.2 (Continued)
Variation of horizontal illuminance
(= Standard deviation of horizontal
illuminance if horizontal illuminance
means> 0.44; = 0 if otherwise)
Natural logarithm of AADT
High truck percentage indicator (1 if truck
percentage > 3%, 0 otherwise)
Length of roadway segment (mi)
(Standard deviation)
Access density (number of access points
per mi)
(Standard deviation)
Commercial land use indicator (1 if type
of land use is commercial, 0 otherwise)
Urban classification indicator (1 if inside
urban limits but not inside city limits; 0
otherwise)
Overdispersion factor (1/α)
Model Statistics
Log-likelihood at convergence
Pseudo R-squared
AIC/N (N = 440 observations)

0.475
(0.367)

0.199
(0.068)

2.38
(5.41)

(0.084,0.865)
(0.234,0.500)

0.613

0.052

11.91

(0.512, 0.714)

0.197

0.091

2.17

(0.019, 0.376)

1.050
(0.194)

0.081
(0.046)

12.90
(4.18)

(0.890, 1.209)
(0.103, 0.286)

0.034
(0.012)

0.005
(0.002)

7.55
(4.79)

(0.026, 0.043)
(0.007, 0.017)

0.152

0.081

1.87

(-0.007, 0.311)

0.456

0.086

5.33

(0.288, 0.624)

2.454

0.193

12.69

(2.075, 2.833)
-1675.3
0.942
7.674

2.3.1. Horizontal Illuminance
Two major photometric parameters are used to measure street lighting patterns on
roadway segments.
The coefficient of the natural logarithm of the mean horizontal illuminance in the
nighttime model is normally distributed, with a mean of -0.126 and a standard deviation of 0.094. This suggests that an increase in mean horizontal illuminance tends to decrease nighttime
crash frequency on 91% of segments and tends to increase nighttime crash frequency on the
remaining 9% of segments. Mean horizontal illuminance is correlated to several confounding
factors that influence nighttime crash occurrence. Some correlated factors are observed (included
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in the sample). For example, transportation agencies usually require high illumination on highlevel roads that carry high travel demand (AASHTO, 2011). High horizontal illuminance usually
means high AADT and high functional classification. AADT or functional classification can be
included in the model. Some correlated factors are unobserved (not included in the sample), such
as safety designs (e.g., sight distance and curve radius), maintenance quality (e.g., pavement
roughness and friction), driving behaviors (e.g., careless/impaired/drowsy driving percentage),
etc. The randomness of coefficients captures the impacts from unobserved confounding factors
that vary over segments (Mannering et al., 2016). The effects of unobserved factors on mean
horizontal illuminance also exist in the daylight model—the horizontal illuminance is
insignificant but randomly distributed with a mean of -0.086 and a standard deviation of 0.105.
Based on the developed nighttime and daylight models, a general formula of CMF for
horizontal illuminance is derived from the night-to-day odds ratio:
𝐶𝑀𝐹Horizontal Illuminance

𝐻𝐹𝐶 (−0.044)
= (
)
𝐻𝐹𝐶base

(11)

where 𝐻𝐹𝐶 is the target horizontal illuminance in foot-candle and 𝐻𝐹𝐶base is the baseline. The
R package “boot” (Canty and Ripley, 2017) was used to conduct the procedure of bootstrap
resampling. Figure 2.2presents the curve of CMF based on expected N-D odds ratio (Eq. 8),
assuming the baseline is 0.2 fc and its 95% bootstrapped Confidence Interval (CI). The curve
shows that the CMF progressively decreases with an increase in average horizontal illuminance.
The effect of horizontal illuminance is more significant in its low range than its high range. For
comparison, the CMF based on the nighttime RPNB model (=0.2 ∗ 𝐻𝐹𝐶 (−0.126) × 100%) is also
displayed in Figure 2.2, showing that the CMF based on expected night-to-day crash ratio is
more reasonable than the RPNB-based CMF that overestimates the effects of mean horizontal
illuminance.
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The 95% CI of CMF excludes one in the range of average horizontal illuminance ≤ 0.1 fc
or ≥ 0.4 fc as shown in Figure 2.2. The width of 95% CI gradually increases with an increase in
the distance between the target illuminance and the baseline (0.2 fc in Figure 2.2)

Figure 2.2 CMFs for Illuminance Mean and Standard Deviation
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Stabdard Deviation of Horizontal Illuminance
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Figure 2.3 Correlation between Standard Deviation and Mean of Horizontal Illuminance
2.3.2. Standard Deviation of Horizontal Illuminance
The standard deviation of horizontal illuminance represents the diversity (or uniformity)
of the street lighting pattern along road segments. As shown in Table 2.3, its positive and fixed
coefficient in the nighttime model indicates that increases in illuminance standard deviation
significantly and consistently tend to increase nighttime crashes on all road segments. The
coefficient of illuminance standard deviation is significant and normally distributed in the
daylight model. It is however contradicting to the intuition that the streetlight pattern should not
have a relationship with daylight crash occurrence. As discussed above, street lighting patterns
associate various confounding factors that influence daylight crash occurrence. Although
illuminance uniformity has no impact on daylight safety, the confounding factors may pose a
significant impact on daylight crash frequency. The randomness of the coefficient is caused by
unobserved confounding variables associating with illuminance uniformity and vary over
segments. For example, a poor illuminance uniformity (high standard deviation) may indicate
poor safety design standards and maintenance quality that tend to increase both nighttime and
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daylight crashes, and safety design standards and maintenance quality are different across
segments with similar illuminance standard deviation.
Table 2.3 Fitted Random Parameter Negative Binomial Models for Standard Deviation of
Horizontal Illuminance
Variable
Nighttime Model
Constant
Standard deviation of horizontal
illuminance (fc)
(Standard deviation)
Mean of horizontal illuminance
(=Horizontal illuminances mean if
standard deviation of horizontal
illuminance> 0.44; = 0 if otherwise)
Natural logarithm of AADT
High truck percentage indicator (1 if truck
percentage > 3%, 0 otherwise)
Length of roadway segment (mi)
(Standard deviation)
Access density (number of access points
per mi)
(Standard deviation)
Urban classification indicator (1 if inside
urban limits but not inside city limits;
0 otherwise)
Undivided highway indicator (1 if
roadway is undivided; 0 otherwise)
Overdispersion factor (1/α)
Model Statistics
Log-likelihood at convergence
Pseudo R-squared
AIC/N (N = 440 observations)
Daytime Model
Constant
Standard deviation of horizontal
illuminance (fc)
(Standard deviation)
Natural logarithm of AADT
Length of roadway segment (mi)
(Standard deviation)

Coef.

SE.

z-statistics

95% CI

-5.056

0.663

-7.62

(-6.356, 3.755)

0.735
(0.522)

0.253
(0.066)

2.91
(7.92)

(0.239, 1.231)
(0.391,0.651)

-0.342

0.120

-2.85

(-0.576, 0.107)

0.528

0.058

9.08

(0.414, 0.642)

0.237

0.088

2.69

(0.064, 0.41)

1.164
(0.201)

0.071
(0.038)

16.31
(5.33)

(1.024, 1.304)
(0.127, 0.275)

0.037
(0.018)

0.005
(0.002)

8.11
(7.68)

(0.028, 0.046)
(0.014, 0.023)

0.287

0.083

3.47

(0.125, 0.449)

0.453

0.127

3.56

(0.203, 0.702)

3.328

0.413

9.02

(2.917, 4.538)

-4.929

0.544

-9.07

(-5.995, 3.864)

0.526
(0.446)

0.178
(0.065)

2.96
(6.86)

(0.177, 0.875)
(0.318, 0.573)

0.612
1.070
(0.178)

0.051
0.078
(0.044)

12.09
13.66
(4.07)

(0.512, 0.711)
(0.916, 1.223)
(0.093, 0.264)

-1238.826
0.832
5.690
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Table 2.3 (Continued)
Access density (number of access points
per mi)
(Standard deviation)
Commercial land use indicator (1 if type
of land use is commercial, 0
otherwise)
Urban classification indicator (1 if inside
urban limits but not inside city limits;
0 otherwise)
High truck percentage indicator (1 if truck
percentage > 3%, 0 otherwise)
Overdispersion factor (1/α)
Model Statistics
Log-likelihood at convergence
Pseudo R-squared
AIC/N (N = 440 observations)

0.035
(0.013)

0.004
(0.002)

7.91
(5.28)

(0.026, 0.043)
(0.008, 0.017)

0.167

0.077

2.15

(-0.015, 0.318)

0.475

0.081

5.85

(0.316, 0.633)

0.205

0.087

2.36

(0.035,0.375)

2.608

0.206

12.66

(2.204, 3.012)

-1673.41
0.942
7.661

In theory, a high standard deviation of horizontal illuminance, representing frequent
changes of contrasting high- and low-lit patterns, is more likely to cause human eyes to take time
to adapt new lighting conditions; driver vision is weakened during the adjustment period and,
consequently, may decrease visibility and increase driving risk at night. The standard deviation
of horizontal illuminance on a whole segment, however, is not necessary to capture the true
lighting pattern related to nighttime safety—that is, the change of contrasting high- and low-lit
lighting in two successive subsections along a travel route. Overall illuminance standard
deviation may represent the difference of lighting patterns in two unconnected subsections within
a long roadway segment; consequently, it may not connect to nighttime crash occurrence. Other
widely used uniformity measures, such as maximum illuminance over minimum illuminance
(max/min) or average illuminance over minimum illuminance (avg/min), have the same issue if
applied on a whole segment.
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2.3.3. Geometric, Land Use and Traffic
Two other random factors were identified in the nighttime model—segment length and
access density. Although the coefficient of segment length is normally distributed (mean = 1.184
and standard deviation = 0.257), the random effect is arbitrarily small—the coefficient is positive
across almost all observations. Thus, segment length can be a nearly fixed parameter.
Access density is defined as the number of access points divided by the segment length.
High access density implies more traffic conflicts between through traffic on major roads and
turning traffic from/to side streets and high crash risk. The coefficient of access density is
normally distributed with a mean of 0.037 and a standard deviation of 0.018. It can be concluded
that an increase in access density tends to increase the nighttime crash frequency on most
segments (98.1%). The effects of segment length and access density on daylight crashes are very
similar with those on nighttime crashes, as indicated previously in Table 2.2.
Undivided roads tend to increase nighttime crash frequency on roadway segments
compared to divided roads but have no significant impact on daylight crashes. Commercial land
use tends to increase daylight crashes but has no significant impact on nighttime crashes because
the difference of traffic exposures and patterns between commercial areas and residential areas
are significant in daytime and insignificant at night. If a road segment is in an urban area but out
of the city limits, nighttime or daylight crash frequencies tend to increase. AADT, as the
indicator of traffic exposure, significantly increases nighttime or daylight crashes. If the
percentage of heavy vehicles is greater than 3%, nighttime crash frequency will be increased.
This factor has no significant influence on daylight crashes.
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2.4. Crash Modification Function Development Using Matched-Case Control Method
2.4.1. Roadway Segment and Lighting Data Collection
From 2012 to 2014, the CUTR team completed illuminance measurements for more than
300 center-miles in Tampa Bay, Florida. The system gathered the measure points in a fully-dark
environment (9:30–11:59 PM) and exported the illuminance data with associated information
(location, time, speed, and/or special events) into an ArcGIS database.
In this study, 440 roadway corridors in urban and/or suburban areas with street lighting
data were identified based on the following criteria: (1) roadway sections between two
successive signalized intersections, (2) 600 ft or longer, (3) equipped with High Pressure Sodium
(HPS) light bulbs, and (4) no upgrade on street lighting in past several years. To exclude the
influence from adjacent signalized intersections, a 250-ft buffer was subtracted from the two
ends of the roadway corridors.
2.4.2. Case and Control Definition
The 440 measured corridors were split into 6,440 sub-segments with a uniform length of
600 ft. The case was defined as a 600-ft segment where at least one nighttime crash occurred in a
certain year, and the control was defined as a 600-ft segment that did not experience any crash in
a certain year. Each split segment was allocated as a case or a control for each year. A single
physical 600-ft segment might be a case or a control in different years. The number of cases and
controls in the study population are shown in Table 2.4.The study population contained 1,610
roadway segments (600 ft) in each single year. The measured street lighting points that fall into a
uniform segment were calculated for illuminance mean (average horizontal illuminance) and
illuminance standard deviation of the segment. Illuminance standard deviation was used as the
measure of illuminance uniformity for the segment.
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Table 2.4 Number of Cases and Controls in Population
Year
2011
2012
2013
2014
Total

Case Segments
446
442
484
518
1,890

Control Segments
1,164
1,168
1,126
1,092
4,550

Total Segments
1,610
1,610
1,610
1,610
6,440

2.4.3. Matching
Illuminance mean is a typical confounder for horizontal illuminance uniformity. Many
previous studies (Box, 1976, 1971; Janoff et al., 1978; Scott, 1980; Wang et al., 2017; Zhao et
al., 2015) have proven that illuminance mean is a significant factor contributing to nighttime
crash occurrence. On the other hand, illuminance mean is also connected to illuminance standard
deviation. In this sample, the Pearson’s correlation test for illuminance mean vs. illuminance
uniformity (the coefficient value = 0.7) showed that the two factors have a strong and positive
correlation that is significant at a confidence level of 99%. Since horizontal illuminance is nonnegative data, its standard deviation tends to be smaller when the illuminance mean is close to
zero. Conversely, with an increase in illuminance mean, the distribution of illuminance becomes
wider and the illuminance standard deviation tends to expand.
Other potential confounding factors include AADT, speed limit, and functional
classification. Traffic agencies are prone to install and maintain a high-level lighting system on
high-grade roadways that associate high traffic demand and high speed limit. Thus, high AADT,
high speed limit, and high roadway functional class, which are significant contributing factors to
nighttime crash occurrence, associate with low illuminance standard deviation (better
uniformity), but also connect to a high illuminance mean. Matching variables that are correlated
may lower the efficiency of the matched case-control study (Schlesselman, 1982). To avoid the
overmatching issue and insufficient controls, only the illuminance mean was matched to control
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its confounding effects on the illuminance standard deviation, and other factors (AADT, speed
limit, and functional classification) were fitted as covariates in the conditional logistic model.
Spatial interval is another potential confounder. It is easy to understand that a long
segment usually is accompanied by the high probability of a big variance in lighting pattern.
Segment length, as an exposure variable, is directly connected to nighttime crash frequency. To
control the influence of segment length, all segments were confined to 600 ft in this study. The
year indicator represents the temporal variation of unobserved factors that potentially influence
nighttime crash occurrence, such as driving behaviors, vehicle safety techniques, and
environmental conditions. To address temporal heterogeneity, the matching scheme was
conducted for each year.
It was impossible to match illuminance mean at exact values. Thus, illuminance mean
was categorized into four levels: < 0.4 fc, 0.4-0.8 fc, 0.8 fc – 1.0 fc, and > 1.0fc. With these
matching categories, cases were randomly matched to controls in each year by a case-control
ratio of 1:1, which was determined by the minimum ratio in all cells to make the power of design
achieve approximately 90% (Woodward, 2013). Matched categories and sample sizes for mean
by year are shown in Table 2.5.
Table 2.5 Match Categories and Sample Sizes for Illuminance Mean
Year
Mean (fc)
0-0.4
0.4-0.8
0.8-1.0
>1.0
Total

Case
122
153
98
73
446

2011
Control
368
388
253
155
1,164

Case
127
149
104
62
442

2012
Control
363
392
247
166
1,168

Case
145
153
113
73
484

2013
Control
345
388
238
155
1,126

Case
124
189
114
91
518

2014
Control
366
352
237
137
1,092

32

2.4.4. Conditional Logistic Model
Let 𝑖 (𝑖 = 1, 2, ⋯ , 𝐼 ) be an index to represent the matched case-control stratum. In each
stratum, 𝐽 controls are randomly matched to one case based on the similar values of confounding
variables. Let 𝑗 (𝑗 = 0, 1, 2, ⋯ , 𝐽) be an index to represent the observation record within each
stratum. Let 𝑘 (𝑘 = 0, 1, 2, ⋯ , 𝐾 ) be an index to represent the unmatched explanatory
variable𝑥𝑘 . The probability of a binary outcome associated with the unmatched explanatory
variables for 𝑗𝑡ℎ observation of the 𝑖 𝑡ℎ stratum can be given as
Pr(𝑦𝑖𝑗 = 1) = 1⁄{1 + 𝑒𝑥𝑝[−(𝛼𝑖 + ∑𝐾
𝑘=1 𝛽𝑘 𝑥𝑖𝑗𝑘 )]}

(12)

where Pr(𝑦𝑖𝑗 = 1) is the probability that the 𝑗𝑡ℎ observation in the 𝑖 𝑡ℎ stratum is a case; 𝑥𝑖𝑗 is a
row vector for 𝑘 unmatched explanatory variables 𝑥𝑖𝑗 = (𝑥𝑖𝑗1 , 𝑥𝑖𝑗2 , 𝑥𝑖𝑗3 , ⋯ , 𝑥𝑖𝑗𝑘 ); 𝑥𝑖𝑗𝑘 is the
specific value of 𝑘 𝑡ℎ unmatched explanatory variable for 𝑗𝑡ℎ observation in the 𝑖 𝑡ℎ stratum; 𝛼𝑖 is
the stratum-specific interpretation term reflecting the different combination effects of
confounding variables for different strata; and 𝛽𝑘 is estimated parameters for unmatched
explanatory variables.
The conditional likelihood for each stratum 𝑖 is based on the matched case-control design
that the case is the one with the row vector 𝑥𝑖0 and the controls are those with the other row
vectors 𝑥𝑖𝑗 (𝑗 = 1, 2, ⋯ , 𝐽) for 𝑘 unmatched explanatory variables. Because each observation
within the stratum shares the same characteristics of the confounding variables, the effects of the
confounding variables on conditional probability cannot be estimated. The conditional likelihood
𝐿(𝑌𝑖 |𝛽𝑘 ) of the stratum 𝑖 can be calculated as
𝐿(𝑌𝑖 |𝛽𝑘 ) = [1 + ∑𝐽𝑗=1 𝑒𝑥𝑝(∑𝐾
𝑘=1 𝛽𝑘 (𝑥𝑖𝑗𝑘 − 𝑥𝑖0𝑘 ))]

−1

(13)
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where 𝑥𝑖0𝑘 is the value of 𝑥𝑘 for a case in the 𝑖 𝑡ℎ stratum, and 𝑥𝑖𝑗𝑘 is the value of 𝑥𝑘 for the 𝑗𝑡ℎ
matched control in the 𝑖 𝑡ℎ stratum. Because the strata are assumed to be independent from each
other, the conditional log-likelihood function 𝐿𝐿(𝑌|𝛽𝑘 ) over the population of I strata can be
written as (Schlesselman, 1982)
𝐼

𝐽

𝐾

𝐿𝐿(𝑌|𝛽𝑘 ) = − ∑ 𝑙𝑛 [1 + ∑ 𝑒𝑥𝑝 (∑ 𝛽𝑘 (𝑥𝑖𝑗𝑘 − 𝑥𝑖0𝑘 ))]
𝑖=1

𝑗=1

(14)

𝑘=1

2.4.5. Descriptive Statistics
In the study, 1,785 cases with 1,785 matched controls were identified for modeling. The
descriptive statistics of unmatched risk factors (e.g., illuminance standard deviation, AADT,
roadway geometry, area type, and access design) for cases and controls are shown in Table
2.6.The matched case-control study indicates the likelihood of a potential risk factor by assessing
whether it is disproportionately distributed between the cases and controls. To examine and
quantify the risk associated with one factor while controlling for other factors, a conditional
logistic model was developed, as discussed in the next section.
Table 2.6 Descriptive Statistics of Key Variables in Matched Case-Control Study
Case (n=1,785)
Variable Description

Control (n=1,785)

Mean

Standard
Deviation

Mean

Standard
Deviation

Poor uniformity indicator (1 if standard deviation
is no more than 0.2 fc, 0 otherwise)
Average uniformity indicator (1 if standard
deviation is between 0.2 fc and 0.57fc, 0
otherwise)
Good
uniformity indicator (1 if standard deviation
is between 0.57fc and 0.7fc, 0 otherwise)

0.162

0.136

0.357

0.230

0.577

0.244

0.580

0.244

0.169

0.140

0.169

0.140

Excellent uniformity indicator (1 if standard
deviation is more than 0.7fc, 0 otherwise)
AADT (in 10,000)
Divided roadway indicator (1 if roadway is
physically divided or one-way, 0 otherwise)

0.092

0.083

0.056

0.053

3.241

1.754

2.992

1.543

0.315

0.148

0.347

0.476
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Table 2.6 (Continued)
Non access points indicator (1 if there is no
access points in this segment, 0 otherwise)
One access point indicator (1 if there is one access
point in this segment, 0 otherwise)
Multiple access points indicator (1 if there are
more than one access points in the segment, 0
otherwise)
Commercial area indicator (1 if roadway is in the
commercial area, 0 otherwise)
Multiple-lane indicator (1 if number of lanes is
more than 6, 0 otherwise)
Narrow shoulder width (1 if shoulder width is less
than 20ft; 0 otherwise)
Intermediate shoulder width (1 if shoulder width is
between 20ft and 40 ft: 0 otherwise)
Wide shoulder width (1 if shoulder width is more
than 40ft; 0 otherwise)

0.601

0.240

0.760

0.183

0.249

0.187

0.166

0.139

0.150

0.128

0.075

0.069

0.523

0.250

0.450

0.248

0.030

0.029

0.003

0.003

0.657

0.225

0.582

0.243

0.308

0.213

0.370

0.233

0.036

0.035

0.048

0.045

2.5. Matched-Case Control Model Results
2.5.1. Standard Deviation of Horizontal Illuminance
The standard deviation of horizontal illuminance was aggregated into four levels. Level I
represent the smallest illuminance deviation (< 0.2), followed by Level II (0.2–0.57) and Level
III (0.57–0.7). Level IV indicates the highest illuminance variation (> 0.7). As shown in Table
2.7, the percentage of cases in Level I, which represents a good illuminance uniformity, is
smaller than the percentage of controls by 3.3% (= 19.5% for controls, 16.2% for cases). In
Level II, the difference of case-control percentage is reduced to 0.3% (= 58% for controls, 57.7%
for cases). When reaching Level III, cases and controls have the same percentage (16.9% for
cases vs. 16.9% for controls). In Level IV, which represents poor illuminance uniformity, the
percentage of cases (9.2%) becomes greater than the percentage of controls (5.6%) by 3.6%. This
trend implies that nighttime crashes are overrepresented on segments with poor illuminance
uniformity (Level IV).
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Table 2.7 Matched Case-Control Conditional Logistic Regression Model
Variable
Uniformity level I indicator
Uniformity level II indicator
Uniformity level III indicator
Uniformity level IV indicator
AADT (in 10,000)
Divided roadway indicator
No access points indicator
One access point indicator
Multiple access points
indicator
Commercial area indicator
Multiple-lane indicator
Narrow shoulder width
indicator
Intermediate shoulder width
indicator
Wide shoulder width indicator
Model statistics
Number of observations
Log-likelihood
Pseudo 𝑅2

Coefficient

zstatistics

0.268
0.348
0.885
0.189
-0.245

1.97
2.02
4.29
6.63
-2.92

0.677

6.96

pvalue
Baseline
0.049
0.043
0.000
0.000
0.003
Baseline
0.000

1.120

8.15

0.160
1.903

2.05
3.91

OR

95% CI of OR

1.31
1.42
2.42
1.02
0.78

[1.00, 1.71]
[1.01, 1.98]
[1.62, 3.63]
[1.01, 1.02]
[0.66, 0.92]

1.97

[1.63, 2.38]

0.000

3.06

[2.34, 4.01]

0.040
0.000

1.17
6.71

[1.01, 1.37]
[2.58, 17.41]

Baseline
-0.177

-1.97

0.000

0.83

[0.70, 0.99]

-0.591

-3.01

0.000

0.55

[0.38, 0.81]
3,570
-1,112.638
0.1007

The fitted model confirms this trend. The coefficients for illuminance standard deviation
levels are all significantly positive at a confidence level of 95% and become larger with an
increase in illuminance standard deviation level. It can be concluded that, compared to Level I
(illuminance standard deviation < 0.2), deteriorative illuminance uniformity (increased standard
deviation) is more likely to increase the relative risk of nighttime crashes on roadway segments.
This conclusion is consistent with two previous studies (Wang et al., 2017; Zhao et al., 2015) and
the common sense that drivers need more time to adapt changes of high-to-low or low-to-high
lighting patterns; during the adjustment period, driver vision would be weakened and the driving
risk would be increased with a poor illuminance uniformity.
The odds ratios give a significant (at 95% confidence level) and consistent (95%
confidence interval excluding one) estimation on CMFs for illuminance uniformity. On a
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roadway segment, if illuminance standard deviation increases to Level II (0.2–0.57), the relative
risk of nighttime crash is 1.31 times as many as Level I (< 0.2). Illuminance standard deviation
of Level III (0.57–0.7) is 1.42 times the relative risk of nighttime crash of Level I. The poor
uniformity (Level IV, illuminance standard deviation > 0.7) introduces 2.42% times the relative
risk of nighttime crash of the baseline (Level I).
Another study by the authors (Wang et al., 2017) developed a CMF for uniformity based
on a different uniformity measure (the max-min ratio): poor uniformity (max/min < 6) has a risk
of nighttime crash 1.02 times as high as good uniformity (max/min ≤ 6). The CMFs developed in
this study have a better performance than the previous one, which has a very small value (1.02)
and looks to underestimate the impacts of illuminance uniformity. The uncontrolled illuminance
mean in the previous study, which was based on cross-sectional regression, might cause this
biased inference. The max-min ratio, based on the highest and lowest illuminance point, cannot
depict the spatial pattern of illuminance that influence driving safety performance. Although the
previous study (Wang et al., 2017) adopted the 95th and 5th percentiles as the maximum and
minimum values to exclude outliers, the max-min ratio still could use only very limited
information of illuminance data of a segment. In view of information utilization, the illuminance
standard deviation is prior to max/min or avg/min to represent uniformity pattern, although the
latter two are widely used in engineering practice due to their simplicity. In addition, CMFs
developed in this study with more categories (four levels) provide detailed and accurate
estimation on the safety effects of illuminance uniformity than the previous one (two levels).
2.5.2. Geometric, Land Use and Traffic
Although AADT is significantly correlated to illuminance mean, the matching by
illuminance mean did not fully eliminate the effect of AADT on nighttime crash occurrence
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because AADT varies over observations in each matching cell. Thus, this study treated AADT as
a covariate in the model. As the traffic exposure factor, AADT has a significant effect on the
relative risk of nighttime crashes. Every 10,000 increase in AADT leads the relative risk of
nighttime crashes that is 1.02 times as high as the original AADT level.
Divided roadways, including median roads or one-way roads, physically separate
opposite traffic. Thus, divided roadways result in the relative risk of nighttime crash 0.78 times
as high as undivided roadways. If the number of bi-directional lanes is more than six, the risk of
nighttime crash increases dramatically, approximately 6.7 times as much as the segments with
six lanes or less. Multiple lanes represent high traffic demand and high operating speed so that
nighttime crashes are overrepresented on these segments. Increasing shoulder width provides
better sight distance and more space for crash avoidance; consequently, it can effectively reduce
the relative risk of nighttime crash. Segments with shoulder width of 20–40 ft and 40+ ft
experience the relative risk of nighttime crash 0.83 times and 0.55 times, respectively, as much
as segments with a shoulder width of less than 20 ft.
Access points introduce traffic conflicts from side streets. Obviously, the presence of
access points significantly increases the risk of nighttime crash on segments. The model shows
that, taking no access points as the baseline, one access point may bring the relative risk of
nighttime crash 1.97 times, and two or more access points may experience the relative risk of
nighttime crash 3.06 times. Access points are high-risk zones along roadway corridors. Lighting
patterns around access points should be maintained at a high level (high mean and good
uniformity) to provide drivers with enough visibility to detect objects at conflicting areas.
Segments in commercial areas are more likely to experience a high risk of nighttime
crash compared to other areas (e.g., residential). This trend might be caused by a relative high
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speed limit and more heavy trucks in commercial areas at night. Generally, segments in
commercial areas experience the risk of nighttime crash that is 1.17 times that in other areas.
2.6. Concluding Remarks
Street illuminance significantly influences nighttime crash occurrence, and the effect of
street illuminance is normally distributed because of the impacts from unobserved confounding
factors. Compared to expected nighttime crash frequency, the expected night-to-day crash odds
ratio provides a more reasonable estimation on CMF (Eq. 8) for mean horizontal illuminance.
The CMF based on expected night-to-day crash ratio suggests that increases in mean horizontal
illuminance tend to decrease the relative risk of nighttime crash occurrence significantly and
near-logarithmically on roadway corridors. The bootstrapped confidence intervals indicate that
CMF is significant (excluding one) at a confidence of 95%, except for the range adjacent to
baseline.
Increases in the standard deviation of horizontal illuminance are more likely to increase
nighttime crash frequency because interlace in high- and low-lit patterns may reduce driver
reaction capability. However, existing uniformity measures (illuminance standard deviation,
max/min, and avg/min) cannot effectively represent the safety effect of illuminance uniformity
along a roadway corridor well, especially on a long segment. The challenges in crash modeling
for illuminance uniformity are insufficient lighting data, rare and random nighttime crash
samples, and interferences from confounders. This study developed a matched case-control study
based big-scale lighting data in high resolution to address these issues. Illuminance mean has a
strong correlation with illuminance standard deviation, which is the measure of street lighting
uniformity in this study, such that the impact of illuminance uniformity was underestimated. The
matching scheme in the matched case-control study controlled the confounding effects of
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illuminance mean and its correlated factors (e.g., AADT, roadway functional class, speed limit)
by stratification of illuminance mean. The conditional logistic model produced significant (at
95% confidence level) and consistent (95% CI excluding one) CMFs for illuminance standard
deviations compared to standard deviation less than 0.2, 1.31 for standard deviation between 0.2
and 0.57, 1.42 for standard deviation between 0.57 and 0.7, and 2.42 for standard deviation more
than 0.7. The developed CMFs can be used in the safety management of urban roadway
corridors.
Although illuminance standard deviation is more informative than max-min ratio or
average-min ratio in representing illuminance uniformity, it still cannot perfectly depict the
lighting patterns that influence driver nighttime vision and safety behaviors. For example,
illuminance standard deviation makes it difficult to distinguish a pair of high-lit and low-lit zones
that are immediately adjacent to each other from high- and low-lit zones that are significantly
separated in a roadway segment. Usually, the first pair (spatial interconnection) has a significant
influence on driver nighttime vision and the latter may not. Pattern recognition techniques and
machine learning algorithms, which can use full information of the high-resolution lighting data,
may be used in future studies to identify spatial lighting patterns contributing more accurately to
the risk of nighttime crashes.
Further study is needed to address the endogeneity caused by selectivity bias in a sample.
This study collected lighting data on roadway segments with street lighting and could not fully
exclude the influence of historical nighttime crash records on street lighting levels. Fully random
sample data that include illuminance on unlighted roadway segments may be applied to eliminate
the site selection bias.
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Chapter 3: Recursive Bivariate Probit Analysis of Fatalities and Improper Actions in
Motorcycle-Vehicle Crashes on Horizontal Curves
3.1. Motorcycle Curve-Related Crash Data Collection
A horizontal curve, as shown in Figure 3.1A, is defined as the section between the point
of curvature (PC) and the point of tangency (PT), plus a 300-ft buffer for each end. The types of
horizontal curves are defined in Figure 3.1B: (1) a single curve is defined as the curve with only
one center from its alignment; (2) a reverse curve is the curve with the center of two or more
overlapped single curves located on the different sides; and (3) distinctly, component curves with
the center on the same side form compound curves. Detailed crash data were obtained from the
Crash Analysis Reporting System (CARS) maintained by the Florida Department of
Transportation (FDOT). In this study, crashes that involved two vehicles, with one being a
motorcycle and the other being a motor vehicle, were considered. After processing and cleaning
the crash data using these filtering schemes, in total, 7,934 motorcycle-vehicle crashes that
occurred on horiozontal curves between 2005 and 2014 were selected. Descriptive statistics for
the collected data are shown in Table 3.1.
The fatality indicator is defined as a motorcyclist being killed in a motorcycle crash. The
indicators of improper actions were retrieved from crash reports, which recorded riders’ or
drivers’ actions prior to crash occurrence (e.g., no contribution actions, careless/negligent
manner, failed to yield right-of-way, improper backing/turning/passing, followed too closely, ran
red light or stop sign, drove wrong way, failed to keep in proper lane, over-correcting/steering,
swerved, erratic/reckless/aggressive manner, and others). This definition is different from the
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indicator of motorcycle at fault in most previous studies (Haque et al., 2009; Jalayer and Zhou,
2016; Schneider IV et al., 2012a; Yannis et al., 2005), which usually represents the major
responsibility in a crash and was judged by investigation officer. However, the information of atfault indicators is inaccurate in the Florida crash database. Compared to at-fault (usually only
one person was assigned), improper actions can provide more detailed information for both
riders and drivers in a motorcycle-vehicle crash.

Figure 3.1 Horizontal Curve Layout and Alignment Types
Table 3.1 Descriptive Statistics of Variables
Variable Description (number of observations: 7,934)
Dependent Variable(s)
Rider fatality indicator (1 if rider injury severity is fatal)
Rider improper action indicator (1 if rider took improper action)
Driver improper action indicator (1 if driver took improper action)

Mean

SD

0.053
0.394
0.535

0.224
0.489
0.499
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Table 3.1 (Continued)
Curve Characteristics
Sharp curve indicator (1 if the curve radius is smaller than 800 ft)
Moderately sharp curve indicator (1 if the curve radius is between 8003,000ft)
Flat curve indicator (1 if the curve radius is greater than 3,000ft)
Compound curve alignment indicator (1 if the roadway alignment is a
compound curve)
Reverse curve alignment indicator (1 if the roadway alignment is a
reverse curve)
Long curve indicator (1 if curve length is greater than 0.18 miles)
Roadway and Crash Environmental Characteristics
Daylight indicator (1 if the lighting condition is daylight)
Heavy traffic indicator (1 if AADT is greater than 50,000)
Paved shoulder indicator (1 if the roadway shoulder is paved)
Urban roadway indicator (1 if the roadway is in the urban area)
Freeway indicator (1 if the roadway is classified as freeway)
Roadway access indicator (1 if there are access points on highways)
Traffic control indicator (1 if there is at least one roadway control
approach, such as signal, stop signs, school zone)
Lower speed limit condition (if the roadway speed limit is less than
45mph)
Moderate speed limit condition (1 if the speed limit is between 4565mph)
Higher speed limit condition (1 if the speed limit is no less than 65 mph)
Motorcycle Characteristics
Male rider indicator (1 if the rider is male)
Young motorcycle rider indicator (age under 30)
Middle-aged motorcycle rider indicator (30-60)
Older motorcycle rider indicator (60+)
Rider alcohol/drug-impaired indicator (1 if the rider rides the motorcycle
under the influence of alcohol or drug)
Rider helmet indicator (1 if the rider wore a helmet)
Rider insurance condition (1 if the rider carries the insurance)
Rider physical defects indicator* (1 if the rider had physical defect
before the crash)
Rider ejection indicator (1 if the rider was ejected during the crash,
partially or fully)
Low riding speed indicator (1 if the difference between riding speed and
the speed limit is smaller than 0)
Normal riding speed indicator (1 if the difference between riding speed
and the speed limit is between 0-10mph)
High riding speed indicator (1 if the difference between riding speed and
the speed limit is greater than 10mph)

0.062
0.459

0.242
0.498

0.478
0.241

0.500
0.428

0.050

0.219

0.529

0.499

0.666
0.304
0.619
0.912
0.141
0.142
0.763

0.472
0.460
0.486
0.283
0.348
0.349
0.425

0.290

0.454

0.628

0.483

0.081

0.273

0.938
0.349
0.553
0.098
0.061

0.241
0.477
0.497
0.297
0.240

0.615
0.746
0.050

0.487
0.435
0.218

0.474

0.499

0.837

0.369

0.047

0.211

0.116

0.320
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Table 3.1 (Continued)
Vehicle Characteristics
Driver insurance indicator (1 if the driver carries insurance)
Driver seat belt indicator (1 if the driver wore seat belt)
Driver physical defects indicator* (1 if the driver had physical defects
before the crash)
Low driving speed indicator (1 if the difference between driving speed
and speed limit is smaller than 0)
Normal driving speed indicator (1 if the difference between driving speed
and speed limit is between 0-10mph)
High driving speed indicator (1 if the difference between driving speed
and the speed limit is greater than 10mph)

0.883
0.855
0.118

0.321
0.352
0.323

0.900

0.300

0.009

0.094

0.091

0.288

*Physical defects include eyesight defect, fatigue/asleep, hearing defect, illness, seizure, epilepsy, blackout, other.

3.2. Recursive Bivariate Probit Model
Bivariate discrete choice regressions are a natural selection for modeling two
dichotomous variables simultaneously. A recursive bivariate probit (RBP) model adopts a
recursive simultaneous-equation structure that allows the endogenous variable in one equation to
be an exogenous variable in another equation (Greene and H, 2012). This model structure can
address the cause-effect chain of crashes and the correlated uncertainty of the two dependent
variables (injury severity and improper actions); it has been used in public health to assess the
effects of specific treatments on subjects (Gitto et al., 2006; Ieva et al., 2014; Isnaini et al., 2019;
Kassouf and Hoffmann, 2006) and in travel behavior studies (Sugiarto et al., 2018; Tringides et
al., 2004; Ye et al., 2007). Wang et al. (Wang et al., 2021) first applied the framework for
modeling the cause-effect chains in truck related crashes.
3.2.1. Model Structure
Let 𝑖 (𝑖 = 1, 2, ⋯ , 𝑁) be an index to represent 𝑖th curve-related motorcycle-vehicle crash
observation. Two observable dependent variables (𝑌1,𝑖 – motorcyclist fatality indicator, 𝑌2,𝑖 –
improper pre-crash action indicator for rider or driver) for 𝑖th observation can be expressed as
(Greene and H, 2012):
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𝑌1,𝑖 = 1
{
𝑌2,𝑖 = 1

∗
if 𝑌1,𝑖
= 𝑿𝟏,𝒊 𝜷𝟏 + 𝑌2,𝑖 𝛾 + 𝜀1,𝑖 > 0; 𝑌1,𝑖 = 0 otherwise

if

∗
𝑌2,𝑖

(15)
= 𝑿𝟐,𝒊 𝜷𝟐 + 𝜀2,𝑖 > 0; 𝑌2,𝑖 = 0 otherwise

∗
∗
where 𝑌1,𝑖
and 𝑌2,𝑖
are two latent variables corresponding to fatality and improper action,

respectively; 𝑿𝟏,𝒊 and 𝑿𝟐,𝒊 are two covariate vectors in the equation of fatal and severe injury and
the equation of non-truck improper actions, respectively; 𝜷𝟏 and 𝜷𝟐 are coefficients
corresponding to the two covariate vectors; and 𝛾 is the coefficient for the endogenous variable
(𝑌2,𝑖 ) included on the right-hand of the injury severity equation. The error items (𝜀1,𝑖 , 𝜀2,𝑖 ) are
drawn from a standard bivariate normal distribution (Φ2 ) with zero mean, unit variances, and
correlation parameter 𝜌:
1
0
(𝜀1,𝑖 , 𝜀2,𝑖 ) = Φ2 [( ) , (
𝜌
0

𝜌
)]
1

(16)

Given covariates, coefficients, and covariance, the joint probability of fatal/severe injury
and non-truck improper actions can be defined as:
∗
∗
𝑃(𝑌1,𝑖 = 1 , 𝑌2,𝑖 = 1) = 𝑃(𝑌1,𝑖
> 0 & 𝑌2,𝑖
> 0) = 𝚽𝟐 (𝑿𝟏,𝒊 𝜷𝟏 + 𝛾, 𝑿𝟐,𝒊 𝜷𝟐 , 𝜌)
∗
∗
𝑃(𝑌1,𝑖 = 1 , 𝑌2,𝑖 = 0) = 𝑃(𝑌1,𝑖
> 0 & 𝑌2,𝑖
≤ 0) = 𝚽𝟐 (𝑿𝟏,𝒊 𝜷𝟏 + 𝛾, −𝑿𝟐,𝒊 𝜷𝟐 , −𝜌)
∗
∗
𝑃(𝑌1,𝑖 = 0 , 𝑌2,𝑖 = 1) = 𝑃(𝑌1,𝑖
≤ 0 & 𝑌2,𝑖
> 0) = 𝚽𝟐 (−𝑿𝟏,𝒊 𝜷𝟏 − 𝛾, 𝑿𝟐,𝒊 𝜷𝟐 , −𝜌)

(17)

∗
∗
≤ 0 & 𝑌2,𝑖
≤ 0) = 𝚽𝟐 (−𝑿𝟏,𝒊 𝜷𝟏 − 𝛾, −𝑿𝟐,𝒊 𝜷𝟐 , 𝜌)
{𝑃(𝑌1,𝑖 = 0 , 𝑌2,𝑖 = 0) = 𝑃(𝑌1,𝑖

where 𝚽𝟐 (∙) is the cumulative distribution function (CDF) of a bivariate normal distribution. By
introducing two indicator variables (𝑞1,𝑖 = 2𝑌1,𝑖 − 1 and 𝑞2,𝑖 = 2𝑌2,𝑖 − 1), Equation 15) can be
simplified as:
𝑃(𝑌1,𝑖 , 𝑌2,𝑖 ) = 𝚽𝟐 (𝑞1,𝑖 𝑿𝟏,𝒊 𝜷𝟏 + 𝑌2,𝑖 𝛾, 𝑞2,𝑖 𝑿𝟐,𝒊 𝜷𝟐 , 𝑞1,𝑖 𝑞2,𝑖 𝜌)

(18)

Based on the model structure (Eq.4), the log-likelihood function of the RBVP model is
given as
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𝐿𝐿 = ∑ log𝚽𝟐 (𝑞1,𝑖 𝑿𝟏,𝒊 𝜷𝟏 + 𝑌2,𝑖 𝛾, 𝑞2,𝑖 𝑿𝟐,𝒊 𝜷𝟐 , 𝑞1,𝑖 𝑞2,𝑖 𝜌)

(19)

𝑖

The Maximum Likelihood Estimator (MLE) is used to maximum 𝐿𝐿, with respect to 𝜷𝟏 ,
𝛾, 𝜷𝟐 and 𝜌.
3.2.2. Model Interpretation
Marginal effects, which represent how dependent variables change when a specific
covariate changes, holding other factors constant, measure the direct and indirect effects of
covariates on injury severity in the RBP model. The conditional probability (mean) of the fatal
and severe injury (𝑌1 = 1) can be expressed as (Greene and H, 2012):
𝐸 (𝑌1 ) = 𝑃(𝑌2 = 1)𝐸(𝑌1 |𝑌2 = 1) + 𝑃(𝑌2 = 0)𝐸 (𝑌1 |𝑌2 = 0)
𝑿 𝜷 +𝛾 1
= 𝚽𝟐 ([ 𝟏 𝟏
],[
𝜌
𝑿 𝟐 𝜷𝟐
+ 𝚽𝟐 ([

𝜌
])
1

(20)

𝑿 𝟏 𝜷𝟏 + 𝛾
1 −𝜌
],[
])
−𝜌 1
−𝑿𝟐 𝜷𝟐

For a dummy variable, assuming 𝑥 is included in both equations, the joint marginal
effects can be expressed as the difference of the conditional probability (mean) due to the
covariate changing from 0 to 1:
𝑀𝐸𝑗𝑜𝑖𝑛𝑡 (𝑥 ) = 𝐸 (𝑌1 |𝑌2 , 𝑥 = 1) − 𝐸 (𝑌1 |𝑌2 , 𝑥 = 0)
= 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛾 + 𝛽1𝑥 , 𝑿𝒐𝟐 𝜷𝒐𝟐 + 𝛽2𝑥 , 𝜌)
+ 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛽1𝑥 , −𝑿𝒐𝟐 𝜷𝒐𝟐 − 𝛽2𝑥 , −𝜌)

(21)

− 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛾, 𝑿𝒐𝟐 𝜷𝒐𝟐 , 𝜌)
− 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 , −𝑿𝒐𝟐 𝜷𝒐𝟐 , −𝜌)
where 𝑿𝒐𝟏 and 𝑿𝒐𝟐 are the covariate vectors that exclude the covariate of interest (𝑥) for the
equation of injury severity and the equation of drivers’ improper actions, respectively; 𝜷𝒐𝟏 and 𝜷𝒐𝟐
are the coefficients responding to the two covariate vectors; 𝛽1𝑥 and 𝛽2𝑥 are the coefficients for
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the covariate of interest (𝑥) in the two equations, respectively. If 𝑥 is included in the injury
equation only, the direct effect can be derived from equation above as:
𝑀𝐸𝑑𝑖𝑟𝑒𝑐𝑡 (𝑥 ) = 𝐸 (𝑌1 |𝑌2 , 𝑥 = 1) − 𝐸 (𝑌1 |𝑌2 , 𝑥 = 0)
= 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛾 + 𝛽1𝑥 , 𝑿𝒐𝟐 𝜷𝒐𝟐 , 𝜌)
+ 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛽1𝑥 , −𝑿𝒐𝟐 𝜷𝒐𝟐 , −𝜌)

(22)

− 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛾, 𝑿𝒐𝟐 𝜷𝒐𝟐 , 𝜌)
− 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 , −𝑿𝒐𝟐 𝜷𝒐𝟐 , −𝜌)
If 𝑥 is included in the improper action equation only, similarly, its indirect effect on
injury severity can be expressed as:
𝑀𝐸𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 (𝑥) = 𝐸 (𝑌1 |𝑌2 , 𝑥 = 1) − 𝐸 (𝑌1 |𝑌2 , 𝑥 = 0)
= 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛾, 𝑿𝒐𝟐 𝜷𝒐𝟐 + 𝛽2𝑥 , 𝜌)
+ 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 , −𝑿𝒐𝟐 𝜷𝒐𝟐 − 𝛽2𝑥 , −𝜌)

(23)

− 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 + 𝛾, 𝑿𝒐𝟐 𝜷𝒐𝟐 , 𝜌)
− 𝚽𝟐 (𝑿𝒐𝟏 𝜷𝒐𝟏 , −𝑿𝒐𝟐 𝜷𝒐𝟐 , −𝜌)
It is worth noting that the direct and indirect effects of dummy covariates that are
included in both equations cannot be distinguished. Only joint effects are discussed for these
covariates.
3.3. Model Results Discussion
NLOGIT 5 (Greene, W., 2012) was used to estimated two recursive bivariate models: the
RBP model for motorcyclist fatality and rider’s improper actions (RBP-R) and the model for
motorcyclist fatality and other vehicle driver’s improper actions (RBP-D). The fitted models are
presented in Table 3.2 and Table 3.3, respectively. The marginal effects for the likelihood of
motorcyclist fatality for the two models are given in Figure 3.2 and Figure 3.3.
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Table 3.2 Fitted Model for Rider Improper Actions and Fatality (BPR-R)
Variable
Equation 1: Motorcyclist Fatality
Constant
Rider improper action indicator
Moderately sharp curve indicator
Flat curve indicator
Compound curve indicator
Daylight indicator
Heavy traffic indicator
Urban area indicator
Moderate speed limit indicator
High speed limit indicator
Middle-aged rider indicator
Older rider indicator
Rider physical defects condition
indicator
Rider alcohol/drug impaired indicator
Rider ejection condition indicator
Equation 2: Rider Improper Action
Constant
Daylight indicator
Reverse curve indicator
Heavy traffic indicator
Paved shoulder indicator
Roadway access indicator
Traffic control indicator
Rider insurance indicator
Rider physical defects indicator
Rider helmet indicator
Alcohol-drug-impaired rider indicator
Normal riding speed indicator
High riding speed indicator
Disturbance correlation
𝜌
Model statistics
Observations
Log-likelihood
AIC

Coefficient

Standard
Error

z

p-value

-2.273
1.393
0.286
0.316
-0.125
-0.308
-0.320
-0.202
0.207
0.360
0.048
0.308
0.419

0.057
0.114
0.136
0.137
0.057
0.048
0.057
0.068
0.057
0.097
0.049
0.076
0.079

3.63
12.19
2.11
2.30
-2.20
-6.36
-5.63
-2.95
3.63
3.70
1.98
4.04
5.29

0.000
<0.000
0.035
0.021
0.028
<0.000
<0.000
0.003
0.000
0.000
0.050
0.000
<0.000

0.607
0.344

0.078
0.048

7.82
7.16

<0.000
<0.000

-0.463
0.188
0.127
0.151
0.063
0.297
-0.142
-0.079
0.550
-0.056
0.198
0.570
0.569

0.056
0.032
0.066
0.037
0.031
0.051
0.035
0.033
0.068
0.029
0.064
0.064
0.044

-8.31
5.87
1.93
4.07
2.05
5.85
-4.07
-2.42
8.10
-1.93
3.07
8.90
12.86

<0.000
<0.000
0.054
<0.000
0.040
<0.000
<0.000
0.016
<0.000
0.054
0.002
<0.000
<0.000

-0.748

0.052

-14.40

<0.000

7,934
-6440.039
12938.1
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Table 3.3 Fitted Model for Driver Improper Actions and Fatality (BPR-D)
Variable
Equation 1: Motorcyclist Fatality
Constant
Driver improper action indicator
Moderately sharp curve indicator
Flat curve indicator
Daytime indicator
Heavy traffic indicator
Urban area indicator
Roadway access indicator
Rider physical defects indicator
Male rider indicator
Equation 2: Driver Improper Action
Constant
Long curve indicator
Heavy traffic indicator
Paved should indicator
Urban area indicator
Freeway indicator
Traffic control indicator
Rider helmet indicator
Normal riding speed indicator
High riding speed indicator
Driver insurance indicator
Driver seat belt indicator
Driver physical defects indicator
Normal driving speed indicator
High driving speed indicator
Disturbance correlation
𝜌
Model statistics
Observations
Log-likelihood
AIC

Coefficient

Standard
Error

z

p-value

-1.942
0.430
0.380
0.484
-0.353
-0.255
-0.319
0.247
0.862
0.210

0.179
0.195
0.134
0.134
0.051
0.087
0.073
0.087
0.076
0.099

-10.85
2.21
2.84
3.62
-6.92
2.84
-4.35
2.84
11.36
2.13

<0.000
0.0270
0.0045
0.0003
<0.000
0.005
<0.000
0.0045
<0.000
0.033

0.113
0.316
-0.225
0.103
0.139
0.113
0.394
0.096
0.136
0.338
-0.522
-0.396
0.264
0.253
-0.252

0.084
0.137
0.038
0.032
0.052
0.052
0.035
0.030
0.065
0.046
0.063
0.060
0.063
0.052
0.052

1.35
2.30
-5.93
3.26
2.69
2.16
11.42
3.24
2.09
7.27
-8.29
-6.61
4.21
4.85
-4.84

0.1775
0.021
<0.000
0.0011
0.0071
0.0307
<0.000
0.0012
0.367
<0.000
<0.000
<0.000
<0.000
<0.000
<0.000

-0.412

0.112

-3.67

0.0002

7,934
-6718.356
13488.7
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Figure 3.2 Marginal Effects for Motorcyclist Fatality in RBP-R Model

Figure 3.3 Marginal Effects for Motorcyclist Fatality in RBP-D Model
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The relationship between motorcyclist fatality and rider/driver improper actions is
expressed by the endogenous coefficient (𝛾) in the injury severity equation. In the RBP-R model,
the estimated 𝛾 of 1.393 with a p-value less than 0.001 indicates that rider improper actions
before collisions significantly increase the motorcyclist fatality likelihood. Similarly, the value of
coefficient 𝛾 (0.430 with p-value 0.027) in the RBP-D model supports the speculation that driver
improper action tends to increase rider fatality as well.
3.3.1. Curve Characteristics
Three curve features (length, sharpness, and types) were examined in the two models.
Moderately sharp curves and flat curves have direct impacts on the likelihood of motorcyclist
fatality in the two models. Compared to sharp curves, moderately sharp curves and flat curves
tend to increase the risk of motorcyclist fatality by 3.3% and 3.5% (RBP-R) or 4.3% and 5.3%
(RBP-D), respectively.
Compound curve type (Figure 3.1) also directly contributes to motorcyclist fatality risk in
the RBP-R model. Compared to single curves, compound curves are more likely to decrease the
likelihood of motorcycle fatality by 1.3% (RBP-R). The reduced speed in negotiating a
compound curve for either motorcycle or vehicle is the cause for this phenomenon.
Reverse curves require riders to scan the roadway geometric profile from both sides since
the two or more centers are located on different sides. Specifically, riders need to perform the
curve-negotiating tasks simultaneously, including scanning the scene globally, making speed
adjustments, and controlling travel direction while riding on horizontal curves, which is lifethreatening because of motorcycles' single-track design. The RBP-R model exhibits riders are
more likely to take an improper action on a reverse curve than on a single curve (Table 3.3).
Through the positive connection between riders’ improper actions and motorcyclist fatality risk,
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reserve curves tend to indirectly increase the likelihood of motorcyclist fatality in a curve-related
two-vehicle crash by 0.7%.
The RBP-D model indicates that vehicle drivers are more likely to take improper actions
before crashes on a long curve (Table 3.3). Compared to a short curve, the long curve indirectly
increases the motorcyclist fatality risk by 0.1%.
3.3.2. Roadway and Environmental Characteristics
The lighting condition of daylight presents a joint effect on motorcyclist fatality in the
RBP-R model. It is interesting to find that riders are more likely take improper actions in
daylight compared to poor lighting conditions. Motorcyclists’ safety compensation behaviors
(they tend to take unsafe actions when they feel safe, such as in a good lighting condition) may
cause this effect. Meanwhile, daylight tends to directly reduce motorcyclist injury severity
because daylight provides a clear and extensive vision view that results in prompt deceleration.
The combination of the two daylight effects exhibits a reduction of 2.6% in motorcyclist fatality
likelihood in the RBP-R model. Daylight directly decreases the likelihood of motorcyclist
fatality by 4.0% in the RBP-D model.
Heavy traffic (AADT > 50,000), which usually means a relatively slow speed, tends to
directly reduce the likelihood of motorcyclist fatality in both models. However, this factor
presented different effects on rider and driver pre-crash actions: heavy traffic is more likely to
increase the probability of riders’ improper actions but reduce the probability of drivers’
improper actions. This finding implies a difference of behaviors in reacting to heavy traffic
between motorcyclists and vehicle drivers. Due to the small size of motorcycles, riders are able
to easily take some actions to avoid congestion (i.e., overpass); meanwhile, vehicles have to slow
down and have no opportunities to take similar actions. Thus, motorcyclists exhibit an increased
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risk of improper actions in heavy traffic conditions; oppositely, drivers experience a decreased
risk of improper actions under the same circumstances. Overall, heavy traffic tends to reduce
motorcyclist fatality likelihood by 2.6% (RBP-R) or 2.8% (RBP-D).
Similarly, urban areas, which are associated with relative low speeds and complex traffic
patterns (that may increase safety consciousness), present a direct effect that reduces the
likelihood of motorcyclist fatality by 2.5% in the RBP-R model. In the RBP-D model, this factor
has a joint effect: urban areas are more likely to increase drivers’ improper actions before
crashes; meanwhile this factor directly reduces the likelihood of motorcyclist fatality. The joint
effect of urban areas on the likelihood of motorcyclist fatality is -0.38% (RBP-D).
A paved shoulder is more likely to increase the improper actions for both riders and
drivers in a motorcycle-vehicle crash on horizontal curves. Compared to other shoulder types
(i.e., raised and lawn), paved shoulders provide additional space for motorcycles and vehicles to
take non-typical actions such as overpassing, speeding up, etc. Indirectly, paved shoulders tend
to increase the likelihood of motorcyclist fatality by 0.3 % (RBP-R) or 0.2% (RBP-D).
The presence of access points on curves introduces more complex riding/driving
conditions for motorcyclists. The RBP-R model shows that these complex conditions tend to
increase riders’ improper pre-crash actions and have an indirectly positive effect (1.7%) on the
likelihood of motorcyclist fatality. The RBP-D model indicates that access points have no
significant influence on drivers’ improper actions, but they directly increase the likelihood of
motorcyclist fatality by 3%.
The RBP-R model indicates that traffic control measures; whether signal controls, stop
signs, or other control devices; tend to decrease the likelihood of riders taking improper actions;
consequently, the likelihood of motorcyclist fatality is indirectly reduced by 0.7%. It is
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interesting to find that traffic control has the opposite impact for drivers: traffic control is more
likely to increase drivers’ improper actions and indirectly increases the likelihood of motorcyclist
fatality by 0.6%.
Drivers are more likely to take improper pre-crash actions on freeways compared to other
roads; consequently, the likelihood of motorcyclist fatality tends to be increased on freeways by
0.2%. The RBP-R model captures the intuitively direct effect of high-speed limits on
motorcyclist fatality on curves. Compared to low-speed limits, moderate speed limits (4565mph) and high-speed limits (≥ 65 mph) tend to increase the likelihood of motorcyclist fatality
by 2.2% and 5%, respectively.
3.3.3. Motorcycle Rider Characteristics
Insurance plays an important role in motorcyclist riding actions (Russo et al., 2014a;
Schneider and Savolainen, 2012). The RBP-R model shows that riders carrying insurance tend to
take less improper pre-crash actions; correspondingly, they are about 0.4% less likely to be killed
in a crash on curves. Riders’ physical defects are statistically significant in both the fatality and
improper action equations in the RBP-R model. Jointly, a rider with physical defects is 12.8%
more likely to be in a fatal crash on curves. The RBP-D model captures the direct effect of
riders’ physical defects, which increase the probability by 15.9%.
Motorcyclist alcohol/drug involvement is another very significant factor contributing to
both motorcyclist improper actions and motorcyclist fatality in the RBP-R model. A previous
study (Schneider and Savolainen, 2012) indicated that drinking or drug use, higher speed riding,
and taking improper actions are correlated. The joint effects indicate that rider use of alcohol or
drugs tends to increase the motorcyclist fatality likelihood by 12.7%.
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Motorcycle rider age could dominate the prediction of both fatality and riding actions
(Yannis et al., 2005). The RBP-R model revealed that middle-aged (30-60) and older (> 60)
riders tend to have directly increased (0.5%) likelihood of motorcyclist fatality (4.1% on curves)
compared to young riders. This finding is consistent with multiple previous studies (Rezapour et
al., 2019; Russo et al., 2014b). Relatively weak health conditions and poor detection/reaction
ability in crashes may cause the high risks for the two age groups, especially for the older riders.
Rider ejection is directly associated with a high risk of motorcyclist fatality in the RBP-R
model. This finding is consistent with prior studies (Abdel-Aty, 2003; Russo et al., 2014a).
Speeding is a predominant factor that tends to increase the likelihood and severity of motorcycle
crashes (Chang and Yeh, 2006; Chen et al., 2014; Haque et al., 2010b; HARNEN et al., 2003;
Jung et al., 2013; Quddus et al., 2001; Rifaat et al., 2012a; Savolainen and Mannering, 2007;
Schneider and Savolainen, 2012; Shaheed and Gkritza, 2014a; Shankar and Mannering, 1996).
Compared with riding at a relatively low speed, riding with high speed increases the difficulty of
negotiating curves since riders need to reduce their reaction time to adapt to the rapid variations
in traffic conditions within seconds; consequently, riders’ high-risk speed-racing behaviors tend
to increase the likelihood of both improper riding actions for motorcyclists, such as following too
close and running off roadways, and inappropriate driving behaviors for drivers in two-vehicle
crashes on curves. The effects of the rider speeding on driver improper actions may reflect
driving psychological issues. The RBP-R model denotes indirect increases of 3.9% and 3.7% in
the probability of motorcyclist fatality for riding speeds higher than the speed limit of less than
10 mph and 10 mph or more, respectively.
The RBP-D model captures the direct effect of being a male rider on motorcyclist
fatality. Previous studies (Haque et al., 2010b; Schneider IV et al., 2012b) (Jalayer and Zhou,
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2016) have also found this link. Riders’ helmet use is significant in the action equations of both
models; however, opposite effects are observed. Helmet use is less likely to be correlated to
riders’ improper actions on curves (RBP-R); consequently, there is a reduced indirect effect on
motorcyclist fatality (-0.3%). However, it is positively associated with drivers’ improper actions
(RBP-D) and presents an increased indirect effect on motorcyclist fatality (0.2%).
3.3.4. Vehicle Driver Characteristics
Insurance plays an important role in motorcyclist riding actions (Russo et al., 2014a;
Schneider and Savolainen, 2012). The RBP-R model shows that riders carrying insurance tend to
take less improper pre-crash actions; correspondingly, they are about 0.4% less likely to be killed
in a crash on curves. Riders’ physical defects are statistically significant in both the fatality and
improper action equations in the RBP-R model. Jointly, a rider with physical defects is 12.8%
more likely to be in a fatal crash on curves. The RBP-D model captures the direct effect of
riders’ physical defects, which increase the probability by 15.9%.
Motorcyclist alcohol/drug involvement is another very significant factor contributing to
both motorcyclist improper actions and motorcyclist fatality in the RBP-R model. A previous
study (Schneider and Savolainen, 2012) indicated that drinking or drug use, higher speed riding,
and taking improper actions are correlated. The joint effects indicate that rider use of alcohol or
drugs tends to increase the motorcyclist fatality likelihood by 12.7%.
Motorcycle rider age could dominate the prediction of both fatality and riding actions
(Yannis et al., 2005). The RBP-R model revealed that middle-aged (30-60) and older (> 60)
riders tend to have directly increased (0.5%) likelihood of motorcyclist fatality (4.1% on curves)
compared to young riders. This finding is consistent with multiple previous studies (Rezapour et
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al., 2019; Russo et al., 2014b). Relatively weak health conditions and poor detection/reaction
ability in crashes may cause the high risks for the two age groups, especially for the older riders.
Rider ejection is directly associated with a high risk of motorcyclist fatality in the RBP-R
model. This finding is consistent with prior studies (Abdel-Aty, 2003; Russo et al., 2014a).
Speeding is a predominant factor that tends to increase the likelihood and severity of motorcycle
crashes (Chang and Yeh, 2006; Chen et al., 2014; Haque et al., 2010b; HARNEN et al., 2003;
Jung et al., 2013; Quddus et al., 2001; Rifaat et al., 2012b; Savolainen and Mannering, 2007;
Schneider and Savolainen, 2012; Shaheed and Gkritza, 2014b; Shankar and Mannering, 1996).
Compared with riding at a relatively low speed, riding with high speed increases the difficulty of
negotiating curves since riders need to reduce their reaction time to adapt to the rapid variations
in traffic conditions within seconds; consequently, riders’ high-risk speed-racing behaviors tend
to increase the likelihood of both improper riding actions for motorcyclists, such as following too
close and running off roadways, and inappropriate driving behaviors for drivers in two-vehicle
crashes on curves. The effects of the rider speeding on driver improper actions may reflect
driving psychological issues. The RBP-R model denotes indirect increases of 3.9% and 3.7% in
the probability of motorcyclist fatality for riding speeds higher than the speed limit of less than
10 mph and 10 mph or more, respectively.
The RBP-D model captures the direct effect of being a male rider on motorcyclist
fatality. Previous studies (Haque et al., 2010b; Schneider IV et al., 2012b) (Jalayer and Zhou,
2016) have also found this link. Riders’ helmet use is significant in the action equations of both
models; however, opposite effects are observed. Helmet use is less likely to be correlated to
riders’ improper actions on curves (RBP-R); consequently, there is a reduced indirect effect on
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motorcyclist fatality (-0.3%). However, it is positively associated with drivers’ improper actions
(RBP-D) and presents an increased indirect effect on motorcyclist fatality (0.2%).
3.4. Concluding Remarks
This study adopted a recursive probit analysis framework to identify the cause-effect
chains (contributing factors → riders’ or drivers’ improper pre-crash actions → motorcyclist
fatality risk) in motorcycle-vehicle crashes on horizontal curves. Two RBP models (RBP-R and
RBP-D) were developed to investigate the chains for riders and drivers, respectively. The models
identified significant factors that contribute to riders’ or drivers’ improper actions, factors that
directly impact motorcyclist fatality only, and factors that influence motorcyclist fatality and
riders’ or drivers’ improper actions simultaneously. The direct, indirect, and joint marginal
effects on the motorcyclist fatality risk were addressed based on fitted models.
The modeling results indicate either riders’ or drivers’ improper actions in a motorcyclevehicle crash are significantly and positively correlated with the likelihood of motorcyclist
fatality. Riders’ physical defects and alcohol/drug involvement are the most significant factors
contributing to both riders’ improper pre-crash actions and motorcyclist fatality. Curve design
features were also found to have significant but diverse impacts on rider/driver improper actions
and/or motorcyclist fatality risk. Other significant factors included roadway (shoulder type,
roadway type, speed limit, traffic control, access point, area type, lighting condition, traffic),
rider characteristics (rider age, speeding level, helmet use, motorcycle insurance, gender), and
driver characteristics (driver health condition, vehicle insurance, driving speed). The absolute
magnitudes of indirect and joint effects in the RBP-R model (0.3-12.8%) are significantly higher
than those in the RBP-D model (0.1%-3.8%). This implies that the cause-effect chain for riders is
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superior to the chain for drivers in a curve crash if the risk of motorcyclist fatality is the
outcome.
A major limitation of this study is that the correlation between riders’ and drivers’
improper pre-crash actions was not considered in modeling (i.e., in a motorcycle-vehicle crash,
driver and rider behaviors should interact each other). Ignorance of this correlation might cause
some counterintuitive findings. For example, some factors (i.e., traffic control and helmet use)
present opposite indirect effects on motorcyclist fatality in different models. A new model
structure, such as a multivariate recursive model, is needed to fit the correlations for motorcyclist
fatality risk, rider improper actions, and driver improper actions in a motorcycle-vehicle crash on
curves.
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Chapter 4: Combining Structured Data and Satellite Image for Traffic Crash Hot Spot
Identification Using Florida Data
4.1. Structured Data and Unstructured Data Collection
Both structured data (including roadway and traffic characteristics) and satellite image
data are employed to form the two datasets used. The balanced dataset contains equal numbers of
the crash and safe spots, which serves as a benchmark for the models and the number of safe
spots is twice more than crash spots in imbalanced data. A detailed procedure of forming the
study datasets follows.
4.1.1. High-Risk Crash and Non-Crash Zone Definition
Based on the previous studies (Atumo et al., 2021; Highway safety manual, 2010), a
high-risk spot is defined as a spot with at least one crash that occurred in the given time, while a
non-crash/low-risk spot refers to a spot with no crash that occurred in the same period as shown
in Figure 4.1. Two-year crash data (2019 and 2020), extracted from Signal Four Analysis, is
employed in this study to identify the crash spots and non-crash spots. In 2019, there are 401,867
crashes occurred in Florida. And in 2020, the total number is 341,399 (Florida Department of
Highway Safety and Motor Vehicles, 2021).
The study focuses on the roadway network in Florida, excluding the roadways with more
than 90% missing road characteristics data. The 275,376-mile roadway network used in this
study, contains freeways, arterials, collectors, and local roads in urban and rural areas, as shown
in Figure 4.2. The study splits the roadways into square grid in a certain size (0.0005 latitude
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0.0005 longitude) to map roadway safety, inspired by the precise crash risk identifications in
Najjar et al.’s study (Najjar et al., 2017). The size, 0.0005 latitude * 0.0005 longitude,
correspond to grid square size,135ft*135ft, consistent with the previous studies taking 30m*30m
as grid unit for high-risk spot analysis in road safety mapping (Hu et al., 2021; Najjar et al.,
2017). There are 2,829,734 units generated with center point coordinates.
An example of the crash spots and safe spots along the roadway is shown in Figure 4.1.
Totally, there are 234,306 crash points found based on crash data. And the non-crash locations
are the subset of all spots subtracting the crash spots. The total number of safe spots are
2,595,428.

Figure 4.1 An Example of Crash and Safe Grid Unit
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Figure 4.2 Florida Roadway Network
4.1.2. Sampling
In this study, since the number of grad units, 2,829,734, is too large for analysis and
modeling, we employed random sampling to select the sample size for this study. Through this
sampling strategy, two lists of crash-spot center point coordinates are formed with 10,000 spots
in each list. And two lists of safe-spot center point coordinates are extracted with 10,000 in one
list and 20,000 in the other. Each list is checked manually to ensure that all counties and road
types are covered in the dataset.
It is obvious that number of safe spots is more than number of crash spots, while the true
distribution of crash spots in the roadway network is still unknown. To solve the problem, two
datasets are form in this study. The balanced dataset is formed with 10,000 crash spots and
10,000 safe spots as the benchmark Moreover, 10,000 crash spots and 20,000 safe spots are
formed in imbalanced data. In the unbalanced dataset, the number of safe spots is twice more
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than the number of the crash spots, which is closer to the reality than balanced data since crash is
a rare event.
The sampling procedure is shown in Figure 4.3.

Figure 4.3 Data Workflow
4.1.3. Roadway and Traffic Data, Satellite Images
All the roadway geographic information, including the location coordinates, roadway
design, functional classification, and others, is extracted from the Roadway Characteristics
Inventory (RCI) database. And the traffic information in each road section is obtained from
FDOT map database. The traffic and roadway characteristics data are merged for analysis in this
study. The features include various roadway characteristics, for example, roadway curve type,
grade type, functional classification, curb type, and AADT, truck traffic percentage, etc. Besides,
satellite images of spots used in this study are downloaded using their center point coordinates
through Google Map API. Individual images have a spatial resolution of 256*256 pixels each.
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Example images of a crash spot and a safe spot is shown in Figure 4.4. And the overall data
workflow is shown in Figure 4.5.

Figure 4.4 Example of Satellite Images

Figure 4.5 Data Workflow
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4.2. Machine Learning Models
This section provides a general introduction of the research rationale. Other than the
proposed combined neural network model, three other machine learning models that utilized
only one type of data are also introduced to compare model performance.
This study developed four machine learning models to compare. The first two models are
fed with only structured data. And the third model is produced using only satellite image data.
And the proposed mixed-input model utilized both structured and satellite image data to predict
whether the given area is the crash spot or safe spot. The rationale is shown in Figure 4.6. The
features contained in structured recorded data include roadway characteristics information, for
example, roadway curve type, roadway grade type, roadway functional classification, curb type,
and traffic data, for example, AADT, TFACT, and TFLG. Roadway functional classification
includes the major 14 types of roadways, interstate, freeways and expressways, major arterials,
minor arterials, major collectors, minor collectors, and local in rural areas and urban areas.

Figure 4.6 Research Rationale
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4.2.1. Structured Data Models
It is natural for this binary classification problem to employ logistic regression. The
calculations in logistic regression are very straightforward on lots of issues. This calculation is
relapse because of the strategic capacity used, referred to as sigmoid function (Basha et al., 2018;
Rezapour et al., 2019). The function itself is
Pr =

1
1 + 𝑒 −𝑥

(24)

where Pr is the probability of a crash spot.
The calculated model above takes the input information and makes a forecast probability
value with default class 0, crash spot in this study. In this event, we accept the exception of nondefault value class 1, safe spot in this study, when the probability is more than 0.5, as shown in
Figure 4.7. Logistic regression is easy to implement and doesn’t require high-performance
computing.

Figure 4.7 Sigmoid Function
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Random forest classifier is a machine learning model including a collection of treestructured classifiers {ℎ(𝑥, Ξ𝑥 ), 𝑘 = 1, … }, where Ξ𝑥 are independent random vectors identically
distributed. In the forest, each tree has a unit vote for the best class at input 𝑥 (Breiman, 2001) as
shown in Figure 4.8. The output of each random forest is the class voted by most trees for each
classification task. Random forest is an efficient method to rank the importance of variables in
the classification. This effect is that the trees in the forest hide each other from their errors. In
this problem, the output of the random forest is the classification of dangerous spot (class 0) or
safe spot (class 1).
Random forest classifier can also help us to identify the important features in predicting
the crash hot spots. In this study, 40 features are identified (e.g., roadway curve type, functional
classification, TFACT) and further used in the mixed-data model.

Figure 4.8 Random Forest
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4.2.2. Image Based Model: VGG-19
In this study, the VGG-19 model is employed to process the satellite image data because
of its robustness and higher performance than other image-based ConvNet models. The optical
geometry group network (VGGNet) is a deep convolutional neural network architecture using
multi-layer operations, proposed by Simonyan and Zisserman (Simonyan and Zisserman, 2014)
in 2014.
The input information of the VGG-19 model is the individual satellite image with
224*224. Each satellite image will be read into the pre-trained VGG-19 model as a vector,
including RGB values of this image. The pre-trained layer in the VGG model takes the RBG
picture with pixel representations into the scope of 0-255 and deducts the mean picture esteems
through the whole ImageNet training process. The input images are passed in the model through
the weighted layers. VGG-19 is efficient because of the 3*3 convolutional layers on the top of
the structure to deepen the depth level. VGG-19 model contains 19 weight layers with 16
convolutional layers. These convolutional layers were mainly used for feature extraction from
the input in the training phase. And the max-pooling layers along with some other layers to
reduce the volume size. Four thousand ninety-six neurons were used with the two fully
connected (FC) layers in VGGNet-19. And the last FC layer will utilize a SoftMax layer to order.
The 19 layers in VGG-19 are shown in Figure 4.9. Each of the first two convolutional
layers has 3*3 channels and uses 64 channels. Thus, 224*224*64 volume will be the outcome
generated from the convolutions. In step one, the neurons are 3*3, consistently. In step 2, max
pooling of 2*2 size is utilized at first. Thus, the volume drops from 224*224*64 into
112*112*64. Then, the outcome of this step becomes 112*112*128. The depth of the two
convolution layers is 128 channels. Max pooling of 2*2 is used again to decrease the volume to
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56*56*128. Similarly, the layer is decreased to 28*28*256 with max pooling. With adding two
more convolution layers, the outcome dimension becomes 15*15*256 as the third step. Then,
two more stacks with three convolution layers are isolated utilizing a max-pooling layer. The last
pooling layer was utilized to generate the 7*7*512 channels which is connected to Fully
Connected layer with 4096 neurons. The SoftMax contains 1000 classes. This fully connected
layer can reduce the multidimensional input to a one-dimensional vector. The vector is fed into
the final classifier. Thus, the output is a class label (class 0 or 1).

Figure 4.9 VGG-19 Architecture
4.2.3. Mixed Data Combined Neural Network
Compared with the traditional machine learning methods like logistic regression, random
forest, combined neural networks (M-CNN) showed more accurate and promising results,
especially with large dataset, containing numerical, categorical, and image data (Ahsan et al.,
2020; Wen et al., 2015).
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This study developed a combined neural network inspired by Ahmed and Moustafa
(Ahmed and Moustafa, 2016). This architecture is selected due to its high visual and structured
data features performance. This model combines a Multilayer Perception (MLP) and
Convolutional Neural Network (CNN). Specifically, on the one hand, MLP was used to handle
the structured data, which is roadway characteristics and traffic data in this study. The data type
is numerical and categorical data. On the other hand, a convolutional neural network (CNN) was
used to extract features from the satellite images.
The detailed model architecture is shown in Figure 4.10. In this model, Rectified Linear
Unit (ReLU) function is employed as the activation function in the input and hidden layers. Also,
a linear activation function is used in the final layer. In the MLP branch, the first input layer of
the MLP takes the numerical and categorical data as a one-dimensional array containing eight
channels. The features extracted in this step include roadway curve type, grade type, functional
classification, annual average daily traffic, truck traffic percentage, etc. The hidden layer in MLP
contains four neurons, and the final layer has only one neuron. Based on the random forest
classier model results, 40 important features are identified and used in this MLP neuron network.
As for the CNN branch, three convolutional layers are contained in the CNN branch and three
pooling layers using max pooling. From the two branches of MLP and CNN, two individual
outputs are generated and further concatenated as a single input. This new input is followed by
two additional dense layers containing four neurons.
This combined neural network utilized the Keras functional API to concatenate the
outputs from two model branches (MLP and CNN).
This combined model encoded the traditional numerical and categorical roadway and
traffic data input and the satellite image input as vector inputs and concatenated these vectors.
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The combined MLP-CNN model merges inputs from different layers into a single layer and
combines multiple tensors, providing an end-to-end model. And the output layer of this model
contains only one neuron taking two values of the two classes (crash spot as class 0 and safe spot
as class 1) and a linear activation function that can provide predictions.

Figure 4.10 Flow Diagram of Proposed MLP-CNN Combined Model
4.2.4. Evaluation Metrics
Four metrics are employed in this study to quantify the model performances: accuracy,
precision, recall, and F1 score.

71

1) Accuracy. Accuracy is the proportion of correct predictions, the cases with a predicted
value equal to the ground truth, overall, the predictions, which can be used to measure the overall
performance of the given model.
𝐴=

𝑁𝑐
𝑁

(25)

where 𝐴 is the accuracy of the model, 𝑁𝑐 is the correct predictions of class 𝑐 and 𝑁 is the number
of total predictions.
2) Precision. Precision measures the proportion of true positive predictions over all
predicted positives. The precision can be obtained:
𝑃𝑐 =

𝑇𝑃𝑐
𝑇𝑃𝑐 + 𝐹𝑃𝑐

(26)

where 𝑇𝑃𝑐 is the number of true positives of class 𝑐 and 𝐹𝑃𝑐 is the number of false positive of
class 𝑐.
3) Recall. Recall is the number of corrected classified observations over the total
observations in the class 𝑐.
𝑅𝑐 =

𝑇𝑃𝑐
𝑇𝑃𝑐 + 𝐹𝑁𝑐

(27)

where 𝑇𝑃𝑐 is the number of true positives of class 𝑐 and 𝐹𝑁𝑐 is the number of false negatives of
class 𝑐.
4) 𝐹1 score. 𝐹1 score is the weighted average of the precision and recall.
𝐹1𝑐 = 2 ∗

𝑃𝑐 ∗ 𝑅𝑐
𝑃𝑐 + 𝑅𝑐

(28)

Since 𝐹1 is a weighted average, it is best for imbalanced data when the proportions of
each class are not same. And this measure takes the weight of every class based on the
proportion.
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4.3. Model Results Discussion
This section shows different model performances and comparison. The feature
importance identified through random forest classifier is also present.
4.3.1. Comparative Models
To compare the results from different models, we considered several factors. First, in this
study, 25% of the dataset is used as a test sample to help us to evaluate the model unbiasedly.
The test data is independent of the training data to avoid the bias caused by overlapping. Also,
the accurately predicted safe spots are considered, but the lower number of false alarm cases is
used to evaluate the model performance. All the trained models and testing are processed on
GPU efficiently. Therefore, this research presents several metrics, including precision, recall, F1score, and accuracy. All the model results are shown in Figure 4.11 and Figure 4.12.

Figure 4.11 Confusion Metrices for Imbalanced Data Models
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The model performance evaluation results are shown in Figure 4.12 and Figure 4.11. It
can be illustrated that the mixed-data CNN model performs the best, with an accuracy of over
88% for imbalanced and 89% for balanced data compared with other models. Our image-based
model reaches the accuracy of 78% , similar to Najjar’s study (Najjar et al., 2017). In this study,
the convolutional neural network using only labeled satellite image data can reach 73.2% in
Denver city. Furthermore, this mixed-input CNN model provides the best precision, recall, and
F1-score for both train and test data. The results indicated a need in transportation safety data
analysis to consider fusing data from multiple sources in the context.

Figure 4.12 Confusion Matrices for Balanced Data Models
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Table 4.1 Model Performance Evaluation for Imbalanced Data
Performance
Precision
Recall
F1-score
Accuracy

Train data
LR
RF
0.68
0.81
0.70
0.80
0.64
0.79
0.70
0.80

VGG-19
0.77
0.79
0.78
0.77

M-CNN
0.89
0.88
0.89
0.88

Test data
LR
0.68
0.69
0.65
0.69

RF
0.81
0.80
0.79
0.80

VGG-19
0.77
0.78
0.77
0.78

M-CNN
0.89
0.88
0.88
0.88

Table 4.2 Model Performance Evaluation for Balanced Data
Performance
Precision
Recall
F1-score
Accuracy

Train data
LR
RF
0.82
0.88
0.83
0.86
0.82
0.86
0.82
0.86

VGG-19
0.80
0.80
0.80
0.80

M-CNN
0.89
0.90
0.89
0.89

Test data
LR
0.83
0.84
0.83
0.83

RF
0.86
0.86
0.86
0.86

VGG-19
0.80
0.79
0.77
0.79

M-CNN
0.89
0.90
0.89
0.89

Besides, according to the model results, the highest accuracy on the test data by feeding
the model only with structured data will reach 80% for imbalanced data and 86% for balanced
data from random forest classifier models., compared with the logistic regression model in this
binary classification problem.
Therefore, the accuracy of the mixed-data model is significantly better than the image
data model and structured data model.
Other than model performance, the model results could also demonstrate the difference
between imbalanced data and balanced data in high-risk spot identification and classification.
According to the model results in Table 4.1 and Table 4.2, the accuracy from balanced data is
relatively high for all models, including RF, LR, VGG-19, and mixed-data CNN. While the
improvements in structured data models (RF, LR) are more significant than VGG-19 and mixeddata CNN models.

75

4.3.2. Feature Importance
In the dataset, 126 features are defined and employed for the prediction. These features
include traffic characteristics and road geographic design information. The top 17 important
features identified in the RF model are shown in Figure 4.13. Based on the hyper-parameter
tuning, total 40 parameters are used in this random parameter classifier and M-CNN model. It is
illustrated that District 7, District 1, and District 4 tend to be more significant in predicting the
crash spots. It is not surprising that the functional classification of the roadways, including urban
minor collector, rural major collector, urban minor arterial, and rural minor collector are
significant in the crash and safe spots identification. Similarly, AADT type and TFACT (truck
percentage) are identified as important features in crash location prediction. These findings are
consistent with crash risk estimations on roadway segments (Abdel-Aty and Haleem, 2011; Lee
and Abdel-aty, 2005; Yu and Abdel-Aty, 2013).

Figure 4.13 Feature Importance
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4.4. Concluding Remarks
Emerging high-resolution big transportation data from multiple sources, coupled with the
progression in high-performance computational technologies, enabled new approaches in crash
analysis. This study builds a framework to classify the high-risk and safe areas by integrating
multiple data sources and applying deep learning models. The roadway design information and
geographic characteristics are attained from the RCI database operated by FDOT. And the
satellite images are scratched using Google Static Map API.
Several machine learning models are used in the study, including random forest classifier,
logistic regression, VGG-19 and combined neural network (CNN) to compare the performances.
Based on the results, the model performance can be improved by fusing the traditional structured
data and satellite image data. The results reveal that the combined neural network model with the
extra features extracted using multiple-layer perception (MLP) and added to convolutional
layers, coupled with the image neural network model, can help us achieve 88% accuracy on the
test data.
This study presents a novel roadway spot prediction model using an artificial intelligence
model and fusing satellite image data and traditional traffic and roadway characteristics data.
This study demonstrates the combined usage of spatial data, crash frequency and location, and
roadway characteristics to identify and predict crash hot spots. The developed model in the study
can be employed to proactively monitor the roadway crash risks and map roadway safety in the
long term.
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Chapter 5: Conclusions
This dissertation solved three transportation problems.
The relationship between street lighting illuminance and nighttime crash risks along
roadway segments was examined through random parameter negative binomial models and a
case-control study. Two photometric illuminance measures were selected: mean to measure the
average level and standard deviation for the uniformity along a roadway segment. Reliable and
simple crash modification functions (CMFs) for mean and standard deviation are developed for
transportation agencies to implement the CMFs in the street lighting design and nighttime safety
management and operation.
A recursive bivariate probit analysis framework was developed to identify the causeeffect chains in motorcycle0vehicle crashes on horizontal curves. The cause-effect chain
discovered multiple contributing factors to riders’ or drivers’ improper per-crash actions
impacting motorcycle fatalities. It is not surprising that motorcycle riders’ physical defects and
impaired riding could cause both riders’ improper riding actions and motorcyclist fatality. Curve
alignment design characteristics were also found to impact motorcycle fatality. The recursive
bivariate probit analysis approach produced fruitful results and provided useful information
about concealed causal factors in injury severity analysis.
The concept of transportation big data is trending in crash analysis in recent years. A
combined neural network is built using both traditional roadway characteristics and traffic data
and satellite image data to identify the crash hot spot on the roadway network. This combined
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neural network can reach the highest prediction accuracy using Florida data. Furthermore, this
model could be used for high-risk crash spot identification and roadway safety diagnosis in a
long term for different transportation agencies.
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