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Abstract
The present paper generalizes the analysis in (Ann. H. Poincare´ 1 (2000) 59, Math. J. (AMS)
8 (1997) 123) of the correlations for a lattice system of real-valued spins at low temperature. The
Gibbs measure is assumed to be generated by a fairly general Hamiltonian function with pair
interaction. The novelty, as compared to [2,20], is that the single-site (self-) energies of the spins
are not required to have only a single local minimum and no other extrema. Our derivation of
exponential decay of correlations goes through the spectral analysis of a deformed Laplacian
closely related to the Witten Laplacian studied in [2,20]. We prove that this Laplacian has a
spectral gap above zero and argue that this implies exponential decay of the correlations.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The present paper is devoted to the study of probability measures on RL given in
form of a Boltzmann weight,
dmðxÞ :¼ Z1b e2bHðxÞ dLx; ð1:1Þ
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where L is a large, but ﬁnite set, HAC2ðRL;RÞ is twice differentiable, and Z1b is a
normalization factor.
In the context of (classical) statistical mechanics, measures of the form (1.1) are
called lattice gases or lattice spin systems. In this part of theoretical physics, RL ¼
fx :L-Rg is interpreted as the space of conﬁgurations of continuous spins on a
lattice L; and H is a Hamiltonian function whose values HðxÞ represent the energy
of a given spin conﬁguration x:
The properties of (an appropriate sequence labeled by L of) measures of the form
(1.1) in the limit jLj-N; which is called the thermodynamic limit, is of central
importance to statistical mechanics, as statistical mechanics deals with macroscopic
properties of these physical systems for large lattices. In contrast, statements about
(1.1) whose validity requires jLj to be bounded above by a constant, are useless for
most applications in statistical mechanics. (Exceptions are, e.g., spin-glass systems.)
For this reason, it is understood that all statements in this paper hold uniformly in
jLj; unless explicitly stated otherwise.
Moreover, b40 corresponds to inverse temperature, b ¼ ðkBTÞ1; and our
interest is focused on the low-temperature regime, bb1: (Here kB is Boltzmann’s
constant.)
Measures (1.1) are studied in this paper by means of a twisted Witten Laplacian
DH;Q which is a selfadjoint operator acting on (a dense domain in) the space
H ¼ VðRLÞ of square-integrable, antisymmetric forms on RL: Denoting by d the
usual exterior differentiation on H; we introduce the twisted exterior complex
as the conjugation of d by certain exponential weights,
dH;Q :¼ 1b e
b½HdGðQÞ
 d eb½HdGðQÞ

¼ 1
b
eb dGðQÞ ebH d ebH eb dGðQÞ: ð1:2Þ
Here, Q is a suitably chosen matrix-valued function on RL; and the twist dGðQÞ
denotes its second quantization. Clearly, d2H;Q ¼ 0: Moreover, dH;Q ebH ¼ 0 because
dGðQÞ restricted to 0-forms vanishes. Denoting by dH;Q the adjoint of dH;Q with
respect to Lebesgue measure, we introduce a twisted Dirac operator by DH;Q :¼
dH;Q þ dH;Q: The twisted Witten Laplacian (or Hodge Laplacian with respect to the
complex dH;Q) is then deﬁned as the square of DH;Q;
DH;Q :¼ D2H;Q ¼ d2H;QdH;Q þ dH;QdH;Q: ð1:3Þ
By construction, DH;Q is a positive operator. Its kernel is one dimensional and
spanned by the 0-form ebH ; as we show below.
The (untwisted, Q ¼ 0) Witten Laplacian DH;0 was originally introduced by
Witten [23] in the context of differential geometry. Its importance for the study of
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(1.1) lies in the identity
ETb ðu; vÞ :¼ Ebðu  vÞ  EbðuÞ  EbðvÞ
¼ 1
b2Zb
/ebH du j ðDð1ÞH;0Þ1ebH dvS; ð1:4Þ
for the truncated correlation function of the probability measure dmðxÞ; where
EbðuÞ :¼
R
uðxÞ dmðxÞ denotes the expectation value of a continuously differentiable
observable uAC1ðRL;RÞ; and Dð1ÞH;040 denotes the (strictly positive) restriction of
DH;0 to the space of 1-forms. Identity (1.4) shows that the decay (mixing property) of
dmðxÞ corresponds to the decay of the resolvent of DH;0: This was realized by Helffer
and Sjo¨strand [15] and, more explicitly, by Sjo¨strand [20]. In particular, the
truncated two-point correlation function has an explicit representation as a matrix
element of the resolvent of DH;0;
ETb ðxi; xjÞ ¼
1
b2Zb
/ebH dxi j ðDð1ÞH;0Þ1ebH dxjS: ð1:5Þ
Here, i; jAL are two lattice points. The asymptotics of the decay of this truncated
correlation function ETb ðxi; xjÞ; as the distance of i and j gets large, is of special
interest. Eq. (1.5) links the asymptotics, in the low-temperature regime, to matrix
elements of the inverse of H 00ð0Þ: To realize this connection, we need to analyze the
low-lying spectrum of Dð1ÞH;0: In this paper we prove an upper bound on the
correlations and in a future work we will derive the asymptotics of the correlations.
A certain class of Hamiltonian functions was studied by means of Dð1ÞH;0 in the
above-mentioned paper by Sjo¨strand [20]. He derived the asymptotics of the
truncated correlation function to leading order in b1 under the assumption that
the Hamiltonian function H is uniformly strictly convex. In [21], he considerably
reﬁned his analysis and derived the correlation asymptotics to all orders in b1:
Sjo¨strand’s paper [20] was also the starting point for Jecko, Sjo¨strand, and the ﬁrst
author, who derived in [2] the (same) correlation asymptotics, to leading order in
b1; under weaker assumptions. Yet, the requirements in [2] still imply that H has no
critical point except for its (unique) minimum. This assumption appeared to be
purely technical and not essential. This is precisely the point to be established in the
present paper. Loosely speaking, the introduction of the twist dGðQÞ convexiﬁes the
potential in Dð1ÞH;Q such that it has all properties required in [2], and all the methods
developed therein apply again. Apart from this (desired) convexiﬁcation, dGðQÞ also
generates (undesired) exponentially large weight factors. These large weights lead to
technical complications in our analysis, because we have to show that they do not
affect the main relative form bound implying the expected spectral properties of Dð1ÞH;Q
(see Section 2). We note that one can in certain situations obtain exponential decay
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of correlations at low temperature in models with several global minima provided
there is a unique shallowest well (i.e., the one of least curvature), see [16].
The twist with dGðQÞ leads us to analyze the stability at low temperatures of the
partition function Zb; under perturbations of H in a single variable, more precisely
of the type H-H  qi; where qiðxÞ ¼ qiðxiÞ and qi vanishes around 0. We prove that
perturbations of this type only changeZb by an error which is exponentially small in
b: We are inspired by techniques of Sjo¨strand [19], cf. also [10,17].
A variety of Hamiltonian functions, especially those of f4-type, were analyzed by
Helffer [11–14] by means of the Witten Laplacian Dð1ÞH;0: He also uses a ‘‘twist’’, which
is, however, different from ours. Nevertheless, Helffer’s approach and the models he
studied do overlap with the models treated in the present paper. Therefore, a
comparison is appropriate and will be the subject of future research.
It turns out that, through (1.3), the spectral properties of Dð1ÞH;0 are also intimately
connected with the validity of a Log–Sobolev inequality for the measure dm:
Roughly speaking, a Log–Sobolev inequality implies the uniform (w.r.t. jLj)
positivity of Dð1ÞH;0; and the converse is true, as well, provided the positivity of D
ð1Þ
H;0 is
not only uniform w.r.t. jLj; but also with respect to all possible boundary conditions
(in the sense of the DLR equations). This has been established by Zegarlinski [26],
Yoshida [24], Bodineau and Helffer [3] and Procacci and Scoppola [18]. These works,
in particular, prove exponential decay of correlations for weakly coupled systems at
an arbitrary, but ﬁxed inverse temperature 0oboN: In contrast to our paper,
however, the methods employed in these papers do not apply in the low-temperature
limit b-N: The paper [3] is close to ours in spirit whereas [18] uses cluster
expansion techniques.
One of the interesting aspects about the Witten Laplacian is that it appears in
various branches of mathematics and mathematical physics as an object of
fundamental importance. Aside from the original application to problems in
differential geometry, now sometimes referred to as Witten–Helffer–Sjo¨strand
theory [5], it coincides (on a formal level) with operators used in supersymmetry,
cf. [7]. In stochastic analysis, the Witten Laplacian can be viewed as the generator of
a parabolic, stochastic PDE that determine the correlation functions of dm and the
rate of convergence of initial distributions to a stationary one [1]. In the context of
spin glasses, especially the Hopﬁeld–Kac model, the Witten Laplacian has been used
in [4], to estimate the tunneling rates between local minima of a spin-glass
Hamiltonian.
We remark that continuous spin systems with multiple phases have been
successfully studied by other methods, e.g., the Pirogov–Sinai theory and contour
methods [8,9,25]. It would be interesting to link the basic notions of Pirogov–Sinai
theory to corresponding spectral properties of the Hamiltonian. We anticipate this
link to go through the minima of the Hamiltonian function which, on one hand,
counts the number of phases in Pirogov–Sinai theory, and which, on the other hand
should correspond to the elements of the kernel of a Witten Laplacian which
degenerates in the thermodynamic limit. This is a subject of future research, as well.
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1.1. Organization of the paper
The present section is devoted to a presentation of all the objects used in this
paper. We furthermore state the main result, Theorem 1.1, and reduce its proof to
two statements. One is a semi-classical localization result, Theorem 1.6, and the
other is a form bound given in Theorem 2.1. In Section 1.2 we formulate
the assumptions we impose on the self-energies (or single-spin potentials) and the
interaction between lattice sites. We furthermore present some properties of the self-
energies and the interaction which follow from the basic assumptions (to be derived
in Appendix A). In Section 1.3 we present the central object around which the
analysis of this paper revolves, namely, the twisted Witten Laplacian (1.3). In Section
1.4 we present an extension to non-zero Q of identity (1.4) expressing the truncated
two-point correlation function in terms of matrix elements of the inverse Witten
Laplacian (restricted to 1-forms). We furthermore give a Combes–Thomas twisted
version of this formula which will be used to prove exponential decay of correlations.
In Section 1.5 we introduce a comparison operator which approximate the twisted
Witten Laplacian in the low-temperature limit (in a semi-classical sense). In Section
1.6 we state and prove the main result of this paper, namely exponential decay of
correlations.
In Section 2 we state and prove Theorem 2.1, the main technical result of this
paper. This theorem is a form bound which states that the twisted Witten Laplacian
(with Combes–Thomas weights), in the low-temperature limit, is a small perturba-
tion of the comparison operator to be introduced in Section 1.5. We start the section
by breaking the proof up into a series of estimates, which are subsequently proven in
a series of subsections. In Sections 2.1 and 2.2 we estimate the perturbation (which is
a matrix) in terms of a diagonal matrix. In Sections 2.3–2.5 this diagonal matrix is in
turn estimated by other diagonal matrices which in the ﬁnal step is identiﬁed with the
diagonal part of the comparison operator.
In Section 3 we prove a semi-classical localization estimate for the partition
function. The proof is divided into two steps. In Section 3.1 we analyze the
interaction part of the Hamiltonian and in Section 3.2 we analyze the self-energy
part of the Hamiltonian and prove the localization estimate.
In Appendix A we derive some properties of the self-energy and the interaction
which follow directly from the basic assumptions.
Finally, in Appendix B we establish self-adjointness of the Dirac operator and
determine the kernel of the Witten Laplacian.
1.2. Assumptions and the main result
We consider a system of real-valued spins on a ﬁnite set L; i.e., jLjoN; which we
henceforth refer to as the lattice. We assume L to be a metric space with respect to a
metric r : L  L-Rþ0 : Typical examples for L we have in mind are ﬁnite subsets of
Zd or ﬁnite discrete tori ZdL ¼ ðZ=LZÞd ; with d; LAN: While ZdL is an abelian group,
we shall not, however, assume L to possess any additional structure at this point.
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In order to allow for taking the thermodynamic limit, we shall think of the lattice
L as being an element of a countable collection G{L of ﬁnite lattices which is
partially ordered by inclusion. For the existence of the thermodynamic limit and its
analysis, we then require that all constants are uniform with respect to LAG: Below,
we call a quantity universal if it neither depends on jAL nor on LAG: For example,
we shall assume below that
max
jAL
X
kAL
erð j;kÞ
( )
pCr; ð1:6Þ
for some universal constant CroN:
Given the lattice L; the corresponding spin conﬁguration space is RL; and the
energy of a spin conﬁguration is determined by a pair interaction Hamiltonian
function H : RL-R given by
HðxÞ ¼
X
jAL
fjðxjÞ þ a
X
i;jAL
wi;jðxi; xjÞ; ð1:7Þ
for x ¼ ðxjÞjALARL: Here, fj : R-R are the single-site energy functions at the lattice
point jAL; and wi;j : R2-R represent the pair interaction between the lattice sites i;
jAL: Furthermore, 0papa0o1 is a coupling constant which is assumed to be
sufﬁciently small, although we do not consider the limit a-0: For the derivation of
our main results, we require the following hypotheses.
Hypothesis 1. For any jAL; zero is the unique, non-degenerate minimum of
fjAC2ðR;RÞ; attained at t ¼ 0; i.e., fjð0Þ ¼ 0; f 00j ð0Þ40; and fjðtÞ40; whenever ta0:
Moreover, there exist universal constants 0ocfp1pCfoN; RfoN; such that
cfpf 00j ð0ÞpCf ; ð1:8Þ
8ta0 : ff 0j ðtÞ ¼ 0g ) ffjðtÞXcf g; ð1:9Þ
8tAR : j f 00j ðtÞ  f 00j ð0ÞjpCf j f 0j ðtÞj þminf1; jtjg
 
; ð1:10Þ
8jtjXRf : j f 0j ðtÞjXcf max

j f 0kðsÞj
		 jsjpjtj; kAL
; ð1:11Þ
for all jAL:
Hypothesis 1 roughly coincides with what is required in [2, Example 1.1], except
for Eq. (1.10), which is much weaker than the corresponding assumption
j f 00ðtÞ  f 00ð0Þjpconst j f 0ðtÞj þ f 0ðtÞ2
 
ð1:12Þ
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in [2, Example 1.1]. Note that Eq. (1.12) yields f 00ðtÞ ¼ f 00ð0Þ40; for any critical
point t; which implies that t ¼ 0 is the only critical point of f : This does not only
suggest that Eq. (1.12) is merely technical, but it also illustrates that the requirement
(1.12) excludes one of the main examples for an application of our method: an Ising-
type or f4-model in a magnetic ﬁeld, in which case fjðxjÞ ¼ constþ ðx2j  1Þ2 þ ljxj ;
with ljAR being the magnetic ﬁeld at site j: In fact, the main goal of the present work
is to weaken Assumption (1.12).
To formulate our hypothesis on wi;j; we introduce functions
hjðsÞ :¼ min j fjðsÞj; j fjðsÞj
1
2
 
þminf1; jsjg; ð1:13Þ
for all jAL:
Hypothesis 2. For all i; jAL; the pair interaction functions wi;jAC2ðR R;RÞ vanish
on-site and at the origin, wi;iðs; tÞ  0 and wi;jð0; 0Þ ¼ 0: Furthermore, for i; jAL;
there exists a symmetric matrix
%
a ¼ ðaijÞi;jAL of non-negative weights (with aii ¼ 0 for
convenience), such that
X
tAfi;jg
@wi;j
@xt
ðxi; xjÞ
				
				þ X
s;tAfi;jg
@2wi;j
@xs@xt
ðxi; xjÞ  @
2wi;j
@xs@xt
ð0; 0Þ
				
				
paij hiðxiÞ þ hjðxjÞ
 
; ð1:14Þ
and
X
s;tAfi;jg
@2wi;j
@xs@xt
ð0; 0Þ
				
				paij : ð1:15Þ
The weights are assumed to have exponential decay with respect to the metric r
on L;
max
iAL
X
jAL
erðijÞaijpCa; ð1:16Þ
for some universal constant CaoN:
Similar to the example above, Hypothesis 2 also accommodates the important
example of an Ising or spin-glass-type interaction, for which wi;jðxi; xjÞ ¼ xixj
(except that Ca may not be universal for spin-glass models). Further note that in the
case LCZd and r being the euclidean metric, the summability condition is fulﬁlled
for interactions of ﬁnite range D40; i.e., in case that wi;j  0 whenever rði; jÞXD:
Hypotheses 1 and 2 insure that H is growing at least linearly in x at inﬁnity,
provided aX0 is sufﬁciently small, cf. Lemma B.1. Thus u exp½bH
AL2ðRLÞ; for
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any b40 and any polynomially bounded measurable function u : RL-C: In
particular, the expectation value EbðuÞ in Eq. (1.1) exists for any such function
(which represents an observable).
The main result of this paper is the following.
Theorem 1.1 (Exponential decay). Assume Hypotheses 1 and 2. There exist universal
constants b0oN and a140 such that, for all 0oep1=2; 0pko1; b4b0e1=2; and
0paoa0 :¼ eð1 kÞa1; we have
jETb ðxi; xjÞjpð1þ eÞ
1
2blmin
ekrði;jÞ: ð1:17Þ
Here lmin :¼ min sðH 00ð0ÞÞ which, for aoa0 small enough, satisﬁes lmin4cf =2: We
remark that the effect of boundary conditions (in a given example) on the decay
estimate (1.17) is encoded in lmin and in Ca; and hence, is easy to analyze. Control
with respect to boundary conditions was considered in [3,18,24,26], however, not
with uniform control at low temperature.
An important point in our analysis is the observation made in Lemma 1.2, below,
that our hypothesis on fj sufﬁces to construct an auxilliary function gj which obeys
(1.12) and; yet, differs from fj only away from its global minimum at xj ¼ 0; i.e., in a
region which should be irrelevant (and, indeed, is irrelevant, as we prove in a
subsequent paper) for the correlation asymptotics at low temperature.
Lemma 1.2. Assume Hypothesis 1. There exist universal numbers qmax40;
0oRˆ 0oRˆ 1oRˇ0oRˇ1oN; ð1:18Þ
to which we associate the unions of intervals
I0 :¼ ½Rˆ 0; Rˆ 0
; ð1:19Þ
Iˆ :¼ ðRˆ 1;Rˆ 0Þ,ðRˆ 0; Rˆ 1Þ; ð1:20Þ
Iˇ :¼ ðN;Rˇ0Þ,ðRˇ0;NÞ; ð1:21Þ
IN :¼ ðN;Rˇ1Þ,ðRˇ1;NÞ; ð1:22Þ
and functions
qˆ jAC2ðIˆ ; ½0; qmax
Þ; qˇjAC2ðIˇ; ½0; qmax
Þ; ð1:23Þ
and
qj :¼ qˆ j þ qˇjAC2ðR; ½0; qmax
Þ; ð1:24Þ
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possessing the following properties:
(i) On IN; we have qˇj  qmax:
(ii) The functions
gj :¼ fj  qj and gˆ j :¼ fj  qˆ j ð1:25Þ
are non-negative and have a unique critical point at t ¼ 0:
(iii) There exist universal constants 0ocgp1pCgoN; such that the following
estimates hold true:
cfpg00j ð0Þ ¼ f 00j ð0ÞpCf ; ð1:26Þ
8tAR : jg0jðtÞjXcg minf1; jtjg; ð1:27Þ
8tAR : jg00j ðtÞ  g00j ð0Þj þ jgˆ 00j ðtÞ  gˆ 00j ð0ÞjpCgjg0jðtÞj; ð1:28Þ
8tAR : jg0jðtÞjXcg max

jg0kðsÞj
		 jsjpjtj; kAL
; ð1:29Þ
8tAR : cgjg0jðtÞjpjgˆ 0jðtÞjpCgjg0jðtÞj; ð1:30Þ
8t40 : max
jtjpt
fjg0jðtÞjgpCgeCgt; ð1:31Þ
8t40 : min
jtjXt
fjg0jðtÞjgXcg minf1; tg: ð1:32Þ
In Appendix A, we give a detailed proof of Lemma 1.2. The reader might
ﬁnd our graphical illustration in Fig. 1 of its assertion for a typical function
fj helpful.
Note that an application of Lemma 1.2 to Hypothesis 2 easily yields the following
consequence.
Lemma 1.3. Assume Hypotheses 1 and 2. Then, there exists a universal constant
CwoN; such that, for all i; jAL; the pair interaction functions wi;j obey
X
tAfi;jg
@wi;j
@xt
ðxi; xjÞ
				
				þ X
s;tAfi;jg
@2wi;j
@xs@xt
ðxi; xjÞ  @
2wi;j
@xs@xt
ð0; 0Þ
				
				
pCwaij minfjg0iðxiÞj; jg0iðxiÞj1=2g þminfjg0jðxjÞj; jg0jðxjÞj1=2g
 
: ð1:33Þ
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1.3. Twisted witten complex
In this section we present most of the objects to which we reduce the analysis of
the truncated two-point correlation functions (1.2). We introduce the fermionic Fock
space over CL;
F FðCLÞ :¼"N
n¼0
FðnÞ; FðnÞ :¼ ðCLÞ#an; ð1:34Þ
where#an denotes the n-fold antisymmetric tensor product, andF
ð0ÞCCO is a one-
dimensional subspace spanned by the normalized vacuum vector O: The standard
annihilation and creation operators fai; ai giAL represent the canonical anti-
commutation relations (CAR)
8i; jAL : fai; ajg ¼ fai ; aj g ¼ 0; fai ; ajg ¼ dij; and aiO ¼ 0; ð1:35Þ
on F; where fA; Bg ¼ AB þ BA; and dij is the Kronecker delta. By (1.35), an
orthonormal basis of Fð1Þ is given by faiOgiAL: Thus, Fð0Þ and Fð1Þ can be
identiﬁed with C and CL; respectively. Due to (1.35), the products ai aj and aja

i leave
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Fig. 1. The solid curve is the graph of fj : The graph of gˆ j is the dashed curve on ðRˆ 0; Rˆ 1Þ and agrees with
fj on ð0; Rˆ 0Þ and on ðRˆ 1;NÞ: The graph of gj is the dashed curve on ðRˆ 0; Rˆ 1Þ; the dash-dotted curve on
ðRˇ0;NÞ; and agrees with fj on ð0; Rˆ 0Þ and on ðRˆ 1; Rˇ0Þ: The dash-dot-dotted curve depicts qˆ j ; and the
dash-dot-dot-dotted curve depicts qˇj :
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FðnÞ invariant. Thus, we can represent their action on Fð0Þ by a complex number,
8i; jAL : ai aj ¼ 0 and ajai ¼ dij on Fð0Þ: ð1:36Þ
Likewise, their action on Fð1Þ can be represented by a complex L L-matrix.
Denoting the standard matrix units on Fð1Þ  CL by Eij; i.e., /akOjEijalOS :¼
dikdjl ; one easily checks that
8i; jAL : ai aj ¼ Eij and ajai ¼ dij  1 Eij on Fð1Þ: ð1:37Þ
Note, in particular, that
8jAL : aj aj ¼ Ejj and ajaj ¼
X
kðajÞ
Ekk on F
ð1Þ: ð1:38Þ
Here,
P
kðajÞ denotes
P
kAL\fjg : This is part of the summation convention
P
iðÞ :¼P
iALðÞ;
P
i;jðÞ :¼
P
ði;jÞAL2ðÞ;
P
iajðÞ :¼
P
ði;jÞAL2\fði;iÞjiALgðÞ; and
P
iðajÞðÞ :¼P
iAL\fjgðÞ; which turns out to be convenient and is used throughout the paper.
The Hilbert space of forms over RL is the tensor product
H :¼ L2ðRLÞ#F ¼ "N
n¼0
HðnÞ; HðnÞ ¼ L2ðRLÞ#FðnÞ: ð1:39Þ
We introduce (a multiple of) the standard exterior derivative onH; for b40; and its
adjoint
d :¼
X
i
1
b
@i#a

i and d
 ¼ 
X
i
1
b
@i#ai; ð1:40Þ
where @i is shorthand for
@
@xi
: Note that d2 ¼ ðdÞ2 ¼ 0: The Hodge Laplacian
associated to this exterior derivative is dd þ dd ¼ ðd þ dÞ2:
To a bounded operator TAB½Hð1Þ
 we associate its second quantization
dGðTÞAB½H
 by the standard formula, i.e., if T is represented by a matrix
ðTijÞi;jAL whose entries take their values in the operators on L2ðRLÞ then
dGðTÞ :¼
X
i;j
Tij#a

i aj: ð1:41Þ
In the present paper we second-quantize only operators whose entries are semi-
bounded self-adjoint operators on L2ðRLÞ: In particular, let Q; Qˆ ; and Qˇ denote the
matrix-valued functions with entries
Qˆ ijðxÞ ¼ dij qˆ iðxiÞ; QˇijðxÞ ¼ dij qˇiðxiÞ ð1:42Þ
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and
QijðxÞ ¼ Qˆ ijðxÞ þ QˇijðxÞ: ð1:43Þ
Here, x  ðxiÞiALARL; and qˆ i and qˇi are introduced in (1.23)–(1.24). We frequently
omit the argument and write qˆ i :¼ qˆ iðxiÞ and qˇi :¼ qˇiðxiÞ; etc. Then their second
quantization is given by
dGðQ#Þ ¼
X
j
q#j #a

j aj; ð1:44Þ
where Q# denotes Q; Qˆ ; or Qˇ; and q#j denotes qj; qˆ j; or qˇj; respectively.
Now, we introduce the twisted exterior derivative
dH;Q :¼ ebðHdGðQÞÞdebðHdGðQÞÞ ð1:45Þ
on CN0 ðRLÞ#F: Here, H  H#1 is considered a multiplication operator on H:
The twisted Dirac operator is deﬁned as the sum of the twisted exterior derivative and
its adjoint,
DH;Q :¼ dH;Q þ dH;Q: ð1:46Þ
By construction it is clear that d2H;Q ¼ ðdH;QÞ2 ¼ 0: Thus the square of the twisted
Dirac operator is the associated Hodge Laplacian
DH;Q :¼ D2H;Q ¼ dH;Q dH;Q þ dH;Q dH;Q; ð1:47Þ
which we call the twisted Witten Laplacian. It was introduced by Witten (in the case
Q ¼ 0; H a Morse function, and RL replaced by a compact manifold) in [23] to give a
semi-classical proof of the Morse inequalities (see also [7]).
The twisted Witten Laplacian preserves the space HðnÞ of n-forms on RL; so,
writing DðnÞH;Q for the restriction of DH;Q to H
ðnÞ; we have that
DH;Q ¼ "
jLj
n¼0
DðnÞH;Q: ð1:48Þ
In Appendix B, we discuss domain properties of dH;Q; d

H;Q; DH;Q; and DH;Q; as well
as, the question of self-adjointness of DH;Q and DH;Q: One of the results proved in
Appendix B is the following.
Theorem 1.4. Assume Hypotheses 1 and 2.
(i) There exist a040 and b0oN such that, for 0paoa0 and b4b0;
KerfDð0ÞH;Qg ¼ CebH and KerfDð1ÞH;Qg ¼ f0g: ð1:49Þ
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(ii) If all the fi’s and wij’s are smooth in (not necessarily universal) neighbourhoods
of 0; then there exists a universal constant a040 such that for 0paoa0 and
all b40;
KerfDH;Qg ¼ CebH#O: ð1:50Þ
We remark that our main result Theorem 1.1 only requires (1.49).
We have however included a proof in Appendix B of the more general
statement (1.50).
In the remaining part of this section we give more explicit formulas for the objects
introduced above, and we compare these with [2]. First, we introduce some
exponential weights,
#Yi :¼ ebqˆ i ; $Yi :¼ ebqˇi and Yi :¼ ebqi ¼ #Yi $Yi; ð1:51Þ
and twisted derivatives, together with their adjoints,
ZiðHÞ :¼ 1b @i þ H
0
i and Z

i ðHÞ ¼ 
1
b
@i þ H 0i : ð1:52Þ
We compute, using (1.35) and (1.40)–(1.45),
dH;Q ¼
X
i
YiZiðHÞ#ai and dH;Q ¼
X
i
Zi ðHÞYi#ai: ð1:53Þ
Note the intertwining relations
YiZiðHÞ ¼ ZiðGÞYi and #YiZiðHÞ ¼ ZiðGˆ Þ #Yi; ð1:54Þ
where
G :¼ H 
X
i
qi ¼
X
i
gi þ a
X
i;j
wi;j; ð1:55Þ
Gˆ :¼ H 
X
i
qˆ i ¼
X
i
gˆ i þ a
X
i;j
wi;j ; ð1:56Þ
according to (1.7). In the derivation of (1.54) we use that @iðH  qiÞ ¼ @iG and
@iðH  qˆ iÞ ¼ @iGˆ : Intertwining relations (1.54) are of key importance to our
analysis, as they allow us to pass from H to a new Hamiltonian function G which
agrees with H at zero, but yet has no critical points other than zero.
Note that Hð0Þ ¼ L2ðRLÞ#Fð0Þ can be identiﬁed with L2ðRLÞ; and Hð1Þ with
L2ðRLÞ#CL: We will use the same notation, Dð0ÞH;Q and Dð1ÞH;Q; for both representa-
tions.
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We ﬁrst compute the restriction of the twisted Witten Laplacian to 0-forms, Dð0ÞH;Q;
using (1.36) which implies that dH;Q ¼ 0 on Hð0Þ: We obtain
Dð0ÞH;Q ¼ dH;QdH;Q ¼
X
i;j
Zi ðHÞYiYjZjðHÞ#aiaj
¼
X
i
YiZi ðGÞZiðGÞYi#1 
X
i
YiZi ðGÞZiðGÞYi; ð1:57Þ
where in the last line, we have given its representation on L2ðRLÞ: In the special case
Q ¼ 0; we have Yi  1; for all iAL; and hence
Dð0ÞH;0 ¼
X
i
Zi ðHÞZiðHÞ ¼ b2Dþ jrHðxÞj2  b1DHðxÞ; ð1:58Þ
where D ¼PiAL @2i : For Q ¼ 0; the twisted Witten Laplacian restricted to 0-forms
thus becomes a standard semi-classical Schro¨dinger operator, and the critical points
of H become global minima of the potential (if we disregard DH; which enters at
lower order in b). Comparing to (1.57), we see that the introduction of Q removes the
non-zero local minima, which are irrelevant in the low-temperature limit. The price
we pay is the presence of the exponential weights Yi: In [2] the assumptions were
such that the low-temperature study of the Witten Laplacian, with Q ¼ 0; became
essentially a one-well semi-classical problem. Here we have relaxed the assumptions
and introduced the extra twist by dGðQÞ to restore the essential features of a one-well
problem.
The full twisted Witten Laplacian is of the form (cf. (1.35), (1.47), (1.53), and
(1.54))
DH;Q ¼
X
i;j

YiZiðHÞZj ðHÞYj#ai aj þ Zj ðHÞYjYiZiðHÞ#ajai


¼
X
j

YjZjðHÞZj ðHÞYj#aj aj þYjZj ðGÞZjðGÞYj#ajaj


þ
X
iaj
½YiZiðHÞ; Zj ðHÞYj
#ai aj
¼
X
j

YjZjðHÞZj ðHÞYj#aj aj þYjZj ðGÞZjðGÞYj#ajaj


þ 2
b
X
iaj
YiYjH 00ij ðxÞ#ai aj ; ð1:59Þ
where we use ½ZiðHÞ;Yj
 ¼ 0 and ½ZiðHÞ; Zj ðHÞ
 ¼ 2b1H 00i;j ; for iaj; and we denote
H 00ij :¼ @i@jH:
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Inserting (1.38) into (1.59), we arrive at the twisted Witten Laplacian on 1-forms
Dð1ÞH;Q ¼
X
j
fYjZjðHÞZj ðHÞYj þ
X
kðajÞ
YkZkðGÞZkðGÞYkg#Ejj
þ 2
b
X
jak
YjYkH 00jk#Ejk: ð1:60Þ
1.4. Correlation identity and exponential weights
A remarkable consequence of Theorem 1.4 is that it allows us to write the
truncated correlation (1.2) of two observables u; vAC1ðRL;RÞ as a matrix element of
the resolvent of Dð1ÞH;Q; as follows.
Theorem 1.5. Assume (1.49) and let u; vAC1ðRL;RÞ such that jruj and jrvj are
polynomially bounded in x: Then
ETb ðu; vÞ ¼ b2Z1b
X
k
ð@kuÞebðHqkÞ#akO
					ðDð1ÞH;QÞ1
*
X
c
ð@cvÞebðHqcÞ#acO
 !+
; ð1:61Þ
where
Zb :¼
Z
RL
e2bHðxÞ dx ¼ jjebH#Ojj2: ð1:62Þ
Proof. We ﬁrst observe that
EbðuÞ ¼Z1b
Z
RL
uðxÞe2bHðxÞ dx ¼ Z1b /ebH#O j uebH#OS; ð1:63Þ
and hence
ETb ðu; vÞ ¼ Ebðu  vÞ  EbðuÞEbðvÞ
¼ Ebððu  EbðuÞÞ  ðv  EbðvÞÞÞ
¼Z1b /ðu  EbðuÞÞebH#O j P0ðv  EbðvÞÞebH#OS; ð1:64Þ
where we use that u is real-valued and
P0 :¼ 1Z1b j ebHS/ebH j
 
#PO; ð1:65Þ
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denotes the orthogonal projection onto the orthogonal complement to C  ebH
times the projection onto the Fock vacuum, PO :¼ jOS/Oj: We used above that
ðu  EbðuÞÞexpðbHÞ#OARan P0:
Next, Eq. (1.49) implies that RanfDH;Q P0g>KerfDH;Qg; which allows us to
write
P0 ¼P0DH;QD1H;QDH;QP0
¼P0dH;QD1H;QdH;QP0 ¼ P0dH;QðDð1ÞH;QÞ1dH;QP0: ð1:66Þ
Using furthermore that dH;QEbðuÞ expðbHÞ#O ¼ 0; we obtain from Eqs. (1.64)
and (1.66) that
ETb ðu; vÞ ¼ Z1b /dH;QðuebH#OÞjðDð1ÞH;QÞ1dH;QðvebH#OÞS: ð1:67Þ
A simple computation gives
dH;QðvebH#OÞ ¼ 1b
X
c
ð@cvÞebðHqcÞ#acO: ð1:68Þ
Inserting (1.68) into (1.64), we arrive at the desired identity (1.61) for the truncated
correlation. &
As an immediate consequence of (1.61), we have the identity
ETb ðxi; xjÞ ¼ b2Z1b ebðHqiÞ#eijðDð1ÞH;QÞ1ðebðHqjÞ#ejÞ
D E
ð1:69Þ
for the two-point correlation function, where ei  aiO denotes the ith standard basis
vector in CL: The presence of the modiﬁers qi and qj in the exponents leads us to
study the stability of the partition function under perturbations in a single spin
variable. We have the following theorem, which is proved in Section 3.
Theorem 1.6. Assume Hypotheses 1 and 2. There exists a universal constant c40
such that, for all oAL; x40; b4c1; and 0papa0 :¼ cminf1; xg4; the following
localization estimate holds true:
Ebð1½jxojXx
Þ ¼Z1b
Z
fx : jxojXxg
e2bHðxÞ dLxpc1ecb minfx;x2g: ð1:70Þ
This result states that perturbing the Hamiltonian function in one spin variable
only changes the partition function by an exponentially small error in the low-
temperature regime, provided the perturbation is supported away from the global
minimum.
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Exponential decay estimates for the measure exp½2bH
 dLx; as a single spin
variable is away from the global minimum are complemented by the decay properties
of ETb ðxi; xjÞ in (1.69), as the distance between i and j in L tends to be large. For the
analysis of the latter, we introduce exponential weights exp½krði; jÞ
 and observe the
following generalization of (1.69).
Lemma 1.7. Let k40 and i; j; oAL: Then
ek½rði;oÞrð j;oÞ
ETb ðxi; xjÞ
¼ b2Z1b ebðHqiÞ#aiO j ðDð1ÞH;Qðk; oÞÞ1ðebðHqjÞ#ajOÞ
D E
; ð1:71Þ
where Dð1ÞH;Qðk; oÞ denotes the restriction to Hð1Þ of
DH;Qðk; oÞ :¼
X
k
fYkZkðHÞZkðHÞYk#akak þYkZkðGÞZkðGÞYk#ak akg
þ 2
b
X
kac
ek½rðk;oÞrðc;oÞ
YkYcH 00kc#a

k ac; ð1:72Þ
and r : L L-Rþ0 is the metric on L:
Before we turn to the proof of Lemma 1.7, we remark that the exponential decay
of the two-point correlation function is analyzed in detail in Section 6. Loosely
speaking, the decay rate of the two-point correlation function is given by the limes
superior of all k40; for which (1.71) stays bounded, as rði; jÞ gets large.
Note that KerfDð0ÞH;Qðk; oÞg ¼ C  ebH and KerfDð1ÞH;Qðk; oÞg ¼ f0g; for all 0pkp1
and oAL; due to the fact that DH;Qðk; oÞ derives from DH;Q  DH;Qð0; oÞ by
conjugation with the bounded and invertible operator exp½dGðMoÞ
; see below.
Proof. Deﬁne a diagonal L L-matrix Mo by ðMoÞkc :¼ krðk; oÞdkc: Observe that
7dGðMoÞaiO ¼7krði; oÞaiO and that dGðMoÞ leaves HðnÞ invariant, cf. (1.41).
Hence
b2Zbek½rði;oÞrð j;oÞ
ETb ðxi; xjÞ
¼ edGðMoÞðebðHqiÞ#aiOÞjD1H;Q edGðMoÞðebðHqjÞ#ajOÞ
D E
¼ ðebðHqiÞ#aiOÞjðedGðMoÞDH;Q edGðMoÞÞ1ðebðHqjÞ#ajOÞ
D E
: ð1:73Þ
Since,
edGðMoÞakace
dGðMoÞ ¼ ek½rðk;oÞrðc;oÞ
akac; ð1:74Þ
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we obtain Eq. (1.71) from the computation
edGðMoÞDH;Q edGðMoÞ ¼
X
k
fYkZkðHÞZkðHÞYk#ak ak þYkZkðGÞZkðGÞYk#ak akg
þ 2
b
X
kac
ek½rðk;oÞrðc;oÞ
YkYcH 00kcðxÞ#akac: & ð1:75Þ
1.5. Comparison operator
To motivate our next deﬁnitions, we observe that, by setting Q ¼ 0 in (1.60), we
obtain the Witten Laplacian that has been analyzed in [2]
Dð1ÞH;0 ¼ Dð0ÞH;0#1þ
2
b
H 00ðxÞ: ð1:76Þ
In [2], the semi-classical conﬁning properties of the one-well problem were used to
show that Dð1ÞH;0 is close to the comparison operator
A
ð1Þ
H;0 :¼ Dð0ÞH;0#1þ
2
b
H 00ð0Þ ð1:77Þ
in the sense that their difference W
ð1Þ
H;0 :¼ Dð1ÞH;0  Að1ÞH;0 is a small perturbation of Að1ÞH;0;
as a quadratic form. More speciﬁcally, it was shown in [2] that if aX0 is sufﬁciently
small and boN is sufﬁciently large, then for any vector c in the form domain
of A
ð1Þ
H;0;
/cjW ð1ÞH;0cS
			 			p C
b1=2
/cjAð1ÞH;0 cS; ð1:78Þ
for some universal constant CoN: The derivation of Form Bound (1.78) in [2],
however, uses Property (1.12), which we are lacking in the present context, in an
essential way.
To treat Hamiltonian functions that merely obey the weaker Hypotheses 1 and 2,
we suppose we have constructed qj and qˆ j according to Lemma 1.2 and formed
Yj ¼ exp½bqj
 and #Yj ¼ exp½bqˆ j
; respectively, for all jAL: We then deﬁne
AH;Q :¼
X
j
fAˇj#aj aj þ Aj#ajaj g þ
2
b
X
i;j
H 00ij ð0Þ#ai aj; ð1:79Þ
where
Aˇj :¼ YjZjðHÞZj ðHÞYj  2b1 $Y2j Gˆ 00jjðxÞ; ð1:80Þ
Aj :¼ YjZj ðGÞZjðGÞYj: ð1:81Þ
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We remark that Eq. (1.79) coincides with (1.77), for Q ¼ 0: (The notation Aˇj is
motivated by estimate (1.92).) Furthermore, for 0pkp1 and oAL; we deﬁne
WH;Qðk; o; xÞ :¼WdiagðxÞ þ Woffdðk; o; xÞ
:¼WdiagðxÞ þ DWoffdðk; o; xÞ þ Woffdðk; o; 0Þ; ð1:82Þ
WdiagðxÞ :¼ 2b
X
j
ð $Y2j Gˆ 00jjðxÞ  H 00jj ð0ÞÞ#aj aj; ð1:83Þ
Woffdðk; o; xÞ :¼ 2b
X
iaj
ek½rði;oÞrð j;oÞ
YiYjH 00ij ðxÞ  H 00ij ð0Þ
 
#ai aj
¼ 2a
b
X
iaj
ek½rði;oÞrð j;oÞ
YiYjw00ijðxÞ  w00ijð0Þ
 
#ai aj; ð1:84Þ
DWoffdðk; o; xÞ :¼Woffdðk; o; xÞ  Woffdðk; o; 0Þ
¼ 2a
b
X
iaj
ek½rði;oÞrð j;oÞ
 YiYjw00ijðxÞ  w00ijð0Þ
 
#ai aj; ð1:85Þ
Woffdðk; o; 0Þ ¼ 2ab
X
iaj
ek½rði;oÞrð j;oÞ
  1
 
w00ijð0Þ#ai aj: ð1:86Þ
where w00ij :¼ @i@jwij ; and we observe the decomposition identity
DH;Qðk; oÞ ¼ AH;Q þ WH;Qðk; oÞ: ð1:87Þ
The argument ‘‘x’’ in (1.82)–(1.84) indicates that these operators act as matrix-
valued multiplication operators and contain no differential operator. We frequently
omit to display x: Note also that we have the identities Woffdð0; o; 0Þ ¼ 0 and
DWoffdð0; o; 0Þ ¼ Woffdð0; o; xÞ:
For n ¼ 0; 1; we compute the restrictions of AH;Q ontoHðnÞ; which we denote by
A
ðnÞ
H;Q; respectively. From (1.36)–(1.38), we immediately obtain
A
ð0Þ
H;Q ¼
X
j
Aj ¼
X
j
YjZj ðGÞZjðGÞYj; ð1:88Þ
A
ð1Þ
H;Q ¼
X
j
YjZjðHÞZj ðHÞYj  2b1 $Y2j Gˆ 00jjðxÞ þ
X
kðajÞ
YkZkðGÞZkðGÞYk
8<
:
9=
;#Eij
þ 2
b
X
i; j
H 00ij ð0Þ#Eij: ð1:89Þ
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We further observe that
dGðAð1ÞH;QÞ ¼AH;Q þ
X
j
Aj#
X
kðajÞ
akak  ajaj
8<
:
9=
;
¼AH;Q þ
X
j
Aj
 !
#ðNF  1Þ; ð1:90Þ
where
NF :¼ dGð1Þ ¼
X
k
akak ð1:91Þ
is the fermion number ð¼ form degreeÞ operator. Note that NF is bounded, more
precisely jjNFjj ¼ jLj; thanks to the Pauli principle.
We will write W
ðpÞ
H;Qðk; oÞ for the restriction of WH;Qðk; oÞ to p-forms, and likewise
for the derived quantities presented in formula (1.82).
1.6. Exponential decay of correlations
In this subsection we prove our main result, Theorem 1.1. Our proof relies on a
form bound to be presented below, cf. (1.94). This form bound is contained in
Theorem 2.1, which is the technical centerpiece of the present work.
Proof of Theorem 1.1. We begin with the remark that from (1.80), (1.54), and the
facts that #Yj $Yj ¼ Yj and #YjX1; we get
Aˇj ¼ $YjfZjðGˆ Þ #Y2j ZjðGˆ Þ  2b1Gˆ jjg $Yj
X $YjfZjðGˆ ÞZjðGˆ Þ  2b1Gˆ jjg $Yj
¼ $YjZjðGˆ ÞZjðGˆ Þ $Yj: ð1:92Þ
In particular, this implies that AˇjX0; and hence we ﬁnd that
A
ð1Þ
H;QX
2
b
H 00ð0ÞX2
b
lmin1; ð1:93Þ
where lmin :¼ min sðH 00ð0ÞÞ is the lowest eigenvalue of the Hessian of H at x ¼ 0:
Observe that, since f 00j ð0ÞXcf40 and j@s@tw00ijð0; 0Þjpaij ; by Hypotheses 1 and 2, the
eigenvalue lminXcf =240 is strictly positive (for aoa0 small).
Let e040 (to be chosen below). Theorem 2.1 implies that there exists a universal
constant CoN; such that, for all 0pko1; b4Ce01=2; 0paoC1e0ð1 kÞ and all
jAL; the following estimate holds true:
j/cjW ð1ÞH;Qðk; jÞfSjpe0jjðAð1ÞH;QÞ1=2cjj jjðAð1ÞH;QÞ1=2fjj: ð1:94Þ
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Write
ðDð1ÞH;Qðk; jÞÞ1
¼ ðAð1ÞH;QÞ1=2 1þ ðAð1ÞH;QÞ1=2W ð1ÞH;Qðk; jÞðAð1ÞH;QÞ1=2
 1
ðAð1ÞH;QÞ1=2: ð1:95Þ
The form bound (1.94), with e0o1; allows us to expand the resolvent on the right-
hand side of (1.95) in a Neumann series. This observation together with Eqs. (1.93)
imply that for small enough e0 (depending on e) we have
jjðDð1ÞH;Qðk; jÞÞ1jjp
b
2ð1 e=3Þlmin; ð1:96Þ
under the conditions on a and b mentioned above and for all jAL:
Lemma 1.7, applied with o ¼ j; and the Cauchy–Schwarz inequality yield
jETb ðxi; xjÞjpekrði;jÞ
jjebðHqiÞjj jjebðHqjÞjj
b2Zb
jjðDð1ÞH;Qðk; jÞÞ1jj: ð1:97Þ
Note that the Hypothesis 1 and 2 remain true if we replace one of the fj ’s with the
corresponding gj: We proceed to apply Theorem 1.6,Z
RL
e2bðHqiÞ dLx ¼
Z
jxi joRˆ 0
e2bH dLx þ
Z
jxi j4Rˆ 0
e2bðHqiÞ dLx
p
Z
RL
e2bH dLx þ ecb
Z
RL
e2bðHqiÞ dLx: ð1:98Þ
This implies, for all iAL;Z
RL
e2bðHqiÞ dLxpð1 ecbÞ1Zb; ð1:99Þ
provided b0oN is sufﬁciently large. Inserting (1.96) and (1.99) into (1.97), we arrive
at the desired bound,
jETb ðxi; xjÞjp
1þ e
2blmin
ekrði;jÞ: ð1:100Þ
Finally, we note that the form bound (1.94) implies the lower bound
min sðDð1ÞH;QÞX
2ð1 e0Þ
b
lmin: ð1:101Þ
2. Form bound on the perturbation
This section is the technical heart of our paper. Here we prove a form bound
showing that Dð1ÞH;Q ¼ Að1ÞH;Q þ W ð1ÞH;Q decomposes the twisted Witten Laplacian on
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Hð1Þ into its main part Að1ÞH;Q; see (1.89), and a small perturbation W
ð1Þ
H;Q: Being
slightly more general, we show that WH;Q is small compared to dGðAð1ÞH;QÞ; displayed
in (1.90), with relative bound of order b1=2; which becomes small in the low-
temperature limit b-0:
The main result of this section is
Theorem 2.1 (Main form bound). There exist universal constants CoN; a040;
and b0oN such that, for all 0papa0; all b4b0; all 0pko1; and all oAL; the
estimate
dGðAð1ÞH;QÞ1=2WH;Qðk; oÞ dGðAð1ÞH;QÞ1=2
			 						 			pC 1
b1=2
þ ak
1 k
 !
ð2:1Þ
holds true on ðHð0ÞÞ>; and WH;Qðk; oÞ ¼ 0 onHð0Þ: Especially, for k ¼ 0 and onHð1Þ;
we have
7W ð1ÞH;Qð0; oÞp
C
b1=2
A
ð1Þ
H;Q; ð2:2Þ
in the sense of quadratic forms.
Proof. We break up the proof of Theorem 2.1 into a series of lemmata proved in
Sections 2.1–2.5, below. Each of these lemmata contains a bootstrap argument close
in spirit to the strategy applied in [2, Section III].
We recall from Eq. (1.90) the deﬁnition NF ¼
P
k 1#a

kak ¼"jLjn¼0n  1HðnÞ of the
fermion number operator on H:
We may assume without loss of generality that all operators are restricted to
ðHð0ÞÞ>: Recall the decomposition, see (1.82)–(1.86),
WH;Qðk; o; xÞ ¼ WdiagðxÞ þ DWoffdðk; o; xÞ þ Woffdðk; o; 0Þ: ð2:3Þ
We estimate the sum WdiagðxÞ þ DWoffdðk; o; xÞ and the term Woffdðk; o; 0Þ
separately. In Lemma 2.3 in Section 2.1 we prove that
jjN1=2F Woffdðk; o; 0ÞN1=2F jjp
3Caak
ð1 kÞb; ð2:4Þ
and the main part of the proof is actually to show that
ðM½
%
b
 þ b1NFÞ1=2fWdiag þ DWoffdðk; oÞgðM½
%
b
 þ b1NFÞ1=2
			 						 			p C
b1=2
; ð2:5Þ
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for some universal constant CoN: Here, M½
%
b
 belongs to the following chain of
(possibly unbounded) operators.
J½
%
a
 :¼
X
j
Jj½
%
a
#aj aj; K ½
%
b
 :¼
X
j
Kj ½
%
b
#aj aj; ð2:6Þ
L½
%
b
 :¼
X
j
Lj½
%
b
#aj aj; M½
%
b
 :¼
X
j
Mj½
%
b
#aj aj; ð2:7Þ
where Jj½
%
a
; Kj½
%
b
; Lj½
%
b
 and Mj½
%
b
 are multiplication operators, multiplying by the
following functions:
Jj½
%
a
 :¼ $Y2j jgˆ 0jj þ
X
kðajÞ
ajkY2kjg0kj; ð2:8Þ
Kj ½
%
b
 :¼ $Y2j jGˆ 0jj þ
X
kðajÞ
bjkY2kjG0kj; ð2:9Þ
Lj ½
%
b
 :¼ $Y2j jGˆ 0jj2 þ
X
kðajÞ
bjkY2kjG0kj2; ð2:10Þ
Mj½
%
b
 :¼ $Y2j Vˆ j þ
X
kðajÞ
bjkY2kVk; ð2:11Þ
and
Vˆ jðxÞ :¼ Gˆ 0jðxÞ2 
1
b
Gˆ 00jjðxÞ and VkðxÞ :¼ G0kðxÞ2 
1
b
G00kkðxÞ: ð2:12Þ
Note that, while Jj½
%
a
; Kj½
%
b
; and Lj½
%
b
 are non-negative, Mj½
%
b
 has no deﬁnite sign, a
priori. Furthermore, we denote the weights by
%
a :¼ ðaijÞi;jAL;
%
aðkÞ :¼ ðaijðkÞÞi;jAL ¼
ðekrði;jÞaijÞi;jAL; and introduce new weights
%
b :¼ ðbijÞi;jAL; with the property that
bijXerði;jÞaij; in Section 2.3.
To explain the general strategy of the estimates we note that jg0j j þ jg0kj controls the
derivatives of wjk; by Hypothesis 2. This enables us to show in Theorem 2.6 in
Section 2.3 that for some universal constant CoN;
jjð J½
%
aðkÞ
 þ nÞ1=2fWdiag þ DWoffdðk; oÞgð J½
%
aðkÞ
 þ nÞ1=2jjpC
b
; ð2:13Þ
for any n40: Next, we remark that the difference between g0k and G
0
k also contains
only derivatives of wjk which we control with jg0jj þ jg0kj: Bootstrapping the
corresponding estimate, we derive in Theorem 2.8 in Section 2.3 that, for some
universal constant CoN;
J½
%
aðkÞ
pJ½
%
b
pCK ½
%
b
: ð2:14Þ
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For the bootstrap argument to work out, we need to pass from the weights aijðkÞ ¼
ekrði;jÞaij to bigger weights bijXerði;jÞaij : These new weights are then chosen as to fulﬁlP
k bike
rðk;jÞakjpC0bij ; where C0oN is a universal constant. This construction and
the bootstrap argument require aX0 to be small.
Similar arguments are then used in Theorem 2.9 in Section 2.4 to prove that, for
some universal constant CoN;
K ½
%
b
p1
e
L½
%
b
 þ CeNF; ð2:15Þ
provided aX0 and e40 are sufﬁciently small, and ﬁnally in Theorem 2.10 in Section
2.5 to prove that, for some universal constant CoN;
L½
%
b
p 1þ C
b
 
M½
%
b
 þ C
b
NF
 
; ð2:16Þ
provided that boN is sufﬁciently large.
Inserting (2.14)–(2.16) into (2.13) and by taking the limit n-0; we conclude that,
for some universal constant 1pCoN and all f; c in the form domain of M½
%
b
;
j/fjfDWoffdðk; oÞ þ WdiaggcSj
p C
eb
1þ C
b
 
M½
%
b
 þ C
b
NF
 
þ Ce
b
NF
 1=2
f
					
					
					
					
 C
eb
1þ C
b
 
M½
%
b
 þ C
b
NF
 
þ Ce
b
NF
 1=2
c
					
					
					
					
p 2C
b1=2
M½
%
b
 þ 2C
b
NF
 1=2
f
					
					
					
					 M½%b
 þ 2Cb NF
 1=2
c
					
					
					
					; ð2:17Þ
by choosing e :¼ b1=2; provided that aX0 is sufﬁciently small, and boN is
sufﬁciently large. Additionally taking into account (2.4), we hence obtain
j/fjWH;Qðk; oÞcSjp C
0
b1=2
M½
%
b
 þ C
0
b
þ ak
b1=2ð1 kÞ
" #
NF
 !1=2
f
						
						
						
						
 M½
%
b
 þ C
0
b
þ ak
b1=2ð1 kÞ
" #
NF
 !1=2
c
						
						
						
						; ð2:18Þ
with 1pC0oN being a universal constant.
The next step is to use the positivity of @2j ; as a quadratic form. This gives,
cf. (2.12)
Y2kVkpYk 
1
b2
@2k þ ðG0kÞ2 
1
b
G00kk
 
Yk
¼YkZkðGÞZkðGÞYk; ð2:19Þ
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and similarly
$Y2j Vˆ jp $Yj 
1
b2
@j þ ðGˆ 0jÞ2 
1
b
Gˆ 00jj
 
$Yj
¼ $YjZj ðGˆ ÞZjðGˆ Þ $Yj: ð2:20Þ
The distinction between $Yj and Yj becomes important now. Namely, inserting the
commutator ½Zj ðGˆ Þ; ZjðGˆ Þ
 ¼ 2b1Gˆ 00jj ; using the second intertwining relation
ZjðGˆ Þ #Yj ¼ #YjZjðHÞ in (1.54), and taking into account that #Y2jX1; #Yj $Yj ¼ Yj; we
have (cf. (1.92))
$Y2j Vˆ jp $YjZj ðGˆ ÞZjðGˆ Þ $Yj
¼ $YjZjðGˆ ÞZj ðGˆ Þ $Yj 
2
b
$Y2j Gˆ
00
jj
p $YjZjðGˆ Þ #Yj #YjZj ðGˆ Þ $Yj 
2
b
$Y2j Gˆ
00
jj
¼ $Yj #YjZjðHÞZj ðHÞ #Yj $Yj 
2
b
$Y2j Gˆ
00
jj
¼YjZjðHÞZj ðHÞYj 
2
b
$Y2j Gˆ
00
jj: ð2:21Þ
Inserting (2.19) and (2.21) into deﬁnition (2.11) of Mj½
%
b
; we obtain that
Mj ½
%
b
 ¼ $Y2j Vˆ j þ
X
kðajÞ
bjkY2kVk
pYjZjðHÞZj ðHÞYj 
2
b
$Y2j Gˆ
00
jj þ
X
kðajÞ
bjkYkZkðGÞZkðGÞYk
p ð1þ CbÞðAˇj þ AjÞ; ð2:22Þ
where maxjf
P
k bjkgpCb; for some universal constant CboN (see Lemma 2.7
below). For all gX1; Eqs. (2.22) and (1.79) yield
M½
%
b
p ð1þ CbÞg
X
j
fAˇj þ Ajg#aj aj
 !
p ð1þ CbÞ gdGðAð1ÞH;QÞ 
cf g
b
NF
 
: ð2:23Þ
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Here we used the following lower bound, cf. (1.8), (1.15) and (1.16): For any cAF;
c
X
i;j
H 00ij ð0Þ#ai ajc
					
* +
X cf
X
j
jjajcjj2  a
X
i;j
aij jjaicjj jjajcjj
X ðcf  CaaÞ
X
j
jjajcjj2
X
cf
2
/c j NFcS; ð2:24Þ
provided 0papcf =ð2CaÞ: This establishes (2.23), for all gX1:
Finally, we insert (2.23) into (2.18) and obtain
j/f j WH;Qðk; oÞcSj
pð1þ CbÞC
0
b1=2
g dGðAð1ÞH;QÞ þ
1
b
C0 þ b
1=2ak
ð1 kÞ  cf g
" #
NF
 !1=2
f
						
						
						
						
 g dGðAð1ÞH;QÞ þ
1
b
C0 þ b
1=2ak
ð1 kÞ  cf g
" #
NF
 !1=2
c
						
						
						
						: ð2:25Þ
We choose
g :¼ 1
cf
C0 þ b
1=2ak
1 k
 !
ð2:26Þ
and observe that gX1; since cfp1 and C0X1: Moreover, this choice of g insures that
the terms in brackets in (2.25) vanish. Therefore,
j/f j WH;Qðk; oÞcSj
pð1þ CbÞC
0g
b1=2
jjdGðAð1ÞH;QÞ1=2fjj jjdGðAð1ÞH;QÞ1=2cjj
¼ ð1þ CbÞC
0
b1=2cf
C0 þ b
1=2ak
1 k
 !
jjdGðAð1ÞH;QÞ1=2fjj jjdGðAð1ÞH;QÞ1=2cjj; ð2:27Þ
ﬁnishing the proof. &
2.1. Estimate on Woffdðk; oÞ in terms of J½
%
aðkÞ

We recall from (1.84) the deﬁnition of Woffdðk; oÞ;
Woffdðk; o;xÞ ¼ 2ab
X
iaj
ek½rði;oÞrð j;oÞ
YiYjw00ijðxÞ  w00ijð0Þ
 
#ai aj; ð2:28Þ
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and the deﬁnition of Yj :¼ ebqj : We decompose Woffdðk; oÞ ¼ DWoffdðk; oÞ þ
Woffdðk; o; 0Þ; where
DWoffdðk; o; xÞ :¼Woffdðk; o; xÞ  Woffdðk; o; 0Þ
¼ 2a
b
X
iaj
ek½rði;oÞrð j;oÞ
ðYiYjw00ijðxÞ  w00ijð0ÞÞ#ai aj; ð2:29Þ
and
Woffdðk; o; 0Þ ¼ 2ab
X
iaj
ðek½rði;oÞrð j;oÞ
  1Þw00ijð0Þ#ai aj: ð2:30Þ
Below, we prove the following estimate.
Lemma 2.2. For some universal constant CoN; all n40 and all kA½0; 1
;
ðJ½
%
aðkÞ
 þ nÞ1=2DWoffdðk; oÞðJ½
%
aðkÞ
 þ nÞ1=2
			 						 			pCa
b
; ð2:31Þ
where J½
%
a
 is defined in Eqs. (2.6) and (2.8), and
%
aðkÞ :¼ ðajkðkÞÞj;kAL ¼
ðekrð j;kÞajkÞj;kAL:
Proof. We use a variant of the Cauchy–Schwarz inequality. For xARL; we introduce
the characteristic functions wj :¼ 1½jxj joRˆ 0
 and %wj :¼ 1½jxj jXRˆ 0
; so that
1 ¼ wj þ %wj: ð2:32Þ
Note that if jxijpRˆ 0 then Yi  1 and jg0iðxiÞjpCgeCgRˆ 0 ; by (1.31). Furthermore,
jg0jðxjÞjXcg minf1; Rˆ 0g; for jxjjXRˆ 0; by (1.32). Hence, for any i; jAL;
wi %wjðjg0iðxiÞj þ jg0jðxjÞj þ 2Þp wi %wjðCgeCgRˆ 0 þ jg0jðxjÞj þ 2Þ
pC1wi %wj jg0jðxjÞj; ð2:33Þ
and
%wi %wjðjg0iðxiÞj1=2 þ jg0jðxjÞj1=2 þ 2ÞpC2 %wi %wj jg0iðxiÞj1=2jg0jðxjÞj1=2; ð2:34Þ
where the two constants are given by C1 :¼ 1þ ðCgeCgRˆ 0 þ 2Þc1g minf1; Rˆ 0g1 and
C2 :¼ 2c1=2g minf1; Rˆ 0g1=2 þ 2c1g minf1; Rˆ 0g1: Additionally using that Yjwj ¼ wj
and YjX1; we obtain
jYiYjw00ijðxÞ  w00ijð0Þj
pwiwj jw00ijðxÞ  w00ijð0Þj þ %wi %wjYiYj jw00ijðxÞj þ jw00ijð0Þj
 
þ wi %wjYj jw00ijðxÞj þ jw00ijð0Þj
 
þ %wiwjYi jw00ijðxÞj þ jw00ijð0Þj
 
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pCwaijwiwj jg0ij þ jg0jj
 
þ CwC2aij %wi %wjYiYjjg0ij1=2jg0jj1=2
þ CwC1aij wi %wjYjjg0j j þ %wiwjYijg0ij
 
pC3aij Yijg0ij þYjjg0jj þYiYjjg0ij1=2jg0jj1=2
 
; ð2:35Þ
for some universal constant C3oN: Next, the triangle inequality implies that
rði; oÞ  rð j; oÞprði; jÞ; and hence ek½rði;oÞrð j;oÞ
aijpaijðkÞ; uniformly in the reference
point oAL: Thus, Eq. (2.35) implies that
ek½rði;oÞrð j;oÞ
jYiYjw00ijðxÞ  w00ijð0Þj
pC3aijðkÞ Yijg0ij þYjjg0jj þYiYjjg0ij1=2jg0j j1=2
 
: ð2:36Þ
Now, let f;cAH and observe thatX
iaj
aijðkÞYjjg0jj jjaifðxÞjj jjajcðxÞjj
p
X
iaj
aijðkÞY2j jg0jj jjaifðxÞjj2
 !1=2 X
iaj
aijðkÞjg0jj jjajcðxÞjj2
 !1=2
p
X
j
Cajg0jj þ
X
iðajÞ
aijðkÞY2i jg0ij
8<
:
9=
;jjajfðxÞjj2
0
@
1
A
1=2

X
j
Cajg0jj þ
X
iðajÞ
aijðkÞY2i jg0ij
8<
:
9=
;jjajcðxÞjj2
0
@
1
A
1=2
ð2:37Þ
and X
iaj
aijðkÞYiYjjg0ij1=2jg0jj1=2jjaifðxÞjj jjajcðxÞjj
p
X
j
X
iðajÞ
aijðkÞY2i jg0jj
8<
:
9=
;jjajfðxÞjj2
0
@
1
A
1=2

X
j
X
iðajÞ
aijðkÞY2i jg0ij
8<
:
9=
;jjajcðxÞjj2
0
@
1
A
1=2
; ð2:38Þ
where aijðkÞ :¼ ekrði;jÞaij: Eqs. (2.35)–(2.38) and $YjX1 imply that
j/fjDWoffdðk; oÞcSjp3C3ab jjJ½%aðkÞ

1=2fjj jjJ½
%
aðkÞ
1=2cjj; ð2:39Þ
and hence (2.31). &
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Next we turn to estimating Woffdðk; o; 0Þ which is a constant matrix. Here we use
the fact that Woffdð0; o; 0Þ ¼ 0 to bound Woffdðk; o; 0Þ by a term of order k:
Lemma 2.3. For all 0pko1;
jjN1=2F Woffdðk; o; 0ÞN1=2F jjp
Caak
ð1 kÞb; ð2:40Þ
where NF ¼
P
j 1#a

j aj:
Proof. We pick f;cAF and apply the Cauchy–Schwarz inequality. Additionally
using the triangle inequality, implying ek½rði;oÞrð j;oÞ
pekrði;jÞ; and taking (1.15) and
the symmetry aij ¼ aji into account, we obtain
j/fjWoffdðk; o; 0ÞcSjp 2ab
X
i;j
ðekrði;jÞ  1Þaij jjaifjj jjajcjj
p 2a
b
max
i
X
j
ðekrði;jÞ  1Þaij
( ) X
k
jjakfjj2
( )1=2

X
k
jjakcjj2
( )1=2
; ð2:41Þ
and hence (2.40) follows if we show that, for all iAL;
X
j
ðekrði;jÞ  1Þaijp Cak
1 k: ð2:42Þ
To this end, we observe that er  1prer; which impliesX
j
ðekrði;jÞ  1Þaijp
X
j
krði; jÞekrði;jÞaij
¼ k
1 k
X
j
ðð1 kÞrði; jÞeð1kÞrði;jÞÞðerði;jÞaijÞ
p Cak
1 k maxrX0 fre
rgp Cak
1 k; ð2:43Þ
using (1.16). This gives (2.42). &
2.2. Estimate on DWoffdðk; oÞ þ Wdiag in terms of J½
%
aðkÞ

We begin by deriving two simple estimates which are of key importance to our
approach.
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Lemma 2.4. For some universal constant CYoN; all j; kAL; and all xARL;
$Y2j jg0kjp $Y2kjg0kj þ CY $Y2j jg0jj; ð2:44Þ
Y2j jg0kjp $Y2kjg0kj þ CYY2j jg0jj; ð2:45Þ
Proof. First, Eqs. (2.44) and (2.45) hold true trivially, for xkAIN; because on that set
$Yk  ebqmaxXYjX $Yj :
Conversely, if xkeIN then we distinguish the cases xjAI0 and xjeI0: In the former
case, $Yj ¼ Yj  1p $Yk; and there is nothing to prove.
It remains to demonstrate Eqs. (2.44) and (2.45) for xkeIN and xjeI0; i.e., for
jxkjpRˇ1 and jxjjXRˆ 0: For this, we remark that Eqs. (1.31) and (1.32) imply
jg0kðxkÞjp
Cge
CgRˇ1
cg minf1; Rˆ 0g
jg0jðxjÞj; ð2:46Þ
which completes the proof upon the choice CY :¼ Cgc1g eCgRˇ1minf1; Rˆ 0g1: &
Lemma 2.4 is used to estimate
WdiagðxÞ ¼ 2b
X
j
$Y2j Gˆ
00
jjðxÞ  H 00jj ð0Þ
 
#aj aj ð2:47Þ
in terms of J½
%
aðkÞ
; where J½
%
a
 is deﬁned in Eqs. (2.6) and (2.8). Recall furthermore
that
%
aðkÞ :¼ ðajkðkÞÞj;kAL ¼ ðekrð j;kÞajkÞj;kAL; and that $Yj :¼ exp½bqˇj 
 and Gˆ ¼ H P
k qˆ k: We have the following estimates.
Lemma 2.5. For some universal constant CoN; all 0pap1; and all xARL;
$Y2j ðxjÞGˆ 00jjðxÞ  H 00jj ð0ÞpCJj½
%
aðkÞ
ðxÞ; ð2:48Þ
Y2j ðxjÞG00jjðxÞ  H 00jj ð0ÞpCJj½
%
aðkÞ
ðxÞ: ð2:49Þ
Proof. We only give the proof of Eq. (2.48), the proof of Eq. (2.49) is similar.
Furthermore, we note that ajkpajkðkÞ and it hence sufﬁces to prove Eq. (2.48) for ajk:
First, we estimate in the region fjxjjoRˆ 0g; where we have $Yj  1: This,
Eq. (1.28), Eq. (1.30), and H 00jj ð0Þ ¼ G00jjð0Þ give
j $Y2j Gˆ 00jjðxÞ  H 00jj ð0Þj ¼ jGˆ 00jjðxÞ  Gˆ 00jjð0Þj
p jgˆ 00j ðxjÞ  gˆ 00j ð0Þj þ a
X
kðajÞ
fj@2j wkjðxk; xjÞ  @2j wkjð0; 0Þj
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þ j@2j wjkðxj; xkÞ  @2j wjkð0; 0Þjg
pCgjgˆ 0j j þ 2Cwa
X
kðajÞ
akjðjg0kj þ jg0jjÞ
p ðCg þ 2CwCaaÞjgˆ 0j j þ 2Cwc1g a
X
kðajÞ
akjY2kjgˆ 0kj; ð2:50Þ
yielding Eq. (2.48) in the region fjxjjoRˆ 0g:
Conversely, on fjxjjXRˆ 0g; we have
j $Y2j Gˆ 00jjðxÞ  H 00jj ð0Þjp $Y2j jGˆ 00jjðxÞ  Gˆ 00jjð0Þj þ ð $Y2j þ 1ÞjG00jjð0Þj
p $Y2j jgˆ 00j ðxjÞ  gˆ 00j ð0Þj þ ð $Y2j þ 1Þjg00j ð0Þj
þ 2Cwa
X
kðajÞ
akj $Y2j jg0kj þ jg0jj
 
þ $Y2j þ 1
n o
p ð1þ Cg þ 4CwCaaÞ $Y2j jgˆ 0jðxjÞj þ 2ð1þ jg00j ð0ÞjÞ
h i
þ 2CwCYc1g a
X
kðajÞ
akjY2kjg0kj; ð2:51Þ
where we use (1.30) again and $Y2j jg0kjp $Y2kjg0kj þ CY $Y2j jgˆ 0jj; which we established
in Lemma 2.4. Observing that on fjxjjXRˆ 0g; we have jg0jjXcg minf1; Rˆ 0g; and
additionally using jg00j ð0ÞjpCf ; we further obtain
jg0jðxjÞj þ 2ð1þ jg00j ð0ÞjÞpCjgˆ 0jðxjÞj; ð2:52Þ
for the universal constant C :¼ 1þ 2c2g ð1þ Cf Þminf1; Rˆ 0g1oN: Inserting (2.52)
into (2.51), we arrive at Eq. (2.48) in the region fjxjjXRˆ 0g; as well. &
Combining Lemma 2.2 and Eq. (2.48) in Lemma 2.5, we arrive at the following
intermediate conclusion,
Theorem 2.6. For some universal constant CoN; all n40; and all 0pkp1;
jjðJ½
%
aðkÞ
 þ nÞ1=2fDWoffdðk; oÞ þ WdiaggðJ½
%
aðkÞ
 þ nÞ1=2jjpC
b
; ð2:53Þ
where J½
%
a
 is defined in Eqs. (2.6) and (2.8).
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2.3. Estimate on J½
%
aðkÞ
 in terms of K½
%
b

In this subsection we replace jgˆ 0j j and jg0kj in Jj½
%
a
 by jGˆ 0jj and jG0kj; respectively. It
turns out that it is convenient to slightly increase the weights
%
aðkÞ :¼ ðajkðkÞÞj;kAL by
passing to
%
b :¼ ðbjkÞj;kAL deﬁned by
bjk :¼ 1a0
XN
N¼1
a0
1 Caa0
 N
ð
%
að1ÞNÞjk; ð2:54Þ
where 0oa0oð2CaÞ1 and
%
að1ÞN denotes the Nth power of
%
að1Þ as a matrix with
k ¼ 1; i.e.,
ð
%
að1ÞNÞjk :¼
X
n1;y;nN1
erð j;n1Þajn1?e
rðnN1;kÞanN1k; ð2:55Þ
recalling that ajkðkÞ ¼ ekrði;jÞajk: To prove the convergence of the series in Eq. (2.54)
we view
%
að1Þ as a real, symmetric (and thus self-adjoint) matrix on CL equipped with
the norm induced by the standard scalar product /jjcS ¼Pi jici: The operator
norm of
%
að1Þ is bounded by Ca; and hence jjZ
%
ajjo1 implies the convergence of (2.54),
provided 0oZ :¼ a0ð1 a0CaÞ1oC1a which is equivalent to 0oa0oC1a =2: We note
that trivially
bjkX
erð j;kÞajk
1 Caa0Xe
rð j;kÞajk; ð2:56Þ
by ignoring all terms in the series (2.55) of order NX2:
The following proposition shows that
%
b possesses similar summability properties
as
%
aðkÞ and has the additional property (2.58), which
%
aðkÞ does not.
Lemma 2.7. For 0oa0oC1a =2; the weights
%
b :¼ ðbjkÞj;kAL defined in (2.54) exist, are
symmetric, bjk ¼ bkj ; vanish on the diagonal, bjj ¼ 0; and obey the summability
condition
max
j
X
k
bjk
( )
p Ca
1 2Caa0 ¼: Cb: ð2:57Þ
Moreover, they additionally obey the estimate
a0
1 Caa0
X
m
bjme
rðm;kÞamkpbjk; ð2:58Þ
for all j; kAL:
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Proof. We ﬁrst apply the triangle inequality and (1.16) to derive
max
j
X
k
ð
%
að1ÞNÞjk
( )
pmax
j
X
n1;y;nN1;k
erð j;n1Þajn1?e
rðnN1;kÞanN1k
( )
pCNa ; ð2:59Þ
which yields (2.57)
max
j
X
k
bjk
( )
p1
a0
XN
N¼1
Caa0
1 Caa0
 N
¼ Ca
1 2Caa0: ð2:60Þ
Next, setting Z :¼ a0ð1 a0CaÞ1; we note that 0oZoC1a : Hence 1 Z
%
að1Þ is
invertible, and its inverse can be expanded in a norm-convergent Neumann series,
ð1 Z
%
að1ÞÞ1 ¼
XN
N¼0
ðZ
%
að1ÞÞN ¼ 1þ
XN
N¼1
ðZ
%
að1ÞÞN ; ð2:61Þ
and hence we have
ð1 Z
%
að1ÞÞ1 ¼ 1þ a0
%
b: ð2:62Þ
For the derivation of (2.58), we multiply (2.62) by 1 Z
%
að1Þ and obtain
1 ¼ 1 Z
%
að1Þ þ a0
%
b  a0Z
%
b
%
að1Þ: ð2:63Þ
Since the matrix elements of Z
%
a are non-negative, this implies
Zð
%
b
%
að1ÞÞjkpbjk; ð2:64Þ
which is equivalent to (2.58). &
Next we use the new weights
%
b ¼ ðbjkÞj;kAL to implement the change from jg0kj to
jG0kj: The main result of this subsection is a form bound on J½
%
aðkÞ
 in terms of K ½
%
b
;
where J½
%
a
 and K½
%
a
 are deﬁned in Eqs. (2.6), (2.8), and (2.9), and we recall that
%
aðkÞ :¼ ðajkðkÞÞj;kAL ¼ ðekrð j;kÞajkÞj;kAL:
Theorem 2.8. There exists a universal constant 1pCoN such that, for all
0paoa0pC1 and all 0pkp1;
J½
%
aðkÞ
pJ½
%
b
p 1þ C a
a0
 
K ½
%
b
: ð2:65Þ
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Proof. We ﬁrst remark that (2.65) is equivalent to
8jAL : Jj½
%
aðkÞ
pJj½
%
b
p 1þ C a
a0
 
Kj½
%
b
: ð2:66Þ
Secondly, the ﬁrst inequality in (2.66) trivially follows from ajkperð j;kÞajkpbjk:
Hence it remains to prove the second inequality in (2.66), and for this it is sufﬁcient
to show the existence of a universal constant C0oN such that
8jAL : jJj½
%
b
  Kj½
%
b
jpC0 a
a0
 
Jj½
%
b
: ð2:67Þ
To this end, we proceed as in the proof of Lemma 2.5 and observe that (1.33) implies
jJj½
%
b
  Kj½
%
b
j
p $Y2j jGˆ 0j  gˆ 0jj þ
X
k
bjkY2kjG0k  g0kj
pa
X
m
ajmð $Y2j jg0j j þ $Y2j jg0mjÞ þ a
X
k;m
bjkakmðY2kjg0kj þY2kjg0mjÞ: ð2:68Þ
Now we apply Lemma 2.4 and (2.58).
jJj½
%
b
  Kj½
%
b
jp a
X
m
ajmðð1þ CYÞ $Y2j jg0jj þ $Y2mjg0mjÞ
þ a
X
k;m
bjkakmðð1þ CYÞY2kjg0kj þ $Y2mjg0mjÞ
p ð1þ CYÞCaa $Y2j jg0jj þ a
X
m
ajm $Y2mjg0mj
þ aCað1þ CYÞ
X
k
bjkY2kjg0kj þ
a
a0
  X
m
bjm $Y2mjg0mj
p ð1þ CYÞCaa $Y2j jg0jj þ C00
a
a0
  X
k
bjk $Y2kjg0kj; ð2:69Þ
for some universal constant C00oN; where we additionally use ajkpbjk;
$YkpYk; a0p1; and jg0jjpc1g jgˆ 0jj to derive the last inequality. This clearly
implies (2.67). &
2.4. Estimate on K ½
%
b
 in terms of L½
%
b

The purpose of this section is to replace jG0kj and jGˆ 0kj in K ½
%
b
 by eðG0kÞ2 þ 1=e and
eðGˆ 0kÞ2 þ 1=e; respectively, where e40 is a small parameter which we later choose to
be of order b1=2: This replacement requires the introduction of L½
%
b
; deﬁned in
Eqs. (2.7) and (2.10). The main result of this subsection is the following theorem.
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Theorem 2.9. There exists a universal constant 1pCoN such that, for all
0paoa0pC1 and all 0oepC1;
K ½
%
b
p1
e
L½
%
b
 þ CeNF; ð2:70Þ
where NF ¼
P
k 1#a

kak is the number operator on H:
Proof. We start with the observation that if jtjXRˆ 0 then jg0kðtÞj and jgˆ 0jðtÞj are
bounded below by a universal, positive constant C140: Conversely, if jtjoRˆ 0 then
$YjðtÞ ¼ YðtÞ ¼ 1: Thus we have the following estimates:
Y2kðxkÞ ¼ 1½jxkjoRˆ 0
 þ 1½jxkjXRˆ 0
Y2kðxkÞ
p 1þ CY2kðxkÞjg0kðxkÞj; ð2:71Þ
$Y2j ðxjÞ ¼ 1½jxjjoRˆ 0
 þ 1½jxjjXRˆ 0
 $Y2j ðxjÞ
p 1þ C $Y2j ðxjÞjgˆ 0jðxjÞj; ð2:72Þ
and, as an immediate consequence,
Y2kjG0kjp
1
2e
Y2kjG0kj2 þ
e
2
ð1þ CY2kjg0kjÞ; ð2:73Þ
$Y2j jGˆ 0j jp
1
2e
$Y2j jGˆ 0jj2 þ
e
2
ð1þ C $Y2j jgˆ 0jjÞ: ð2:74Þ
Inserting (2.73)–(2.74) into deﬁnition (2.9) of Kj½
%
b
 and observing the deﬁnition (2.8)
of Jj ½
%
b
; we obtain
Kj½
%
b
 ¼ $Y2j jGˆ 0jj þ
X
k
bjkY2kjG0kj
p 1
2e
Lj½
%
b
 þ e
2
$Y2j þ
X
k
bjk
( )
þ Ce
2
$Y2j jgˆ 0jj þ
X
k
bjkY2kjg0kj
( )
p 1
2e
Lj½
%
b
 þ ð1þ CbÞe
2
þ Ce
2
Jj½
%
b

p 1
2e
Lj½
%
b
 þ ð1þ CbÞe
2
þ CC
0e
2
1þ a
a0
 
Kj½
%
b
; ð2:75Þ
where the last inequality results from Theorem 2.8, which ensures the existence of a
universal constant C0oN such that Jj ½
%
b
pð1þ C0a=a0ÞKj ½
%
b
; provided a=a0 is
sufﬁciently small. Thus, if apa0 and epð2CC0Þ1 then we can solve in Eq. (2.75) for
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Kj ½
%
b
 and obtain
Kj ½
%
b
p1
e
Lj½
%
b
 þ ð1þ CbÞe; ð2:76Þ
proving the assertion. &
2.5. Estimate on L½
%
b
 in terms of M½
%
b

In this subsection we show that subtracting b1G00kk from ðG0kÞ2 in L½
%
b
 does not
cause a signiﬁcant error. This is our last preparatory step for the derivation of the
main form bound (2.1). Again, we ﬁrst make the form of the desired upper bound
precise by using the operator M½
%
b
; deﬁned in Eq. (2.7) and Eqs. (2.11)–(2.12). The
following theorem states the main result of this subsection.
Theorem 2.10. There exists a universal constant 1pCoN such that, for all bXC;
L½
%
b
p 1þ C
b
 
M½
%
b
 þ C
b
NF
 
; ð2:77Þ
where NF ¼
P
k 1#a

kak is the number operator on H:
Proof. First we note that the difference between Mj½
%
b
 and Lj ½
%
b
 is bounded by
jMj½
%
b
  Lj½
%
b
jp 1
b
$Y2j jGˆ 00jjðxÞj þ
X
k
bjkY2kjG00kkðxÞj
 !
p 1
b
jH 00jj ð0Þj þ
X
k
bjkjH 00kkð0Þj
 !
þ 1
b
$Y2j Gˆ
00
jjðxÞ  H 00jj ð0Þj þ
X
k
bjkjY2kG00kkðxÞ  H 00kkð0Þj
 !
: ð2:78Þ
Due to Eqs. (1.8) and (1.15), we have that
jH 00jj ð0Þj þ
X
k
bjkjH 00kkð0ÞjpðCf þ aÞð1þ CbÞ: ð2:79Þ
Next, it follows from Eqs. (2.48)–(2.49) and (1.30) that
j $Y2j Gˆ 00jjðxÞ  H 00jj ð0ÞjpC $Y2j jgˆ 0j j þ a
X
k
ajkY2kjg0kj
 !
ð2:80Þ
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and, for kAL\fjg;
jY2kG00kkðxÞ  H 00kkð0ÞjpC Y2kjg0kj þ a
X
c
akc $Y2cjg0cj
 !
pC ajk $Y2j jgˆ 0jj þY2kjg0kj þ a
X
cðajÞ
akcY2cjg0cj
0
@
1
A; ð2:81Þ
for some universal constant CoN; since $YcpYc: Inserting these estimates into the
last term on the right side of (2.78), we obtain
j $Y2j Gˆ 00jjðxÞ  H 00jj ð0Þj þ
X
k
bjkjY2kG00kkðxÞ  H 00kkð0Þj
pC $Y2j jgˆ 0jj þ a
X
k
ajkY2kjg0kj
(
þ
X
k
bjk ajk $Y2j jgˆ 0jj þY2kjg0kj þ a
X
cðajÞ
akcY2cjg0cj
0
@
1
A
9=
;
pC ð1þ CaÞ $Y2j jgˆ 0jj þ
X
k
ðajk þ bjkÞY2kjg0kj þ a
X
k;c
bjkakcY2cjg0cj
( )
pC ð1þ CaÞ $Y2j jgˆ 0jj þ
X
k
3bjkY2kjg0kj
( )
; ð2:82Þ
where we make use of (2.56), (2.58), and assumed a=a0o1 to be sufﬁciently small to
derive the last inequality. Observe that the last line in (2.82) is bounded by a multiple
of Jj ½
%
b
: Thus, putting together (2.78), (2.79), and (2.82), we have
jMj½
%
b
  Lj½
%
b
jpC
b
þ C
b
Jj½
%
b
; ð2:83Þ
for some universal constant CoN: Applications of Theorems 2.8 and 2.9, choosing
e40 to be a small, but universal constant, yield
Jj½
%
b
pC0Kj½
%
b
pC00ðLj½
%
b
 þ 1Þ; ð2:84Þ
for some universal constants C0; C00oN: Thus, inserting (2.84) into (2.83), we can
solve in Eq. (2.83) for Lj½
%
b
 and get
Lj½
%
b
p 1þ C
000
b
 
Mj½
%
b
 þ C
000
b
 
; ð2:85Þ
for some universal constant C000oN; provided boN is sufﬁciently large. &
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3. Semi-classical localization of the partition function
This section is devoted to the proof of Theorem 1.6. The method we use here is
inspired by a related method which appeared ﬁrst in a paper by Sjo¨strand [19]. The
method was used to study the ﬁrst eigenvalue of a Schro¨dinger operator divided by
the dimension. He showed that this object is in the semi-classical limit given, up to an
exponentially small error, by using the ﬁrst eigenvalue of the operator localized to an
lN neighborhood of a global minimum. The exponential error is uniform in
dimension (i.e., universal). This method was later applied in [10] to Laplace integrals
(partition functions) and in [17] to Laplace integrals and transfer operators. The
results mentioned above are for localization in an lN-neighborhood, whereas our
result is for localization in a slab of the form fx : jxijXdg; where iAL and d40: The
two methods apply to both localization problems, but under different sets of
conditions. The method presented here seems particularly well adapted for the model
considered in this paper. We note that the a0 given by Theorem 1.6 is not uniform in
k: In the related results mentioned above, a0 can be chosen uniformly in the size of
the neighborhood.
3.1. The dilated interaction
Throughout this section we impose Hypotheses 1 and 2. We prove Theorem 1.6
through a sequence of lemmata.
Lemma 3.1. Let
%
e :¼ ðekÞkALDð0; 1Þ and e0 ¼ 1maxkALfekg: There exists a
universal constant C40; independent of
%
e; such that
X
j;k
fwjkðxj; xkÞ  wjkðð1 ejÞxj ; ð1 ekÞxkÞg
					
					
pC
e0
X
j
X
k
ajk 1þ ekej
 ( )
fgjðxjÞ  gjðð1 ejÞxjÞg; ð3:1Þ
for all xARL:
Proof. We abbreviate
yj :¼ ð1 ejÞxj and zjðtÞ :¼ txj þ ð1 tÞyj: ð3:2Þ
The fundamental theorem of calculus yields, cf. also the estimate (B.2),
jwjkðxj ; xkÞ  wjkðyj ; ykÞj
¼
Z 1
0
d
dt
fwjkðzjðtÞ; zkðtÞÞg dt
				
				
¼
Z 1
0
fðxj  yjÞ@jwjkðzjðtÞ; zkðtÞÞ þ ðxk  ykÞ@kwjkðzjðtÞ; zkðtÞÞg dt
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p
Z 1
0
ajkðejjxj j þ ekjxkjÞðjg0jðzjðtÞÞj þ jg0kðzkðtÞÞjÞ dt: ð3:3Þ
Using that jg0jðzjðtÞÞj ¼ sgnðxjÞg0jðzjðtÞÞ and g0jðzjðtÞÞ ¼ e1j x1j ddt½gjðzjðtÞÞ
; we rewrite
the estimate above as follows:
jwjkðxj; xkÞ  wjkðyj; ykÞjpajkðejjxjj þ ekjxkjÞ

Z 1
0
1
ejjxjj
d
dt
½gjðzjðtÞÞ
 þ 1ekjxkj
d
dt
½gkðzkðtÞÞ

 
dt
¼ ajkðejjxjj þ ekjxkjÞ gjðxjÞ  gjðyjÞej jxjj þ
gkðxkÞ  gkðykÞ
ekjxkj
 
: ð3:4Þ
Hence, by the symmetry in j and k; we get
X
j;k
jwjkðxj ; xkÞ  wjkðyj ; ykÞjp2
X
j;k
ajk 1þ ekjxkjejjxjj
 
ðgjðxjÞ  gjðyjÞÞ: ð3:5Þ
Now we temporarily ﬁx j; kAL and decompose the conﬁguration space RL into the
two disjoint regions
xARL jxjjXjykj


and

xARL
		 		 jxjjojykj
: ð3:6Þ
For jxjjXjykj ¼ ð1 ekÞjxkj; we have
ekjxkj
ej jxjjp
ek
ð1 ekÞejp
ek
e0ej
; ð3:7Þ
where we used that 1 ekXe0: Conversely, if jxjjojykj ¼ ð1 ekÞjxkj then (1.29)
implies
ekjxkj
ejjxjj ðgjðxjÞ  gjðyjÞÞpekjxkjmax jg
0
jðsÞj 0psgnðxjÞspjxjj
		n o
¼
Z jxk j
jyk j
max jg0jðsÞj 0psgnðxjÞspjxjj
		n o dt
pc1g
Z jxk j
jyk j
sgnðxkÞg0kðsgnðxkÞtÞ dt
¼ c1g gkðxkÞ  gkðykÞ
 
: ð3:8Þ
Combining Estimates (3.7)–(3.8) and inserting them into (3.5) yields the lemma. &
We now specify
%
e in terms of the metric r on the lattice L and a ﬁxed reference
point oAL:
ARTICLE IN PRESS
V. Bach, J.S. Møller / Journal of Functional Analysis 203 (2003) 93–148 131
Lemma 3.2. Fix oAL and 0otpeoo1; and set ek :¼ eodk;o þ ð1 dk;oÞterðk;oÞ: Then
there exists a universal constant C040 such that, for all xARL;
X
j;k
fwjkðxj; xkÞ  wjkðð1 ejÞxj; ð1 ekÞxkÞg
					
					
p C
0
ð1 eoÞt
X
j
fgjðxjÞ  gjðð1 ejÞxjÞg: ð3:9Þ
Proof. In view of Lemma 3.1 and the fact that e0X1 eo; it is sufﬁcient to show that
max
j
X
k
ajk 1þ ekej
 ( )
pC
00
t
; ð3:10Þ
for some universal constant C00oN: For jao; we observe that the triangle
inequality for the metric r and Eq. (1.16) implies
X
k
ajk 1þ ekej
 
p erðo;jÞajo 1þ eot
 
þ
X
kðaoÞ
ajk 1þ erðo;jÞrðo;kÞ
 
p 1þ eo
t
 
max
j
X
k
erð j;kÞajk
( )
pCa 1þ eot
 
p2Ca
t
: ð3:11Þ
Conversely, for j ¼ o; we estimate
X
k
aok 1þ ekeo
 
p 1þ t
eo
  X
kðaoÞ
aokp2Ca; ð3:12Þ
using (1.16). This completes the proof since to1: &
3.2. The dilated Hamiltonian function
In the following, we ﬁx oAL and eo; tAð0; 1Þ and set ek :¼ eodk;o þ ð1
dk;oÞterðk;oÞ: Furthermore, for x ¼ ðxkÞkALARL; we deﬁne y ¼ ðykÞkAL 
yðx;
%
eÞARL by yk ¼ ð1 ekÞxk:
Proposition 3.3. Let x40 and define eo :¼ maxf1=2; 1 Rˆ 0Rˇ11 g: There exists a
universal constant c40 such that if t :¼ c minf1; xg2 and 0papa0 :¼ ct then
HðxÞ  HðyÞXcxminf1; xg; ð3:13Þ
for all x; yARL with yk ¼ ð1 ekÞxk; kAL and such that jxojXx:
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Proof. We ﬁrst observe that
HðxÞ  HðyÞ ¼ f foðxoÞ  foðyoÞg þ
X
kðaoÞ
f fkðxkÞ  fkðykÞg
þ a
X
jak
fwjkðxj ; xkÞ  wjkðyj ; ykÞg: ð3:14Þ
According to Lemma 3.2, there exists a universal constant C0oN such that
a
X
jak
fwjkðxj; xkÞ  wjkðyj; ykÞgX C
0a
ð1 eoÞt
X
j
fgjðxjÞ  gjðyjÞg: ð3:15Þ
To bound the second term on the right side of (3.14) from below, we use that, for
jxkjoRˇ1; the boundedness of the derivative of qk by a universal constant C00oN
implies
qkðxkÞ  qkðykÞX jxk  ykj sup
jsjpRˇ1
jq0kðsÞjp C00ekRˇ1; ð3:16Þ
which also holds for jxkjXRˇ1; since then qkðxkÞ ¼ qmaxXqkðykÞ: Thus (3.16) holds
true for all xk and yk ¼ ð1 ekÞxk which yields
X
kðaoÞ
f fkðxkÞ  fkðykÞg ¼
X
kðaoÞ
fgkðxkÞ  gkðykÞg þ
X
kðaoÞ
fqkðxkÞ  qkðykÞg
X
X
kðaoÞ
fgkðxkÞ  gkðykÞg  C00Rˇ1
X
kðaoÞ
ek
X
X
kðaoÞ
fgkðxkÞ  gkðykÞg  C00Rˇ1Crt; ð3:17Þ
where CrX
P
kðaoÞ e
rðo;kÞ is the universal constant introduced in Eq. (1.6). To
estimate the ﬁrst term on the right side of (3.14), we observe that if jxojoRˇ1 and
0oð1 eoÞpRˆ 0Rˇ11 then yo ¼ ð1 eoÞxoAI0 and qoðyoÞ ¼ 0: Since qoX0 every-
where, we therefore have
foðxoÞ  foðyoÞ ¼ goðxoÞ  goðyoÞ þ qoðxoÞXgoðxoÞ  goðyoÞ; ð3:18Þ
which also holds for jxojXRˇ1; again because then qoðxoÞ ¼ qmaxXqoðyoÞ: Thus, also
(3.18) holds true, for all xo and yo ¼ ð1 eoÞxo:
ARTICLE IN PRESS
V. Bach, J.S. Møller / Journal of Functional Analysis 203 (2003) 93–148 133
Inserting (3.15), (3.17), and (3.18) into (3.14), we obtain
HðxÞ  HðyÞ
X 1 C
0a
ð1 eoÞt
 X
j
fgjðxjÞ  gjðyjÞg  C00Rˇ1Crt
X
1
2
X
j
fgjðxjÞ  gjðyjÞg  C00Rˇ1Crt
X
1
2
fgoðxoÞ  goðyoÞg  C00Rˇ1Crt; ð3:19Þ
provided 0papð1 eoÞtð2C0Þ1:
By assumption, we have jxojXx and eoX1=2: Hence (1.29) and (1.32) give
goðxoÞ  goðyoÞX goðxoÞ  goðxo=2ÞXcgjxoj
2
jg0oðxo=2Þj
X
c2gx
2
minf1; x=2gXc
2
g
4
xminf1; xg: ð3:20Þ
Thus, choosing eo :¼ maxf1=2; 1 Rˆ 0Rˇ11 g;
t :¼ c
2
g
c2g þ 16C00Rˇ1Cr
minf1; x2g; and a0 :¼ ð1 eoÞt
2C0
; ð3:21Þ
we have eo; tAð0; 1Þ; and we obtain
HðxÞ  HðyÞXc
2
g
16
xminf1; xg; ð3:22Þ
for all 0papa0 and x; yARL with yk ¼ ð1 ekÞxk and such that jxojXx: &
We are now in a position to prove the main result of this section.
Proof of Theorem 1.6. Fix x40; oAL; and deﬁne eo :¼ maxf1=2; 1 Rˆ 0Rˇ11 g;
t :¼ c min f1; xg2; and 0papa0 :¼ ct2; where c40 is the universal constant
in Proposition 3.3. Set ek :¼ eodk;o þ ð1 dk;oÞterðk;oÞ: Denoting ð1
%
eÞx :¼
ðð1 ekÞxkÞkALARL and mðxÞ :¼ 2cxminf1; xg; we use Proposition 3.3 and a change
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of integration variables y :¼ ð1
%
eÞx to estimateZ
fx:jxojXxg
exp½2bHðxÞ
dLx
pebmðxÞ
Z
RL
exp½2bHðð1
%
eÞxÞ
dLx
¼ ebmðxÞ
Y
k
1
1 ek
 !Z
RL
exp½2bHðyÞ
dLy
pebmðxÞ 1
1 eo
 
exp
X
kðaoÞ
ek
2
4
3
5Zb
pCeCrebmðxÞZb: ð3:23Þ
This proves Eq. (1.70). &
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Appendix A. Construction of gˆ j and gj from fj
In this appendix, we consider a family f fjgjAL of single-spin potentials fulﬁlling
Hypothesis 1. Recall that Hypothesis 1 requires, for any jAL; that zero is the unique,
non-degenerate minimum of fj; attained at t ¼ 0; i.e., fjð0Þ ¼ 0; f 00j ð0Þ40;
and fjðtÞ40; whenever ta0: Moreover, there exist universal constants
0ocfp1pCfoN; RfoN; such that
cfpf 00j ð0ÞpCf ; ðA:1Þ
8ta0 : f f 0j ðtÞ ¼ 0g ) f fjðtÞXcf g; ðA:2Þ
8tAR : j f 00j ðtÞ  f 00j ð0ÞjpCf j f 0j ðtÞj þminf1; jtjg
 
; ðA:3Þ
8jtjXRf : j f 0j ðtÞjXcf max

j f 0kðsÞj
		 jsjpjtj; kAL
; ðA:4Þ
for all jAL:
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Given f fjgjAL fulﬁlling Hypothesis 1, our purpose in this appendix is to prove
Lemma 1.2, i.e., to construct families fgjgjAL and fgˆ jgjAL; which fulﬁll the stronger
requirement (1.12), besides Hypothesis 1, and agree with f fjgjAL at zero and at
inﬁnity.
For the sake of readability, we shall only give the details of our construction on
the positive half-axis, and we henceforth assume that t; sX0 without further
mentioning. We divide our construction into several steps, each casted into a lemma.
Lemma A.1. Assume Hypothesis 1, and let jAL: Then
8tpC1f : j f 0j ðtÞ  tf 00j ð0ÞjpC2f t2; ðA:5Þ
8tARþ0 : j f 0j ðtÞjp3Cf exp½2Cf t
: ðA:6Þ
Proof. The asserted bounds (A.5) and (A.6) follow from Gronwall-type estimates.
We ﬁx jAL and deﬁne
mðtÞ :¼ max
0pspt
s1f 0j ðsÞ  f 00j ð0Þ
			 			; ðA:7Þ
observing that lims-0fs1f 0j ðsÞg ¼ f 00j ð0Þ exists, since f 0j ð0Þ ¼ 0: Using this deﬁnition
and (A.3), we estimate
j f 0j ðsÞ  sf 00j ð0Þjp
Z s
0
j f 00j ðrÞ  f 00j ð0Þj dr
pCf
Z s
0
j f 0j ðrÞj þminf1; rg
 
dr
pCf
Z s
0
j f 0j ðrÞ  rf 00j ð0Þj þ ½1þ f 00j ð0Þ
r
 
dr
pCf s
2
2
mðsÞ þ 1þ f 00j ð0Þ
 
: ðA:8Þ
Since m is increasing, (A.8), f 00j ð0ÞpCf ; and CfX1 imply
mðtÞpCf t
2
mðtÞ þ Cf þ C
2
f
2
tpCf t
2
mðtÞ þ C2f t; ðA:9Þ
which yields
j f 0j ðtÞ  tf 00j ð0ÞjptmðtÞp2C2f t2; ðA:10Þ
for all 0ptpC1f :
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Similarly, we deﬁne
nkðtÞ :¼ max
0pspt
eksj f 0j ðsÞj
n o
; ðA:11Þ
where k40 is chosen later, and observe that, by (A.3),
j f 0j ðsÞjpCf
Z s
0
j f 0j ðrÞj þ j f 00j ð0Þj þminf1; rg
 
dr
pCf
Z s
0
ekrnkðrÞ dr þ 2C2f s
pCf
k
eksnkðsÞ þ 2C2f s: ðA:12Þ
Since nk is increasing, (A.12) implies,
ð1 Cf k1ÞnkðtÞp6C2f k1: ðA:13Þ
Choosing k :¼ 2Cf ; we arrive at (A.6). &
For the next lemma, we deﬁne
r˜0 :¼ cf
C2f
and rˆ 1 :¼ maxfRf ; r˜0g: ðA:14Þ
Lemma A.2. Under the assumption of Hypothesis 1,
8tpr˜0 : 14 cf t2pfjðtÞp34 Cf t2; ðA:15Þ
8tpr˜0 : 12 cf tpf 0j ðtÞp32 Cf t; ðA:16Þ
8tXr˜0 : fjðtÞX14 c3f C4f ; ðA:17Þ
8tXrˆ 1 : f 0j ðtÞX12 c2f C2f ; ðA:18Þ
for all jAL:
Proof. Estimate (A.16) follows from Lemma A.1, taking into account that tpr˜0 ¼
cf C
2
f implies tpC1f ; since cfpCf ; and (A.15) is obtained from (A.16) by
integration with respect to t:
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Eq. (A.18) follows from (A.16) and (1.11),
f 0j ðtÞXcf max
0pspt
f 0j ðsÞ
n o
Xcf f 0j ðr˜0ÞX
c2f
2C2f
; ðA:19Þ
additionally using that r˜0prˆ 1pt:
For the derivation of (A.17), we remark that fj is strict monotonically increasing
on ½rˆ 1;NÞ; by (A.18). Next, if tAðr˜0; rˆ 1Þ is a critical point of fj; then
fjðtÞXcfX
3c2f
4C3f
Xfjðr˜0Þ; ðA:20Þ
using (1.9), (A.15), and CfX1Xcf : Thus
min
tXr˜0
f fjðtÞg ¼ fjðr˜0ÞX
c3f
4C4f
; ðA:21Þ
once more employing (A.15). &
For the construction of gj and gˆ j; we introduce the continuously differentiable
function
hðtÞ :¼
1
16
cf t
2 if tp *r 20ðrˆ 1Þ1;
1
8
cf *r
2
0ðrˆ 1Þ1t  116cf *r 40ðrˆ 1Þ2 if tX *r 20ðrˆ 1Þ1:
(
ðA:22Þ
Note that, by Lemma A.2,
hðtÞpcf t
2
8
p1
2
fjðtÞ; ðA:23Þ
h0ðtÞpcf t
4
p1
2
f 0j ðtÞ; ðA:24Þ
for all 0ptpr˜0;
fjðtÞ  hðtÞXfjðr˜0Þ  hðrˆ 1ÞX1
8
cf r˜
2
0; ðA:25Þ
for r˜0ptprˆ 1 and
h0ðtÞ ¼ cf r˜
2
0
4rˆ 1
pcf r˜0
4
¼ c
2
f
8C2f
pf 0j ðtÞ; ðA:26Þ
provided tXrˆ 1: From (A.23)–(A.26) we deduce that
8tARþ : 0ohðtÞofjðtÞ; ðA:27Þ
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8tARþ\ðr˜0; rˆ 1Þ : 0oh0ðtÞof 0j ðtÞ: ðA:28Þ
We deﬁne
#gjðtÞ :¼ min
sXt

fjðsÞ  hðsÞ


þ hðtÞ; ðA:29Þ
which is reminiscent of the Legendre transform of fj: We now show that #gj has all the
desired properties of gˆ j except for being twice continuously differentiable.
Lemma A.3. Assume Hypothesis 1. Then #gj; defined as in (A.29), fulfills
hðtÞp#gjðtÞpfjðtÞ; ðA:30Þ
for all tARþ0 : Moreover, #gj is left and right differentiable on R
þ; i.e., the limits @7 #gjðtÞ :
¼ limh-07 h1½#gjðt þ hÞ  #gjðtÞ
 exist, and its left and right derivatives obey
h0ðtÞp@7 #gjðtÞpmaxf f 0j ðtÞ; h0ðtÞg ðA:31Þ
for all tARþ:
Proof. It sufﬁces to prove that nðtÞ :¼ minsXtfmðsÞgpmðtÞ is left and right
differentiable and that 0p@7nðtÞpm0ðtÞ; where m :¼ fj  h: We distinguish several
regions of Rþ:
1. Since m is continuous, so is n; and A1 :¼ ftjnðtÞomðtÞg is open. Thus, if tAA1;
then n is constant in a neighborhood of t and, in particular, differentiable, with
@þnðtÞ ¼ @nðtÞ ¼ 0:
2. Consider the complement, A2 :¼ ftjnðtÞ ¼ mðtÞg: Let tAA2 and d40: Then
nðtÞ  nðt  dÞ ¼mðtÞ min mðtÞ; min
tdpspt
fmðsÞg
. /
¼max 0; max
tdpspt
fmðtÞ  mðsÞg
. /
¼max 0; max
tdpspt
fm0ðtÞðt  sÞ þ oðt  sÞg
. /
¼max½0; dm0ðtÞ
 þ oðdÞ: ðA:32Þ
Hence, @n ¼ maxfm0; 0g on A2:
2.1. Observe that A2-ftjm0ðtÞo0g ¼ |:
2.2. Let tAA2-ftjm0ðtÞ ¼ 0g and t04t: Then
0p nðt
0Þ  nðtÞ
t0  t ¼
minsXt0 fmðsÞg  mðtÞ
t0  t p
mðt0Þ  mðtÞ
t0  t -0; ðA:33Þ
as t0rt; and therefore @þnðtÞ ¼ 0:
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2.3.1. Let tAA2-ftjm0ðtÞ40g and suppose that mðsÞ4mðtÞ; for all s4t:
Since m0ðtÞ40 and m040 at inﬁnity, mðtÞom; where m :¼
minfmðsÞjm0ðsÞ ¼ 0; s4tg; if such critical points exist, and m :¼N
otherwise. But then n  m in a neighborhood of t; and @þnðtÞ ¼ m0ðtÞ:
2.3.2. Let tAA2-ftjm0ðtÞ40g and suppose that mðtÞ ¼ mðtÞ; for some t4t:
Then n  mðtÞ on ½t; t
; and @þnðtÞ ¼ 0: &
Having established the left and right differentiability of #gj ; we derive the following
bounds on #gj :
Lemma A.4. Assume Hypothesis 1, and set
rˆ 0 :¼
c3f
3C5f
and qˆ max :¼ 2 exp½2Cf rˆ 1
: ðA:34Þ
Then,
8tprˆ 0 : #gjðtÞ ¼ fjðtÞ; ðA:35Þ
8rˆ 0otorˆ 1 : 0pfjðtÞ  #gjðtÞpqˆ max; ðA:36Þ
8tXrˆ 1 : #gjðtÞ ¼ fjðtÞ: ðA:37Þ
Moreover, the function #gj is left and right differentiable and Lipschitz continuous on
Rþ; and there exists a universal constant cˆ g40; such that, for all tARþ0 and s ¼7;
@s #gjðtÞXcˆ g minf1; tg; ðA:38Þ
@s #gjðtÞXcˆ g maxf@t#gjðsÞ : 0pspt; t ¼7g: ðA:39Þ
Proof. We ﬁrst observe that fj  h is strict monotonically increasing on ½rˆ 1;NÞ; by
(A.26). Hence, if tA½rˆ 1;NÞ; then minsXt f fjðsÞ  hðsÞg ¼ fjðtÞ  hðtÞ and #gjðtÞ ¼
fjðtÞ; proving (A.37).
Next we remark that, by (A.30) and (A.27),
0pfjðtÞ  #gjðtÞp max
0psprˆ 1
f fjðsÞ  #gjðsÞgp max
0psprˆ 1
f fjðsÞg; ðA:40Þ
for torˆ 1: The right inequality in (A.36) then follows from integrating (A.6) on
½0; rˆ 1
:
If rˆ 0ptprˆ 1; then (A.25), Lemma A.2, and (A.27) imply that
fjðtÞ  hðtÞX1
8
cf r˜
2
0X
3
4
Cf ðrˆ 0Þ2Xfjðrˆ 0ÞXfjðrˆ 0Þ  hðrˆ 0Þ: ðA:41Þ
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Moreover, fj  h is strict monotonically increasing on ð0; rˆ 0ÞDð0; r˜0Þ; by (A.28).
Thus, for tprˆ 0; we have minsXtffjðsÞ  hðsÞg ¼ fjðtÞ  hðtÞ and #gjðtÞ ¼ fjðtÞ; proving
(A.35).
Estimate (A.38) is a direct consequence of (A.31),
@s #gjðtÞXh0ðtÞ ¼
1
8
cf minfr˜20ðrˆ 1Þ1; tg: ðA:42Þ
For the derivation of (A.39) we distinguish the regions ð0; rˆ 0
; ðrˆ 0; rˆ 1Þ; and
½rˆ 1;NÞ:
(1) On ð0; rˆ 0
Dð0; r˜0
; the function fj is convex, according to Lemma A.1, and it
agrees with #gj : Hence (A.39) holds true on ð0; rˆ 0
 (with constant cˆ g ¼ 1).
(2) On ðrˆ 0; rˆ 1Þ; Eq. (A.39) follows from the fact that @s #gj40 is bounded away
from zero, by (A.38), and bounded above, by (A.31).
(3) On ½rˆ 1;NÞ; we have #gj  fj; by (A.37). Then Eq. (A.39) follows from the fact
that fj obeys (A.4) and (A.31). &
We turn to the construction of a Lipschitz continuous function gj which has all the
properties desired from gj; except for being twice continuously differentiable.
We ﬁrst introduce two universal constants,
rˇ0 :¼ 2RfX2rˆ 1 and rˇ1 :¼ rˇ0 þ
4C2f qˆ max
c2f
; ðA:43Þ
and we deﬁne rˇi;j4rˇ0 by requiring
fjðrˇ1;jÞ  fjðrˇ0Þ ¼ qˆ max þ
c2f
4C2f
ðrˇ1;j  rˇ0Þ: ðA:44Þ
Note that rˇ1;j is uniquely determined by (A.44) and bounded above by rˇ1; due to
(A.18). We now set
gjðtÞ :¼
#gjðtÞ if 0ptprˇ0;
fjðrˇ0Þ þ 14 c2f C2f ðt  rˇ0Þ if rˇ0ptprˇ1;j;
fjðtÞ  qˆ max if rˇ1;jpt;
8><
>: ðA:45Þ
and observe that gj fulﬁlls the assertion of Lemma A.4 if in its formulation rˆ 1 is
replaced by rˇ1:
We ﬁnally come to the
Proof of Lemma 1.2. We ﬁrst remark that #gj and gj; constructed as above, agree
with fj on ½0; rˆ 0
; #gj further agrees with fj on ½rˇ1;NÞ; and on ½rˇ1;NÞ; the
derivatives of gj and fj coincide. We choose smooth characteristic functions
ARTICLE IN PRESS
V. Bach, J.S. Møller / Journal of Functional Analysis 203 (2003) 93–148 141
#w; $wACN0 ðRþ; ½0; 1
Þ; such that
#w  1 on ½rˆ 0  e; rˆ 1 þ e
; supp #wDðrˆ 0  2e; rˆ 1 þ 2eÞ; ðA:46Þ
$w  1 on ½rˇ0  e; rˇ1 þ e
; supp $wDðrˇ0  2e; rˇ1 þ 2eÞ; ðA:47Þ
sup
tARþ
dn
dtn
#wðtÞ
 
¼ OðenÞ; sup
tARþ
dn
dtn
$wðtÞ
 
¼ OðenÞ; ðA:48Þ
where e40 is a sufﬁciently small universal number. Furthermore, we pick
mACN0 ðð1; 0Þ;Rþ0 Þ with
R
R
m ¼ 1 and deﬁne a molliﬁer by meðtÞ :¼ e2mðt=e2Þ:
Now the functions gˆ j and gj are obtained from #gj and gj by smearing out in small
neighborhoods of the appropriate regions ðrˆ 0; rˆ 1Þ and ðrˇ0; rˇ1Þ: More precisely, we set
gˆ j :¼ ð1 #wÞ#gj þ #wð#gj  meÞ; ðA:49Þ
gj :¼ ð1 #w $wÞgj þ ð#wþ $wÞðgj  meÞ: ðA:50Þ
Obviously, gˆ j and gj are twice continuously differentiable. Since supp meDR and #gj
and gj are monotonically increasing, we have that gˆ jp#gj and gjpgj:
Moreover, gˆ j differs from #gj only in ðrˆ 0  2e; rˆ 1 þ 2eÞ; and on this interval we
estimate
j#gj  ð#gj  meÞjp12Cf exp½2Cf ðrˇ1 þ 2eÞ
e2; ðA:51Þ
using (A.31) and (A.6). Hence, on ðrˆ 0  2e; rˆ 1 þ 2eÞ; we have
ðgˆ jÞ0 ¼  ð#wÞ0½#gj  ð#gj  meÞ
 þ ð1 #wÞð#gjÞ0 þ #w½ð#gjÞ0  me

¼ ð1 #wÞð#gjÞ0 þ #w½ð#gjÞ0  me
  OðeÞ; ðA:52Þ
and ðgˆ jÞ0 is bounded above and below on ðrˆ 0  2e; rˆ 1 þ 2eÞ by universal positive
constants. A similar argument applies to gj : It is hence clear that all bounds asserted
in Lemma 1.2 hold, including those that involve the second derivatives, if we set
Rˆ 0 :¼ rˆ 0  2e; Rˆ 1 :¼ rˆ 1 þ 2e; ðA:53Þ
Rˇ0 :¼ rˇ0  2e; Rˇ1 :¼ rˇ1 þ 2e: ðA:54Þ
We leave the details of their veriﬁcation to the reader. &
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Appendix B. Some basic properties
We begin with an estimate which implies that the Gibbs measure is well-deﬁned.
Lemma B.1. Suppose Hypotheses 1 and 2. There exist universal constants a040 and
C40 such that for 0paoa0;
HðxÞXð1 CaÞ
X
j
gjðxjÞ: ðB:1Þ
Proof. Using (1.29) we get the following estimate, cf. also (3.3) and (3.4),
jwijðxi; xjÞjp
Z 1
0
jxi@iwijðsxi; sxjÞ þ xj@jwijðsxi; sxjÞj ds
p aij
Z 1
0
ðjxij þ jxjjÞðjg0ij þ jg0jjÞ ds
p 4c1g aij
Z 1
0
fjxijjg0ij þ jxjjjg0j jg ds
¼ 4c1g aijðgiðxiÞ þ gjðxjÞÞ: ðB:2Þ
This implies the lemma since fj ¼ gj þ qjXgj: &
Lemma B.1 together with the estimate gjðxjÞXC1jxjj  C; for some universal
constant C40; implies that the measure (1.1) is normalizable and that polynomially
bounded measurable functions are integrable.
We will in this appendix identifyH with L2ðRL;FÞ: Let D :¼ CN0 ðRL;FÞ be the
space of test functions. We write D0 for the dual space of distributions (recall thatF
is a ﬁnite-dimensional vector space). Note that dH;Q; d

H;Q maps H into D
0 and
domðdH;QÞ ¼

cAH dH;QcAH
		 
; ðB:3Þ
domðdH;QÞ ¼ cAH dH;QcAH
			n o: ðB:4Þ
We proceed to prove the following proposition.
Proposition B.2. The Dirac operator DH;Q is essentially self-adjoint on D and self-
adjoint on domðdH;QÞ-domðdH;QÞ:
Proof. As for the self-adjointness part of the statement we refer the reader to the
proof of [2, Lemma B.1]. In order to handle the presence of Q we need to replace the
observation ðD20;0 þ 1Þ1 : HkðRL;FÞ-Hkþ2ðRL;FÞ; for any k; by the following
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statement
ðD20;Q þ 1Þ1 : HkðRL;FÞ-Hkþ2ðRL;FÞ; ðB:5Þ
where k is restricted to k ¼ 0 and 1. Here, HkðRL;FÞ are the standard Sobolev
spaces.
We proceed to prove that DH;Q is self-adjoint on K :¼ domðdH;QÞ-domðdH;QÞ:
Clearly DH;Q is symmetric on K; and it remains to show that it is closed. To
this end, let fun; vngnAN be a sequence in GraphðDH;QjKÞ; satisfying un-u and vn-v
in H:
We have the following equality on K;
jjDH;Qcjj2 ¼ jjdH;Qcjj2 þ jjdH;Qcjj2: ðB:6Þ
Since DH;Qun ¼ vn is bounded uniformly in n; we ﬁnd that so are dH;Qun
and dH;Qun:
Clearly dH;QuAD0: Let cAD: We have
j/dH;QujcSj ¼ j/ujdH;QcSj ¼ limn-N j/unjd

H;QcSj
¼ lim
n-N
j/dH;Qun;cSjp sup
n
jjdH;Qunjj jjcjj; ðB:7Þ
which implies by (B.3) that uAdomðdH;QÞ: Similar we ﬁnd that uAdomðdH;QÞ: Since
Kis contained in the domain of the closure of DH;QjD; we conclude from closedness
of the latter that DH;Qu ¼ v and hence ðu; vÞAGraphðDH;QjKÞ: This completes the
proof. (We note that this proof is slightly simpler than the corresponding
proof in [2].) &
For ukAHðkÞ we deﬁne the linear maps
ðTkukÞðxÞ :¼ ebfHðxÞdGðQðxÞÞg
Z 1
0
tk1ebfHðtxÞdGðQðtxÞÞgukðtxÞ dt; ðB:8Þ
S :¼
X
c
bxc#cc; ðB:9Þ
Ck :¼ S 3 Tk: ðB:10Þ
We have the following result.
Lemma B.3. Let vkAHðkÞ be continuous in a (not necessarily universal) neighborhood
of 0. Then TkvkAHðkÞ:
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Proof. We begin by analyzing the difference HðxÞ  HðtxÞ: Assume ﬁrst that
0oto1=2: From (1.29) we get the estimate
gjðsÞ  gjðs=2Þ ¼ 1=2
Z 1
0
sg0jððss þ sÞ=2Þ ds
X ð2cgÞ1
Z 1
0
sg0jðssÞ ds ¼ ð2cgÞ1gðsÞ: ðB:11Þ
Then, by (B.2) and the boundedness of the qj’s, there exists a universal constant
CoN such that
HðxÞ  HðtxÞX
X
j
f fjðxjÞ  fjðtxjÞg  aC
X
j
gjðxjÞ
X
X
j
fgjðxjÞ  gjðxj=2Þ  Cg  aC
X
j
gjðxjÞ
X
X
j
ðð2cgÞ1  aCÞgjðxjÞ  CjLj: ðB:12Þ
Secondly, if 1=2oto1; we invoke Lemma 3.1, applied with ek ¼ 1 t; to obtain
(for aoa0)
HðxÞ  HðtxÞX
X
j
ð1 aCÞðgjðxÞ  gjðtxÞÞ  CjLjX CjLj; ðB:13Þ
for some universal constant CoN:
Now, we estimate, using (B.12) and (B.13),
Z
RL
jðTkvkÞðxÞj2dLx
p sup
t;x
ebfdGðQðxÞÞdGðQðtxÞÞg
		 				 		2
B½F

Z 1
0
Z
RL
t2k2e2bðHðxÞHðtxÞÞjvkðtxÞj2 dLx dt
pCb;L
Z 1
1=2
Z
RL
t2k2jvkðtxÞj2 dLx dt þ
Z 1=2
0
Z
RL
t2k2eCbjxj1 jvkðtxÞj2 dLx dt
( )
¼ Cb;L jjvkjj2
Z 1
1=2
t2k2jLj dt þ
Z 1=2
0
Z
RL
t2k2jLje
Cbjxj1
t jvkðxÞj2 dLx dt
( )
:
ðB:14Þ
Here jxj1 :¼
P
j jxjj: As for the last term on the right side, we note that in the case
2kXjLj þ 2; it can be estimated in the same way as the ﬁrst term. For the remaining
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case, 2kojLj þ 2; we ﬁx a number 0odo1=2 and estimate
Z 1=2
0
Z
RL
t2k2jLje
bCjxj1
t jvkðxÞj2 dL x dt
p sup
s

jsjjLjþ22k2debCjsj
 Z 1=2
0
t2d dt
 !
jxjk1jLj=2þd1 vk
			 						 			2: ðB:15Þ
Since vk is assumed to be continuous at 0 and jxj2k2jLjþ2d1 is locally integrable in
RL; we ﬁnd that jxjk1jLj=2þd1 vkAH (provided kX1). Combining this with (B.14)
and (B.15), we obtain TkvkAH: &
We will need a Poincare´ lemma, the proof of which is left to the reader, see for
example [6, Proposition 2.13.2].
Lemma B.4. (Poincare´). Let vkAHðkÞ-domðdH;QÞ be such that vk and dH;Qvk are
continuous in a (not necessarily universal) neighborhood of 0. The following identity
holds between functions,
ðdH;QCkvkÞðxÞ þ ðCkdH;QvkÞðxÞ ¼ vkðxÞ: ðB:16Þ
Proof of Theorem 1.4. As for the ﬁrst part of the theorem we refer the reader to the
proof of [2, Lemma B.3]. We note that the perturbation argument of [2], which is
based on the main form bound in Theorem 2.1, breaks down on k-forms with kX2;
since we cannot bound dGðAð1ÞH;QÞ by AH;Q in a universal way, cf. (1.90).
The proof presented below for the second part of the theorem is based on an
approach from an earlier, unpublished version of [2]. See also [20].
First, we note that Ker DH;Q ¼ Ker DH;Q; by self-adjointness of DH;Q (recall
DH;Q ¼ D2H;Q). Second, we observe that expðbHÞ#OAKer DH;Q: It thus remains
to prove that KerDH;QDC  expðbHÞ#O:
Let uAKer DH;Q; and write u ¼
P
k uk; where ukAH
ðkÞ: Clearly,
ukAKer DH;QDKer dH;Q-Ker dH;Q; ðB:17Þ
for all k:
Since ukAKer DH;Q; it follows from elliptic regularity, cf. [22, Proposition 9.1], and
the assumption of smoothness at 0 that uk is continuous at 0. Hence Lemmas B.3 and
B.4 apply.
Let wACN0 ðRLÞ and write wnðxÞ :¼ wðx=nÞ: Then wnCkukAH and
w  limn-N½dH;Q; w2n
S ¼ 0; cf. (1.53), (B.9) and (B.10). We compute using these
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observations together with (B.16) and (B.17),
0 ¼/dH;Quk; w2nCkukS
¼/uk; owð1ÞTkukSþ/uk; w2ndH;QCkukS
¼ oð1Þ þ jjwnukjj2: ðB:18Þ
Here w  limn-Nowð1Þ ¼ limn-N oð1Þ ¼ 0: Taking the limit n-N in (B.18) yields
uk ¼ 0 for kX1: We have thus veriﬁed that u ¼ u0 ¼ f#O; fAL2ðRLÞ; and by
assumption ZjðHÞf ¼ 0 for all j: This implies u ¼ expðbHÞ#O which concludes
the proof. &
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