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The main objective of this work is to understand the theoretical basis of the working 
principle of the Hydrogen fuel cell. We seek the physical basis of the Rational Design 
Technique, the smart way of preselecting materials from the material-pool, implemented 
in our study anticipating highly promising electrocatalysts for promoting the conversion of 
chemical energy stored in hydrogen molecules into the electrical energy. It needs the 
understanding of the relationship among the compositions of the materials under 
consideration, their electronic structure and catalytic activities. We performed the first 
principle DFT calculations to achieve the goal. 
Our work is focused first on the issues in hydrogen oxidation reaction taking place 
in anode compartment of the cell. Next comes up with the issues with Oxygen Reduction 
Reaction taking place in cathode compartment. Finally, we focus on mechanisms 
underlying binding of small molecules on substrates. 
Platinum perfectly catalyzes hydrogen oxidation reaction on the hydrogen fuel cell 
anodes. However, it has at least two drawbacks: a) it is too expensive; b) it has a low 
tolerance to CO poisoning. Pt-Ru bi-functional catalysts are more tolerant to CO, but they 
are still very expensive. In this work, we performed first-principle studies of stability and 
reactivity of M/W (110) structures, where M = Pd, Ru, Au monolayers. All three systems 
are found to be stable: formation energy of MLs is significantly higher than cohesive 
energy of the M-elements. The calculated binding energies of H, H2, OH, CO, and H2O 
were used to obtain the reaction free energies. Analysis of the free energies suggests that 




too reactive for the CO removal. Meanwhile, Pd/W (110) is found to catalyze hydrogen 
oxidation and at the same time to be highly tolerant to the CO poisoning. The latter finding 
is explained by the fact that CO binds much weaker to Pd on W (110) than to Pt, while the 
OH binding is strong enough to ensure CO oxidation. The obtained results are traced to the 
electronic structure of the systems. 
Oxygen Reduction Reaction (ORR) is the heart core reaction in fuel cells, Proton 
Exchange Membrane Fuel cell and DEMFC. However, the reaction is not so obvious and 
need suitable electrocatalyst. Pt or Pt-based catalysts are found to be the best catalyst so 
far. But, its cost and shortage make it not feasible economically. Moreover, lower onset 
potential (maximal electrode potential at which the reaction can proceed) of such catalysts 
is offering another limitation to fuel cell performance. Research has been conducted in 
many directions for lowering the cost by replacing the Pt with some other elements of lower 
cost or reducing the Pt-load in the material; and even more finding the material performing 
better than Pt. In this paper, we’ve tried to understand the ORR mechanism and look for 
the material that could be potential option to Pt. Our calculations suggest that for monolayer 
of Pt on 5 layered slab of Nb or Mo the onset potential is the same as for Pt, while cost of 
these systems are much lower than that of Pt. Presence of water changes the reaction rate 
very minimum. Rational design method facilitates the research of selecting the appropriate 
catalyst and saves time and effort significantly. The result shows that the d-band center 
model is not accurate to describe the reactivity of the catalyst. 
For decades, adsorbates’ binding energy (𝐸𝐵) has been used as an indicator of the 




models to gauge bond-strength are developed and applied to rationalize and anticipate 𝐸𝐵’s 
because that is a key aspect in the rational search for efficient catalysts. Yet bond-strength 
alone fails to predict 𝐸𝐵 trends. Therefore, quantifying and understanding the difference 
between 𝐸𝐵 and 𝐸𝐵𝐹 is essential to catalysts design. Indeed, the adsorbate-substrate bond 
formation perturbs the substrate’s electronic charge density, which reduces 𝐸𝐵 by the 
energy attached to such perturbation: 𝐸𝑝𝑒𝑟𝑡. Here, with the example of carbon monoxide 
adsorption on metal-doped graphene, we show that 𝐸𝑝𝑒𝑟𝑡 may exceed 1 eV and render an 
unusual situation: although the EB of CO to the Au-doped graphene indicates that binding 
does not happen, we find evidence of a strong bond between CO and the substrate. Thus, 
in this case, the large 𝐸𝑝𝑒𝑟𝑡 totally disrupt the equivalency between 𝐸𝐵𝐹 and 𝐸𝐵 we also 
propose a method to compute 𝐸𝑝𝑒𝑟𝑡 that bypasses dealing with an excited electronic state 
of the system. 
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CHAPTER 1 INTRODUCTION 
  Preamble 
Since people started noticing the mystery and perfection of nature, they stared 
thinking about the reasoning behind it, they tried to explore and understand the secret 
behind it. In early ages people had a needle and the plate of sand to visualize what they 
observed and argued. Pen and papers came after a long time to jot down their views. 
Mathematical equations emerged there to comply with their ideas and to model the 
problems. It took a long time to come up with the complete set of such equations to handle 
the real problems. Basically, people had to deal with the many body problems consisting 
of very tiny particles, i.e. atoms and sub atomic particles. In the meantime, the biggest gift 
of 20th century, computer provided a big leap to theoretical study of the systems, the 
computational physics.  
 Motivation: 
Energy has been an indispensable aspect of today’s world. Major sources of energy 
at present are limited as they are no-renewable and the world is going to have energy crisis 
in future. New and reliable sources of energy have been the main goal of many research 
topics today. Studies have been done in finding the ways to minimize the consumption of 
energy as well. Some sources are taken to be reliable and good alternative to the present 
energy solution, however, they need more focus to make them better and applicable. Solar 
cell, fuel cell are some of the examples. This research is focused on some important aspects 




Personal interest begins a bit differently. As a curious child, I used to think and play 
with the tools available around to make little stuffs, such as a little water mill and so on. 
Near my final of Grade 10, the SLC [Iron Door], the atmosphere was filled with a big 
political movement in my homeland. Somehow, the boarder was blocked and the only 
intake route was closed. We did not have electric power and had to use kerosene lamp to 
read at night. But the blockage shut everything down, I was very upset on that. I collected 
some broken pieces of mirrors and made moon light focus on my books to read. It went for 
a while. I started thinking of a source of the energy that can never be blocked by anyone!! 
I was convinced it to be solar energy. I started dreaming zero energy houses, zero energy 
transportation and so on. I made a solar battery by using a copper vessel, silver plate and 
copper oxide. It proved me that we can make solar cells. In M.Sc. thesis, I studied thermal 
process of solar energy. Solar air heaters were modeled, designed and one of them was 
fabricated. At the end, I came to go with the fuel cell as my Ph.D. research.  
 Direct conversion of Chemical energy to Electricity: Fuel Cell. 
Fuel cell is a device to convert chemical energy stored in hydrogen molecule directly 
into the electrical energy. There are different types of fuel cells under study and in practice 
as well. Proton Exchange Membrane Fuel Cell [PEMFC] is one of them that consists of 
the Proton Exchange Membrane [PEM] as an Electrolyte. However, the basic working 
principle is the same for all where Hydrogen and Oxygen molecules are made to react 
(opposite of electrolysis of water). The most simple and common reaction encountered in 








𝑂2 → 𝐻2𝑂 
(1.3.1) 
The whole reaction can be divided in to two half equations occurring in two compartments 
of the cell. Hydrogen molecule is fed through the anode compartment that dissociates into 
hydrogen ion (H+) and electron (e-). This reaction is called Hydrogen Oxidation Reaction 
[HOR]. 
 𝐻2 → 2𝐻
+ + 2𝑒− (1.3.2) 
 The H-ion migrates through the Proton Exchange Membrane and the free electron goes 
through the external circuit constituting a current. At the same time the oxygen molecule 
adsorbed in the cathode compartment undergoes dissociation by accepting electron and 




+ + 2𝑒− → 𝐻2𝑂 
(1.3.3) 
Thus, in fuel cell Hydrogen and Oxygen fuse to give out water with the generation 
electricity. So, it is one of the cleanest means of generation of electricity. Figure below 





Figure 1: Schematic diagram showing the action of Fuel Cell.2 
The reactions in either compartments, however, are not obvious (dissociation of  𝐻2 in 
anode electrode is not easy and the reaction in cathode, ORR is too slow) and need catalysts 
to carry them up.  Platinum has been the best in the pool of the elements available so far 
for both anode and cathode reactions. However, because of its low availability and high 
cost it has been offering an unacceptably high price to fuel cell for its commercialization. 
Moreover, there are some obstacles in its action as a catalyst that put the limit to the 
performance of fuel cell too. Platinum is very reactive to CO that comes with 𝐻2 intake. 
CO binds on Pt stronger which occupies the active sites of Pt that are used for the 𝐻2 
dissociation in anode compartment. The poisoning effect of CO on Pt is one of the major 




cathode electrode, has thus been a serious issue to be pointed out. Relatively low onset 
potential puts the limit to the performance of fuel cell and hence the efficiency. 
Studies have been conducted to minimize the cost and optimize the activity of the catalyst. 
First, way in this direction is to reduce the loading of Pt in the system under consideration. 
And the next is to search for the materials that could replace Pt and perform better.     
Some research has been done with the monolayer on a slab, nanoparticles as well. 
 Outline of Thesis 
The purpose of this thesis is to study and analyze the important aspects of the 
electrocatalysis that are applicable to fuel cell. There are several factors controlling the 
reactivity of the materials. It’s a challenge in finding the appropriate electrocatalyst since 
it has to show weak reacting to some adsorbates while strong to some others. In our study, 
we follow the ways of tuning the electrocatalytic properties and it is based on the Rational 
Design Principle. Meanwhile, we dig in to the mechanism of the binding of an adsorbate 
in a surface and the validity of the well-known and well established relation of binding 
energy and stability; bond formation energy and binding. Our result obtained from the first 
principle are discussed in chapter 3, 4 and 5. Chapter 2 gives the theoretical overview.  
In chapter 3, we present our result on poisoning effect of CO on the catalyst. Platinum 
perfectly catalyzes hydrogen oxidation reaction on the hydrogen fuel cell anodes, but it has 
a low tolerance to CO poisoning. Currently hydrogen is mostly produced from natural gas. 
One of the reaction product is CO. It is very hard and expensive to purify hydrogen. The 




this way block the reaction active sites and thus reduce the reaction rate. Presence of water 
on the anode leads to creation some fraction of OH radicals which can react with CO 
making CO2 that is easy to remove. To make this reaction favorable one needs to achieve 
a controversial condition: CO has to bind weakly to the catalyst, whereas the catalyst has 
to be reactive enough to produce enough OH from water. In this work, we performed first-
principle studies of stability and reactivity of M/W (110) structures, where M = Pd, Ru, Au 
monolayers. All three systems are found to be stable: formation energy of MLs is 
significantly higher than cohesive energy of the M-elements. The calculated binding 
energies of H, H2, OH, CO, and H2O were used to obtain the reaction free energies. 
Analysis of the free energies suggests that Au-W bonding does not activate sufficiently Au 
monolayer, whereas Ru/W(110) is still too reactive for the CO removal. Meanwhile, Pd/W 
(110) is found to catalyze hydrogen oxidation and at the same time to be highly tolerant to 
the CO poisoning. The latter finding is explained by the fact that CO binds much weaker 
to Pd on W(110) than to Pt, while the OH binding energy is strong enough to ensure CO 
oxidation. The obtained results are traced to the electronic structure of the systems. 
In chapter 4, we present the action of catalyst in ORR taking place in cathode 
compartment. Oxygen Reduction Reaction (ORR) is the heart core reaction in fuel cells, 
Proton Exchange Membrane Fuel cell and DEMFC. However, the reaction is not so 
obvious and need suitable electrocatalyst. Pt or Pt-based catalysts are found to be the best 
catalyst so far. But, its cost and shortage make it not feasible economically. Moreover, 
relatively low onset potential of such catalysts is offering another limitation to fuel cell 




replacing the Pt with some other elements of lower cost or reducing the Pt-content in the 
material; and even more finding the material performing better than Pt. In this paper, we’ve 
tried to understand the ORR mechanism and look for the material that could be potential 
option to Pt. We’ve found that monolayer of Pd on Nb or Mo being much less expensive 
than Pt have the onset potential of ORR the same as Pt does. Presence of water changes the 
reaction rate very minimum. Rational design method facilitates the research of selecting 
the appropriate catalyst and saves time and effort significantly. The result shows that the 
d-band center model is not accurate to describe the reactivity of the catalyst. 
In chapter 5, we present our result that we got from our calculation that is raising 
the questions about the well-known concept of adsorbate binding. For decades, adsorbates’ 
binding energy (𝐸𝐵) has been used as an indicator of the adsorbatesubstrate bond 
strength (𝐸𝐵𝐹). Thus, although one can compute accurately any 𝐸𝐵  models to gauge bond-
strength are developed and applied to rationalize and anticipate 𝐸𝐵’s because that is a key 
aspect in the rational search for efficient catalysts. Yet bond-strength alone fails to predict 
𝐸𝐵 trends. Therefore, quantifying and understanding the difference between 𝐸𝐵 and 𝐸𝐵𝐹 is 
essential to catalysts design. Indeed, the adsorbate-substrate bond formation perturbs to the 
substrate’s electronic charge density, which reduces 𝐸𝐵 by the energy attached to such 
perturbation: 𝐸𝑝𝑒𝑟𝑡. Here, with the example of carbon monoxide adsorption on metal-doped 
graphene, we show that 𝐸𝑝𝑒𝑟𝑡 may exceed 1 eV and render an unusual situation: although 
the EB of CO to the Au-doped graphene indicates that binding does not happen, we find 




totally disrupt the equivalency between 𝐸𝐵𝐹 and 𝐸𝐵 we also propose a method to compute 





CHAPTER 2  
THEPRITICAL BACKGROUND 
 Introduction 
This chapter presents the theoretical backbone that the dissertation is founded. It 
begins with addressing the challenges in understanding the realistic systems and 
developing right form of mathematical equation expressing them. The properties of matter 
are determined by the interaction of electrons and atomic nuclei and hence the quantitative 
theoretical description of the solid state system starts with stating quantum many body 
problems ruled by Schrödinger equation. It turns out to be a complex coupled differential 
equation with many degrees of freedom. This chapter begins with development of the 
Hamiltonian describing many particles in condensed matter and is followed by the sections 
describing the ways of solving the complex equation.  
 Many Body Problem 
Most of the properties of materials are determined by the behavior of the valence 
electron and those near the nucleus form a closed shell and are expected to have a minimal 
effect. The valence electrons essentially are quantum systems that can be described with 
quantum mechanical techniques. The electronic states can be found as a solution of the 
Schrödinger equation: 
 ℋ̂𝛹 = 𝐸𝛹 (2.2.4) 
Where E is the eigenvalue and  𝛹 is the eigenstate. Then Hamiltonian describing the system 





















































Where, 𝑀𝐼 , 𝑅𝐼 𝑎𝑛𝑑 𝑍𝐼 represent mass, position and charge of M different ions and m,  𝑟𝑖and 
𝑒 are those of valence electrons respectively; and 𝜎𝑖, the spin of i
th electron. Here we discard 
the relativistic effect in e-e interaction and assumed that the spineless nuclei do not come 
close so as to overlap, the Frozen Approximation3.  
The Schrödinger equation with this Hamiltonian is a partial differential equation with 
(3N+3M) coupled degrees of freedom which would not be easily decoupled. It has been 
solved analytically only for simplest atom, the Hydrogen. For other systems based on the 
surface or other structures which includes many electrons and ions, the complete solution 
is impossible to obtain. So, approximations are needed to simplify the problem without 
losing the nature of problem. 
 Separation of Electron and Lattice Variables: 
First step on simplifying the equation would be treating the problematic term in the 




the fact that the lighter electrons move very fast compared to the heavy nucleus in a system 
Born-Oppenheimer Approximation4 suggests that electronic states (electron cloud) are 
able to adjust themselves rapidly to any change in nuclear coordinates, while staying in the 
ground state. This allows us to decouple the total wave function into electronic and the 
ionic components and write it as a product of the two. This is also called adiabatic 
approximation. 
This can be exploited by assuming the quasi-separable ansatz of the form, 
 𝛹(𝑅, 𝑟) = ∑ Λ𝜈(𝑅) Φ𝜈(𝑅, 𝑟)
𝜈
 (2.3.7) 
Where Λ𝜈(𝑅) are the wave functions of nucleus of and  Φ𝜈(𝑅, 𝑟)are the electronic wave 
functions, the Eigen states of the respective time independent Schrödinger equations. 
More explicitly, we obtain the decoupled Schrödinger equations for the ions system as 
 


























And the electron system as 
 𝐻𝑒 Φ𝜈(𝑟, 𝑅) = 𝑛(𝑅) Φ𝜈(𝑟, 𝑅) (2.3.10) 
With Hamiltonian of electron, 





























The electronic Eigen value 𝑛(𝑅) depends parametrically on nuclear position. It will give 
rise to a surface called Born-Oppenheimer surface.  
 Electron-Electron Interaction: 
The election-electron Coulomb interaction, is long-ranged and, for short distances, 
very strong on and is a big challenge in theoretical study of solid state physics. Ve-e since it 
is a two-body interaction embedded in a many-body problem, the equation is still a partial 
differential equation with 3N coupled degrees of freedom which cannot be solved exactly. 
Out of many methods to take care of this interaction, we describe effective field 
approximation or, ‘effective one particle theory’. 
2.4.1 Hartree Approximation: 
Hartree proposed that the total electron wave function can be written as a product 
of individual one-electron orbitals. Furthermore, each electron moves in an “effective” 
external field, known as Hartree Self-Consistent Field (HSCF)5-6, created by all other 
electrons and ions in the background. The Hartree form Schrödinger equation for the ith 













] Φ𝑖(𝑟𝑖) = 𝑖Φ𝑖(𝑟𝑖) (2.4.12) 
Where the potential terns are collectively called effective potential 𝑣𝑒𝑓𝑓(𝑟) = 𝑣𝑒𝑥𝑡(𝑟) +
𝑣𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟), and |Φ𝑗(𝑟𝑗)|
2




By applying the variational principle that the ‘n’ one electron orbitals construct the ground 
state of the system, we can find the HSCF energy to be 










Here the first term is the sum of the Eigen values of the one electron orbital states, seconds 
term is the sum of the energies of each electron state in the electron cloud of the rest.  
This equation is again ‘N’ coupled differential equation and the potential depends on the 
wave function, the equation is solved iteratively. Note the constant factors are dropped in 
Hartree units. 
Even though it is a great achievement, Hartree formalism is not applicable and not 
accurate at all, as it takes electrons as distinguishable particles which actually are not. The 
problem lies in the definition of the wave function, which does not follow Pauli’s principle 
of occupation. 
2.4.2 Hartree - Fock Approximation 
It is an extension of the HA based on Slater’s work7-9. It takes the wave function to 
be not the simple product but the Slater determinant of the individual electrons. It thus 
takes care of the Pauli Exclusion Principle making sure that that the total wave function for 
the fermionic system is antisymmetric under exchange of any two electrons. As includes 
the permutation symmetry of the wave function, leads to the exchange that is the energy 
functional includes an extra exchange term than the Hartree energy functional. The 









2 + ∑ 𝑉(𝑅𝐼 , 𝑟𝑖)
𝐼
] Φ𝜆(𝑟𝑖)
















The last term in LHS describes the exchange effect of two fermions. Since the exchange 
term has a negative sign, it will reduce the Hartree energy which is as follows:  










Here, 𝐾𝑖𝑗 represents the exchange integrals. HF, therefore, is a better than the Hartree 
approximation. Hartree and Hartree-Fock formalism point out that electrons with the same 
spin do not move independently from one another but are correlated. HF accounts for most 
of the total energy, but, as the Coulomb potential is considered on a mean field level that 
does not count the correlation effects - actual electron-electron pair interaction. 
 Density Functional Theory 
At the same time, Hartree developed his approximation, Thomas-Fermi was working 
independently to solve the issues. He assumed the charge density as the fundamental 




density. It is an important theory since it is regarded as an approximation to the exact 
theory: the Density Functional Theory. 
By its name, density Functional Theory [DFT], is a theory based on the charge density. 
This is one of the most powerful tools of understanding ground state electronic structure 
of the material.  
The quantum mechanical theory has come up in the form from the contribution of 
Hohenberg and Kohn (1964) and Kohn and Sham (1965) describing the effects of exchange 
and correlation in an electron gas and followed by number of approximations. 
2.5.1 Hohenberg-Kohn (HK) Theorem: 
H-K formulated and proved a theorem that put mathematical grounds for the T-F 
theorem. It runs over two statements10-11: 
1st statement: the ground state electronic density uniquely determines the external 
potential with some additive constant. More explicitly, if two systems of electrons 
experiencing two different potentials 𝑉1(𝑟) and  𝑉2(𝑟) respectively both having the same 
ground state electronic density  𝜌(𝑟), then  𝑉1(𝑟) −  𝑉2(𝑟) = 𝑐𝑜𝑛𝑠𝑡. Thus, rather 
remarkably, a knowledge of 𝜌(𝑟)uniquely determines the entire Hamiltonian operator and 
the total energy including the exchange and correlation. 
2nd statement: for a given external potential 𝑣 (𝒓), and there exists a functional of electron 
density 𝜌(𝑟)defined as   




Where𝐹[𝜌] is a functional of electron density defined, with extension given by Levy and 
Lieb as  
 𝐹[𝜌(𝑟)] = min (𝜓(𝑇 + 𝑈)𝜓) (2.5.17) 
where the 𝜓 s range over all antisymmetric n-particle wave functions giving rise to the 
density 𝜌(𝑟)and U is e-e interaction energy.  
By using the conventional Rayleigh-Ritz variational principle it is proved that functional 
𝐸[𝜌]attains its minimum value when 𝜌(𝑟) is the ground state density, and that its minimum 
value is the ground state energy. 𝐹[𝜌] is remarkable as the universal functional only of the 
density. H-K conclude that the electron density determines all the properties of ground state 
of a system of multi-electrons, however, do not provide the insight as to how to obtain it. 
2.5.2 Kohn-Sham Equation: 
It is one of the most powerful equation in solving many body problems that includes 
the exchange and correlation effects. It is based on the statements10, 12 that 
1. Non-interacting systems of electrons will be described by antisymmetric wave 
function as given by Slater’s determinant. 
2. The potential of non-interacting systems, called reference potential, yields the 
density of real interacting system. 
3. The ground state energy of the interacting system coincides with that of the non-
interacting system. 
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And ground state charge density is 










 are the electronic orbital and 𝑓𝑖 are corresponding occupation number. 
The Hamiltonian of the non-integrating system is 








Where 𝑁 is the number of electron and 𝑉𝑅 is the potential of the non-interacting system 
called reference potential.  
Now, for the 2-electron potential system, 𝑁𝑠 =
𝑁
2
  and 𝑓𝑖 = 2 for 𝑁𝑠 ≤
𝑁
2




  and the ground state charge density would be  









 resembles the one electron orbital, the fictitious quasi particle orbital whose sum 
of the norm coincides with the ground state charge density of the real e-e interacting 
system. These quasi orbitals, called Kohn-Sham’s orbitals, are the solution of the 
Eigenvalue equation 
 𝐻𝐾−𝑆𝑖 = 𝑖𝑖 (2.5.22) 








+ 𝑉𝑅(𝑟𝑖) (2.5.23) 
Thus, the problem of many particle system is reduced to one particle problem no matter 
how many particles are contained in the system13. These equations are called Kohn-Sham 
equation. 
2.5.3 Reference Potential: 
The kinetic energy of fully integrated system is  








And the universal functional 𝐹[𝜌] takes the form 






𝑑𝑟 𝑑𝑟′ + 𝐸𝑥𝑐[𝜌] (2.5.25) 
Plugging 𝐹[𝜌] into  
 𝐸[𝜌] = 𝐹[𝜌] + ∫ 𝜌(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑𝑟 (2.5.26) 
We get, 
 



























The energy for the non-interacting system is 









+ 𝑣𝑅(𝑟) (2.5.32) 
Since the energy of the non-interacting system should be equal to the energy of the 
interacting one at ground state, and the number of particles is the same in the system, the 
chemical potentials 𝜇 and 𝜇𝑅 should be equal, 







This is also called effective potential 𝑉𝑒𝑓𝑓(𝑟).  




∇2 + 𝑉𝑒𝑓𝑓(𝑟) − 𝑖] 𝜙𝑖(𝑟) = 0 (2.5.34) 
It is important to note that the potential is the functional of charge density which is function 
of the Kohn-Sham orbitals. So the Kohn-Sham equation is solved self consistently. 
Total energy: 

















First two terms represent the energy of the non-interacting system, i.e. 






+ ∫ 𝜌(𝑟)𝑣𝑒𝑓𝑓(𝑟)𝑑𝑟 




+ 𝑣𝑒𝑓𝑓(𝑟)) 𝜙𝑖 𝑑𝑟
𝑖
 





i.e. the sum of the single electron Eigenvalues. Factor 2 comes from the spin degeneracy.  
Thus the total energy of the Kohn-Sham system is given by  
 
















First two terms in this equation are known. With this progress, the problem of determining 
the minimization of the H-K universal functional has been transformed to the single 





Figure 2: A flow chart of the self-consistent iteration scheme:. 
The self-consistent iteration process of solving the KS equation is shown in in fig. 
2 The Initial assumed electron density is used for the calculation of veff(r), the 
diagonalization of the Kohn-Sham equations, and the subsequent evaluation of ρ(r) along 
with Etot. At that point it is checked whether the calculation is converged or not. If not, it is 
continued again with the last 𝜌(𝑟) as the new density. After the system is converged, 
various output quantities to be studied are computed 
2.5.4 Approximation for 𝑬𝒙𝒄[𝝆(𝒓)]: 
W. Kohn devised the most important approximation for  𝐸𝑥𝑐[𝜌(𝑟)] as having a 




 𝐸𝑥𝑐[𝜌(𝑟)] = ∫ 𝑥𝑐(𝑟, [𝜌(?̃?)])𝜌(𝑟)𝑑𝑟 (2.5.39) 
Where 𝑥𝑐(𝑟, [𝜌(?̃?)]) is an exchange correlation energy per particle at a point r which is a 
functional of density 𝜌(?̃?) at ?̃? near 𝑟. The microscopic distance between the two points is 
such that the fermi wavelength is  




2.5.4.1 Local Density Approximation [LDA]: 
This simplest approximation assumes the density of elections to be uniform i.e. 
 𝐸𝑥𝑐
𝐿𝐷𝐴 = ∫ 𝑥𝑐(𝑟, [𝜌(𝑟)])𝜌(𝑟)𝑑𝑟 (2.5.41) 
Here the exchange correlation energy per particle 𝑥𝑐([𝜌(𝑟)]) is functional of the charge 
density 𝜌(𝑟).  
Than exchange part of the energy is given by  













This is an exact solution for the uniform electronic gas. And correlation part cannot be 
calculated exactly even for the uniform electronic gas. One simple approximate solution 








High precise value is suggested more recently by Ceperley and Alder [1980]15 using Monte 
Carlo method. 
LDA is exact for the uniform electron gas, however in atomic systems these 
conditions are hardly satisfied. Also, LDA badly overestimates (up to ∼ 20%) cohesive 
energies and bond strengths in molecules and solids, and as a consequence bond lengths 
are often underestimated16. Improved approximation is needed to deal with the non-
uniform electron density.  
Better approximation could be a gradient expansion for 𝐸𝑥𝑐. It is based on the 
expansion of the charge density 𝜌(?̃?) around the point r which we can take to be the origin: 
 𝜌(?̃?) = 𝜌 + 𝜌𝑖?̃?𝑖 +
1
2
∑ 𝜌𝑖𝑗?̃?𝑖?̃?𝑗 + ⋯. (2.5.45) 
With  
 𝜌 = 𝜌(0), 𝜌𝑖 = ∇𝑖𝜌(𝑟)|𝑟=0, 𝑒𝑡𝑐. (2.5.46) 
Consequently, we get the resultant sequence as 
 𝐸𝑋𝐶 = ∫  𝜌(𝑟) 𝑥
ℎ𝑜𝑚( 𝜌)𝐹𝑋𝐶( 𝜌, ∇𝜌, ∇
2 𝜌, … … . )𝑑𝑟 (2.5.47) 
Where, 𝐹𝑋𝐶 is a dimensionless quantity called enhancement factor. 
This is still semi-local approach and long range effects are not taken into account. The 
expansion is not stable as it does not converge monotonically and has singularities that are 
eliminated only when an infinite number of terms are taken into account. 
Approximation is required that mimics the summation to infinite order and assures 
the condition of long range decay. Different authors tried to fix the problem, one of the 




2.5.4.2 Generalized Gradient Approximation [GGA]. 
It is an advancement of the LDA and brings up the contribution of the energy that 
is the functional of differential form of the charge density: 
 𝐸𝑋𝐶 = ∫  𝜌(𝑟) 𝑥
ℎ𝑜𝑚( 𝜌)𝐹𝑋𝐶( 𝜌, ∇𝜌)𝑑𝑟 (2.5.48) 
Several GGAs have been in practice. Each of them purpose different form of the 
enhancement factor. One of the most widely used is one purposed by Perdew, Burke and 
Ernzerhof (PBE)17. In this approximation the enhancement factor corresponding to the 
exchange contribution is given as, 










And, the correlation contribution to the energy is given as: 
 𝐸𝐶
𝐺𝐺𝐴 = ∫ 𝜌(𝑟)[ 𝑐
𝐿𝐷𝐴(𝜌, 𝜉) + 𝐻(𝜌, 𝜉, 𝑡)]𝑑𝑟 (2.5.50) 
 
Where, 𝐻(𝜌, 𝜉, 𝑡)] is a function of charge density𝜌, magnetization 𝜉, while t is also a 
function of 𝜌 𝑎𝑛𝑑 𝜉 that can be found in literature11. 
 Periodic System: Super cell Approximation 
As shown in preceding section, many body problem can be mapped into an 
effective single particle problem. However, for a macroscopic system the problem still 




of 1022 -1023 ions. Two difficulties arise in front: a wave function must be calculated for 
each of the electron in the system, and, since each electron wave function extends over the 
entire solid, the basis set required to expand each wave function is infinite in a microscopic 
terms. Both problems can be addressed by performing calculations on periodic systems and 
apply the Bloch’s theorem to the electronic wave functions.    
2.6.1 Bloch Theorem 
Bloch's theorem states that in a periodic solid each electronic wave function can be 
written as the product of a cell-periodic part and a wavelike part18,  
 𝜓𝑖(𝑟) = exp [ik. r]𝑓𝑖(𝑟) (2.6.51) 
The cell periodic part of wave function, 𝑓𝑖(𝑟), that reduces a problem of infinite crystal to 
the problem of one unit cell. It can be expanded using a basis set consisting of a discrete 
set of plane waves whose wave vectors are reciprocal lattice vectors of the crystal, 
 𝑓𝑖(𝑟) = ∑ 𝑐𝑖,𝐺exp [𝑖𝐺. 𝑟]
𝐺
 (2.6.52) 
Where the reciprocal lattice vector G are defined by 𝐺. 𝑙 = 2𝜋𝑚 for all 𝑙 where 𝑙 is a lattice 
vector of the crystal and 𝑚 is an integer. Hence each electronic wave function can be 
written as the sum of the plane wave; 






2.6.2 K-point Sampling 
Electronic states are allowed only at a set of k points determined by the boundary 
conditions that apply to the bulk solid. The density of allowed k points is proportional to 
the volume of the solid. The infinite number of electrons in the solid are accounted for by 
an infinite number of k points, and only a finite number of electronic states are occupied at 
each k point. Consequently, it is possible to represent the electronic wave functions over a 
region of k space by wave function at a single k point and the electronic states calculated 
at only finite number of k points will provide the total energy of the system. 
The calculation of the contribution to the total energy from the filled electronic 
band is determined by calculating the electronic states at special sets of k points in Brillouin 
zone19. Basically, the calculation is done over k points in the region of the irreducible BZ.  
 
Figure 3: IBZ for the FCC lattice (pink lines). Each symmetric point or direction has 




2.6.3 Plane Wave Basis Sets 
According to the Bloch's theorem the electronic wave functions at each k point can 
be expanded in terms of a discrete plane-wave basis set. In principle, an infinite plane-
wave basis set is required to expand the electronic wave functions. However, the 
coefficients 𝑐𝑖,𝑘+𝐺  for the plane waves with small kinetic energy 
1
2
|𝑘 + 𝐺|2 are typically 
more important than those with large kinetic energy. Thus the plane-wave basis set can be 
truncated to include only plane waves that have kinetic energies less than some particular 
cutoff energy. Introduction of an energy cutoff to the discrete plane-wave basis set 
produces a finite basis set. The number of plane waves and hence the cutoff energy depends 
of the Hamiltonian matrix of the system; and will be incredibly very large for systems that 
contain both valence and core electrons. This severe problem can be overcome by the use 
of pseudopotential approximation.  
2.6.4 Pseudopotential Approximation 
Although Bloch's theorem allows the electronic wave functions to be expanded 
using a discrete set of plane waves, a plane-wave basis set is usually very poorly suited to 
expanding electronic wave functions because a very large number of plane waves are 
needed to expand the tightly bound core orbitals and to follow the rapid oscillations of the 
wave functions of the valence electrons in the core region. An extremely large plane-wave 
basis set would be required to perform an all-electron calculation, and a vast amount of 
computational time would be required to calculate the electronic wave functions. The 




Cohen, 198222) allows the electronic wave functions to be expanded using a much smaller 
number of plane-wave basis states. 
 
Figure 4: Schematic illustration of all-electron (dashed lines) and pseudo electron 
(solid lines) potentials and their corresponding wave functions. The radius at which 
all-electron and pseudo electron values match is designed 𝒓𝒄. 
As shown in the figure. 4, the, the potential is designed in such a way that the fast oscillating 
wave function near the core is made smooth and symmetric about the point 𝑟𝑐.  
 Techniques of Solving Kohn-Sham Equation 
2.7.1 VASP: 
VASP is a complex multifunctional software package that performs ab-initio 
quantum-mechanical simulations using pseudopotentials and plane wave basis set. The 
calculations performed using this code provide valuable information on various physical 
and chemical properties of material systems. In these projects we performed calculations 




vibrational frequencies of various components of the systems of interest. All these 
quantities are defined for the electronic ground states and thus can be obtained within DFT.      
Here are some of important features of the VASP code: 
a) Since VASP uses the PAW method or ultra-soft pseudopotentials, the size of the 
basis-set can be kept very small even for transition metals and first row elements 
like C and O. 
b) As in any plane wave program, the execution time scales like 𝑁3, 𝑁 the number 
of valence electrons, in VASP, but the pre-factors for the cubic parts are almost 
negligible leading to an efficient scaling with respect to system size. 
c) The full featured symmetry code included in VASP determines the symmetry of 
arbitrary configurations automatically and is used to set up the Monkhorst Pack 
special points allowing an efficient calculation of bulk materials, symmetric 
clusters.  
d) VASP runs equally well on super-scalar processors, vector computers and parallel 
computers.  
2.7.2 Density of States: 
It is one of the primary quantities used to describe the electronic state of a material. 
It measures how the quantum states that the electrons can stay in. It is defined as the number 
of electron states with energy in interval (𝐸, 𝐸 + 𝑑𝐸) and denoted by N(E) . In DFT 
calculation electronic DOS is calculated by integrating the resulting electronic density in 




material23. The reactivity of a material is defined in part based on how the DOS is 
distributed about the fermi level24. 
2.7.3 Charge Distribution: Bader Analysis 
As we’ve seen that almost all reactions or bond formations are possible by charge 
transfer between the partner atoms. Again, atomic charges in molecules or solids are not 
well-defined. The output of DFT calculation is continuous electronic charge density and it 
is not clear how one should partition electrons amongst fragments of the system such as 
atoms or molecules. Many different schemes have been purposed, some are based on 
electronic orbitals (Mulliken Population Orbitals, Density matrix based normal population 
analysis.) and others are based on charge density (Bader analysis and Hirshfeld analysis25). 
The Bader Analysis is found to be the most convincing. 
2.7.3.1  Bader Analysis: 
It is a tool to calculate the charge on individual atoms in Molecule and crystal. 
Richard Bader developed an intuitive way of dividing molecules into atoms called the 
Quantum Theory of Atoms in Molecules (QTAIM)26. His definition of an atom is based 
purely on the electronic charge density. Bader uses what are called zero flux surfaces to 
divide atoms. A zero-flux surface is a 2-D surface on which the charge density is a 
minimum perpendicular to the surface25, 27. Typically in molecular systems, the charge 
density reaches a minimum between atoms and this is a natural place to separate atoms 
from each other. Bader's theory of atoms in molecules is often useful for charge analysis. 




total electronic charge of an atom. The charge distribution can be used to determine 
multipole moments of interacting atoms or molecules. Bader's analysis has also been used 
to define the hardness of atoms, which can be used to quantify the cost of removing charge 
from an atom. The theory also provides a definition for chemical bonding that gives 
numerical values for bond strength. 
Henkelman’s group25 has developed computational method for partitioning a 
charge density grid into Bader volumes which is efficient, robust, and scales linearly with 
the number of grid points. The partitioning algorithm follows steepest ascent paths along 
the charge density gradient from grid point to grid point until a charge density maximum 
is reached. As the algorithm assigns grid points to charge density maxima, subsequent paths 
are terminated when they reach previously assigned grid points. It is this grid based 
approach which gives the algorithm its efficiency, and allows for the analysis of the large 
grids generated from plane wave based density functional theory calculations. 
2.7.4 Electrochemical Reaction and Fuel Cell: 
Chemical reaction carried out by the actual transfer of proton or other charged 
species (ions) is electrochemical reaction, it ultimately gives out some potential difference 
that drives current in the external circuit.  
2.7.4.1 Mechanism of Reaction in Hydrogen Fuel Cell: 
The Hydrogen gas molecule going over anode gets dissociated into atoms and 
adsorbed on the anode surface. The hydrogen atom is oxidized giving out electron and the 




free to move through the external circuit constituting current. At the cathode, the oxygen 
gets reduced taking electron from the circuit and combines with the 𝐻+ giving rise to water 
molecule. The overall reaction is summarized below: 
At anode: 
 𝐻2 → 2𝐻











𝑂2 → 𝐻2𝑂 (2.7.56) 
To obtain an appropriate reaction rate it has to be promoted by the catalysts. Not a single 
catalyst is found yet that works perfect. The Platinum is found to be most effective for both 
anode and cathode reactions, however, it has many shortcoming. So, much attention is 
drawn to seek the suitable electrocatalysts to carry on the reactions effectively so that the 
performance of the fuel cell is optimized.  
2.7.4.2 Reaction rate and Catalytic action. 
Electrochemical behavior is evaluated by reaction rate. The speed of reaction 
determines its effectiveness. The rate of reaction depends on the electronic properties of 
the material that promotes the reaction, the electrocatalyst. In some cases, we have to 
promote the reaction rate while some cases are there where we have to suppress the speed 




catalyst, we can optimize it by modeling the suitable combination of catalysts with different 
catalytic activities.   
Schematically, the action of catalyst can be studied in the following way: 
Chemical reactions proceed from the collision of the reacting molecules. There is a great 
impact of the temperature as the collision is promoted by the rise of temperature. Arhinues 
theorem provides the impact of the temperature on the rate of reaction as  




Where 𝐴 is the frequency factor that depends on the rate at which the reaction goes forward 
and backward, more explicitly the number of times the molecules collide28-29, 𝐸𝑎 is the 
activation energy that basically determines the barrier to the reaction path and others have 
usual meaning. Often, the pre-exponential factor 𝐴 and activation energy 𝐸𝑎 are 
temperature dependent. The activation energy is involved in breaking the bond of the 
molecules and let form the new bonds in new structures about the boundary called the 
transition state.  
The collision theory, which assumes that the two atoms with certain amount of 
activation energy, collide to react, gives the expression for the frequency factor modifies 
the Arhinues equation as 










Where, 𝜎 is sum of the diameters of two atoms, 𝜇 is the reduced mass of the two atoms. 
Transition state Theory, which was developed simultaneously by Henry Eyring, Meredith 




reactants and the products of the reaction. Based on the quantum mechanical calculation, 
by introducing the entropy of activation, they introduced the Gibb’s Free Energy of 









 ∆𝐺 = ∆𝐸 − ∆𝑍𝑃𝐸 − 𝑇∆𝑆 (2.7.60) 
Where, 𝐸 is the total energy of the system, ZPE is the zero-point energy and S is the 
entropy. 
2.7.4.3 Action of Catalyst: 
A catalyst increases the rate of a reaction by providing a reaction path with a low 






Figure 5: Action of catalyst. Catalyst lowers the activation energy of the reaction. 
 Conclusion 
The problem of many body system is solved by using a sophisticated well stablished 
mathematical model ‘Density Functional Theory’. It runs over the recipe of solving the 
Kohn-Sham equation with all the input parameters and supporting quantities supplied for 
the particular situation. VASP 5.3 is used to calculate the quantities that we look for 





CHAPTER 3  
 Pd/W(110) AS A HIGHLY CO TOLERANT ELECTROCATALYST 
FOR HYDROGEN OXIDATION: INSITE FROM FIRST PRINCIPLES 
 Introduction 
The proton exchange membrane fuel cells (PEMFC) are a very promising means 
for clean conversion of chemical energy stored in hydrogen into electric energy. However, 
there are several obstacles hindering their large-scale applications. In PEMFC, hydrogen 
is oxidized to H+ on anode. Then protons are transferred through a solid electrolyte 
membrane to cathode where oxygen reduction reaction (ORR) takes place. One obstacle is 
that both reactions, hydrogen oxidation reaction (HOR) and ORR, are currently facilitated 
by electrocatalysts, which contain a significant amount of very expensive and scarce Pt 
and/or other Pt-group elements (PGE). It is thus not surprising that a great effort has been 
made to replace (at least partially) these elements with cost-effective materials.  
The other problem is that activity of these catalysts is still not as high as desired. In 
fact, Pt has a very high activity toward HOR30, but this is the case only if one deals with 
pure hydrogen. However, currently most of hydrogen is produced from hydrocarbons and 
the corresponding reactions have CO among the products. Available procedures of 
purification of hydrogen are not quite efficient in terms of CO removal31. If CO comes 
together with H2 to Pt anode of PEMFC, it strongly binds to Pt surface sites making them 
not available for HOR, which is known as CO poisoning of the catalyst. Unfortunately, 
even small traces of CO poison Pt severely32. In this chapter we summarize the works done 
and attempts made to solve the problem and come up with an idea that has been seen so 




 Review of the past works and our effort 
A significant progress has been made in solving this problem. It has been found 
that PtRu alloys are more tolerant to CO poisoning than Pt33-34. The Ru sites in the alloy 
are very reactive and water present in the reaction environment dissociates on the Ru sites 
leaving OH adsorbed. Next, OH reacts with CO adsorbed in neighboring Pt sites producing 
CO2 that easily desorbs from the catalyst. This is known as bi-functional reaction 
mechanism35. In addition, hybridization between Pt- and Ru-d-electronic states reduces 
reactivity of Pt sites that also eases CO removal35-36. The RuPt alloys are currently widely 
used as anodic catalysts for PEMFC. The Pt alloys with several other metals have also been 
tested as the HOR catalysts37-39. Although some alloys, are more tolerant to CO poisoning 
than Pt and even than PtRu, their main disadvantage is that they still contain a large fraction 
of Pt. A significant reduction of Pt load has been reported in Refs40-41. In that work, a sub-
monolayer of Pt was deposited on ~2.5 nm Ru nanoparticles with Pt/Ru content ratio 1/20. 
These systems, in addition to low Pt content, appeared to be much more tolerant to CO 
poisoning than PtRu alloys. Results of first principles calculations suggested that small Pt 
islands formed on Ru facets42 have a potential energy profile that leads to spillover of CO 
molecules from islands, and, as CO reaches the island edge, it readily reacts with available 
OH to form CO243. Nanoparticles with well-defined bilayer Pt shell on the single Ru core 
Ru@Pt, resolve the dilemma in using a dissolution-prone metal for alleviating the 
deactivating effect of CO Ref.44. Ordered structural transition from Ru (hcp) to Pt (fcc) 
stacking brings about some shifting the position of Ru at the interface as the partial alloy 




of both Pt load 25µgcm-2 (Ru@Pt) whereas 50-100µgcm-2 (Ru-Pt alloy) and CO tolerance. 
Detailed DFT studies of Ru@Pt, Ir@Pt, Rh@Pt, Pd@Pt and Au@Pt core shell structures 
versus Pt suggested that Ru@Pt is the only structure with remarkably lower CO saturation 
coverage compared with the pure Pt45. However, their main component Ru is still 
prohibitively expensive for large-scale applications.  In addition, electrochemical stability 
of Ru is unsatisfactory for PEMFC application46.  
Pt-W alloys, with composition ranging from Pt3W to PtW2, possess superior CO 
tolerance to Pt and PtRu47, mainly due to the weakened bonding of CO on their Pt-enriched 
surfaces. It is shown that it leads to enhanced electrocatalytic activity for HOR, with nearly 
4 times increase in the exchange current density as compared with pure Pt.  
Pt nanoparticle supported on Ti0.7W0.3O2 exhibited a unique CO-tolerant electrocatalytic 
activity as it operates large decrease in overpotential and lowest onset potential the for H2 
oxidation (ca. 0.05 V vs RHE) relative to both Pt/C and PtRu/C48. 
A reasonable direction for further reduction of cost of the HOR catalysts is to 
explore structure with an active element (Pt or others) deposited on substrates not 
containing PGE. There are several works heading alone this direction. For example, authors 
of Ref.49 deposited Pd, PdRu, PdIr nanoparticles on WOx and studied their tolerance to CO 
poisoning during HOR. They found it to be better than that of Pt, but not as good as that of 
the PtRu alloys. The authors do not discuss stability of this system. However,  a similar 
structure – small Pt nanoparticles on WOx substrate has been reported as unstable50. 
Furthermore, there are many studies51-54 on this structure and authors explain about the 




Authors of Ref.55 have discussed on the CO tolerance of molybdenum carbide-
based electrocatalysts. It is shown that the catalyst Mo2C/C is in one hand more stable than 
PtMo/C and Pt/C catalyst; one the other hand, more effective for the CO oxidation 
especially at high temperature. For the Pt/Mo2C/C, PtMo/Mo2C/C and PtMo/C catalysts, 
part of CO is adsorbed on Pt surface and part is directly oxidized to CO2 whereas for Pt/c 
catalyst, the only process is the adsorption on the catalyst surface.   
Ref. 56 has reported that the carbon supported Pd-Au alloy nanoparticles exhibit an 
outstanding CO tolerance during HOR at low overpotentials. The alternation of 
electrocatalytic and adsorption properties of palladium under the action of gold substrate 
is brought about by the modification of d-band center of the Pd caused by a strain of the 
Pd lattice57 from the interaction with substrate. Besides this electronic effect, the change in 
chemical composition also brings some changes in catalytic properties called ensemble 
effect58-61. By confirming the possibility of incorporation of carbon into the PdAu alloy 
and shows substantially enhanced catalytic performance due to promoting action of carbon 
in PdAu-Cx. is showed enhanced substantially.  
We propose an alternative approach that implies deposition of a monolayer of a 
catalytically active element (AE) on an inexpensive metal substrate (MS). There are several 
requirements to make this approach successful. First, the proposed system should be 
thermodynamically stable. The main conditions for that are62: a) the lattice mismatch 
(difference in the interatomic bond length) between AE and MS should be small; b) AE – 
MS bonds must be stronger than AE – AE bonds. Otherwise AE atoms will prefer to make 




– MS bonds must be stronger than AE – MS bonds to avoid AE/MS alloying. Next, 
hybridization between AE and MS electronic states should optimize reactivity of the AE 
monolayers. For the reasons explained in the Section III, we expect that the above stability 
conditions will be met for AE = Ru, Pd, Au monolayers deposited on MS = W (110). It is 
not easy to predict the AE – MS hybridization effect on the AE reactivity. Therefore, our 
choice of AEs is dictated by the fact that reactivity of the elemental (111) surfaces of the 
selected AEs ranges in order: Au < Pd < Ru. We thus expect that some of the selected 
AE/W (110) structures will have an optimal reactivity for both HOR and CO oxidation.    
In this work, we apply first principles computational methods to evaluate thermodynamic 
stability, as well as activity toward HOR and CO oxidation of the selected AE/MS 
structures with a hope to reveal a material that is highly active toward HOR and, at the 
same time, tolerant to CO oxidation.   
 Theory: 
3.3.1 Electrochemical Reaction in PEMFC: 
PEMFC uses up gaseous Oxygen and Hydrogen as the fuel. Overall operation runs 
over the two different reactions in anode and cathode sides. 
At anode, the intake hydrogen undergoes oxidation on the surface of electro-catalyst,   
  𝐻2 → 2𝐻
+ + 2𝑒−  
 
(3.2.61) 














𝑂2 → 𝐻2𝑂 
(3.2.63) 
The semipermeable electrolyte membrane is designed such a way that only the 
hydrogen ion can pass through it, while the electrons, hydrogen molecules in anode side 
and, oxygen, water molecules in cathode side are prohibited to cross it. This is because 
porosity of the electrolyte is such that hydrogen ion having lower diameter than pores can 
pass through it while others having larger size are blocked. This ensures avoiding of the 
short circuit, could be caused by leakage of electrons and gas crossover caused by 
transmission of hydrogen gas. The potential difference developed between the electrodes 
makes the electron run in the external circuit constituting the current. 
3.3.2 The Thermodynamic Limit for Rate of Reaction:  
The rapidness of the chemical reaction depends on the barrier of potential between 
the reactants and products side of the system. It proceeds forward if the activation energy 
is higher than the barrier. A catalyst provides an alternate reaction pathway with a lower 
activation-energy barrier.  
Gibb’s free energy of a system is defined as  
 𝐺 = 𝐻 − 𝑇𝑆 (3.2.64) 
where H is enthalpy of the system, T is the temperature, and S is entropy. 
Per transition state theory, the rate constant for an electrochemical reaction is a 










Where, D is a constant depending on temperature. The change in Gibb’s free energy is 
taken in between two sides of the reaction. Here, we consider only the Potential energy part 
and neglect the kinetic energy contribution to transition.  
3.3.3 Removal of CO from Anode: 
One of the challenges of the system of PEMFC is the removal of CO that gets 
adsorbed on the active sites of the anode catalyst which comes in along with the hydrogen 
fuel. The reaction in anode proceeds as below64-65: 
 𝐻2𝑂(𝑔) + ∗ + ∗ 𝐶𝑂 → ∗ 𝑂𝐻 +∗ 𝐶𝑂 + 𝐻
+ + 𝑒− (3.2.66) 
 ∗ 𝑂𝐻 +∗ 𝐶𝑂 + 𝐻+ + 𝑒− → 𝐶𝑂2(𝑔) + 2𝐻
+ + 2𝑒− + 2 ∗ (3.2.67) 
where the * represents the substrate. In first step water molecule splits up into on OH, a 
hydrogen ion and an electron. The OH gets adsorbed on the substrate. In the second step 
of the reaction, CO adsorbed gets oxidized to CO2 with the liberation of extra hydrogen 
ion and electron.  
To make this reaction favorable one needs to achieve a controversial condition: CO has to 
bind weakly to the catalyst, whereas the catalyst has to be reactive enough to produce enough OH 





3.4.1 Computational Details: 
Catalytic action takes place on the surface of the system. So, we use the flat surface 
approximation to describe the catalytic properties of the systems that we consider in our 
study.  The materials under consideration have two basic structure fcc and bcc. The surfaces 
that have the hexagonal surface arrangement of atoms are considered in both structures. 
Specifically, we performed calculations of electrocatalytic properties on fcc Pt (111), hcp 
Ru (0001) and bcc of M/W (110); [M = Pd, Ru, Au]. 
For all system under consideration, the electronic structure, energetics and 
equilibrium atomic configurations are obtained using the VASP5.2 code66 with projector 
augmented wave potentials and the Perdew-Burke-Ernzerhof (PBE) version of the 
generalized gradient approximation (GGA) for the exchange and correlation functional17.  
All systems, except for clean Pd, were calculated taking spin polarization into account. To 
maintain periodicity, we used supercells with a 5-layer slab and vacuum layer of 15 Å 
between the two slabs of the active substrate. 
For all calculations, the supercells had the (2×2) in-plane periodicity. The k-point 
samplings (8 x 6 x 1) for bcc W (110) and (7x7x1) for fcc Pt, Ru and Au in Brillouin zone 
used in this work provide sufficient accuracy for the characteristics obtained by integration 
in the reciprocal space. The cutoff energy of 400 eV was used for the plane wave expansion 
of wave functions. To achieve structural relaxation, a self-consistent electronic structure 




information the atomic positions were optimized to obtain equilibrium geometric structures 
in which forces acting on atoms do not exceed 0.01 eV/Å. 




(𝐸𝐿𝑎𝑦𝑒𝑟 − 𝐸𝑐𝑙𝑒𝑎𝑛) (3.3.68) 
Where 𝐸𝐶𝑙𝑒𝑎𝑛 𝑎𝑛𝑑 𝐸𝐿𝑎𝑦𝑒𝑟 are the total energies of the system with and without Layer 
formed on the bulk substrate. The change in formation energy per atom then is defined as 
 ∆𝐸𝐹𝑜𝑟𝑚 = 𝐸𝑓(𝐴𝐸/𝑊) − 𝐸𝑓(𝐴𝐸/𝐴𝐸) (3.3.69) 
Where AE = Au, Pd and Ru. 
3.4.2 Binding Energy: 
To characterize strength of bonding of intermediates (Int = CO, OH) on the catalyst 
surface we used the adsorption energy defined as follows: 
 𝐸𝐵(𝐼𝑛𝑡 ∗) = 𝐸𝑇𝑜𝑡 (
𝐼𝑛𝑡
Slab
) − 𝐸𝑇𝑜𝑡(𝐼𝑛𝑡) − 𝐸𝑇𝑜𝑡(𝑆𝑙𝑎𝑏) (3.3.70) 
where the three ETot terms denote the total energies per supercell calculated for the CO or 
OH adsorbed on the surface, isolated CO or OH molecules and clean slab respectively. 
Given the total energies of stable systems are negative, EB(Int) is negative, if adsorption of 




3.4.3 Gibb’s Free Energy: 
We calculated the free energy for CO with respect to CO2, H2O and H2 while for 
OH with respect to H2O and H2. The change in Gibbs free energy of the system is obtained 
as 
 ∆𝐺(𝐼𝑛𝑡) = ∆𝐸𝑇𝑜𝑡 + ∆𝑍𝑃𝐸 −  𝑇∆𝑆 (3.3.71) 
To obtain ZPE, we have calculated the vibrational frequencies of the adsorbed CO 
and OH using the finite-difference method. Since masses of the intermediates are much 
smaller than those of the substrate, only the adsorbate modes were considered with the 
frozen slab atoms. Five displacements were used for each direction with the step of 0.02Å. 
The zero point energies obtained from the vibrational frequencies were used to calculate 
the ZPE contributions to the reaction free energies.  
Entropic contributions to the reaction free energies were calculated taking the room 
temperature into consideration68. 
Here we have treated (𝐻+ + 𝑒−) as the  
1
2
𝐻2. It is based the approximation
69 that 
the total chemical potential of (𝐻+ + 𝑒−) is equal to the half of that of hydrogen molecule 
𝐻2  
The geometric structures of clean and adsorbed surfaces shown in this article have 
been plotted using the XCRYSDEN software70. 
Change in Gibb’s free energy of the two steps of the reaction is defined by using 
the definition above. As the downhill reactions are spontaneous, we did calculation only 




The technique of utilizing the definition of binding energy eliminates the 
contribution of substrate to the total energy. Entropic contributions of adsorbed CO, OH 
are also very small and so are neglected. Since there is very small variation of the zero-
point energy of CO and OH over the different substrates, by taking the average, we can 
approximate the Gibb’s free energy as below: 
  (3.3.72) 
and,  
  (3.3.73) 
It is found that ∆𝐺 depends on Binding Energies. 
We calculated the binding energy of H, OH and CO adsorbed on different sites of 
the systems under consideration. We obtained Gibb’s free energy for the CO removal 
reaction steps with the initial state as the reference state. 
 Result: 
3.5.1 Geometric Structure and Stability of Monolayer on the Substrate: 
Since the model of our material consists of monolayer of some, fcc and hcp, 
structures on the bcc substrate W (110), there can be the effect of lattice mismatch and 
hence comes the issue of stability of the structure. Therefore, it can be explained in terms 
of the formation energy of the layer on the substrate. We calculated the formation energy 
of Pd/Pd (111), Ru/Ru (0001), Au/Au (111) and M/W (110) with M = Pd, Au, Ru. In this 
process, we developed a relaxed slab of 5 layers of Pd, Ru and Au with 20 atoms and then 
a layer of four atoms of the respective elements was set at the top. Similarly, we developed 









the relaxed 5 layered slab of Tungsten W (110) with 20 atoms. We set the monolayer of 
Pd, Ru and Au with the M atoms on top of the W atoms.   
 
Figure 6: Stable structures of Au(yellowish), Ru(greenish) and Pd(bluish) monolayers 
on W(blackish) substrate. 
 




All the negative values indicate that the formation energy per atom for a monolayer 
of tungsten on W (110) is higher than that of the active elements. This insures that atoms 
do not form the island or clusters themselves rather form a stable monolayer on the surface 
of W (110). Moreover, the binding energy of the tungsten atoms, the cohesive energy, is 
very high. Consequently, the M-atoms do not penetrate the surface giving rise to the alloy 
structure.  
Structure Pd/W Au/W Ru/W 




3.5.2 Adsorption of Hydrogen: 
One of the main purposes of the electro-catalyst in PEMFC is to carry out the 
oxidation hydrogen gas (HOR) in anode. It starts with the dissociation of the H2 molecule 
into hydrogen ions (H+) and electrons (e-). Possibility of the dissociation of hydrogen 
molecule on the surface of substrate can be stated observing the dissociative adsorption 
energy for the structure considered.  
Table 2: Atomic Binding Energy and Dissociative Adsorption Energy on the 
preferred sites of the substrates: 
Substrate 
H-binding energy (eV) 
Atomic Dissociative 
Pt_Top - 2.725 - 0.487 
AuW_Hollow - 2.194 0.033 
RuW_Hollow - 2.735 - 0.497 
PdW_Hollow - 2.406 - 0.168 
 
All the negative values of dissociative energy prove that those structures are good 
for adsorbing hydrogen gas molecule and dissociate it into atomic hydrogen. The AuW 
with positive value dissociative energy means that it cannot facilitate hydrogen molecule 
dissociation. So, it cannot act as an anodic catalyst in fuel cell. We discarded this structure 
for our further calculation. So, we have the two structures RuW and PdW as the possible 





The main objective of the paper is to look for the electrocatalyst mostly free from 
CO-poisoning that the pure Pt is highly affected from. We have come across many 
examples of electrocatalysts and ways of elevating the CO-tolerance. Here we define the 
CO-tolerance in terms of the rate at which the chemical reaction proceeds. The rate of 
reaction depends on the difference of Gibb’s free energy and ultimately on binding energy 
of CO and OH on the particular substrate. We identified the active sites where the 
molecules (CO and OH) get adsorbed and calculated binding energies on the surfaces 
we’ve considered. 
Table 3: Binding Energy of CO and OH on The Substrates and Preferred Sites. 
Substrate 
Binding energy (eV) 
OH Preferred site CO Preferred site 
Pt - 2.505 Top - 1.751 hcp 
Pd/W - 3.306 Hollow - 1.286 Bridge 
Ru/W - 3.467 Hollow  - 1.793 Hollow  
 
Interestingly that OH is bound stronger on Pd/W than on Pt (111), while, CO binds 
weaker on Pd/W than Pt(111). This result is supposed to be favorable for lower CO 
poisoning. Ru/W looks behaving towards CO binding almost similar as Pt (111) does; 
however, OH is bound on Ru/W stronger than on Pt (111). The weakly bound CO on Pd/W 




From the above values, we calculated Gibb’s free energy.  
 
Figure 7: Free Energy diagram showing different pathways the reaction proceeds for 
different catalysts. First step represents the initial stage which is taken and the 
reference state, and the 3rd step represents the final stage. 2nd step represents the 
intermediate step (see the text below). 
First step is uphill reaction for the Pt (111) and Pd/W while it is downhill for the 
Ru/W. The second step is downhill reaction for the Pt (111) and Pd/W while uphill for 
Ru/W. First step is the oxidation of H2O to OH and H and second step is oxidation of CO 
to CO2 in presence of OH. The first reaction is spontaneous in Ru/W while energy 
consuming for Pt (111) and Pd/W and in the second step vice versa. Second step is 
spontaneous for Pt (111) and Pd/W while energy consuming for Ru/W. It is seen that for 




binds CO stronger than others, the reaction is energy consuming. The overall reaction is 
the combined effect of the two steps on the reaction.  
The effectiveness of the catalyst can be explained in terms of the rate at which the 
reaction proceeds. We calculated the rate of uphill reaction for both Ru/W and Pd/W 







It is found that the reaction occurs way faster in Pd/W than on Pt. This indicates that Pd/W 
acts as the better catalyst than platinum. It is clear from this observation that, for the catalyst 
to be better for the HOR minimizing, it must be binding CO weaker and OH optimum. 
3.5.4 Why are CO Bound Weaker and OH Stronger in Pd/W than in Pt (111)? 
This has drawn our attention because it is critical for CO removal, and we 
performed a complex studies of this effect.  
3.5.4.1 Modification of Electronic Structures due to Hybridization of the 
Electronic States: 
Electronic density of states (DOS) is the means to study the reactivity of an active 
material.  Reactivity is higher for those materials which have higher DOS accumulated 
nearby the Fermi energy24. Reactivity of the material can be tuned by modifying the DOS71. 
One of the well-known ways to change the reactivity of transition metal is to modify the 




composition72.  We calculated the LDOS and found that s and p states are very small and 
only the d-states do contribute for the binding process  
 
Figure 8: The LDOS of the clean surface of the substrate and then with the atomic 
layer on top of it. a) Clean Ru, W and RuW. b) Clean Pd, W and PdW.  
We can see the appreciable modification of electronic structure at the interface because of 
M-W hybridization. When two d-states come into integration, the occupied states below 
the Fermi-level and the unoccupied states above the Fermi level hybridize and cause some 
modification of the electronic density of states distribution. This ultimately brings about 
change in reactivity of the material72-73. We cannot see appreciable difference in case of  
Ru/W, however, there is a big change in the LDOS around Fermi-level of Pd/W . The 
increase in unoccupied states in Pd/W and large decrease in occupied state might have 




3.5.4.2 Shifting of d-Band Center: 
D-band center is the average out of the density of states. Per d-band center theory, 
closer the d-band center is to the Fermi level; higher is the reactivity of the material24, 73. 
We calculated the d-band center of our structures.  
Table 4: d-band center 
S.N.  Pd (in eV) Ru (in eV) 
1 MElement Pd(111) = -1.269 Ru (0001) = -1.472 
2 M/W Pd/W (110) = -2.344 Ru/W (110) = -1.313 
 
The table shows that the d-band center is shifted towards the lower energy level. It indicates 
that the reactivity is reduced. However, Ruthenium becomes more reactive. Moreover, we 
could see the shifting is larger in case of Palladium. It is concluded that, the d-band center 
theory cannot give the complete description of the electronic properties of these elements 
with narrowband structures74. In other words the d-band center theory cannot give accurate 
description of reactivity in all materials.   
3.5.4.3 Charge Redistribution, Bader Analysis: 
The charge distribution table shows that, in all the structures the substrate atoms 
(Pd) lose some charge density to the adsorbate. It is from Bader analysis that provides the 
scenario of the charge transfer between the atoms in the structure and an important 
explanation of bonding profile27. In case of OH, the charge absorbed from Pd resides with 




charge from Pd and keeps some with it and shares with O there by it forms a mixture of 
covalent and ionic bonding with Pd and between covalent bonding C-O. Since charge 
shared by C with O is bigger than that done with Pd, the covalent bonding C-O is stronger 
and bonding of CO with Pd is weaker.  
Table 5: Charge transfer occurred between the atoms, Bader analysis: 
Structure Charge (e-) 
OH_Pd_fcc 
 
Pd O H 
17/21 18/22 19/23 20/24 OH_mol OH_ads OH_mol OH_ads 





OH_PdW_L 16.291 16.157 16.150 16.157 7.551 0.000 
CO_Pd_hcp 15.924 15.934 16.015 15.949 
C O 






CO_PdW_B 16.323 16.308 16.192 16.179 2.310 7.877 
 
Figure. 9 below shows very little charge transferred to CO in Pd/W which is higher 




       
Figure 9: Charge redistribution with CO on Pd (light brown) and Pd/W;(W-dark 
brown). 
3.5.4.4 Contribution of Different Mode Vibrational of Adsorbate.  
The molecules CO or OH bound to the surface ‘Pd’ atom of the either structure Pd 
(111) or Pd/W vibrates in six different modes. Each mode contributes to the total 
vibrational energy. It is noteworthy that the higher vibration frequency is, the stronger 











Table 6: Energy (h) distribution for different modes of vibration.  
Modes of vibration 
Energy (eV) 
OH_Pd_fcc OH_PdW_H CO_Pd_hcp CO_PdW_B 
OH, or CO stretch (1) 0.458 0.459 0.222 0.238 
OH, or CO-Metal stretch (2) 0.051 0.059 0.042 0.037 
Frustrated rotation (3) 0.051 0.051 0.042 0.033 
Frustrated Translation (4) 0.041 0.041 0.039 0.029 
 
From the comparison of modes of vibrations of OH on Pd (111) with Pd/W, we found that 
there is no any appreciable change in the contributions of modes of vibration for OH, 
however there is a lot change taking place in case of CO. CO stretched mode (1) is 
appreciably increased in Pd/W, however, C-Pd stretched mode is decreased. This indicates 
that the covalent bonding between CO is higher and bonding between C and Pd is 
decreased. That is in harmony with the result observed for charge transfer from Pd to CO. 
Moreover, diminished frustrated rotation and frustrated translation energy42 indicate the 
weakening of the C-Pd bonding in Pd/W. The frustrated rotation is localized on the C atom 
attached to metal and it is lower on Pd/W than on Pd. The lower energy means lower is the 
frequency and weaker is the bonding. Since the frustrated translation is localized on the 
atom not bound with the substrate, which is O in case of CO, does not tell much about the 
bonding with metal, but the diminished value again shows the weakening of the bonding.  
This result confirms that C-substrate bonds of CO are more covalent than O-substrate 




3.5.4.5 Work Function 
Ionicity of the adsorbate-substrate bond depends on the work function of the substrate: the 
lower the work function, the easier to transfer an electron from substrate to the adsorbate. We found 
the work function of Pd (111) 5.02eV which is quite close to previously reported value 5.2577, 
5.2278 based on GGA, and 5.6478 based on LDA and not far from the experimental value 5.90 
±0.0179, 5.55±0.0180 and for PdW we found 4.408 eV. The reduced work function of Pd when set 
on W(110) causes the stronger ionic binding of OH on PdW. Loosely bound electronic charge is 
taken by O in OH to form ionic bond. The electron affinity of oxygen is higher leading it to higher 
iconicity.  Consequence is the stronger bonding of OH on PdW.  Unlike this, C in CO has lower 
electron affinity prefers to form covalent bond with Pd. As seen in the table 6, charge that C takes 
from Pd in PdW would promote the ionic bonding. It means the bonding between the CO and PdW 
is mixture of covalent and ionic which is weaker compared to OH on PdW. 
 Conclusion 
Based on the educated guess we selected three M/W(110) structures (M=Au, Ru, 
Pd) which we expected to be stable and might be promising electrocatalysts for hydrogen 
oxidation. Indeed, our calculation showed that all three structures are thermodynamically 
stable. Meanwhile we found that Au is not activated enough in Au/W to facilitate oxidation 
of hydrogen. Next, focusing on CO removal from the surface we calculated free energies 
for the removal reaction involving CO and OH adsorbed on the catalyst surface. We found 
that the removal of CO is not favorable on Ru/W, while it is much more favorable on Pd/W 




Pd/W than on Pt. It happens because the reduced work function of Pd/W enhances ionic 





CHAPTER 4   
RATIONAL DESIGN TECHNIQUE FOR FINDING PROMISING 
ELECTROCATALYST FOR OXYGEN REDUCTION 
REACTION 
 Introduction 
Energy has been the topic of many fields of research. Reliable source of energy has 
been an ultimate goal of many researches. Fuel cell, a widely studied example is Proton 
exchange membrane fuel cell (PEMFC), is a device to convert chemical energy stored in 
Hydrogen molecule to electrical power. It functions by combining the hydrogen molecule 
introduced in Anode and Oxygen molecule introduced in cathode. Hydrogen Oxidation 
Reaction, [HOR] taking place in anode supplies Hydrogen ion and heart core reaction takes 
place in cathode called Oxygen Reduction Reaction, ORR. In both reactions, widely used 
catalysts are Pt and Pt-based materials, however, a number of obstacles are providing 
limitations to its large scale application of the fuel cell. First limitation comes from the cost 
of the rare and very expensive element Pt. Second limitation comes from the relatively low 
rate of ORR, that lowers the onset potential (~0.9 eV [SHE], that is 73 % of the ideal value 
1.23 V [SHE]) and thus lowers the efficiency of the fuel cell81. So the search for the cheap 
and efficient catalysts as active as Pt or even better is of great interest and there have been 
researches in many directions to meet the goal. In this chapter, we implement the rational 




 Overview of the past works and our effort  
One of the most effective directions is to lower the cost by reducing the load of Pt 
or Pt-group materials in the electrocatalytic system used. Adzic’s group has come up with   
some progress in setting up the monolayer of Pt on Pt-alloy substrates82-86 and have shown 
by combining experimental and first principle calculations that some Pt-M structures have 
higher ORR activities compared to that on bulk Pt. 
Authors of Zuluaga and Stolbov87 in their comparative studies of the reactivity of 
pure 𝑃𝑑(111) and alloy 𝑃𝑑𝑥𝐶𝑜1−𝑥, have reported that hybridization of 𝑑𝑃𝑑 and 𝑑𝐶𝑜 
electronic states to be the main factor controlling the electrocatalytic properties of the later 
structure. They have compared the reactivity with different concentrations and shown that 
the low shift of surface 𝑑𝑃𝑑 states with respect to the 𝑃𝑑(111), weakens the bonding 
between the ORR intermediates and the 𝑃𝑑𝑥 𝐶𝑜1−𝑥 surface making it favorable for ORR. 
They have reported that there is a little change in bonding and hence the rate of ORR 
reaction due to the presence of water molecules.  
Successful attempts have been seen in developing the core-shell nanoparticles with 
Pt shell and Pt-Fe, Pt-Co, Pd_Fe, Ir-Co cores82-86, 88-89.The shortcoming of these designs is 
that they still make the use of large fraction of the Pt or Pt-group elements, they can reduce 
only 20% of Pt so far.  
Some researchers have argued with the use of graphene doped with some atoms as 
the promising electrocatalyst for ORR. Studies have shown that without modification, the 
single atom carbon sheet is very inactive because of the low binding of oxygen reduction 




the structure promisingly active of the ORR. Xen Chen’s group93 has studied ORR 
performance of 10 different kinds of metal-doped-Graphene M_G with M = Al, Si, Mn, 
Fe, Co, Ni, Pd, Ag, Pt and Au. On confirming chemical stability of these structures, they 
have shown that the linear relation of the binding energies of the ORR intermediates that 
found in metal-based materials does not hold in such structures and hence a single binding 
energy of intermediate alone is not sufficient to evaluate the ORR activity of an arbitrary 
catalyst. They have recommended Au-, Co- and Au-G materials as the potential 
electrocatalysts for ORR. No structure has been found that can surpass the activity of Pt93, 
however, Au-G has been reported to have activity more than that of Pt94. 
Recent researches have pointed out an intrinsically conductive metal-organic 
frameworks [MOFs] on cheaper material to be durable and structurally well-defined 
catalyst for the ORR95. MOFs are crystalline, Nano-porous materials composed of metal 
ions linked with by coordination bonds to organic electron donors. The platinum free 
complexes look in the form of 𝑀𝑁𝑥where M = metals such as Fe, Co, Ni coordinated with 
Nitrogen that has to be mixed with the Carbon in the electrode to ensure conductivity96. 
Recently, designed two dimensional layered structure analogous to graphene, designed as 
a ‘metal-organic graphene analogue’97.Mentioning about the shorting the knowledge of the 
structural mechanism and durability of the MOF film on glassy carbon surface it is reported 
that the reduction of Oxygen molecule takes place with an onset potential of 0.82 V (RHE), 
similar to the most active non-platinum group ORR catalyst. The design is yet to be 




Next challenge in developing the electrocatalyst is its stability in the acidic 
environment at the electrode potential which is expected to be in efficient fuel cell. 
Elements will dissolve if their dissolution potential is lower than the working potential of 
the cell. Pt, Au and Ir are few examples of stable materials, however, Ir is less abundant 
than Pt and Au is too noble. Durability issue of Pt itself is critical in low pH scale 
environment98. Meanwhile, Pd has been reported as the good candidate for catalyzing ORR 
as it has dissolution potential at pH = 0 to be Pd = 0.9599, higher than the operational 
potential of Pt-based cell. This is the reason why the Pd has been studied extensively100.The 
fact that its stability is improved as a catalyst designed is in a form of monolayer on top of 
more reactive alloy surface.  
Not a single catalyst works for all, and a single method is just enough to identify 
the proper catalyst. A radical and new approach is needed; Rational Design Principle 
[RDP] is introduced as the best option. Preselection of the system of materials from the 
knowledge of nature of the materials is helpful in designing catalysts. RDP is the method 
of tuning of the catalytic behavior of the material by the modification of the surface 
composition and/or morphology. Such method is guided from the understanding of the 
relationship among the surface composition, electronic structure, reactivity and energetic 
activity towards ORR. The main aim of this work is to dig into the details of that 
relationship based on the existing pieces of knowledge on the correspondence between 
them62, 101. 
As the catalytic properties are determined by the binding energies94, designing the 




intermediates on the catalytic surface. We look for the appropriate composition and 
structure of the catalyst that can display the desired binding energies. Our approach to 
rational design of catalyst proceeds with selection of only promising materials based on 
the knowledge of the composition and the properties unlike the computational screening of 
hundreds random compositions. First principle calculation is performed to test and narrow 
down the selected materials. Then the design is experimented for the best candidate of the 
catalyst.  
In our system, we took 5-layer of slab element (SE = Nb and Mo) and monolayer 
of active elements (AE = Pt and Pd) is formed on top of it. The stability of the FCC base 
monolayer set on the BCC base slab is tested first. The hybridization of the 𝑑 𝑏𝑎𝑛𝑑 of the 
Pd element hybridizes with the 𝑑 𝑏𝑎𝑛𝑑 of the slab element enhancing the ORR activity. 
Such activity has not been done in Pd/Nb and Pd/Mo yet.  
Binding energies are calculated for each intermediates on the AE surface in 
appropriate site. Our first participle calculation shows that the binding energy of O, OH 
and OOH are the descriptors of the ORR and we could express a linear relationship between 
the binding energy and the Gibb’s free energy of the form: 
 ∆𝐺 = 𝐸𝐵 + 𝛼 (4.1.76) 
Where ‘𝛼’ is a constant that comprises the ZPE and entropic contribution which are either 
constant or vary very negligibly over different catalysts.  
However, we see from the DOS calculation that the activity and the d-band center 
model is not accurate as it could not describe the activity of the catalyst we’ve considered. 




PtMo, PtNb, PdMo and PdNb for the calculation. We found that first two behaving 
approximately same as Pt while rest of the two are worse We could reveal that the main 
factor controlling the ORR rate is the binding of O, OH and OOH on the catalyst. It is one 
step forward in identifying the possible electrocatalyst for the ORR. 
 Methods: 
4.3.1 ORR Thermodynamic Model: 
ORR is a complex multi-electron exothermic reaction that may go through many 
intermediate steps. As summarized in the article by Adzic102, mainly two pathways are 
possible for the reaction as described below: 
1. Direct four electron reduction pathway:  
The oxygen molecule undergoes reduction completely in the combination with the 
free proton and electron to yield water molecule.  
 𝑂2 + 4𝐻
+ + 4𝑒− → 2𝐻2𝑂 (4.2.77) 
2. Peroxide pathway: 
The oxygen molecule reduces to water molecule in two steps with the hydrogen-
peroxide as the intermediate product: 
 𝑂2 + 2𝐻
+ + 2𝑒− → 𝐻2𝑂2 (4.2.78) 
 𝐻2𝑂2 + 2𝐻
+ + 2𝑒− → 2𝐻2𝑂 (4.2.79) 
The second step in path way 2 has very high reversible potential that reduces the efficiency 
of ORR significantly. As the ORR is the heart of operation of fuel cell, there has been 




the Pt102 and such ORR active catalysts86, 103, the 4-elctron pathway is predominated. DFT 
based calculation shows that the activation barrier of 𝑂2dissociation is very high and hence 
the molecular adsorption on the catalysts’ surface is favored. The process proceeds through 
the following steps: 
 𝑂2 +∗ ⟶ 𝑂2
∗ (4.2.80) 
 𝑂2
∗ + (𝐻+ + 𝑒−) ⟶∗ 𝑂𝑂𝐻 (4.2.81) 
 ∗ 𝑂𝑂𝐻 + (𝐻+ + 𝑒−) ⟶ 𝐻2𝑂 + 𝑂
∗ (4.2.82) 
 𝑂∗ + (𝐻+ + 𝑒−) ⟶ 𝐻𝑂∗ (4.2.83) 
 𝐻𝑂∗ + (𝐻+ + 𝑒−) ⟶ 𝐻2𝑂 +∗ (4.2.84) 
Where ‘*’ denotes the adsorption site on the catalysts surface. We calculate the change in 
free energy 𝛥𝐺 for each intermediate state by taking the final state of the reaction to be 
clean catalyst surface plus 𝐻2𝑂 in gas phase which is practically zero
94. 
As the reaction steps involve transfer of charge, the contribution of the transferred 
proton across the electrodes to the free energy ‘G’ is determined as 𝐺𝑈 = −𝑛𝑒𝑈  where 𝑈 
is the electrode potential and 𝑛 is the number of proton transferred while the reaction 
proceeds from the particular intermediate state to the final state. 
As a result, for each ORR intermediate state, the change in free energy is defined as: 
 𝛥𝐺 = 𝛥𝐸 + 𝛥𝑍𝑃𝐸 − 𝑇𝛥𝑆 + 𝛥𝐺𝑈 (4.2.85) 
Here, 𝛥𝐸 is the internal energy of the catalyst surface with an intermediate adsorbate and 
is obtained by DFT calculation. The total energy of the intermediate adsorbed on the 
catalyst surface is calculated w.r.t to the total energy of the final state and the binding 

















𝐸𝑡𝑜𝑡(𝐻2) + 𝐸𝑡𝑜𝑡(𝑂𝑂𝐻) − 2𝐸𝑡𝑜𝑡(𝐻2𝑂) − 𝐸𝐵(𝑂𝑂𝐻
∗) 
(4.2.88) 
𝛥𝑍𝑃𝐸 is the zero-point energy correction obtained that depends on the vibration 
frequencies. It was obtained by DFT based calculation which is carried out by allowing the 
adsorbates vibrate keeping the substrate frozen. The entropic contribution  𝑇𝛥𝑆 is 
determined for the gas phase of the adsorbate which is based on the data obtained from 
CODATA68 that does not vary with the substrate. Since adsorbed molecules do not have 
translational and rotational degrees of freedom, their entropic part is small and neglected 
in our calculations.  Therefore, in a good approximation the variations of free energy 
diagram from one surface to other is mostly determined by the binding energies of O, OH 
and OOH. 
The strength of binding of intermediate ′𝑋′ on the substrate is defined as: 
 
𝐸𝐵(𝑋) = 𝐸𝑡𝑜𝑡 (
𝑋
𝑆𝑢𝑏
) − 𝐸𝑡𝑜𝑡(𝑋) − 𝐸𝑡𝑜𝑡(𝑠𝑢𝑏) 
(4.2.89) 
Where 𝐸𝑡𝑜𝑡 term denotes the total energy per super cell and the X, represents the adsorbate 
and the sub refers to the substrate.  
With the DFT result of the ZPE that does not vary much from material to material 
and the observed entropic contribution which is constant for a structure, we could derive 
the simplified version of equations above in the following form: 
 𝛥𝐺(𝑂) = 𝐸𝐵(𝑂




 𝛥𝐺(𝑂𝐻) = 𝐸𝐵(𝑂𝐻
∗) + 𝑏 (4.2.91) 
 𝛥𝐺(𝑂𝑂𝐻) = 𝐸𝐵(𝑂𝑂𝐻
∗) + 𝑐 (4.2.92) 
Where a, b and c denote the ZPE and the entropic contributions. 
4.3.2 Computational Details: 
All our DFT calculations are performed using Vienna ab initio simulation package, 
VASP5.2 code66 with the projector augmented wave psudopotentials104 with the Perdew-
Burke-Ernzerhof (PBE) parameterization for the exchange and correlation functional17. In 
order to maintain the periodicity, we use the supercell that includes the 5 layers of slab of 
Nb or Mo, one layer of Pt, or Pd with 1x1 periodicity and ~ 14 Å vacuum layer which is 
assumed to be avoid the interaction between the slabs. The 8 x 6 x 1 k-point grid in 
Brillouin zone is used for integration in the reciprocal space. The cut off energy of 500 eV 
is used for the plane wave expansion of the wave function and the charge density which is 
sufficient to converge the total energy for the given k-point sampling. The atomic 
relaxation was carried out until the force acting on each atom and in each direction does 
not exceed 0.001 eV/ Å.  
The xcrysden software70 was used to plot the geometric structures of the system 





4.4.1 Stability of the Catalyst: 
4.4.1.1 Thermodynamic Stability: 
It is important to test at first whether the physical structure is favorable to be formed 
and stable to exist. As we are looking for the cheaper catalyst we look for the active element 
as a monolayer on top of the cheap substrate element. In this regard we see mainly 3 
different aspects. First, we have chosen fcc type of AE and bcc type of SE. There is lattice 
pattern mismatch between the monolayer and the substrate. We have to looks for the 
material having less bond-length mismatch to avoid the strain. Second, the binding of the 
atoms of AE and SE must be greater than the AE-AE atoms 𝐸𝐵(𝐴𝐸_𝑆𝐸) > 𝐸𝐵(𝐴𝐸_𝐴𝐸), 
otherwise the AE atoms collect together to form the 3D clusters. Next, is the cohesive 
energy of the substrate 𝐸𝐵(𝑆𝐸_𝑆𝐸) has to be greater than the binding energy of the AE and 
the SE, 𝐸𝐵(𝐴𝐸_𝑆𝐸); this prevents tunneling of AE atoms giving rise to the alloying of the 
two materials. 
In our system, we take Pt and Pd as the active elements and 5 layered slab of Nb 
and Mo as the substrate. As the formation energy of each AE-SE (AE = Pt, Pd and SE= 
Nb, Mo) is higher than that of AE-AE, there is possibility of formation of the AE monolayer 
of the selected AE on both material slabs. Table below confirms the statement. The pictures 




Table 7: Binding energy of the monolayer per atom on the slab, cohesive energy of 
the active elements and the Formation energy. 
 
Figure 10: Structure of monolayer of Pd (left Silver) on top of Mo slab and Pt (right 
Red) on top of Nb slab. 
Since the FCC structure of AE is set on the top of BCC structure of slab of both Nb and 
Mo, there would be some kind of lattice mismatch and a strain in the few layers on the 
surface. The materials are having almost same bond length, so, the physical strain can be 
neglected. However, there would be some changes in electronic properties and hence the 
catalytic actions, that would be accounted in DOS calculation. We look for such a 
combination that is stable and promotes the ORR. 
Structure Pt/Nb Pt/Mo Pd/Nb Pd/Mo 
𝐸𝐵
𝐴𝐸−𝑆𝐸(𝑒𝑉) -7.141 -6.982 -6.305 -5.762 
𝐸𝐶𝑜ℎ𝑒𝑠𝑖𝑣𝑒
𝐴𝐸−𝐴𝐸 (𝑒𝑉) -5.850 -5.850 -3.920 -3.920 




Table 8: Bond length of the monolayer elements Pt and Pd and the slab elements Nb 
and Mo. 
Elements Pd Pt Nb Mo 
Bond length (Å) 2.8143 2.8072 2.8795 2.7449 
 
From the table 2, we can see that the monolayer active elements Pd and Pt have bond 
lengths not much different from the slab elements, Nb and Mo. So, we can expect less 
strain effects in the structures. The, fact is in support of the stability of the 
structure. 1) These elements are inexpensive and highly abundant in the Earth’s 
crust. 2) The chosen MS elements have bcc structures, for which the (110) surfaces have 
the lowest surface energies, and, hence, the (110) facets in nanoparticles have the highest 
area fraction. 3) These metals have a very small bond-length mismatch with the elements 
chosen as candidates for AE, which is a necessary condition for stability of the AE/MS 
structures. Indeed, an Au monolayer will fit well to Nb and Ta surfaces (only 0.9% 
contraction), and will be ~5.6% contracted on Mo and W. Pt-Pt and Pd-Pd bonds will be 
expanded on Nb and Ta surfaces by ~3.6% but fit almost perfectly on Mo and W surfaces. 
4.4.1.2 Electrochemical Stability:  
a. Dissolution of the Catalyst in Acidic Medium: 
Another aspect of choosing the catalyst is the chemical stability of the cathode 
electrode in the acidic medium inside the cell.  Most materials having dissolution potential 
Udiss, lower than the operational potential (that created when the power of the fuel cell is 




In practice, the problem is even severe as the dissolution potential is set in lower level than 
the nominal one. In acidic (pH = 0) medium the dissolution of Pt sets in an electrode 
potential of 0.65 V instead of nominal 1.18 V one and that is much lower than the operating 
potential of the efficient fuel cell.  
An efficient fuel cell is supposed to work at the potential of,𝑈 > 0.7 𝑉. We’ve 
chosen such materials which can survive in such environment. Both Pd and Pt have 
dissolution potentials higher than the operation potentials of the cell.  There are very few 
materials having Udiss higher than the operating potential that would of the efficient fuel 
cell ~ 0.8 - 1.0 V (SHE): Udiss of Ir, Pt and Au are 1.16, 1.18 and 1.5 V (SHE) respectively99 
Table 9: Dissolution Potential of some common elements. [Ref.] 
Metal Fe Co Cu Ru Rh Ag Pd Ir Pt Au 
𝑼𝒅𝒊𝒔𝒔 (V vs. SHE, 
at pH = 0) 
- 
0.45 
- 0.28 0.34 0.46 0.60 0.85 0.95 1.16 1.18 1.50 
 
It is seen that the Pd, Ir, Pt and Au are some elements that survive in the acidic environment 
of the fuel cell electrolyte. These should be good candidate of catalysts for ORR in the 
cathode electrode. We’ve chosen two of the most stable elements, Pt and Pd for the 
structure of our consideration. 
Dissolution potential of the monolayer material depends on the dissolution potential 
of the individual element and formation energies of the composite materials as represented 








)  = 𝑈𝑑𝑖𝑠𝑠 (𝐴𝐸𝑒𝑙𝑒𝑚𝑒𝑛𝑡) + (𝐸𝑓𝑜𝑟𝑚 (
𝐴𝐸
𝑆𝐸
) −  𝐸𝑓𝑜𝑟𝑚 (
𝐴𝐸
𝐴𝐸
) ) /𝑛𝑑𝑖𝑠𝑠𝑒     
(4.3.93) 
From this expression it is seen that the dissolution potential can be tuned be selecting the 
suitable combination of the AE and SE. For an element chosen for the fuel cell the 
dissolution potential, 𝑈𝑑𝑖𝑠𝑠 (𝐴𝐸𝑒𝑙𝑒𝑚𝑒𝑛𝑡), is at least positive. 𝑈𝑑𝑖𝑠𝑠(𝐴𝐸/𝑀𝑆), thus can be 
increased by choosing the materials such that 𝐸𝑓𝑜𝑟𝑚 (
𝐴𝐸
𝑆𝐸
) >  𝐸𝑓𝑜𝑟𝑚 (
𝐴𝐸
𝐴𝐸
) . Table.10 Shows 
that the dissolution potential of all AE/SE (AE = Pt, Pd and SE = Nb, Mo) is elevated. 




















1.75 1.83 1.87 2.14 
 
 All the structures can survive in the acidic environment in cathode compartment of the 
cell. 
b. Electronic Structure and Catalytic Activity: 
As the monolayer is formed on the substrate, the electrochemical activity will be 
changed. The hybridization of the d-states of the monolayer atoms and the substrate atoms 
brings about the change in density of states distribution and consequently the change in 
reactivity of the structure. That property is implemented in describing and selecting the 
catalysts for the fuel cell. We calculated the LDOS of the surface atoms of the monolayer 
and nearby atoms of the slab. However, the plots below show that the d-band center model 





Figure 11: LDOS of the clean Pt (black), clean Nb (green), monolayer Pt in PtNb 
(blue) and Nb atom in PtNb(red). 
The plot shows a slight modification of LDOS of Pt after setting its monolayer on Nb. 





Figure 12: LDOS of the clean Pt (black), clean Mo (green), monolayer Pt in PtMo 
(blue) and Mo atom in PtMo(red). 
We can see little modification of LDOS Pt when set as monolayer on the top of Mo-slab. It is 





Figure 13: LDOS of the clean Pd (black), clean Mo (green), monolayer Pd in PdMo 
(blue) and Nb atom in PdMo(red). 
There is slight change in LDOS of Pd cannot provide information about how the reactivity of Pd 





Figure 14: LDOS of the clean Pd (black), clean Nb (green), monolayer Pd in PdNb 
(blue) and Nb atom in PdNb(red). 
This plot shows a little change in LDOS of Pd when set as a monolayer on top of Nb-slab, however, 
it is not evident to explain how the reactivity of Pd changes.  
The conclusion of this discussion of the plots is that the LDOS is not sufficient to project 
the reactivity of the materials in our case. We need more information to understand it..  
4.4.2 Thermodynamics of the Oxygen Reduction Reaction: 
To illustrate the ORR activity of different catalysts we build ORR free energy 
diagrams. As shown in theory section, free energy is contributed by the total energies 
through the biding energy of the adsorbates. It is important to note that the intermediate 




We first determined the preferred site in the catalyst by calculating the binding 
energy of each adsorbate. O binds in right hollow site and bonds are formed from the 
hybridization of Px, Py state with dx, dy components of the AE atoms. Interestingly, O in 
PdNb form one extra bond with the Nb atom too. In the same way, OH prefers to stay in 
Bridge site and OOH on Top site. We calculated the binding energy of each intermediate 
product in the preferred sites of the catalyst. It is notable that the binding energies of the 
intermediate products are found to be in the order favorable for the ORR i.e.𝐸𝐵(𝑂) >
𝐸𝐵(𝑂𝐻) > 𝐸𝐵(𝑂𝑂𝐻) which is same as that reported for the Pt- and Pd-based ORR 
catalysts62, 69, 87, however, the amounts differ for different metals.  
Table 11: Binding energies and ZPE of three different adsorbates O, OH and OOH in 
the different structures. 
Adsorbate 𝑶 𝑶𝑯 𝑶𝑶𝑯 
Structure Site 𝐸𝐵(𝑒𝑉) ZPE 
(eV) 
Site 𝐸𝐵(𝑒𝑉) ZPE 
(eV) 
Site 𝐸𝐵(𝑒𝑉) ZPE 
(eV) 
Pt fcc −4.157  Br −2.394  Top -0.965  
PtNb Hollow -3.966 0.063 Br -2.414 0.349 Top -0.964 0.429 
PtMo Hollow -3.975 0.056 Br -2.522 0.352 Top -1.026  
PdNb Hollow -4.643  Br -2.647  Top - 0.322  
PdMo Hollow -5.741  Hollow -4.326  Top -2.778  
 
Another contributor of the free energy, the Zero Point Energy [ZPE], is calculated by 




shows that ZPE in all intermediate products adsorbed on the catalysts are found not to be 
changing with the catalyst surfaces so we implemented the average value for developing 
the general equation for free energy calculation. For entropic effects we refer the data from 
the CODATA68. 
Free energy is calculated for each intermediate steps of the reactions by taking the 
final product, H2O, as the reference ‘zero’ level. From, overall calculation, we obtained the 
value of constants a, b and c in equations 4.2.90 - 4.2.92 4.2.914.2.91 and hence found the 
relations as below: 
 𝛥𝐺(𝑂) = 𝐸𝐵(𝑂
∗) + 5.403892 (4.3.94) 
 𝛥𝐺(𝑂𝐻) = 𝐸𝐵(𝑂𝐻
∗) + 3.036225 (4.3.95) 
 𝛥𝐺(𝑂𝑂𝐻) = 𝐸𝐵(𝑂𝑂𝐻
∗) + 4.230887 (4.3.96) 
We have corrected notion of widely used combinatorial screening of metal/alloy surfaces 
as possible candidate for ORR catalyst that calculation of  𝐸𝐵(𝑂) is not sufficient to 
evaluate activity of any arbitrary material towards ORR but 𝐸𝐵(𝑂𝐻)  and 𝐸𝐵(𝑂𝑂𝐻) are 
essential too94.  
In the next, we build the ORR free energy diagram for all the structures we 
considered for zero electrode potential i.e. 𝛥𝐺𝑈 = 0 and at the calculated onset potential 
of Pt (0.62 V)  
From fig. 15, it is seen that stronger binding of the OOH molecule in PtMo slightly 
shifts the energy down but the weaker binding of O pulls it up above than that in the case 
of Pt. again stronger binding of OH again costs more energy and pushes the level down so 




shows that the PtMo behaves almost same as Pt does. Here the binding of OH determines 
the limiting value of the potential that the cell can drive the current, the onset potential and 
it is equal to that of Pt, 0.62 V 
 
Figure 15: 4 electrons transfer ORR reaction energy diagram with 𝑷𝒕(𝑼𝒐 = 𝟎), 
𝑷𝒕(𝑼𝒐 = 𝟎. 𝟔𝟐), and 𝑷𝒕𝑴𝒐(𝑼𝒐 = 𝟎. 𝟔𝟐). 
Fig. 16 shows that in PtNb, OOH binds almost same as on Pt. The consequence is 
the in first reduction step the energy stays almost as that of Pt, however, weaker binding of 
O leaves the energy level after second reduction step a bit higher than that of Pt.  Molecule 
in PtNb that shifts the energy down a little bit but the weaker binding of O pulls it up above 




the level down so that there could be a little endothermic uphill reaction. But the overall 
reaction profile shows that the PtNb behaves almost same as Pt does. Here the binding of 
OH determines the limiting value of the potential that the cell can drive the current, the 
onset potential and it is equal to that of Pt, 0.62 V 
 
Figure 16: 4 electrons transfer ORR reaction energy diagram with 𝑷𝒕(𝑼𝒐 = 𝟎),  
𝑷𝒕(𝑼𝒐 = 𝟎. 𝟔𝟐), and 𝑷𝒕𝑵𝒃(𝑼𝒐 = 𝟎. 𝟔𝟐). 
 Fig. 17 below shows the catalystic action of dNb. Relatively weakly bound OOH will find 
sufficient life time to react with the H+ to react to yield the next step. However, the strongly bound 
O pushes the energy level down to the negative values and provide significant barrier to the 




reaction processes, the ORR reaction is not found to be effective and the catalyst is not suitable for 
the ORR reaction of fuel cell. 
 
Figure 17: 4 electrons transfer ORR reaction energy diagram with 𝑷𝒕(𝑼𝒐 = 𝟎), 
𝑷𝒕(𝑼𝒐 = 𝟎. 𝟔𝟐), and 𝑷𝒅𝑵𝒃(𝑼𝒐 = 𝟎. 𝟔𝟐). 
Similarly, the fig 18 below shows that in PdNb, the Strongly bound all of the intermediates  
OOH, O and OH push the energy level so deep that there would be required a lot of energy to lift 
it up and reaction is very hard to proceed. The conclusion is that the ORR reaction is almost 
impossible to proceed and the catalyst PdNb does not work for the ORR reaction of fuel cell. 







Figure 18: 4 electrons transfer ORR reaction energy diagram with𝑷𝒕(𝑼𝒐 = 𝟎), 








Searching for promising candidates for ORR catalysts we applied the educated 
guess to preselect stable and inexpensive materials which were expected to facilitate ORR. 
The structures were Pt/Mo(110), Pt/Nb(110), Pd/Mo(110), and Pd/Nb(110), denoting Pt or 
Pd monolayer on the Mo or Nb surfaces. Our calculations showed that indeed, consistently 
with our hypothesis, all these materials have to be thermodynamically and 
electrochemically stable. Attempts to link the obtained binding energy of the ORR 
intermediates to LDOS did not show much correlation between LDOS of surface atoms 
and surface reactivity, confirming that d-band model does not work for complex structures. 
We calculated free energies of the intermediate and final states for the systems in 
consideration and found that two materials – Pd/Mo and Pd/Nb hardly facilitate ORR. 
Meanwhile, the calculated ORR onset potential for Pt/Mo and Pt/Nb is found to be very 
close to that of Pt, which suggest that these two materials can be promising ORR catalysts 






CHAPTER 5   
ON THE ELUSIVE LINK BETWEEN ADSORBATE’S BINDING 
ENERGY AND BOND STRENGTH: AN ILLUSTRATION FROM 
CO ADSORPTION ON METAL DOPED GRAPHENE. 
 Introduction 
Heterogeneous catalysis and electrocatalysis are widely used in numerous 
technologies. Nonetheless, there are challenging issues to resolve to make catalysts more 
efficient and/or to reduce their cost. For example, the prohibitive cost and relatively low 
stability of Pt-based electrocatalysts is currently hindering the commercial application of 
hydrogen fuel cells. 
Rational search for efficient catalysts demands control and thus information about 
the kinetics of the desired reaction, however, knowledge of the reaction thermodynamics 
remains the first and foremost piece of information we need to obtain about any catalyst in 
order to assess its suitability69, 94. Indeed, if for a given material the free energy ∆𝐺 (which 
is given with respect to some reference energy) of any intermediate or final state of a 
reaction is higher than the ∆𝐺 of the initial state, then such material definitely cannot 
facilitate efficiently the reaction regardless of the height of the kinetic barriers. Another 
reason for which the reaction thermodynamics is essential is that it determines the onset 
potential. This parameter fairly characterizes the efficiency of electrocatalysts and can be 
estimated by analyzing the free-energy diagram that is obtained out of the reaction 
thermodynamics.69 As such, the focus is on the ∆𝐺  each one of the states through which 




 ∆𝐺 = ∆𝐸 + ∆𝑍𝑃𝐸 − 𝑇∆𝑆 (5.1.97) 
∆𝐸 is the ground-state internal energy of the catalyst surface adsorbed with an intermediate 
reactant/product. ∆𝑍𝑃𝐸 is the zero-point energy, and 𝑇∆𝑆 is the entropic contribution. 
∆𝑍𝑃𝐸 and 𝑇∆𝑆 may be considerable, but their changes from one catalyst to another are 
negligible, for which they do not play an important role on improving the relative efficiency 
of a catalyst. ∆𝐸 on the other hand can change significantly from catalyst to catalyst. 
Importantly, the ∆𝐸 of a reaction state ∆𝐸 is determined by the binding energy 𝐸𝐵 of the 
corresponding reaction intermediate reactants/products and the total energy of the free 
molecules related to that state69, 87. Therefore, the EB of the adsorbed species involved in 
the reaction entirely determine the relative differences among the reaction thermodynamics 
of possible catalysts and thus their efficiency.  
Since the catalytic activity of a material depends on the reaction thermodynamics, 
a critical aspect in designing a highly active catalyst is the ability to tune the 𝐸𝐵 of the 
reaction reactants, intermediates, and products on the catalyst surface. Currently, since 
Density Functional Theory (DFT) total-energy calculations allow for obtaining binding 
energies relatively fast and inexpensively, some research groups try to find efficient 
catalysts by computational testing hundreds of materials (the high-throughput screening). 
We lean, in contrast, to rational tuning of 𝐸𝐵,
62, 94 which is  based on an educated pre-
selection of several candidates for efficient catalysts followed by a computational “testing”. 
This approach necessarily requires understanding the mechanisms underlying the binding 
of an adsorbate to a substrate. These mechanisms nevertheless are quite complex, as we 




The formation of covalent and/or ionic bonds between an adsorbate and a substrate 
results from a valence charge density redistribution between the adsorbate and substrate. 
The formation of that local bond reduces the total energy of the system by EBF (the bond-
formation energy, the sum of the covalent- and ionic-bond formation energy), which in 
turn reflects bond strength. However, the above local charge redistribution necessarily 
induces an electronic density response from the rest of the substrate75. For example, for 
transition-metal substrates the charge density is redistributed in a quite extended surface 
and sub-surface region (see Fig. 3 in Ref.75). Naturally, this perturbation causes an increase 
in the total energy of the system, Eelec*. Next, the lattice is distorted to adjust to the 
perturbed charge density. This adjustment (“relaxation”) partially compensates the energy 
increase caused by the extended electron density perturbation. Still, such lattice distortion 
also increases the total energy. This leaves us with an effective electronic and lattice-
distortion energy increase Eelec and Erx respectively. Thus, overall, the net perturbation 
increases the total energy by 
 𝐸𝑝𝑒𝑟𝑡 = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑟𝑥 (5.1.98) 
Hence, whenever Epert is not negligible, one must recognize that,  
 𝐸𝐵 = 𝐸𝐵𝐹 + 𝐸𝑝𝑒𝑟 (5.1.99) 
In regards to the so far known magnitude of Erx, let us recall that two decades ago, 
it was estimated that Erx for CO on transition metal surfaces is less than 0.05 eV71. Being 
that an inconsequential value, Erx has not been considered in the design of catalysts until 
recently. Thus, contrary to Eq.(5.1.99), 𝐸𝐵 has for the most part been assumed to exactly 




tackled through models addressing only the connection between bond strength, EBF, and 
the electronic structure of potential catalyst surfaces71. Nevertheless, contrary to these 
premises and practices, recent studies show that Erx is comparable to 𝐸𝐵 for atomic oxygen 
adsorption on metal nanoparticles106, and it is significant for other systems75, 107-108. For 
example, Erx amounts up to 0.25 eV for Au(111) upon adsorption of atomic oxygen75. 
Clearly, Erx cannot be neglected in such cases.  
While Erx has been obtained in various studies, to our knowledge, the total energy 
increase associated with the electronic perturbation (Eelec) was considered only very 
recently75. The electronic contribution to Epert may be critical for catalytically relevant 
systems. For example, for oxygen adsorption on various transition metals surface, it has 
been found that Eelec,  may be as high as 1 eV and varies significantly from metal to metal 
(1.25 eV for Au(111) and 0.87 eV for Ag(111))75.  
So far, our studies comparing Eelec and Erx have shown larger contributions from 
Eelec than from Erx. Nevertheless, notice that, because of the compensating character of the 
lattice distortion, the original electronic perturbation energy Eelec* can be larger than or 
equal to Erx. Consequently, Eelec could be zero if Erx totally compensates Eelec*.  
The essential point, however, is that Eq.5.1.99 and the known values of Epert so far75 
hint that rational tuning of EB, and thus rational design of catalysts, may be a quite 
deceptive task unless we become aware of and reveal the factors controlling Eelect and Erx, 
and not only focus on the aspects that determine bond strength. Until now, only a few steps 
have been made in the former direction75, 106-108. Further progress in understanding and 




in particular different electronic structures. Therefore, in this work, we investigate the 
perturbation effects on the binding energy of carbon monoxide (CO) and then hydroxide 
(OH) on metal-doped defected graphene. One reason for this choice is that a number of 
graphene-based materials, especially doped defected graphene, demonstrate promising 
catalytic properties92-94, 109-118. Indeed, pristine graphene is too inert to facilitate catalytic 
reactions, whereas dangling carbon bonds around vacancies make defected graphene too 
reactive for many reactions. Nonetheless, it has been shown94, 113, 116 that anchoring a metal 
atom to a graphene vacancy may create adsorption sites of favorable catalytic reactivity. 
Next, since the electronic structure of doped graphene differs significantly from that of 
widely studied metal surface catalysts94, 116, then one may expect new input into the causes 
and effects of the perturbation on the binding of adsorbates. Finally, CO and OH are 
selected as the adsorbates because they are involved in numerous catalytic reactions of high 
environmental and technological impact.  
In this work, we study metal-doped graphene (M-Gr) systems in which a metal 
atom (M=Ru, Ir, Pd, Pt, Ag, Au) is incorporated into a 5–8–5 di-vacancy of a graphene 
(Fig.19). The reasons for this choice are: (a) This vacancy type is quite stable119 and known 
to trap transition metal atoms94, 120-121. (b) The selected M-elements represent transition 
metals with varying number of d-electrons, and different magnitude of relativistic effects 
on d-bands, which is important for understanding the relationship between the electronic 




 Computational Methods 
Our DFT-based total-energy calculations are performed using version 5.3 of the 
Vienna Ab-initio Software Package66, projector augmented wave potentials104, and the 
Perdew-Burke-Ernzerhof (PBE) parameterization17 for the exchange and correlation 
functional. In order to model defected graphene by 5-8-5 di-vacancies (DV), we use a 
supercell that includes the defected graphene sheet with a single 5-8-5 DV sheet with a 44 
in-plane periodicity and a ~14Å vacuum layer. Reciprocal-space integrations inside the 
Brillouin zone are performed using a (441) k-point mesh. Cutoff energies of 400 eV and 
600 eV were set for the plane wave expansion of wave functions and charge density, 
respectively. The total-energy calculation for each configuration of the atomic positions is 
iterated until energy variations are below 10-6 eV. Based on this information, the total 
energy is minimized as a function of the atomic positions by reducing the 
Hellmann−Feynman forces13 on either all or a selected set of atoms, in either all or selected 
directions, depending on the calculation (see text). Finally, the Xcrysden software70 was 
used to visually represent geometric structures of the systems under consideration. We 
calculated the binding energy of the metal dopant atoms to the vacancy as: 
 𝐸𝐵(𝑀) = 𝐸𝑡𝑜𝑡(𝑀 − 𝐺𝑟) − 𝐸𝑡𝑜𝑡(𝐺𝑟) − 𝐸𝑡𝑜𝑡(𝑀 − 𝑎𝑡) (5.2.100) 
where Etot(M-Gr), Etot(Gr), and Etot(M-at) are the total energies of the doped graphene, 
graphene with the di-vacancy, and the free metal atom, respectively. We also estimated the 
dopant formation energy as Eform(M) = EB(M) - Ecoh(M), where Ecoh(M) is the cohesive 
energy of the bulk dopant element. 




 𝐸𝐵(𝐶𝑂) = 𝐸𝑡𝑜𝑡(𝑀 − 𝐺𝑟 − 𝐶𝑂) − 𝐸𝑡𝑜𝑡(𝑀 − 𝐺𝑟) − 𝐸𝑡𝑜𝑡(𝐶𝑂 − 𝑚𝑜𝑙) (5.2.101) 
 𝐸𝐵(𝑂𝐻) = 𝐸𝑡𝑜𝑡(𝑀 − 𝐺𝑟 − 𝑂𝐻) − 𝐸𝑡𝑜𝑡(𝑀 − 𝐺𝑟) − 𝐸𝑡𝑜𝑡(𝑂𝐻 − 𝑚𝑜𝑙) (5.2.102) 
 
Here, Etot(M-Gr-CO), Etot(M-Gr),  Etot(CO-mol) are the total energy of M-Gr adsorbed with 
CO, clean M-Gr, and a free CO molecule, and Etot(M-Gr-OH), Etot(M-Gr),  Etot(OH-mol) 
are those of OH-molecule respectively. 
In order to obtain Erx, we take the relaxed M-Gr-CO structure, remove CO from it, 
calculate the total energy of the remaining structure (with frozen lattice), and subtract 
Etot(M-Gr) from it. The same procedure is applied in the case of OH too. 
 Results and Discussion 
Regarding the binding of the metal dopant to the di-vacancy, we find that, for all 
dopants under consideration, the relaxed binding geometry is very similar in the following 
two aspects (See Fig.19): (1) metal atoms make four equivalent bonds with their 
neighboring carbon atoms (CNN), and (2) all dopants take a slightly off-plane position. The 
dopants’ binding energy (EB(at)) and formation energy (Eform) (Table 12) indicate that (1) 
all dopants have a significant binding energy to the vacancy, and (2) doping is energetically 
















Figure 19: Calculated geometry of a Ru atom doping a 5–8–5 di-vacancy in graphene. 
M and CNN indicate the metal dopant and one of its nearest neighboring carbon 
atoms, respectively. C indicates one of the nearest neighbors of a CNN atom. 
The calculations to study CO adsorption, the subject of interest of this work, were 
performed for the following adsorption sites: atop M, atop CNN (C next to M) and atop C 
(that next to CNN), as well as on bridges between these sites. In Table 13 we list the results 
for the preferred sites. Interestingly, for M=Ru and Ir in M-Gr, CO prefers to adsorb atop 
M; for M=Pd and Pt, CO prefers to adsorb at the M-CNN bridge; whereas for M=Ag and 
Au, CO prefers to adsorb atop CNN. One can thus conclude that Pd and Pt sites are less 
reactive than Ru and Ir ones, whereas Ag and Au sites are the least reactive among the 





Table 12: Binding and formation energies of the dopants in a graphene 5 - 8 - 5 di-
vacancy 
Dopant  Ir Ru Pd Pt Ag Au 
EB(at) (eV) -9.13 -8.68 -4.97 -7.49 -2.85 -4.56 
Eform (eV)  -2.20 -1.92 -1.06 -1.63 0.10 -1.08 
To rationalize this conclusion, one could simply use the notion that a higher local density 
of states (LDOS) around the Fermi level (EF) of an adsorption site makes metals more 
reactive. 
Table 13: Binding energies (EB), lattice relaxation energies (Erx), and their difference 
calculated for CO adsorption on M-Gr (EB-Erx) to estimate the CO - M-Gr bond-
strength. 
 
Fig. 20 shows that, indeed, Ru has the highest d- LDOS around EF, whereas Ag has the 
lowest one among M-Gr with M=Ru, Pt, and Ag, which would be consistent with the above 
ranking of the reactivity of the M-sites in the M-Gr structures.  
 
 
Dopant  Ir Ru Pd Pt Ag Au 
 Preferred site  atop Ir atop Ru Pd-CNN bridge Pt-CNN bridge CNN CNN 
EB (eV) -1.72 -1.37 -1.12 -1.04 -0.07 +0.18 
Erx (eV)  0.16 0.14 1.05 1.02 0.92 0.91 
















Figure 20: Metal d- and carbon (CNN) p-LDOS calculated for Ru-Gr, Pt-Gr, and Ag-












Let’s see the case of OH.  
Table 14: Binding energies (EB), lattice relaxation energies (Erx), and their difference 
calculated for OH adsorption on M-Gr (EB-Erx) to estimate the OH - M-Gr bond-
strength. 
 
Table 14 also shows that the OH binding is stronger where C of graphene is involved. 
Conversely, the relaxation is higher in C-involved bindings. 
However, the above rationale cannot explain the magnitude of EB in general. EB 
(CO) varies significantly from one M-Gr structure to another. Most strikingly, EB (CO) is 
positive for Au-Gr. If one neglected the perturbation effect  i.e., still assuming that EBF = 
EB, one could interpret, for example, that (1) CO makes the strongest bond (highest EBF) 
with Ir-Gr, and, (2) no bond at all is formed between CO and Au-Gr, doubtful assessments 
that are the subject of the following discussion.      
Indeed, if the perturbation effect is significant, one cannot neglect that, according 
to Eq. 5.1.99, EBF is in fact given by: 














EB (eV) -4.01 -3.81 -2.52 -2.51 -2.96 -2.56 
Erx (eV) 0.21 0.10 0.88 0.46 1.13 1.04 
EBErx (eV) -4.22 -3.91   -3.40 -2.97 -4.09 -3.60 
 




The problem of applying Eq.(5.2.103) is that Epert includes a contribution from 
excited electronic states, for which it has been a challenging problem to calculate it directly 
from first principles75.  
There is, however, one simple and preliminary way to estimate Epert75. Namely, as 
discussed in the introduction, there is a relation between Epert and Erx: Epert  Erx, and  Erx 
can be accurately calculated within DFT, because it is defined for ground electronic states. 
We can thus use Erx to determine the contribution of the lattice distortion to Epert but also 
to estimate the lowest possible value of EBF:  
 |𝐸𝐵𝐹| > |𝐸𝐵 − 𝐸𝑟𝑥| (5.3.104) 
Table 13 shows that Erx varies within a wide range depending on the metal dopant 
and reaches very high values (>1 eV) for some of them. To illustrate how unusually high 
these numbers are, one may compare them with other available Erx values. For the 
transition metal surfaces considered in Ref. 70, the largest Erx reported reaches 0.25 eV 
(for O on a 33 Au (111) supercell). Next, for a much larger O coverage (eight O atoms 
adsorbed on a Au79 cluster), which is expected to yield a huge perturbation, Erx is lower 
than 1 eV per O atom106. Notice that in the latter case, there is one adsorbate per ~10 cluster 
atoms, whereas in our case there is one adsorbate per 31 M-Gr atoms.  Furthermore, CO is 
expected to cause a smaller perturbation than O, because CO is less reactive than O. Indeed, 
we find that Erx for O adsorption on Au-Gr is much larger (1.90 eV) than that for CO. Also, 
the comparison between Ir or Ru and Pd and Pt shows that CO is more strongly bound to 




distortion on EB, it is clear that EB by itself may also fail at discerning which systems yield 
the strongest bonds.  
Our results in Table 13 also show that, if CO adsorbs on a metal site, then Erx is 
low, whereas if a graphene site is involved (M-Gr – CNN bridge or CNN adsorption sites) 
then Erx is very large. The latter indicates that the unusually large Erx is associated, not with 
the metal dopant itself, but with the response of the graphene lattice to the adsorption, 
which reveals another unique property of graphene – its unusually strong lattice response 





Figure 21: Geometries of CO adsorbed on the CNN site of Au-Gr. A - geometry 
calculated for the equilibrium (relaxed) adsorption, B - geometry calculated for a CO 
position in the course of its desorption. Small yellow, large yellow and red balls 
represent carbon, gold and oxygen atoms, respectively. The red, black and green 
horizontal lines mark the z-positions of the fixed corner atoms in the supercell, CNN 
site for the relaxed structure, and CNN site for the structure in the course of desorption 
Returning to the remarkable case of CO on Au-Gr, notice that a high Erx yields a 
low EB value. Au-Gr is the most interesting illustration of this effect because EB (CO) is 
positive for this system (Table 13). If one applied the assumption that EB = EBF, then one 
would conclude that CO does not bind on Au-Gr whatsoever. However, we have clear 
evidence that a significant CO–Au-Gr bond is formed. Indeed, we have modeled CO 




and Fig. 22) while letting the M-Gr structure and O relax at each step. We found that during 
CO desorption, a significant lattice distortion takes place: CO pulls up the CNN atom 
underneath (and neighboring C atoms). Clearly, the only explanation for that response is a 
significant CO–CNN bond, as predicted by Eqs. 5.1.99 and 5.2.103.   
To understand the relation between Epert and the desorption activation barrier 
Edesorp, let us recall that an adsorbate desorbs when the adsorbatesubstrate bond is broken. 
That requires a minimum energy equal to EBF. Therefore, there exists an energy activation 
barrier for desorption. Importantly, we suggest that Edesorp  measured from the relaxed 
bound state  must be equal in magnitude to the bond formation energy: EBF = Edesorp. The 
key benefit of the latter identity is that, although calculating Epert directly from first 
principles is a complex task,5 one can obtain Epert from two first principles calculations as 
(rewriting Eq. (5.2.104)):   
 𝐸𝑝𝑒𝑟𝑡 = 𝐸𝐵 + 𝐸𝑑𝑒𝑠𝑜𝑟𝑝 (5.3.105) 
Desorption barriers can be easily and accurately obtained within DFT. However, 
calculating such barriers for these systems is not without obstacles. We find, for example, 
that for Pd-Gr the Pd–CNN bond is broken during CO desorption. That costs some “extra” 
energy which biases the value of the barrier since the bond is restored after desorption. 
Also, in the Pt-Gr case, CO moves from the Pt–CNN bridge site to Pt atop site during the 















Figure 22: Calculated energy profiles of CO desorption for Au-Gr and Ir-Gr. E =0 
corresponds to the completely desorbed configuration: Etot_(CO free molecule) + Etot 
(M-Gr); whereas  z = 0 corresponds to the distance between the C atom of CO and 
the CNN atom (left) or the metal atom (right) when the M-Gr-CO structure is fully 
relaxed. 
To avoid such shortcomings, we obtain EBF and thus Epert by calculating the desorption 
energy barrier while keeping the substrate’s lattice frozen, Edesorp*, where Edesorp* = 




















Figure 23: Energy profiles calculated for CO desorption from Ag-Gr, with the Ag-Gr 
lattice kept frozen. E =0 corresponds to the completely desorbed configuration: 
Etot(CO free molecule) + Etot (M-Gr); z = 0 is for C of carbon – CNN distance for the 
relaxed adsorbed configuration. 
  𝐸𝑝𝑒𝑟𝑡 = 𝐸𝐵 + 𝐸𝑑𝑒𝑠𝑜𝑟𝑝
∗ − 𝐸𝑟𝑥 (5.3.106) 
In agreement with the trend found for Erx, the desorption barriers Edesorp* are large for those 
systems with high Erx, and very low for systems for which Erx is small. Table 15 displays 
the obtained values of EBF and Epert (See Eqs. 5.3.106 and 5.3.103) and clearly shows that 
taking into account Epert may result in a dramatic deviation from the widely-used 
assumption that EB = EBF. Moreover, there is no linear or any other clear relation between 






Table 15: Perturbation energy (𝑬𝒑𝒆𝒓𝒕) and bond-formation energy (𝑬𝑩𝑭) calculated 
for CO adsorption on M-Gr. The corresponding binding energy (𝑬𝑩) is provided as a 
reference and for comparison with 𝑬𝑩𝑭: 
Dopant  Ir Ru Pd Pt Ag Au 
 Preferred 
adsorption site 





Epert (eV)  0.16 0.14 1.15 1.12 0.99 1.00 
EBF (eV) -1.88 -1.51   -2.27       -2.16 -1.06 -0.82 
EB (eV) -1.72 -1.37 -1.12 -1.04 -0.07 +0.18 
 
Finally, notice that, in contrast to transition metal surfaces75, Epert in M-Gr does not 
exceed Erx or not by much. The most plausible reason for this contrast is the great difference 
in the electronic structure of these systems: Transition metals have a large fraction of free-
like electrons to screen that atoms get slightly ionized by the bond formation. Thus, the 
lattice is not distorted much and Erx is much smaller than Eelect. The M-Gr structures, in 
contrast, do not have nearly as many free-like electrons to screen the charge transfer toward 
the bond. Thus, the bond-formation perturbation is relaxed mostly by distorting the lattice 
and Erx turns out to be not much smaller than Eelect*. Besides, while M-Gr has very strong 
in-plane covalent C – C bonds, transition-metal bonds are typically weaker, hence, lattice 
distortions in M-Gr are typically energetically more expensive than those in transition 
metals. As for the carbon pz-states in M-Gr, they do not overlap much for which their 





In conclusion, we have calculated binding energy EB, lattice relaxation energy Erx 
and desorption barriers Edesorp for CO on metal-doped graphene M-Gr, where M=Ru, Ir, 
Pd, Pt, Ag, Au. We find that Erx varies significantly depending on the dopant and reaches 
unusually high values for some M-Gr systems. We also propose to use Edesorp to determine 
Epert. Application of this approach to the M-Gr systems reveals substrates displaying large 
Epert, thus demonstrating that the widely used assumption that EB represents bond strength 
totally fails. Finally, knowledge of Epert is very valuable, clearly not to determine the 
binding energy, but to break down the contributions to the binding energy, size their 
respective importance, rationalize the magnitude of the binding energy and extrapolate 





CHAPTER 6 CONCLUSION 
The main goal of this work is to find and demonstrate as much as possible 
advantage of rational design to predict promising electrocatalysts for the hydrogen fuel cell 
electrodes. The idea of the approach is to use existing knowledge to preselect the structures 
which may be thermodynamically and electrochemically stable and at the same time active 
toward reactions in question. This imply a selection of several candidate to promising 
catalyst (not hundreds as applied in very popular now computational screening approach). 
This selection is supposed to be made based on educative guess. Next, we “test” it 
computationally and narrow down the selection to one or two materials to provide it to 
experimentalists for actual testing. If it is about new materials, experiments: synthesizing, 
characterization and testing the properties of interest usually take a huge effort and time. 
Therefore it is important to provide to experimentalists a very good prediction to start (to 
convince them to start) the experimental work. Our results show that based on the educated 
guess we can predict very well the thermodynamic and electrochemical stability of the 
systems (mostly active monolayer on inexpensive substrate). It is harder to predict 
reactivity of the structure. It was recently believed that a number of simple models can easy 
predict the surface reactivity only by using the local densities of states of the catalyst 
surface atom. It appears, however that for the surfaces more complex than elemental metal 
surface these models fails. Nevertheless, we applied the ration design to preselect only a 
few candidate for hydrogen oxidation and oxygen reduction reactions on the hydrogen fuel 
cell electrodes and found that this approach works. We preselected three structure for 




that they are really stable and found that one of them (Pd/W(110) combines two important 
properties: the hydrogen oxidation is favorable on its surface and it has to be very tolerant 
to CO poisoning. Similarly, we preselected four candidates for the oxygen reduction 
reaction catalysts: AE/SE where AE = Pd, Pt and SE = Mo(110) and Nb(110). Based on 
our calculations we found that all of them have to be thermodynamically and 
electrochemically stable. The dissolution potential have to be higher than that of elemental 
Pt and Pd. Furthermore, our calculations of the ORR free energy diagrams suggest that 
Pt/Mo and Pt/ Nb have to have the ORR unset potential close to that of Pt. Needless to say 
that cost of the predicted material is much lower than that of Pt. Finally, considering that 
as we and other authors find that relation between the catalyst surface electronic structure 
and its reactivity is not clear and keeping in mind that binding energies of adsorbates are 
critical for the catalytic activity, we have focused on better understanding of the 
mechanisms underlying of binding of adsorbate to a surface. We focused on the effect of 
perturbation of the lattice upon binding and the energy (Epert) attached to that (that was 
considered in 1970’s but was ignored during the past two decades). We studied its effect 
on binding energy with an example of CO and OH binding on the metal doped graphene. 
We have found that the values of Epert varies so much for different systems and may reach 
very high values (more than 1 eV) for some doped structures. This demonstrates that the 
widely used assumption that binding energy represents bond strength totally fails. This 
subject has not be studied much. Much work has to be done along this direction. But our 
results show that further work on it, further understanding of the relation between the 




research and we believe that a progress in that will help to predict new efficient catalysts 
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