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ON THE MINIMAL AFFINIZATIONS OF TYPE F4
BING DUAN, JIAN-RONG LI, YAN-FENG LUO
Abstract. In this paper, we apply the theory of cluster algebras to study minimal affinizations
over the quantum affine algebra of type F4. We show that the q-characters of a large family
of minimal affinizations of type F4 satisfy some equations. Moreover, every minimal affiniza-
tion these equations corresponds to some cluster variable in some cluster algebra A . For the
other minimal affinizations of type F4 which are not these equations, we give some conjectural
equations which contains these minimal affinizations. Furthermore, we introduce the concept
of dominant monomial graphs to study the equations satisfied by q-characters of modules of
quantum affine algebras.
Key words: quantum affine algebra of type F4; minimal affinizations; cluster algebras; q-
characters; Frenkel-Mukhin algorithm
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1. Introduction
The theory of cluster algebras are introduced by Fomin and Zelevinsky in [FZ02]. It has many
applications to mathematics and physics including quiver representations, Teichmu¨ller theory,
tropical geometry, integrable systems, and Poisson geometry.
Let g be a simple Lie algebra and Uqĝ the corresponding quantum affine algebra. In [C95], V.
Chari and A. Pressley introduced minimal affinizations of representations of quantum groups.
The family of minimal affinizations is an important family of simple modules which contains
the Kirillov-Reshetikhin modules. Minimal affinizations are studied intensively in recent years,
see for examples, [CG11], [CMY13], [Her07], [Li15], [LM13], [M10], [MP07], [MP11], [MY12a],
[MY12b], [MY14], [Nao13], [Nao14], [QL14], [SS14], [ZDLL15]. However, there is not much work
of the minimal affinizations over the quantum affine algebra of type F4 in the literature. The
aim of this paper is to apply the theory of cluster algebras to study minimal affinizations over
the quantum affine algebra of type F4.
M-systems and dual M-systems of types An, Bn, G2 are introduced in [ZDLL15], [QL14] to
study the minimal affinizations of types An, Bn, G2. The equations in these systems are satisfied
by the q-characters of minimal affinizations of types An, Bn, G2. It is shown that every equation
in these systems corresponds to a mutation equation in some cluster algebra.
The minimal affinizations of type F4 are much more complicated than the minimal affinizations
of types An, Bn, G2. In types An, Bn, G2, all minimal affinizations are special or anti-special,
[Her07], [LM13]. A Uqĝ-module V is called special (resp. anti-special) if there is only one
dominant (resp. anti-dominant) monomial in the q-character of V . In the case of type F4, there
are minimal affinizations which are neither special nor anti-special, [Her07].
In [ZDLL15], [QL14], the M-systems and dual M-systems of types An, Bn, G2 contain all
minimal affinizations and only contain minimal affinizations. The situation is different in the
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case of type F4. It is quite possible that a closed system which contains all minimal affinizations
and only contains minimal affinizations of type F4 does not exist. However, we are able to find
two closed systems which contain a large family of minimal affinizations of type F4, Theorem
3.4, Theorem 5.4. We show that the equations these systems are satisfied by the q-characters of
the minimal affinizations in the systems. We prove that the modules in one system are special,
Theorem 3.3, and the modules in the other system are anti-special, Theorem 5.2. Moreover,
we show that every equation in Theorem 3.4 (resp. Theorem 5.4) corresponds to a mutation
equation in some cluster algebra A (resp. A˜ ). The cluster algebra A is the same as the cluster
algebra for the quantum affine algebra of type F4 introduced in [HL13]. Moreover, every minimal
affinization in Theorem 3.4 (resp. Theorem 5.4) corresponds to a cluster variable in the cluster
algebra A (resp. A˜ ), Theorem 4.1 (resp. Theorem 5.6).
The system of equations in Theorem 5.4 is dual to the system in Theorem 3.4. This system
contains the modules which are dual to the modules in the system in Theorem 3.4.
For the minimal affinizations which are not in Theorem 3.4 and Theorem 5.4, we give some
conjectural equations which contain these modules, Conjecture 9.1.
We introduce the concept of dominant monomial graphs to study the equations satisfied by
q-characters of modules of quantum affine algebras. We draw dominant monomial graphs for
the modules in the equivalence classes of the left hand side of some equations in Conjecture 9.1.
In these graphs, we find that every graph can be divided into two parts. The vertices in the first
(resp. second) part of the graph are dominant monomials in the first (resp. second) summand
of the right hand side of the correpsonding equation.
The paper is organized as follows. In Section 2, we give some background information about
cluster algebras and representation theory of quantum affine algebras. In Section 3, we describe
a closed system containing a large family of minimal affinizations of type F4. In Section 4, we
study relations between the system in Theorem 3.4 and cluster algebras. In Section 5, we study
the dual system of Theorem 3.4. In Section 6, Section 7, and Section 8, we prove Theorem
3.3, Theorem 3.4, and Theorem 3.6 given in Section 3, respectively. In Section 9, we give a
conjecture about the equations satisfied by the q-characters of the other minimal affinizations
of type F4 and introduce the concept of dominant monomial graphs to study the conjecture.
2. Background
2.1. Cluster algebras. We first recall the definition of cluster algebras introduced by Fomin
and Zelevinsky in [FZ02]. Let Q be the rational field and F = Q(x1, x2, · · · , xn) the field
of rational functions in n indeterminates over Q. A seed in F is a pair Σ = (y, Q), where
y = (y1, y2, · · · , yn) is a free generating set of F , and Q is a quiver with vertices labeled by
{1, 2, · · · , n}. Assume that Q has neither loops nor 2-cycles. For k ∈ {1, 2, · · · , n}, one defines
a new seed µk(y, Q) = (y
′, Q′) by the mutation of (y, Q) at k. Here y′ = (y′1, . . . , y
′
n), y
′
i = yi,
for i 6= k, and
y′k =
∏
i→k yi +
∏
k→j yj
yk
, (2.1)
where the first (resp. second) product in the right hand side is over all arrows of Q with target
(resp. source) k, and Q′ is obtained from Q by the follow rule:
(i) Reverse the orientations of all arrow incident with k;
(ii) Add a new arrow i→ j for every existing pair of arrow i→ k and k → j;
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(iii) Erasing every pair of opposite arrows possible created by (ii).
The mutation class C(Σ) is the set of all seeds obtained from Σ by a finite sequence of mutation
µk. If Σ
′ = ((y′1, y
′
2, · · · , y
′
n), Q
′) is a seed in C(Σ), then the subset {y′1, y
′
2, · · · , y
′
n} is called a
cluster, and its elements are called cluster variables. The cluster algebra AΣ as the subring of
F generated by all cluster variables. Cluster monomials are monomials in the cluster variables
supported on a single cluster.
In this paper, the initial seed in the cluster algebra we use is of the form Σ = (y, Q), where
y is an infinite set and Q is an infinite quiver.
Definition 2.1 (Definition 3.1, [GG14]). Let Q be a quiver without loops or 2-cycles and with a
countably infinite number of vertices labelled by all integers i ∈ Z. Furthermore, for each vertex
i of Q let the number of arrows incident with i be finite. Let y = {yi | i ∈ Z}. An infinite
initial seed is the pair (y, Q). By finite sequences of mutation at vertices of Q and simultaneous
mutation of the set y using the exchange relation (2.1), one obtains a family of infinite seeds.
The sets of variables in these seeds are called the infinite clusters and their elements are called
the cluster variables. The cluster algebra of infinite rank of type Q is the subalgebra of Q(y)
generated by the cluster variables.
2.2. The quantum affine algebra of type F4. In this paper, we take g to be the complex
simple Lie algebra of type F4 and h a Cartan subalgebra of g. Let I = {1, 2, 3, 4}. We choose
simple roots α1, α2, α3, α4 and scalar product (·, ·) such that
(α1, α1) = 2, (α1, α2) = −1, (α2, α2) = 2, (α2, α3) = −2,
(α3, α3) = 4, (α3, α4) = −2, (α4, α4) = 4.
Therefore α1, α2 are the short simple roots and α3, α4 are the long simple roots.
Let {α∨1 , α
∨
2 , α
∨
3 , α
∨
4 } and {ω1, ω2, ω3, ω4} be the sets of simple coroots and fundamental
weights respectively. Let C = (Cij)i,j∈I denote the Cartan matrix, where Cij =
2(αi,αj)
(αi,αi)
. Let
d1 = 1, d2 = 1, d3 = 2, d4 = 2, D = diag(d1, d2, d3, d4) and B = DC = (bij)i,j∈I . Then
C =

2 −1 0 0
−1 2 −2 0
0 −1 2 −1
0 0 −1 2
 , B =

2 −1 0 0
−1 2 −2 0
0 −2 4 −2
0 0 −2 4
 .
Let qi = q
di , i ∈ I. Let Q (resp. Q+) and P (resp. P+) denote the Z-span (resp. Z≥0-span)
of the simple roots and fundamental weights respectively. Let ≤ be the partial order on P in
which λ ≤ λ′ if and only if λ′ − λ ∈ Q+.
Quantum groups are introduced independently by Jimbo [Jim85] and Drinfeld [Dri87]. Quan-
tum affine algebras form a family of infinite-dimensional quantum groups. Let ĝ denote the
untwisted affine algebra corresponding to g. In this paper, we fix a q ∈ C×, not a root of unity.
The quantum affine algebra Uqĝ in Drinfeld’s new realization, see [Dri88], is generated by x
±
i,n
(i ∈ I, n ∈ Z), k±1i (i ∈ I), hi,n (i ∈ I, n ∈ Z\{0}) and central elements c
±1/2, subject to certain
relations.
The algebra Uqg is isomorphic to a subalgebra of Uqĝ. Therefore Uq ĝ-modules restrict to
Uqg-modules.
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2.3. Finite-dimensional Uqĝ-modules and their q-characters. We recall some known re-
sults on finite-dimensional Uq ĝ-modules and their q-characters, [CP94], [CP95a], [FR98], [MY12a].
Let P be the free abelian multiplicative group of monomials in infinitely many formal variables
(Yi,a)i∈I,a∈C× . Then ZP = Z[Y
±1
i,a ]i∈I,a∈C× . For each j ∈ I, a monomial m =
∏
i∈I,a∈C× Y
ui,a
i,a ,
where ui,a are some integers, is said to be j-dominant (resp. j-anti-dominant) if and only if
uj,a ≥ 0 (resp. uj,a ≤ 0) for all a ∈ C
×. A monomial is called dominant (resp. anti-dominant)
if and only if it is j-dominant (resp. j-anti-dominant) for all j ∈ I.
Every finite-dimensional simple Uqĝ-module is parametrized by a dominant monomial in P
+,
[CP94], [CP95a]. That is, for a dominant monomial m =
∏
i∈I,a∈C× Y
ui,a
i,a , there is a correspond-
ing simple Uqĝ-module L(m). Let Rep(Uq ĝ) be the Grothendieck ring of finite-dimensional
Uqĝ-modules and [V ] ∈ Rep(Uqĝ) the class of a finite-dimensional Uq ĝ-module V .
The q-character of a Uq ĝ-module V is given by
χq(V ) =
∑
m∈P
dim(Vm)m ∈ ZP,
where Vm is the l-weight space with l-weight m, see [FR98]. We use M (V ) to denote the set of
all monomials in χq(V ) for a finite-dimensional Uqĝ-module V . Let P
+ ⊂ P denote the set of
all dominant monomials. For m+ ∈ P
+, we use χq(m+) to denote χq(L(m+)). We also write
m ∈ χq(m+) if m ∈ M (χq(m+)).
The following lemma is well-known.
Lemma 2.2. Let m1,m2 be two monomials. Then L(m1m2) is a sub-quotient of L(m1)⊗L(m2).
In particular, M (L(m1m2)) ⊆ M (L(m1))M (L(m2)). 
A finite-dimensional Uq ĝ-module V is said to be special if and only if M (V ) contains exactly
one dominant monomial. It is called anti-special if and only if M (V ) contains exactly one
anti-dominant monomial. Clearly, if a module is special or anti-special, then it is simple.
Let a ∈ C× and
A1,a = Y1,aqY1,aq−1Y
−1
2,a ,
A2,a = Y2,aq1Y2,aq−1Y
−1
1,a Y
−1
3,a ,
A3,a = Y3,aq2Y3,aq−2Y
−1
4,a Y
−1
2,aq1
Y −1
2,aq−1
,
A4,a = Y4,aq2Y4,aq−2Y
−1
3,a .
(2.2)
Let Q be the subgroup of P generated by Ai,a, i ∈ I, a ∈ C
×. Let Q± be the monoids generated
by A±1i,a , i ∈ I, a ∈ C
×. There is a partial order ≤ on P in which
m ≤ m′ if and only if m′m−1 ∈ Q+. (2.3)
For all m+ ∈ P
+, M (L(m+)) ⊂ m+Q
−, see [FM01].
The concept of right negative is introduced in Section 6 of [FM01].
Definition 2.3. A monomial m is called right negative if for all a ∈ C×, for L = max{l ∈ Z |
ui,aql(m) 6= 0 for some i ∈ I} we have uj,aqL(m) ≤ 0 for j ∈ I.
For i ∈ I, a ∈ C×, A−1i,a is right-negative. A product of right-negative monomials is right-
negative. If m is right-negative and m′ ≤ m, then m′ is right-negative, see [FM01], [Her06].
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2.4. q-characters of Uq ŝl2-modules and the Frenkel-Mukhin algorithm. We recall the
results of the q-characters of Uq ŝl2-modules which are well-understood, see [CP91], [FR98].
Let W
(a)
k be the irreducible representation Uq ŝl2 with highest weight monomial
X
(a)
k =
k−1∏
i=0
Yaqk−2i−1 ,
where Ya = Y1,a. Then the q-character of W
(a)
k is given by
χq(W
(a)
k ) = X
(a)
k
k∑
i=0
i−1∏
j=0
A−1
aqk−2j
,
where Aa = Yaq−1Yaq.
For a ∈ C×, k ∈ Z≥1, the set Σ
(a)
k = {aq
k−2i−1}i=0,...,k−1 is called a string. Two strings Σ
(a)
k
and Σ
(a′)
k′ are said to be in general position if the union Σ
(a)
k ∪Σ
(a′)
k′ is not a string or Σ
(a)
k ⊂ Σ
(a′)
k′
or Σ
(a′)
k′ ⊂ Σ
(a)
k .
Denote by L(m+) the irreducible Uq ŝl2-module with highest weight monomial m+. Let m+ 6=
1 and ∈ Z[Ya]a∈C× be a dominant monomial. Then m+ can be uniquely (up to permutation)
written in the form
m+ =
s∏
i=1
 ∏
b∈Σ
(ai)
ki
Yb
 ,
where s is an integer, Σ
(ai)
ki
, i = 1, . . . , s, are strings which are pairwise in general position and
L(m+) =
s⊗
i=1
W
(ai)
ki
, χq(L(m+)) =
s∏
i=1
χq(W
(ai)
ki
).
For j ∈ I, let
βj : Z[Y
±1
i,a ]i∈I;a∈C× → Z[Y
±1
a ]a∈C×
be the ring homomorphism such that for all a ∈ C×, Yk,a 7→ 1 for k 6= j and Yj,a 7→ Ya.
Let V be a Uq ĝ-module. Then βi(χq(V )), i ∈ I, is the q-character of V considered as a
Uqi ŝl2-module.
The Frenkel-Mukhin algorithm is introduced in Section 5 in [FM01] to compute the q-
characters of Uqĝ-modules. In Theorem 5.9 of [FM01], it is shown that the Frenkel-Mukhin
algorithm works for modules which are special.
2.5. Truncated q-characters. In this paper, we need to use the concept truncated q-characters,
see [HL10], [MY12a]. Given a set of monomials R ⊂ P, let ZR ⊂ ZP denote the Z-module of
formal linear combinations of elements of R with integer coefficients. Define
truncR : P → R; m 7→
{
m if m ∈ R,
0 if m 6∈ R,
and extend truncR as a Z-module map ZP → ZR.
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Given a subset U ⊂ I ×C×, let QU be the subgroups of Q generated by Ai,a with (i, a) ∈ U .
Let Q±U be the monoid generated by A
±1
i,a with (i, a) ∈ U . The polynomial truncm+Q−U
χq(m+)
is called the q-character of L(m+) truncated to U .
The following theorem can be used to compute some truncated q-characters.
Theorem 2.4 ( [MY12a] , Theorem 2.1 ). Let U ⊂ I×C× and m+ ∈ P
+. Suppose that M⊂ P
is a finite set of distinct monomials such that
(i) M ⊂ m+Q
−
U ,
(ii) P+ ∩M = {m+},
(iii) for all m ∈ M and all (i, a) ∈ U , if mA−1i,a 6∈ M , then mA
−1
i,aAj,b 6∈ M unless (j, b) = (i, a),
(iv) for all m ∈ M and all i ∈ I, there exists a unique i-dominant monomial M ∈ M such
that
truncβi(MQ−U )
χq(βi(M)) =
∑
m′∈mQ{i}×C×∩M
βi(m
′).
Then
truncm+Q−U
χq(m+) =
∑
m∈M
m.
Here χq(βi(M)) is the q-character of the irreducible Uqi(sˆl2)-module with highest weight
monomial βi(M) and truncβi(MQ−U )
is the polynomial obtained from χq(βi(M)) by keeping only
the monomials of χq(βi(M)) in the set βi(MQ
−
U ).
2.6. Minimal affinizations of Uqg-modules. In what follows, we fix an a ∈ C
× and denote
is = Yi,aqs , i ∈ I, s ∈ Z. Let λ = kω1 + lω2 +mω3 + nω4, k, l,m, n ∈ Z≥0 and V (λ) the simple
Uqg-module with highest weight λ. Without loss of generality, we may assume that a simple
Uqĝ-module L(m+) is a minimal affinization of V (λ) if and only if m+ is one of the following
monomials:
T˜
(s)
n,m,l,k =
(
n−1∏
i=0
Y4,aqs+4i
)(
m−1∏
i=0
Y3,aqs+4n+4i+2
)(
l−1∏
i=0
Y2,aqs+4n+4m+2i+3
)(
k−1∏
i=0
Y1,aqs+4n+4m+2l+2i+4
)
,
T
(s)
n,m,l,k =
(
n−1∏
i=0
Y4,aq−s−4i
)(
m−1∏
i=0
Y3,aq−s−4n−4i−2
)(
l−1∏
i=0
Y2,aq−s−4n−4m−2i−3
)(
k−1∏
i=0
Y1,aq−s−4n−4m−2l−2i−4
)
,
where
∏
0≤j≤−1 = 1, s ∈ Z, see [CP96a]. We denote A
−1
i,aqs by A
−1
i,s . We use T
(s)
k,l,m,n (resp.
T˜
(s)
k,l,m,n) to denote the irreducible finite-dimensional Uqĝ-module with highest l-weight T
(s)
k,l,m,n
(resp. T˜
(s)
k,l,m,n).
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3. A closed system which contains a large family of minimal affinizations of
type F4
In this section, we introduce a closed system of type F4 that contains a large family of minimal
affinizations:
T
(−2)
0,0,l,k, T˜
(s)
n,0,l,0, T˜
(s)
0,m,l,0, T˜
(s)
n,m,0,0, T˜
(s)
n,m,l,0, T˜
(s)
n,0,0,k, T˜
(s)
0,m,0,k(k ≤ 2),
T˜
(s)
n,m,0,k(k ≤ 2), T˜
(s)
n,m,l,k(k ≤ 2), T˜
(s)
n,0,l,k(k ≤ 2), T˜
(s)
0,m,l,k(k ≤ 2).
Here k, l,m, n ∈ Z≥1, s ∈ Z.
3.1. Special modules. Let k, l,m, n ∈ Z≥1, s ∈ Z. For k ≤ 0, let T
(s)
0,0,0,k = 1. We define
P˜
(s)
0,0,l,k = T˜
(s)
0,0,l,k, k ∈ Z≤2,
P˜
(s)
0,m,0,k = T˜
(s)
0,m,0,k, k ∈ Z≤2,
P˜
(s)
0,0,0,k = T˜
(s)
0,0,0,k, k ∈ Z≥3,
P˜
(s)
0,0,l,k = T˜
(s+2l+4)
0,0,0,k−2 T˜
(s+2l+8)
0,0,0,k−4 T˜
(s)
0,0,l,k, k ∈ Z≥3,
P˜
(s)
0,m,0,k = T˜
(s)
0,m,0,kT˜
(s+4m+4)
0,0,0,k−2 , k ∈ Z≥3.
We use P˜
(s)
n,m,l,k to denote the simple Uqĝ-module with the highest weight monomial P˜
(s)
n,m,l,k.
Theorem 3.1 (Theorem 3.9, [Her07]). For l,m, n ∈ Z≥1, s ∈ Z, the modules T˜
(s)
n,m,0,0, T˜
(s)
n,0,l,0,
T˜
(s)
0,m,l,0, T˜
(s)
n,m,l,0 are special.
Remark 3.2. In the paper [Her07], α1, α2 are simple long roots and α3, α4 are simple short
roots. In this paper, α1, α2 are simple short roots and α3, α4 are simple long roots.
Theorem 3.3. The modules
T
(−2)
0,0,l,k, T˜
(s)
n,0,l,0, T˜
(s)
0,m,l,0, T˜
(s)
n,m,0,0, T˜
(s)
n,m,l,0, T˜
(s)
n,0,0,k, T˜
(s)
n,m,0,k (k ≤ 2),
T˜
(s)
n,m,l,k (k ≤ 2), T˜
(s)
n,0,l,k (k ≤ 2), T˜
(s)
0,m,l,k (k ≤ 2), P˜
(s)
0,0,l,k, P˜
(s)
0,m,0,k,
where k, l,m, n ∈ Z≥1, s ∈ Z, are special.
We will prove Theorem 3.3 in Section 6.
Since the modules are special in Theorem 3.1 and Theorem 3.3, we can use the Frenkel-Mukhin
algorithm to compute the q-characters of these modules.
3.2. A closed system of type F4.
Theorem 3.4. For s ∈ Z and k, l,m, n ≥ 1, we have
[T
(−2)
0,0,l−1,k][T
(−2)
0,0,l,k] = [T
(−2)
0,0,l,k−1][T
(−2)
0,0,l−1,k+1] + [T
(−2)
0,0,k+l,0][T
(−2)
0,0,l−1,0], (3.1)
[T˜
(s+4)
n,m−1,0,0][T˜
(s)
n,m,0,0] = [T˜
(s+4)
n−1,m,0,0][T˜
(s)
n+1,m−1,0,0] + [T˜
(s+4n+4)
0,m−1,0,0 ][T˜
(s)
0,n+m,0,0], (3.2)
[T˜
(s+4)
n,0,0,0][T˜
(s)
n,0,1,0] = [T˜
(s+4)
n−1,0,1,0][T˜
(s)
n+1,0,0,0] + [T˜
(s)
0,n,1,0], (3.3)
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[T˜
(s+4)
n,0,l−2,0][T˜
(s)
n,0,l,0] = [T˜
(s+4)
n−1,0,l,0][T˜
(s)
n+1,0,l−2,0] + [T˜
(s+4n+4)
0,0,l−2,0 ][T˜
(s)
0,n,l,0], l ≥ 2, (3.4)
[T˜
(s+4)
0,m,0,0][T˜
(s)
0,m,1,0] = [T˜
(s+4)
0,m−1,1,0][T˜
(s)
0,m+1,0,0] + [T˜
(s+4)
m,0,0,0][T˜
(s)
0,0,1+2m,0], (3.5)
[T˜
(s+4)
0,m,l−2,0][T˜
(s)
0,m,l,0] = [T˜
(s+4)
0,m−1,l,0][T˜
(s)
0,m+1,l−2,0] + [T˜
(s+4)
m,0,l−2,0][T˜
(s)
0,0,l+2m,0], l ≥ 2, (3.6)
[T˜
(s+4)
n,m−1,l,0][T˜
(s)
n,m,l,0] = [T˜
(s+4)
n−1,m,l,0][T˜
(s)
n+1,m−1,l,0] + [T˜
(s+4n+4)
0,m−1,l,0 ][T˜
(s)
0,n+m,l,0], (3.7)
[T˜
(s+4)
n,0,0,0][T˜
(s)
n,0,0,k] = [T˜
(s+4)
n−1,0,0,k][T˜
(s)
n+1,0,0,0] + [T˜
(s)
0,n,0,k], k = 1, 2, (3.8)
[T˜
(s+4)
0,m,0,0][T˜
(s)
0,m,0,k] = [T˜
(s+4)
0,m−1,0,k][T˜
(s)
0,m+1,0,0] + [T˜
(s)
0,0,2m,k][T˜
(s+4)
m,0,0,0], k = 1, 2, (3.9)
[T˜
(s+4)
n,0,0,k−1][T˜
(s)
n,0,1,k] = [T˜
(s+4)
n−1,0,1,k][T˜
(s)
n+1,0,0,k−1] + [T˜
(s)
0,n,1,k], k = 1, 2, (3.10)
[T˜
(s+4)
n,0,l−2,k][T˜
(s)
n,0,l,k] = [T˜
(s+4)
n−1,0,l,k][T˜
(s)
n+1,0,l−2,k] + [T˜
(s)
0,n,l,k][T˜
(s+4n+4)
0,0,l−2,k ], k = 1, 2, l ≥ 2, (3.11)
[T˜
(s+4)
0,m,0,k−1][T˜
(s)
0,m,1,k] = [T˜
(s+4)
0,m−1,1,k][T˜
(s)
0,m+1,0,k−1] + [T˜
(s)
0,0,1+2m,k][T˜
(s+4)
m,0,0,k−1], k = 1, 2, (3.12)
[T˜
(s+4)
0,m,l−2,k][T˜
(s)
0,m,l,k] = [T˜
(s+4)
0,m−1,l,k][T˜
(s)
0,m+1,l−2,k] + [T˜
(s)
0,0,l+2m,k][T˜
(s+4)
m,0,l−2,k], k = 1, 2, l ≥ 2, (3.13)
[T˜
(s+4)
n,m−1,0,k][T˜
(s)
n,m,0,k] = [T˜
(s+4)
n−1,m,0,k][T˜
(s)
n+1,m−1,0,k] + [T˜
(s)
0,n+m,0,k][T˜
(s+4)
0,m−1,0,k], k = 1, 2, (3.14)
[T˜
(s+4)
n,m−1,l,k][T˜
(s)
n,m,l,k] = [T˜
(s+4)
n−1,m,l,k][T˜
(s)
n+1,m−1,l,k] + [T˜
(s)
0,n+m,l,k][T˜
(s+4n+4)
0,m−1,l,k ], k = 1, 2, (3.15)
[P˜
(s+2)
0,0,1,k−1][P˜
(s)
0,0,1,k] = [T˜
(s+10)
0,0,0,k−4][T˜
(s+6)
0,0,0,k−2][T˜
(s+2)
0,0,0,k][P˜
(s)
0,0,2,k−1]
+ [T˜
(s+12)
0,0,0,k−5][T˜
(s+8)
0,0,0,k−3][T˜
(s+4)
0,0,0,k−1][T˜
(s)
0,0,0,k+1][P˜
(s+2)
0,1,0,k−2], k ≥ 3, l = 1,
(3.16)
[P˜
(s+2)
0,0,l,k−1][P˜
(s)
0,0,l,k] = [P˜
(s+2)
0,0,l−1,k][P˜
(s)
0,0,l+1,k−1] + [T˜
(s+2l+10)
0,0,0,k−5 ][T˜
(s)
0,0,0,k+l][P˜
(s+2)
0, l+1
2
,0,k−2
][P˜
(s+4)
0, l−1
2
,0,k−1
],
(3.17)
where k ≥ 3, l is odd, l ≥ 3,
[P˜
(s+2)
0,0,l,k−1][P˜
(s)
0,0,l,k] = [P˜
(s+2)
0,0,l−1,k][P˜
(s)
0,0,l+1,k−1] + [T˜
(s+2l+10)
0,0,0,k−5 ][T˜
(s)
0,0,0,k+l][P˜
(s+4)
0, l
2
,0,k−2
][P˜
(s+2)
0, l
2
,0,k−1
],
(3.18)
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where k ≥ 3, l is even, l ≥ 2,
[P˜
(s+4)
0,1,0,k−2][P˜
(s)
0,1,0,k] = [T˜
(s+8)
0,0,0,k−2][T˜
(s+4)
0,0,0,k][P˜
(s)
0,2,0,k−2] + [P˜
(s)
0,0,2,k][T˜
(s+4)
1,0,0,k−2], k ≥ 3, (3.19)
[P˜
(s+4)
0,m,0,k−2][P˜
(s)
0,m,0,k] = [P˜
(s+4)
0,m−1,0,k][P˜
(s)
0,m+1,0,k−2] + [P˜
(s)
0,0,2m,k][T˜
(s+4)
m,0,0,k−2], k ≥ 3, m ≥ 2, (3.20)
[T˜
(s+4)
n,0,0,k−2][T˜
(s)
n,0,0,k] = [T˜
(s+4)
n−1,0,0,k][T˜
(s)
n+1,0,0,k−2] + [P˜
(s)
0,n,0,k], k ≥ 3. (3.21)
Theorem 3.4 will be proved in Section 7. The system in Theorem 3.4 is a closed system in
the sense that all modules in the system can be computed recursively using Kirillov-Reshetikhin
modules.
Example 3.5. The following are some equations in the system in Theorem 3.4.
[1−2][1−42−1] = [1−41−2][2−1] + [2−32−1],
[1−41−2][1−61−42−1] = [1−42−1][1−61−41−2] + [2−52−32−1],
[1−61−41−2][1−81−61−42−1] = [1−61−42−1][1−81−61−41−2] + [2−72−52−32−1],
[3−4][102−33−8] = [102−3][3−83−4] + [102−72−52−3][4−6],
[3−83−4][102−33−123−8 = [102−33−8][3−123−83−4] + [102−112−92−72−52−3][4−104−6],
[3−123−83−4][102−33−163−123−8] = [102−33−123−8][3−163−123−83−4] + [102−152−132−112−92−72−52−3][4−144−104−6],
[4−6][102−34−10] = [102−3][4−104−6] + [102−33−8],
[4−104−6][102−34−144−10] = [102−34−10][4−144−104−6] + [102−33−123−8],
[4−144−104−6][102−34−184−144−10] = [102−34−144−10][4−184−144−104−6] + [102−33−163−123−8].
Moreover, we have the following theorem.
Theorem 3.6. For each equation in Theorem 3.4, all summands on the right hand side are
simple.
Theorem 3.6 will be proved in Section 8.
3.3. A system corresponding to the system in Theorem 3.4. Given k, l,m, n ∈ Z≥0, s ∈
Z, let
mk,l,m,n = Res(T
(s)
k,l,m,n) (resp. m˜k,l,m,n = Res(T˜
(s)
k,l,m,n))
be the restriction of T
(s)
k,l,m,n (resp. T˜
(s)
k,l,m,n) to Uqg. It is clear that Res(T
(s)
k,l,m,n) and Res(T˜
(s)
k,l,m,n)
do not depend on s. Let χ(M) (resp. χ(M˜ )) be the character of a Uqg-module M (resp. M˜).
By replacing each [T
(s)
n,m,l,k] (resp. [T˜
(s)
n,m,l,k]) in the system in Theorem 3.4 with χ(mn,m,l,k) (resp.
χ(m˜n,m,l,k)), we obtain a system of equations consisting of the characters of Uqg-modules. The
following are two equations in the system.
χ(m0,0,l−1,k)χ(m0,0,l,k) = χ(m0,0,l,k−1)χ(m0,0,l−1,k+1) + χ(m0,0,k+l,0)χ(m0,0,l−1,0),
χ(m˜n,m−1,0,0)χ(m˜n,m,0,0) = χ(m˜n−1,m,0,0)χ(m˜n+1,m−1,0,0) + χ(m˜0,m−1,0,0)χ(m˜0,n+m,0,0).
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4. Relation between the system in Theorem 3.4 and cluster algebras
In this section, we will show that the equations in the system in Theorem 3.4 correspond to
mutations in some cluster algebra A . Moreover, every minimal affinization in the system in
Theorem 3.4 corresponds to a cluster variable in the cluster algebra A .
4.1. Definition of a cluster algebra A . Let I = {1, 2, 3, 4} and
S = {−2u | u ∈ Z≥0},
S′ = {−2u− 1 | u ∈ Z≥0}.
Let
V = ({1} × S) ∪ ({2} × S′) ∪ ({3} × S) ∪ ({4} × S).
We define Q with vertex set V as follows. The arrows of Q from the vertex (i, r) to the vertex
(j, s) if and only if bij 6= 0 and s = r− bij + di − dj. The quiver Q is the same as the quiver G
−
of type F4 defined in [HL13].
Let t = t1 ∪ t2, where
t1 = {t
(−2)
0,0,l,0, t
(−4)
0,0,0,k | k, l ∈ Z≥1},
t2 = {t˜
(−4n+4)
n,0,0,0 , t˜
(−4m)
0,m,0,0, t˜
(−4n+2)
n,0,0,0 , t˜
(−4m+2)
0,m,0,0 , t˜
(−2l−2)
0,0,l,0 , t˜
(2k−2)
0,0,0,k | k, l,m, n ∈ Z≥1}.
Let A be the cluster algebra defined by the initial seed (t, Q). By Definition 2.1, A is the
Q-subalgebra of the field of rational functions Q(t) generated by all the elements obtained from
some elements of t via a finite sequence of seed mutations.
4.2. Mutation sequences. We use “C1”, “C2”, “C3”, “C4”, “C5”, “C6” to denote the column
of vertices (1, 0), (1, 2), . . ., (1,−2u), · · · , the column of vertices (2,−1), (2,−3), . . ., (2,−2u−1),
· · · , the column of vertices (3, 0), (3,−4), . . ., (3,−4u), · · · , the column of vertices (3,−2),
(3,−6), . . ., (3,−4u−2), · · · , the column of vertices (4, 0), (4,−4), . . ., (4,−4u), · · · , the column
of vertices (4,−2), (4,−6), . . ., (4,−4u − 2), · · · , respectively in Q.
By saying that we mutate at the column Ci, i ∈ {1, 2, 3, 4, 5, 6}, we mean that we mutate the
vertices of Ci as follows. First we mutate at the first vertex in this column, then the second
vertex, and so on until the vertex at infinity. By saying that we mutate (Ci0 , Ci1 , . . . , Ciu), where
ij ∈ {1, 2, 3, 4, 5, 6}, j = 0, 1, 2, . . . , u, we mean that we first mutate the column Ci1 , then the
column Ci2 , and so on up to the column Ciu .
For k, l,m, n ∈ Z≥1, we define some variables
t
(−2)
0,0,l,k, t˜
(−4n−4m)
n,m,0,0 , t˜
(−4n−4m+2)
n,m,0,0 , t˜
(−4n−2l−2)
n,0,l,0 , t˜
(−4m−2l−2)
0,m,l,0 , t˜
(−4n−4m−2l−2)
n,m,l,0 ,
t˜
(−4n−2l−2k−2)
n,0,l,k (k ≤ 2), t˜
(−4m−2l−2k−2)
0,m,l,k (k ≤ 2), t˜
(−4n−4m−2k−2)
n,m,0,k (k ≤ 2),
t˜
(−4n−4m−2l−2k−2)
n,m,l,k (k ≤ 2), p˜
(−2l−2k−2)
0,0,l,k , p˜
(−4m−2k−2)
0,m,0,k , t˜
(−4n−2k−2)
n,0,0,k ,
(4.1)
recursively as follows. The variables in t are already defined.
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We mutate the first vertex of the first C1 in (C1, C1, . . . , C1) from the initial seed, and define
t
(−2)
0,0,0,1 = t
′(−4)
0,0,0,1, we obtain a quiver (Q11). Therefore
t
(−2)
0,0,0,1 = t
′(−4)
0,0,0,1 =
t
(−4)
0,0,0,2 + t
(−2)
0,0,1,0
t
(−4)
0,0,0,1
. (4.2)
We mutate the second vertex of the first C1 in (C1, C1, . . . , C1) and define t
(−2)
0,0,0,2 = t
′(−4)
0,0,0,2, the
quiver (Q11) becomes a quiver (Q12). Therefore
t
(−2)
0,0,0,2 = t
′(−4)
0,0,0,2 =
t
(−4)
0,0,0,3t
(−4)
0,0,0,1 + t
(−2)
0,0,2,0
t
(−4)
0,0,0,2
. (4.3)
We continue this procedure and mutate the vertices of the first C1 in (C1, C1, . . . , C1) and define
t
(−2)
0,0,0,k = t
′(−4)
0,0,0,k (k = 3, 4, . . .) recursively. Therefore
t
(−2)
0,0,0,k = t
′(−4)
0,0,0,k =
t
(−4)
0,0,0,k+1t
(−4)
0,0,0,k−1 + t
(−2)
0,0,k,0
t
(−4)
0,0,0,k
, k = 3, 4, . . . (4.4)
Now we finish the mutation of the first C1 in (C1, C1, . . . , C1).
We start to mutate the second C1 in (C1, C1, . . . , C1). We mutate the first vertex of the second
C1 in (C1, C1, . . . , C1) and define t
(−2)
0,0,1,1 = t
′(−2)
0,0,0,1, we obtain a quiver (Q21). Therefore
t
(−2)
0,0,1,1 = t
′(−2)
0,0,0,1 =
t
(−2)
0,0,0,2t
(−2)
0,0,1,0 + t
(−2)
0,0,2,0
t
(−2)
0,0,0,1
. (4.5)
We mutate the second vertex of the second C1 in (C1, C1, . . . , C1) and define t
(−2)
0,0,1,2 = t
′(−2)
0,0,0,2,
the quiver (Q21) becomes a quiver (Q22). Therefore
t
(−2)
0,0,1,2 = t
′(−2)
0,0,0,2 =
t
(−2)
0,0,0,3t
(−2)
0,0,1,1 + t
(−2)
0,0,3,0
t
(−2)
0,0,0,2
. (4.6)
We continue this procedure and mutate the vertices of the second C1 in (C1, C1, . . . , C1) and
define t
(−2)
0,0,1,k = t
′(−2)
0,0,0,k (k = 3, 4, . . .) recursively. Therefore
t
(−2)
0,0,1,k = t
′(−2)
0,0,0,k =
t
(−2)
0,0,0,k+1t
(−2)
0,0,1,k−1 + t
(−2)
0,0,k+1,0
t
(−2)
0,0,0,k
, k = 3, 4, . . . (4.7)
Now we finish the mutation of the second C1 in (C1, C1, . . . , C1).
We start to mutate the third C1 in (C1, C1, . . . , C1). We mutate the first vertex of the third
C1 in (C1, C1, . . . , C1) and define t
(−2)
0,0,2,1 = t
′(−2)
0,0,1,1, we obtain a quiver (Q31). Therefore
t
(−2)
0,0,2,1 = t
′(−2)
0,0,1,1 =
t
(−2)
0,0,1,2t
(−2)
0,0,2,0 + t
(−2)
0,0,1,0t
(−2)
0,0,3,0
t
(−2)
0,0,1,1
. (4.8)
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We mutate the second vertex of the third C1 in (C1, C1, . . . , C1) and define t
(−2)
0,0,2,2 = t
′(−2)
0,0,1,2, the
quiver (Q31) becomes a quiver (Q32). Therefore
t
(−2)
0,0,2,2 = t
′(−2)
0,0,1,2 =
t
(−2)
0,0,1,3t
(−2)
0,0,2,1 + t
(−2)
0,0,1,0t
(−2)
0,0,4,0
t
(−2)
0,0,1,2
. (4.9)
We continue this procedure and mutate vertices of the third C1 in (C1, C1, . . . , C1) and define
t
(−2)
0,0,2,k = t
′(−2)
0,0,1,k (k = 3, 4, . . .) recursively. Therefore
t
(−2)
0,0,2,k = t
′(−2)
0,0,1,k =
t
(−2)
0,0,1,k+1t
(−2)
0,0,2,k−1 + t
(−2)
0,0,1,0t
(−2)
0,0,k+2,0
t
(−2)
0,0,1,k
, k = 3, 4, . . . (4.10)
Now we finish the mutation of the third C1 in (C1, C1, . . . , C1). We continue this procedure
and mutate the (d + 1)-th C1 (d = 3, 5, . . . , l) in order. We define t
(−2)
0,0,d,k = t
′(−2)
0,0,d−1,k, where
(0, 0, d, k)={(0, 0, 3, 1), (0, 0, 3, 2), (0, 0, 3, 3), (0, 0, 3, 4), . . . ; (0, 0, 4, 1), (0, 0, 4, 2), (0, 0, 4, 3),
(0, 0, 4, 4) . . . ; (0, 0, 5, 1), (0, 0, 5, 2), (0, 0, 5, 3), (0, 0, 5, 4), . . . ; (0, 0, l, 1), (0, 0, l, 2), (0, 0, l, 3), (0, 0, l,
4), . . .} recursively. Therefore
t
(−2)
0,0,d,k = t
′(−2)
0,0,d−1,k =
t
(−2)
0,0,d−1,k+1t
(−2)
0,0,d,k−1 + t
(−2)
0,0,d−1,0t
(−2)
0,0,k+d,0
t
(−2)
0,0,d−1,k
. (4.11)
We write the definition of the variables in (4.1) and the corresponding mutation sequences in
Table 1.
In Table 1, we use
Ci1 , Ci2 , · · · , Ciu , Ci1 , Ci2 , · · · , Ciu , · · · , Ci1 , Ci2 , · · · , Ciu︸ ︷︷ ︸
m
,
where m ∈ Z≥1, u ∈ Z≥1, to denote the mutation sequences
Ci1 , Ci2 , · · · , Ciu , Ci1 , Ci2 , · · · , Ciu , · · · , Ci1 , Ci2 , · · · , Ciu ,
where the number of Cij (j ∈ {1, 2, · · · , u}) is m.
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Mutation sequences Definition of variables in (4.1) and mutation equations
(C1, C1, . . . , C1︸ ︷︷ ︸
l+1
)
t
(−2)
0,0,l,k=t
′(−2)
0,0,l−1,k=
t
(−2)
0,0,l−1,k+1
t
(−2)
0,0,l,k−1
+t
(−2)
0,0,l−1,0
t
(−2)
0,0,k+l,0
t
(−2)
0,0,l−1,k
(1)
(C5, C5, . . . , C5︸ ︷︷ ︸
m+1
)
(C6, C6, . . . , C6︸ ︷︷ ︸
m
)
t˜
(−4n−4m)
n,m,0,0 =t˜
′
(−4n−4m+4)
n,m−1,0,0 =
t˜
(−4n−4m)
n+1,m−1,0,0
t˜
(−4n−4m+4)
n−1,m,0,0
+t˜
(−4m+4)
0,m−1,0,0
t˜
(−4n−4m)
0,n+m,0,0
t˜
(−4n−4m+4)
n,m−1,0,0
(2)
t˜
(−4n−4m+2)
n,m,0,0 =t˜
′(−4n−4m+6)
n,m−1,0,0 =
t˜
(−4n−4m+2)
n+1,m−1,0,0
t˜
(−4n−4m+6)
n−1,m,0,0
+t˜
(−4m+6)
0,m−1,0,0
t˜
(−4n−4m+2)
0,n+m,0,0
t˜
(−4n−4m+6)
n,m−1,0,0
(3)
(C5,C4, C5, . . . , C4, C5︸ ︷︷ ︸
l+1
2 , l is odd
)
(C3, C6, . . . , C3, C6︸ ︷︷ ︸
l+2
2 , l is even
)
t˜
(−4n−4)
n,0,1,0 =t˜
′(−4n)
n,0,0,0=
t˜
(−4n−4)
n+1,0,0,0
t˜
(−4n)
n−1,0,1,0
+t˜
(−4n−4)
0,n,1,0
t˜
(−4n)
n,0,0,0
(4)
t˜
(−4n−2l−2)
n,0,l,0 =t˜
′
(−4n−2l+2)
n,0,l−2,0 =
t˜
(−4n−2l−2)
n+1,0,l−2,0
t˜
(−4n−2l+2)
n−1,0,l,0
+t˜
(−4n−2l−2)
0,n,l,0
t˜
(−2l+2)
0,0,l−2,0
t˜
(−4l−2l+2)
n,0,l−2,0
(5)
t˜
(−4m−4)
0,m,1,0 =t˜
′
(−4m)
0,m,0,0=
t˜
(−4m−4)
0,m+1,0,0
t˜
(−4m)
0,m−1,1,0
+t˜
(−4m−4)
0,0,2m+1,0
t˜
(−4m)
m,0,0,0
t˜
(−4m)
0,m,0,0
(6)
t˜
(−4m−2l−2)
0,m,l,0 =t˜
′
(−4m−2l+2)
0,m,l−2,0 =
t˜
(−4m−2l−2)
0,m+1,l−2,0
t˜
(−4m−2l+2)
0,m−1,l,0
+t˜
(−4m−2l−2)
0,0,2m+l,0
t˜
(−4m−2l+2)
m,0,l−2,0
t˜
(−4m−2l+2)
0,m,l−2,0
(7)
(C5,C4, C5, . . . , C4, C5︸ ︷︷ ︸
l+1
2 , l is odd
,C5, . . . , C5︸ ︷︷ ︸
m
)
(C3, C6, . . . , C3, C6︸ ︷︷ ︸
l+2
2 , l is even
,C6, . . . , C6︸ ︷︷ ︸
m
)
t˜
(−4n−4m−2l−2)
n,m,l,0 =t˜
′
(−4n−4m−2l+2)
n,m−1,l,0 =
t˜
(−4n−4m−2l−2)
n+1,m−1,l,0
t˜
(−4n−4m−2l+2)
n−1,m,l,0
+t˜
(−4n−4m−2l−2)
0,n+m,l,0
t˜
(−4m−2l+2)
0,m−1,l,0
t˜
(−4n−4m−2l+2)
n,m−1,l,0
(8)
(C3,C6,C2,C5,C4,C5)
(C3,C6,C2,C5,C4,C5,C2,C3,C6)
t˜
(−4n−2k−2)
n,0,0,k =t˜
′
(−4n−2k+2)
n,0,0,0 =
t˜
(−4n−2k+2)
n−1,0,0,k
t˜
(−4n−2k−2)
n+1,0,0,0
+t˜
(−4n−2k−2)
0,n,0,k
t˜
(−4n−2k+2)
n,0,0,0
, (9)
t˜
(−4m−2k−2)
0,m,0,k =t˜
′
(−4m−2k+2)
0,m,0,0 =
t˜
(−4m−2k+2)
0,m−1,0,k
t˜
(−4m−2k−2)
0,m+1,0,0
+t˜
(−4m−2k−2)
0,0,2m,k
t˜
(−4m−2k+2)
m,0,0,0
t˜
(−4m−2k+2)
0,m,0,0
, k=1,2, (10)
(C3,C6,C2,C3, C6, . . . , C3, C6︸ ︷︷ ︸
l+1
2 , l is odd
)
(C3,C6,C2,C5,C4,C5,C4, C5, . . . , C4, C5︸ ︷︷ ︸
l+2
2 , l is even
)
(C3,C6,C2,C5,C4,C5,C2,C4, C5, . . . , C4, C5︸ ︷︷ ︸
l+1
2 , l is odd
)
(C3,C6,C2,C5,C4,C5,C2,C3,C6,C3, C6, . . . , C3, C6︸ ︷︷ ︸
l
2 , l is even
)
t˜
(−4n−2k−4)
n,0,1,k =t˜
′
(−4n−2k)
n,0,0,k−1=
t˜
(−4n−2k)
n−1,0,1,k
t˜
(−4n−2k−4)
n+1,0,0,k−1
+t˜
(−4n−2k−4)
0,n,1,k
t˜
(−2k)
0,0,0,k−1
t˜
(−4n−2n)
n,0,0,k−1
, k=1,2, l=1; (11)
t˜
(−4n−2l−2k−2)
n,0,l,k =t˜
′
(−4n−2l−2k+2)
n,0,l−2,k =
t˜
(−4n−2l−2k+2)
n−1,0,l,k
t˜
(−4n−2l−2k−2)
n+1,0,l−2,k
+t˜
(−4n−2l−2k−2)
0,n,l,k
t˜
(−2l−2k+2)
0,0,l−2,k
t˜
(−4n−2l−2n+2)
n,0,l−2,k
, k=1,2, l≥2, (12)
t˜
(−4m−2k−4)
0,m,1,k =t˜
′
(−4m−2k)
0,m,0,k−1=
t˜
(−4m−2k)
0,m−1,1,k
t˜
(−4m−2k−4)
0,m+1,0,k−1
+t˜
(−4m−2k−4)
0,0,2m+1,k
t˜
(−4m−2k)
m,0,0,k−1
t˜
(−4m−2k)
0,m,0,k−1
, k=1,2, l=1, (13)
t˜
(−4m−2l−2k−2)
0,m,l,k =t˜
′
(−4m−2l−2k+2)
0,m,l−2,k =
t˜
(−4m−2l−2k+2)
0,m−1,l,k
t˜
(−4m−2l−2k−2)
0,m+1,l−2,k
+t˜
(−4m−2l−2k−2)
0,0,2m+l,k
t˜
(−4m−2l−2k+2)
m,0,l−2,k
t˜
(−4m−2l−2k+2)
0,m,l−2,k
, k=1,2, l≥2, (14)
(C3,C6,C2,C5,C4,C5,C5, . . . , C5︸ ︷︷ ︸
m+1
2 , m is odd
)
(C3,C6,C2,C3,C6,C6, . . . , C6︸ ︷︷ ︸
m
2 , m is even
)
(C3,C6,C2,C5,C4,C5,C2,C3,C6,C6, . . . , C6︸ ︷︷ ︸
m+1
2 , m is odd
)
(C3,C6,C2,C5,C4,C5,C2,C4,C5,C5, . . . , C5︸ ︷︷ ︸
m
2 , m is even
)
t˜
(−4n−4m−2k−2)
n,m,0,k =t˜
′
(−4n−4m−2k+2)
n,m−1,0,k =
t˜
(−4n−4m−2k+2)
n−1,m,0,k
t˜
(−4n−4m−2k−2)
n+1,m−1,0,k
+t˜
(−4n−4m−2k−2)
0,n+m,0,k
t˜
(−4m−2k+2)
0,m−1,0,k
t˜
(−4n−4m−2k+2)
n,m−1,0,k
, k=1,2, (15)
(C3,C6,C2,C3, C6, . . . , C3, C6︸ ︷︷ ︸
l+1
2 , l is odd
,C6, . . . , C6︸ ︷︷ ︸
m
)
(C3,C6,C2,C5,C4,C5,C4, C5, . . . , C4, C5︸ ︷︷ ︸
l
2 , l is even
,C5, . . . , C5︸ ︷︷ ︸
m
)
(C3,C6,C2,C5,C4,C5,C2,C4,C5,C4, C5, . . . , C4, C5︸ ︷︷ ︸
l+1
2 , l is odd
,C5, . . . , C5︸ ︷︷ ︸
m
)
(C3,C6,C2,C5,C4,C5,C2,C3,C6,C3, C6, . . . , C3, C6︸ ︷︷ ︸
l
2 , l is even
,C6, . . . , C6︸ ︷︷ ︸
m
)
t˜
(−4n−4m−2l−2k−2)
n,m,l,k
=t˜′
(−4n−4m−2l−2k+2)
n,m−1,l,k =
t˜
(−4n−4m−2l−2k−2)
n+1,m−1,l,k
t˜
(−4n−4m−2l−2k+2)
n−1,m,l,k
+t˜
(−4n−4m−2l−2k−2)
0,n+m,l,k
t˜
(−4m−2l−2k+2)
0,m−1,l,k
t˜
(−4n−4m−2l−2k+2)
n,m−1,l,k
, k=1,2, (16)
(C3,C6,C2,C5,C4,C5,C2,
C3, C6, C2, C4, C5, C2, · · · , C3, C6, C2, C4, C5, C2︸ ︷︷ ︸
k−2
)
p˜
(−2k−4)
0,0,1,k =p˜
′
(−2k−2)
0,0,1,k−1=
t˜
(−2k+6)
0,0,0,k−4
t˜
(−2k+2)
0,0,0,k−2
t˜
(−2k−2)
0,0,0,k
p˜
(−2k−4)
0,0,2,k−1
+t˜
(−2k+8)
0,0,0,k−5
t˜
(−2k+4)
0,0,0,k−3
t˜
(−2k)
0,0,0,k−1
t˜
(−2k−4)
0,0,0,k+1
p˜
(−2k−2)
0,1,0,k−2
p˜
(−2k−2)
0,0,1,k−1
, k≥3, l=1, (17)
p˜
(−2k−2l−2)
0,0,l,k =p˜
′
(−2k−2l)
0,0,l,k−1=
p˜
(−2k−2l)
0,0,l−1,k
p˜
(−2k−2l−2)
0,0,l+1,k−1
+t˜
(−2k+8)
0,0,0,k−5
t˜
(−2k−2l−2)
0,0,0,k+l
p˜
(−2k−2l)
0, l+12 ,0,k−2
p˜
(−2k−2l+2)
0, l−12 ,0,k−1
p˜
(−2k−2l)
0,0,l,k−1
, k≥3, l is odd, l≥3, (18)
p˜
(−2k−2l−2)
0,0,l,k =p˜
′
(−2k−2l)
0,0,l,k−1=
p˜
(−2k−2l)
0,0,l−1,k
p˜
(−2k−2l−2)
0,0,l+1,k−1
+t˜
(−2k+8)
0,0,0,k−5
t˜
(−2k−2l−2)
0,0,0,k+l
p˜
(−2k−2l+2)
0, l2 ,0,k−2
p˜
(−2k−2l)
0, l2 ,0,k−1
p˜
(−2k−2l)
0,0,l,k−1
, k≥3, l is even, l≥2, (19)
(C3,C6,C2,C5,C4,C5,
C2, C3, C6, C2, C4, C5, · · · , C2, C3, C6, C2, C4, C5︸ ︷︷ ︸
k−1
2 , k is odd
)
(C3,C6,C2,C5,C4,C5,C2,C3,C6,
C2, C4, C5, C2, C3, C6, · · · , C2, C4, C5, C2, C3, C6︸ ︷︷ ︸
k−2
2 , k is even
)
p˜
(−2k−6)
0,1,0,k =p˜
′
(−2k−2)
0,1,0,k−2=
t˜
(−2k+2)
0,0,0,k−2
t˜
(s+4)
0,0,0,k
p˜
(−2k−6)
0,2,0,k−2
+p˜
(−2k−6)
0,0,2,k
t˜
(−2k−2)
1,0,0,k−2
p˜
(−2k−2)
0,1,0,k−2
, k≥3, m=1, (20)
p˜
(−4m−2k−2)
0,m,0,k =p˜
′
(−4m−2k+2)
0,m,0,k−2 =
p˜
(−4m−2k+2)
0,m−1,0,k
p˜
(−4m−2k−2)
0,m+1,0,k−2
+p˜
(−4m−2k−2)
0,0,2m,k
t˜
(−4m−2k+2)
m,0,0,k−2
p˜
(−4m−2k+2)
0,m,0,k−2
, k≥3, m≥2, (21)
t˜
(−4n−2k−2)
n,0,0,k =t˜
′
(−4n−2k+2)
n,0,0,k−2 =
t˜
(−4n−2k+2)
n−1,0,0,k
t˜
(−4n−2k−2)
n+1,0,0,k−2
+p˜
(−4n−2k−2)
0,n,0,k
t˜
(−2k−2n+2)
n,0,0,k−2
, k≥3. (22)
Table 1. Mutation sequences.
4.3. The equations in the system of type F4 correspond to mutations in the cluster
algebra A . Equation (1) corresponds to Equation (3.1) in Theorem 3.4, Equations (2) and
(3) correspond to Equation (3.2) in Theorem 3.4. Equations (4)–(22) correspond to Equations
(3.3)–(3.21) in Theorem 3.4 respectively. Therefore we have the following theorem.
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Theorem 4.1. Each minimal affinizations in Theorem 3.4 corresponds to a cluster variable in
A defined in Section 4.1.
5. The dual system of Theorem 3.4
In this section, we study the dual system of Theorem 3.4.
Theorem 5.1 (Theorem 3.9, [Her07]). For l,m, n ∈ Z≥1, s ∈ Z, the modules T
(s)
n,m,0,0, T
(s)
n,0,l,0,
T
(s)
0,m,l,0, T
(s)
n,m,l,0 are anti-special.
We have the following theorem.
Theorem 5.2. The modules
T˜
(s)
0,0,l,k, T
(s)
n,0,l,0, T
(s)
0,m,l,0, T
(s)
n,m,0,0, T
(s)
n,m,l,0, T
(s)
n,0,0,k,T
(s)
n,m,0,k(k ≤ 2),
T
(s)
n,m,l,k(k ≤ 2), T
(s)
n,0,l,k(k ≤ 2), T
(s)
0,m,l,k(k ≤ 2), P
(s)
0,0,l,k, P
(s)
0,m,0,k,
where k, l,m, n ∈ Z≥1, s ∈ Z, are anti-special.
Proof. The proof of the theorem follows from dual arguments in the proof of Theorem 3.3. 
Lemma 5.3. Let ι : ZP → ZP be a homomorphism of rings such that Y1,aqs 7→ Y
−1
1,aq18−s
,
Y2,aqs 7→ Y
−1
2,aq18−s
, Y3,aqs 7→ Y
−1
3,aq18−s
, Y4,aqs 7→ Y
−1
4,aq18−s
for all a ∈ C×, s ∈ Z. Then
χq(T˜
(s)
k,l,m,n) = ι(χq(T
(s)
k,l,m,n)), χq(T
(s)
k,l,m,n) = ι(χq(T˜
(s)
k,l,m,n)).
Proof. The proof is similar to Lemma 7.3 in [LM13]. 
Theorem 5.4. For s ∈ Z, k, l,m, n ∈ Z≥0, we have the following system of equations.
[T˜
(−2)
0,0,l−1,k][T˜
(−2)
0,0,l,k] = [T˜
(−2)
0,0,l,k−1][T˜
(−2)
0,0,l−1,k+1] + [T˜
(−2)
0,0,k+l,0][T˜
(−2)
0,0,l−1,0], (5.1)
[T
(s+4)
n,m−1,0,0][T
(s)
n,m,0,0] = [T
(s+4)
n−1,m,0,0][T
(s)
n+1,m−1,0,0] + [T
(s+4n+4)
0,m−1,0,0 ][T
(s)
0,n+m,0,0], (5.2)
[T
(s+4)
n,0,0,0][T
(s)
n,0,1,0] = [T
(s+4)
n−1,0,1,0][T
(s)
n+1,0,0,0] + [T
(s)
0,n,1,0], (5.3)
[T
(s+4)
n,0,l−2,0][T
(s)
n,0,l,0] = [T
(s+4)
n−1,0,l,0][T
(s)
n+1,0,l−2,0] + [T
(s+4n+4)
0,0,l−2,0 ][T
(s)
0,n,l,0], l ≥ 2, (5.4)
[T
(s+4)
0,m,0,0][T
(s)
0,m,1,0] = [T
(s+4)
0,m−1,1,0][T
(s)
0,m+1,0,0] + [T
(s+4)
m,0,0,0][T
(s)
0,0,1+2m,0], (5.5)
[T
(s+4)
0,m,l−2,0][T
(s)
0,m,l,0] = [T
(s+4)
0,m−1,l,0][T
(s)
0,m+1,l−2,0] + [T
(s+4)
m,0,l−2,0][T
(s)
0,0,l+2m,0], l ≥ 2 (5.6)
[T
(s+4)
n,m−1,l,0][T
(s)
n,m,l,0] = [T
(s+4)
n−1,m,l,0][T
(s)
n+1,m−1,l,0] + [T
(s+4n+4)
0,m−1,l,0 ][T
(s)
0,n+m,l,0], (5.7)
[T
(s+4)
n,0,0,0][T
(s)
n,0,0,k] = [T
(s+4)
n−1,0,0,k][T
(s)
n+1,0,0,0] + [T
(s)
0,n,0,k], k = 1, 2, (5.8)
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[T
(s+4)
0,m,0,0][T
(s)
0,m,0,k] = [T
(s+4)
0,m−1,0,k][T
(s)
0,m+1,0,0] + [T
(s)
0,0,2m,k][T
(s+4)
m,0,0,0], k = 1, 2, (5.9)
[T
(s+4)
n,0,0,k−1][T
(s)
n,0,1,k] = [T
(s+4)
n−1,0,1,k][T
(s)
n+1,0,0,k−1] + [T
(s)
0,n,1,k], k = 1, 2, (5.10)
[T
(s+4)
0,m,0,k−1][T
(s)
0,m,1,k] = [T
(s+4)
0,m−1,1,k][T
(s)
0,m+1,0,k−1] + [T
(s)
0,0,1+2m,k][T
(s+4)
m,0,0,k−1], k = 1, 2, (5.11)
[T
(s+4)
n,0,l−2,k][T
(s)
n,0,l,k] = [T
(s+4)
n−1,0,l,k][T
(s)
n+1,0,l−2,k] + [T
(s)
0,n,l,k][T
(s+4n+4)
0,0,l−2,k ], k = 1, 2, l ≥ 2, (5.12)
[T
(s+4)
0,m,l−2,k][T
(s)
0,m,l,k] = [T
(s+4)
0,m−1,l,k][T
(s)
0,m+1,l−2,k] + [T
(s)
0,0,l+2m,k][T
(s+4)
m,0,l−2,k], k = 1, 2, l ≥ 2, (5.13)
[T
(s+4)
n,m−1,0,k][T
(s)
n,m,0,k] = [T
(s+4)
n−1,m,0,k][T
(s)
n+1,m−1,0,k] + [T
(s)
0,n+m,0,k][T
(s+4)
0,m−1,0,k], k = 1, 2, (5.14)
[T
(s+4)
n,m−1,l,k][T
(s)
n,m,l,k] = [T
(s+4)
n−1,m,l,k][T
(s)
n+1,m−1,l,k] + [T
(s)
0,n+m,l,k][T
(s+4n+4)
0,m−1,l,k ], k = 1, 2, (5.15)
[P
(s+2)
0,0,1,k−1][P
(s)
0,0,1,k] = [T
(s+10)
0,0,0,k−4][T
(s+6)
0,0,0,k−2][T
(s+2)
0,0,0,k][P
(s)
0,0,2,k−1]
+ [T
(s+12)
0,0,0,k−5][T
(s+8)
0,0,0,k−3][T
(s+4)
0,0,0,k−1][T
(s)
0,0,0,k+1][P
(s+2)
0,1,0,k−2], k ≥ 3,
(5.16)
[P
(s+2)
0,0,l,k−1][P
(s)
0,0,l,k] = [P
(s+2)
0,0,l−1,k][P
(s)
0,0,l+1,k−1] + [T
(s+2l+10)
0,0,0,k−5 ][T
(s)
0,0,0,k+l][P
(s+2)
0, l+1
2
,0,k−2
][P
(s+4)
0, l−1
2
,0,k−1
],
(5.17)
where k ≥ 3, l is odd, l ≥ 3,
[P
(s+2)
0,0,l,k−1][P
(s)
0,0,l,k] = [P
(s+2)
0,0,l−1,k][P
(s)
0,0,l+1,k−1] + [T
(s+2l+10)
0,0,0,k−5 ][T
(s)
0,0,0,k+l][P
(s+4)
0, l
2
,0,k−2
][P
(s+2)
0, l
2
,0,k−1
],
(5.18)
where k ≥ 3, l is even, l ≥ 2,
[P
(s+4)
0,1,0,k−2][P
(s)
0,1,0,k] = [T
(s+8)
0,0,0,k−2][T
(s+4)
0,0,0,k][P
(s)
0,2,0,k−2] + [P
(s)
0,0,2,k][T
(s+4)
1,0,0,k−2], k ≥ 3, (5.19)
[P
(s+4)
0,m,0,k−2][P
(s)
0,m,0,k] = [P
(s+4)
0,m−1,0,k][P
(s)
0,m+1,0,k−2] + [P
(s)
0,0,2m,k][T
(s+4)
m,0,0,k−2], k ≥ 3, m ≥ 2, (5.20)
[T
(s+4)
n,0,0,k−2][T
(s)
n,0,0,k] = [T
(s+4)
n−1,0,0,k][T
(s)
n+1,0,0,k−2] + [P
(s)
0,n,0,k], k ≥ 3. (5.21)
Moreover, every module in the summands on the right hand side of above equation is simple.
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Proof. The lowest weight monomial of χq(T˜
(s)
n,m,l,k) is obtained from the highest weight monomial
of χq(T˜
(s)
n,m,l,k) by the substitutions: 1s 7→ 1
−1
18+s, 2s 7→ 2
−1
18+s, 3s 7→ 3
−1
18+s, 4s 7→ 4
−1
18+s. After we
apply ι to χq(T˜
(s)
n,m,l,k), the lowest weight monomial of χq(T˜
(s)
n,m,l,k) becomes the highest weight
monomial of ι(χq(T˜
(s)
n,m,l,k)). Therefore the highest weight monomial of ι(χq(T
(s)
n,m,l,k)) is obtained
from the lowest weight monomial of χq(T˜
(s)
n,m,l,k) by the substitutions: 1s 7→ 1
−1
18−s, 2s 7→ 2
−1
18−s,
3s 7→ 3
−1
18−s, 4s 7→ 4
−1
18−s. It follows that the highest weight monomial of ι(χq(T˜
(s)
n,m,l,k)) is
obtained from the highest weight monomial of χq(T˜
(s)
n,m,l,k) by the substitutions: 1s 7→ 1−s,
2s 7→ 2−s, 3s 7→ 3−s, 4s 7→ 4−s. Therefore the dual system is obtained applying ι to both sides
of every equation of the system in Theorem 3.4.
The simplify of every module in the summands on the right hand side of every equation follows
from Theorem 3.6 and Lemma 5.3. 
Example 5.5. The following are some equations in the system in Theorem 5.4.
[12][1421] = [1412][21] + [2321],
[1412][161421] = [1421][161412] + [252321],
[161412][18161421] = [161421][18161412] + [27252321],
[34][102338] = [1023][3438] + [10232527][46],
[3438][102338312 = [102338][3438312] + [1023252729211][46410],
[3438312][102338312316] = [102338312][3438312316] + [1023252729211213215][46410414],
[46][1023410] = [1023][46410] + [102338],
[46410][1023410414] = [1023410][46410414] + [102338312],
[46410414][1023410414418] = [1023410414][46410414418] + [102338312316].
5.1. The system in Theorem 5.4. By replacing each [T˜
(s)
n,m,l,k] (resp. [T
(s)
n,m,l,k]) in the system
of Theorem 5.4 with χ(m˜n,m,l,k) (resp. χ(mn,m,l,k)), we obtain a system of equations consisting
of the characters of Uqg-modules. The following are two equations in the system.
χ(m˜0,0,l−1,k)χ(m˜0,0,l,k) = χ(m˜0,0,l,k−1)χ(m˜0,0,l−1,k+1) + χ(m˜0,0,k+l,0)χ(m˜0,0,l−1,0),
χ(mn,m−1,0,0)χ(mn,m,0,0) = χ(mn−1,m,0,0)χ(mn+1,m−1,0,0) + χ(m0,m−1,0,0)χ(m0,n+m,0,0).
5.2. Relation between the system in Theorem 5.4 and cluster algebras. Let I = {1, 2,
3, 4} and
S = {2u | u ∈ Z≥0},
S′ = {2u+ 1 | u ∈ Z≥0}.
Let
V = ({1} × S) ∪ ({2} × S′) ∪ ({3} × S) ∪ ({4} × S).
A quiver Q˜ with vertex set V will be defined as follows. The arrows of Q˜ are given by the
following rule: there is an arrow from the vertex (i, r) to the vertex (j, s) if and only if bij 6= 0
and s = r − bij + di − dj .
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Let t˜ = t˜1 ∪ t˜2, where
t˜1 = {t˜
(−2)
0,0,l,0, t˜
(−4)
0,0,0,k | k, l ∈ Z≥1}
and
t˜2 = {t
(−4n+4)
n,0,0,0 , t
(−4m)
0,m,0,0, t
(−4n+2)
n,0,0,0 , t
(−4m+2)
0,m,0,0 , t
(−2l−2)
0,0,l,0 , t
(2k−2)
0,0,0,k | k, l,m, n ∈ Z≥1}.
Let A˜ be the cluster algebra defined by the initial seed (t˜, Q˜). By similar arguments in
Section 4, we have the following theorem.
Theorem 5.6. Every equation in the system in Theorem 5.4 corresponds to a mutation equation
in the cluster algebra A˜ . Every minimal affinization in the system in Theorem 5.4 corresponds
to a cluster variable of the cluster algebra A˜ .
6. Proof of theorem 3.3
In this section, we prove Theorem 3.3. Namely, we will prove that for s ∈ Z, k, l,m, n ∈ Z≥1,
the modules
T
(−2)
0,0,l,k, T˜
(s)
n,0,l,0, T˜
(s)
0,m,l,0, T˜
(s)
n,m,0,0, T˜
(s)
n,m,l,0, T˜
(s)
n,0,0,k, T˜
(s)
n,m,0,k (k ≤ 2),
T˜
(s)
n,m,l,k (k ≤ 2), T˜
(s)
n,0,l,k (k ≤ 2), T˜
(s)
0,m,l,k (k ≤ 2), P˜
(s)
0,0,l,k, P˜
(s)
0,m,0,k,
(6.1)
are special. Since the modules
T
(s)
0,0,0,k, T
(s)
0,0,l,0, T
(s)
0,m,0,0, T
(s)
m,0,0,0, T˜
(s)
0,0,0,k, T˜
(s)
0,0,l,0, T˜
(s)
0,m,0,0, T˜
(s)
n,0,0,0,
are Kirillov-Reshetikhin modules, they are special. By Theorem 3.1, the modules T˜
(s)
n,m,0,0, T˜
(s)
n,0,l,0,
T˜
(s)
0,m,l,0, T˜
(s)
n,m,l,0 are special. In the following, we will prove that the other modules in (6.1) are
special. Without loss of generality, we may assume that s = 0 in T˜ (s), where T˜ is a module in
(6.1).
6.1. The cases of T˜
(0)
n,0,0,k, T
(−2)
0,0,l,k, P˜
(s)
0,0,l,k, and P˜
(s)
0,m,0,k. Since the proof of each case is similar
to each other, we give a detailed proof of the case of T˜
(0)
n,0,0,k as follows.
Let m+ = T˜
(0)
n,0,0,k with n, k ∈ Z≥1. Then
m+ = (4044 · · · 44n−4)(14n+414n+6 · · · 14n+2k+2).
Suppose that n = 1. Let
U = I × {aqs : s ∈ Z, s ≤ 2k + 6}.
Since all monomials in M (χq(m+)− truncm+Q−U
χq(m+)) are right-negative, it is sufficient to
show that truncm+Q−U
χq(m+) is special.
Let
M = {m0 = m+,m1 = m0A
−1
4,2,m2 = m1A
−1
3,4,m3 = m2A
−1
2,6,m4 = m3A
−1
2,4,m5 = m4A
−1
3,6,m6 = m5A
−1
4,8}.
It is easy to see that M satisfies the conditions in Theorem 2.4. Therefore
truncm+Q−U
χq(m+) =
∑
m∈M
m
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and hence truncm+Q−U
χq(m+) is special.
Suppose that n ≥ 2. In the following, we write m+ = m
′
1m
′
2 = m
′′
1m
′′
2 for some monomi-
als m′1,m
′
2,m
′′
1,m
′′
2 . We will show that the only dominant monomial in M (χq(m
′
1)χq(m
′
2)) ∩
M (χq(m
′′
1)χq(m
′′
2)) is m+ which implies that L(m+) is special.
Let m+ = m
′
1m
′
2, where
m′1 = 4044 · · · 44n−8, m
′
2 = 44n−414n+414n+6 · · · 14n+2k+2.
We have shown that L(m′2) is special. Therefore the Frenkel-Mukhin algorithm works for
L(m′2). We will use the Frenkel-Mukhin algorithm to compute χq(L(m
′
1)), χq(L(m
′
2)) and classify
all dominant monomials in χq(L(m
′
1))χq(L(m
′
2)). Let m = m1m2 be a dominant monomial,
where mi ∈ M (L(m
′
i)), i = 1, 2.
Suppose that m2 6= m
′
2. If m2 is right-negative, then m is a right negative monomial and
therefore m is not dominant, this is a contradiction. Hence m2 is not right-negative. Through
the above discussion, m2 is one of the following monomials
m¯1 = m
′
2A
−1
4,4n−2 = 4
−1
4n 34n−214n+414n+6 · · · 14n+2k+2,
m¯2 = m¯1A
−1
3,4n = 3
−1
4n+224n−124n+114n+414n+6 · · · 14n+2k+2,
m¯3 = m¯2A
−1
2,4n+2 = 24n−12
−1
4n+314n+214n+414n+6 · · · 14n+2k+2,
m¯4 = m¯2A
−1
2,4n = 34n2
−1
4n+12
−1
4n+314n14n+214n+414n+6 · · · 14n+2k+2,
m¯5 = m¯4A
−1
3,4n+2 = 44n+23
−1
4n+414n14n+214n+414n+6 · · · 14n+2k+2,
m¯6 = m¯4A
−1
4,4n+4 = 4
−1
4n+614n14n+214n+414n+6 · · · 14n+2k+2.
We nextly discuss m2 as follows:
Case 1. The factor 44n can only come from the monomials in χq(44n−8), the monomials in
χq(44n−8) which contain a factor 44n are
3−14n+244n−244n, 24n+124n+33
−1
4n+23
−1
4n+444n, 14n+424n+12
−1
4n+53
−1
4n+244n, 1
−1
4n+41
−1
4n+644n,
14n+214n+42
−1
4n+32
−1
4n+544n, 1
−1
4n+624n+13
−1
4n+244n, 14n+21
−1
4n+62
−1
4n+344n.
(6.2)
The negative factors in (6.2) can not be canceled by monomials in χq(44n−12). However, the
negative factor 1−14n+41
−1
4n+644n can be canceled by m¯1. Therefore m2 = m¯1 in the situation.
Case 2. The factor 34n+2 can only come from the monomials in χq(44n−8), the monomials
in χq(44n−8) which contain a factor 34n+2 are
14n+214n+42
−1
4n+32
−1
4n+534n+24
−1
4n+4, 14n+21
−1
4n+62
−1
4n+334n+24
−1
4n+4, 1
−1
4n+41
−1
4n+634n+24
−1
4n+4. (6.3)
The negative factors in (6.3) can not be canceled by monomials in χq(44n−12).
Case 3. The factors 24n+3, 34n+4, 44n+6 can only come from the monomials in χq(44n−8), the
monomials in χq(44n−8) which contain factors 24n+3, 34n+4, 44n+6 are
14n−424n+33
−1
4n+4, 1
−1
4n−224n−324n+33
−1
4n+4, 2
−1
4n−124n+334n−23
−1
4n+4,
24n+124n+33
−1
4n+23
−1
4n+444n, 24n+124n+33
−1
4n+44
−1
4n+4, 1
−1
4n+424n+32
−1
4n+7,
1−14n+41
−1
4n+624n+324n+53
−1
4n+6, 3
−1
4n+844n+6, 2
−1
4n+52
−1
4n+734n+4.
(6.4)
The negative factors in (6.4) can not be canceled by monomials in χq(44n−12).
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Since
χq(4044 · · · 44n−8) ⊆ χq(4044 · · · 44n−12)χq(44n−8) ⊆ χq(4044 · · · 44n−16)χq(44n−12)χq(44n−8),
and m = m1m2 is dominant, m2 = m
′
2 or m¯1.
Suppose that m2 = m¯1. By the above discussion, m is in
χq(4044 · · · 44n−12)34n−214n+8 · · · 14n+2k+2. (6.5)
Suppose that m2 = m
′
2. If m1 6= m
′
1, then m1 is right negative. Since m is dominant,
each factor with a negative power in m1 needs to be canceled by a factor in m
′
2. We have
M (L(m′1)) ⊂ M (χq(4044 · · · 44n−12)) χq(L(44n−8)). Only monomials in χq(L(44n−8)) can cancel
44n−4, 14n+4, 14n+6. Therefore m1 is one of the sets
M (χq(4044 · · · 44n−12))34n−64
−1
4n−4,
M (χq(4044 · · · 44n−12))1
−1
4n+41
−1
4n+644n,
M (χq(4044 · · · 44n−12))1
−1
4n+41
−1
4n+634n+244n+4,
M (χq(4044 · · · 44n−12))1
−1
4n+41
−1
4n+624n+324n+53
−1
4n+6,
M (χq(4044 · · · 44n−12))1
−1
4n+424n+32
−1
4n+7,
M (χq(4044 · · · 44n−12))14n−41
−1
4n+6,
M (χq(4044 · · · 44n−12))1
−1
4n−21
−1
4n+624n−3,
M (χq(4044 · · · 44n−12))1
−1
4n+62
−1
4n−134n−2,
M (χq(4044 · · · 44n−12))1
−1
4n+624n+13
−1
4n+244n,
M (χq(4044 · · · 44n−12))14n+21
−1
4n+62
−1
4n+344n,
M (χq(4044 · · · 44n−12))1
−1
4n+624n+14
−1
4n+4,
M (χq(4044 · · · 44n−12))14n+21
−1
4n+62
−1
2n+334n+24
−1
4n+4,
M (χq(4044 · · · 44n−12))14n+21
−1
4n+624n+53
−1
4n+6.
By (6.4), we know that m1 /∈ M (χq(4044 · · · 44n−12))1
−1
4n+62
−1
4n−134n−2. The factors which
contain 14n−2 in χq(4n − 12) are
14n−214n2
−1
4n−12
−1
4n+144n−4, 14n−214n2
−1
4n−12
−1
4n+134n−24
−1
4n , 14n−21
−1
4n+22
−1
4n−144n−4,
14n−21
−1
4n+22
−1
4n−134n−24
−1
4n , 14n−214n3
−1
4n+2, 14n−21
−1
4n+224n+13
−1
4n+2, 14n−22
−1
4n+3.
(6.6)
The negative factors in (6.6) can not be canceled by monomials in χq(44n−16).
Since χq(4044 · · · 44n−12) ⊆ χq(4044 · · · 44n−16)χq(4n− 12) and 14n+4, 14n+6, 24n+7 /∈ χq(4n−
12). Therefore m1 is in one of the sets
M (χq(4044 · · · 44n−12))34n−64
−1
4n−4,
M (χq(4044 · · · 44n−12))14n−41
−1
4n+6.
Therefore m is in one of the sets
M (χq(4044 · · · 44n−12))34n−614n+414n+6 · · · 14n+2k+2, (6.7)
M (χq(4044 · · · 44n−12))14n−444n−414n+414n+8 · · · 14n+2k+2. (6.8)
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Let m+ = m
′′
1m
′′
2 , where
m′′1 = 4044 · · · 44n−4, m
′′
2 = 14n+414n+6 · · · 14n+2k+2.
If m is the expressions of (6.5) (6.7), (6.8), we know that m /∈ M (χq(m
′′
1)χq(m
′′
2)) by the
Frenkel-Mukhin algorithm.
Therefore the only dominant monomial in M (χq(m
′
1)χq(m
′
2)) ∩ M (χq(m
′′
1)χq(m
′′
2)) is m+.
Hence the only dominant monomial in χq(m+) is m+.
6.2. The case of T˜
(0)
n,m,0,k (k ≤ 2), T˜
(0)
n,0,l,k (k ≤ 2), and T˜
(0)
0,m,l,k (k ≤ 2). Since the proof of each
case is similar to each other, we give a detailed proof of the case of T˜
(0)
n,m,0,k (k ≤ 2) as follows.
Let m+ = T˜
(0)
n,m,0,k with n,m, k ∈ Z≥1 and k ≤ 2. Then
m+ = (4044 · · · 44n−4)(34n+234n+6 · · · 34n+4m−2)(14n+4m+4 · · · 14n+4m+2k+2).
Let
m′1 = (4044 · · · 44n−4)(34n+234n+6 · · · 34n+4m−2), m
′
2 = (14n+4m+4 · · · 14n+4m+2k+2),
m′′1 = (4044 · · · 44n−4), m
′′
2 = (34n+234n+6 · · · 34n+4m−2)(14n+4m+4 · · · 14n+4m+2k+2).
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)).
By using similar arguments as in Subsection 6.1, we can show that the only possible dominant
monomial in χq(m
′
1)χq(m
′
2) ∩ χq(m
′′
1)χq(m
′′
2) is m+. Hence the only dominant monomial in
χq(m+) is m+.
6.3. The case of T˜
(0)
n,m,l,k(k ≤ 2). Let m+ = T˜
(0)
n,m,l,k with n,m, l, k ∈ Z≥1 and k ≤ 2. Then
m+ =(4044 · · · 44n−4)(34n+234n+6 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1)
(14n+4m+2l+414n+4m+2l+1+6 · · · 14n+4m+2l+2k+2).
Let
m′1 = (4044 · · · 44n−4)(34n+234n+6 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1),
m′2 = (14n+4m+2l+414n+4m+2l+1+6 · · · 14n+4m+2l+2k+2),
m′′1 = (4044 · · · 44n−4),
m′′2 = (34n+234n+6 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1)(14n+4m+2l+414n+4m+2l+1+6 · · · 14n+4m+2l+2k+2).
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)).
By using similar arguments as in Subsection 6.1, we can show that the only possible dominant
monomial in χq(m
′
1)χq(m
′
2) ∩ χq(m
′′
1)χq(m
′′
2) is m+. Hence the only dominant monomial in
χq(m+) is m+.
7. Proof of Theorem 3.4
In this section, we prove Theorem 3.4.
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7.1. Classification of dominant monomials in the summands on both sides of the
system. In Section 6, we have shown that for s ∈ Z, k, l,m, n ∈ Z≥1, the modules in Theorem
3.3 are special. Now we use the Frenkel-Mukhin algorithm to classify dominant monomials in
the summands on both sides of the system in Theorem 3.4.
Lemma 7.1. The dominant monomials in each summand on the left and right hand sides of
every equation in the system of Theorem 3.4 are given in Table 2 and 3.
Proof. We will prove the case of (3.15), the other cases are similar.
Let m′1 = T˜
(s+4)
n,m−1,l,k, m
′
2 = T˜
(s)
n,m,l,k. Without loss of generality, we may assume that s = 0.
Then
m′1 =(44 · · · 44n)(34n+634n+10 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1)
(14n+4m+2l+414n+4m+2l+6 · · · 14n+4m+2l+2k+2),
m′2 =(4044 · · · 44n−4)(34n+234n+6 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1)
(14n+4m+2l+414n+4m+2l+6 · · · 14n+4m+2l+2k+2).
Let m = m1m2 be a dominant monomial, where mi ∈ χq(m
′
i), i = 1, 2. We denote
m3 =(34n+634n+10 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1)
(14n+4m+2l+414n+4m+2l+6 · · · 14n+4m+2l+2k+2),
m4 =(34n+234n+6 · · · 34n+4m−2)(24n+4m+324n+4m+5 · · · 24n+4m+2l+1)
(14n+4m+2l+414n+4m+2l+6 · · · 14n+4m+2l+2k+2).
Suppose thatm1 ∈ χq(44 · · · 44n)(χq(m3)−m3), thenm = m1m2 is right negative and hencem
is not dominant. Therefor m1 ∈ χq(44 · · · 44n)m3. Similarly, if m2 ∈ χq(4044 · · · 44n−4)(χq(m4)−
m4), then m = m1m2 is right negative and hence m is not dominant. This contradicts our
assumption. Therefore m2 ∈ χq(4044 · · · 44n−4)m4.
Suppose that m1 ∈ M (L(m
′
1)) ∩ M (χq(44 · · · 44n−4)(χq(44n) − 44n)m3). By the Frenkel-
Mukhin algorithm for L(m′1), m1 must have the factor 4
−1
4n+4. But by the Frenkel-Mukhin
algorithm and the fact that m2 ∈ χq(4044 · · · 44n−4)m4, m2 does not have the factor 44n+4.
Therefore m1m2 is not dominant. Hence m1 ∈ χq(44 · · · 44n−4)44nm3. It follows that m1 = m
′
1.
By the Frenkel-Mukhin algorithm and the fact that m2 ∈ χq(4044 · · · 44n−4)m4, m2 must be
one of the following monomials,
v1 = m
′
2A
−1
4,4n−2 = 4044 · · · 44n−84
−1
4n 34n−2m4,
v2 = m
′
2A
−1
4,4n−2A
−1
4,4n−6 = 4044 · · · 44n−124
−1
4n−44
−1
4n 34n−634n−2m4,
· · ·
vn = m
′
2A
−1
4,4n−2A
−1
4,4n−6 · · ·A
−1
4,2 = 4
−1
4 · · · 4
−1
4n−44
−1
4n 32 · · · 34n−634n−2m4.
It follows that the dominant monomials in χq(T˜
(s+4)
n,m−1,l,k)χq(T˜
(s)
n,m,l,k) are
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Equations Summands in the equations M Dominant monomials
(3.1) χq(T (−2)0,0,l−1,k)χq(T
(−2)
0,0,l,k) M=T
(−2)
0,0,l−1,kT
(−2)
0,0,l,k
Mr=M
∏r−1
i=0 A
−1
1,aq−2l−1−2i
,
0≤r≤k
(3.1) χq(T (−2)0,0,l,k−1)χq(T
(−2)
0,0,l−1,k+1) M=T
(−2)
0,0,l,k−1T
(−2)
0,0,l−1,k+1
Mr=M
∏r−1
i=0 A
−1
1,aq−2l−1−2i
,
0≤r≤k−1
(3.1) χq(T (−2)0,0,k+l,0)χq(T
(−2)
0,0,l−1,0) M=T
(−2)
0,0,k+l,0T
(−2)
0,0,l−1,0 M
(3.2) χq(T˜ (s+4)n,m−1,0,0)χq(T˜
(s)
n,m,0,0) M=T˜
(s+4)
n,m−1,0,0T˜
(s)
n,m,0,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.2) χq(T˜ (s+4)n−1,m,0,0)χq(T˜
(s)
n+1,m+1,0,0) M=T˜
(s+4)
n−1,m,0,0T˜
(s)
n+1,m−1,0,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
−1≤r≤n−1
(3.2) χq(T˜ (s+4n+4)0,m−1,0,0 )χq(T˜
(s)
0,n+m,0,0) M=T˜
(s+4n+4)
0,0,l−2,0 T˜
(s)
0,n,l,0 M
(3.3) χq(T˜ (s+4)n,0,0,0)χq(T˜
(s)
n,0,1,0) M=T˜
(s+4)
n,0,0,0T˜
(s)
n,0,1,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.3) χq(T˜ (s+4)n−1,0,1,0)χq(T˜
(s)
n+1,0,0,0) M=T˜
(s+4)
n−1,0,1,0T˜
(s)
n+1,0,0,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
−1≤r≤n−1
(3.3) χq(T˜ (s)0,n,l,0) M=T˜
(s)
0,n,l,0 M
(3.4) χq(T˜ (s+4)n,0,l−2,0)χq(T˜
(s)
n,0,l,0) M=T˜
(s+4)
n,0,l−2,0T˜
(s)
n,0,l,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.4) χq(T˜ (s+4)n−1,0,l,0)χq(T˜
(s)
n+1,0,l−2,0) M=T˜
(s+4)
n−1,0,l,0T˜
(s)
n+1,0,l−2,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
−1≤r≤n−1
(3.4) χq(T˜ (s+4n+4)0,0,l−2,0 )χq(T˜
(s)
0,n,l,0) M=T˜
(s+4n+4)
0,0,l−2,0 T˜
(s)
0,n,l,0 M
(3.5) χq(T˜ (s+4)0,m,0,0)χq(T˜
(s)
0,m,1,0) M=T˜
(s+4)
0,m,0,0T˜
(s)
0,m,1,0
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.5) χq(T˜ (s+4)0,m−1,1,0)χq(T˜
(s)
0,m+1,0,0) M=T˜
(s+4)
0,m,0,0T˜
(s)
0,m,1,0
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.5) χq(T˜ (s+4)m,0,0,0)χq(T˜
(s)
0,0,1+2m,0) M=T˜
(s+4)
m,0,0,0T˜
(s)
0,0,1+2m,0 M
(3.6) χq(T˜ (s+4)0,m,l−2,0)χq(T˜
(s)
0,m,l,0) M=T˜
(s+4)
0,m,l−2,0T˜
(s)
0,m,l,0
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.6) χq(T˜ (s+4)0,m−1,l,0)χq(T˜
(s)
0,m+1,l−2,0) M=T˜
(s+4)
0,m,l−2,0T˜
(s)
0,m,l,0
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.6) χq(T˜ (s+4)m,0,0,l−2)χq(T˜
(s)
0,0,l+2m,0) M=T˜
(s+4)
m,0,0,l−2T˜
(s)
0,0,l+2m,0 M
(3.7) χq(T˜ (s+4)n,m−1,m,0)χq(T˜
(s)
n,m,l,0) M=T˜
(s+4)
n,m−1,l,0T˜
(s)
n,m,l,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.7) χq(T˜ (s+4)n−1,m,l,0)χq(T˜
(s)
n+1,m−1,l,0) M=T˜
(s+4)
n−1,m,l,0T˜
(s)
n+1,m−1,l,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.7) χq(T˜ (s+4n+4)0,m−1,l,0 )χq(T˜
(s)
0,n+m,l,0) M=T˜
(s+4n+4)
0,m−1,l,0 )T˜
(s)
0,n+m,l,0 M
(3.8) χq(T˜ (s+4)n,0,0,0)χq(T˜
(s)
n,0,0,k) M=T˜
(s+4)
n,0,0,0T˜
(s)
n,0,0,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.8) χq(T˜ (s+4)n−1,0,0,k)χq(T˜
(s)
n+1,0,0,0) M=T˜
(s+4)
n−1,0,0,kT˜
(s)
n+1,0,0,0
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.8) χq(T˜ (s)0,n,0,k) M=T˜
(s)
0,n,0,k M
(3.9) χq(T˜ (s+4)0,m,0,0)χq(T˜
(s)
0,m,0,k) M=T˜
(s+4)
0,m,0,0T˜
(s)
0,m,0,k
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.9) χq(T˜ (s+4)0,m−1,0,k)χq(T˜
(s)
0,m+1,0,0) M=T˜
(s+4)
0,m−1,0,kT˜
(s)
0,m+1,0,0
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.9) χq(T˜ (s+4)m,0,0,0)χq(T˜
(s)
0,0,2m,k) M=T˜
(s+4)
m,0,0,0T˜
(s)
0,0,2m,k M
(3.10) χq(T˜ (s+4)n,0,0,k−1)χq(T˜
(s)
n,0,1,k) M=T˜
(s+4)
n,0,0,k−1T˜
(s)
n,0,1,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.10) χq(T˜ (s+4)n−1,0,1,k)χq(T˜
(s)
n+1,0,0,k−1) M=T˜
(s+4)
n−1,0,1,kT˜
(s)
n+1,0,0,k−1
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.10) χq(T˜ (s+4n+4)0,0,0,k−1 )χq(T˜
(s)
0,n,1,k) M=T˜
(s+4n+4)
0,0,0,k−1 T˜
(s)
0,n,l,k M
(3.11) χq(T˜ (s+4)n,0,l−2,k)χq(T˜
(s)
n,0,l,k) M=T˜
(s+4)
n,0,l−2,kT˜
(s)
n,0,l,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.11) χq(T˜ (s+4)n−1,0,l,k)χq(T˜
(s)
n+1,0,l−2,k) M=T˜
(s+4)
n−1,0,l,kT˜
(s)
n+1,0,l−2,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.11) χq(T˜ (s+4n+4)0,0,l−2,k )χq(T˜
(s)
0,n,l,k) M=T˜
(s+4n+4)
0,0,l−2,k T˜
(s)
0,n,l,k M
(3.12) χq(T˜ (s+4)0,m,0,k−1)χq(T˜
(s)
0,m,1,k) M=T˜
(s+4)
0,m,0,k−1T˜
(s)
0,m,1,k
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.12) χq(T˜ (s+4)0,m−1,1,k)χq(T˜
(s)
0,m+1,0,k−1) M=T˜
(s+4)
0,m−1,1,kT˜
(s)
0,m+1,0,k−1
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.12) χq(T˜ (s+4)m,0,0,k−1)χq(T˜
(s)
0,0,1+2m,k) M=T˜
(s+4)
m,0,0,k−1T˜
(s)
0,0,1+2m,k M
(3.13) χq(T˜ (s+4)0,m,l−2,k)χq(T˜
(s)
0,m,l,k) M=T˜
(s+4)
0,m,l−2,kT˜
(s)
0,m,l,k
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.13) χq(T˜ (s+4)0,m−1,l,k)χq(T˜
(s)
0,m+1,l−2,k) M=T˜
(s+4)
0,m−1,l,kT˜
(s)
0,m+1,l−2,k
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.13) χq(T˜ (s+4)m,0,l−2,k)χq(T˜
(s)
0,0,l+2m,k) M=T˜
(s+4)
m,0,l−2,kT˜
(s)
0,0,l+2m,k M
(3.14) χq(T˜ (s+4)n,m−1,0,k)χq(T˜
(s)
n,m,0,k) M=T˜
(s+4)
n,m−1,0,kT˜
(s)
n,m,0,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.14) χq(T˜ (s+4)n−1,m,0,k)χq(T˜
(s)
n+1,m−1,0,k) M=T˜
(s+4)
n−1,m,0,kT˜
(s)
n+1,m−1,0,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.14) χq(T˜ (s+4)0,m−1,0,k)χq(T˜
(s)
0,n+m,0,k) M=T˜
(s+4)
0,m−1,0,k T˜
(s)
0,n+m,0,k M
(3.15) χq(T˜ (s+4)n,m−1,l,k)χq(T˜
(s)
n,m,l,k
) M=T˜
(s+4)
n,m−1,l,kT˜
(s)
n,m,l,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.15) χq(T˜ (s+4)n−1,m,l,k)χq(T˜
(s)
n+1,m−1,l,k) M=T˜
(s+4)
n−1,m,l,kT˜
(s)
n+1,m−1,l,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.15) χq(T˜ (s+4n+4)0,m−1,l,k )χq(T˜
(s)
0,n+m,l,k) M=T˜
(s)
0,n+m,l,kT˜
(s+4n+4)
0,m−1,l,k M
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(3.16) χq(P˜(s+2)0,0,1,k−1)χq(P˜
(s)
0,0,1,k) M=P˜
(s+2)
0,0,1,k−1P˜
(s)
0,0,1,k
M0=M,M1=MA
−1
2,aqs+4
(3.16) χq(T (s+10)0,0,0,k−4)χq(T
(s+6)
0,0,0,k−2)χq(T
(s+2)
0,0,0,k)χq(P˜
(s)
0,0,2,k−1) M=T
(s+10)
0,0,0,k−4T
(s+6)
0,0,0,k−2T
(s+2)
0,0,0,kP˜
(s)
0,0,2,k−1 M
(3.16) χq(T (s+12)0,0,0,k−5)χq(T
(s+8)
0,0,0,k−3)χq(T
(s+4)
0,0,0,k−1)χq(T
(s)
0,0,0,k+1)χq(P˜
(s+2)
0,1,0,k−2) M=T
(s+12)
0,0,0,k−5T
(s+8)
0,0,0,k−3T
(s+4)
0,0,0,k−1T
(s)
0,0,0,k+1P˜
(s+2)
0,1,0,k−2 M
(3.17) χq(P˜(s+2)0,0,l,k−1)χq(P˜
(s)
0,0,l,k) M=P˜
(s+2)
0,0,l,k−1P˜
(s)
0,0,l,k
Mr=M
∏r−1
i=0 A
−1
2,aqs+2l+2−2i
,
0≤r≤l
(3.17) χq(P˜(s+2)0,0,l−1,k)χq(P˜
(s)
0,0,l+1,k−1) M=P˜
(s+2)
0,0,l−1,kP˜
(s)
0,0,l+1,k−1
Mr=M
∏r−1
i=0 A
−1
2,aqs+2l+2−2i
,
0≤r≤l−1
(3.17) χq(T
(s+2l+10)
0,0,0,k−5 )χq(T
(s)
0,0,0,k+l)χq(P˜
(s+2)
0, l+12 ,0,k−2
)χq(P˜
(s+4)
0, l−12 ,0,k−1
) M=T
(s+2l+10)
0,0,0,k−5 T
(s)
0,0,0,k+lP˜
(s+2)
0, l+12 ,0,k−2
P˜
(s+4)
0, l−12 ,0,k−1
M
(3.18) χq(P˜(s+2)0,0,l,k−1)χq(P˜
(s)
0,0,l,k) M=P˜
(s+2)
0,0,l,k−1P˜
(s)
0,0,l,k
Mr=Mr=M
∏r−1
i=0 A
−1
2,aqs+2l+2−2i
,
0≤r≤l
(3.18) χq(P˜(s+2)0,0,l−1,k)χq(P˜
(s)
0,0,l+1,k−1) M=P˜
(s+2)
0,0,l−1,kP˜
(s)
0,0,l+1,k−1
Mr=Mr=M
∏r−1
i=0 A
−1
2,aqs+2l+2−2i
,
0≤r≤l−1
(3.18) χq(T
(s+2l+10)
0,0,0,k−5 )χq(T
(s)
0,0,0,k+l)χq(P˜
(s+4)
0, l2 ,0,k−2
)χq(P˜
(s+2)
0, l2 ,0,k−1
) M=T
(s+2l+10)
0,0,0,k−5 T
(s)
0,0,0,k+lP˜
(s+4)
0, l2 ,0,k−2
P˜
(s+2)
0, l2 ,0,k−1
M
3.19) χq(P˜(s+4)0,1,0,k−2)χq(P˜
(s)
0,1,0,k) M=P˜
(s+4)
0,1,0,k−2P˜
(s)
0,1,0,k
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.19) χq(T (s+8)0,0,0,k−2)χq(T
(s+4)
0,0,0,k)χq(P˜
(s)
0,2,0,k−2) M=T
(s+8)
0,0,0,k−2T
(s+4)
0,0,0,k P˜
(s)
0,2,0,k−2
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.19) χq(T˜ (s+4)1,0,0,k−2)χq(P˜
(s)
0,0,2,k) M=T˜
(s+4)
1,0,0,k−2P˜
(s)
0,0,2,k M
(3.20) χq(P˜(s+4)0,m,0,k−2)χq(P˜
(s)
0,m,0,k) M=P˜
(s+4)
0,1,0,k−2P˜
(s)
0,1,0,k
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m
(3.20) χq(P˜(s+4)0,m−1,0,k)χq(P˜
(s)
0,m+1,0,k−2) M=P˜
(s+4)
0,m−1,0,kP˜
(s)
0,m+1,0,k−2
Mr=M
∏r−1
i=0 A
−1
3,aqs+4m−4i
,
0≤r≤m−1
(3.20) χq(T˜ (s+4)m,0,0,k−2)χq(P˜
(s)
0,0,2m,k) M=T˜
(s+4)
m,0,0,k−2P˜
(s)
0,0,2m,k M
(3.21) χq(T˜ (s+4)n,0,0,k−2)χq(T˜
(s)
n,0,0,k) M=T˜
(s+4)
n,0,0,k−2T˜
(s)
n,0,0,k
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n
(3.21) χq(T˜ (s+4)n−1,0,0,k)χq(T˜
(s)
n+1,0,0,k−2) M=T˜
(s+4)
n−1,0,0,kT˜
(s)
n+1,0,0,k−2
Mr=M
∏r−1
i=0 A
−1
4,aqs+4n−2−4i
,
0≤r≤n−1
(3.21) χq(P˜(s)0,n,0,k) M=P˜
(s)
0,n,0,k M
Table 3. Classification of dominant monomials in the system in Theorem 3.4
(continued).
M = m′1m
′
2, M1 = v1m
′
1 =MA
−1
4,4n−2, M2 = v2m
′
1 =M
1∏
i=0
A−14,4n−4i−2, . . . ,
Mn−1 = vn−1m
′
1 =M
n−2∏
i=0
A−14,4n−4i−2, Mn = vnm
′
1 =M
n−1∏
i=0
A−14,4n−4i−2.

7.2. Proof of Theorem 3.4. By Lemma 7.1, the dominant monomials in the q-characters of
the right hand side and of the left hand side of every equation in Theorem 3.4 are the same.
Therefore the theorem is true.
8. Proof of Theorem 3.6
In this section, we prove Theorem 3.6.
By Lemma 7.1, we have known that the modules in the second summand on the right hand
side of every equation in Theorem 3.4 are special, and hence they are simple. Therefore in order
to prove Theorem 3.6, we only need to show that the modules in the first summand on the right
hand side of every equation in Theorem 3.4 are simple.
8.1. Proof of Theorem 3.6. We will prove the case of χq(T˜
(s+4)
n−1,m,l,k)χq(T˜
(s)
n+1,m−1,l,k). The
other cases are similar. By definition, we have
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Equations Non-highest dominant monomial nr Relation
(3.1) Mr , r=1,2,...,k−1
MrA
−1
1,aq−2l−2r+1
A−1
2,aq−2l−2r+2
,
r=1,2,...,k−1
nr∈χq(Mr),
nr 6∈χq(T
(−2)
0,0,l−1,k)χq(T
(−2)
0,0,l,k),
r=1,2,...,k−1
3.2) Mr , r=1,2,...,n−1
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=1,2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,m−1,0,0)χq(T˜
(s)
n,m,0,0),
r=1,2,...,n−1
(3.3, 3.4) Mr , r=1,2,...,n−1
M1A
−1
4,aqs+4n−2
A−1
3,aqs+4n
A−1
2,aqs+4n+2
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,0,l−2,0)χq(T˜
(s)
n,0,l,0),
r=1,2,...,n−1
(3.5, 3.6) Mr, r=1,2,...,m−1
MrA
−1
3,aqs+4m−4r+4
A−1
2,aqs+4m−4r+6
,
r=1,2,...,m−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
0,m,l−2,0)χq(T˜
(s)
0,m,l,0),
r=1,2,...,m−1
(3.7) Mr , r=1,2,...,n−1
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=1,2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,m−1,l,0)χq(T˜
(s)
n,m,l,0),
r=1,2,...,n−1
(3.8) Mr , r=1,2,...,n−1
M1A
−1
4,aqs+4n−2
A−1
3,aqs+4n
A−1
2,aqs+4n+2
A−1
1,aqs+4n+3
,
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,0,0,k−2)χq(T˜
(s)
n,0,0,k),
r=1,2,...,n−1
(3.9) Mr, r=1,2,...,m−1
M1A
−1
3,aqs+4m
A−1
2,aqs+4m+2
A−1
1,aqs+4m+3
,
MrA
−1
3,aqs+4m−4r+4
A−1
2,aqs+4m−4r+6
,
r=2,...,m−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
0,m,0,k−2)χq(T˜
(s)
0,m,0,k),
r=1,2,...,m−1
(3.10, 3.11) Mr , r=1,2,...,n−1
M1A
−1
4,aqs+4n−2
A−1
3,aqs+4n
A−1
2,aqs+4n+2
,
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,0,0,k−1)χq(T˜
(s)
n,0,l,k),
r=1,2,...,n−1
(3.12, 3.13) Mr, r=1,2,...,m−1
MrA
−1
3,aqs+4m−4r+4
A−1
2,aqs+4m−4r+6
,
r=1,2,...,m−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
0,m,0,k−1)χq(T˜
(s)
0,m,1,k),
r=1,2,...,m−1
(3.14) Mr , r=1,2,...,n−1
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=1,2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,m−1,0,k)χq(T˜
(s)
n,m,0,k),
r=1,2,...,n−1
(3.15) Mr , r=1,2,...,n−1
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=1,2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,m−1,l,k)χq(T˜
(s)
n,m,l,k
),
r=1,2,...,n−1
(3.16, 3.17, 3.18) Mr, r=1,2,...,l−1
MrA
−1
2,aqs+2l+4−2r
A−1
1,aqs+2l+5−2r
,
r=1,2,...,l−1
nr∈χq(Mr),
nr 6∈χq(P˜
(s+2)
0,0,l,k−1)χq(P˜
(s)
0,0,l,k),
r=1,2,...,l−1
(3.19, 3.20) Mr, r=1,2,...,m−1
M1A
−1
3,aqs+4m
A−1
2,aqs+4m+2
A−1
1,aqs+4m+3
,
MrA
−1
3,aqs+4m−4r+4
A−1
2,aqs+4m−4r+6
,
r=2,...,m−1
nr∈χq(Mr),
nr 6∈χq(P˜
(s+4)
0,m,0,k−2)χq(P˜
(s)
0,m,0,k),
r=1,2,...,m−1
(3.21) Mr , r=1,2,...,n−1
M1A
−1
4,aqs+4n−2
A−1
3,aqs+4n
A−1
2,aqs+4n+2
A−1
1,aqs+4n+3
,
MrA
−1
4,aqs+4n−4r+2
A−1
3,aqs+4n−4r+4
,
r=2,...,n−1
nr∈χq(Mr),
nr 6∈χq(T˜
(s+4)
n,0,0,k−2)χq(T˜
(s)
n,0,0,k),
r=1,2,...,n−1
Table 4. Irreducible in Theorem 3.4.
T˜
(s+4)
n,m−1,l,k =(4s+444+8 · · · 4s+4n)(3s+4n+63s+4n+10 · · · 3s+4n+4m−2)(2s+4n+4m+32s+4n+4m+5 · · ·
2s+4n+4m+2l+1)(1s+4n+4m+2l+41s+4n+4m+2l+6 · · · 1s+4n+4m+2l+2k+2),
T˜
(s)
n,m,l,k =(4s4s+4 · · · 4s+4n−4)(3s+4n+23s+4n+6 · · · 3s+4n+4m−2)(2s+4n+4m+32s+4n+4m+5 · · ·
2s+4n+4m+2l+1)(1s+4n+4m+2l+41s+4n+4m+2l+6 · · · 1s+4n+4m+2l+2k+2).
By Lemma 7.1, the dominant monomials of χq(T˜
(s+4)
n−1,m,l,k)χq(T˜
(s)
n+1,m−1,l,k) are
Mr =M
r−1∏
i=0
A−1
4,aqs+4n−2−4i
, 0 ≤ r ≤ n− 1, where M = T˜
(s+4)
n−1,m,l,kT˜
(s)
n+1,m−1,l,k.
We need to show that χq(Mr) 6⊆ χq(M) for 1 ≤ r ≤ n − 1. We will prove the case of r = 1,
the other cases are similar.
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M1 =MA
−1
4,aqs+4n−2
=M4−1s+4n−44
−1
s+4n3s+4n−2.
By Uq2(ŝl2) argument, it is clear that n1 =M1A
−1
4,aqs+4n−2
A−1
3,aqs+4n
is in χq(M1).
If n1 is in χq(T˜
(s+4)
n,m−1,l,k)χq(T˜
(s)
n,m,l,k), then T˜
(s+4)
n,m−1,l,kA
−1
4,aqs+4n−2
A−1
3,aqs+4n
is in χq(T˜
(s+4)
n,m−1,l,k)
which is impossible by the Frenkel-Mukhin algorithm for T˜
(s+4)
n,m−1,l,k. Hence χq(M1) 6⊆ χq(M).
9. Conjectural equations satisfied by the q-characters of other minimal
affinizations in type F4
In this section, we give some conjectural equations satisfied by the q-characters of the minimal
affinizations in type F4 which are not in Theorem 3.4 and Theorem 5.4. In order to study
equations satisfied by q-characters, we introduce the concept of dominant monomial graphs for
a tensor product of simple Uqĝ-modules.
9.1. Conjecture about the minimal affinizations which are not in Theorem 3.4 and
Theorem 5.4. Let l,m, n ∈ Z≥1, k ∈ Z≥3, s ∈ Z. We define
S˜
(s)
0,m,0,k = T˜
(s)
0,0,2m,kT˜
(s+4)
m,0,0,k−2,
S˜
(s)
n,0,l,k =
{
T˜
(s)
0,n,1,kT˜
(s+4n+4)
0,0,0,k−1 , l = 1,
T˜
(s)
0,n,l,kT˜
(s+4n+4)
0,0,l−2,k , l ≥ 2,
S˜
(s)
0,m,l,k =
{
T˜
(s)
0,0,1+2m,kT˜
(s+4)
m,0,0,k−1, l = 1,
T˜
(s)
0,0,l+2m,kT˜
(s+4)
m,0,l−2,k, l ≥ 2,
S˜
(s)
n,m,0,k = T˜
(s)
0,n+m,0,kT˜
(s+4n+4)
0,m−1,0,k ,
S˜
(s)
n,m,l,k = T˜
(s)
0,n+m,l,kT˜
(s+4n+4)
0,m−1,l,k .
We use S˜
(s)
n,m,l,k to denote the simple Uqĝ-module with the highest weight monomial S˜
(s)
n,m,l,k.
Conjecture 9.1. For s ∈ Z, n,m, l ∈ Z≥1, k ∈ Z≥3, we have the following equations in
Rep(Uq ĝ).
[T˜
(s+4)
0,m,0,k−2][T˜
(s)
0,m,0,k] = [T˜
(s+4)
0,m−1,0,k][T˜
(s)
0,m+1,0,k−2] + [S˜
(s)
0,m,0,k], (9.1)
[T˜
(s+4)
n,m−1,0,k][T˜
(s)
n,m,0,k] = [T˜
(s+4)
n−1,m,0,k][T˜
(s)
n+1,m−1,0,k] + [S˜
(s)
n,m,0,k], (9.2)
[T˜
(s+4)
n,m−1,l,k][T˜
(s)
n,m,l,k] = [T˜
(s+4)
n−1,m,l,k][T˜
(s)
n+1,m−1,l,k] + [S˜
(s)
n,m,l,k], (9.3)
[T˜
(s+4)
n,0,0,k−1][T˜
(s)
n,0,1,k] = [T˜
(s+4)
n−1,0,1,k][T˜
(s)
n+1,0,0,k−1] + [S˜
(s)
n,0,1,k], l = 1, (9.4)
[T˜
(s+4)
n,0,l−2,k][T˜
(s)
n,0,l,k] = [T˜
(s+4)
n−1,0,l,k][T˜
(s)
n+1,0,l−2,k] + [S˜
(s)
n,0,l,k], l ≥ 2, (9.5)
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[T˜
(s+4)
0,m,0,k−1][T˜
(s)
0,m,1,k] = [T˜
(s+4)
0,m−1,1,k][T˜
(s)
0,m+1,0,k−1] + [S˜
(s)
0,m,1,k], l = 1, (9.6)
[T˜
(s+4)
0,m,l−2,k][T˜
(s)
0,m,l,k] = [T˜
(s+4)
0,m−1,l,k][T˜
(s)
0,m+1,l−2,k] + [S˜
(s)
0,m,l,k], l ≥ 2. (9.7)
Example 9.2. The following are some equations of Equation (9.1) in Conjecture 9.1.
[103−6][1−41−2103−10] = [1−41−210][103−103−6] + [1−41−21
2
0
2
−92−74−8], (9.8)
[103−103−6][1−41−2103−143−10] = [1−41−2103−10][103−143−103−6] + [1−41−21
2
0
2
−132−112−92−74−124−8], (9.9)
[1
−41−2103−10][1−81−61−41−2103−14] = [1−81−61−41−210][1−41−2103−143−10] + [1−81−61
2
−4
12
−2
12
0
2
−132−114−12]. (9.10)
Example 9.3. The following are some equations of Equation (9.4) and Equation (9.5) in Con-
jecture 9.1.
[1
−2104−10][1−41−2102−74−14] = [1−41−2102−7][1−2104−144−10] + [1−41
2
−2
12
0
2
−73−12], (9.11)
[1
−2104−144−10][1−41−2102−74−184−14] = [1−41−2102−74−14][1−2104−184−144−10] + [1−41
2
−2
1
2
0
2
−73−163−12],
(9.12)
[1
−41−2104−12][1−41−2102−92−74−16] = [1−41−2102−92−7][1−41−2104−164−12] + [1
2
−4
12
−2
12
0
2
−92−73−14],
(9.13)
[1
−41−2104−164−12][1−41−2102−92−74−204−16] = [1−41−2102−92−74−16][1−41−2104−204−164−12]
+ [12
−4
12
−2
12
0
2
−92−73−183−14], (9.14)
[1
−41−2102−74−14][1−41−2102−112−92−74−18] = [1−41−2102−112−92−7][1−41−2102−74−184−14]
+ [12
−4
12
−2
12
0
2
−112−92
2
−7
3
−16], (9.15)
[1
−41−2102−74−184−14][1−41−2102−112−92−74−224−18] = [1−41−2102−112−92−74−18][1−41−2102−74−224−184−14]
+ [1
2
−4
1
2
−2
1
2
0
2
−112−92
2
−7
3
−203−16], (9.16)
[1
−41−2102−92−74−16][1−41−2102−132−112−92−74−20] = [1−41−2102−132−112−92−7][1−41−2102−92−74−16]
+ [12
−4
12
−2
12
0
2
−132−112
2
−9
22
−7
3
−18]. (9.17)
9.2. Dominant monomial graphs. In order to study equations satisfied by q-characters, we
introduce dominant monomial graphs for a tensor product of simple Uqĝ-modules.
Definition 9.4. Let T = T1⊗· · ·⊗Tk be a tensor product of simple Uq ĝ-modules. We define the
dominant monomial graph G(T ) for T as follows. The vertices of G(T ) are dominant monomials
in χq(T ) = χq(T1) · · ·χq(Tk). For two vertices v1, v2 in G(T ), there is an arrow from v1 to v2 if
and only if v2 < v1.
Let G be a dominant monomial graph. Suppose that a, b are two vertices in G and b < a.
Then b = ma for some m ∈ Q−. We draw
a bm //
when we draw the graph G.
In the following, we draw the dominant monomial graphs for the modules in the equivalence
classes on the left hand side of the equations in Examples 9.2 and 9.3. Figure 1 – Figure 10
correspond Equation (9.8) – Equation (9.17) respectively.
In all examples of dominant monomial graphs, we find that every graph can be divided into
two parts. The vertices in the first (resp. second) part of the graph are dominant monomials
in the first (resp. second) summand of the right hand side of the correpsonding equation. For
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example, in Figure 2, the monomials M , a2, a3, a4 (resp. a5, a6, a7, a8, a9, a10, a11) are the
dominant monomials of the first (resp. second) summand of the right hand side of Equation
(9.9).
These graphs are also conjectural, since we are not able to show that the Frenkel-Mukhin
algorithm works for the modules which are not special. If we can show that these graphs are
indeed the dominant monomial graphs for the corresponding modules, then the corresponding
conjectural equations are true.
For k ∈ Z, let
N
(1)
k = A
−1
4,kA
−1
3,k+2A
−1
2,k+4A
−1
1,k+5,
N
(2)
k = A
−1
2,kA
−1
3,k+2A
−1
2,k+4A
−1
1,k+5,
N
(3)
k = A
−1
4,k−2A
−1
3,k,
N
(4)
k = A
−1
2,k−2A
−1
3,kA
−1
4,k−2,
M
(1)
k = A
−1
2,k−2A
−1
3,kA
−1
4,k+2,
where Ai,k = Ai,aqk which is defined in 2.2.
We have the following relations
A2,kN
(2)
k = A4,kN
(1)
k , A2,k+2A1,k+3N
(1)
k−2 = N
(3)
k ,
N
(3)
k = A2,k−2N
(4)
k , A4,k−2N
(4)
k = A4,k+2M
(1)
k .
M
a2
a3
a4
A−13,−8

N
(2)
−6A
−1
4,−6

N
(2)
−8

Figure 1. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 103−6,m2 = 1−41−2103−10)
.
M a2 a3 a4
a5 a6 a7
a10 a11a8 a9
A−13,−8
// N
(2)
−6A
−1
4,−6
// N
(2)
−8
//
N
(2)
−6A
−1
4,−6
// N
(2)
−8
//
N
(4)
−8

A−12,−6A
−1
1,−5
// N
(2)
−12
//
A−13,−12

A−13,−12

A−13,−12

N
(4)
−8A
−1
2,−8

N
(2)
−8A2,−8
//
Figure 2. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 103−103−6,m2 = 1−41−2103−143−10).
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M a2 a3 a4 a5
a6 a7 a8
a9 a10a11 a12
a13 a14
A−13,−12

N
(2)
−10A
−1
4,−10

N
(2)
−12

N
(2)
−6A
−1
3,−8A
−1
4,−6
// N
(2)
−8
// N
(2)
−10A
−1
3,−12A
−1
4,−10
// N
(2)
−12
//
A−13,−12A
−1
2,−10

N
(1)
−10

N
(2)
−12

A−13,−12A
−1
2,−10M
(1)
−10

M
(1)
−10
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
A−14,−8

N
(1)
−10

A−12,−8A
−1
1,−7
//
N
(2)
−6M
(1)
−8
//
N
(2)
−6A
−1
3,−8A
−1
4,−6
//
N
(2)
−6A
−1
3,−8A
−1
4,−6
//
N
(2)
−8M
(1)
−10
//
N
(2)
−8M
(1)
−10
//
Figure 3. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−41−2103−10,m2 = 1−81−61−41−2103−14).
M a2
a3 a4
N
(2)
−6
//
A−14,−12

N
(2)
−6
//
A−14,−12

Figure 4. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−2104−10,m2 = 1−41−2102−74−14).
M a2
a3 a4
a5 a6
N
(2)
−6
//
A−14,−12

N
(2)
−6
//
A−14,−12

N
(2)
−6
//
A−14,−16

A−14,−16

Figure 5. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−2104−144−10,m2 = 1−41−2102−74−184−14).
M a2 a3
a4 a5 a6
N
(2)
−6
// N
(2)
−8
//
A−14,−14

A−14,−14

N
(2)
−6
// N
(2)
−8
//
A−14,−14

Figure 6. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−41−2104−12,m1 = 1−41−2102−92−74−16).
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M a2 a3
a4 a5 a6
a7 a8 a9
N
(2)
−6
// N
(2)
−8
//
A−14,−14

A−14,−14

N
(2)
−6
// N
(2)
−8
//
A−14,−14

N
(2)
−6
// N
(2)
−8
//
A−14,−18

A−14,−18

A−14,−18

Figure 7. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−41−2104−164−12,m2 = 1−41−2102−92−74−204−16).
M
2a2 a3
a4 a5
a6 a7
a12
2a13 a14
a15 a16
a17 a18
a82a92a10a11
a19
A−12,−8
ooN
(3)
−10
ooA−12,−10
ooN
(3)
−14A
−1
2,−12
oo
A−14,−16
✴
✴

✴
✴
A−12,−8
oo❴ ❴ ❴ ❴ ❴ ❴
N
(2)
−6

N
(2)
−8

N
(2)
−10

N
(2)
−6
//
N−6 //
N
(2)
−6
//
N
(2)
−6
✤
✤
✤
✤

✤
✤
✤
N
(2)
−10
✤
✤
✤
✤

✤
✤
✤
✤
N
(2)
−6
❴❴❴❴ //❴❴❴❴
N
(2)
−6
❴❴❴❴ //❴❴❴❴
N
(2)
−6
//
A−14,−16
✴✴
✴✴

✴✴
✴✴
A−14,−16
✴
✴

✴
✴ A
−1
4,−16
✴✴
✴✴

✴✴
✴✴
N
(2)
−10

A−14,−16
✴✴
✴✴

✴✴
✴✴
A−14,−16
✴
✴

✴
✴
N
(2)
−8

A−14,−16
✴✴
✴✴

✴✴
✴✴
N
(2)
−10

A−14,−16
✴✴
✴✴

✴✴
✴✴
N
(3)
−10A
−1
3,−14A
−1
2,−12A
−1
2,−10❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩
ll❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩
N
(2)
−8A2,−8
●●
●●
●●
●●
●●
●
##●
●●
●●
●●
●●
●●
N
(2)
−8A2,−8
●
●
●
●
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Figure 8. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−41−2102−74−14,m2 = 1−41−2102−112−92−74−18).
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Figure 9. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−41−2102−74−184−14,m2 = 1−41−2102−112−92−74−224−18).
M
2a2 a3
2a4 2a5 a6
a7 a8 a9
a10 a11 a12
2a13a142a152a16a17
a182a192a20a21
a222a232a24a25 a26
a27
2a28 a29
2a30 2a31 a32
a33 a34 a35
a36 a37 a38
2a39a40
a41
a42 a43
A
(−1)
4,−18
✴
✴

✴
✴
N
(2)
−6
✤
✤
✤

✤
✤
✤
✤
A
(−1)
4,−18
✴
✴

✴
✴
A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18
✴
✴

✴
✴A
(−1)
4,−18
✴
✴

✴
✴
N
(2)
−6

N
(2)
−12A1,−7
oo
N
(2)
−12A1,−7
oo❴ ❴ ❴ ❴ ❴
A−11,−7
●●
●●
●●
●●
●●
●
##●
●●
●●
●●
●●
●●
A−11,−7
●●
●●
●●
●●
●●
●
##●
●●
●●
●●
●●
●●
N
(2)
−8

N
(2)
−10

N
(2)
−12

N
(2)
−10

N
(2)
−12

N
(2)
−6
//
N
(2)
−6
// N
(2)
−8
//
N
(2)
−6
// N
(2)
−8
//
N
(2)
−6
// N
(2)
−8
//
A−12,−8
ooA−12,−10
ooN
(3)
−12
ooA−12,−12
ooN
(3)
−16A
−1
2,−14
oo
A−12,−10
ooN
(3)
−12
ooA−12,−12
ooN
(3)
−16A
−1
2,−14
oo
N
(3)
−12
ooA−12,−12
ooN
(3)
−16A
−1
2,−14
oo
N
(2)
−6

N
(2)
−6

N
(2)
−6

N
(2)
−6

N
(2)
−6
✤
✤
✤
✤

✤
✤
✤
N−8
✤
✤
✤
✤

✤
✤
✤
✤
N
(2)
−10
✤
✤
✤

✤
✤
✤
✤
N
(2)
−12
✤
✤
✤
✤

✤
✤
✤
✤
N
(2)
−10

N
(2)
−12

N
(2)
−6
❴❴❴❴ //❴❴❴❴
N
(2)
−6
❴❴❴❴ //❴❴❴❴ N(2)−8
❴❴❴❴ //❴❴❴❴
N
(2)
−6
❴❴❴❴ //❴❴❴❴ N(2)−8
❴❴❴❴ //❴❴❴❴
N
(2)
−6
// N
(2)
−8
//
A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18
✴
✴

✴
✴ A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18

✴
✴
✴ A(−1)4,−18
✴
✴

✴
✴ A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18
✴
✴

✴
✴ A
(−1)
4,−18
✴
✴

✴
✴ A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A
(−1)
4,−18
✴✴
✴✴

✴✴
✴✴
A−12,−8
oo❴ ❴ ❴A−12,−10❴ ❴oo❴ ❴N(2)−8A2,−8

N
(2)
−8A2,−8

N
(2)
−8A2,−8

N
(2)
−8A2,−8

N
(2)
−8A
−1
2,−8
✤
✤
✤

✤
✤
✤
✤
A−12,−10
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴oo❴ ❴ ❴ ❴ ❴
N
(2)
−10A2,−10
❖❖❖
❖❖❖
❖❖❖
❖❖
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
N
(2)
−10A2,−10
❖
❖
❖
❖
❖
❖
❖
❖
❖
''❖
❖❖
❖❖
❖
N
(2)
−8A2,−8
❄❄
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
N
(2)
−8A2,−8
❄
❄
❄
❄
❄
❄
❄
❄
❄
N
(3)
−12A
−1
3,−16A
−1
2,−14A
−1
2,−12❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨
ll❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨
N
(3)
−12A
−1
3,−16A
−1
2,−14A
−1
2,−12❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨
ll❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨ ❨
N
(3)
−12A
−1
3,−16A
−1
2,−14A
−1
2,−12❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨
ll❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨
Figure 10. The dominant monomial graph for L(m1)
⊗
L(m2) (M = m1m2
where m1 = 1−41−2102−92−74−16,m2 = 1−41−2102−132−112−92−74−20).
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