, the categories are defined by the level of one relevant dimension (spatial frequency of a perceptual stimulus). In Figure 1B , the categories are defined with respect to the levels of two relevant dimensions (spatial frequency and orientation). An example stimulus is shown in Figure 1C . COVIS proposes that UD structures are learned by the explicit or verbal system, whereas II structures are learned by the implicit system.
The verbal system of COVIS uses explicit rules, is dependent on working memory and executive attention (for storing and testing rules, respectively), and is suited to learning the easily verbalizable UD structures. The implicit system is not dependent on memory and attenneither necessary nor sufficient for the conclusion of multiple underlying processes (Newell & Dunn, 2008) . This follows from the proposal that different tasks have different, and usually unknown, performance-resource functions (Norman & Bobrow, 1975; Shallice, 1988 ) that describe the relationship between an underlying cognitive resource (e.g., memory, perception, learning) and measurable performance on a given task. As a consequence, performance measures of these tasks are not commensurable, in the sense that they do not lie on a common scale and therefore cannot be directly compared. Since a dissociation consists of the observation of a significant difference in performance on one task across two or more experimental conditions coupled with the lack of a similar difference on a second task, it necessarily entails a comparison between a "large" difference on the first task and a "small" difference on the second; but, since the measures of performance on the two tasks are incommensurable, such a comparison has no meaning. To draw a parallel with the kind of stimulus illustrated in Figure 1 , it would be analogous to the claim that a difference in orientation, measured in degrees, is larger or smaller than a difference in spatial frequency, measured in cycles per degree.
Dissociations and the Appeal of State-Trace Analysis
The neuroscience evidence is one of the pillars of support for COVIS. However, evidence that different tasks are subserved by different brain regions does not, by itself, imply functionally distinct systems (Sherry & Schacter, 1987 ; see also Henson, 2006) . Thus, behavioral data are crucially important for examining the potential interactions between multiple category learning systems. There is now a huge number of studies documenting functional dissociations between UD and II categorization tasks (see Ashby & Maddox, 2005; Maddox & Ashby, 2004 , for reviews). In a typical experiment, a variable is found to affect learning of either the UD or II structure but to have little or no effect on learning the alternative structure. These studies have contributed significantly to our understanding of how different processes might combine during category learning. However, there are limits to the conclusions that can be drawn from studies employing this methodology (e.g., Dunn, 2003; Dunn & James, 2003; Dunn & Kirsner, 1988 would be predicted, reflecting the differential involvement of two or more category learning systems on the tasks.
State-trace analysis also overcomes a second problem associated with the interpretation of dissociations. This concerns the fact that dissociations often rely on the failure to find a difference between two conditions, thereby continually running the risk of a Type II error. In fact, dissociation logic is the reverse of the normal approach to model testing. Using dissociation logic, the less complex one-dimensional model is rejected when a statistically significant effect is not found-that is, when evidence against the model has not been obtained. In contrast, in the normal approach to model testing, which includes state-trace analysis, the one-dimensional model is rejected only when a statistically significant effect is found-that is, when sufficient evidence against the model has been obtained. (See Appendix A for more details of the model testing procedure.)
In this article, we examine the potential involvement of multiple systems in perceptual category learning. First, we show that support for a multiple-system model depends on observing a two-dimensional state trace and that the existence, or otherwise, of a dissociation is orthogonal to this issue. We then apply state-trace analysis to just one of the many dissociations underpinning COVIS and examine the crucial question of whether the state trace is one-or two-dimensional. Our aim is to illustrate the potential of state-trace analysis for illuminating when multiple systems must be invoked to account for category learning.
Examining the Impact of Cognitive Load: A Reanalysis of Zeithamova and Maddox (2006)
The dissociation we focus upon concerns the differential effect of working memory load on UD and II task performance recently reported by Zeithamova and Maddox (2006, hereafter Z&M) . 1 Z&M predicted that the effect of a working-memory-demanding concurrent task would be greater on the learning of a UD task than of an II task. This prediction falls naturally from the COVIS framework because the system that learns the UD task (verbal) is reliant on working memory, whereas the system that learns the II task (implicit) is not. We chose to examine this dissociation because of the controversy surrounding the interpretation of cognitive load effects in category learning. There have been multiple claims and counterclaims concerning the reliance of II learning on working memory, with some authors even suggesting that higher working memory capacity can be detrimental for II learning. (For examples of these debates, see Ashby & Ell, 2002; DeCaro, Carlson, Thomas, & Beilock, 2009; DeCaro, Thomas, & Beilock, 2008; Foerde, Poldrack, & Knowlton, 2007; Newell, Lagnado, & Shanks, 2007; Nosofsky & Kruschke, 2002; Tharp & Pickering, 2009; Waldron & Ashby, 2001) . One appealing aspect of the Z&M experiment is that, unlike many of the previous studies mentioned above, it used stimuli that do not easily lend themselves to verbalization (see Figure 1C) , making it perhaps less likely that partial explicit knowledge could account for performance in the II task. The Z&M experiment thus provides perhaps the best evidence to date that cognitive load selectively affects
In the present context, the critical comparison is between relative differences in performance in learning II and UD structures across different experimental conditions. It cannot be assumed that these tasks have identical performance-resource functions because-if for no other reason-the relevant categories may differ in discriminability for the two structures (i.e., the average distance between members of Categories A and B may differ in II and UD structures; cf. Figures 1A and 1B) . This implies that equivalent levels of learning may be revealed by different levels of performance, whereas different levels of learning may be revealed by equivalent levels of performance. Consequently, a change in the level of a single underlying resource may produce a relatively large change in UD learning coupled with a relatively small change (or no measurable change at all) in II learning, or vice versa. Such dissociations are therefore not necessary for drawing inferences about the number of processes or systems underlying category learning (Newell & Dunn, 2008) .
In addition to being unnecessary to establish that different tasks depend upon more than one processing system, dissociations are also insufficient. We have proposed that state-trace analysis (Bamber, 1979) provides the appropriate basis for inferences of this kind (Newell & Dunn, 2008) . State-trace analysis has already been successfully applied in a wide range of domains, including "remember-know" (RK) judgments in recognition memory (Dunn, 2008) , judgments of learning (Jang & Nelson, 2005) , contrast and visual memory (Harley et al., 2004) , and the face-inversion effect . The technique has the potential to illuminate the factors governing perceptual category learning by strengthening analyses of data and the conclusions that can be drawn from them. State-trace analysis is agnostic with regard to the nature or number of underlying processes, but is simply a tool that can be applied to determine the minimum number of processes that must be hypothesized to account for any given behavioral phenomenon.
State-trace analysis overcomes the problem of comparing different and unknown performance-resource functions and thereby allows inferences to be drawn concerning the number and organization of mental resources underlying multiple-task performance. An important analytic tool in this approach is the state-trace plot. This is simply a plot of performance on one task against performance on another task across different experimental conditions. The critical diagnostic feature of this plot concerns whether the data fall on a single, monotonically increasing curve, or otherwise. If the data fall on such a curve, there is no evidence of more than one underlying resource because, even though the performance-resource functions of each task may be unknown, it is reasonable to assume that they are both monotonically increasing; better performance is achieved as more of the underlying resource is available. It follows that, if the two tasks depend upon the same underlying resource (corresponding, in the present context, to a single category learning system), the relevant data should fall on a strictly increasing curve in the state-trace plot. If, on the other hand, more than one underlying resource is required, a two-(or multi-) dimensional state-trace plot concerns their underlying dimensionality. According to the COVIS model shown in Figure 2A , there are two systems underlying the learning of UD and II structures and each may be differentially affected by different experimental variables, in this case by load and blocks. If II performance is plotted against UD performance, this should, in general, yield a two-dimensional state-trace plot (Newell & Dunn, 2008) . In contrast, according to the alternative single-system model shown in Figure 2B , learning of UD and II structures depends upon the same underlying process or resource. No matter how two or more variables affect this resource, the resulting state-trace plot will always be one-dimensional and, by monotonicity, will trace out a monotonically increasing curve.
In order to demonstrate the implications of the two models for state-trace analysis, we constructed data sets based on the Z&M experiment but conforming either to the idealized COVIS model (Figure 2A ) or the alternative single-system model ( Figure 2B) ; Figures 3 and 4 show examples of the kinds of data sets that were produced. Figure 3 shows the results plotted as a function of training block, memory load, and task; Figure 4 shows their corresponding state-trace plots. Panels A and B in both figures show results derived from the single-system model. To construct these data, performance on UD and II tasks were modeled as different normal ogive functions of the same set of parameter values, representing a single level of learning in each condition. These functions, which varied in location and shape, were used to model the idea that performance on these two tasks was related to the underlying level of learning by a different performanceresource function. For the data shown in panel A, memory load affects both the UD and II tasks, approximately equally; there is no dissociation. For the data shown in panel B, memory load has a greater effect on the UD task than on the II tasks; there is a dissociation consistent with the predictions of COVIS. However, since the corresponding state-trace plot shows, this dissociation is completely UD learning, making it an excellent candidate for our reexamination with state-trace analysis.
Figure 2 provides a schematic summarizing the predictions for the effect of cognitive load. Figure 2A shows an "idealized" COVIS model in which blocks (number of trials) affects both the implicit and the verbal system but load (the presence of an additional working memory task) only impacts the verbal system and thus only affects learning of UD structures. In contrast, in a default singlesystem model shown in the lower panel ( Figure 2B ), this system is affected by both load and blocks and in turn determines performance on both the UD and the II tasks.
Z&M tested their prediction by giving four separate groups of participants either UD or II tasks, each with or without a concurrent memory-load task (a numerical "Stroop task"). The category learning task for all groups required participants to assign perceptual stimuli to the correct category, A or B. These stimuli varied on two dimensions-orientation of the lines and spatial frequency (perceived as bar width; see Figure 1C ). For the UD task, the categorization decision could be made on the basis of one dimension (spatial frequency) and was thus verbalizable by a simple rule of the form "Respond A if the bars are thin and B if the bars are wide" (see Figure 1A ). For the II task, both orientation and spatial frequency information needed to be integrated to make a correct decision, making it difficult to generate a simple, verbalizable rule (see Figure 1B) . Given the structure depicted in Figure 1B , such a rule would need to be of the form "Respond A if the angle of the bars exceeds their width; otherwise respond B"; but, because angle and width are not commensurate, it is difficult if not impossible to implement such a rule (Stanton & Nosofsky, 2007) .
Comparison of One-Dimensional and Two-Dimensional State-Trace Plots
From the viewpoint of state-trace analysis, the crucial distinction between the two models shown in Figure 2 sary to reject a single-system account. Finally, for the data shown in Figure 3D , memory load has a greater effect on the UD task than on the II tasks; there is a dissociation consistent with the predictions of COVIS, and the corresponding state-trace plot is bidimensional ( Figure 4D ).
It is important to note that, although a bidimensional state-trace plot is consistent with a multiple-system model such as COVIS, it is also consistent with other sources of variability, or parameters, unrelated to the proposed learning systems. For example, bidimensionality may result if response criteria vary orthogonally to learning strength across conditions (Dunn, 2008) . State-trace analysis therefore requires careful experimental control to eliminate unwanted or theoretically uninteresting sources of variability.
consistent with a one-dimensional model, since all the data fall on a single monotonically increasing curve. This demonstrates that a dissociation is not sufficient to reject a single-system account.
The bottom two panels (C and D) in both figures show results derived from a multiple-system model. To construct these data, performance on UD and II tasks were modeled as different normal ogive functions of two sets of parameter values, representing the levels of learning of two underlying systems in each condition. For the data shown in Figure 3C , memory load affects both the UD and II tasks, approximately equally-there is no dissociation. Yet the corresponding state-trace plot is bidimensional-the data do not lie on a single monotonically increasing curve (Figure 4C) . This demonstrates that a dissociation is not neces- 15.6%, whereas the corresponding difference between the II groups was only 6.1%. An important feature of these data is that, although UD control performance is better than II control performance, UD Stroop performance is worse than the II Stroop performance.
As noted above, although the dissociation is consistent with COVIS, it does not by itself necessitate a multiplesystem view. It is necessary to determine the dimensionality of the corresponding state-trace plot. This is shown in Figure 5B and reveals an apparent two-dimensional structure, consistent with COVIS. However, rather than relying on only a visual impression, we would like to be able to test whether the data require a two-dimensional solution.
To do this, we have developed an inferential procedure specifically designed for the analysis of state-trace data.
State-Trace Analysis of Z&M
The example data shown in Figures 3 and 4 reveal that evidence that uniquely supports COVIS must satisfy two separate conditions: first that memory load differentially affects the UD task in contrast to the II task, and second that the resulting state-trace plot is not one-dimensional. We now turn to the question of whether the results found by Z&M fulfill these conditions. Figure 5 shows the results found by Z&M and the corresponding state-trace plot. 2 COVIS predicts that the difference between performance on the control and Stroop conditions should be greater for participants learning the UD task than for those learning the II task. This pattern was duly found: The overall difference in accuracy across 400 trials between the UD Stroop and control groups was violations are difficult to see in conventional plots of the data, as in Figure 5A , but are readily apparent in the statetrace plot ( Figure 5B ). In this case, it is clear that relatively large violations of the model occur between Blocks 3-5 of the Stroop condition and Block 1 of the control condition: the leftmost filled circle (data for Block 1 of the control condition) sits well below the three rightmost bunched unfilled circles (data for Blocks 3, 4, and 5 of the Stroop condition). There are also relatively small violations between Blocks 4 and 5 of the Stroop condition and Block 2 of the control condition: the second leftmost filled circle (data for Block 2 of the control condition) sits marginally below the two rightmost unfilled circles (data for Blocks 4 and 5 of the Stroop condition). The one-dimensional model tests to determine whether these violations are statistically significant.
If the one-dimensional model is accepted, the nonoverlap model is fit to the data. This model is nested within the one-dimensional model and specifies an ordering of conditions indicating nonoverlap of the data. This would occur if all the Stroop conditions were worse than all the control conditions on both tasks. In Figure 5B , it can be seen that violation of this model depends primarily on the data from Block 1 of the control condition. If the level of II performance happened to be higher-at the same level as Blocks 4 and 5 in the Stroop condition-there would be no overlap in the data. The reason for testing nonoverlap is that it is trivial to fit a monotonically increasing function to nonoverlapping data. As a result, acceptance of the nonoverlap model tells us that, although the one-dimensional model may fit the data, it does so for theoretically uninteresting reasons; essentially, there has been a failure in experimental design.
The procedure consists of two parts: a model fitting part, in which we fit a set of models to the data using maximum likelihood estimation (MLE); and a null hypothesis statistical testing (NHST) part, in which we use a Monte Carlo procedure to estimate the probability of the observed goodness of fit of each model given the null hypothesis that it is true. 3 Details of this method are given in Appendix A but can be summarized as follows. In the model fitting part, MLE is used to fit three different models to the data. These models are the trace model, the one-dimensional model, and the nonoverlap model (Heathcote, Brown, & Prince, 2009 ). The trace model implements a set of order constraints that we expect a priori to be true and is used to detect theoretically uninteresting bidimensionality. In the present case, this corresponds to the requirement that categorization performance improve across trials for each group. As can be seen in Figure 5A , there are some minor violations of this model between Blocks 4 and 5 for the UDC and IIS groups that are revealed as departures from monotonicity in the corresponding state-trace plot in Fig- ure 5B. Such violations, if significant, are not evidence for the existence of multiple learning systems in accordance with the models presented in Figure 2 .
If the trace model is accepted, the one-dimensional model is fit to the data. This model is nested within the trace model and specifies a set of additional constraints requiring that performance on the UD and II tasks be monotonic functions of each other across all the conditions of the experiment. Figure 5B shows the best-fitting monotonic function that is the result of fitting this model. Violations of this model correspond to negative associations, or "dips," in the state-trace plot between any of the control conditions and any of the Stroop conditions. Such condition in order to attempt to equalize difficulty in the control conditions. Our resulting d estimates were 4.3 for UD and 6.7 for II.
Method
Participants. One hundred thirty-five undergraduate students from the University of Adelaide participated in return for course credit or a payment of AU$12 each. Each participant completed one experimental condition, with 32 participants in unidimensional control (UDC), 35 in information integration control (IIC), and 34 participants respectively in unidimensional Stroop (UDS) and information integration Stroop (IIS).
Stimuli and Apparatus. The categorization stimuli were generated using the same procedures as Z&M. The stimuli were Gabor patches with varying spatial frequency and spatial orientation. Forty Category A stimuli and 40 Category B stimuli for the UD categories were generated by sampling randomly from the same two bivariate normal distributions used by Z&M. The parameters used are shown in Table 1 . The 80 stimuli for the II categories were obtained by rotating the 80 unidimensional stimuli clockwise by 45º around the center of the spatial-frequency-spatial-orientation space, then shifting the spatial frequency and spatial orientation to achieve an appropriate level of discriminability (d ). The Gabor patch stimuli were then produced using MATLAB (MathWorks, Natick, MA) routines from the Psychophyiscs Toolbox (Brainard, 1997) . Each stimulus was 200 200 pixels and was centered on the computer screen. The numerical "Stroop" task used in the two dual-task conditions sampled without replacement from the range 2-8. On 85% of trials the numerically larger number was physically smaller (95 vs. 180 pixels tall). All stimuli were presented on a gray background.
Procedure. The experiment consisted of five 80-trial blocks of trials. Within each block, all 80 stimuli were presented in a random order (with different orders for each participant). Participants in the two control conditions (UDC and IIC) were told to learn via corrective feedback which of two categories (A or B) each stimulus belonged to. On each trial, a single Gabor patch stimulus remained on screen until the participant responded by pressing either the "Z" button or the "?" button on the computer keyboard. Feedback, provided for 1,000 msec, consisted of a low tone for an incorrect response and a high tone for a correct one. Following feedback were a 1,000-msec delay and a 1,000-msec intertrial interval (ITI). Participants in the two dual-task "Stroop" conditions were presented with both the categorization stimulus (Gabor patch) and the two Stroop numbers concurrently. The numbers appeared to the right and left of the Gabor patch for 200 msec and were then replaced for 200 msec by a white rectangular mask. The participant first responded to the categorization stimulus (by pressing "Z" or "?"); then, after 1,000 msec of feedback, and a delay of 1,000 msec, the word "value" or "size" appeared on the screen. The participant then indicated which side of the screen the number with the larger value or size had appeared. The response was followed by 1,000 msec of corrective feedback and the 1,000-msec ITI. The timing of each trial was identical to that used in Z&M.
In summary, evidence that a state trace is bidimensional for theoretically interesting reasons requires that the trace model be accepted and the one-dimensional model be rejected. Evidence that a state trace is unidimensional for theoretically interesting reasons requires that the trace model and the one-dimensional model be accepted and that the nonoverlap model be rejected (see Appendix A for a description of how p values for these models are estimated).
We applied the MLE/NHST method to the Z&M data. The resulting best-fitting monotonic function is shown by the dark line in Figure 5B . Goodness of fit of this and the trace and nonoverlap models is measured by the G 2 statistic. Since these models are nested within each other, we report and test the difference in G 2 , G 2 , between each model and that in which it is nested. Thus the trace model is compared with an unrestricted model, for which G 2 0 necessarily, the one-dimensional model is compared with the trace model, and the nonoverlap model is compared with the one-dimensional model. For the trace model, G 2 0.13, p .986; for the one-dimensional model, G 2 2.43, p .658; and for the nonoverlap model, G 2 4.81, p .352. Whereas this pattern is consistent with a unidimensional model, because it was not possible to reject the nonoverlap model, the data are actually equivocal.
Interim Summary
The state-trace analysis and the standard analysis of the Z&M data highlight the differing logic of the two approaches. According to the state-trace analysis, the failure to reject the one-dimensional model leads us to conclude that there is no statistical evidence for bidimensionality, therefore no evidence for the involvement of multiple learning resources. According to the standard analysis, the failure to reject the hypothesis of a difference between two conditions would lead us, as it led Z&M, to conclude that there is statistical evidence for bidimensionality and hence evidence for the involvement of multiple learning resources. We noted earlier the controversy surrounding the interpretation of cognitive load effects on category learning performance (e.g., Ashby & Ell, 2002; Newell et al., 2007; Nosofsky & Kruschke, 2002) . Given this controversy and the marginal nonoverlap in the data, we wanted to be sure that the reinterpretation of Z&M suggested by the state-trace analysis was justified. For this reason, we ran three new experiments, all modified replications of Z&M Experiment 1.
EXPERIMENT 1
Experiment 1 followed the same procedure as Z&M's Experiment 1. The stimuli used by Z&M differ in terms of spatial frequency and line orientation (see Figure 1C ) but also in terms of the discriminability (d ) of stimuli assigned to the different categories (i.e., the average distance between items from Categories A and B; cf. Figures 1A  and 1B) . We sampled from the same parameters used by Z&M (see Table 1 ) and followed Z&M by adjusting the distributions to produce greater discriminability in the II Figure 6B shows the state-trace plot of the filtered data and little evidence of bidimensionality. This is confirmed by the statistical analysis. 4 The trace model fits these data almost perfectly ( G 2 0.10, p .996), and the one-dimensional model cannot be rejected ( G 2 2.52, p .243), whereas the nonoverlap model clearly fails ( G 2 63.55, p .001). The results clearly indicate that when those participants who both learned the category task and attended to the concurrent task are analyzed, both the standard and the state-trace analyses lend no support to the claim that load has differential effects on the learning of II and UD structures. Thus, Experiment 1 supports the "striking" conclusion from our reanalysis of Z&M that a single-resource model cannot be rejected.
EXPERIMENT 2
One problem with filtering the data from Experiment 1 was the high percentage of exclusions from the IIS group; after filtering, only 34% (8/23) of participants remained (see Table 2 ). It appears that too many of the participants in the IIS condition, perhaps finding the task too difficult and thus not motivating, simply "gave up," making meaningful comparisons of this condition with the others problematic. In Experiment 2, we attempted to increase motivation in the category learning task by reducing the attention that needed to be paid to execute the concurrent task successfully. To reduce effort, the Stroop task was modified so that participants had only to answer a question about the value of the numbers that appeared on
Results and Discussion
Data exclusion and filtering. We followed Z&M by first excluding participants performing below 80% correct in the Stroop task. We then filtered the data for category learning accuracy by following the practice undertaken in many investigations of COVIS (but not by Z&M-an issue we return to later) of defining "learners" as participants achieving accuracy of 65% or above in the final block of trials (e.g., Zeithamova & Maddox, 2007) . (For a block of 80 trials, .65 approximates the value of the binomial probability distribution for an alpha value of .05). Thus, unfiltered data refers to all participants (except those performing below 80% in the Stroop task), and the filtered data refers to participants who performed above 80% correct in the Stroop task and achieved accuracy of 65% or more in the final block of trials.
To foreshadow our results, we did not find major differences between filtered and unfiltered data sets, although we focused on those participants who surpassed both performance criteria ( filtered data) because our interest is in how participants learn categories under increased cognitive load. Any noteworthy differences between these data and the unfiltered data are described in the Notes, and figures displaying the unfiltered data for each experiment are presented in Appendix B. Table 2 shows the impact of filtering data on each condition.
Stroop task performance. Mean Stroop task accuracy was .87 (SD .03) in the IIS condition and .90 (SD .05) in the UDS condition. There was no significant difference in level of accuracy between the groups [F(1,25) 2.75, p .11], suggesting that effort and cognitive resources allocated to the Stroop task were equal in both conditions. Category learning performance. For each participant, we computed the mean proportion correct for each block of 80 trials. These data are shown in Figure 6A . The figure shows that participants in all conditions improve across blocks, that performance in the UD conditions is better than that in the II conditions, and that there is a detrimental effect of load in both category structures. Statistical analyses confirmed these impressions. A 2 (load: Stroop vs. control) 2 (category structure: II vs. UD) Figure 7B shows the state-trace plot of the filtered data. In this case, the trace model fits perfectly ( G 2 0), and although there is some evidence of bidimensionality, it is not possible to reject the one-dimensional model ( G 2 4.59, p .085), whereas the nonoverlap model is clearly rejected ( G 2 113.48, p .001). It should be noted that to the extent that the data are bidimensional, it is in the opposite direction to that predicted by COVIS. These data suggest that if load has a differential effect on categorization performance, it has a greater effect on the II structure than on the UD structure. 5 The results of Experiment 2 contribute to the increasingly consistent picture and lend further weight to the reinterpretation of the Z&M data: A single underlying resource is sufficient to explain learning of II and UD structures in the presence and absence of additional cognitive load.
EXPERIMENT 3
Experiments 1 and 2 showed either similar effects of load on learning II and UD category structures or a numerically larger effect on the II structure. In a final attempt to find the predicted bidimensionality in the data, Experieither side of the Gabor patch stimulus. This requirement lessened the load on working memory, because participants needed only to encode one attribute (value) of the presented numbers rather than both (size and value).
Method
Participants. One hundred eighteen undergraduates from the University of Adelaide participated in Experiment 2 in return for course credit or a payment of AU$12 each. Sixty-three participants completed the information integration simple-Stroop condition ( II-SS), and 55 completed the unidimensional simple-Stroop condition (UD-SS). New control conditions were not run; in the Results section, we compare performance on the two new dual-task conditions with the relevant controls from Experiment 1.
Stimuli, Apparatus, and Procedure. The experiment was identical to Experiment 1 in all aspects except the requirements for the Stroop task. In contrast to Experiment 1, participants only had to make a response about the value of a number appearing on the left or right of the Gabor patch stimulus. Table 2 shows that the aim of reducing participant attrition after filtering was achieved. In both load conditions, there was an increase in the number of participants remaining after filtering the data, with the more marked improvement in the II condition. All analyses are based on the filtered data.
Results and Discussion
Stroop task performance. Mean Stroop task accuracy was .97 (SD .03) in the II-SS condition, and .98 (SD .03) in the UD-SS condition, and did not differ significantly between groups [F(1,73) 1.10, p .29].
Category learning performance. Figure 7A shows the data from the UD-SS and the II-SS groups plotted alongside the IIC and UDC groups from Experiment 1. The pattern is very similar to that shown in Figure 6A and there five digits composed of the numbers 1-5, randomly arranged (e.g., "25341"). The string remained onscreen for 2,000 msec, and participants were asked to try to remember the identity and position of each component digit. The digit string was then replaced by the Gabor patch stimulus, which remained onscreen until a categorization response was made. Following corrective feedback (high/ low tone) and a 1,000-msec delay, a single "probe" digit from the original string was presented onscreen and participants were asked to recall which digit had been presented directly to the right of the probe. In the example above, if a "3" had been presented as a probe, the correct answer would have been "4." Participants responded via the keyboard, and corrective feedback (high/low tone) followed. Finally, there was a 1,000-msec ITI.
The impact of filtering participants on the basis of digit recall and category task performance is shown in Table 2 . In all conditions, 50% or more of the participants remained after filtering. All analyses are based on the filtered data.
Digit recall performance. Mean digit recall performance was .95 (SD .04) in the II-DR group and .96 (SD .03) in the UD-DR group. Accuracy did not differ significantly between the groups [F(1,35) 0.709, p .40].
Category learning performance. Figure 8A displays the data from the two digit recall load conditions alongside the control conditions from Experiment 1. The figure suggests that load had very little effect on performance. A 2 (load: digit recall vs. control) 2 (category structure: II vs. UD) 5 (Blocks 1-5) mixed model ANOVA confirmed this impression, revealing a main effect of category structure [F(1,92) 11.43, p .0001], and a main effect of block [F(4,524) 101.98, p .001], but no effect of load ( p .50). Block interacted significantly ment 3 used an entirely different concurrent task. Z&M chose the numerical Stroop task for their load conditions because the standard Stroop task has been shown to require working memory and selective attention and because it strongly activates "the anterior cingulate and prefrontal cortex . . . , neural structures associated with the explicithypothesis testing system, but not with the implicit procedural learning system proposed in COVIS" (Z&M, p. 389). In Experiment 3, we chose an alternative concurrent task that fulfils the same criteria. This task required participants to maintain a five-digit string, presented before the category stimulus, then recall the location of a specific digit after responding to and receiving feedback on the category task. Jameson, Hinson, and Whitney (2004) argued that this task impairs decision making by placing demands on the central executive processes of working memory. Such processes are claimed to involve the prefrontal cortex and anterior cingulate (Baddeley, 2003) , thus implying that the digit maintenance and recall task serves the required purpose of impacting the processes and structures thought to underlie the verbal system of COVIS.
Method
Participants. Sixty-eight undergraduate students from the University of New South Wales participated in the experiment in return for course credit. Thirty-four participants completed the unidimensional digit recall condition (UD-DR) and 34 completed the information integration digit recall condition (II-DR). New control conditions were not run; in the Results section, we compare performance on the two new dual-task conditions with the relevant controls from Experiment 1.
Stimuli, Apparatus, and Procedure. The experiment was identical to Experiment 1 in all aspects except the requirements for the dual task. On each trial, participants were presented a string of clear "break point" at .65, which is also the p .05 value for rejecting the hypothesis that responding was due to chance. This suggests that, although Z&M did not apply the 65% accuracy criterion to their data, there is a priori evidence that its application might have been warranted.
The inclusion of a significant proportion of nonlearners in the data can be sufficient to induce the apparent bidimensionality found by Z&M. This arises because variation in the proportion of nonlearners across the conditions with category structure [F(4,368) 6.07, p .0001], reflecting a more rapid improvement for the UD conditions. Figure 8B shows the state-trace plot of the filtered data. Once again, the data are consistent with both the trace and one-dimensional models 6 ( G 2 0.10 and G 2 0.31, respectively; both ps n.s.), with no indication of a failure of overlap ( G 2 179.68, p .001).
RECONCILING OUR DATA WITH Z&M (EXPERIMENT 1)
Our aim in running the three new experiments was to increase our confidence that the reinterpretation of the Z&M data suggested by state-trace analysis was not specific to their data. In three modified replications, we found evidence that a single-resource model could not be rejected. This pattern was clear in our data, but it appeared very different to the pattern found by Z&M, even though this too was formally consistent with the one-dimensional model. In this section, we examine the reasons for this difference and show how these can be understood using the principles of state-trace analysis.
A key difference between our analyses and Z&M is that they did not filter their data. Despite reporting a bimodal distribution of scores for participants in the UDC condition, Z&M did not apply the 65% learning accuracy criterion to the data from their Experiment 1. Figure 9 is a histogram showing the distribution of categorization accuracy scores (proportion correct) from all participants for the final block of 80 trials from Z&M Experiment 1, together with the binomial probability associated with pure chance responding. These data are collapsed across the four conditions (UDC, IIC, UDS, IIS) and indicate a UD and II performance are now no longer simple functions of the underlying learning mechanism, but they also depend on the proportion of learners, itself a function of load. This defines the two-dimensional structure shown schematically in Figure 10 and will, under most circumstances, produce a bidimensional state-trace plot similar to that found by Z&M. In essence, the varying proportions of learners introduce a confound that makes it look as if multiple processes are present when they are not.
In order to see if the above analysis explains the apparent bidimensionality of the Z&M data, we applied the same accuracy criterion to their data and reanalyzed it. Excluding participants on the basis of the accuracy criterion ( 65% in the final block) reduces the N from 142 to 93 for Z&M's Experiment 1. The proportions of "learners" were .78 and .34 for the UDC and UDS groups, respectively, and .88 and .59 for the IIC and IIS groups, respectively (see Table 2 ). Figure 11 shows the data for only the "filtered" participants. The standout feature of these data is the ordinal position of the UDS group. From being the poorest performers in Figure 5A , this group now performs as well as the UDC group by the end of the trials. Indeed, the data are characterized by the absence of a load effect; participants perform more poorly overall on the II than on the UD task, but there is no differential impact of load. An ANOVA confirmed these impressions, showing a significant main effect of category structure [F(1,89) 24.96, p .001] but no effect of load [F(1,89) 0.669, p .40] and no interaction of these factors (F 1). Moreover, if one examines the data for the excluded nonlearners, there are essentially no differences between conditions (average accuracy across the five blocks ranges from .50 to .53). This strongly suggests that the excluded participants were responding randomly.
of the experiment may have the same effect as that produced by multiple learning systems. To understand this, we first write a general equation for the unidimensional model corresponding to Figure 2B ; that is, UD f (x) and II g (x) , where x is a parameter representing level of learning and a function of both cognitive load and the number of trials, and f (.) and g(.) are arbitrary monotonic functions that map x onto the observed levels of performance on the UD and II tasks, respectively. Suppose now that a proportion of participants fail to learn, performing at chance throughout the experiment, and that this proportion is a function of load, which varies in potentially different ways for the UD and II groups. These proportions can be described in functional form as p(load) for the UD task, and q(load) for the II task. Performance then becomes a mixture of two different learning profiles; that is, 
GENERAL DISCUSSION

State-Trace Analysis and Category Learning
Our aim has been to propose an alternative and justified procedure for examining claims of multiple processing systems underlying category learning. Our key contribution is a general one: highlighting why state-trace analysis offers the appropriate level of scrutiny for assessing claims made on the basis of functional and, very often, single dissociations. Our specific application of this approach to Z&M's data and experimental design has raised doubts about the need for a multiple-system interpretation in this particular context. Of course, this is just one manipulation and one data set, and the COVIS model is able to marshal a great deal of other experimental and neuroscience support (e.g., Ashby & Maddox, 2005; Filoteo et al., 2005; Maddox & Ashby, 2004) . Therefore, our conclusions with respect to COVIS in particular, and the multiple-systems perspective in general, are similarly limited in scope. Nonetheless, we have highlighted a potential way in which researchers interested in this debate can draw stronger and more reliable conclusions from their data, whether those conclusions support single-or multiple-system interpretations. 7
The Impact of Filtering Data
An unexpected consequence of the present study was to reveal the impact of filtering data. The practice of removing participants who fail to learn has been relatively common and is well justified on the basis of increasing the sensitivity of the data analysis. Our application of state-trace analysis reveals an additional and critically important reason for excluding nonlearners. Variation in the proportion of nonlearners as a function of the variable of interestin this case cognitive load-can have the effect of introducing a spurious additional variable to the system under consideration. Even if the effects of load and learning on performance on UD and II tasks is mediated by a single processing system, this can be masked by the inclusion of nonlearners. This result illustrates the general point that it is typically a trivial exercise to show that different tasks may depend upon different processes; all that is required is that the tasks be different enough. In the present series of experiments, contamination from different proportions of nonlearners across the experimental conditions was sufficient to induce an apparent bidimensionality in the data. An important contribution of state-trace analysis in the present case was to highlight this effect and to provide a framework through which it can be identified and understood. This effect underlines the necessity of isolating the system or systems of interest from other processes through careful experimental control and, in this case, by identifying and accommodating heterogeneity in the manner in which participants approached the category learning task.
The Effect of Cognitive Load on Category Learning
Our reanalysis of Z&M and our three new experiments question the reliability and interpretation of a selective effect of increased cognitive load on learning UD struc- Figure 11B displays the corresponding state-trace plot for the filtered data from Z&M Experiment 1. The contrast with Figure 5B is stark. When only the filtered participants are considered, the apparent bidimensionality of the data disappears, with all points now occupying the same trajectory and lining up on a single monotonically increasing curve. The data are consistent with both the trace model ( G 2 0.26, p .899) and the one-dimensional model ( G 2 1.63, p .555), and the nonoverlap model can be strongly rejected ( G 2 69.67, p .001). This is essentially the same pattern that was observed across our three experiments (cf. Figures 6, 7, and 8) .
It is now clear that the apparent bidimensionality of the unfiltered data from Z&M Experiment 1 is due to the selective attrition of participants across the four groups. Since this attrition had a greater effect on the UDS condition, these data were effectively shifted to the left of their position in Figure 11B to produce the state-trace plot shown in Figure 5B . In contrast, in each of our three experiments, greater attrition occurred in the IIS condition, which had a much reduced effect on the state-trace plots (see Figures B1 to B3 in Appendix B for a comparison).
Our analysis of the effect of nonlearners leaves an obvious question unanswered: Why did we observe higher attrition in the II conditions under load in all three of our experiments, but Z&M found higher attrition in the UD condition in their experiment? It could be argued that the selective failure to learn by participants in the UDS group is itself a vindication of the COVIS model, which predicts this condition to be especially problematic. There are three difficulties with this view. First, it is unclear if any theory of category learning can be easily extended to account for the failure to learn. Second, even if selective attrition is a prediction of COVIS, it is one that we failed to replicate in three experiments. Third, it leaves unexplained why, even if the verbal system of some participants was disrupted by the additional cognitive load, the nonverbal system, operating in parallel, failed to master the task (see Zeithamova & Maddox, 2007 , for speculation on this vexing issue). At the present time, we do not have sufficient information to satisfactorily explain the different patterns of attrition, which may well depend on uncontrolled factors such as individual differences in our participant populations, the vagaries of laboratory features or procedures, or simple chance.
In summary, the two results found by Z&M-a dissociation between the UD and II tasks, and an apparent bidimensionality of the state-trace plot-can both be attributed to a mixture of learning profiles due to the inclusion of nonlearners in the data analysis. This is a critical point and, as we have shown, may lead to spurious results, due to the fact that the proportion of nonlearners may vary across experimental conditions for reasons that have no bearing on models of category learning. When only learner data are considered, the qualitative pattern of results for all conditions across all the experiments-ours and Z&M'sis remarkably consistent. This consistency demonstrates that for the present combination of factors-cognitive load and number of trials-there is little or no evidence for more than a single underlying resource accounting for performance.
tures. We chose to examine this manipulation because of the controversy already surrounding the interpretation of the load effect (Nosofsky & Kruschke, 2002; Stanton & Nosofsky, 2007 ; see also Lagnado et al., 2006; Newell et al., 2007; Tharp & Pickering, 2009 ). The overall picture that emerges from these studies is that even if a selective effect of cognitive load can be found, its interpretation is not straightforward, and certainly does not compel a multiple-system view. Our own results converge with this picture, but, more importantly, our approach demonstrates that experimental procedures that attempt to infer underlying processes from dissociations between UD and II tasks will never succeed, because dissociations are neither necessary nor sufficient for rejecting single-resource accounts.
CONCLUSION
The goal of uncovering the processes underlying category learning is important for understanding how people perform such tasks. We have proposed that the basis for inferring the existence of multiple processing systems needs to be founded on a rigorous methodology that avoids misleading interpretations. In place of a reliance on simple dissociations that are open to criticism, we have proposed that state-trace analysis be used to determine the dimensionality of the underlying processing system. To support this strategy, we have developed a statistical procedure for identifying departures from monotonicity and have highlighted the need to isolate the critical learning system by removing contamination from processes external to the scope of the theory.
Our aim in applying state-trace analysis in the present context is, simply, to identify the circumstances in which categorization of UD and II structures depends upon a common underlying parameter representing a single source of information or aspect of mental processing and the circumstances in which it depends upon separate underlying parameters. We consistently found evidence that experience-operationalized as the number of training blocks-and processing load-operationalized using a variety of divided attention tasks-affect categorization performance of UD and II structures through the mediation of a single intervening parameter or resource. Any viable model of categorization must be able to account for this fact.
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NOTES
1. We are aware that this is only one of many tens of different manipulations that show dissociations between performance on II and UD tasks and acknowledge that our conclusions with regard to the COVIS research program are therefore limited in scope.
2. We are indebted to Dagmar Zeithamova for providing us with the raw data from Zeithamova and Maddox (2006) , Experiment 1.
3. Our approach complements the Bayes factor approach to the same issue recently proposed by Heathcote, Brown, and Prince (2009) .
4. The data for all participants scoring above .80 in the Stroop task are displayed in Appendix B, Figure B1A . The principal difference in the qualitative pattern is a reversal of the IIC and UDS conditions, with the former slightly outperforming the latter. This reversal had little impact on the statistical analyses: All reported main effects and interactions remained significant, with the addition of significant interaction between block and load reflecting steeper learning curves for the control over the Stroop conditions. Analysis of the state-trace plot of these data (Figure B1B) reveals that neither the trace model nor the one-dimensional model can be rejected ( G 2 0.11 and 0.17, respectively), but the nonoverlap model clearly fails ( G 2 15.89, p .001).
5. The data for all participants scoring above .80 in the Stroop task are displayed in Appendix B, Figure B2A . The qualitative pattern is similar to the filtered data. In the statistical analyses the interaction between category structure and load, which was marginally significant in the filtered data, was not significant. There is an additional significant interaction between block and load reflecting steeper learning curves for the control over the Stroop conditions. Analysis of the state-trace plot of these data ( Figure B2B ) reveals that neither the trace model nor the onedimensional model can be rejected ( G 2 0 and 0.06, respectively), and that the nonoverlap model clearly fails ( G 2 30.11, p .001).
6. The data for all participants scoring above .80 in the digit recall task are displayed in Appendix B, Figure B3A . The principal difference in these data is a reversal in the position of the IIC and UD-DR conditions. This reversal led to the effect of load being significant in these data [F(1,124) 12.43, p .001] . Analysis of the state-trace plot of these data ( Figure B3B ) reveals that neither the trace model nor the onedimensional model can be rejected (both G 2 0), and that the nonoverlap model clearly fails ( G 2 21.15, p .001).
7. In a recent investigation of the effects of delayed feedback on II and UD learning, we have found evidence consistent with more than one process (i.e., a 2-D structure). Thus, our failure to find bidimensionality in the present series of experiments is not due to the method per se.
Maximum Likelihood Estimation
Within each condition, we assume that the set of observations (mean proportion correct for each participant) are independent and normally distributed with a common variance estimated by the weighted average of withincondition variance. Let x j and y j be the observed means for the jth condition in the UD and II tasks, respectively, and, for a given model, let x j and y j be the predicted means for the corresponding conditions. The fit of this model (G 2 where K is the total number of conditions (10 in the present case), n xj and n yj are the number of participants in the jth condition of the UD and II groups, respectively, and s 2 x and s 2 y are the corresponding pooled variance estimates.
We fit three models to the data: the trace model, the one-dimensional model, and the nonoverlap model. These models can be defined by the different constraints they impose on the condition means, x j and y j , which we represent as constraints on the signs of pairwise differences. Let u jk x j x k be the difference between the means of conditions j and k for the UD task and let v jk y j y k be the corresponding difference for the II task. The trace model specifies an ordering of conditions on both tasks. Specifically, within the control and Stroop conditions, it requires that performance be a nondecreasing function of blocks for both tasks. Each of these orderings can be defined in terms of the signs of the differences between the relevant conditions-that is, sign(u jk ) sign(v jk ) 1, for appropriate j and k. The one-dimensional model specifies an additional correspondence between all the pairwise differences on the two tasks-that is, sign(u jk ) sign(v jk ), for all j and k. Finally, the nonoverlap model can be thought of as a one-dimensional model nested within a specific instance of the trace model, in which there is an additional order constraint between all the Stroop conditions and all the control conditions-that is, sign(u jk ) sign(v jk ) 1 for all j control and k Stroop.
The different models were fit using the MATLAB FMINCON procedure. The starting point for each search was a vector of the observed means, although checks were implemented to avoid local minima.
Null Hypothesis Statistical Testing
When comparing nested models, the G 2 statistic is distributed as chi-square with N k degrees of freedom, where N is the number of data points and k is the number of model parameters. This does not apply in the present case, since the models differ in order constraints rather than number of parameters and, in addition, it is not possible to specify the number of such parameters a priori. For this reason, we tested the obtained G 2 values against an empirical distribution derived for each experiment. We recently used (Newell & Dunn, 2008) a similar approach based on a procedure outlined by McLachlan and Peel (2000) . However, this approach does not account for uncertainty in the parameter estimation. For this reason, we adopted a procedure similar to the PBCM method described by Wagenmakers, Ratcliff, Gomez, and Iverson (2004) . This method was developed to compare two models of differing complexity. In our application, since the two models in question are nested within each other, we know that one is more complex than the other. Our approach is as follows. First, the data are resampled M times using the parametric bootstrap (Efron & Tibshirani, 1993) . Second, the trace model is fit to each resampled data set and the best-fitting model parameters used to generate new data that are consistent with the trace model and also take initial parameter uncertainty into account. The trace model is then refit to these data, and the difference between the obtained G 2 value and that of the unrestricted model in which it is nested is stored. This is a notional comparison only, since the G 2 of the unconstrained model is necessarily zero. This process is then repeated for both the one-dimensional and nonoverlap models. In the former case, the onedimensional model is fit to the resampled data and a data set generated from the best-fitting parameter values. The one-dimensional model and the trace model in which it is nested are then fit to these data and the difference in their G 2 values stored. For the nonoverlap model, this model is fit to the resampled data and a nonoverlap data set generated from the resulting best-fitting parameter values. The nonoverlap model and the one-dimensional model in which it is nested are then fit to these data and the difference in G 2 values stored.
For each hypothesis-trace model versus unconstrained model, one-dimensional model versus trace model, and nonoverlap model versus one-dimensional model-the procedure results in M values representing a random sample of the empirical distribution of the corresponding differences in G 2 . In our analyses, we set M equal to 1,000. We defined the empirical p value of a difference in G 2 obtained from the observed data as the proportion of values in the corresponding empirical distribution that are greater than or equal to this quantity. 
APPENDIX A (Continued)
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APPENDIX B Unfiltered Data Sets
Figures B1-B3 display unfiltered data from Experiments 1-3, respectively, and include all participants scoring .80 or above correct on the concurrent memory task. In each figure, panel A shows the mean proportion correct across blocks on the category task for the four groups, and panel B shows the state-trace plot of the data in each respective panel A. See notes 4, 5, and 6 for discussion of these data.
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