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by
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for the Doctor of Philosophy Degree
at the Rochester Institute of Technology

Abstract
The focus of this work was on explaining the effect of macroscopic surface roughness
on the reflected light from a soil surface. These questions extend from deciding how to
best describe roughness mathematically, to figuring out how to quantify its effect on the
spectral reflectance from a soils surface. In this document, I provide a background of
the fundamental literature in the fields of remote sensing and computer vision that have
been instrumental in my research. I then outline the software and hardware tools that
I have developed to quantify roughness. This includes a detailed outline of a custom
”LiDAR” operating mode for the GRIT-T goniometer system that was developed and
characterized over the course of this research, as well as proposed methods for using
convergent images acquired by our goniometer systems camera to derive useful structure
from motion point clouds. These tools and concepts are then used in two experiments
that aim to explain the relationship between soil surface roughness and spectral BRF
phenomena. In the first experiment, clay sediment samples were gradually pulverized
into a smooth powderized state and in steps of reduced surface roughness. Results show
that variance in the continuum spectra as a function of viewing angle increased with the
roughness of the sediment surface. This result suggests that inter-facet multiple scattering
caused a variance in absorption band centering and depth due to an increased path length
traveled through the medium. In the second experiment, we examine the performance
of the Hapke photometric roughness correction for sand sediment surfaces of controlled
sample density. We find that the correction factor potentially underpredicts the effect of
shadowing in the forward scattering direction. The percentage difference between forwardmodeled BRF measurements and empirically measured BRF measurements is constant
across wavelength, suggesting that a factor can be empirically derived. Future results
should also investigate the scale at which the photometric correction factor should be
4
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applied. Finally, I also outline a structure from motion processing chain aimed at deriving
meaningful metrics of vegetation structure. Results show that correlations between these
metrics and observed directional reflectance phenomena of chordgrass are strong for peak
growing state plants. There is also good agreement between destructive LAI metrics and
contact-based LAI metrics.
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Chapter 1

Introduction
The field of remote sensing aims to discern information about a scene’s composition by
using light reflected by the scene. Using remotely sensed light rather than tools that
make physical contact with the surface can make it difficult to discern properties about a
surface. For example, in the case of a vegetation canopy, the chlorophyll content of the
leaves, the vegetation density, the orientation of the leaves, and the health of the plant
can all play crucial roles in the ways that the plant will reflect light back to the sensor.
The sheer magnitude of the parameters that interact with light makes schemes aimed at
extracting physical properties from the remotely sensed data very difficult.
The task of extracting properties about a material is also difficult for sediment surfaces
(i.e. clays and soils). Many physical models attempt to explain the way that light is
scattered and reflected by the sediment using simplifying assumptions such as treating
the medium as being composed of perfectly diffuse scatterers or treating the constituent
particles as being perfectly round spheres. Other models use physical parameters of the
surface such as density to mathematically describe the way that light is reflected by a
surface. In addition, factors such as the darkness of the material, the moisture content,
and the soil’s average grain size must be considered.
One parameter of sediment media that can greatly affect the way that light is directionally scattered is that of macroscopic roughness. It is easy to prove that this parameter
is of great importance when modeling the directional reflectance of a soil to even a casual
observer through the use of a common remote sensing instrument: the human eye. If an
observer looks at a macroscopically rough soil in a laboratory or field setting with the sun
at their back, it is difficult to discern any surface structure, and the surface will appear
very bright. This is due to the fact that the small shadows cast by the soil’s clods are
hidden from view, and the light is oriented directly back at an observer’s eyes. However,
if the observer looks at the same exact soil patch while facing the source of illumination,
then the shadows can be seen and the surface’s macroscopic structure becomes apparent.
My work has focused on performing the simple experiment described above on a much
27
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larger scale. Over the course of my time working on this project, I have been forced to ask
and answer numerous questions regarding how to explain the effect of macroscopic surface
roughness on the reflected light from a soil surface. These questions extend from deciding
how to best describe roughness mathematically, to figuring out how to quantify its effect
on the spectral reflectance from a soil’s surface.
The outline of my thesis proposal provides insight into the methods developed over the
course of my research and the lessons learned from our field and laboratory experimental
results. In Chapter 2, I provide a background of the fundamental literature in the fields
of remote sensing and computer vision that have been instrumental in my approach to
the problems. Then, in Chapter 3 I outline the software and hardware tools that I have
developed to quantify roughness and analyze the point cloud datasets that describe the
surfaces of our studies. This includes a detailed outline of a custom ”LiDAR” operating
mode for our goniometer system that I developed and characterized. I also outline methods
for using convergent images acquired by our goniometer system’s camera to derive useful
structure from motion point clouds.
The results and experimental guidelines of a series of laboratory experiments are given
in Chapters 4, 5, and 6. These experiments give details on observed spectral characteristics
of directional reflectance of rough surfaces. We describe potential ways to correlate macroscopic roughness with the spectral characteristics of directional reflectance measurements.
We also perform a series of tests on a well-known shadowing correction model.
In addition to the sediment work done over the course of my PhD, I also performed
many calibration experiments on the spectrometer systems used in our laboratory. These
are outlined in the Appendix Section in A. I also used the derived structure from motion
operating chain to derive meaningful metrics of vegetation structure and correlated these
metrics with observed directional reflectance phenomena of chordgrass in a laboratory
experiment. These results and a lengthy description of the theory behind my approach
are outlined in Section A.

Chapter 2

Background
2.1

Remote Sensing

The study of remote sensing is formally defined as ”the field of study associated with
extracting information about an object without coming into physical contact with the
object.” [12] In the field of imaging science, we use information about how light is reflected
or scattered from objects by both passive or active sensors in order to obtain information
about objects. In this section, I will cover the necessary remote sensing definitions and
concepts required to fully understand the scope of my experimental designs and results.

2.1.1

Radiometric Definitions

Before considering remote sensing topics such as radiative transfer and ray tracing, terms
for describing the propagation of light must be defined. Radiometry is defined as the
science of characterizing or measuring how much electromagnetic energy is present at or
associated with a location or direction in space. [12] When considering the propagation
of light, it is essential to have a clear understanding of the definitions and units that are
being used. Therefore, terms that have been defined by the Commission Internationale de
lEclairage (CIE) and adopted by most researchers will be described.
Light is characterized in terms of both wavelength ( [µm]) and f requency (v [sec−1 ]).
These terms are related to the speed of light by the following equation:
c = λv

(2.1)

where c is the speed of light [µm/sec]. The wavelength of light is defined as the spatial
distance over which the wave’s shape repeats. [13] Frequency is defined as the number of
waves that would travel past a fixed point in space in 1 second, and has units of hertz
[Hz] or sec−1 . [12]
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In the study of radiometry, light is generally thought of as being transferred in energy
packets or quanta in accordance with quantum theory. These energy carriers are called
photons. They are defined by the following equation:
q = hv =

hc
λ

(2.2)

where h is Planck’s constant [Joules ∗ sec]. Photons are in units of a Joule [J], which is
a commonly used measure of energy in the study of radiometry.
The total energy in a beam or ray of light is characterized by the total number of
photons in the beam and their respective frequencies. This is defined by the following
equation:
X
Q=
ni hvi
(2.3)
i

where Q is the total energy in the beam, and ni is the number of photons possessing
frequency vi .
For certain problems, it can be easier to visualize light not in terms of total energy but
rather in terms of the rate at which it is propagating through space as a function of time.
The propagation of energy is defined as power (Φ), and can be described mathematically
by taking the first derivative with respect to time of the previous equation:
Φ=

dQ
dt

(2.4)

Note that power has units of W atts [W ], which will become an important metric in the
upcoming discussions of radiometric measurements and their applications to the field of
remote sensing.
When considering the propagation of light, we will often need to measure how much
incident light reaches a detector or sensor. Therefore, the concept of irradiance (E) is
defined in order to describe how much incident energy arrives at and is spatially distributed
over a surface area:
dΦ
E = E(x, y) =
(2.5)
dA
where dA [m2 ] is the differential area of the surface of interest, and (x, y) are spatial location parameters along the plane of interest. Irradiance is near identical to the radiometric
concept of exitance (M ). However, exitance specifies energy propagated away from a
surface, whereas irradiance specifies energy propagated onto a surface. [12] This distinction is important to note because the equations have an identical form on a superficial
level:
dΦ
(2.6)
M = M (x, y) =
dA
Exitance has the same units as irradiance [W m−2 ], and can also be specified as a function
of spatial location.
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Figure 2.1: An illustration of the concept of solid angle for an area A along the surface of
a sphere of radius r.

When one is concerned with the angular component of the propagation of light, a
different concept is required to describe how light disperses throughout space. Intensity
(I) describes the propagation of light as a function of direction. This concept is defined
in the following equation:
dΦ
I = I(θ, ψ) =
(2.7)
dΩ
where dΩ is the differential component of solid angle. Differential solid angles follow
the equation dΩ = dA/r2 and have units of steradians [sr]. According to Schott, the
element of a solid angle is formally defined as the conic angle encompassing an element of
differential area dA on the surface of a sphere of radius r. [12] An example of this concept
is shown in Figure 2.1 for a solid angle that exists over the extent of the surface of a sphere
of radius r.
In remote sensing applications, it is often necessary to have both angular and spatial
information when discussing the propagation of light through a medium. For these scenarios, the concept of radiance (L) is employed. Radiance is the most complex radiometric
term out of all of those described so far, but also one that is very useful in describing how
light propagates though different media such as the atmosphere or sediment surfaces. It
is defined according to the following equation:
L(x, y, θ, φ) =

d2 Φ
dAcos(θ)dΩ

(2.8)

Note that this term is both a function of spatial location in the plane of the target surface,
and angular information in the direction of propagation relative to the normal of the
plane of the target surface. [12] Radiance has units of watts per unit area per solid angle
[W m−2 sr−1 ]. It is worth noting that radiance can be used to characterize the propagation
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of energy both away from and onto a surface of interest, unlike the previously defined
concepts of irradiance and exitance.

2.1.2

Lambertian Surfaces & Uses in Remote Sensing

The angular dependence of energy leaving a surface into the hemisphere above the surface
can be important when attempting to model the geophysical properties of a surface. This
information can be very difficult to obtain without performing an extensive analysis of
surface properties. For instance, for a surface composed of soil particles the macroscopic
roughness, grain size distribution, and contrast of individual grains can all influence the
angular dependence of energy reflected into the hemisphere above the surface. For this
reason, a simplified assumption of the scattering properties of the surface for airborne
imagery is sometimes made: the surface is defined to be Lambertian.
Surfaces that are perfectly diffuse scatterers are often referred to as being Lambertian.
By definition, a Lambertian reflector has a well characterized variation in intensity as a
function of viewing zenith angle, θ, defined according to the following equation:
Iθ = I0 cos(θ)

(2.9)

where I0 is the intensity in the direction normal to the surface facet, and θ is the angle from
the normal to the surface facet to the direction of interest. [12] In other words, this means
that the reflected intensity from a Lambertian surface will decrease as a function of view
angle, and decrease to zero at extreme view angles. By definition, the radiance into any
viewing zenith angle from a Lambertian surface also follows a well defined relationship:
Lθ =

dIθ
dAcos(θ)

(2.10)

Similarly, the definition of radiance into any viewing zenith angle θ relative to the facet’s
surface normal is defined according to the equation:
L0 =

dI0
dI0
=
dAcos(0)
dA

(2.11)

By combining the two previously defined equations, we can see that the radiance reflected
into a given viewing zenith angle is equal to the radiance reflected into the nadir viewing
orientation:
dI0 cos(θ)
dIθ
Lθ =
=
= L0
(2.12)
dAcos(θ)
dAcos(θ)
This results indicates that the radiance reflected from a Lambertian surface is independent of the sensor’s viewing zenith orientation. [12] While some natural surfaces
approach Lambertian behavior, there are very few that perfectly achieve this rigorous definition. Materials such as Spectralon, designed by Labsphere, are manufactured to meet
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Figure 2.2: A figure provided in the Labsphere Spectralon Calibration Panel brochure.
This image shows the 8 degree hemispherical percent reflectance factor for a typical calibration panel as a function of wavelength. Credit: labsphere.com [1]

these requirements but do not achieve perfectly Lambertian scattering. [1] Even though
most materials cannot be considered perfect Lambertian reflectors, assuming a surface is
Lambertian can still be a useful assumption for problems where the surface’s geophysical properties are not well-known due to the fact that it can sometimes be impossible to
retrieve ground truth data.
Spectralon diffuse reflectance targets are designed to calibrate directional reflectance
measurements of materials in laboratory and field settings. Through annual calibrations,
these instruments provide accurate calibration data over the spectral range of 250 nm to
2500 nm, traceable to National Institute of Standards and Technology (NIST) standards.
Spectralon calibration panels used in our laboratory are of size 24 inches by 24 inches
to provide a large, uniform surface area for spectral measurements. These panels are
measured to have reflectance of approximately 99% over the spectral range of 400 nm
to 1500 nm and ≥95% over the spectral range of 250 nm to 2500 nm.[1] An example
of the 8 degree hemispherical reflectance of a typical Labsphere Spectralon calibration
panel is shown in Figure 2.2, obtained from the company’s website. These Spectralon
panels are critical to obtaining accurate reflectance metrics from both laboratory and field
experiments in our current operating scheme, as will be discussed in Section 2.1.3.
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Figure 2.3: An illustration of various directional reflectance metrics. The columns denote
the reflected radiance into a direction away from the surface and the rows denote the
incident radiance onto the surface from a given illumination source. [2]

2.1.3

Directional Reflectance

Irradiance onto a surface is reflected with a directional component dependent on the
physical properties of the surface. In certain cases, the reflection of light off a surface is
highly directional, conforming to Snell’s law of reflectance. These surfaces are referred to as
specular. In other cases, the scattering is uniform in all directions of the hemisphere above
the surface. These surfaces are referred to as dif f use or Lambertian, as was defined in
Section 2.1.2. Few surfaces satisfy these strict requirements, and commonly fall somewhere
in between these two ideal cases. [14]
In order to capture the complex scattering properties of materials of interest such as
sediment media and vegetation, strict definitions of directional reflectance functions have
been established by the remote sensing community. Several of these directional reflectance
definitions are illustrated in Figure 2.3.[2] A few of these metrics that are especially relevant
to our field and laboratory studies will be discussed in this section.
An important radiometric term in remote sensing studies is the bidirectional reflectance,
which is often characterized for a surface by the bidirectional reflectance distribution function (BRDF ). This term is defined according to the following equation:
ρBRDF (θr , φr , θi , λ) =

L(θr , φr , λ)
E(θi , φi , λ)

(2.13)
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The BRDF definition has units of sr−1 , which are a measure of solid angle. This equation states that the BRDF is a ratio of the total reflected radiance into a given direction
(θr , φr ) from incident irradiance onto the surface from a direction (θi , φi ). [14] Note that
this quantity is also a function of wavelength, indicating that the angular dependence
changes spectrally, particularly in regions of spectral absorption features. This will be illustrated in more detail in the Results sections of this dissertation. The concept of BRDF
is illustrated in ”CASE 1” of Figure 2.3.
The definition of BRDF can be slightly modified to achieve the concept of the bidirectional reflactance factor (BRF ), by taking the ratio of the reflected radiant flux from
the surface of interest to that from an idealized Lambertian surface under identical illumination conditions. This is a standard operating procedure for our research group when
obtaining reflectance measurements of sediment media. This is achieved by using a Spectralon panel as an idealized Lambertian reference. The concept of BRF is given by the
following equation [2]:
BRF (θr , φr , θi , λ) =

L(θr , φr , λ)
E(θi , φi , λ)
∗
E(θi , φi , λ) Llambertian (θr , φr , λ)

(2.14)

Note that this is a unitless metric that denotes the reflectance of the material of interest.
The concept of BRDF is an idealized case that is very difficult to measure under real-world
conditions. In true directional measurements, a sensor fore-optic will have an angular fieldof-view that is in the range of 1 degrees to 25 degrees. Therefore, the viewing geometry
more resembles a conical cross-section.
In field conditions, there are contributions to the irradiance onto the surface from all
orientations along the hemisphere above the target plane. These contributions come in
the form of radiance due to adjacency effects from nearby objects (i.e. buildings and
trees), atmospheric downwelled radiance, and even reflected radiance off of the measuring
instrument itself. Due to these factors, a concept of hemispherical conical reflectance factor
is often used to describe directional reflectance measurements obtained in field conditions.
This definition is illustrated in ”CASE 8” of Figure 2.3.[2] In this Figure, it is seen that
the reflected radiance is measured over a conical solid angle, while the incident irradiance
is due to illumination over the entire encompassing hemisphere above the target.
In laboratory conditions, a scientist will have far greater control over the environment
surrounding the target of interest during the course of directional reflectance measurements. An example of our laboratory ”dark-room” is shown in Figure 2.4. In this Figure,
it is seen that we use dark, matte materials to mitigate secondary reflectance off of surfaces,
and therefore limit adjacency effects onto the sample of interest. In this way, the matte
surfaces reduce the hemispherical component of incident irradiance onto the medium. In
laboratory settings, the limiting factors for achieving the idealized BRDF definition are
the beam spread of the light source and the angular extent of sensor fore-optic attachment
used on the goniometer system. In our laboratory setup we use a studio fresnel lens, the
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Figure 2.4: An illustration of GRIT-T operating in a laboratory environment. Note that
we have used dark, matte materials to reduce the amount of stray light scattering.
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ARRI Fresnel 300 Plus. This lamp was chosen due to its tungsten-halogen bulb that has a
blackbody distribution, and its collimated 14 degree beam spot size that minimizes stray
light distributed onto surfaces adjacent to the target plane. [15] This means that almost
all light onto the surface is from a uniformly distributed light source, that falls off harshly
at the edges. Additionally, in the laboratory we will typically use fore-optic configurations
that are 5 degrees in angular extent for the downward looking spectrometer. The most
accurate term to capture this radiometric measurement scheme is biconical reflectance distribution function. This is illustrated in ”CASE 5” of Figure 2.3. [2] In this illustration,
the incoming and measured light are both represented by conical solid angles rather than
by directional vectors. This definition is sometimes referred to as the biconical reflectance
factor (BCRF) [2].

2.1.4

Spectrometers

It was stated in Section 2.1.3 that the previously defined directional reflectance terms
are all spectrally dependent. It is therefore of interest to position devices capable of
measuring the spectrum of targets at different viewing orientations in order to measure
the directional reflectance of a surface for all viewing orientations along a hemisphere
above the target plane. The device that is often used for this purpose is known as a
spectrometer. Imaging spectrometers are devices that use optics to spatially spread a
spectrum of incident radiation across a detector array. [14] There are many spectrometer
designs that are used to achieve spectral analysis including dispersive techniques, FourierTransform designs, and wedge-imaging spectrometers. [12]
In our laboratory, we use a proprietary imaging spectrometer known as the ASDi
FieldSpec 4 Hi-Res: High Resolution Spectroradiometer. [16] This spectrometer uses
dispersive techniques to measure the reflectance of materials over a broad spectral range
from 350 nm to 2500 nm. The system has a spectral resolution of 3 nm in the visible to
near-infrared spectral range and 8 nm in the shortwave-infrared spectral range, making
it ideal for measuring narrow spectral features. The system uses three seperate detectors
over its spectral range to capture reflectance features: a 512 element silicon array over
the range of 350-1000 nm, and two cooled Graded Index InGaAs Photodiode detectors
over the respective ranges of 1001-1800 nm and 1801-2500 nm. The system is fitted with
a custom 2 meter long fiber optic cable, with a bundle of sensor fibers at the end that
detect over a 25 degree field of view (without any fore-optic attachments used). The unit
is not currently fitted with an optical scrambler, but a future goal of our laboratory is to
incorporate this feature into the head design to account for the random distribution of
fibers within the fore-optic.
By positioning the sensor at different viewing orientations, the systems builds up a
BRF over all possible viewing orientations. We will show in Section 2.2 that the tool used
for this purpose is known as a goniometer system.
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Radiative Transfer Models

A major research area in the field of remote sensing is that of radiative transfer model
inversion. The concept of radiative transfer is defined as the mathematical descriptions
governing the radiation fields in a given particulate medium that absorb, scatter, and
emit radiation. [17]. There are many different radiative transfer models that aim to
capture the way in which sediments, plants, or other surfaces interact with and scatter
incident radiation. One such model that focuses on water scattering phenomena is known
as Hydrolight. This model is based on radiative transfer calculations for a layered water
model that takes into account the absorption and scattering of the water layers. The
model also employs a parametric description of water scattering that can account for total
suspended material , and colored dissolved organic matter in water. [12] Another radiative
transfer model known as the Cook-Torrance model uses microfacet theory to describe the
BRDF of materials ranging from glossy paints to soil, by using a small number of material
parameters as function inputs. [18] A model that is of particular interest to the research
goals of the GRIT Laboratory is that of the Hapke photometric model. This model was
developed to model the directional reflectance properties of the airless regolith surfaces of
bodies for the field of astronomy. This model incorporates many parameters for describing
the directional reflectance of many sediment surfaces. A few of these parameters include
the single scattering albedo, the opposition surge and the macroscopic roughness of the
surface. It was originally developed by Bruce Hapke at the University of Pittsburgh for
use in astronomy applications. [5] The Hapke photometric model and its parameters will
be described in greater detail in Section 2.3.
Radiative transfer models provide a parametric description of the ways in which light
interacts with different media. One particular medium that is of great interest to our
laboratory is that of sediments, including clays, silts and sands. By performing BRDF
measurements of these surfaces under different illumination conditions, it is possible to
build up experimental evidence of the ways that light is interacting with the material of
interest. These empirical measurements can then be correlated to parametric variables
through the process of model inversion. Model inversion can be defined as inverting experimental results obtained by imaging systems to obtain parametric descriptions of the
real world. [12] Studies have shown that performing model inversion can lead to promising results for describing the physical state of sediment surfaces. For example, Bachmann
et al. showed that the density of sandy sediments can be retrieved from hyperspectral
imagery by knowing that the parameters of radiative transfer models such as the opposition surge width are especially influenced by the density of composite mixtures. [19, 20]
Certain photometric models are so complex that performing model inversion can be limited by computational concerns such as being trapped in local minima, or extremely long
computation times. For this reason, methods are often developed to simplify or constrain
the radiative transfer models of interest. For example, when considering Hapkes model
of the BRDF of particulate media, studies have shown a material’s surface roughness can
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be directly correlated to several other parameters of the photometric model. Shepard et
al. performed a ”blind” inversion of the radiative transfer model for experimental BRDF
measurements of 14 different sediment samples in a laboratory environment. It was found
that the macroscopic roughness and the shadow-hiding opposition effect parameters could
be modeled as a single phenomenon due to the fact that they occurred over overlapping
size scales comparable to individual soil grains and clumps of grains. [21] A major research
goal of our laboratory is finding ways to constrain or simplify photometric models so that
they can be used in physical simulation tools such as the Digital Imaging and Remote
Sensing Image Generation (DIRSIG) model, or directly for model inversion. [22] In particular, my research has focused on finding ways to constrain the roughness parameter of
the Hapke photometric model using spectral information. One of my underlying objectives
is to use spectral characteristics of directional reflectance of rough surfaces to improve the
ability of spectral sensors to characterize surface roughness.

2.2

Goniometers

Thus far, we have discussed the concepts of radiometry and their application in radiative
transfer model inversion. Now we must describe the tools that are used to generate
empirical BRDF measurements that can be fed into inversion routines. In the field of
remote sensing, goniometers are used as devices that measure how incident radiation is
reflected off of materials as a function of varying view and illumination orientations. In
other words, these devices measure the directional reflectance metrics that were defined in
Section 2.1.3. Many goniometers utilize a motor system that is capable of manipulating
the pointing direction of a sensor to view a target material or surface from different
orientations. Goniometers can be camera-based and only capture a few spectral bands, or
they can be spectrometer-based and capture several hundreds of spectral bands. [23, 24,
25, 4] Goniometer systems can also be designed for use in both laboratory settings and
field campaigns, but it is often considered preferable for the system to be capable of being
operable in both of these arenas. Over the course of my time in the GRIT-Laboratory, I
have operated and calibrated two such custom-designed goniometer instruments: GRIT
and GRIT-T.

2.2.1

Goniometer of Rochester Institute of Technology (GRIT)

The Goniometer of Rochester Institute of Technology (GRIT) was developed by Charles
Bachmann and his team of scientists and engineers for use in field research at The Digital
Imaging and Remote Sensing Laboratory of RIT. The system was fully operational by
2013 and being used to study sediments in both laboratory environments at RIT and field
environments such as the Algodones Dunes of California. [26] The system was designed
to operate using a single downward looking ASDi FieldSpec-4 Spectrometer. As was
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Figure 2.5: An image of the original GRIT system operating in a field-environment. This
goniometer system was designed using a stepper motor that rotated a spectrometer foreoptic 360 degrees around the target. [3]

mentioned earlier, this spectrometer can make measurements over the spectral range of
350 nm to 2500 nm. In addition, the spectrometer has a spectral resolution of 3 nm in
the VNIR region and 8 nm in the SWIR region.
The GRIT system was designed in a short time-frame and consequently was made
using off-the-shelf components rather than custom-machined parts. An example of the
system operating in the field is shown in Figure 2.5 This goniometer system was designed
to incorporate a chassis motor that rotated a zenith arc about a closed ring. Along the
zenith arc, a stepper motor would drive a head casing along a track to aim a spectrometer
fore-optic at a target at the center of the ring. The system was capable of achieving zenith
angles in the range of 0 to 65 degrees and azimuth angles in the range of 0 to 360 degrees.
This system was also designed to incorporate readings from two inertial measurement
unit (IMU) systems that provided overall heading information and pointing information
regarding the spectrometer fore-optic attachment.
While the system was capable of providing accurate measurements of the directional
reflectance from a surface, there were many downsides to this initial goniometer system.
Due to the fact that the system was designed using salvageable steel components, it was
extremely heavy, weighing in at 230 pounds. This made it difficult to transport in between
field sites, which was magnified due to the fact that the usual environments of interest
were difficult desert settings. Because the system rotated a zenith arc about the azimuth
direction, there was a significant amount of self-shading onto the target of interest. This
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translated into a broad swath of ±15 degrees azimuth in the backscatter direction of
the principal plane being completely shadowed. In addition, the system was designed to
operate manually with two operators controlling software for the spectral measurements
and the motor movements. When considering that the time to perform a full hemispherical
measurement could be upwards of approximately 2.5 hours, it is not hard to see that
operator fatigue could become detrimental to data quality. In addition, field-measurements
often take place in difficult environments such as deserts and coastal beaches, making it
more likely that the instrument operators would make mistakes in data collection.

2.2.2

Goniometer of RIT-Two (GRIT-T)

Due to the limitations of the first goniometer system, plans were immediately established
to create a goniometer system that improved on these flaws. This second-generation goniometer, GRIT-Two (GRIT-T), was designed over the course of three years as a doctoral
dissertation project by Justin Harms, with assistance from the GRIT Laboratory team.
[27, 4] This instrument was designed at the same time that the original GRIT instrument was being operated in laboratory and field settings. This meant that knowledge of
GRIT’s flaws and strengths were able to be directly incorporated into the design of the
GRIT-T system via operator feedback from the team. The completed system incorporated
many novel features, and enhancements of existing GRIT features. These features include
the capability for monitoring downwelled radiance and reflected radiance simultaneously
through a dual-view spectrometer design, a fully automated operating routine through
a GUI, target-plane tracking to minimize parallax errors, minimized obscuration of reflectance measurements as a result of an open ring design, and the capability to measure
a digital elevation model (DEM) of the target surface at a centimeter scale. A diagram of
the system is shown in Figure 2.6.
One desirable characteristic of a goniometer system is that the system is capable of
accurately pointing the sensor at the same spot on the ground from all possible viewing
angles. According to Sandmeier, the mechanical accuracy of a directional reflectance measurement system is an important quality feature because it defines the repeatability and
stability of the viewing geometry. [28] If there are significant errors in motor movements
or positioning accuracy, these will lead to great difficulty in using the acquired BRDF
data to perform tasks such as radiative transfer model inversion due to inaccuracies in
the recorded sensor orientations. With this in mind, the GRIT-T utilizes an independent
absolute encoder for all rotational motion on the system. Therefore, there are encoders in
the rotating head and the rotating arm. These encoders ensure that the user knows where
the system is positioned and pointed, allowing for mechanical errors to be compensated
for in post-processing routines.
Another important trait for a goniometer system is the ability to achieve self-leveling by
designing the goniometer with a rigid frame. While this is not normally a major cause for
concern in a laboratory setting, building a rigid, self-leveling frame into a field goniome-

CHAPTER 2. BACKGROUND

42

Figure 2.6: A drawing of the GRIT-T system with the major components labelled. Note
that the system incorporates an open ring design to minimize self-shading. Credit for
Illustration: Chris Lapszynski. [4]
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Figure 2.7: An illustration of the concept of parallax error. The measured field-of-view
drifts significantly over the course of the scan sequence.

ter can mitigate movement error and also allows a system to adequately be positioned
in difficult sample sites that might otherwise not be considered suitable for collecting a
BRDF such as one containing tall grass or one containing slopes. GRIT-T is designed
using actuators that automatically level the system with the aid of an industrial-grade
inclinometer. This allows the system to be leveled before the start of a scan, and to know
the roll and pitch of the system to within ±0.1 degree throughout the course of the scan.
[24, 4]
Another important feature in a goniometer system is the ability to mitigate parallax
errors in the radiometric measurements of a surface. A parallax error results from a
misalignment of the plane of the goniometer frame and the surface being measured. In
other words, a parallax error causes the BRDF to be built up of measurements from a much
wider surface area than desired. An example of this can be seen in Figure 2.7. Ideally, the
BRDF should be composed of measurements from an infinitesimally small surface area in
the target plane. However, parallax errors cause a drifting in the field of view of the sensor
that can lead to a much surface area being incorporated into the directional reflectance
measurements than desired. [27, 4]
In order to minimize parallax error, GRIT-T utilizes a rotating positioning arm, a
swiveling sensor head, and a laser ranging sensor that is accurate to within ±2 mm, and
repeatable to within ±0.5 mm. Before performing a scan, the chooses the parameters
for the BRDF scan. Then, the system is commanded to measure the distance to the
target at nadir using the laser ranging sensor. Using this information in combination
with calibrated instrument geometry, the system calculates motor azimuth and zenith
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movements necessary for the goniometer to achieve viewing angles that minimize parallax
error. Tests performed in laboratory settings show that the final system achieves its
required goal of tracking the center point of the azimuthal ring to within 10 mm, even at
extreme operating distances of approximately 73 cm from sensor to target plane. [24, 4]
Another consideration for the spectral sensor regards how GRIT-T maneuvers its orientations in the solar principal plane. If the sensor is mounted on a zenith rail that
maneuvers the spectral sensor about the azimuth of the target, then the system can produce significant shadowing onto the target during a BRDF measurement. The design of
GRIT shown in Figure 2.5 produces large shadows onto the target for sensor orientations
located close to the principal plane. This significantly reduces the systems ability to take
accurate radiometric measurements in the ”hot spot” region of the hemisphere above the
target. [28] This is considered less than ideal due to the fact that the ”hot spot” region
has been shown to have significant features of interest in BRDF measurements of materials ranging from vegetation to sediments. [5, 29] With this in mind, the design of the
GRIT-T system incorporated a slim-profile pointing arm and a narrow rotating head that
only cast small shadows onto the target plane when the viewing orientation is close to the
opposition direction. Lab results showed that clean measurements could be obtained in
the solar principal plane for all points on the hemispherical grid, except those with phase
angles less than or equal to approximately 5 degrees. [24, 4]
For reasons stated in Section 2.2.1, the GRIT-T goniometer was designed to capture
BRDF measurements in a fully autonomous manner. In order to perform a scan, the
operator simply sets the scan pattern in the graphical user interface (GUI) provided by
the integrated GRIT-T software. Once the user starts the scan with the GUI, the system
moves the sensor to the calculated view orientations along the hemisphere above the target
plane, and records spectral measurements from the spectrometers. An additional benefit
of the GRIT-T GUI is that the user has the ability to focus on monitoring system and
battery health. Therefore, as the scan progresses, the operator can monitor the digital
counts spectra of the reflectance measurements, the health of batteries, and the positioning
information from the onboard GPS-enabled inertial measurement unit. [24, 4]

2.3

Hapke Photometric Model

As was stated in Section 2.1.5, we seek to use empirical reflectance data obtained from
goniometer systems to retrieve geophysical properties of the surface. The photometric
model that we use in these inversion routines is known as the Hapke photometric model.
The Hapke photometric model is an approximate analytical description of the BRDF of a
medium composed of particles. [5] It was originally developed as a means for describing
the reflectance of lunar surfaces, but has since been extended to retrieving material properties from sediment surfaces through model inversion. [29, 20] The model was originally
proposed to evaluate the surface scattering properties of closely packed sediment surfaces,
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but was enhanced to include photometric phenomena such as the opposition effect. [30]
This model will be discussed briefly in order to give a sense of its capabilities for describing
reflectance from a variety of sediment surfaces, and where it fits into our goals for retrieving geophysical parameters such as macroscopic roughness from directional reflectance
measurements.

2.3.1

Photometric Model for Smooth Surfaces

In the process of developing the Isotropic Multiple Scattering Approximation (IMSA),
Hapke formulated a radiative transfer model that incorporates five orders of scattering
for a smooth surface with no significant macroscopic roughness [5]. The resulting IMSA
photometric model incorporates terms for single and multiple scattering. It also includes a
parametric description of the opposition effect, which is defined as the increased brightness
observed at small phase angles [g] on the order of g ≤ 3◦ [5]. The reflectance of smooth
scattering sediment medium is defined according to the following equation:
o
w
µi n
µi
µe
rs (θi , θe , g) = K
p(g, λ)[1 + BS0 BS (g, K, λ)] + [H( )H( ) − 1]
4π µi + µe
K
K
[1 + BC0 BC (g, K, λ)]

(2.15)

where w(λ) is the single scattering albedo of a particle, p(g, λ) is the phase function
of at phase angle g which is dependent on free parameters b and c (when p(g, λ) is the
Henyey-Greenstein phase function), µi = cos(θi ) and µe = cos(θe ) are the cosines of the
incident zenith angle and the observation zenith angle, respectively, and K is the porosity
function. Note that the function K is actually dependent on the fill factor, φ, of the
medium according to the equation:
K≈−

ln(1 − 1.209φ2/3 )
1.209φ2/3

(2.16)

This porosity factor can be thought of as partially accounting for the density of the
medium of interest. As the porosity of the sediment surface decreases, particles become
more closely packed together, leading to a scenario in which the surface becomes more
opaque due to an inability of light to penetrate the surface. [31] This parameter can
sometimes be ignored for materials with low densities. Hapke notes that the correction
factor K can be ignored for low porosities where the requirement φ < 0.248 is satisfied.
[32]
The factors of H( µKi ) and H( µKe ) were determined as a solution to an integral differentialequation and are meant to determine the contribution of multiple scattering to the photometric model for a smooth surface. [5] Additionally, there are terms in the photometric
model that describe the opposition effect with contributions to the shadow hidding opposition effect(SHOE): BS0 BS (g, K, λ). Another term in the model describes the coherent
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backscatter opposition effect (CBOE) of BC0 BC (g, K, λ). [5] It is often useful when developing inversion techniques to note that the CBOE is dominant at very small phase
angles and that the SHOE and CBOE are relatively indistinguishable at phase angles in
the range of 3 ≤ g ≤ 20. [31]
The phase function p(g) can take on many forms, but one of the most common options
in performing Hapke model inversion is that of the two-term Henyey-Greenstein function.
[31] This function describes the scattering of a single particle using two different parameters: b and c. The parameter b is an anisotropy factor that characterizes the width of the
scattering lobe. On the other hand, the parameter c is used to define whether the scattering lobe is in the forward or backward direction, relative to the illumination orientation.
The two-term function can be defined according to the following equation:
pHG (g) =

1+c
1 − b2
1−c
1 − b2
+
2 (1 + 2bcos(g) + b2 )3/2
2 (1 − 2bcos(g) + b2 )3/2

(2.17)

While the Hapke photometric model accounts for many different phenomena of the
scattering of light by a particulate medium, it is limited in the sense that it is only
applicable to smooth surfaces. [5] In order to correct for this limitation, Hapke developed a
correction for macroscopic roughness that will be described in the next section. The Hapke
photometric model has many desirable characteristics including the ability to capture the
opposition effect that is observed in BRDF measurements of sediments, and the ability
to account for porosity. However, the downsides of using this photometric model for
geophysical parameter retrieval are that it has a large number of parameters, and it is
highly non-linear. [33, 31] This makes radiative transfer model inversion difficult, and
predicates the need to constrain parameters where possible. Because of this, one of the
underlying goals of my experiment was to develop ways to characterize the roughness of
surfaces found in typical field conditions.

2.3.2

Roughness Correction for Photometric Model

As was discussed in the previous section, we seek to use the Hapke photometric model for
macroscopically rough surfaces in our geophysical parameter retrieval. Hapke characterizes
the BRDF of a macroscopically rough surface by using a shadowing function, S(θi , θe , θ̄),
and the reflectance from a smooth surface tilted at effective angles of θee and θie . The
shadowing function describes the projected area of the target surface being illuminated by
the source, and the effective angles define the projected tilt of the surface. [5]
Over the course of deriving this correction, Hapke made several assumptions about
the properties of the surface [34]. The major assumptions are given by the following:
(i) geometrical optics are applicable due to the wavelengths being small relative to the
microfacets of the surface, (ii) the facets are decribed by a slope distribution function
a(θ), where θ specifies the surface normal slope angle, (iii) the surface microfacets have
no preference in azimuthal direction, meaning that the surface is isotropic in azimuth
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direction, (iv) the roughness is characterized by small slope angles, meaning that overhangs
on the order of 90 degrees are considered non-existent, and (v) multiple scattering in
between surfaces is negligible.
Hapke’s derivation of a correction for macroscopic roughness shows that the macroscopic roughness correction is a function of a single parameter: the mean slope angle, θ̄.
The mean slope angle parameter is characterized as a parameter of the standard Gaussian
slope distribution, a(θ):


2
tan2 (θ)
a(θ) =
exp −
sec2 θsinθ
(2.18)
πtan2 (θ̄)
πtan2 (θ̄)
Using this slope distribution, it was ultimately proven that the mean slope angle metric could be characterized by using a normalization routine according to the following
equations:
Z
2 π/2
tan(θ̄) =
a(θ)tan(θ)dθ
π 0
Z π/2
a(θ)dθ = 1

(2.19)

(2.20)

0

Here it is shown that the normal distribution of slope facets is actually normalized
to 1. These equations provide a direct way to characterize the mean slope angle that
should be used in the photometric equation for the reflectance from a macroscopically
rough surface and retrieving this parameter could save large amount of computational
resources when performing model inversion. Once the mean slope angle parameter is
determined by a procedure that will be outlined in later sections, then the shadowing
correction factor for the Hapke model description can be applied as a non-linear correction
to the IMSA reflectance model for a smooth surface. Using the assumptions and derived
equations shown above, the reflectance, rR (θi , θe , g), from a photometrically rough surface
is described as:
w
µie
rR (θie , θee , g) = K
{p(g, λ)[1 + BS0 BS (g, K, λ)]
4π µie + µee
(2.21)
o
µee
µ ie
+[H(
)H(
) − 1] [1 + BC0 BC (g, K, λ)]S(θi , θe , θ̄)
K
K
This roughness correction will be discussed in more detail in Chapter 6, where we
attempt to empirically forward model the correction factor in Equation 2.21 for sand
sediment surfaces of constant density, but varying surface roughness.

2.3.3

Theories of Observed Variance in Absorption Band Shape

It is well documented that the depths of absorption features provide information regarding
the relative abundance of minerals within soils [35, 5, 14] While examining band depths
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of absorption features can be a useful tool in remote sensing studies, the approach can
be inhibited by nonlinear scattering effects that cause statistical uncertainties in both the
band center and band shape. Hapke notes that one of the major causes of an uncertainty
in absorption band shape is the reflectance regime within which the feature occurs. This is
dependent on both the wavelength-dependent absorption coefficient of the material, α(λ),
and the mean ray path of light within the particle, < D >. Note that < D > is directly
related to particle size of the medium, which can be further complicated for mixtures of
varying grain sizes. The product of α(λ) and < D > determines the scattering regime
within which the absorption feature will occur. Hapke defines these absorption regimes as
the volume-scattering regime, the strong-surface scattering regime, and the weak-surface
scattering regime. [30, 5] According to Hapke, the absorption band’s shape can vary
drastically across these scattering regimes. If the absorption feature occurs within the
volumetric-scattering region, then the absorption band takes on an approximately Gaussian shape. Within the weak-surface scattering region, the bottom of the absorption band
becomes saturated causing a flat-bottomed appearance. The strong surface scattering
regime can produce an absorption band that appears to have two absorption maxima
instead of one. [36, 5]
In addition to taking into account the physical scattering of light by sediment, one must
also consider factors regarding the sensor characteristics when analyzing the shape of an
absorption band. The relative orientations of the sensor and illumination source can also
have drastic effects on the manifestation of spectral absorption features. For example,
Hapke notes that the band depth is highly dependent on the sensor and illumination
geometry. If the directional reflectance measurement of a material is obtained while the
sensor and illumination sources are both close to nadir, then multiple scattering will
significantly increase the wings of absorption bands resulting in a deeper, more-refined
feature. However, if the reflectance is measured while either the illumination source or the
sensor is oriented at oblique angles, then the surface reflectance is dominated by single
scattering, which results in a shallow depth for the feature of interest. [5]. An example of
this phenomena is shown in Figure 2.8 for a Gaussian absorption feature. It is clear from
this image that higher illumination zenith angles result in a shallower absorption feature.
This theory is supported by Huguenin and Jones, who note that the observed scattering of
a sample has a strong dependence on the phase angle metric. These experimental studies
have shown that varying the phase angle can result in changes in the extent of shadowing
due to macroscopic surface roughness. This change is capable of creating significant shifts
in the apparent centers, widths and strengths of absorption bands. [36]

2.4

Geostatistical Metrics of Roughness

In addition to modeling surface roughness by means of photometrically related roughness
metrics such as the Hapke mean slope angle, it can also be useful for exploratory purposes

CHAPTER 2. BACKGROUND

49

Figure 2.8: A figure showing the reflectance from a particulate medium. The spectrum is
plotted relative to the depth of an absorption feature centered at a wavelength of λ0 . The
metrics i and e denote the incident angle and viewing angles, respectively. [5]
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to describe surface roughness in a statistical manner. For this purpose, we can turn to
the field of geostatistics. Geostatistical methods are used to examine spatially continuous
features in the form discretely sampled data. Geostatistical techniques can be utilized
to explore trends in remote sensing imagery that have underlying random features. [37]
According to Hengl, a spatially-dependent process can be modeled as a combination of
deterministic and stochastic components.[38] This is shown in the following equation:
Z(s) = Z ∗ (s) + ξ 0 (s) + ξ 00

(2.22)

where s is the spatial coordinate of the spatial process, Z*(s) is a functional trend component, ξ’(s) is a spatially correlated random noise term, and ξ” is a uniformly distributed
noise term. One of the underlying goals of geostatistics is to find ways to interpolate the
spatial process using both deterministic and random information. The key component
necessary to perform these operations is known as the semivariogram. In this section,
we will outline the basic components of the field of geostatistics and provide methods for
applying these concepts to calculate roughness metrics.

2.4.1

Experimental Semivariograms

While standard interpolation techniques are capable of fitting continuous models to discretely sampled data, it is very desirable in remote sensing applications to somehow compensate for the noise terms in Equation 2.22. One method of interpolation that achieves
this is known as kriging, which interpolates discrete sample by using stochastic information. In order to perform kriging, one must first generate an experimental semivariogram,
and then fit a theoretical semivariogram model. The act of deriving a theoretical semivariogram model from an experimental semivariogram relies on two major assumptions.
These will be discussed below.
The first assumption that must be met concerns the first and second order moments of
the random spatial process. By definition, these moments must be invariant under spatial
translation by an absolute distance h:
E[Z(s)] = µ

(2.23)

E[(Z(s) − µ)(Z(s + h) − µ)] = C(h)

(2.24)

Any function that satisfies these properties is defined as a second order stationary function.
[39] Note that the function’s first and second order moments are independent of absolute
spatial position, and only depend on the separation, h, between a discretely sample set
of elevations. A milder hypothesis is often made when these assumptions cannot be met
regarding the data. This hypothesis is defined by Chiles and Delfiners as the ”intrinsic
hypothesis.” [39] An intrinsic hypothesis satisfies the following equations:
E[Z(s + h) − Z(s)] = ha, hi

(2.25)
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var(Z(s + h) − Z(s)) = 2Υ(h)

(2.26)

Where 2Υ(h) is the variogram of the spatial process and ha, hi is defined as the linear
drift of the spatial process. It should be noted that the value Υ(h) is commonly referred
to as the semivariogram of the random spatial process, but some authors use these terms
interchangeably.
The second assumption that must be met in order to perform kriging is that the data
set must exhibit ergodicity. By definition, a second order stationary random function Z(s)
is ergodic in the mean if the spatial average over the sampled region converges to the
expected spatial mean, µ, when the sampled region tends to infinity. [39]
In other words, the ergodic property allows the assumption of a spatially averaged mean
from a single realization of a spatial process. This is an important concept for sampling
elevation measurements of randomly distributed surfaces of sand and soil, where multiple
measurements of the random spatial process that led to the orientation of individual grains
can be difficult to obtain due to time-constraints in the field.
According to Chiles and Delfiners, if an elevation data-set of a surface (i) is unique,
(ii) is defined by a 2-dimensional spatial coordinate system, and (iii) can be characterized
by evenly distributed sample points, then structural analysis via a semivariogram method
can be performed. Hengl defines the semivariogram in the following equation:
1
Υ(h) = (E[(Z(s) − Z(s + h))2 ])
2

(2.27)

Equation 2.27 is meant to represent the true autocorrelation structure of the process
making up the spatial process. [38] By using this equation, along with the definition of
a covariance function, it can be shown that a semivariogram is directly related to the
covariance of the spatial process:
Υ(h) = C(0) − C(h)

(2.28)

As a result of this derived relationship, it is clear that a second order stationary random
function is also an intrinsic random function. [38][39] From equation 2.28, it is also seen
that the value of the semivariogram at zero lag distance is equal to the mean residual
error, C(0), of the spatial process. [40] A critical tool in examining statistical properties
of a spatial process is the empirical semivariogram (or experimental semivariogram). The
empirical semivariogram is defined in the following equation. [40]
X
1
|Zi − Zj |2
(2.29)
Υ̂(h) =
2N (h)
i,j∈N (h)

Where N (h) denotes the total number of pairs of elevation measurements whose spatial
coordinates si , sj are separated by the lag distance, h. Models known as theoretical semivariograms (described in the next subsection) can be fitted to the empirical semivariogram,
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which can then be used in an interpolation process known as kriging (also described in
the following subsections).
The physical interpretation of a semivariogram provides insight on the underlying
spatial process, and should be considered before discussing the modeling of theoretical
semivariograms. There are three major features that define the physical description of
a semivariogram: the nugget, the sill and the range. The value of the semivariogram at
h=0 is defined as the nugget of the semivariogram. This nugget is often characterized by
a discontinuity at the origin of the semivariogram. According to Equation 2.29, for an
idealized case of no underlying noise Υ(0)=0, meaning that there is no mean residual error
for the spatial process. However, Chiles and Delfiners note that the nugget effect is made
up of a combination of microstructures below the scale of the sampling grid that manifests
itself as white noise, and measurements errors caused by both instrument signal-to-noise
issues and mechanical positioning errors. [39]
The sill of the semivariogram provides insight into the total variance of the spatial
process. Formally, the sill is defined as the limit of the semivariogram as the spatial
separation between points tends to infinity. [40] The range of the sill is defined as the
distance at which the difference of the semivariogram from the sill value becomes negligible.
[39] These concepts can provide information about the characteristics of the underlying
spatial process. For example, if the experimental semivariogram increases indefinitely as
lag distance increases (meaning that a fixed sill cannot be reliably fitted to the theoretical
semivariogram), it is indicative of an underlying spatial trend in the surface structure. [38]
The concepts of sill, sill range, and nugget are illustrated in Figure 2.9 for both the case
where the sill value is achieved at a lag distance equal to the sill range (a) and the case
where the semivariogram increases indefinitely as a function of lag distance.
When collecting data points to build up an empirical semivariogram of surface structure, the design of a sampling plan can be critical for achieving an accurate estimate of the
underlying theoretical semivariogram. According to Oliver and Webster, there are three
major considerations that must be considered for the design of an elevation sampling grid
[6]:
1. The maximum lag distance to which you compute the semivariogram should exceed
the range of the sill.
2. The step size of the discrete separation lag should be small enough and the number
of lags large enough for the empirical estimates to distinctly reveal the functional
form of the semivariogram.
3. The number of sampling points should be large enough to place the estimates of the
semivariances within acceptable confidence limits.
These samples need not be random, due to the fact that the sampled values of the
underlying spatial process are assumed to be the outcomes of a second order stationary
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Figure 2.9: An illustration of a semivariogram for the cases of (a) a surface that possesses
an underlying spatial trend causing the semivariogram to increase indefinitely, and (b) a
case where the semivariogram achieves a sill value at the sill range. Credit: [6]
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random process. Therefore, these points can be either sampled in a grid-like fashion or
randomly distributed so long as they cover a wide range of separation distances. [6] These
two manners of sampling pose tradeoffs for the outcomes. If a regular sampling approach
is employed, the area of interest will be systematically covered, but distances smaller
than the grid size will be misrepresented. On the other hand, if a randomized sampling
approach is used, all distances between points will be represented, but the spreading of
points in geographic space is lower. [38]

2.4.2

Theoretrical Semivariogram Models

As was stated earlier, an empirical semivariogram is built by calculating semivariances at
a finite set of discrete separation distances. A modeled theoretical semivariogram can be
fitted to this discrete set of points to derive a function that is continuous for all separation
distances. According to Hengl, the criteria that must be met for fitting a model to an
empirical semivariogram are that the model must fit both sill and nugget, and also must
not take on negative values. [38]
One such model that is frequently used for modeling the surface of soils is the spherical
semivariogram model. [41] This model takes on the following form:


C0 + C( 3h
− 12 ( hr )3 ) , for 0 ≤ h ≤ r)
2r
Υ(h) =
(2.30)
C0 + C , for h > r
where C0 is the uncorrelated variation at the scale of sampling, and C is the correlated
component representing continuity of the semivariogram. [38] Note that C0 + C represents
the value of the sill, or the overall variance of the spatial process. The spherical model is
often used to model soil and sand surfaces due to its ability to encapsulate abrupt shifts
in elevation. [42]
Another theoretical semivariogram model that is very useful for modeling the structural
variability of soils is the exponential model. This model takes on the form:
(
)
0 , for h = 0
Υ(h) =
(2.31)
−h
C0 + C[1 − e r ] , for h > r
where the parameters C0 , C, and r take on the same meaning as in equation 2.30. [38] The
exponential model possesses the characteristic that the semivariance tends to rise more
steeply at short-scale lag-distances. This feature corresponds well to randomly distributed
microfacets that one might see when studying dried out clumps of clay soils.
While there are many other theoretical models that can be considered, these two models
are the most important to our research goals due to their ability to model the short scale
slopes of soil elevation models.
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Kriging

There are many methods for interpolating discretely sampled data such as inverse distance
weighting and splines. Very few methods are able to provide a mathematical description
of their errors in interpolating the data. The geostatistical method of kriging not only
provides a description of its errors in interpolating a discretely sampled spatial process,
but also minimizes the errors in its predictions. Due to the fact that it minimizes errors
in its estimates and also generates unbiased predictions, kriging is known as a best linear
unbiased predictor (BLUP). [6]
Methods of interpolating discretely sampled data, such as triangulated irregular networks and inverse distance, weighting do not take into account the effects of underlying
stochastic noise. These methods are rigid in the sense that they assume that no temporal or spatial variability exists. However, from an imaging chain perspective it is clear
that factors such as shot-noise or dark-current noise will always be present in remotely
sensed data. Therefore, interpolation methods which take into account probability theory
of stochastic processes can be beneficial for remotely sensed data. One such method for
performing stochastic interpolation is known as kriging.
According to Oliver and Webster, kriging predicts values at unsampled sites using
discretely sampled data based on a stochastic model of continuous spatial variation. [6]
While there are many different variations of kriging that are designed to tackle unique
problems in fields ranging from soil science to marine ecology, the most common form is
known as ordinary kriging. This is due to the fact that it has easily met assumptions in
many different situations. [38]
Ordinary kriging stipulates many of the same assumptions that are necessary for modeling a theoretical semivariogram. Ordinary kriging requires that the mean value of the
underlying spatial process and the covariance function of the underlying spatial process
are both stationary. [39] In other words, the underlying spatial process must be a second
order stationary process. Hengl states that these requirements are fully met if the spatial
process meets three major criteria. [38] These requirements include: (i) the trend of the
area under consideration is constant, (ii) the experimental semivariogram is constant over
the area of interest, (iii) the target variable exhibits a normal distribution of values.
Ordinary kriging requires discretely sampled data points of a second order stationary
random process. Therefore, for a random process Z, we assume that sampling points have
been recorded at N spatial locations (s1 , s2 , ..., sN ) to give a realization of the random
process of the form (z(s1 ), z(s2 ), ..., z(sN )). Using the method of ordinary kriging, we can
predict the value of the random process Z at an unsampled site s0 by using the following
equation:
N
X
ẐOrdinary−Kriging (s0 ) =
λi z(si )
(2.32)
i=1

where λi are the ordinary kriging weights.[38] In order to ensure that the estimated value
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is unbiased, the ordinary kriging weights are required to sum to 1, as is shown in the
following equation:
N
X
λi = 1
(2.33)
i=1

Hengl notes that ordinary kriging can be considered a specialized version of inverse distance
interpolation, in the sense that it seeks to find how much weight should be given to each
neighbor. This is due to the fact that the major difference is that the weights are derived
in an objective manner, such that the weights reflect the true spatial autocorrelation
structure of the random spatial process. [38] Under the assumption of being an unbiased
estimator, the expected difference between the ordinary kriging prediction and true value
is:
E[ẐOrdinary−Kriging (s0 ) − z(s0 )] = 0
(2.34)
It is important to note that solving for the ordinary kriging weights requires that the
covariance of the spatial process can be predicted at any separation distance. To clarify
this point, while the covariance values for two discretely sampled points, C(si - sj ), can
be obtained from the empirical semivariogram, the absolute separation distance between
an unsampled point and a sampled point may not take on values other than the discrete
separation lags of the experimental variogram. For this reason, the covariance values C(si
- s0 ) must be obtained from the continuous theoretical variogram. This explains the importance of ensuring that the experimental variogram accurately encapsulates the spatial
process, so that a good estimate of the surface’s covariance function can be obtained.
The ability of ordinary kriging techniques to capture abruptly changing surface processes
makes them ideal for visualizing and interpreting soil surfaces. So long as the short-range
variation of the surface is adequately captured, the process can enhance visualization of
data. An example is shown in Figure 2.10 for a clay surface that was prepared for a
laboratory study.

2.4.4

Random Roughness

A metric that is loosely related to the semivariance roughness metric is that of the random
roughness metric. This metric is often used in studies as a baseline for roughness that
solely accounts for variability in the vertical direction, but ignores horizontal information.
[43] This metric can be calculated according to the following equation:
r
1 N
RR =
Σ (Zi − Z̄)2
(2.35)
N i
where N is the total number of elevation measurements obtained, Zi is the ith elevation
measurement, and Z̄ is the mean of all elevation measurements. The downsides of using
this metric are that it does not take into account horizontal information about the surface
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Figure 2.10: Sediment collected in the Nevada desert (left), and a DEM that was interpolated to a higher resolution using ordinary kriging of the shown surface (right). The DEM
has units of centimeters along the x-, y-, and z-axes. Note that the rocky appearance of the
sediment surface is adequately captured, allowing metrics of roughness to be calculated
for analysis.

of interest, and that it is not derived from a photometric model. The upside is that it
provides a basic measure of roughness that is not dependent on subjective assumptions or
least squares fitting routines such as the fitting of a theoretical semivariogram model to
an experimental semivariogram.

2.5

Structure From Motion

There are many tools that can be used to generate elevation point clouds for use in
roughness metric calculations. One such method is LiDAR measurement routines, as will
be discussed in Section 3.1. Another is the use of structure from motion routines. Structure
From Motion is a photogrammetric technique that creates dense point clouds through an
iterative process of camera pose estimation and reconstruction via the triangulation of
matching features across images. This tool provides a significant advantage over traditional
photogrammetric techniques due to the fact that traditional photogrammetric methods
require the 3-D location and pose of the camera, or the 3-D location of a series of control
points to be known in order to generate point clouds. In addition, structure from motion
routines (SfM) are capable of solving these problems in an unsupervised manner through
feature matching algorithms. [44] This procedure is broken into three major steps that will
be described below: removal of distortion of the images obtained by the camera, feature
extraction and matching, and 3D reconstruction.
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Figure 2.11: An image depicting the pinhole camera model. The extrinsic parameters of
the camera [R, T] represent the rigid body transformation between the world (X, Y, Z)
coordinate system (origin O), and the camera (Xc , Yc , Zc ) coordinate system (origin C).
[7]

2.5.1

Camera Model and Image Distortion

Prior to discussing the details of structure from motion, it is important to describe the
basic foundations of the underlying algorithm. Every structure from motion work-flow is
dependent on the use of a camera model. One of the most prevalent camera models used
in computer vision applications is the pinhole camera model. This model is described in
Equation 2.36 and illustrated in Figure 2.11. [7]




Xc
 X


 Yc 
R T 

 Y 

(2.36)
 Zc  ∼

Z 
0 1
1
1
In this equation, R and T describe the rotation matrices required to traverse from the
camera coordinate system, (Xc , Yc , Zc ), to the real-world coordinate system, (X, Y , Z).
The second step of finding the image coordinates of real world scenes is to relate the
camera coordinate system to the 2D points on the camera image plane. This can be done
by having knowledge of the camera focal length f , and using basic geometry of the law of
similar triangles:


Xc Yc
x = [x, y, 1] = f
,f ,1
(2.37)
Zc Zc
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This series of equations gives the projection of the points onto the image plane, x =
[x, y, 1]. It is very important to note that x is only defined up to scale. In other words, it is
independent of the distance from the camera image plane to the object in real-world space.
It will only depend on the direction from the image plane to the object. [7] Scale can be
applied by knowing the coordinates of objects within the scene. Techniques for achieving
scaled structure from motion point clouds through the use of ground-control-points will
be described in the Methods Section.
The final transformation in the pinhole camera model is to project the points on the
image plane to their actual pixel coordinates, u ∼ [u, v, 1]. This is done through the use
of the following equation:


αu s α0
u ∼  0 αv v0  x = Kx
(2.38)
0
0
1
where αv and αu are scale factors and s is skew. Note that [u0 , v0 ] is denoted as the
principal point. It is also worth mentioning that for images with square pixels, αu = αv
= α and s = 0. This leads to the conclusion that α can be considered the focal length in
terms of the arbitrary pixel dimensions. [7]
While this ideal case can be useful for modeling purposes, images taken using actual
cameras will be affected by optical distortion issues. Lens distortion means that the actual
location of the pixels in the output image deviates from the ideal case given in the pinhole
projection model of Equation 2.38. The most common form of lens distortion that occurs
in an optical system is that of radial distortion, in which image points are displaced radially
from the center of the distortion. [7] An example of a correction that can be applied to a
simple form of radial distortion will be described here.
If one assumes that the center of the radial distortion model coincides with the image
plane, then the effects of radial distortion can be mitigated through the use of the following
equations:
x̂ = x + L(r)x

(2.39)

ŷ = y + L(r)y

(2.40)

Where (x̂, ŷ) is the corrected point on the image plane, and r2 = x2 + y 2 . L(r) is
the distortion function that is given to an approximation by L(r) = k1 r2 + k2 r4 . In these
equations, ki denotes a coefficient of radial distortion that is intrinsic to the camera’s lens
and optical alignment; these coefficients can be determined by checkerboard calibration
techniques that will be defined later in the Methods Section.
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Figure 2.12: An example of a SIFT output for a highly detailed sculpture performed by
Snavely [8]. The SIFT features are located in the centers of the black boxes.

2.5.2

Feature Extraction and Matching

Once the camera’s intrinsic parameters have been determined and used to mitigate radial
distortion in the images of the target, the process of developing 3D reconstruction models
can begin. The first step in this process is the identification of major features that can be
used in matching sequences across images. It is desirable that the input images be taken
from as many unique viewing angles as possible, and that key features can be identified
in overlapping images. One of the most common methods for the identification of these
features is the scale-invariant feature transform (SIFT) algorithm. [8]
The SIFT algorithm uses a difference of gaussians approach. This method performs a
blurring of an image at multiple different scales, and searches for points that exhibit local
extrema independent of the scale at which the image was blurred. According to Snavely,
the SIFT algorithm returns a set of pixel locations that are highly distinctive within a
scene. For each of these features, a feature descriptor is also given as a vector describing
the local image characteristics adjacent to the pixel coordinates of that feature. [8] SIFT is
far more popular than methods such as Harris corner detectors for finding features due to
the fact that if is able to identify features in each image that are invariant to image scale,
camera orientation, and illumination conditions. [44] The feature descriptors generated as
a result of this process are unique enough to allow keypoints to be matched in large sets
of images. An example of a SIFT output is shown in Figure 2.12.
The number of features that are candidates for matching routines will be determined by
a variety of scene and illumination factors. The quantity of detected keypoints will depend
primarily on image texture and resolution, with a higher resolution image expectedly
resulting in higher feature counts due to increased contrast in regions of edges. The
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fidelity, and resolution of the input images, combined with the amount of natural scene
contrast, will determine the density of the resultant point cloud. [8] In addition, it can be
expected that shadows and convergent camera views will result in much higher point cloud
density. Once these features have been detected, the next step is to match the features to
create ”tracks” of features across the images using an algorithm such as Random Sample
Consensus. [45]

2.5.3

3D Reconstruction from Detected Features

The ”tracks” of matched features across the input images to the program place constraints
on the possible positions for each image’s camera pose orientation, by the geometrical constraints inherent in the camera models. The scenes associated with each camera orientation
are reconstructed using a similarity transformation, and afterwards the best possible pose
estimation is obtained by using a non-linear least-squares solution. [44]
The first step of the 3D reconstruction process is normally to generate a sparse scene
reconstruction. One common tool to perform this step is the Bundler SfM package developed by Noah Snavley.[46] Bundler uses an iterative bundle adjustment technique to
achieve optimization of the estimated image poses. The input to this algorithm is the
keypoint features detected by the SIFT procedure. The outputs of this procedure are the
position and orientation of the camera pose for each image in the input dataset obtained
using a camera-pose estimation algorithm. Subsequent steps include an outlier removal
of bad keypoints, and a triangulation of the points in each image correspondence. The
final result of the full Bundler software operation is an error-minimized set of camera pose
information for each image, as well as a sparse point cloud. [47]
While Bundler provides a sparse point cloud output, it is often desired to have a
dense point cloud for many applications, including geotechnical analysis of the macroscopic roughness of soil surfaces. [44] A point-cloud with increased density of matches can
be derived by implementing the Clustering View for Multi-view Stereo (CMVS) algorithm
in addition to the sparse clustering algorithm of choice. [48] In this algorithm, the triangulated camera positions derived from Bundler are fed into the input. The CMVS algorithm
then decomposes overlapping input images into subsets of manageable size, and the code
then reconstructs 3D data from these clusters. This procedure can greatly increase the
density of the point cloud by several orders of magnitude. The complete set of structure
from motion operations describe in this section is combined in the open-source visualSFM
code that was developed by Changchang Wu. [49, 50] Post-processing workflows using
these operations will be discussed in Section 3.2.
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Spectral Analysis

In addition to analyzing the macroscopic surface structure of a sediment, it is also beneficial
to consider the spectral domain when examining the photometric effect of roughness. It is
important to note that the Hapke photometric model is also dependent on the wavelength
of the incident light. [5] By using spectral analysis tools, we seek to infer information
about the roughness of different surfaces. In this section, I will introduce two different
tools that can be used to study the photometric effect of surface roughness.

2.6.1

Continuum Removal

Clark and Roush first suggested that the continuum of a reflectance spectrum could be
removed by dividing it into the reflectance spectrum in order to isolate absorption features
of interest. [35] The continuum of a reflectance spectrum can be found by fitting a convex hull over the local maxima of the reflectance spectra using piecewise linear segments.
The act of performing this convex hull fitting can be thought of as stretching a ”rubber
band” over the length of the spectral range of the reflectance measurement. Calculation
of the continuum by means of the convex hull can be performed over the entire reflectance
spectrum [51], or over isolated absorption bands of interest by using predetermined wavelengths that straddle the diagnostic feature. [52] An illustration of this procedure is shown
in Figure 2.13 for the case of an absorption feature of a reflectance measurements. In the
course of our laboratory experiments, we utilize both of these methods of the continuum
removal procedure in order to obtain information about both local and global spectral
trends.
After obtaining a continuum fitted line of a reflectance spectrum, the continuumremoved reflectance can be calculated by dividing the original reflectance values by the
corresponding value along the continuum line. This process separates absorption features from the background absorption of the spectrum, allowing them to be more easily
compared.
When performing continuum removal on diagnostic features of interest by fitting the
convex hull between predetermined wavelength values, it is straightforward to retrieve the
band depth of each point within the absorption feature by using a simple relationship:
D(λ) = 1 − S 0 (λ)

(2.41)

Where D(λ) is the band-depth at a given wavelength, and S 0 (λ) is the continuum
removed reflectance at a given wavelength. [52] By using this relationship, it is possible
to analyze how absorption band properties such as depths, shapes, and absorption centers
vary across the sensor orientations of a BRDF measurement. In my series of studies, I
analyze the continuum removed reflectance as a function of the azimuth and zenith orientation of a sensor throughout a BRDF measurement. This technique provides valuable
insight on how the band shapes change depending on the sensor viewing orientation.
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Figure 2.13: An example of continuum removal computed over the width of a spectral
absorption feature. The blue line shows the contiuum that is computed over the range of
the absorption feature. The boxes show the wavelength range that the convex hull has
been fitted over. Credit: USGS SpecLab

2.6.2

Derivative Analysis

It has been shown that analyzing the derivatives of spectral reflectance measurements
can provide valuable insight into underlying physical processes. For example, Kokaly et
al have used spectral derivative analysis of airborne imagery in order to accurately map
vegetation in Yellowstone to 74% accuracy. [53] In addition to being useful in vegetation
analysis, spectral analysis can be invaluable in studying the directional reflectance of soils
and sands.
For our purposes, we have used finite approximation in order to obtain metrics of
numerical derivatives. In our laboratory and field studies, central difference formulas are
employed and approximations of the first- and second-order derivatives are made to within
a truncation error of O(∆λ2 ), where ∆λ is defined as the spectral distance in terms of
wavelength units between the bands of interest to the study. The first order derivative of
the reflectance spectra of interest, S(λ), can be numerically approximated by the following
equation:
S(λ + ∆λ) − S(λ − ∆λ)
(2.42)
2∆λ
In Equation 2.42, the value λ is defined as the wavelength at which the first order
S 0 (λ) =
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derivative is currently being calculated. The second order derivative at a given λ can be
calculated according to the equation:
S(λ + ∆λ) − 2S(λ) + S(λ − ∆λ)
(2.43)
2∆λ2
In order to facilitate visual comparison between different orders of derivatives as the
value ∆λ increases, higher order derivatives can be ”enhanced” by replacing the denominator of higher order derivatives with a normalizing factor of 2∆λ. [9] By using this
normalizing factor, derivatives of different orders can be compared on a common axis for
easy comparison. Because this convention makes spectral detail of the derivatives more
apparent to analysts, this convention is adopted in our laboratory studies when considering
suitable values of ∆λ for soil absorption features of interest.
Noise artifacts in reflectance measurements can be detrimental to the use of numerical
derivatives in spectral analysis. Noise can be removed from signals through the use of
smoothing filters. However, one must use caution when applying filtering techniques in
order to avoid suppressing spectral absorption features in the process of smoothing. For
this study, the Savitsky-Golay filter was employed based on its ability to resolve relatively
weak spectral absorption features. [54] The only drawback of using this technique is that
noise is assumed constant across the spectrum, while in reality noise is a function of factors
such as signal strength and frequency. [12] Detailed analysis of optimal parameters for the
smoothing filters can additionally be used to improve the smoothing capabilities of the
system. In order to ensure that the smoothing filters are being applied correctly, visual
inspection and error metrics must be used to determine ability to remove noise without
changing the magnitude of identified spectral features.
A critical step in the use of spectral derivatives is the selection of suitable values of ∆λ.
[9] Features with widths that are smaller than the chosen value of ∆λ will be undetected
by numerical derivatives, while features that are at the scale of ∆λ will be magnified by
numerical derivatives. In this way, one can use the average width of a spectral absorption
feature of interest to isolate the relevant features, while also smoothing over noise that is
finer than the scale of the feature of interest. A downside of using larger values of ∆λ is
that it will not be possible to calculate derivatives near the beginning or ending of the
spectrum, due to the fact that central difference formulas are computed at the middle
point of a wavelength range. [9] An example of this is shown in Figure 2.14, where two
different values of ∆λ are applied to the same spectrum with different results in terms of
the analyst’s ability to resolve spectral detail.
S 00 (λ) =
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Figure 2.14: An example of the effect of using different values of ∆λ in the use of spectral derivatives. The top image shows the original reflectance spectrum, the middle the
derivative using a small value of ∆λ, and the bottom the derivative using a large value of
∆λ. Credit: [9]

Chapter 3

Methods
After GRIT-T was fully operational, there was a significant amount of testing and calibration necessary to ensure that it achieved optimal elevation measurements, and directional
reflectance measurements. I played a major role in the development of an on-board LiDAR capability, the investigation into light-source fluctuations, and an investigation into
polarization sensitivity of the instrument. In addition, I have developed numerous software tools that can be used for the calculation of roughness metrics. In this Section, I will
describe these methods in great detail to provide an understanding of how they relate to
our research group’s modeling goals.

3.1

Custom LiDAR System

GRIT-T is capable of rotating its azimuth chassis, its pointing head, and its pointing arm
simultaneously. Additionally, it is equipped with a laser-ranging unit that can provide
distance measurements. The potential combination of these features for use in developing
elevation models propelled us to develop a LiDAR mode for the goniometer. This mode
operates the goniometer with a nadir look angle to the surface of interest. I developed and
characterized this capability for use in the field and laboratory. The system’s algorithm
and achieved results will be discussed in the following sections.

3.1.1

System Design

GRIT-T operates by driving a carriage around a semi-circular chassis in the azimuthal
direction. Attached to the carriage is an arm that is free to swing in both positive and
negative zenith directions. GRIT-T was manufactured in this manner in order to prevent
self-shadowing onto the target of interest during spectral measurements. An unintended
drawback of this design is that the carriage can only achieve azimuthal orientations within
the range of approximately -5 degrees to +185 degrees. This negatively impacts GRIT66
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Figure 3.1: A diagram illustrating the limitations of GRIT-T’s LiDAR capabilities. A
”dead zone” (red) occurs in the middle of the sampling perimeter where GRIT-T cannot
take elevation data. In this image, the carriage is located at an azimuthal position of -5
degrees. The arm swings across the sampling perimeter and cuts a chord (blue) that is
tangent to the ”dead zone.” The perimeter of this arbitrary scan has a radius of 20 cm
(orange).

T’s ability to achieve a uniformly sampled digital elevation map. This problem is further
complicated by the fact that the laser that is used to take elevation measurements is
slightly offset from the center of the sensor head. This means that although GRIT-Ts
fiber optic will point directly at the center-point of the chassis on the ground while taking
spectral measurements, when operating in LiDAR-scan mode the laser will actually be
offset from the center point on the ground by a small distance of approximately 1 inch
towards the carriage. This creates a dead zone with a radius of approximately 1 inch in
the center of the ring where GRIT-T will not be able to take elevation measurements. This
limitation is illustrated in Figure 3.1, where the dead zone described above is illustrated
by a red circle.
Figure 3.1 illustrates that the sensor arm will swing across the desired scan area at each
azimuthal location. At the 0 degree zenith orientation, the laser will be trained directly
on a point that is tangent to the dead zone and offset toward the carriage by a distance
of approximately 1 inch. Because of the design limitations on the azimuthal range of
the carriage, there is also a small triangular region directly below the ”dead zone” where
elevation measurements cannot be taken. Figure 3.2 illustrates an over-sampled elevation
map over the entire achievable azimuthal range of the instrument. As can be seen, elevation
measurements cannot be taken in a small region adjacent to the ”dead zone.” It can also
be seen in this illustration that there is a triangular region centered along the negative y
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Figure 3.2: An oversampled GRIT-T LiDAR map showing the regions where GRIT-T can
obtain elevation measurements. The offset of the pointing laser and the limited azimuthal
range combine to make it impossible to achieve sampling over the entire area of the scan.

axis where points cannot be sampled.
A program designed to achieve a uniform sampling of elevation measurements within
the scan area was written in python using the scipy scientific library. [55] The program
was written to give the user flexibility in selecting a desired circular area to scan, the
approximate speed of the scan, and a desired sampling density of the points. The program
has a ”Fast Scan” mode as well as a ”Slow Scan” mode. Choosing to perform a ”Fast
Scan” can degrade the uniform spacing of samples within the map but can significantly
reduce azimuthal motions during scans. Because azimuth motions take longer to carry out
than zenith motions, this can significantly reduce the time of scanning. The algorithms
for these two modes of operation proceed as follows:
1. The user will define the settings that will be used in the scan. This includes the
radius of the scan area, the desired sampling density of the points, and whether
or not it will be a Fast Scan. Note that if the input desired sampling density is
less than the pointing measurement error of 1 cm2 , then the sampling density will
automatically be set to this pointing error.
2. The system will then create an over-sampled map of all of the possible points that
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can be sampled within the chosen radius. This map is obtained in the following
steps:
(a) The azimuthal resolution of the sampling pattern is obtained by requiring the
outermost perimeter of the chosen sampling area to have a spatial density of 1
point per 0.5 cm2 .
(b) For each azimuth position from the minimum to the maximum possible azimuth
orientation, chords are traced across the sampling area by ”crawling across”
the sampling area and forming tangent lines to the ”dead zone.” This crawling
occurs at intervals of 0.5 cm across the direction perpendicular to the current
azimuthal positioning of the carriage.
(c) The zenith directions in which the chords are traced will alternate such that the
first chord is traced in the negative zenith direction, the second chord is traced
in the positive zenith direction, and so on. This creates a snaking motion that
limits the time required to complete a full scan pattern.
3. The next step in the algorithm is to perform a sorting in order to reduce the number
of sample points to the desired density that was provided by the user in the input.
This part of the algorithm slightly changes depending on whether the user selects
”Fast Scan” or ”Slow Scan.”
A ”Fast Scan” Algorithm
i. A grid of uniformly sized squares across the sampling area is generated.
Each cell of the grid has the same area as the user provided sampling
density.
ii. An array of the same size as the number of azimuthal steps is initialized
to zero for all values. This array keeps track of how many points in the
final sampling map are generated by a chord of the same azimuth direction.
For example, if 3 points of the final sampling map come from the carriage
azimuthal position of 20 degrees, then the array position of 20 degrees will
have a final count of 3. Call this array ”Azimuth Counter” for now.
iii. For each cell within the grid, the distances of all points to the center of
the grid are calculated. The point that is closest to the center of the cell
is temporarily stored, along with the azimuth direction along which this
point lies.
iv. The algorithm calculates the azimuth chord that lies within the current
cell and has the maximum number of iterations. In other words, this is the
azimuth chord that has accumulated the most points within other cells of
the grid. Then, a comparison is made:
• If the count of the azimuth chord with the maximum number of iterations is only 2 points greater than the azimuth count of the point
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closest to the center, then the point closest to the center is kept and
”Azimuth Counter” is incremented at the corresponding position.
• Otherwise, the azimuth chord with the maximum number of iterations
is used to generate candidate points. The point that is closest to the
center of the cell and along this azimuth chord is kept and ”Azimuth
Counter” is incremented at this position.
B ”Slow Scan” Algorithm
i. Follow steps (i-iii) from the ”Fast Scan” Algorithm.
ii. Perform step (iv) from the ”Fast Scan” Algorithm but simply keep the
point that is closest to the center of the cell for the azimuthal chord choice.
Carrying out each of these two algorithms has its own benefits. The ”Fast Scan” mode
is capable of reducing the number of azimuthal movements by as much as 40 movements,
depending on the desired sampling density and the desired sampling area. The downside
of operating in this mode is that the uniformity of the scan can be severely degraded by
the algorithm. Due to the snowball effect that can occur when selecting the azimuthal
chord for each cell, points that are quite far from the center of the cell can end up being
favored simply based on the fact that the azimuth chord has been used in many other
cells. This is something that the user should approach with caution and be aware of when
selecting sampling densities. If the user has unlimited time, the ”Slow Scan” mode can
always prevent these errors. Shown below are two examples of a sampling map taken
under ”Fast Scan” and ”Slow Scan” modes.
Figures 3.3 and 3.4 were obtained using the same input parameters of a scan perimeter
radius of 20 cm and a desired sampling density of 1 point per 2.5 cm2 . As can be seen
the sampling uniformity is much greater when taking a ”Slow Scan.” In the ”Fast Scan,”
certain azimuth chords clearly dominate the map and reduce the resemblance of the scan
pattern to a uniform map. Also of note is that in both scan patterns, the uniformity of
the pattern degrades as you go toward the edges of the map and oversampling can occur.
Another thing that is illustrated in these figures is the inability of the sampling map to
reach the ”dead zone” and a small triangular region directly adjacent to it.

3.1.2

Achieved LiDAR Accuracy

In addition to designing the system and measuring out the optimal values of the goniometer’s structure used in the code, I also performed an extensive calibration process to
ensure that the system performed optimally. This was described briefly in the dissertation
of Justin Harms and in the journal publication describing the instrument, and will be
expanded upon here. [27, 4]
Alignment tests were performed by replacing the sensor fore-optic with an optical
alignment laser and performing the algorithm discussed in 3.1.1, where the sensor head
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Figure 3.3: A sampling map with input density of 1 point per 2.5 cm2 and a radius of 20
cm. This is an example of a ”Fast Scan.” As can be seen, the symmetry of the sampling
grid is not as good as the case of a ”Slow Scan”, seen in Figure 3.4.

Figure 3.4: A sampling map with input density of 1 point per 2.5 cm2 and a radius of 20
cm. This is an example of a ”Slow Scan.”
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Figure 3.5: Test results obtained when comparing the expected DEM measurement location and the achieved DEM measurement location. Units are in millimeters along the xand y- axes.

maintains a nadir look angle to the ground as it generates a DEM scan. For these tests,
a nominal DEM scan was utilized with a radius of 10 cm and a total of 27 evenly spaced
elevation measurements. For the DEM positioning test, the deviation from the intended
X and Y coordinate was recorded on a printed-to-scale map of the intended elevation
measurement positions. The distance from the sensor fore-optic to the target of interest
was chosen to be 740 mm, as this is the maximum distance one would expect to be
operating above the surface of interest.
An example of the optimal map obtained under these conditions is shown in Figure
3.5. For the conditions described above, it was found that the average error between the
expected point and the achieved point was 3.6 millimeters. When considering that the
laser exhibits an elliptical beam of size 6 mm by 11 mm onto the target at this distance,
it is clear that at least a portion of the intended target should always be within the laser
ranging measurement at this distance. In order to exercise caution, however, we choose
to limit our sampling density to be roughly 1 point/cm2 .

3.1.3

Post-Processing of GRIT-T Digital Elevation Datasets

After the completion of a GRIT-T LiDAR scan, the data are saved to a well-organized
.csv file that contains several additional important parameters related to the scan that
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allow for the post-processing of the data. These include the azimuth and zenith angles of
the laser ranging sensor at each nadir digital elevation measurement, the corresponding
(x, y) coordinates on the ground that the sensor was targeting at the time of the ranging
measurement, and the distance from the sensor to the point located on the ground during the corresponding measurement. In addition, the initial laser measurement obtained
prior to starting the scan at a nadir position of (azimuth = 0, zenith = 0) is saved to
this .csv file. This parameter is perhaps the most important ancillary information, as it
allows for the calculation of the movements of the LiDAR system necessary to obtain a
digital elevation model to within 1 point/cm2 . While the ranging measurements on their
own provide significant information, by using post-processing techniques and geometric
corrections, they can be turned into valuable metrics of surface structure.
The first step of the post-processing workflow is to correct for the hemispherical scan
pattern of GRIT-T in the digital elevation scan routine. Because the system operates by
rotating its arm into a variety of positions and firing a ranging measurement from a nadir
look angle, points that occur towards the perimeter of the scan pattern will be obtained
while the laser is oriented at a closer distance to the surface plane than points that are
obtained while the arm is oriented closer to a zenith angle of zero degrees.
An additional complication for obtaining accurate post-processing elevation models is
that the laser itself has imperfect optics. Therefore, the laser does not shoot perfectly
straight, but rather with a slight bore-sighting offset of (θof f setx , θof f sety ) that was determined in the laboratory calibration procedures of the design process. As the distance from
the target to the surface increases, it is evident that this offset will grow in spatial extent.
In order to correct for the hemispherical shape of the scan pattern path, a correction to the
elevation measurements is applied in the post-processing codes according to the following
equations:
Elevationcorrected (θzenith ) = Elevation(θzenith ) +

(LengthArm (1 − cos(θzenith )))
cos(θof f setx )cos(θof f sety )

(3.1)

where LengthArm is the vertical component of the arm that was determined by measuring
the goniometer system’s components, and θzenith is the zenith angle of the arm relative to
nadir when laser distance measurement Elevation was obtained.
It is important to note that all sensor movements over the course of the scan pattern
are determined by using the distance from the target plane to the laser sensor at an initial
nadir position of (azimuth = 0, zenith = 0), defined by the variable Elevationinitial .
Because of this fact, the data can be further corrected in order to compensate for small
shifts due to bore-sighting errors that occur in the distance traversed between these two
planes. This results in a further offset from the intended (x, y) spatial coordinate by an
offset of (δxbore , δybore ). This offset can be found by using the equations:
δzbore = (Elevationinitial − Elevationcorrected (θzenith )) ∗ cos(θof f setx )cos(θof f sety ) (3.2)
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δxbore = δzbore tan(θof f setx )

(3.3)

δybore = δzbore tan(θof f sety )

(3.4)

Finally, as the system rotates about the carriage ring, the offset will be rotated clockwise about the center of the goniometer system. Therefore, the user must compensate
for this rotation by rotating the points relative to their current position according to the
sampled point’s azimuth value. Note that this requires that the user know the actual
principal plane of the goniometer system, which is determined after calibrating GRIT-T’s
target plane tracking system. Finally, the distances can be scaled according to the variable Elevationinitial in order to get elevation measurements rather than units of distance
from the target plane to the sensor head. The output is a digital elevation point cloud
on a centimeter scale that can be readily fed into roughness metric routines that will be
described in the following sections.

3.2

Structure From Motion Workflow

Structure from motion tools allow one to use images obtained from nearly overlapping
geometries and obtain accurate point clouds of the scene of interest. GRIT-T naturally
lends itself to this purpose due to the fact that it captures an image at each point along the
hemisphere of its BRDF scan. This provides a set of images that are taken from convergent
geometries and oriented accurately at a single point along the ground, which is the optimal
sampling technique for limiting distortion of the point cloud. For our workflow, we adopt
a procedure that begins by using the visualSFM program, developed by Changchang Wu,
to get scaled point clouds. [49, 50] We then perform post-processing that allows for the
retrieval of roughness metrics.

3.2.1

Removing Distortion from Images

In Section 2.5.1, it was described that significant image distortion can occur when capturing images using standard digital cameras. This distortion increases in magnitude as a
function of radius from the center of the image. In order to mitigate the effects of radial
distortion on the matching routines of the structure from motion workflow, we first seek
to remove this radial distortion from the images obtained by GRIT-T.
For our workflow, we chose to characterize our system’s camera by using the opensource OpenCV library. [56] This library is equipped with algorithms that can compute
the radial distortion of a camera by using images obtained by the camera of a checkerboard
pattern. The algorithm is based on a camera model similar to that described in Section
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2.5.1, with a few slight differences. The camera model for the projection of real world
coordinates onto the image plane follows an identical form:




X
Xc
 Y 
 Yc 




(3.5)
 Zc  ∼ R  Z  + t
1
1
where R is a rotation matrix for the orientation of the camera and t is a translation
vector for the camera within the scene. [57] Distortion coefficients for the scene are
introduced to extend this equation beyond a simple pinhole projection image:
x00 = x0

1 + k1 r2 + k2 r4 + k3 r6
+ 2p1 x0 y 0 + p2 (r2 + 2x02 )
1 + k4 r2 + k5 r4 + k6 r6

(3.6)

y 00 = y 0

1 + k1 r2 + k2 r4 + k3 r6
+ p1 (r2 + 2y 02 ) + 2p2 x0 y 0
1 + k4 r2 + k5 r4 + k6 r6

(3.7)

where the values of x00 and y 00 define the actual location of the projection of the image
onto the camera image plane. [57] The variables x0 , y 0 and r define normalized distances
relative to the distance from the camera’s coordinate system origin to the plane of the
object in real world space, Zc :
x0 = Xc /Zc

(3.8)

y 0 = Yc /Zc

(3.9)

r2 = x02 + y 02

(3.10)

These distorted image coordinates ultimately lead to the image in terms of pixel coordinates:
u = fx x00 + cx

(3.11)

v = fy y 00 + cy

(3.12)

In this set of equations, the radial coefficients ki provide a quantitative value for the
radial distortion that exists in the image. For example, a value of k1 < 0 would be
indicative of a pincushion distortion in which the image bends inwards, while a value of
k1 > 0 would provide an example of barrel distortion in which the image appears to bow
outwards from the center of the image plane. [57] The values of p1 and p1 on the other
hand provide a quantitative measure of the tangential distortion present in the images
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Figure 3.6: Two examples of the checkerboard camera images obtained by using GRIT-T’s
on-board camera system during a calibration procedure.

captured by the camera, which occurs due to the camera lens not being perfectly parallel
to the image plane.
OpenCV has a set of tools that calibrate the camera’s intrinsic parameters and the
rotation and translation parameters for each image of a calibration pattern, taken from
different view orientations. These calibration patterns normally have well defined contrasting lines that are easily detectable by image processing methods including checkerboards
and symmetric circular targets. In our setup, we choose to use a checkerboard calibration
pattern. Examples of the checkerboard pattern obtained by using the on-board camera
system during a scan are shown in Figure 3.6. Note that these images are obtained while
distortion is still present in the camera images.
The OpenCV codes are able to take a set of images of the calibration target pattern, and
return the intrinsic camera parameters and distortion coefficients. Using these parameters,
one can then remove distortion from images that are captured by the camera in the
future. It is important to note that because the camera’s intrinsic parameters are functions
of the camera’s hardware components that this calibration procedure only needs to be
performed when installing or swapping the camera system of GRIT-T. The algorithm
operates according to the following steps, defined in [57]:
1. The intrinsic parameters of the camera, and the distortion coefficients are initialized
to give a starting estimate.
2. The checkerboard is detected in each image, and the vertices are denoted as ”object
points.”
3. Given the set of ”object points” from the input images, each object’s corresponding
projection in the image is found and denoted as an ”image point.” The camera
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Figure 3.7: The checkerboard with distortion removed from the right-hand image of Figure
3.6. Note that the edges of the image now have a warped appearance towards the border
and some of the pixels are now no longer usable.

matrix and the distortion coefficients for the corresponding camera view are also
found for each input image.
4. A Levenberg-Marquardt optimization routine is performed to minimize the reprojection error between the ”object points” and the ”image points” over all images in
each cluster.
5. The intrinsic parameters and distortion coefficients used to minimize the reprojection
error are returned to the user.
The intrinsic parameters and the distortion coefficients can be use to remove distortion
from any image obtained by the camera. The result is often an image that appears slightly
warped toward the edges, due to barrel distortion or pincushion distortion being removed.
An example of the checkerboard from the right-hand image of Figure 3.6 with the distortion
removed is shown in Figure 3.7.

3.2.2

VisualSFM Program Usage

After performing the distortion removal on the images of interest, one can then begin the
process of performing structure from motion in order to retrieve point clouds from the
scene of interest. As mentioned before, the procedure used in our laboratory relies on the
visualSFM program, developed by Changchang Wu, to get scaled point clouds. [49, 50]
This program is freely distributed and offers the option to use either the supplied GUI or
shell-scripting to perform structure from motion operations.
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Figure 3.8: An example of the targets used in our structure from motion images. By
measuring distances in between the targets, a scaled coordinate system can be retrieved
from the point cloud.

One of the major benefits of working with this program is that it allows for the use
of ground control points to scale and orient the point cloud. By placing targets within
the scene, and measuring out distances in between the centers of the targets, a coordinate
system can be created that allows the point cloud to be scaled. As mentioned earlier, one of
the primary difficulties of using structure from motion is that the scale component cannot
be retrieved without knowing the scale of objects within the scene. For my targets, I used
standard hex-encoded surveying targets, as illustrated in Figure 3.8 captured by GRITT’s on-board camera system. These targets have contrasting centers that are resolved by
the camera at a nominal operating distance of 600 to 700 mm. The coordinate system is
defined to have an elevation of zero along the plane that intersects the three target centers.
My method of working with this program is based on the following order of operations.
These steps will be illustrated using a field example obtained in a scene from Nevada during
the summer of 2017. The steps proceed as follows:
1. The distortion-free images of the target surface of interest, along with the ground
control points, are loaded into the program. These images should be equally spaced
along the hemisphere above the target to provide several convergent geometries.
2. In the settings tab, the option ”Use Shared Calibration” is chosen due to the fact
that all images come from the same camera system. This limits variance that can
occur in terms of intrinsic parameters between camera views. In addition, it also
limits the variance of the estimated intrinsic parameters of the camera input at this
time for the derived camera center and focal length in units of pixels.
3. The VisualSFM ”Compute Missing Matches” routine is run. This operation performs
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two operations in succession:
(a) First, a Scale Invariant Feature Transform (SIFT) operation is performed in
order to get the optimal keypoints that will be used to perform matching of
local features across image tracks. These features are saved as output to ”.sift”
files.
(b) Next, a full pairwise matching is performed in order to find matching keypoints between images. In addition, ”tracks” are formed for keypoints that
have matches between successive sets of images. Keypoints that have long
”tracks” are more likely to result in good point-cloud fidelity.
4. The VisualSFM command for ”Compute 3D Reconstruction” is then performed.
This routine uses the matches from the previous step in order to create a sparse
reconstruction of the scene in 3D coordinates.
5. After performing the sparse reconstruction, the ground control point data is then
input into the scene by using the ”GCP-Based Transformation” command. This is
a manual iterative process in which the user zooms into the scene and then selects
the center of the target. An example is shown in Figure 3.9. The user will then
be prompted for the ID of the target, along with its coordinates in (x, y, z) format.
After the user has specified enough ground control points across images, the ”Log
Window” will show a message titled ”Transformation Estimated Successfully!” This
message indicates that the program has successfully triangulated the image-points,
and metrics of root mean square error between user coordinates and triangulated
coordinates are output.
6. Finally, the dense reconstruction of the scene is generated by using the ”Reconstruct Dense” function. This routine performs a clustering views for multi-view
stereo (CMVS) operation on the sparse point cloud. This code takes the set of images and their derived camera orientations, and then reconstructs the geometry of
the surface of interest. The output of this operation is a ”.ply” file in which the
(Red, Green, Blue) and (x, y, z) coordinates of each reconstructed point are specified.
This procedure provides point clouds that show excellent detail of structures of interest. In addition, the program provides metrics for the root mean square error of the
triangulation, allowing for the determination of the minimum scale to which the process
is accurate. The output from this program naturally flows into interesting post-processing
procedures that will allow for the determination of macroscopic surface roughness metrics,
as is discussed in the next section.
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Figure 3.9: An example of a target being selected using the ”Ground-Based Transformation” function of the VisualSFM program.

3.3

Roughness Analysis of Point Clouds

In Sections 3.1 and 3.2 methods for generating point clouds using both GRIT-T’s LiDAR
system and structure from motion programs were described. The outputs of these codes
provide datasets that are on the order of centimeter scale and sub-centimeter scale, respectively. One of the major features of interest to us was the generation of roughness metrics
that could be correlated to radiometric measurements of different sediment surfaces. In
this section, we will describe tools that are used to generate these metrics.

3.3.1

Determinination of Semivariogram Parameters

For the derivation of semivariogram parameters, we use the well-documented R package
called gstat, developed by Pebesma. [58] Rather than working with this code directly in R,
this code was interfaced through python by using the rpy2 module, which allowed direct
interfacing to our post-processing codes that were also written in python. [59] For our
purposes, we assume that the laboratory datasets are de-trended, meaning that there is no
underlying slope to the surface topography. This allows us to assume that the elevation
is uniform of spatial position, and consequently, allows for universal kriging techniques
to be employed when interpolating the surface of interest for visualization and analysis
purposes. In addition, it was ensured that sufficient number of points were present at each
lag position when determining bin spacing for the experimental semivariogram. A total of
150 points at each bin position was required in order to be considered for semivariogram
fitting. In addition, two different semivariogram models were considered when modeling
the surface structure of soils: exponential and spherical. This is due to the fact that these
two models are considered ideal for modeling the macroscopic structure of soils due to their
ability to capture short-scale variations in the surface. The results of the experimental
variogram fitting to these models in a least squares sense were evaluated by using the
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root mean square error metric. The optimal fitting was chosen by taking this error into
account, in addition to a qualitative analysis that ensured that parameters such as the sill
range made physical sense when compared to the observed surface structure.

3.3.2

Determination of the Hapke Mean Slope Angle Parameter

In Section 2.3.2, it was stated that Hapke derived a correction for the photometric reflectance function of a smooth surface to account for macroscopic surface roughness. The
derivation of this correction determined that the roughness correction could be considered
a function of a single parameter: the mean slope angle θ̄. It was stated earlier that the
large number of parameters in the Hapke photometric model makes it difficult to perform model inversion in an efficient manner. For this reason, constraining the model by
retrieving the mean slope angle could go a long way towards improving model inversion
efforts. One of the major goals of my experiments is to relate experimental directional
reflectance measurements to geophysical roughness metrics. The photometric roughness
metric is a very desirable metric to retrieve, due to the fact that it is one of the few metrics that ties directly into photometric models. For this reason, a method was developed
to directly retrieve the mean slope angle parameter from post-processed centimeter-scale
DEM measurements and sub-centimeter scale structure from motion point clouds.
Using the post-processed point clouds as inputs, Delaunay triangulation is used to
generate a triangular irregular network that represents the surface as a collection of triangular microfacets. The slope angle (relative to the z-axis of the coordinate system) of the
surface normals of the triangular microfacets were then computed using basic trigonometry. For each surface point cloud in our series of experiments, a qualitative examination
of the distribution of azimuth angles for these surface normals showed that there was no
general preference in direction by using a histogram approach. This was important because it allowed us to ensure that the surface elevation model satisfies Hapkes assumption
that the microfacets of the surface should be randomly distributed, with no preference for
azimuthal direction. [30]
A normalized histogram of the slope angles of the surface microfacets is then generated
to approximate a probability density function, with bins spanning every 2 degrees. The
slope distribution function, a(θ), is then calculated using the histogram derived as a result
of this procedure. In Hapke’s correction for macroscopic roughness of a surface, a(θ) is
normalized over all possible slope angles over the range of 0 degrees (for a perfectly flat
microfacet) to 90 degrees (for a perfectly vertical microfacet). [5] A least squares fitting
of the function a(θ) was performed in order to determine the optimal mean slope angle
parameter for the given normalized histogram. An example of the outcome of performing
these steps on a post-processed point cloud is shown in Figure 3.10, with the normalized
histogram distribution for each roughness state and optimal Hapke slope distributions
determined for the given roughness state by determining the optimal value of for each
roughness state.
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Figure 3.10: An example of the optimal mean slope angle determination operation for
a surface with small mounds dotting the surface. The bars of the histogram show the
normalized probability density function of the surface slope angles and the dotted line
shows the overlapping optimal fit of the slope distribution, a(θ).

3.3.3

Structure From Motion Point Cloud Tools

The visualSFM program creates point clouds in the form of ”.ply” files. These files are
easy to read into processing routines and contain information about the spatial (x, y, z)
and spectral (red, green, blue) coordinates of each triangulated point from the structurefrom-motion work-flow described previously. In order to utilize these point clouds to their
fullest potential, I have created a set of tools that are able to post-process the data in
order to enhance visualization, and prepare them for roughness metric calculations. In
this section, I will discuss these tools using both synthetic and real-world data sets of
surfaces.
Visualization and Coordinate System Rotation
The code structure for working with the visualSFM output ”.ply” files is based on configuration files that the user can edit in order to set post-processing parameters. The first
step of this process is for the user to input both the number of ground control points
used as triangulation points for the visualSFM program, as well as the coordinates of each
ground control point that were triangulated using the visualSFM program. Using this
information, the center of the point cloud coordinate system is calculated according to a
simple averaging of the spatial coordinates of the ground control points.
The user also inputs a cropping value in units of the triangulated coordinate system to
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the program. The program then performs a cropping using one of two methods. Either the
cropping can be done as a circular radius from the center, or the cropping can be done by
interpreting the input cropping value as the side of a square, which creates a point cloud
that more closely resembles an elevation gray-scale image. Once the data is cropped,
outlier points must be removed from the point cloud. When performing structure from
motion, background points from the scene can sometimes become attached to structural
components of the point cloud such as vegetation leaves, or float in mid-air unattached to
any structures. In this program, I choose to remove outliers by calculating the 50 nearest
neighbors of each point by using a k-nearest neighbors graph. Using this graph, the mean
and standard deviations of each point’s nearest neighbor elevations are found. If any point
is outside of ”s” standard deviations from the query point elevation, then it is removed
from the point cloud and marked as an outlier. The parameter for the number of standard
deviations required to signify an outlier, ”s”, is input by the user in the configuration file,
allowing them to easily tune the outlier removal to their specifications.
In the input structure from motion point cloud, the data will retain the original
(R, G, B) values from the input images that were used as input to visualSFM to generate
the point cloud. Sometimes, it can be very beneficial to view the macroscopic roughness
structure not only in terms of these original spectral coordinates, but also in terms of a
mapping that assigns spectral values based on a perceptually uniform colormap. For this
reason, I developed a function that maps the elevation values to the post-processed point
cloud and outputs it as a ”.ply” file. This file structure allows one to import the point
cloud to useful third-party tools such as MeshLab for comparison and visualization. In
Figure 3.11 an example of a point cloud from a field measurement is shown, along with the
post-processed point cloud overlayed on the point cloud with a perceptually uniform color
scheme. This figure was generated by using the ”Import Mesh” command of Meshlab to
import the spectral and spatial coordinates of a post-processed point cloud.
After performing these exploratory processing steps, the program then begins to perform operations to prepare the data for roughness metric calculations. Because the point
cloud is discontinuous and often too dense for simple kernel calculations of roughness, the
first step is to down-sample the data by applying a gridded mesh linear interpolation. This
step also has the benefit of transforming the point cloud into something that resembles a
gray-scale elevation image with equally spaced intervals between spatial coordinates. This
is performed by using an input parameter of the grid resolution from the configuration
file. Using this parameter, the program will perform a Delaunay triangulation of the point
cloud according to a linear interpolation scheme.
At this point, we have a fully post-processed and gridded point cloud that can be used
to calculate roughness metrics. However, it can be of interest to our post-processing efforts
to perform a rotation of the coordinate system to account for the underlying spatial trend
of the data set. This enhances the visualization of the macroscopic roughness structure
on a short spatial scale and also provides a slope metric for the overall distribution of the
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Figure 3.11: In the top image, the original point cloud is shown. In the bottom image, the
post-processed and color-mapped point cloud is shown overlaid on top of the original point
cloud. This enhances the ability to visualize the point cloud and prepares the point cloud
for calculation of roughness metrics. These figures were generated by using the Meshlab
program.
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surface on a large spatial scale. The code does this by calculating the coefficients of the
plane according to a least-squares fitting. We do this by first representing the points as a
plane equation in matrix form:
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where (xi , yi , zi ) represent the spatial coordinates of the ith point in the point cloud, and
(a, b, c) are the coefficients of the plane. This system of equations is overdetermined, which
makes it apparent that we can solve for the plane coefficients according to a pseudoinverse
approach in order to achieve a least-squares fitting. The pseudoinverse can be defined for
the left inverse according to the following equation:
A† = (AT A)−1 AT

(3.15)

where AT denotes the the transpose of the matrix whose pseudoinverse matrix, A† , is
being computed. Using this equation, the coefficients of the plane equation can easily be
solved for according to the following calculation:
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Using the coefficients of the plane equation, it is straightforward to calculate the surface
normal vector. We choose to define the plane as a function f(x,y)=ax + by + c=z. The
surface normal vector is then defined according to the gradient of the plane equation. [60]
According to this equation, the surface normal vector is the vector perpendicular to the
plane f0 (x,y,z) = ax + by + c - z = 0. Therefore, by calculating the gradient vector of this
plane using the equation 5f = [∂f0 /∂x, ∂f0 /∂y, −1], we obtain the following equation for
the surface normal vector of the trendline plane:

 

∂f0 / ∂x
a
Nplane−unnormalized =  ∂f0 / ∂y  =  b 
(3.17)
-1
-1
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It should be noted that we ultimately use the unit vector version of the surface normal
vector in our roughness metric calculations. This is defined in the following equation and
will be used in this form for the remainder of this discussion:


 
a
Nx
1
 b  =  Ny 
(3.18)
Nplane = 2
2
(a + b + 1)1/2
-1
Nz
The program will output the coefficients of the plane, and the plane’s surface normal
vector Nplane into the master log file that is output at the end of the code. Once the
surface normal vector of the trendline is obtained, it is then possible to perform a rotation
of the coordinate system into the normal vector. In other words, we seek to rotate the
z-axis of the point cloud into Nplane . The method that we choose to perform this rotation
is that of the Euler-Rodrigues Transform.
The Euler-Rodrigues transform is a matrix that rotates a vector about a unit vector
axis of rotation, ω = [ωx , ωy , ωz ], by an angle of rotation θ. [61] The Rodrigues rotation
matrix has an equation of the following form:
R(θ) = Icos(θ) + ω̃sin(θ) + ωω T (1 − cos(θ))

(3.19)

In this formula, the variable ω̃ is denoted as a cross-product matrix which has an
equation of the following form:


0
−ωz
ωy
0
−ωx 
ω̃ =  ωz
(3.20)
−ωy
ωx
0
For the first step of our rotation procedure, we must find the axis about which we will
rotated the surface normal vector into the z-axis. The surface normal vector, Nplane , is
defined as a unit vector and therefore the cosine angle of this vector in relation to the
z-axis can be found by simply computing the dot product of the vector with the unit
vector directed along the z-axis.

 

Nx
0
Nplane • z =  Ny  •  0  = Nz = cos(θ)
(3.21)
Nz
1
Where θ is the angle of rotation about the rotation axis, ω. According to the previous
discussion, the vector ω must be defined as a unit vector. Therefore, we must determine
an axis of rotation that is simultaneously a unit vector, while also being perpendicular to
both the z-axis and the surface normal vector, Nplane . A vector that satisfies the second
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of these two constraints can be calculated by taking the cross product of the unit vector
along the z-axis and the unit vector Nplane :
 
 


0
Ny
Nx
(3.22)
ω0 = Nplane × z =  Ny  ×  0  =  −Nx 
1
0
Nz
In order to satisfy the constraint that the rotation axis vector, ω, be a unit vector, we
must divide the vector ω0 by its magnitude:
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Note that in Equation 3.23, we have used the substitution that sin(θ) = (Nx2 + Ny2 )1/2 ,
which was derived by using the previous observation that the vector Nplane is a unit
vector. Using these observations, the Rodrigues rotation matrix can be fully derived using
the components of the unit vector ω. This is shown in the steps of the following derivation:
R(θ) = Icos(θ) + ω̃sin(θ) + ωω T (1 − cos(θ))

(3.24)
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The resulting matrix generated from this series of steps can rotate the surface normal
vector of a plane into the z-axis. By applying this rotation matrix to each respective point
within the point cloud, we rotate the projected coordinate system into the z-axis and
obtain a point-cloud that enhances the ability to visualize short scale trends in the surface
structure. An additional benefit is that is removes the influence of large scale spatial
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trends on the slope microfacets. An example of this rotation matrix applied to a dataset
from the field is shown in Figure 3.12. As can be seen in this figure, the rotated point
cloud provides a clearer depiction of the short scale structure. At this point, the rotated
point cloud is ready for use in roughness metric calculations, which will be described in
the next section.
Steerable Wavelet Analysis of Surface Structure
In this section, we will be discussing novel methods that offer the ability to measure the
photometric mean slope angle at different spatial scales. In other words, we seek to develop techniques to compare what the mean slope angle would be if calculated by using
microfacets on the order of millimeters versus microfacets on the order of centimeters. After performing the post-processing steps outlined in the previous section we have a rotated
point cloud that has been cropped and interpolated to a grid. This point cloud resembles a
gray scale elevation image in the sense that there are fixed intervals in between the points
along both the x-axis and y-axis. For this reason, I chose to look into different computer
vision techniques that could be useful in the study of macroscopic surface roughness. A
method was developed that enabled the calculation of microfacet slopes at different spatial
scales according to a steerable wavelet filter technique.
Steerable wavelet filters are used to calculate filter response directed along different
orientations. These steerable filters have been employed in a variety of tasks including
texture analysis, edge detection, image data compression, motion analysis, and image
enhancement. [62] The underlying foundation of the steerable wavelet filter is that of
the Gaussian smoothing filter. This filter can be written in terms of Cartesian spatial
coordinates in the following equation:
G0 (x, y) = e−(x

2 +y 2 )

(3.28)

The equation can be normalized according to an integration over a range of [−∞, ∞]
across both the x and y dimensions. The Gaussian smoothing filter can also be scaled
according to a scale parameter σ, where σ is in the same spatial units as the point cloud.
When incorporating these two enhancements, the Gaussian smoothing filter takes on the
following form:
G(x, y, σ) = √

−(x2 +y 2 )
1
e 2σ2
2πσ

(3.29)

√
The normalization factor of 1/ 2πσ ensures that we have a filter that neither boosts
nor deflates the output elevations as a result of smoothing the elevation image using this
filter. The steerable wavelet filter components can be derived by calculating the partial
derivative of Equation 3.29 in respect to both the x and y variables. These provide
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Figure 3.12: The post-processed point cloud from the example shown in Figure 3.11 on the
top, and the rotated point cloud after performing the Euler-Rodrigues rotation according
to Equation 3.27 on the bottom.
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the components of the steerable wavelet filter in directions of 0 degrees and 90 degrees,
respectively. [63]
W0 (x, y, σ) =
W90 (x, y, σ) =

−(x2 +y 2 )
∂G(x, y, σ)
x
e 2σ2
= −√
∂x
2πσ 3
−(x2 +y 2 )
∂G(x, y, σ)
y
e 2σ2
= −√
∂y
2πσ 3

(3.30)
(3.31)

An important observation to make is that the differentiation and convolution operators
are both linear operators. Therefore these operations can be performed in either order
on a gray-scale elevation image, f (x, y), according to the commutative property of linear
operators. [63]

W0 (x, y, σ) ∗ f (x, y) =

∂G(x, y, σ)
∂f (x, y)
∗ f (x, y) =
{G(x, y, σ) ∗ f (x, y)}
∂x
∂x

(3.32)

W90 (x, y, σ) ∗ f (x, y) =

∂G(x, y, σ)
∂f (x, y)
∗ f (x, y) =
{G(x, y, σ) ∗ f (x, y)}
∂y
∂y

(3.33)

This property makes it clear that convolution of the elevation gray-scale image with
the wavelet components W0 and W90 is an approximation of the directional first-order
derivatives at spatial location (x, y) after smoothing according to a spatial scale σ. The
scale parameter, σ, has been shown to allow the identification of transitions that occur over
the corresponding scale. This wavelet kernel approach has been proven to be useful for
the identification of scale-invariant textures in imagery. [63] Our proposed new methods
applies this concept towards the characterization of slope surface microfacets.
We seek to adapt the previously discussed concepts towards usage on the post-processed
point clouds, by making several modifications to the directional wavelet filters in Equations
3.32 and 3.33.
1. Due to the fact that we cannot represent the true continuous nature of the surface,
we must handle the convolution operations in the same way that we would handle
application of a sliding window filter to an image. Therefore, we treat (x, y) axes as
discrete integers. This is a reasonable assumption to make due to the fact that the
point cloud has been interpolated to a fixed interval grid in both axes. This concept
has previously been employed in scale invariant texture analysis of images. [63]
2. According to the same idea of treating the coordinate system along the x and y axes
discretely, we perform the normalization
√ of the Gaussian smoothing filter discretely.
Therefore, the normalization factor 2πσ from Equation 3.29 is ignored. Instead,
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the filter is normalized by summing the magnitudes of the kernel operator over the
entire window, and then dividing each value within the window by the summed
value. This accomplishes the same goal that the elevation structure will be neither
darkened nor brightened as a result of the application of the smoothing filter.
3. In order to ensure that the directional wavelet filters are invariant to the scale over
which the first order derivative is being calculated, the component filters are multiplied by a factor of σ. This step is performed to ensure that as the scale factor
σ increases in magnitude, that the first-order derivatives are not exponentially decreased in their magnitude. In other words, multiplication by a factor σ cancels the
σ −1 dependence in the height of the peaks of the first-order Gaussian derivative filter.
This concept is supported by computer vision approaches for finding scale-invariant
edges in images. It has been shown that multiplying the first-order derivative of a
Gaussian kernel by a factor of σ can result in the derivative-approximation being
invariant to scales. Whereas this concept is normally used to create edge detectors
that will adapt the scale parameter to local image structure, here we use this concept
to ensure that the first-order derivative approximations at a spatial location (x, y)
are insensitive to choice of magnitude of the scale parameter σ. [64]
4. In order to ensure that the edges of the first-order Gaussian derivative filter are
not clipped, the window is made sufficiently wide. For our processing purposes, the
window is always at least of a width and height of six times the value of σ. In
addition, the value of σ is made to be at least twice as large as the grid interval in
order to ensure that aliasing does not occur.
In order to demonstrate the potential of this method to detect local slope structure at
different spatial scales, a synthetic point cloud was generated that consisted of sine waves
oscillating in both the x and y axes. The equation for the elevations of this point cloud
as a function of spatial location and its derived first-order partial derivatives are given by
the following equations:
fsynthetic (x, y) = sin(

2π
x) + sin(2πy)
3/2

(3.34)

∂fsynthetic (x, y)
2π
2π
=
sin(
x)
∂x
3/2
3/2

(3.35)

∂fsynthetic (x, y)
= 2πsin(2πy)
∂y

(3.36)

From these equations, it is clear that the amplitudes of the component sine waves
are both 1 centimeter, and that the period of the sine waves in the x and y directions
are 1.5 centimeter and 1 centimeter, respectively. The point cloud was interpolated to a
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Figure 3.13: The synthetic point cloud as described by Equation 3.34. This point cloud
has been gridded to a lattice having 0.05 centimeters in between points.

gridded lattice with spacing of 0.05 centimeters in between points along each dimension.
An example of this gridded lattice is shown in Figure 3.13. As can be seen, the surface
macroscopic structure is very high frequency in nature, with no large scale roughness
structure present.
In addition to rendering the synthetic point cloud, the derived partial derivatives of
the synthetic surface were also generated. These are shown in Figure 3.14. From these
partial derivatives, the underlying sine waves become immediately apparent.
At this point, the first-order discrete Gaussian derivative filter defined by the above
rules can be applied to the synthetic surface as a function of σ. This approach will
approximate the partial first-order derivatives in both the x and y orientations of the
synthetic data set for the corresponding order of σ. Using this approach, the first-order
partial derivatives can be tuned to different orders of spatial frequencies. This allows us
to examine how the macroscopic surface structure is changing at differing spatial scales
ranging from millimeter to centimeter. As an example, we applied the component wavelet
filters for the following values of σ in units of centimeters: 0.1, 0.25, 0.5, 0.65, 0.85, 1.0.
The retrieved images of the wavelet filtered images in both the x and y directions are
shown in Figures 3.15 and 3.16.
By examining these figures, it is clear that the filter does an excellent job detecting
the scales most significant to the transitions of the surface structure. At small scales (σ
values on the order of 0.25 centimeters and 0.5 centimeters), the slopes of the sine waves
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Figure 3.14: The partial derivative with respect to x given by Equation 3.35 (left), and
the partial derivative with respect to y given by Equation 3.36 (right).

are accurately depicted. However, for large scales on the order of σ = 1.0 centimeters,
the surface appears to have no slope structure. This is to be expected, as the synthetic
surface clearly does not have any centimeter scale trends injected into it.
At this point, the program has now calculated approximations of the first-order derivatives in the x and y orientations on varying spatial scales denoted by the value of σ. It is
now a good time to recall that our overall goal in developing the use of steerable wavelet
filters was to measure the microfacet slope orientations over different spatial scales. If we
recall the equation for the surface normal vector given in Equation 3.17, the calculation of
the surface normal vector for a plane or microfacet simply requires the partial first-order
derivatives in the x and y orientations. The wavelet filtered images created as a result
of the application of our component filters have given us exactly this. From now on, we
∂f
will refer to these images as ∂f
∂x (x, y, σ) and ∂y (x, y, σ), for the x and y orientations of the
filter, respectively. According to this approximation of the partial first-order derivative,
the microfacet at a spatial location of (x, y) has a surface normal vector given by the
following equation:


∂f
(x,
y,
σ)
 ∂x

(3.37)
Nmicrof acet (x, y, σ) =  ∂f
∂y (x, y, σ) 
-1
Given the tuned microfacet surface normal orientation in Equation 3.37, it is trivial
to compute the slope angle relative to the z-axis orientation. From this approximation,
we now have slope distributions of the facetized surface for different orders of scale, σ.
This enables us to finally calculate the optimal photometric mean slope angle that was
described in Section 3.3.2. We apply this approach to the synthetic surface used in the
above derivations and obtained the results shown in Figure 3.17. From this example, it
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Figure 3.15: The wavelet filtered images of fsynthetic (x, y) for different values of σ in the
x orientation. Note that the ”Scale” title for each image denotes the value of σ used in
the process of filtering the synthetic surface.
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Figure 3.16: The wavelet filtered images of fsynthetic (x, y) for different values of σ in the y
orientation. Note that the ”Scale” title for each image denotes the value of σ used in the
process of filtering the synthetic surface.
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Figure 3.17: The retrieved Hapke photometric mean slope angle distributions obtained
for different orders of σ. These are calculated for the synthetic data surface used for the
previous examples.

is clear that the higher scales of σ have low mean slope angles, while the lower scales of
σ have high values for the mean slope angle. While the optimal fitting of the function
a(θ) does not match up perfectly to the slope distribution, we must keep in mind that a
real world dataset will have a more evenly distributed slope distribution as opposed to a
synthetic gridded dataset. We seek to use this novel software tool to probe which spatial
scales are most important when retrieving the optimal mean slope angle parameter.

Chapter 4

Expt #1: Study on Clay
Roughness
The role of macroscopic roughness in the directional reflectance of a particulate medium
is sensitive to scales ranging from the size of an individual particle to the field-of-view of
an airborne sensor [34]. As a result, the macroscopic surface roughness is an important
parameter to consider when utilizing hyperspectral imagery of soils. When retrieving geophysical parameters from remotely sensed imagery via radiative transfer model inversion,
failing to account for surface roughness ignores important reflectance phenomena such as
multiple scattering within surface cavities and shadowing caused by extreme slope angles.
For these reasons, we set out to develop a set of experiments with the goal of finding trends
that can potentially aid in isolating the macroscopic roughness parameter.
The goals of our first set of laboratory experiments were to investigate: (i) the role
that roughness plays in the BRDF of a particulate medium; (ii) the relationship between
macroscopic surface roughness and sensor field-of-view; (iii) a comparison of several alternate models for accounting for macroscopic roughness; and (iv) the effect of macroscopic
surface roughness on spectral absorption features. Understanding all of these relationships is important if radiative transfer models are to be used successfully for retrieval of
geophysical parameters. For example, the solutions to radiative transfer models, such as
those due to Hapke, relate important geophysical parameters of interest such as sediment
fill factor and grain size distribution to the observed BRDF. [5] These geophysical parameters which relate to surface bearing strength play a significant role in environmental
modeling and other remote sensing applications.[65, 66, 20] Therefore, due to the fact
that sediment surfaces encountered in field settings exhibit roughness on multiple scales,
failing to account for roughness in models could lead to incorrect interpretation of results,
especially in model inversion to obtain these important geophysical parameters. Similarly,
estimation of surface meta-properties may also be affected if the estimates rely on retrieval
of these underlying geophysical parameters. In this section, we discuss the results of our
97
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Figure 4.1: An image of the Humboldt oven used in our laboratory for the drying of
samples.

experiment and our success with accomplishing our outlined goals.

4.1
4.1.1

Experimental Methods and Sample Preparation
Creation of Different Levels of Macroscopic Roughness

Oven Drying
The sediment samples used in this experiment originally had high soil moisture content
after being collected during a field experiment in a lake region in northwest Nevada in the
summer of 2016; the samples of interest also had a high percentage of silt and clay grains
in the range of 75 microns or less in diameter. Prior to beginning the experiments, the
samples were dried in a Humboldt oven, shown in Figure 4.1, at 110 degrees Celsius for
at least 20 hours in order to remove all moisture content from the samples.
The end result of this drying process was a clumpy material that resembled rocky
materials rather than a fine sediment on the order of microns. For this reason, the sample
was mechanically pulverized to ensure that the initial grain sizes of the sediment were on
the order of 10 mm in size or less. These clods were a variety of shapes and sizes, meaning
that the distribution of surface facets was randomized.
Sieve Shaking and Pulverization of Material
At each stage of the radiometric analysis, a sieve shaking procedure was performed to
get an idea of the distribution of grains present in the current state of the sample. The
samples underwent a sieve analysis in their initial roughness state in order to determine
the grain size distribution in their initial states; based on this analysis, it was determined
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that the ”clods” were approximately 10 millimeters in size for this initial roughness level,
with a significant amount of variation in their shapes.
After each set of radiometric analyses, described in more detail below, the sample
was mechanically pulverized using a Humboldt Soil Mallet until it achieved a visually
uniform state in terms of grain size. The goal of this was to create a new sample made
up of the same sediment, but with its grain size distribution shifted towards smaller grain
sizes. The sample at that given roughness level then underwent a sieve shaking operation
to determine the grain size distribution. All of this information was recorded for later
analysis and will be presented in the Results section. A total of 3 roughness levels for each
sample were generated.
Random Distribution of Surface Microfacets
For each given roughness level, the sample was placed in a sample holder with a depth
of approximately 3 inches and a diameter of 10 inches. This sample holder was then
covered and shaken mechanically for a period of 2 minutes. The goal of this process was
to create a random distribution of the constituent grains of the material in elevation, with
no preference for azimuthal orientation. This goal was deemed to be satisfied based on a
histogram analysis and met the assumptions necessary for using the Hapke photometric
mean slope angle metric and the semivariance roughness metric. [5, 40] After performing
this shaking process, the side of the sample holder was tapped lightly in order to induce
settling of the material, in such a manner that the orientation of the microfacets would
not change over the course of performing radiometric measurements. An image of the
samples used in this experiment for their different roughness levels along with their grain
size distributions are shown in Figure 4.2.
It should be noted that a new sample was added to this analysis a year after the initial
study after a request from the dissertation committee to produce more data points. This
new sample was labeled as MC01-1, and was prepared according to the same standards
as samples WA04-02 and WA02-03. This sample was primarily composed of silt and clays
(≥95%) and was completely dried to remove all moisture content from the sample. While
WA02-03 and WA04-02 were retrieved from the same location (within 10 meters of each
other), MC01-1 was retrieved from a different field site. The grain size distribution and
overhead images of the three different roughness states of this sample are shown in Figure
4.3.

4.1.2

Radiometric Analysis of the Samples at each Roughness Level

Laboratory BRDF measurements were performed for each roughness level of each sample,
giving the reflectance of the material as a function of viewing azimuth and zenith angles.
These scans were performed from 0 degrees to 350 degrees azimuth in increments of 10
degrees, and from 0 degrees to 65 degrees zenith in increments of 10 degrees. A total of
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Figure 4.2: Nadir images of the sample within the sample holder for different roughness states (left) and corresponding grain-size distributions for the given roughness states
(right). Fig. 1 is (a) a sample WA04-02 with decreasing roughness from top image to
bottom image and Fig. 1 is (b) a sample WA02-03 with decreasing roughness from top
image to bottom. Fig. 1 (c) and (d) give the grain size distributions of samples WA04-02
and WA02-03, respectively, with roughness levels 1, 2 and 3 denoted by the colors blue,
red, and grey. Note that roughness level 1 denotes the roughest state of the sample and
roughness level 3 denotes the smoothest state of the sample.
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Figure 4.3: Overhead images (left) and grain size distributions (right) of sample MC01-1
for roughness states 1, 2 and 3, in (a), (b) and (c), respectively. Note that roughness level
1 denotes the roughest state of the sample and roughness level 3 denotes the smoothest
state of the sample.
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four BRDF scans were performed for each sample, with varying illumination conditions
and sensor fore-optics used for each scan. The chosen fore-optic attachments used in this
study were 5 degrees and 8 degrees. Experiments were repeated for illumination zenith
angles of 25 degrees and 45 degrees, in order to simulate both nadir and oblique light
with less multiple scattering. In addition, digital elevation measurements of the sample
were obtained at a sampling density of approximately 1 point/cm2 by using the on-board
LiDAR system that is described in Section 3.1.
The only exception to these standards is for sample MC01-1. Because it is established
in this study for samples WA04-02 and WA02-03 that the photometric effect of macroscopic
roughness is more significant when using a 5 degree fore-optic attachment than when using
an 8 degree fore-optic attachment, we obtained BRDF measurements of sample MC01-1
using only a 5 degree fore-optic attachment. These results are used to illustrate correlations
between macroscopic surface roughness and variance in continuum-removed spectra across
all samples used in this study.

4.2

Retrieval of Roughness Metrics from GRIT-T LiDAR
Measurements

Three separate metrics of roughness were computed using post-processed digital elevation
models of the GRIT-T LiDAR measurements described in Section 3.1. These include the
sill semivariance, the random-roughness metric, and the Hapke mean slope angle metric.
In this section, the results of modeling the macroscopic roughness of the study samples
using these different metrics are compared and analyzed. In addition, issues arising from
the computation of the roughness metrics are discussed. In this section, the primary focus
is on samples WA04-02 and WA02-03, due to the fact that they were the focus of the initial
study. Sample MC01-1’s results are presented here but not discussed in great detail.

4.2.1

Sill Semivariance and Random Roughness

We show in Table 4.1 the computed values of Random Roughness for the samples used
in this study. The values of the random roughness metrics were generated by Equation
2.35. Note that an increasing roughness level is indicative of increasing smoothness of the
material. (i.e. Roughness Level 1 is the roughest, and Roughness Level 3 is the smoothest).
Before calculating experimental semivariograms, the elevation measurements of each
DEM scan were examined by histogram analysis in order to ensure a normal distribution.
It was also determined that all data conformed to the recommendation that the skewness of
the distribution be less than 1. [67] It was further assumed that the surface was isotropic in
slope orientation. As was discussed previously, the two theoretical semivariogram models
that were considered in our study were the exponential model and the spherical model.
These two models were chosen due to their ability to accurately model short-scale linear
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Table 4.1: Metrics of random roughness that were obtained from post-processing of digital
elevation model data.
Sample
WA02-03

WA04-02

MC01-1

Roughness Level
1
2
3
1
2
3
1
2
3

Random Roughness (cm2 )
0.76
0.368
0.16
0.4605
0.2263
0.124
0.471
0.282
0.14

Table 4.2: The optimal fitted semivariogram parameters that were obtained as a result of
post-processing the digital elevation model data of the samples used in this study.
Sample

R- Level

WA02-03

1
2
3
1
2
3
1
2
3

WA04-02

MC01-1

Optimal
Model
Exponential
Exponential
Spherical
Exponential
Exponential
Spherical
Exponential
Exponential
Spherical

Nugget
Variance (cm2 )
0.00
0.0005
0.00
0.00
0.003
0.0084
0.00
0.01
0.005

Sill
Range (cm)
0.894
0.562
18.549
0.922
3.206
7.979
0.941
1.56
9.501

Sill
Variance (cm2 )
0.566
0.12453
0.047
0.214
0.062
0.0284
0.301
0.132
0.035

trends that are characteristic of soil clods. Experimental semivariograms were generated
and least squares fitting was performed to obtain theoretical semivariogram parameters
using the gstat package. [58] User judgment of the macroscopic surface and the root mean
squared errors between the theoretical semivariogram and the experimental semivariogram
were used in order to determine which model was better suited to the given digital elevation
model. Shown in Table 4.2 are derived values of the best fit semivariogram parameters for
the study samples.
From these results, one can see that the spherical theoretical model is a better fit
for the smooth surface cases (roughness level 3), while the exponential model better fits
the rougher surface samples. This is likely due to the characteristic that the exponential
model tends to rise more steeply at short scale lag-distances, which corresponds well to
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Figure 4.4: A plot of the derived random roughness metrics vs. the optimal sill variance
values for each sample used in this study.

the randomly distributed surface cavities of the large clay clods of samples WA04-02 and
WA02-03.
It was determined that there was a linear correlation between the retrieved sill semivariance values and the corresponding random roughness metrics for the samples WA04-02
and WA02-03 (R2 = 0.9407). This is seen in the rendering of the correlation in Figure
4.4. This relationship matches up with published results that correlate the random roughness metric to sill variance metrics. [67] Both of these metrics are able to quantitatively
describe the progressive smoothing of the surface as the material is gradually pulverized.
The limitation of the random roughness metric is that it only provides information on
the vertical component of roughness variation. Because of this, information about how
surface structure is correlated across lag distances in the horizontal dimension is ignored.
The fitted semivariogram model is able to provide a measure for how both low and high
spatial-frequency trends manifest themselves in the elevation measurements in the form
of the sill range metric, which is the distance at which the sill variance is achieved, and
the points separated by this distance are no longer correlated. [39] In this manner, the
impact on surface roughness metric calculations of cavities in between soil clods is partially
accounted for by the sill variance metric.

4.2.2

Retrieved Photometric Mean Slope Angle Values

One of the disadvantages of employing roughness metrics such as the random roughness
metric and the sill variance metric is that these measures are not directly tied to any
specific photometric models. While these metrics provide insight into surface properties
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Figure 4.5: Normalized Histograms of the slope angles of the microfacets, with overlapping
plots of the optimal slope angle distributions, a(θ). Roughness levels 1, 2, and 3 are
denoted by colors red, green and blue, respectively. The left image shows the distributions
for sample WA02-03 while the right image shows the distributions for sample WA04-02.

such as the autocorrelation as a function of spatial scale and the vertical component
of elevation variance, they do not provide any direct link to physical phenomena such
as inter-particle shadowing, or multiple-scattering. The ultimate goal of our research is
to relate experimental measurements to geophysical parameters through the inversion of
Hapke’s photometric model. Therefore, an attempt was made to directly relate measured
centimeter-scale DEM measurements to the mean slope angle parameter, θ̄.
In order to determine this parameter, we use the process described in Section 3.3.2
for the determination of the optimal mean slope angle metric. A least squares fitting
of the function a(θ) was performed in order to determine the optimal mean slope angle
parameter for the given normalized histogram. This results of performing this fitting for
the different roughness states of samples WA04-02 and WA02-03 are shown in Figure 4.5,
with the normalized histogram distribution for each roughness state and optimal Hapke
slope distributions determined for the given roughness state by determining the optimal
value of θ̄ for each roughness state.
The derived values for the optimal mean slope angle parameter can be seen in Table 4.3.
The derived values can potentially be used in radiometric model inversion to constrain the
mean slope angle parameter, θ̄, when attempting to fit experimental data to the Hapke
photometric model. When considering the large number of parameters in the Hapke
photometric model, this could be of great benefit for model inversion approaches, where
the large number of parameters necessary to achieve inversion can take up large amounts
of time.
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Table 4.3: Values of the Hapke derived mean slope angle metric, obtained using a least
squares fitting procedure.
Sample
WA02-03

WA04-02

MC01-1

4.3

Roughness
Level
1
2
3
1
2
3
1
2
3

Mean Slope Angle (degrees)
35.98
21.86
3.85
19.95
9.22
4.47
29.7
18.6
6.31

Spectral Analysis of Directional Reflectance Measurements

One of the underlying goals of this experiment was to identify trends in the view-angle
dependent spectra of the directional reflectance measurements. In order to identify these
spectral trends, we used the continuum removal tools that were described in Section 2.6.1
and the spectral derivative tools that were described in Section 2.6.2. Using metrics derived
from these tools, we seek to correlate spectral trends with the derived roughness metrics
from the previous sections.
This section is the result of the initial study performed in the Fall of 2016, in which
the focus of the study was samples WA04-02 and WA02-03. In this section, we present
the results obtained when analyzing these two samples in isolation. In Section 4.4, we
will analyze the correlations between macroscopic surface roughness metrics and observed
spectral trends across all samples in this study, including the newly introduced sample
MC01-1.

4.3.1

Continuum Removal Over the Full Spectrum of Directional Reflectance Measurements

High variation in the shape of spectral absorption features was observed as a function of
roughness over the course of the entire sample spectrum. We therefore decided to perform
continuum removal over the reflectance spectrum of the measurement obtained at each
respective sensor orientation of the hemispherical scan. We then examined the continued
removed spectra as a function of wavelength in order to determine a qualitative trend
between the variance of the continuum removed spectra and the samples state of macro-
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scopic roughness. In order to give an example of the trends that were observed for both
samples used in this experiment, renderings of the results for the BRDF measurements
obtained for the roughness levels of sediment sample WA04-02 are shown in Figures 4.6
and 4.7.
Our results show that there is a clear decrease in the variance of the continuum-removed
spectra as the sample becomes progressively smoother. In other words, as the surface is
gradually smoothed, one can expect less variation in the shape of absorption features due
to sensor orientation geometry. This trend appears to hold over both oblique illumination
conditions with a greater degree of diffuse multiple scatter, as well as for illumination
conditions close to nadir. However, the trend is far stronger for the BRDF scans of the
samples when the light source was oriented at the more oblique orientation of 45 degree
zenith angle. The 45 degree light illumination configuration is associated with pronounced
single-scattering and increased shadowing in the forward scattering orientations of the
sample.
It is also observed that there is a clear dependence on the sensor fore-optic attachment
chosen for the BRDF scan. While the relationship between variance in the continuumremoved spectra and the roughness state of the sample is still discernible for scans obtained
using the 8 degree fore-optic, the trend is far more apparent for scans obtained using the
5 degree fore-optic. This is observed in the measurements obtained for sample WA04-02
while the light was oriented at a 45 degree zenith angle. This can be seen in Figure 4.7,
which shows example BRDF scans of WA04-02 obtained while the light was positioned at
a 45 degree zenith angle.
As the sample was mechanically pulverized into a smoother state, the variance in
the continuum removed reflectance spectra was observed to decrease across almost all
wavelengths. However, there were several regions of the sampled spectral range that
were more greatly affected than others. In this study, absorption features centered at
approximately 590 nm, 900 nm, 1400 nm, and 1900 nm were present in both samples.
Of these diagnostic features, the ones that were centered at approximately 900 nm and
1900 nm were the strongest across all BRDF scans, and the variance of the continuum
removed spectra was strongest within these regions. We examine this relationship in a
more quantitative manner in Section 4.3.2 using convex hull calculations performed within
the absorption feature.
Surprisingly, several spectral regions that were not identified by diagnostic absorption
features also exhibited very strong variance in the continuum removed reflectance. One
such region occurred in the near-infrared region over a broad range of approximately 250
nm in width. This region occurred from approximately 600 nm to 850 nm. To obtain
quantitative results, we also performed continuum removal using convex hull calculations
within this spectral region. We describe this analysis in Section 4.3.2.
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(a) 5 degree fore-optic configuration

(b) 8 degree fore-optic configuration

Figure 4.6: Continuum removal performed on the reflectance spectrum of each sensor
orientation of the BRDF scan for sample WA04-02. The top of each row shows the spectral
library rendering for each roughness state and the bottom row shows the corresponding
output of the continuum removal procedure. The macroscopic roughness of the sample of
interest decreases from left to right. Renderings are shown for (a) light zenith angle of
25 degrees and 5 degree fore-optic, and (b) light zenith angle of 25 degrees and 8 degree
fore-optic. Note that noisy bands occurring near ASD spectrometer transition
points have been removed from this plot for visualization purposes. These
bands occur near 1000 nm.
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(a) 5 degree fore-optic configuration

(b) 8 degree fore-optic configuration

Figure 4.7: Continuum removal performed on the reflectance spectrum of each sensor
orientation of the BRDF scan for sample WA04-02. The top of each row shows the spectral
library rendering for each roughness state and the bottom row shows the corresponding
output of the continuum removal procedure. The macroscopic roughness of the sample of
interest decreases from left to right. Renderings are shown for (a) light zenith angle of
45 degrees and 5 degree for optic, and (b) light zenith angle of 45 degrees and 8 degree
fore-optic.
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Continuum Removed Over Spectral Absorption Bands

Continuum removal can be performed within spectral absorption features by selecting two
predetermined wavelengths on the wings of a known diagnostic absorption feature, and
calculating the convex hull between these wavelengths. The two samples examined in
this study, WA02-03 and WA04-02, were collected at field sites that were relatively close
geographically. The samples, therefore, had similar material properties and absorption
features. Two absorption features that are characteristic of silty/clay soils were examined
in this study, centered at wavelengths of approximately 900 nm and 1920 nm. These regions were chosen due to the fact that both materials exhibited absorption features in these
spectral regions. For the continuum removal procedure, the wavelength ranges chosen for
convex hull calculations were 850 nm to 950 nm, and 1870 nm to 2050 nm, respectively. We
examined the depth and shapes of these absorption features across varying sensor viewing
orientations to determine how macroscopic surface roughness correlated with a tendency
towards higher variance in these properties. Identifying this trend could provide evidence
that determining roughness parameters within photometric models can be improved by
examining the spectral of directional reflectance measurements. These diagnostic features
will be discussed individually in the following subsections.
1920 nanometer Absorption Feature
Both samples examined in this study had high concentrations of silt and clay, and exhibited
a strong absorption feature in the region of approximately 1910 nm that indicated the
presence of hydroxyl that has been adsorbed onto the grains of the soil. [68] Continuum
removal across this diagnostic absorption feature was performed by using wavelengths
located at 1870 nm and 2050 nm. It is evident that there is significant variation in both
the band depth and shape by qualitatively examining the spectral library renderings of the
directional reflectance scans. An example of this can be seen in Figure 4.8, which details
the reflectance scans of sample WA04-02 while using a 5 degree fore-optic attachment and
illuminating the sample at a 45 degree zenith angle. A color bar is included, showing the
azimuth orientation of the fore-optic sensor for each respective view angle orientation of
the hemispherical scan.
By examining the spectral feature located in the region of approximately 1900 nm in
Figure 4.8, it is clear that there is a trend towards decreasing variance of the band shape
as the sample is progressively smoothed. The left wing of the absorption band gradually
becomes less pronounced and eventually becomes symmetric with the right wing of the
absorption band for the smoothest state of the material. In order to capture this trend
quantitatively, we performed continuum removal on the absorption band for each sensor
orientation of the BRDF scan. The result of performing this procedure is shown in Figure
4.9.
The band depth renderings shown in Figure 4.9 show that, in general, the slope and
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Figure 4.8: Spectral library renderings of sample WA04-02 at decreasing macroscopic
roughness levels from left to right. For these scans, a 5 degree fore-optic was used and the
light was positioned at a 45 degree zenith angle. Spectral bands that were corrupted due
to low signal-to-noise were removed.

magnitude of the right wing of the absorption feature exhibit higher variance as the surface
becomes progressively rougher. The variance of the left shoulder also increases but not
as dramatically. In order to capture this trend, the wavelength dependent variance of the
band-depth was calculated for each roughness state of a given sample, as can be seen in
Figure 4.9(d). It is evident that there is an increase in variance of the band depth as the
macroscopic roughness of the surface increases.
It is evident from these results that there is a clear correlation between the roughness
level of a given sample and the variance in wavelength dependent band depth. In particular, for the curves shown in Figure 4.9 there is a broad spectral range along the right wing
of the absorption feature from approximately 1930 nm to 2000 nm where the relationship
is strongest. However, it should be noted that this trend holds across both samples for
all combinations of fore-optic and light zenith angles. The total variance within the absorption feature was captured in a metric by performing numerical integration over the
entire spectral range of the band-depth variance curves. This metric, denoted as the total
integrated variance, was then regressed against the roughness metrics obtained using our
elevation measurement system in this study. In Figure 4.10, this procedure is shown for
the band-depth variance curves illustrated in Figure 4.9 (d).
This procedure was carried out for both samples that were used in this series of experiments (WA04-02 and WA02-03), and for all combinations of fore-optics (5 degree and 8
degree), and light zenith angles (25 degree and 45 degree). The fitted R2 values obtained
as a result of following this procedure for each measurement configuration are detailed
below in Table 4.4.
A few observations can be made from Table 4.4. There is a high degree of correlation
between the Hapke photometric roughness parameter, θ̄ and the total integrated variance
across all sensor fore-optic combinations and light zenith angle orientations (R2 ≥ 0.95).
There is also a high correlation for the retrieved random-roughness metrics for both sam-
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Figure 4.9: Renderings of the band-depths of the absorption feature centered around 1900
nm after performing continuum removal on the spectra shown in Figure 4.8. Roughness
levels 1, 2 and 3 are represented by (a), (b) and (c), respectively. The color bar shows
the azimuth angle corresponding to each sensor orientation of the BRDF scan. The yaxis indicates the band-depth at the respective wavelength. 8 d) shows the wavelength
dependent variance of the band depth plotted for these 3 roughness states.
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Figure 4.10: Total integrated variance of the band depth plotted against (a) Hapke mean
slope angle parameters, (b) Random Roughness, and (c) Sill Semivariance. Sample shown
is WA04-02, with a 5 degree fore-optic attachment and the light oriented at 45 degree
zenith angle.
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Table 4.4: Derived R2 values for the roughness metrics used in this study for samples
WA02-03 and WA04-02 for the absorption feature centered at 1920 nm. The light orientation is shown for value of a 25 degree zenith angle and a 45 degree zenith angle.
Sample

Metric

WA02-03

Mean Slope Angle
RR
Sill Variance
Mean Slope Angle
RR
Sill Variance

WA04-02

R2 - 5 ◦ FoV,
25 ◦ Zenith
0.95
1.00
0.95
0.99
0.98
1.00

R2 - 8◦ FoV,
25 ◦ Zenith
1.00
0.97
0.85
0.99
0.99
1.00

R2 - 5◦ FoV,
45 ◦ Zenith
0.99
0.98
0.88
0.98
0.98
1.00

R2 - 8◦ FoV,
45◦ Zenith
0.97
1.00
0.93
0.97
0.97
1.00

ples across all measurement configurations (R2 ≥ 0.97). The sill variance metric has high
correlation values for sample WA04-02 as is seen in Table 4.4 (R2 = 1.0), but lower correlation values for sample WA02-03 (R2 ≥ 0.85). This can be explained potentially by
examining the process by which the theoretical semivariogram parameters are derived.
Chiles and Delfiners state that the first few points of the experimental semivariogram are
the most important for theoretical variogram fitting due to the fact that short range points
are used to model both the nugget variance and the slope at the origin. [39] In particular,
the nugget variance is a combination of factors such as measurement noise, short range
trends, and microstructures below the scale of the elevation measurement sampling. The
most reliable solution for improving these estimates is to have a tighter sampling grid for
estimating the empirical semivariogram at short lag distances. This can be viewed as a
critical step for modeling the roughness of grains that vary on a sub-centimeter scale. In
the series of laboratory and field experiments, we develop photogrammetric techniques
such as structure-from-motion that take advantage of an on-board camera system of our
goniometer system-T in order to examine roughness on a sub-centimeter level.
900 nanometer Absorption Feature
The same approach described in the preceding section was applied to an observed spectral
absorption feature in the region of 900 nm. The wavelengths chosen for performing convex
hull calculations on this absorption feature were from 850 nm to 950 nm. This absorption
feature was much shallower than the one present at 1920 nm, which has been noted to cause
issues in the examination of band-depths. [36] Continuum removal analysis showed that
the shallow nature of the absorption feature resulted in greater noise when measuring both
samples WA04-02 and WA02-03. For lighting conditions where the light was oriented at a
45 degree zenith angle, it appeared that there was an ability to discern some relationship
between wavelength dependent variance of the band depth and roughness gradient. For
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example, Figure 4.11 shows the results obtained from BRDF measurements of sample
WA02-03 while the light was oriented at a 45 degree zenith angle and a 5 degree fore-optic
attachment was used. The total integrated variance of the band depth and the roughness
metrics used in this study still exhibit a high degree of correlation, however, as is seen in
Figure 4.11 (b), (c), and (d).
The result shown in Figure 4.11 is an example of a case that is not corrupted by signalto-noise issues, and oftentimes the trend between the total integrated variance and the
roughness metrics for the absorption band was either not as obvious or somewhat reduced
due to noise. This can potentially be attributed to the shallow depth of the absorption
feature in comparison to the noise present at the corresponding spectral range. This is
shown in Figure 4.12, which details results shown for several different BRDF measurements
performed in this study.

4.3.3

Continuum Removal Outside of Spectral Absorption Features

It was observed in results from performing continuum removal over the entire reflectance
spectrum that there was significant variance in the convexity of the spectra within spectral
regions outside of diagnostic absorption features as a function of sensor orientation. One
such region was located in the spectral region between absorption features centered at
580 nm and 900 nm. Qualitatively, it can be seen that there is significant variation of
the slopes and convexity of this region depending on the view orientation of the sensor
throughout the BRDF measurement. We chose to examine this feature by applying the
same techniques that are outlined in the previous sub-section, even though the region does
not fall under the category of being an absorption band. In order to analyze this spectral
region, continuum removal was performed over wavelengths starting at 600 nm and ending
at 840 nm. This spectral range was determined to be free of spectral absorption features.
Table 4.5 details the correlations that were observed between the total integrated variance
of the ”band depth” within this spectral region and the various roughness metrics that
were used in this study.
From these results, it is immediately clear that there is a relatively strong correlation
between the mean slope angle metric and the total integrated variance within the spectral
region for sample WA04-02 across all combinations of light zenith angle and sensor foreoptic. (R2 ≥ 0.93) On the other hand, we see that for sample WA02-03, the correlations
are strong when using the 5 degree fore-optic (R2 = 1), but weaker when using the 8 degree
fore-optic (R2 ≥ 0.77). This result suggests that there is dependence on the field-of-view
of the sensor attachment.
The correlation between derived values for the random-roughness metric and the total
integrated variance within the spectral region is high across all sensor fore-optics and
light orientations for both samples used in this study. (R2 ≥ 0.91) This would appear
to indicate that even using roughness metrics relating only to the vertical variance of the
surface with no information about the autocorrelation structure of the surface can be of
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Figure 4.11: The variance in band depth for an absorption band centered at 900 nm for
sample WA02-03 across the varying roughness states. The light was positioned at a 45
degree zenith angle and a 5 degree fore-optic was used. Correlations between the total
integrated variance and the roughness metrics used in the study are shown for: (b) random
roughness, (c) sill variance, and (d) mean slope angle.
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Figure 4.12: Variance in band depths for 900 nm absorption feature. Scans shown are:
(a) WA02-03 with the light at 45 degree zenith angle and 8 degree fore-optic, and (b)
WA02-03 with the light at 25 degree and 8 degree fore-optic attachment.

Table 4.5: Derived R2 values for the roughness metrics used in this study for samples
WA02-03 and WA04-02 over the spectral region of 600 nm to 850 nm that is outside of
spectral absorption features. The light orientation is shown for value of a 25 zenith angle
and a 45 zenith angle.
Sample

Metric

WA02-03

Mean Slope Angle
RR
Sill Variance
Mean Slope Angle
RR
Sill Variance

WA04-02

R2 - 5 ◦ FoV,
25 ◦ Zenith
1.00
0.97
0.85
0.99
0.99
1.00

R2 - 8◦ FoV,
25 ◦ Zenith
0.77
0.94
1.00
0.95
0.95
0.88

R2 - 5◦ FoV,
45 ◦ Zenith
1.00
0.91
0.76
0.98
0.98
1.00

R2 - 8◦ FoV,
45◦ Zenith
0.88
0.99
0.99
0.93
0.93
0.85
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significant value in radiometric analysis.
The derived values for the sill variance roughness metric shows the weakest correlation
to the total integrated variance within the spectral region, but is still relatively high across
all sensor fore-optic measurements and light orientations. (R2 ≥ 0.76) The reason that this
metric shows overall weaker correlations could be related to the reasons described earlier,
regarding the limitations of our ability to accurately retrieve this metric given our current
digital elevation model accuracy. It is very possible that incorporating the sub-centimeter
surface structure could improve our correlation results.

4.3.4

Spectral Derivative Analysis of Apparent Absorption Feature at
600 nm

A spectral absorption feature centered in the region of 600 nm was observed in the reflectance spectra of both samples used in this study. This feature was relatively weak, and
had an indeterminate band shape that varied with sensor orientation. Studies have also
shown that noise in relatively weak absorption features can shift the apparent band centers
significantly from their true position, which can hinder the ability to reliably determine
the wings of a Gaussian-shaped absorption band. [36] For these reasons, continuum removal was not chosen to investigate the dependence of the properties of this absorption on
macroscopic surface roughness. Instead, a derivative analysis approach was chosen to investigate how this diagnostic feature behaved as the macroscopic roughness of the sample
was altered. By qualitatively examining the spectral libraries of the directional reflectance
measurements, it was seen that the average width of the spectral feature was on the order
of approximately 15 to 20 nm, depending on the fore-optic used and the light zenith angle.
Band separation values of 5, 10, 15, and 20 nm were tested in order to determine which
provided the most reasonable results for the first and second order derivatives. The band
separation value of ∆λ = 10 nm was chosen due to its ability to mitigate spectral noise
in the region of the absorption band, while at the same time providing an enhancement
in the detection of the absorption feature.
In general, the ability to resolve this spectral feature was most apparent for rough
surface conditions and illumination configurations with less diffuse multiple scatter in the
medium (i.e. at greater illumination angles of the light source). While there was an ability
to resolve the absorption feature when the light was positioned close to nadir, the effect
was most apparent when the illumination source was oriented at a zenith angle of 45
degree. The focus of the current discussion will be on cases where the light was positioned
at a zenith angle of 45 degrees.
For both samples, there was a greater ability to detect the feature using the first and
second order derivatives for configurations where the surface was macroscopically rough as
opposed to smooth. This can be observed by examining an example that was representative
of the trends seen in this study, shown in Figures 4.13 and 4.14. These figures show results
obtained for sample WA02-03, while the light was positioned at a 45 degree zenith angle.
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Figure 4.13: Results obtained for sample WA02-03 while the light was oriented at a 45
degree zenith angle. The state of the material becomes smoother from left to right. The
top row shows the spectral library after undergoing Savitsky-Golay smoothing, the middle
row shows the first order spectral derivative and the bottom row shows the second order
spectral derivative. The results are shown for scans where the spectrometer attachment
was a 5 degree fore-optic.

CHAPTER 4. EXPT #1: STUDY ON CLAY ROUGHNESS

120

Figure 4.14: Results obtained for sample WA02-03 while the light was oriented at a 45
degree zenith angle. The state of the material becomes smoother from left to right. The
top row shows the spectral library after undergoing Savitsky-Golay smoothing, the middle
row shows the first order spectral derivative and the bottom row shows the second order
spectral derivative. The results are shown for scans where the spectrometer attachment
was a 8 degree fore-optic.
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From the results of the spectral derivative analysis described previously, it is clear that
there is an increased ability to detect the spectral absorption feature centered in the region
of 600 nm for the rougher states of the sample (roughness levels #1 and #2). The first
order spectral derivative shows a local minimum across almost all sensor orientations in
this spectral region, however, the magnitude of the first-order derivative of the spectral
absorption feature is significantly lower when observing sensor orientations which are offset
from the principal plane of the illumination source. The second-order derivative is seen
to be a positive band with a local maximum close to the same wavelength as the center
wavelength of the absorption feature. This trend is most prevalent for the roughest states
of the samples, but falls into the realm of noise for the smooth state of the samples (i.e.
roughness level #3). This can be explained by considering that multiple scattering among
the cavities of rough surfaces of the samples are increasing the amount of time spent within
the material. It has been noted that the reflectance spectrum of a material is composed of
two major components in the form of a specular contribution and a diffuse component. The
specular component is assumed to consist entirely of light that is primarily reflected off of
particle surfaces without entering into the depths of the material. The diffuse component
consists of light that penetrates into the material before being multiply scattered back into
the direction of the sensor. It is therefore this diffuse component that contains information
regarding the absorption bands. [36] When the material is smooth, the multiple scattering
and time spent in the material are far lower, and the spectrum consists mostly of a specular
reflectance component.
Interestingly, by examining these features on a closer scale we can also see that there is
significant variance in the shape and center of the absorption band depending on the sensor
view geometry. This can be observed in the example shown in Figure 4.15, which is the
result of the measurement of roughness level #2 of sample WA04-02 for a BRDF obtained
using a light source orientation of 45 degree zenith angle and a 5 degree sensor fore-optic.
In this example, it can be seen that for sensor orientations that are relatively close to the
back-scattering lobe, the shape of the spectral band partially resembles a doublet, while for
sensor orientations that are offset from the principal plane, the band shape more closely
resembles a Gaussian shape. This could provide evidence that the spectral absorption
band is in the strong surface scattering region for the former case, and the volumetric
scattering regime for the latter case, as is determined by the amount of time spent in
the material. [5] The first order derivative shows that there is significant variance in the
band center by examining the spread of the local minima across sensor orientations. The
second order derivative provides evidence that the band shape is changing with sensor
orientation. A Gaussian absorption band shape should be reflected through its second
order derivative by having the appearance of a strongly positive band surrounded by two
smaller negative bands on each side of it. The second-order derivative image in Figure
4.15 indicates the presence of both Gaussian and doublet band shapes present depending
on the sensor viewing geometry under this assumption.
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Figure 4.15: Results of a BRDF scan of sample WA04-02, roughness state #2 obtained
when the illumination source was at a 45 degree zenith angle and a 5 degree fore-optic
was used on the spectrometer. From left to right: the spectral library of the scan, the
first-order derivative, and the second-order derivative.

4.4

Spectral Analysis Across All Samples

In Section 4.3, correlations were observed for the isolated samples WA04-02 and WA0203. However, it is also of interest to future remote sensing studies to examine if these
trends persist across all of the clay samples used in this study. For this reason, we extend
the previous analysis to include all of the spectral measurements obtained when using a 5
degree fore-optic attachment. A 5 degree fore-optic is used due to the previous observation
that the photometric effect of roughness is most striking when using this attachment.
This analysis includes samples WA04-02 and WA02-03 from the initial analysis, as well as
sample MC01-1 from the follow-up analysis. Once again, it is stated that samples WA0402 and WA02-03 were obtained from the same field site, whereas sample MC01-1 was
obtained from a different field site. We will investigate continuum removed results from
both the NIR spectral region (discussed in subsection 4.3.3), and the 1920 nm absorption
(discussed in subsection 4.3.2). The same approaches previously outlined in those sections
are also used in this analysis.

4.4.1

1920 nm Absorption Feature

The 1920 nm was stated in Section 4.4 to be a common absorption band for clay and
silt soils. Continuum removal analysis across spectra of all viewing orientations of the
BRDF measurements was performed. The variance in the orientation-dependent continuum removed spectra across all viewing orientations was then calculated as a function of
wavelength. In this subsection, the continuum removal analysis was performed over the
wings of the 1920 nm absorption band. The results of performing this order of operations
when the light source was oriented at a 45 degree zenith angle is shown in Figure 4.16.
From this Figure, it can be qualitatively observed that the roughest samples (meaning
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Figure 4.16: The results of calculating continuum-removed variance as a function of viewing orientation within the 1920 nm absorption feature for all sample used in this study.
The light source was oriented at a 45 degree zenith angle and a 5 degree fore-optic was
used.
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Figure 4.17: The Random Roughness (left) and Mean Slope Angle (right) metrics plotted
as a function of integrated band depth variance for all samples used in this study when the
light was oriented at a 45 degree zenith angle. The samples are labeled by color: WA04-02
(blue), WA02-03 (black), and MCO1-1(red).
Table 4.6: The correlations (R2 ), slopes, intercepts, and root mean square errors (RM SE)
for the various roughness metrics obtained in this study across all samples for the 1920
nm absorption feature. These correlations are for the case when the light was oriented at
25 degrees zenith angle and a 5 degree fore-optic was used.
Metric
Mean Slope Angle, θ̄
Random Roughness
Sill Variance

R2
0.48
0.66
0.49

Slope
510.68
10.76
7.80

Intercept
8.10
0.15
0.04

RM SE
7.78
0.11
0.12

roughness level R1), appear to have higher orders of variance in the band depth. On the
other hand, the smoothest samples (meaning roughness level R3) have little to no variance
in the band depth as a function of viewing orientation. In order to more quantitatively
relate this trend to our derived roughness metrics, we utilize the previously defined metric
of total variance in continuum-removed spectra by integrating the continuum-removed
variance across all wavelengths. The retrieved roughness metrics for the samples used in
this study are plotted as a function of the total variance in continuum-removed spectra in
Figure 4.17. From these results it is immediately clear that there is a linear correlation
for both the Random Roughness metric (R2 = 0.70) and the mean slope angle metric
(R2 = 0.70). The full results for all roughness metrics are shown in Table 4.6 for the cases
where the light was oriented at a 25 degree zenith angle and in Table 4.7 for the cases
where the light was oriented at a 45 degree zenith angle.
It is clear that the correlations are greater for the case where the light was oriented at
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Table 4.7: The correlations (R2 ), slopes, intercepts, and root mean square errors (RM SE)
for the various roughness metrics obtained in this study across all samples for the 1920
nm absorption feature. These correlations are for the case when the light was oriented at
45 degrees zenith angle and a 5 degree fore-optic was used.
Metric
Mean Slope Angle, θ̄
Random Roughness
Sill Variance

R2
0.70
0.70
0.57

Slope
580.21
10.48
8.81

Intercept
4.79
0.11
0.004

RM SE
5.93
0.11
0.09

the more oblique angle of 45 degrees than when the light was oriented at a more nadir-like
orientation fo 25 degrees. In addition, it is also seen that the correlations are greater for
the Random Roughness and Mean Slope Angle metrics than for the Sill Variance metric.
This could be due to the fact that the Sill Variance is a more subjective metric that must
be fit with user judgment about how to prioritize the fitting of the sill range parameter and
the nugget parameter. The results obtained here support the findings that were observed
when using the isolated samples of WA04-02 and WA02-03.

4.4.2

Near-Infrared Spectral Region

In addition to examining the 1920 nm absorption feature, it can also be of interest to examine how spectral regions that are outside of absorption features change with the roughness
of the surface. In subsection 4.3.3, it was shown that the convexity of the spectral region
from 580 nm to 900 nm varied significantly with viewing orientation depending on the
roughness of the surface. To more closely analyze this spectral region, continuum-removal
was performed over the region of 580 nm to 850 nm across all sensor orientations. The
variance in the ”band-depth” as a function of wavelength was then calculated. Note that
the term ”band-depth” here does not refer to an absorption band, because no absorption band is observed in this region. Rather, we use this term to describe the changing
convexity of this region as the roughness of the soil surface is varied.
The continuum-removed variance as a function of wavelength across all samples used in
this study is shown in Figure 4.18. From this Figure, it can be qualitatively observed that
the roughest sample states lead to the most variance in continuum-removed reflectance,
similar to the case of the 1920 nm absorption feature. Some results of performing a linear
regression of the retrieved metrics against the roughness metrics obtained are shown in
Figure 4.19. The results are shown for the case when a 5 degree fore-optic was used and a
light zenith angle of 45 degree was employed. From these results, we can observe that there
are very high correlations between the integrated band depth variance and two roughness
metrics - random roughness and the mean slope angle.
The results of performing these operations for measurements where the light was ori-
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Figure 4.18: The results of calculating continuum-removed variance as a function of viewing orientation within the NIR region spanning from 600 nm to 850 nm. The light source
was oriented at a 45 degree zenith angle and a 5 degree fore-optic was used.

Figure 4.19: The Random Roughness (left) and Mean Slope Angle (right) metrics plotted
as a function of integrated band depth variance for all samples used in this study when the
light was oriented at a 45 degree zenith angle. The samples are labeled by color: WA04-02
(blue), WA02-03 (black), and MCO1-1(red).
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Table 4.8: The correlations (R2 ), slopes, intercepts, and root mean square errors (RM SE)
for the various roughness metrics obtained in this study across all samples for the NIR
spectral region. These correlations are for the case when the light was oriented at 25
degrees zenith angle and a 5 degree fore-optic was used.
Metric
Mean Slope Angle, θ̄
Random Roughness
Sill Variance

R2
0.50
0.72
0.56

Slope
493.43
10.70
8.81

Intercept
8.71
0.15
0.04

RM SE
7.67
0.10
0.11

Table 4.9: The correlations (R2 ), slopes, intercepts, and root mean square errors (RM SE)
for the various roughness metrics obtained in this study across all samples for the NIR
spectral region. These correlations are for the case when the light was oriented at 45
degrees zenith angle and a 5 degree fore-optic was used.
Metric
Mean Slope Angle, θ̄
Random Roughness
Sill Variance

R2
0.78
0.85
0.72

Slope
601.58
11.35
8.81

Intercept
5.25
0.12
0.004

RM SE
5.11
0.08
0.09

ented at 25 degrees zenith angle and 45 degrees zenith angle are shown in Tables 4.8 and
4.9, respectively. From these tables we can see that there are reasonably high correlations
(R2 ≥ 0.50) for all roughness metrics when the light was oriented at a 25 degree zenith
angle, and high correlations (R2 ≥ 0.72) when the light was oriented at a 45 degree zenith
angle across all roughness metrics used in this study. This result falls in line with the observations made for the isolated samples WA04-02 and WA02-03, where it was seen that
the photometric effect of roughness was more evident for oblique illumination conditions.
It is also observed that the correlations are in general higher when performing the analysis over the NIR spectral region than within the 1920 nm absorption region. This result
suggests that spectral regions not commonly identified with absorption can potentially be
used to determine the roughness of the surface of interest. This spectral region in particular offers promise due to the fact that our laboratory recently acquired a hyperspectral
line scanner capable of measuring spectral radiance over the range of 350 nm to 1000 nm.

4.5

Summary and Conclusions

The role of macroscopic roughness in the directional reflectance of a particulate medium
is sensitive to scales ranging from the size of an individual particle to the field-of-view of
an airborne sensor [34]. Consequently, macroscopic surface roughness is an important parameter to consider when using ground-based measurements to calibrate imagery obtained
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from space-based satellites and airborne sensors. When attempting to retrieve geophysical parameters from remotely sensed imagery, failing to account for surface roughness
ignores important reflectance phenomena such as multiple scattering within surface cavities and shadowing caused by extreme slope angles. For example, Wang et al employed an
image-based bidirectional distribution function (BRDF) approach to analyze the effect of
illumination zenith angle on both rough and smooth soil surfaces. They found that BRDF
images of clay loam surfaces consisting of large clods were largely made up of shaded pixels,
whereas BRDF images of smooth soil surfaces were dominated by illuminated pixels. [25]
In another study, Shepard et al found that as surface cavities of sediment surfaces were
gradually diminished by compression, reflectance became more isotropic and eventually
exhibited stronger forward scattering. [29] Other more recent studies comparing rough
and smooth areas of beach sediments on the Queensland coast of Australia have similar
results. [66]
We sought to investigate these trends further in a more controlled setting. In this laboratory study, we performed radiometric measurements of two sediment samples that were
collected during a summer field campaign in Nevada. Both of these samples were collected
from a lakebed region and had a high percentage of silt and clay grains making up their
grain size distributions. Initially, these samples had significant soil moisture content, but
were completely dried in order to create dried soil clods. Both samples then underwent a
process in which the materials were incrementally pulverized into their final powderized
forms. Bidirectional reflectance measurements and digital elevation measurements were
obtained at each roughness level in order to study the effects of macroscopic surface roughness on the reflectance of the sediment. Measurements were obtained using two different
fore-optic configurations (5 degree and 8 degree) and two different light source positions
(25 degree and 45 degree).
Results of this study showed that the photometric effect of macroscopic surface roughness is sensitive to the choice of sensor field of view. A method of continuum removal over
the spectral region of 350 nm to 2500 nm for each respective sensor orientation angle of
the BRDF scan was performed for each roughness level of the sediment. The result of
this procedure showed that there was a discernible qualitative trend that measurements
obtained with the 5 degree fore-optic attachment had considerably more variance in spectral shape than measurements obtained using the 8 degree fore-optic attachment. This
suggests that a smaller sensor solid-angle is considerably more sensitive to the effects of
macroscopic surface roughness than larger sensor footprints. Future investigations should
try to determine how these effects translate to airborne and satellite imagery.
In the future, our laboratory will attempt to determine if this trend is applicable
both to larger sensor solid angles and to the sampling extent of hyperspectral imagery.
A separate analysis of the data using spectral derivatives was performed as a method of
investigating the appearance of a spectral absorption feature centered around 600 nm.
It was qualitatively observed that as the surface was made rougher and more surface
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cavities dominated the surface, the feature became significantly more well-defined. It was
additionally observed that there was a clear dependence of these effects on sensor foreoptic. These results suggest that sensors possessing a larger footprint are less sensitive to
the effects of macroscopic surface roughness in the spectral domain.
Another goal of this study was to investigate the effect of macroscopic surface roughness
when varying the zenith angle in the principal plane of the illumination source. Illumination zenith angles close to nadir (25 degrees) and at more oblique scattering angles (45
degrees) were used in this study. Continuum removal analysis showed that there was a
strong dependence of spectral variance on the illumination source orientation. In particular, this result most evident when performing continuum removal within a spectral
absorption band located in the region of 1900 nm. Qualitative analysis showed that the
variance in band shape for rough samples within this spectral region was greater for measurements obtained while the light source was at a 45 degree zenith angle. Illuminating a
rough surface from more oblique angles result in single scattering conditions in which light
can be reflected randomly by microfacets and may not be directed towards the sensor. In
addition, more oblique illumination conditions lead to greater shadowing onto the sample
in the forward scattering region of the sample surface. On the other hand, nadir illumination conditions result in increased multiple scattering of light and fewer shadows, and
consequently more time spent within the material before being reflected back to the sensor.
This phenomena could result in a more determinate band shape and band center. This is
supported by many studies that demonstrate how the relative orientations of the viewing
geometry and light source can also have drastic effects on the appearance of absorption
features. In particular, Hapke notes that the band depth is highly dependent on the sensor and illumination geometry. If the BRDF of a material is measured with the sensor
and illumination sources close to nadir, then multiple scattering will significantly increase
the wings of absorption bands. However, if the reflectance is measured while either the
illumination source or the sensor is oriented at oblique angles, then the surface reflectance
is dominated by single scattering which results in a shallower absorption depth. [5] This
is supported by Huguenin and Jones, who note that the observed scattering of a sample
displays significant dependency on phase angle. Varying the phase angle can result in
changes in the extent of shadowing due to macroscopic surface roughness, which produces
significant shifts in the apparent centers, widths and strengths of absorption bands. [36]
The primary goal of this study was to investigate the ability to correlate macroscopic
surface roughness with roughness metrics derived from a custom LiDAR system on the
GRIT-T goniometer system. Three different roughness metrics were used in this study
that are frequently referred to in the literature in studies of the photometric effect of
macroscopic surface roughness: the photometric mean slope angle, the sill variance, and
random-roughness. All three roughness metrics were correlated with a custom measure of
the band shape for a spectral absorption feature located at 1900 nm: the total integrated
variance in band depth. Results showed that for both samples and all configurations of
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fore-optics and illumination zenith angles, there were relatively high R2 values across all
roughness metrics. For the photometric mean slope angle metric, the 5 degree fore-optic
had a minimum R2 value of 0.98 and the 8 degree fore-optic had a minimum R2 value
of 0.77. For the random roughness metric, the R2 values for 5 degree and 8 degree foreoptics exceeded 0.91 and 0.76, respectively. For the sill variance metric, R2 values for the
5 degree and 8 degree fore-optics achieved minimum values of 0.76 and 0.85, respectively.
These correlations indicate that centimeter-scale elevation models can be directly related
to variance in band shape.
In addition to studying view-angle dependent variance in band shape for spectral
absorption features, we also investigated a spectral region where no spectral absorption
feature existed. This spectral region was in the near-infrared spectral region between 600
nm to 840 nm. A continuum removal procedure was performed over this spectral range in
order to provide a quantitative metric of the change in spectral shape as the roughness of
the sample was mechanically manipulated. Correlation of roughness metrics with the total
integrated variance in band depth showed a strong relationship between increasing surface
roughness and increasing spectral variance. For the photometric mean slope angle metric,
the R2 values for a 5 degree fore-optic and 8 degree fore-optic were at least 0.98 and 0.77,
respectively. For the random roughness metric, the R2 values for a 5 degree fore-optic
and 8 degree fore-optic were at minimum 0.91 and 0.93, respectively. For the sill variance
roughness metric, the R2 values of 5 degree and 8 degree fore-optic attachments exceeded
0.76 and 0.85, respectively. These results indicate that even hyperspectral sensors that
are solely capable of measuring the VNIR spectral range can provide insight into the
macroscopic roughness of the surface.
In a follow up study to the initial experiment, an additional sample denoted as MC011 was added to this analysis. The results from radiometric measurements sample, along
with measurements of samples WA02-03 and WA04-02, were used to study the view-angle
dependent variance in band shape across all samples used in the study. Whereas the initial analysis focused on examining isolated samples across different roughness levels, this
segment of the analysis focused on examining relationships across all samples. For this
portion of the analysis, only measurements made using the 5 degree fore-optic were analyzed due to the fact that this sensor was observed to be most sensitive to the photometric
effect of roughness. Only the 1920 nm spectral absorption feature and the NIR spectral
region from 600 nm to 850 nm were analyzed. It was observed that the photometric effect
of roughness was more evident when the light was at a oblique illumination orientation of
45 degrees than at a nadir-like illumination orientation of 25 degrees. In addition, it was
observed that the highest correlations between the roughness metrics and the view-angle
dependent variance in band-shape was observed for the NIR spectral region. For example,
when the light was oriented at 45 degrees zenith angle and a 5 degree fore-optic attachment was used, correlations of R2 ≥ 0.72 were observed across all roughness metrics. For
the same illumination and sensor conditions, a R2 ≥ 0.57 was observed when performing
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the same analysis on the 1920 nm absorption feature. These correlations suggest that the
observed effect is not isolated to individual samples, but rather is likely to hold across clay
samples obtained from multiple geographic regions.
One of the ultimate goals of our laboratory is to retrieve geophysical surface properties such as density, surface bearing strength and surface roughness from physical model
inversion of observed photometric reflectance of sediment surfaces. One of the challenges
in using the Hapke photometric model for geophysical parameter retrieval is the large
number of free parameters to be considered when modeling the reflectance of sediments
such as clays and sand; these parameters typically have been determined through computationally expensive multi-dimensional optimization procedures. By constraining the
parameters through relevant spectral information, retrieval of physical properties can be
both more efficient and more accurate. We will attempt to use the results of this experiment to improve our ability to constrain model inversion parameters, such as the Hapke
mean slope angle metric.

Chapter 5

Expt #2: Study on Directional
Sand Waves
5.1

Introduction and Motivation

An important goal in the field of remote sensing is to mathematically and qualitatively
relate the scattering of light to physically derived parameters of the surface being imaged.
There are many parametric reflectance models that describe the empirically observed
interactions of light with particulate media. Certain models account for the macroscopic
roughness of the surface through the use of an explicit roughness parameter. [34, 69]
In one such model, Hapke proposes a photometric roughness function that serves as a
multiplicative correction for the reflectance from a perfectly smooth surface. Hapke’s
model for the photometric reflectance from a rough surface depends not only on incidence,
emission, and phase angles, but the effective tilts of surface microfacets. [34]
There have been many reflectance models created to capture the effect of either periodic or random roughness on the reflectance from a sediment surface. Cierniewski and
Marlewski propose one such model to predict the reflectance from surfaces composed of
soil clods using periodic equally sized ellipsoids on a flat horizontal surface. The results
of fitting the parameters of this model to experimental field data showed that the model
was able to accurately describe the principal plane reflectance of soil surfaces as a function of ellipsoid shape and a soil-clod spacing interval. [70] In another study, Cierniewski
and Verbrugghe used a similar periodic spheroid model to investigate the effect of surface roughness on solar principal plane reflectance. The authors found that for high solar
zenith angle values, surfaces with greater gaps between spheroids (defined by the authors
to be of a lower order of roughness) exhibited lower variance in reflectance along the solar
principal plane across different zenith angles. [71] Beckmann developed another model for
characterizing the photometric effect of roughness in microwave remote sensing. In this
model, Beckmann treats the surface of interest as a stationary process, characterized by
132
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a Gaussian height distribution and a surface autocorrelation function. [72] The Hapke
photometric model is a significantly more complex model than the aforementioned models
and was originally developed for astronomy applications. Hapke’s model derives a roughness correction factor under the assumption that the surface has a random structure with
a slope angle distribution that is characterized by Gaussian statistics but independent of
azimuth angle. [5]
The previously discussed models propose different corrections for the reflectance from
macroscopically rough surfaces under the assumption that the orientations of microfacets
are randomly distributed. In other words, all of these previously defined models make the
assumption that surface microfacets are distributed with azimuthal independence. While
certain sediment surfaces such as agricultural fields or volcanic surfaces exhibit randomly
distributed roughness, other surfaces such as sand dunes or coastal beaches are known to
exhibit azimuthally dependent roughness in the form of wavelike ripples. [73] It should
also be noted that certain agricultural fields that have been recently tilled can also exhibit
azimuth preference in their roughness. [74] Geographic regions with azimuthally oriented
surface roughness are frequently the focus of remote sensing studies for calibration and
validation purposes. For example, Eon et al developed a simulation environment to model
the interaction of light in the Algodones Dunes desert. This study was done to assess the
feasibility of using the dune system as an intercalibration site for spaceborne instruments,
with a focus on compensating for the effects of differing view-angles and temporal offsets
between instruments. [75] In another large scale study, Govaerts analyzed the effects
of sand dune spatial organization in the Libya-4 desert site on the surface bidirectional
reflectance factor using a 3D radiative transfer model. The authors modeled the Libya-4
site’s large scale surface roughness (30 meters in spatial scale) as being characterized by
azimuthally oriented sand dunes created by the dominant wind direction. [76] These two
studies focus on regions with statistically correlated surface roughness on the order of
tens to hundreds of meters. Few studies have paid attention to the photometric effect of
directional roughness on the order of millimeters to centimeters, which can significantly
impact directional reflectance measurements.
In this study, we sought to analyze the effects of azimuthally oriented roughness using
directional reflectance measurements obtained in a laboratory setting. Our motivation
was to experimentally assess the photometric effect of the directionality of sand surface
waves relative to the incident illumination direction. We also compared these results with
directional reflectance measurements of surfaces with randomly distributed roughness of
similar spatial frequency. The sediment samples used in our study were prepared in such a
manner that the density of the surface was assumed to be constant to within ∼ 1.5%. We
utilized a geotechnical technique to ensure that the only parameter being experimentally
varied was macroscopic surface roughness. While we did not propose a correction for
azimuthally oriented surface roughness, we believe that our results provide experimental
evidence that can be used to form a correction factor similar to the one that is used in
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correcting for randomly distributed roughness of the Hapke photometric model. [34]
It is also important to note that we sought to assess the effect of macroscopic surface
roughness on the bidirectional reflectance of sandy surfaces rather than clay surfaces. The
samples were collected in a beach environment on Hog Island, Virginia for analysis and
manipulation of roughness in this series of laboratory experiments. These samples have a
different grain size distribution than the clay soils that were used in the initial laboratory
experiment.

5.2

Methods and Sample Preparation

In this section, the methods used to prepare samples in this study are outlined. The
focus of this laboratory study was a sample denoted B1-6 that was collected in July, 2017
from a beach on Hog Island, Virginia. The sample was prepared in different roughness
configurations using tools that are outlined below.
There were several different roughness conditions that we encountered during our field
collections. Two examples of the variety of roughness conditions encountered are shown
in Figure 5.1 in camera images obtained by GRIT-T’s on-board camera system during the
course of scans, and standard digital cameras. These examples highlight the stark differences in roughness profiles that are encountered in a field environment. In the Virginia
example, the roughness is characterized by slowly oscillating waves with a period roughly
on the order of 5 centimeters. On the other hand, the Nevada site is characterized by a
roughness profile that has high-frequency random mounds that are only about 2 centimeters in width. Our goal in this experiment was to recreate similar roughness conditions to
the best of our abilities in a controlled laboratory setting.

5.2.1

Oven Drying

The sand sample B1-6 that was used in this experiment originally had 1% residual moisture
content after being collected during a field experiment. Prior to beginning the experiments,
the samples were dried in a Humboldt oven, shown in Figure 4.1, at 110 degrees Celsius
for at least 24 hours in order to completely dry the samples, and eliminate the effects of
moisture content on reflectance measurements. At this stage the samples were ready to
undergo geotechnical analysis and radiometric analysis.

5.2.2

Sieve Shaking

A sieve shaking analysis of the sample was performed after drying the sample in order
to determine the distribution of the grain sizes of the sand in terms of bins denoted by a
micrometer mesh grid spacing. The study revealed the result that the sample of interest
had almost 90% of its grains in the range of 180 micrometers to 355 micrometers. It
is interesting to note that on average, the grains in the Virginia B1-6 sand sample were
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Figure 5.1: An example of a random roughness profile seen in the sand dunes of Nevada,
captured by GRIT-T’s camera system (left) and an example of a wavy roughness profile
seen in Virginia, captured by a field digital camera (right).

more concentrated in the range of 180 micrometers to 355 micrometers. The grain size
distribution for sample B1-6 is shown in Figure 5.2. We also performed a sieve shaking
analysis for 5 other samples that were collected within a 15 meter radius of sample B1-6.
We found that all of these samples were composed of ≥90% grains in the range of 180
micrometers to 355 micrometers, indicating that sample B1-6 was a good representation
of the sediment sample in this region.

5.2.3

Pluviation of the Samples

Several methods are available for manipulating the density of sediments including tamping,
vibration and pluviation. The method for manipulating the density of sandy sediments
adopted in our laboratory is pluviation, as is defined by the ASTM method (D 4253-83).
Pluviation, by definition, is a process which consists of raining cohesionless soil particles
onto a sample holder, by using only the force of gravity and using appropriate sieve meshes
to act as diffusers. [77] This method consists of the following steps:
1. A hopper or container suspended above the sample is filled with the sediment of
interest.
2. The bottom of the container is allowed to fall out using an opening mechanism.
According to ASTM standards, this opening system should have a diameter within
the range of 5 mm to 70 mm. [77]
3. The sediment freely falls until encountering diffusers. The sand hits sieve meshes,
which act as diffusers. There are a total of six meshes which are rotated 45 hori-
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Figure 5.2: Grain size distribution of sample B1-6 derived from performing a sieve-shaking
analysis of the sediment.
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zontally with respect to each other. The top-most mesh should be a larger sieve size
than the bottom five sieves, which should all be uniform in size.
4. The sand exits the bottom-most sieve and continues to fall until reaching the sample
holder. The distance between the bottom-most sieve and the top of the sample
holder is denoted as the ”Height of Drop” (HD ).
5. After the sand has fallen, the sediment is allowed to settle for 30 minutes.
6. The sand is then leveled off to create a perfectly flat surface.
The density of the sediment within the sample holder after pluviation is directly related
to HD . However, beyond a certain critical value of HD , the height increase fails to impart
additional kinetic energy onto the falling particles, and the densification of the material will
not increase. [77] The pluviation method is often preferred by the geotechnical community
for creating varying densities of sand samples for several reasons, including: uniform
spreading of particles throughout the sample holder, accurate creation of densities, and
repeatability of density profiles by using the same value of HD across runs. [77]
A custom pluviation device was developed and characterized by a former lab member for the purpose of manipulating sand density. [78] This device was used in sample
preparation for this set of laboratory experiments. For this experiment, the first stage
of roughness preparation consisted of pluviating the sample at a constant value of HD
of 50 cm. In this way, all samples had approximately the same density prior to generating roughness patterns, mitigating the potential for varying sample density to affect
the measured BRDF under laboratory conditions. Repeatedly performing 15 pluviations
with sample B1-6 at this constant drop height revealed that the density was constant to
within ∼ 1.5%. After performing this pluviation routine, we mechanically created surface
roughness for the samples using meshes. We discuss the development of this process in
the next subsection.

5.2.4

Creation of Roughness Profiles

Over the course of the summer field experiments described above, we encountered both
wavelike sediment roughness and randomly distributed roughness. The goal of this laboratory experiment was to assess the differences in directional scattering properties of these
two different types of surface roughness. In this experiment, we used grid-like mesh structures as well as wave-like meshes to create these roughness profiles. For each of these mesh
types, we used meshes with different grating spacings to compare directional scattering
effects for sand samples with varying spatial frequencies. An example of these meshes
is shown in Figure 5.3. This image shows two different meshes with grating spacings of
approximately 25 mm. Note that one of the meshes exhibits a grid-like pattern that when
pressed into a sediment sample would create a roughness patten in which the distribution
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Figure 5.3: Examples of the meshes that will be used to generate macroscopic surface
roughness for the samples used in this laboratory experiment. The grid-like mesh is shown
on the left, and the wavelike mesh is shown on the right.

of facet normal vectors has no preference for azimuthal direction in terms of its slopes
normal angles; in other words, the azimuth component of the slope normal angles has a
uniform probability distribution function. The other mesh has only vertical gratings and
would produce a more wavelike roughness structure when pressed into a sediment sample.
During the testing phases of this experiment, the wave-like mesh was pressed into a sample and an image was captured of the surface under diffuse lighting conditions, shown in
Figure 5.4. The photometric effect of wavelike roughness is immediately apparent despite
the fact that there is no directed illumination onto the sand surface.
In order to examine the role of roughness in the BRDF of sediments, we created three
different roughness patterns of varying spatial frequencies for both the wavelike roughness
mesh and the grid-like roughness mesh. The grating spacing was 25 mm for the coarsest
grid, and 10 mm for the least coarse grid. For the third roughness profile, the sample
was perfectly smooth and no grating was used. This sample was meant to be the control
case for the effects of roughness. The grids used were approximately 8 inches in diameter.
This diameter is large enough to ensure that only the roughness pattern will be within the
field-of-view of a 5 degree fore-optic at extreme zenith angles of 65 degrees.
For our series of experiments, we used a constant pluviation drop height value of 50
centimeters. After each drop, the cone of sand on top of the sample holder was leveled off
to create a uniformly smooth surface. When creating a unique roughness case, we pressed a
sieve mesh into the sample to a depth of approximately 15 mm and then removed the mesh
vertically from the sample. We made the assumption that this approach creates a sample
that is approximately constant in density between runs, with the macroscopic surface
roughness being the only free variable. We acknowledge that this is an approximation due
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Figure 5.4: An example of the wavelike roughness profile produced on a test sample of
sand using the wavelike mesh shown in Figure 5.3.

to the local disturbances that are created by pressing the mesh into the sand.
We wanted to characterize the effect of wavelike roughness on the directional reflectance
of a medium, and also compare this effect to similar frequencies of roughness that are not
distributed with azimuthal preference. For this reason, we used four different meshes
in this study. These meshes included both grid-like and wave-like meshes in which the
grating spacing was 10 millimeters and 25 millimeters. Examples of the prepared sediments
resulting from using these four different meshes on the sample B1-6 are shown below in
Figure 5.5.

5.2.5

Radiometric and Point Cloud Analysis

We obtained BRDF measurements using the procedures defined above for 3 different samples of varying roughness surface profiles. For each sample, we obtained the measurements
with the laboratory illumination at two light zenith angles: 25 degrees and 55 degrees.
The reason for obtaining measurements while the light source was oriented at 25 degrees
was to correlate the directional reflectance measurements to hyperspectral imagery of a
beach scene obtained in Virginia on July 14, 2017. Over the course of these measurements, it was determined using solar look up tables that the sun was oriented in the range
of 20 degrees zenith to 30 degrees zenith. By using similar illumination conditions, it is
possible to correlate imagery obtained in the field to measurements performed in laboratory settings in a future study. The second illumination zenith angle of 55 degrees was
chosen in order to examine the role of macroscopic surface roughness under more oblique
illumination conditions.
It was described in Section 5.2.4 that wavelike roughness patterns were generated for
two different spatial frequencies. Preliminary literature searches had shown few examples
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Figure 5.5: Some example overheard images of sample B1-6 prepared using different mesh
sizes. Mesh sizes used were: a) Grid mesh with 10 mm spacing, b) grid mesh with 25 mm
spacing, c) wavelike mesh with 10 mm spacing, and d) wavelike mesh with 25 mm spacing.
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describing the effect that the orientation of wavelike ridges relative to the illumination
source has on the observed directional reflectance properties. For these reasons, we also
positioned the ridges of the waves in three different orientations relative to the principal
plane of the light source during our laboratory study. The chosen orientations were:
parallel to the direction of the principal plane, perpendicular to the principal plane, and
at a 45 degree angle to the principal plane. Our hope was that the orientation of the
ridges with respect to the principal plane could provide evidence of how BRDFs depend
on radiometric phenomena such as shadowing and viewing obscuration due to surface
facets. [34]
In addition to obtaining directional reflectance measurements of the samples, structure
from motion point clouds and digital elevation datasets of the surfaces at each stage were
obtained using the programming tools and workflows outlined in Section 3.2. As outlined
in Section 3.3, we calculated two different well-known roughness metrics from these point
clouds: the Hapke mean slope angle parameter and the random roughness metric. The
methods for retrieving these metrics from structure from motion point clouds are identical
to the retrieval methods from LiDAR point clouds, except for a few post-processing steps
that will be detailed below.

5.3
5.3.1

Retrieved Roughness Metrics
Post Processing of Structure from Motion Point Clouds

As was mentioned in an earlier section, the size of objects within the scene must be known
to the user in order to properly scale SfM point clouds. [79] We used a custom built
frame with ground control points printed on the corners to scale the point clouds. The
known distances in between the centers of the ground control points are assumed constant
across each measurement. These targets have contrasting centers that are well-resolved by
GRIT-T’s on-board camera system at a nominal operating distance of 600 to 700 mm. The
plane through the centers of these ground control points is defined to be the plane that is
perpendicular to the ”z-axis” of our coordinate system. In other words, the z-coordinate of
each ground control point is constrained to be equal to zero in the triangulation process of
the structure from motion workflow. An example of a captured image of a sample holder
with ground control targets is shown below in Figure 5.6.
The centers of the frame targets are used as ground control points for the VisualSFM
workflow. This method uses a triangulation routine to match user provided measures of
the coordinates of the ground control points to the ground control points of the derived
point cloud. After performing this triangulation, the code provides a root mean square
error of the fitted accuracies of the positions of the centers of the targets predicted by the
RANSAC triangulation. The root mean square errors for the point clouds of the different
roughness states used in this study are shown in Table 5.1.
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Figure 5.6: An image obtained of laboratory sample B1-6 with ground control point targets
in the scene.

Table 5.1: Table of the horizontal Root Mean Square Error (cm) resulting from the triangulation routine of the ground control points from VisualSFM.
Roughness Label
Wave-1
Wave-2
Grid-1
Grid-2

Grid Spacing
10 mm
25 mm
10 mm
25 mm

Horizontal RMSE (cm)
0.08
0.10
0.10
0.10
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As can be seen in Table 5.1, the overall horizontal accuracy in triangulating the measured distances between the ground control point is less than 0.15 cm2 for all cases. This
indicates that we should have confidence in the fact that the grid lines of the surface
roughness that are derived in our point clouds should be accurate to within a centimeter.
However, it is sometimes observed in the resulting point clouds that there is background
noise or outlier points that must be removed. If so desired, the user of the codes can postprocess the scaled structure from motion point clouds with a step that removes outlier
points and downsamples the point cloud to a fixed grid. I developed a post-processing
code to carry out these operations. The operating procedure is carried out using steps
outlined in Section 3.3.3.
First, the spatial coordinates of each point within the point cloud are read into the
program. Then, any background data and extraneous scene information is removed by
performing a circular cropping according to a user input maximum radius, rmax , from
the center of the point cloud. Note that the center of the point cloud is defined by using
the center of the ground control points.
Next, the program will attempt to remove any statistical outliers from the point cloud.
These statistical outliers can arise within the point cloud due to factors such as background
noise grouped with components within the scene or the triangulation routine of VisualSFM
failing to find sufficient keypoint matching features in regions. To remove these outliers,
we apply a sliding window filter over each point within the cropped point cloud. For
each point within the point cloud, the N nearest neighbors of the point are calculated
based on spatial Euclidean distance. The average elevation, zN N , and standard deviation,
σN N , of the elevations of these nearest neighbor points are then calculated. The filtering
uses a user-defined standard deviation multiplier, α, to tune the filtering. This parameter
gives the user the ability to adjust the standard deviation filter to meet different criteria
for choosing outlier points. It should be noted that this approach requires the user to
manually examine the filtered point clouds to check that the filtering has been performed
properly.
In the next step, we perform another smoothing operation in the form of a Delaunay
triangulation on the current processed point cloud. In this step, the user will input a grid
resolution, g, which specifies the grid resolution along the x and y axes of the point cloud
interpolation. A Delaunay triangulation is a triangulation of the convex hull of points
within the point cloud. The result is a linearly interpolated series of triangles defined by
sets of vertices for each triangle. Note than in addition to smoothing the data set, this
step also results in a downsampling of the point cloud. This means that processing the
point cloud is more computationally efficient.
At this point, we have a post-processed point cloud that can be used to generate
roughness metrics for comparison across the different samples that are used in this study.
In the next section, we will discuss two such metrics: the random roughness metric and
the photometric mean slope angle.
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Retrieval of the Hapke Photometric Mean Slope Angle

The ultimate goal of our research is to relate experimental measurements to geophysical
parameters through the inversion of Hapke’s photometric model. In order to meet this
end, we developed a code to directly relate measured centimeter-scale DEM measurements
to the mean slope angle parameter, θ̄. This parameter is used to fully apply Hapke’s
correction for macroscopic roughness to the photometric model for a smooth surface. [34]
Using the post-processed elevation measurements, we performed a Delaunay triangulation routine to generate a triangular irregular network. The slope angle of the surface
normals of the triangular facets were then computed. A qualitative examination of the
distribution of azimuth angles for these surface normals showed that there was no general preference in facet azimuth direction, which satisfies Hapke’s assumption that the
micro-facets of the surface should be randomly distributed. [34] A normalized histogram
of the slope angles was generated to approximate a probability density function, with bins
spanning every 2◦ in zenith. Note that the binning values used in this code are manually
input by the user and can be modified accordingly.
We calculated the slope distribution function, a(θ) using the histogram that results
from the binning process. In Hapke’s model for macroscopic roughness, a(θ) is normalized
over all possible slope angles. We perform a least squares fitting of the function a(θ) to
optimally fit the mean slope angle parameter to the resulting normalized histogram. An
example of fitting the optimal slope distribution to the probability density function is
shown in Figure 5.7 below. The normalized slope histogram for each roughness state and
optimal Hapke slope distributions determined for the given roughness state are shown for
all samples used in this analysis. These slope distributions are then used to derive the
optimal value of θ̄ found for each roughness profile of sample B1-6.
As can be seen in Figure 5.7, the different roughness profiles have remarkably similar slope distributions. In addition, fitting of the optimal mean slope angle distributions
a(θ) to the probability density function of the facet slope values is very accurate, indicating that the retrieval of the photometric mean slope angle metrics correlates well to the
structure from motion point cloud data. Due to the fact that the retrieved mean slope
angle parameters should be similar, as will be detailed in the next section, Hapke predicts
that the phometric effect of these different spatial frequencies of macroscopic roughness
should result in similar behaviors in the way that light interacts with these surfaces under
the assumption that the slope microfacets are not azimuthally distributed. [34] This is
supported by the fact that we generated an approximately constant density across the
samples that are used in this study. Because the grid-like and wave-like roughness profiles
in Figure 5.7 are of similar orders of roughness, we are able to directly make comparisons
of the photometric effect of these two classes of roughness.
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Figure 5.7: Optimal fit (dashed lines) of the slope distribution function a(θ) to the probability density functions (blue histogram) of the processed structure from motion point
clouds. The results are shown for (a) grid-like roughness with 10 mm spacing, (b) gridlike roughness with 25 mm spacing, (c) wave-like roughness with 10 mm spacing and (d)
wave-like roughness with 25 mm spacing.
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Table 5.2: Table showing the retrieved roughness metrics derived from the random roughness derived from the datasets, and the fitted photometric mean slope angle from the
datasets.
Roughness Label
Smooth
Wave-1
Wave-2
Grid-1
Grid-2

5.3.3

Grid Spacing
0 mm
10 mm
25 mm
10 mm
25 mm

Random Roughness (cm2 )
0.00
0.109
0.265
0.102
0.137

Mean Slope Angle (degrees)
0.00
16.75
20.34
16.84
14.20

Retrieved Roughness Metric Values

Although the processed point clouds resulting from the routines described in the preceding
section may not be as accurate as high-end LiDAR systems, this operating procedure still
provides a fast and accurate method for generating point clouds that can be used for
roughness metric calculation. The accuracy and spatial density of the output point clouds
are both dependent on the fact that there is a sufficient number of candidate keypoint
features in the scene of interest that can be used for feature matching across images input
to the VisualSFM program. The inaccuracies in the point clouds were shown in Table 5.1
for the point clouds that resulted from this study.
We calculated the mean slope angle roughness metric and the random roughness metric
for each roughness state using the previously derived roughness metric definitions. We
show the retrieved metrics for each roughness state in Table 5.2. Our goal was to isolate
the role of roughness but hold a constant sample density across all samples. In Table 5.2 we
see that the derived mean slope angle values, θ̄ which resulted from a least squares fitting
of the facetized surface slope angle distribution to the Hapke slope distribution, a(θ), are
similar across all roughness states used in this study. In addition, the random roughness
metrics derived across the samples used in this study are similar across all samples, with
the exception of the wave-like roughness with 25 mm separation between peaks (labeled
”Wave-2” in Table 5.2). Note that the random roughness metric value of ”Wave-2” is
0.265 cm2 , which is twice as high as almost all other roughness states of B1-6.
Maintaining approximately constant roughness metric values across all roughness states
allowed us to directly compare the photometric effect of a rough surface that is oriented
with azimuthal preference in regards to the principal plane of incident light (wave-like
roughness) to the photometric effect of a rough surface that is not distributed with any
azimuthal preference (grid-like roughness). Assuming that the grain size distribution and
surface density remain approximately constant across all roughness states, Hapke predicts
that differences in the photometric effect of macroscopic surface roughness can be solely
determined by the distribution of the facetized slopes of a surface. [34] Therefore, we hy-
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pothesize that because the grid-like roughness profiles are not distributed with azimuthal
preference, that the photometric effect of the macroscopic surface roughness of these samples should be equivalent despite the fact that the profile of the 10 mm roughness profile
is characterized by a higher spatial frequency than the profile of the 25 mm roughness
profile.
The scale over which the photometric mean slope angle is valid is subject to some
debate in the astronomy community. Hapke originally assumed that the macroscopic
surface roughness, and therefore the amount of shadowing that occurs on the surface,
occurred at all scales ranging from the size of an individual grain, all the way up to
the scale of kilometers. [34] However, Hapke later suggested that the surface reflectance
would be dominated by the largest slope magnitude values, which occur on the order of
individual grains due to the fact that at this range particle cohesiveness dominates over
gravity. [5] In another study, Shepard and Campbell modeled the shadowing behavior
of fractal surfaces by using computer simulated planetary surfaces. Their study results
suggested that the scale of roughness that dominates photometric effects of roughness is
the smallest extent at which shadows are still existent. They argued that processes such
as multiple scattering between facets of the surface cavities and the diffraction of light
around individual grains remove the photometric effect of shadows below some measurable
scale. They argue that these factors effectively render the shadowing contributions of
extremely small scale shadows to be negligible. [80] It should be noted that the Shepard
and Campbell study was primarily focused on planetary surfaces that were observed from
a nadir orientation, rather than a full bidirectional analysis; in other words, they did not
consider viewing orientations away from the principal plane. In another similar study,
Buratti and Veverka experimentally showed that a rough surface with a high albedo will
have its shadow contrast reduced by the effect of multiple scattering, effectively creating
a surface that appears smoother in nature than its surface roughness would imply. [81]
The aforementioned studies indicate that studying the effect of shadowing due to roughness on a millimeter to centimeter scale level should be sufficient to characterize the effect
that inter-facet multiple scattering has on the BRDF of a sediment as a function of illumination zenith angle. In addition, because the roughness values of the wave-like surfaces
are on the same order as the roughness values of the grid-like surfaces (seen in Table 5.2),
we can also isolate the effect that the azimuthal slope preference of surface microfacets
has on multiple scattering. This will be shown in the following section by orienting the
ridges of the wave-like roughness features along different azimuth orientations relative to
the principal plane of the incident illumination and then performing BRDF measurements.

5.4

Analysis of Measured BRDF Data

In this section, we discuss and analyze the observed BRDFs of sample B1-6 from the laboratory measurements. We perform this analysis in two different phases. In the first phase,

CHAPTER 5. EXPT #2: STUDY ON DIRECTIONAL SAND WAVES

148

we compare the BRDF of a perfectly smooth surface to that of the grid-like roughness
samples and the wave-like roughness samples in which the ridge direction was perpendicular to the direction of the incident illumination. In the second phase, we analyze the effect
that the orientations of the ridges of the wave-like roughness profile has on the BRDF of
the sample, and also discuss the implications that this suggests for the effects of interfacet multiple scattering of rough surfaces. We note again that in our study, we performed
BRDF measurements of each of these samples at a nadir-like illumination zenith angle of
25 degrees and at a more oblique illumination zenith angle of 55 degrees. The effects of
changing the illumination orientation will also be presented and discussed.

5.4.1

Comparison of BRDF of Rough Samples with BRDF of Smooth
Samples

Under the assumption that the density of the smooth B1-6 sample is approximately the
same as the density of the rough B1-6 samples, we are able to directly compare the resultant
BRDFs and isolate the photometric effects of macroscopic surface roughness. In addition,
we wish to compare the photometric effects of roughness due to waves that are oriented
perpendicular to the principal plane (wave-like roughness) to that of roughness that is
azimuthally independent of slope orientation (grid-like roughness). By comparing these
two different surface profiles, we can identify what effect shadowing and sensor viewing
obscuration has on the BRDF measurements. Figure 5.8 shows an example of the BRDFs
that resulted from carrying out the spectral measurements of this study for a wavelength
of 650 nm and an illumination zenith angle of 25 degrees.
Light Zenith Orientation of 25 Degrees
Figure 5.8 shows the resultant BRDF measurements in which the light source was oriented
at a nadir-like zenith angle of 25 degrees. From these BRDF images, a few observations
can immediately be made. One observation is that the BRDF of the perfectly smooth
sample is characterized by a ”bowl-like” shape, in which the reflectance at the nadir
sensor orientations appears to be enveloped by a ring of higher reflectance at more oblique
sensor orientations. This ”bowl-like” BRDF shape disappears once roughness of any type
is introduced, as is seen in Figures 5.8 (b)-(e). When roughness with slopes that are
oriented perpendicular to the principal plane are introduced, it can be observed that there
is a suppression of forward scattering. This potentially may be explained by the blocking
of incident specular illumination by surface facets. This is seen in the azimuth angles along
the polar plot from 130 degrees to 220 degrees in Figure 5.8 (b)-(d). This reduction in
forward scattered radiance could also be expected based on the observation that shadows
are only visible in a specific range of viewing geometries.
We can also observe that the BRDFs of samples Grid-1 and Grid-2 are remarkably
similar in magnitude and shape, except in the width of the opposition scattering. Note
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Figure 5.8: Images of the BRDFs of sample B1-6 when the light was oriented at a zenith
angle of 25 degrees zenith for a wavelength of 650 nm. The images correspond to the
following roughness labels: (a) a perfectly smooth sample, (b) Grid-1 roughness, (c) Grid2 roughness, (d) Wave-1 roughness with the ridges oriented perpendicular to the principal
plane, and (e) Wave-2 roughness with the ridges oriented perpendicular to the principal
plane.
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that these two roughness profiles were formed by pressing grids of spacing intervals of 10
mm and 25 mm into smooth samples. Recall that in Table 5.2 it was shown that these two
different roughness profiles had very similar values of photometric mean slope angles of
16.84 degrees and 14.20 degrees, respectively. We also note that Hapke’s correction for the
effects of photometric roughness is based on the multiplication of the smooth photometric
model by a shadowing function. This shadowing function is solely dependent on the magnitude of the photometric mean slope angle, θ̄. [34] Hapke’s derivation suggests that the
photometric effects of samples Grid-1 and Grid-2 should be very similar in nature despite
the fact that the spatial frequencies of the peaks and crests of the surface profile have
different magnitudes. This assumption is verified by the observed BRDF measurements in
Figure 5.8. Our result suggests that there is experimental evidence for Hapke’s shadowing
correction factor for macroscopic roughness, under the assumption that surface facets are
distributed without azimuthal preference.
Figure 5.8 suggests that surfaces with randomly distributed roughness have similar
BRDFs to those of surfaces with azimuthally dependent roughness. We used a percentage
difference metric of the change in BRDF magnitude of a rough sample, rrough , relative to
BRDF magnitude of a smooth sample, rsmooth , in order to more accurately characterize the
differences in photometric effect of these two different types of roughness. This percentage
difference equation can be defined as a function of sensor orientation direction, (θ, φ),
where θ is the viewing zenith direction and φ is the viewing azimuth direction relative to
the principal plane. The percentage difference metric, P Drough (θ, φ) provides insight into
the photometric effect of roughness based on the fact that Hapke’s shadowing correction
factor is a multiplicative factor that is applied to a smooth surface reflectance. [34]
P Drough (θ, φ) =

rrough (θ, φ) − rsmooth (θ, φ)
rsmooth (θ, φ)

(5.1)

An example of polar plots of P Drough (θ, φ) for the BRDFs obtained while the light was
oriented at a zenith angle of 25 degrees and the wavelength was at 650 nm from Figure 5.8
are shown in Figure 5.9 below. Several observations can be immediately drawn from these
renderings regarding the photometric effect of azimuthally distributed surface roughness.
One observation is that there is a 10% to 20% reduction in forward scattered reflectance
at extreme zenith angles for the cases of wave-like roughness relative to a perfectly smooth
sample. The reduction in forward scattered reflectance is also evident for grid-like roughness, as can be seen in Figures 5.9 (a) and (c), but at a lesser magnitude of approximately
5% at sensor zenith angles of 60◦ . This observation suggests that the surface waves have a
greater impact on forward scattered reflectance than the randomly distributed roughness.
One reason for this behavior is likely that the wave-like roughness profile blocks more
specular reflectance due to there being a higher proportion of surface area with vertical
slopes. The increased proportion of vertically distributed slopes also leads to an increased
proportion of shadowed surface area. The proportion of shadowed area in the sensor’s
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Figure 5.9: Plots of P Drough (θ, φ) for rough samples while the light was oriented at a zenith
angle of 25 degrees for a wavelength of 650 nm. The images correspond to the following
roughness labels: (a) Grid-1 roughness, (b) Wave-1 roughness with the ridges oriented
perpendicular to the principal plane, (c) Grid-2 roughness, and (d) Wave-2 roughness
with the ridges oriented perpendicular to the principal plane.

field of view is greatest when the sensor is azimuthally oriented in the forward scattering
direction. This observation was noted by Clavano who performed simulations of incident
radiance onto submerged sandy surfaces surfaces and found that shadowing occurs when
the zenith angle of the incident light beam is greater than the maximum surface slope
max of a smoothly varying sinusoid in the forward scattering direction. [82]
Figure 5.9 also shows that the increase in backscattered reflectance appears to be
constant in magnitude across all types of surface roughness used in this study. Both the
wave-like and grid-like roughness profiles have small increases of backscattered reflectance
on the order of 5% or less. This could be due to the fact that we are currently looking
at percentage difference plots of BRDFs obtained using illumination conditions that are
close to nadir. [5]
Many authors have performed inversion of the Hapke photometric model for a rough
surface at arbitrary wavelengths under the assumption that the photometric effect of
roughness is independent of wavelength. [80] The Hapke reflectance model for a macroscopically rough surface does not have any explicit constraints on the spectral dependence
of roughness. [34] It is therefore interesting to compare the effect of macroscopic surface
roughness at multiple wavelengths. To meet this goal, we also analyze the effect of macroscopic surface roughness for a spectral BRDF at a wavelength of 1350 nm, which lies in
the shortwave infrared spectral regime. The BRDFs obtained in this study for the case of
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an illumination zenith angle of 25 degrees for a wavelength of 1350 nm is shown below in
Figure 5.10.
From the BRDFs shown in Figure 5.10 , we can see that many of the BRDF characteristics observed in Figure 5.8 hold for the wavelength of 1350 nm. We can also observe
that the BRDFs of Grid-1 and Grid-2 samples are remarkably similar in magnitude and
shape. This result further supports the assumptions made in deriving Hapke’s shadowing
correction factor for surface roughness that is independent of azimuth orientation. The
BRDF images in Figure 5.10 also suggest that the shape and magnitude of the BRDF
is similar for both the case of wave-like roughness that is oriented perpendicular to the
light source and for the case of randomly distributed roughness. There is an increase in
the azimuthal angular extent of the backscattering lobes for the case of samples Wave-1
and Wave-2 (seen in Figure 5.10 (d) and (e)) in comparison with the grid-like roughness
samples (seen in Figure 5.10 (b) and (c)).
There are many similarities between the structures of the BRDFs seen in Figure 5.8
and Figure 5.10. This result suggests that there is merit to treating the photometric effect
of roughness as being spectrally independent to a first-order approximation, as Hapke has
stated in his derivations. [5] In order to more fully examine the effects of macroscopic
roughness on the BRDF, the percentage difference approach was applied to the BRDFs
obtained at 1350 nm. We show polar plots of P Drough (θ, φ) for the BRDFs obtained while
the light was oriented at a zenith angle of 25 degrees and the wavelength was equal to
1350 nm from Figure 5.10 in Figure 5.11.
We observe many similarities between the percentage difference plots seen in Figure
5.9 and Figure 5.11. We see that for BRDFs obtained at 1350 nm, the backscattered lobe
has low percentage difference value increases on the order of 5% or less. In addition, the
forward scattered reflectance in the BRDFs of the grid-like roughness are relatively unaffected (seen in Figure 5.11 (a) and (c)). On the other hand, the wave-like roughness causes
a dramatic decrease in the level of forward scattered reflectance that is more pronounced
at extreme viewing zenith angles, reaching approximately 20% (seen in Figure 5.11 (b) and
(d)). This result supports the notion that the effect of photometric roughness is spectrally
independent when illumination conditions are close to nadir, or at least approximately so.
Light Zenith Orientation of 55 Degrees
It is of interest to this study to also compare the photometric effect of roughness when
the incident illumination is oriented at a more oblique zenith angle of 55◦ . It is predicted
that single scattering dominates for these illumination conditions rather than multiple
scattering which dominates for illumination conditions that are close to nadir. [5] We show
the BRDFs that resulted from performing measurements with the light source oriented at
a zenith angle of 55 degrees in Figure 5.12 and Figure 5.13 for wavelengths of 650 nm and
1350 nm, respectively. Because these images show high degrees of similarity in terms of
the structure of the BRDFs, we will discuss these results simultaneously. Note that this
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Figure 5.10: Images of the BRDFs of sample B1-6 when the light was oriented at a zenith
angle of 25 degrees zenith for a wavelength of 1350 nm. The images correspond to the
following roughness labels: (a) a perfectly smooth sample, (b) Grid-1 roughness, (c) Grid2 roughness, (d) Wave-1 roughness with the ridges oriented perpendicular to the principal
plane, and (e) Wave-2 roughness with the ridges oriented perpendicular to the principal
plane.
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Figure 5.11: Plots of P Drough (θ, φ) for rough samples while the light was oriented at
a zenith angle of 25 degrees for a wavelength of 1350 nm. The images correspond to
the following roughness labels: (a) Grid-1 roughness, (b) Wave-1 roughness with the
ridges oriented perpendicular to the principal plane, (c) Grid-2 roughness, and (d) Wave-2
roughness with the ridges oriented perpendicular to the principal plane.

similarity in BRDF structure across multiple wavelengths provides further evidence of the
spectral independence of the photometric effect of roughness at least in terms of structural
properties of the BRDF.
From the BRDFs of the smooth surfaces of sample B1-6 seen in Figure 5.12 (a) and 5.13
(a), it is apparent that the ”bowl” of high reflectance at large viewing zenith angles that
surrounds the lower reflectance at nadir viewing zenith angles is present even at oblique
illumination conditions. This ”bowl” feature of the BRDF appears to be a characteristic
that can be used to define BRDFs of smooth surfaces.
For the roughness cases in this study, the forward scattered reflectance is greatly
reduced for higher viewing zenith angle orientations. This result causes a disappearance
of the ”bowl” shape of the BRDF. Note that this result is apparent for both nadir-like
and oblique illumination conditions. This observation potentially provides an identifying
characteristic that can be used to identify the presence of macroscopic surface roughness
solely from the BRDF’s structure.
We also observe that the shapes and magnitudes of the BRDFs at wavelengths of 650
nm and 1350 nm are very similar for both the grid-like roughness and wave-like roughness
samples. The only exception is for the case of Wave-2 roughness of B1-6, seen in Figure
5.12 (e) for the case of 650 nm and in Figure 5.13 (e) for the case of 1350 nm. The
backward scattering lobe appears to be far larger in azimuthal angular extent for this
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Figure 5.12: Images of the BRDFs of sample B1-6 when the light was oriented at a zenith
angle of 55 degrees zenith for a wavelength of 650 nm. The images correspond to the
following roughness labels: (a) a perfectly smooth sample, (b) Grid-1 roughness, (c) Grid2 roughness, (d) Wave-1 roughness with the ridges oriented perpendicular to the principal
plane, and (e) Wave-2 roughness with the ridges oriented perpendicular to the principal
plane.
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Figure 5.13: Images of the BRDFs of sample B1-6 when the light was oriented at a zenith
angle of 55 degrees zenith for a wavelength of 1350 nm. The images correspond to the
following roughness labels: (a) a perfectly smooth sample, (b) Grid-1 roughness, (c) Grid2 roughness, (d) Wave-1 roughness with the ridges oriented perpendicular to the principal
plane, and (e) Wave-2 roughness with the ridges oriented perpendicular to the principal
plane.
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sample, spanning from -90◦ to +90◦ . We note that the Wave-2 roughness sample had
a higher level of roughness than the other samples in this study. Sample Wave-2 had
a random roughness value of 0.265 cm2 and a mean slope angle value of 20.34◦ . This
observation suggests that surface facets with larger magnitude slope angles potentially
results in a larger backscattering lobe. Note that this observation is only assumed to hold
for the case in which the surface roughness waves are oriented perpendicularly to incident
illumination rays.
In order to fully assess the photometric effect of surface roughness for cases where the
light is oriented at an oblique zenith angle of 55 degrees, we also compared the polar plots
obtained when calculating P Drough (θ, φ). We plot the results in Figure 5.14 and Figure
5.15 for wavelengths of 650 nm and 1350 nm, respectively. From these two figures, we
can again see that there is a great degree of similarity across the different wavelengths
examined in this experiment.
For both sample Wave-1 (Figures 5.14 (b) and 5.15 (b)) and sample Wave-2 (Figures
5.14 (d) and 5.15 (d)) we can see that there is a 30% decrease in reflectance in the forward
scattering region at extreme sensor viewing zenith angles of 40 degrees and greater at
wavelengths of 650 nm and 1350 nm. This is a larger decrease in reflectance than in the
case when the illumination zenith angle was oriented at 25 degrees. This can be expected
based on a simple geometric ray tracing argument that has been demonstrated in previous
studies. We would expect a larger proportion of the surface area of cavities of the waves
to be in shadow in the case of the source illumination being at larger zenith angle value.
[82] From these renderings, we see that the illumination condition of 55 degrees is leading
to larger shadows than in the case of a 25 degree illumination angle.
We observe that this oblique illumination orientation leads to a significant increase
of approximately 10% to 12% backscattered reflectance for the Grid-1 (Figure 5.14 (a)
and 5.15 (a)) and Grid-2 (Figure 5.14 (c) and 5.15 (c)). This increase in backscattering
reflectance magnitude is interestingly almost doubled in magnitude for the case of gridlike roughness conditions compared to the case of wave-like roughness conditions. This
result suggests that any future radiative transfer models that account for the photometric
effects of directional roughness must treat the backscattering component differently than
radiative transfer models which assume azimuthal independence of surface microfacets.

5.4.2

Effect of Wavelike Ridge Alignment on Datasets

While there has been plenty of research done on the photometric effect of roughness that
is distributed without azimuthal preference, there has been little research that has attempted to examine the effect that directional roughness has on the BRDF of a sediment
surface. Most models, including those developed by Cierniewski and Hapke, have attempted to treat roughness as either being periodic in nature or randomly distributed.
[70, 34] Previously in Section 5.4.1, we only compared the wave-like roughness that was
oriented perpendicular to the principal plane to randomly distributed roughness. In this
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Figure 5.14: Plots of P Drough (θ, φ) for rough samples while the light was oriented at
a zenith angle of 55 degrees for a wavelength of 650 nm. The images correspond to
the following roughness labels: (a) Grid-1 roughness, (b) Wave-1 roughness with the
ridges oriented perpendicular to the principal plane, (c) Grid-2 roughness, and (d) Wave-2
roughness with the ridges oriented perpendicular to the principal plane.

Figure 5.15: Plots of P Drough (θ, φ) for rough samples while the light was oriented at
a zenith angle of 55 degrees for a wavelength of 1350 nm. The images correspond to
the following roughness labels: (a) Grid-1 roughness, (b) Wave-1 roughness with the
ridges oriented perpendicular to the principal plane, (c) Grid-2 roughness, and (d) Wave-2
roughness with the ridges oriented perpendicular to the principal plane.
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section, we examine the BRDFs of wave-like roughness in cases where the waves are oriented in three different azimuth orientations relative to the principal plane: parallel to
the principal plane, perpendicular to the principal plane and at a 45 degree rotation to
the principal plane. We will examine these results for scenarios where the laboratory light
source was oriented at both a 25 degree zenith angle and a 55 degree zenith angle. Because in the previous section we demonstrated that the structure of the observed BRDFs
is approximately constant for both 650 nm and 1350 nm, we will discuss the wavelength
of 650 nm for illustrative purposes in this section.
Light Zenith Angle of 25 Degrees
In this section we will compare the effect that orienting the ridges of a wave-like roughness
profile has on the BRDF of sample B1-6 while the light is oriented at a zenith angle of 25
degrees. Note that in this section we will only be considering 650 nm wavelength BRDFs
due to the fact that we have seen that the structural characteristics of the BRDF due to
roughness appear to be relatively independent of wavelength. We show the BRDFs of the
wave-like sample Wave-1, which was formed by pressing a grid with 10 mm spacing into
a smooth sample, in Figure 5.16. In this figure, we have not only illustrated the BRDF
at a wavelength of 650 nm but also the ridge alignment of the waves in reference to the
incident illumination direction (seen at the top row of Figure 5.16). We can make many
conclusions from observing the change in BRDF structure from these images.
The case where the incident illumination is oriented perpendicular to the ridges of
the wave-like roughness sample was discussed in the previous section. We show this case
in the left-most BRDF of Figure 5.16. It is very clear from this image that forward
scattering reflectance is reduced in comparison to a perfectly smooth sediment sample.
The characteristic ”bowl” shape of the smooth surface BRDF disappears after any type
of roughness is introduced. We also observe that there is a high degree of symmetry in
the BRDF’s structure across the azimuth line of the principal plane.
An interesting case is observed when the ridges of sample Wave-1 are oriented at a
45 degree orientation relative to the direction of the incident illumination. We show this
example in the middle BRDF of Figure 5.16. We easily see that the shadows being cast
over an azimuth directional range of 120 degrees to 160 degrees are identified by a local minimum in reflectance. Another interesting result from this image is that there is
an increase in forward scattered reflectance in the azimuth directional range of 180 degrees to 220 degrees, when compared with the ridges that are oriented perpendicular to
the illumination principal plane. This result can potentially be explained by inter-facet
multiple scattering. In Hapke’s assumptions for deriving a correction factor for macroscopic surface roughness he ignores the effects of inter-facet multiple scattering. However,
Hapke also shows that the contribution of inter-facet multiple scattering is on the order of
1
2
4 AL sin θm , where AL is the albedo of the sediment surface and θm is the maximum slope
of the surface roughness distribution. For a sediment surface with AL = 0.5 and θm = 0.45,
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Figure 5.16: Examples of the photometric effect of orienting wave-like roughness of Wave1 into different orientations with respect to the principal plane when the light was at a
25 degree zenith angle. From left to right, the columns specify the following orientations:
perpendicular to the principal plane (0 degrees from starting), 45 degree counter-clockwise
rotation from the starting position, and parallel to the principal plane (90 degree rotation
from the starting position). The images in the top row show the orientation of the ridges
with respect to incident illumination.
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this results in a 6% underestimation of reflectance in the nadir direction. [34] The result
seen here suggests that the effects of inter-facet multiple scattering could potentially be
playing a major role in the BRDF characteristics for a surface with wave-like roughness.
This was also suggested by Shepard and Campbell, who noted that for planetary rough
surfaces, the multiple scattering of light can be considered the only light filling in the
cavities where direct radiance cannot reach. The authors argued that this phenomenon
causes shadowing to effectively be removed for macroscopically rough surfaces. [80] In this
experimental result, we are potentially seeing the effects of inter-facet multiple scattering
manifest themselves in the BRDF over an azimuth directional range of 180 degrees to 220
degrees.
Finally, we consider the case where the ridges of sample Wave-1 are oriented parallel
to the direction of incident illumination for an incident light angle of 25 degrees. We show
the result for a wavelength of 650 nm in Figure 5.16 in the right-most BRDF. One striking
feature of this BRDF is that there is a large backscatter lobe that is similar to the case
where the ridges were oriented perpendicular to the direction of incident illumination. We
also see the appearance of a forward scattering lobe in the azimuth range of 150 degrees
to 210 degrees at extreme sensor zenith orientations of 40 degrees to 65 degrees. This
suggests that there is a strong forward scattering component that is similar to the BRDF
of a perfectly smooth sample.
The forward and backward scattering lobes that were just described are present in the
BRDF of a perfectly smooth sample that was seen in Figure 5.8 (a) to a certain degree.
However, a distinguishing feature of the BRDF of the wave-like roughness sample with
ridges oriented parallel to the incident illumination is that there is a disappearance of the
”bowl” shape of the BRDF. One reason for this could be that for sensor orientations that
are offset from the principal plane by an absolute azimuth value of ±90 degrees the troughs
of the surface cavities are partially hidden from the field-of-view of the sensor by the peaks
of the waves. This idea is suggested by Hapke when deriving his correction for photometric
reflectance of a rough surface. In his derivation, Hapke defined different correction factors
for two cases of sun-sensor geometries: one for the case when incident illumination zenith
angle is less than the sensor zenith angle, and another for the case where the sensor
zenith angle is greater than the illumination zenith angle. [34] Additionally, Clavano
notes that simulation environments for modeling the photometric effects of roughness
must take into account the effects of surface crests blocking incident light from reaching
troughs of cavities, and the effects of crests blocking the sensor from viewing the bottom
of surface cavities. [82] The results shown here indicate that there are valuable conclusions
to be drawn for cases where waves of a roughness profile are oriented parallel to incident
illumination.
In addition to considering the case where the crest-to-crest separation is approximately
10 mm (sample Wave-1), we also considered the case where the crest-to-crest separation
is approximately 25 mm (sample Wave-2). The BRDFs for the different ridge orientations
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Figure 5.17: Examples of the photometric effect of orienting wave-like roughness of Wave2 into different orientations with respect to the principal plane when the light was at a
25 degree zenith angle. From left to right, the columns specify the following orientations:
perpendicular to the principal plane (0 degrees from starting), 45 degree counter-clockwise
rotation from the starting position, and parallel to the principal plane (90 degree rotation
from the starting position). The images in the top row show the orientation of the ridges
with respect to incident illumination.

are shown below in Figure 5.17. Despite the fact that these two different roughness profiles
have similar distributions of microfacet slope angles, we wanted to assess if the differing
spatial frequency has an effect on the characteristics of the BRDFs for cases where wave
ridges are oriented in different geometries to the principal plane.
The case where the incident illumination is oriented perpendicular illumination is seen
again in the left-most plot of Figure 5.17. Similar to the BRDFs seen in Figure 5.16, the
”bowl” shape of the smooth surface BRDF disappears after surface roughness is introduced
to the sample. We observe a high degree of symmetry to the BRDF structure across the
principal plane azimuth line for cases where the surface crests are separated by both 10
mm and 25 mm.
When the ridges of sample Wave-2 are oriented at a 45 degree orientation relative
to the direction of the incident illumination (seen in the middle image of Figure 5.17 ),
we can again see the effect of shadows being cast in an azimuth directional range of 120
degrees to 160 degrees similar to the case of sample B1-6 Wave-1. We can also see that
there is an increase in forward scattered reflectance in the azimuth directional range of 210

CHAPTER 5. EXPT #2: STUDY ON DIRECTIONAL SAND WAVES

163

degrees to 250 degrees, when compared with the ridges that are oriented perpendicular
to the illumination principal plane. As was noted previously, this can potentially be
explained by inter-facet multiple scattering, which has been ignored by other researchers
when developing radiative transfer models. [34, 80]
Finally, the results for when the ridges of sample Wave-2 are oriented parallel to the
direction of incident illumination for an incident light angle of 25 degrees are shown in
Figure 5.17 in the right-most plot of the figure. From this BRDF we once again see that
there is a large backscatter lobe that is similar to the case where the ridges were oriented
perpendicular to the direction of incident illumination. We also see the appearance of
a forward scattering lobe in the azimuth range of 150 degrees to 210 degrees at extreme
sensor zenith orientations of 40 degrees to 65 degrees. This suggests that there is a striking
forward scattering component that is similar to the BRDF of a perfectly smooth sample.
From this result, it is clear that the BRDF of samples Wave-1 and Wave-2 have similar
characteristics for the case of incident illumination being oriented parallel to the ridge
alignment.
We can also see that the magnitudes of the BRDFs in Figures 5.16 and 5.17 are very
similar, despite the fact that the surface is made up of surface waves of differing spatial
frequencies. Sample Wave-1 was previously established to be characterized by surface
waves that repeat every 10 mm, while sample Wave-2 is characterized by surface waves
that repeat every 25 mm. However, it was also established that these two surface profiles
have similar distributions of slope microfacets as was seen in Table 5.2. The fact that we see
similar orders of reflectance magnitude and BRDF characteristics for these two different
surface roughness profiles, could potentially indicate that micro-facet slope distributions
are indeed able to accurately predict BRDF properties, as was indicated by Hapke in his
derivation of a roughness correction factor. [5]
Light Zenith Angle of 55 Degrees
In this subsection, we will discuss the effect of ridge alignment on the samples used in this
study for the case where the light was oriented at a zenith angle of 55 degrees. Because
samples Wave-1 and Wave-2 have very similar BRDF characteristics while the light was
oriented in this position, we will choose to discuss the results of these two scenarios at the
same time. The results for Wave-1 and Wave-2 for a light orientation of 55 degrees zenith
angle at a wavelength of 650 nm are shown in Figures 5.18 and 5.19, respectively.
In Figures 5.18 and 5.19 we can see the cases where the incident illumination is oriented perpendicular to the ridges of Wave-1 and Wave-2, respectively. As was previously
discussed, we can see that the reflectance in the backward scattering direction is greater
in magnitude than when the light was oriented at 25 degrees zenith angle. We can also
see that the structure and symmetry of the BRDF is similar for both sample Wave-1 and
Wave-2.
When the light is oriented at a 45 degree angle relative to the principal plane of the
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Figure 5.18: Examples of the photometric effect of orienting wave-like roughness of Wave-1
into different orientations with respect to the principal plane when the light was at a 55
degree zenith angle for a wavelength of 650 nm. From left to right, the columns specify the
following orientations: perpendicular to the principal plane (0 degrees from starting), 45
degree counter-clockwise rotation from the starting position, and parallel to the principal
plane (90 degree rotation from the starting position). The images in the top row show the
orientation of the ridges with respect to incident illumination.
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Figure 5.19: Examples of the photometric effect of orienting wave-like roughness of Wave-2
into different orientations with respect to the principal plane when the light was at a 55
degree zenith angle for a wavelength of 650 nm. From left to right, the columns specify the
following orientations: perpendicular to the principal plane (0 degrees from starting), 45
degree counter-clockwise rotation from the starting position, and parallel to the principal
plane (90 degree rotation from the starting position). The images in the top row show the
orientation of the ridges with respect to incident illumination.
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incident illumination, we can see some differences in the characteristics of the BRDFs.
These are seen in the center renderings of Figures 5.18 and 5.19 for samples Wave-1 and
Wave-2, respectively. It is clear that shadowing due to the ridges of the surface waves
causes a local drop in reflectance magnitude at extreme sensor viewing orientations in the
azimuth range of 90 degrees to 210 degrees. Interestingly, we can see that there is a larger
swath of viewing orientations that observe shadowed portions of the surface in the case
of sample Wave-1. The Wave-1 sample is characterized by higher frequency waves in the
surface profile that are separated by 10 mm in between crests, whereas sample Wave-2’s
surface is composed of lower frequency waves that are separated by 25 mm in between
wave crests.
In the case where the ridges are aligned parallel to the direction of the illumination
principal plane, seen in the right-hand side of Figures 5.18 and 5.19, we can see that the
BRDFs of samples Wave-1 and Wave-1 are nearly identical in magnitude and shape. This
result provides evidence that the spatial frequency of the wave-like roughness is not a
factor in the photometric effect of surface roughness when ridges are aligned parallel to
the direction of the incident illumination. This result was also seen for the case where the
light was oriented at a zenith angle of 25 degrees. However, in the case where the light
is oriented at a more oblique zenith angle of 55 degrees, we can see that the size of the
forward and backward scattering lobes are much smaller in angular extent.

5.5

Continuum Removal Analysis of BRDF

In order to more fully assess the spectral dependence of surface roughness, we will discuss
results of performing continuum removal on the BRDFs retrieved from the samples in
this study. Like the previous study on clay sediments, we will analyze the continuum
removed variance over the entire spectrum and also within a spectral feature centered
approximately within the 1900 nm region.

5.5.1

Continuum Removal Over Entire Spectrum

We performed continuum removal over the entire spectrum for each of the samples used
in this study over the spectral range of 400 nm to 2350 nm. We excluded spectral bands
outside of this range from the present analysis due to the potential for poor signal-to-noise
ratio in these regions. We plot the results of performing continuum removal over this
spectral range for the case when the incident illumination was oriented at a zenith angle
of 25◦ and 55◦ in Figures 5.20 and 5.21, respectively. Note that in each of these figures, the
continuum removal is plotted separately in the forward and backward scattering regimes,
where the designation of forward scattering is for a viewing azimuth of 90 degrees to 270
degrees. We do this to characterize if the shadowing in the forward scattering direction
had a significant effect on spectral dependency of macroscopic roughness.
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Figure 5.20: Continuum removal performed on the bidirectional reflectance spectra for
several samples used in this experiment when the light was oriented at 25 degrees zenith.
From top to bottom: smooth sample, Grid-1, Grid-2, Wave-1, Wave-2. In the left image
the backward scattered reflectance is plotted and in the right image the forward scattered
reflectance is plotted.
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Figure 5.21: Continuum removal performed on the bidirectional reflectance spectra for
several samples used in this experiment when the light was oriented at 55 degrees zenith.
From top to bottom: smooth sample, Grid-1, Grid-2, Wave-1, Wave-2. In the left image
the backward scattered reflectance is plotted and in the right image the forward scattered
reflectance is plotted.
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Figure 5.22: The variance in continuum removed reflectance performed on the bidirectional
reflectance spectra for several samples used in this experiment when the light was oriented
at 25 degrees zenith. From top to bottom: smooth sample, Grid-1, Grid-2, Wave-1, Wave2. In the left image the backward scattered reflectance is plotted and in the right image
the forward scattered reflectance is plotted.

From Figures 5.20 and 5.21, it is clear that the continuum removed reflectance varies
significantly over the entire spectral range depending on the sensor viewing orientation.
In general, it does not appear that the variance in continuum removed reflectance is
dependent on whether the viewing orientations are in the forward or backward scattering
region. We observe the most striking regions over which the continuum removed reflectance
exhibits variance are from 1000 nm to 1700 nm and from 1840 nm to 2100 nm. In addition,
it is clear that the variance in continuum removed reflectance is greater in magnitude in
the case where the light is oriented at an oblique zenith angle of 55 degrees than when
the light is oriented at 25 degrees zenith angle. In order to investigate the observed
spectral dependencies on roughness more fully, the variance was calculated as a function
of wavelength and plotted in Figures 5.22 and 5.23.
From Figures 5.22 and 5.23, we can see that the variance in continuum removed reflectance shows a substantial increase in magnitude over the range of 1000 nm to 1700
nm. I believe that these results should be taken with caution due to the fact that sensor
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Figure 5.23: The variance in continuum removed reflectance performed on the bidirectional reflectance spectra for several samples used in this experiment when the light was
oriented at 55 degrees zenith. From top to bottom: smooth sample, Grid-1, Grid-2, Wave1 (perpendicular to principal plane), Wave-2 (perpendicular to principal plane). In the
left image the backward scattered reflectance is plotted and in the right image the forward
scattered reflectance is plotted.
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transition points occur at these wavelengths. Recall that the ASD FieldSpec4 spectroradiometer has 3 different sensors. One such sensor focuses on the VNIR spectral range and
samples over the range of 350 nm to 1000 nm. The other two InGaAs Photodiode sensors
focus on the SWIR spectral range and sample over the range of 1001 nm to 1800 nm and
1801 nm to 2500 nm, respectively. [4] It is possible that the locally higher variance in
these regions is due to sensor noise that results from a transition between sensors.
In addition to the variance observed over these broad spectral regions, we can also see
that there is a locally higher continuum removed variance within an absorption feature that
is centered at approximately 1900 nm, that has been associated with water absorption. [68]
This result matches results that were seen in the previous laboratory study that focused
on clay sediments. The continuum removed variance in this region appears to be of similar
orders of magnitude between both backward and forward scattered reflectance regions. In
addition, the magnitude of the continuum removed variance is far higher in the case where
the light is oriented at an oblique zenith angle of 55 degrees rather than 25 degrees. This
spectral absorption feature is outside of the range of sensor transition points, making it
likely that this variance is correlated with macroscopic surface roughness. This absorption
feature will be discussed in more detail in the next subsection.
In order to more closely analyze the effects of macroscopic surface roughness on continuum removed variance, a metric denoted as the Total Continuum Removed Variance
(TCRV) was calculated by summing the continuum removed variance over the entire spectral domain for each sample used in this study. The results are plotted as a function of
the mean slope angle parameter in Figures 5.24 and 5.25. Note that in these figures, the
samples in which ridges are oriented in differing azimuthal orientations to the principal
plane of the illumination are also plotted. The mean slope angle parameter was chosen as
a roughness parameter in these plots due to its ability to account for the slope distribution
of the surface microfacets.
From Figures 5.24 and 5.25, we can see that the magnitude of the TCRV is far higher in
the case where incident illumination is oriented at an oblique zenith angle of 55 degrees. In
addition, we can see that the magnitude of the variance in continuum-removed reflectance
is similar for the case where the sensor viewing orientations are in the forward scattered
and backward scattered directions.
An interesting result becomes evident from these plots when observing the TCRV for
the wavelike roughness profiles. When the wavelike roughness profile is oriented parallel to
the principal plane, there is almost no variance in continuum-removed reflectance, and the
magnitude is similar to the magnitude of the smooth surface samples. When the samples
were rotated into a 45 degree orientation or a 90 degree rotation relative to the principal
plane, the samples exhibited a higher degree of variance in continuum removed reflectance.
This is despite the fact that these samples had the exact same magnitude of roughness
across all of these BRDF measurements.
We can also see that the TCRV values for the grid-like roughness profiles were lower
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Figure 5.24: The Total Continuum-Removed Variance plotted as a function of the sample’s
mean slope angle for the various samples used in this study when the incident illumination
was oriented at a zenith angle of 25 degrees. The legend denotes the samples markers in
the scatter plot.
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Figure 5.25: The Total Continuum-Removed Variance plotted as a function of the sample’s
mean slope angle for the various samples used in this study when the incident illumination
was oriented at a zenith angle of 55 degrees. The legend denotes the samples markers in
the scatter plot.
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Figure 5.26: The Total Continuum-Removed Variance calculated within the 1900 nm
absorption feature. Results are plotted as a function of the sample’s mean slope angle for
the various samples used in this study when the incident illumination was oriented at a
zenith angle of 25 degrees. The legend denotes the samples markers in the scatter plot.

in magnitude than in the case of the wave-like roughness profiles. This is despite the fact
that these samples had very similar orders of roughness magnitudes for both the random
roughness metric and the mean slope angle metrics.

5.5.2

Continuum Removal Within the 1900 nm Absorption Feature

It was previously established that the 1900 nm absorption feature had significant variance
in continuum removed reflectance across the different samples used in this study. In this
study, the spread of roughness values for the sand samples were not as well distributed
as the clay samples from the first experiment of this dissertation. We wanted to take a
closer look at how the total variance in continuum removed reflectance varied across the
different samples used in this study.
To meet this goal, continuum removal was performed only across the absorption feature
that was centered at 1900 nm. This was done by used the wavelengths of 1840 nm and 2100
nm as the wings of the continuum removal calculation. The variance of the continuum
removed reflectance was then summed across all wavelengths within this range. The
results of performing this operation for the two different illumination configurations from
this study are shown in Figures 5.26 and 5.27.
From the results shown in Figures 5.26 and 5.27, we observe many similarities in the
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Figure 5.27: The Total Continuum-Removed Variance calculated within the 1900 nm
absorption feature. Results are plotted as a function of the sample’s mean slope angle for
the various samples used in this study when the incident illumination was oriented at a
zenith angle of 55 degrees. The legend denotes the samples markers in the scatter plot.

Total Continuum Removed Variance when calculated over the entire spectrum and when
calculated only within the 1900 nm absorption feature.
1. The smooth samples and wavelike roughness samples with ridges oriented parallel
to the principal plane exhibit very low variance.
2. The wavelike roughness cases that are oriented perpendicular or at a 45 degree angle
relative to the direction of the principal plane have the highest orders of variance in
continuum removed reflectance.
3. The gridlike roughness has lower variance in continuum removed reflectance than the
wavelike roughness in general. This is despite the fact that the orders of roughness
magnitude are in general the same across these two different samples in this study.
In general, we see many similarities in total continuum removed variance when performing measurement across the entire spectrum and only within this 1900 nm absorption
feature. From these results, we can deduce that macroscopic roughness has an effect on
this absorption feature that manifests itself through varying band depth and shape as a
function of sensor viewing orientation.
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Conclusions

In this experiment, we outlined an approach for measuring the photometric effect of surface
roughness when the slopes of the roughness are distributed with preference for an azimuthal
direction. In this study, we used sand samples that were collected from a beach setting
in the summer of 2017. The results indicate that the general structure of the BRDF
remains constant as a function of wavelength. This was seen by comparing the BRDF
structure and properties for the different roughness samples at multiple wavelengths. The
results from spectral BRDFs at 650 nm and 1350 nm were shown and discussed in this
study. In addition, we also saw that there was a view-angle dependence to the continuum
removed spectral absorption feature centered around the 1900 nm spectral region. This
result matches the results of Experiment #1 that focused on clay soil clods. We note that
this absorption feature is known to be an identifying feature of soil spectra [71, 83], but
that it is possible that it is a result of the soil and sand particles absorbing water from the
air. Regardless of the cause of the presence of this absorption feature, we observe that the
shape and depth of the feature varies with surface roughness levels of the medium. This
result provides hope that this spectral absorption feature can potentially provide insights
into the roughness of a surface from BRDF measurements in field settings.

Chapter 6

Expt #3: Test of Hapke’s
Roughness Correction
6.1

Introduction and Motivations

In Chapter 5, we outlined the results of a laboratory study designed to test the photometric effect of wavy surface roughness against the photometric effect of surface roughness
that is randomly distributed in azimuth orientation. Hapke’s derivation of a roughness
correction for the photometric model of a smooth surface relies on the assumption that the
distribution of the facet orientations is independent of azimuth angle. This assumption is
a reasonable simplification for planetary surfaces, asteroid surfaces, and of ocean and lake
beds. [84, 85] However, even Hapke notes that this assumption’s validity can be called into
question for sand dunes. Sand dunes are normally formed by repeatable natural processes
such as aeolian gusting. [5, 73] In the previous experiment, we showed that the directional reflectance of sandy surfaces with azimuthally dependent roughness differs from the
directional reflectance of surfaces with azimuthally independent roughness. We showed
experimental evidence supporting the use of a correction factor that takes into account
the surface wave azimuth orientation relative to the principal plane. We also provided
proof that a separate correction factor for surfaces with azimuthal dependence must be
derived for regions such as sand dunes and beaches.
There have been many radiative transfer inversion studies that attempt to retrieve
geophysical parameters from the photometric model for a rough surface. [21, 31, 33] These
studies have used the assumption that the correction factor derived by Hapke is valid for
surfaces which are isotropic in facet azimuth distribution. However, there have been few
studies that attempt to determine if Hapke’s correction factor is valid for macroscopically
rough sand surfaces using goniometer measurements.
The laboratory experiment performed in Chapter 5 sets up an ideal opportunity to test
how well the correction for a macroscopically rough surface performs for sand sediment
177
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surfaces. For this reason, we performed a second experiment using the same methodology
for sample preparation of a rough, sandy surface. In the previous experiment, we created
rough sand surfaces that were isotropic in facet normal azimuth distribution. We then
compared directional reflectance measurements of these surfaces to directional reflectance
measurements of smooth surfaces that were illuminated at similar lighting orientations.
We showed that it was reasonable to assume that the only parameter being varied was the
macroscopic roughness of the surface. In addition, because the same beach sand sample
was used for each BRDF measurement, many important geophysical properties of the
sediment sample remain constant, including: the grain size distribution of the medium,
the single scattering albedo, and the moisture content of the surface. These parameters are
necessary to forward-model Hapke’s correction factor for macroscopic surface roughness.
[34]
We were able to devise an experiment in which we forward model the rough surface
photometric model and compare it to empirically measured directional reflectance of a
rough surface using the previously outlined assumptions. In the following sections, we
outline the methods used to perform this experiment. We sought to assess the strengths
and limitations of Hapke’s derived correction factor for macroscopic surface roughness in
Earth remote sensing applications.

6.2
6.2.1

Methods
Sample Preparation

For this experiment, we follow the same sample preparation protocols outlined in Chapter
5. We also use the same sand sample that was acquired in a beach setting in Virginia
during the summer of 2017: sample B1-6. For each roughness level, we follow the same
protocols for pluviating the samples using a constant drop height of 50 cm to achieve a
constant sample density. By repeatadly performing pluviation from this drop height 10
different times, we determined that the density of the sample was constant to within 1.5%.
We also use the same grid meshes to generate surfaces with roughness that is isotropic
in azimuth distribution: one with a 10 mm grid-spacing and one with a 25 mm gridspacing. Radiometric measurements were acquired according to the same azimuth and
zenith sampling patterns that were outlined in Chapter 5. We also use the structure from
motion point clouds from the previous study to generate roughness metrics for forward
model propagation in this study. Repeated measurements of the surface roughness revealed
that the roughness metrics were constant to within approximately 1% for the roughness
samples across the sample preparation runs.
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Review of Hapke’s Roughness Correction for the Smooth Photometric Model

Hapke made several assumptions in deriving his correction factor for macroscopic surface
roughness. The basis of this correction factor was discussed in Section 2.3.2. Some of
Hapke’s major assumptions for correcting the smooth photometric model for photometric
effects of roughness include [5]:
1. The surface is composed of small, smoothly changing facets that are large relative
to the mean particle size of the sediment medium.
2. The distribution of facet normal orientations is independent of azimuth angle, so
that the slope distribution function a(θ, ψ) can be written simply as a(θ), where θ is
the zenith angle of the slope normal and ψ is the azimuth angle of the slope normal.
3. The mean slope angle parameter, θ̄, is assumed to be small, meaning that overhangs
and ”cliffs” are absent from the surface.
4. Light multiply scattered from one surface facet to another surface facet is ignored,
and only single scattered light is considered in the derivations. Furthermore, the
single scattering of light in this model is assumed to be the same as that in the
derived IMSA model for a smooth surface. [5]
Hapke’s proposed azimuth-independent slope distribution is characterized by a Gaussian slope distribution of the following form [34]:
2
tan2 θ
exp(
) sec2 θ sin θ
π tan2 θ̄
π tan2 θ̄
where the mean slope angle obeys the following relationship:
a(θ) =

tan θ̄ = [(< cos θ >−2 −1)/π]0.5

(6.1)

(6.2)

Hapke argued that the effects of macroscopic surface roughness on bidirectional reflectance are greatly simplified under these assumptions. [5] They are limited to the
following photometric effects:
1. Unresolved shadows cast onto surface facets by illuminated surface facets decrease
the overall reflectance.
2. When the surface is viewed or illuminated at extreme zenith angles, surface facets
that are tilted away from the observer will be hidden or in shadow. This means that
the only surface facets that are visible to the observer at extreme zenith angle are
those that are tilted preferentially toward the detector and illuminated.
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Using these assumptions, Hapke performed a derivation to write the rough surface bidirectional reflectance, rR (i, e, g, ω, θ̄), as the product of a shadowing function, S(i, e, g, θ̄),
and the bidirectional reflectance of a smooth surface, r(ie , ee , g, ω), with effective area of
Ae . [34] The bidirectional reflectance of a rough surface is then:
rR (i, e, g, ω, θ̄) = r(ie , ee , g, ω)S(i, e, g, θ̄)

(6.3)

Where i, e, and g are the incident illumination zenith angle, the sensor zenith angle,
and the phase angle, respectively. We note that in this section, we use these new zenith
angle variables to denote incident and emergent light directions to reduce confusion with
the slope facet normal variable, θ. The value ω represents the single scattering albedo of
the medium.
It is interesting to note that this correction factor was not derived from first principles
but rather applied as a multiplicative factor after fully deriving the photometric model for
a smooth surface. In the process of deriving the correction factor, Hapke defined many
variables that must be calculated in order to properly forward model the rough surface
photometric model. These ancillary terms that Hapke uses for deriving the equations are
listed below [34]:
f (ψ) = exp(−2 tan

ψ
)
2

(6.4)

χ(θ̄) = 1/(1 + π tan θ̄2 )1/2

(6.5)

2
E1 (y, θ̄) = exp(− cot θ̄ cot y)
π

(6.6)

1
E2 (y, θ̄) = exp(− cot2 θ̄ cot2 y)
π

(6.7)

η(y, θ̄) = χ(θ̄)[cos y + sin y tan θ̄

E2 (y)
]
2 − E1 (y)

(6.8)

In the equations above, the variable y can be used to interchangeably represent either
the incident or emergent zenith angle of light from the sediment medium.
The values of effective incident zenith angle, ie , effective viewing zenith angle, ee ,
and the shadowing function, S(i, e, g, θ̄), are dependent on the relative magnitudes of the
incident illumination zenith angle, i, and the sensor zenith angle, e. Hapke derives different
solutions that are dependent on whether i is larger or smaller than e due to shadows being
hidden from visibility at certain viewing orientations. For example, if the viewer was
oriented in the backscatter direction (ψ = 0) with i ≤ e, then no shadows would be visible
and the viewer would only see illuminated facets. [34]
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When i ≤ e, the equations that are necessary for calculating the roughness correction
factor take on the following forms:

−1



ie (i, e, ψ, θ̄) = cos



cos ψE2 (e) + sin2 (ψ/2)E2 (i)
χ(θ̄)) cos i + sin i tan θ̄
2 − E1 (e) − (ψ/π)E1 (i)




E2 (e) − sin2 (ψ/2)E2 (i)
ee (i, e, ψ, θ̄) = cos−1 χ(θ̄) cos e + sin e tan θ̄
2 − E1 (e) − (ψ/π)E1 (i)
S(i, e, g, θ̄) =

cos ee cos i
χ(θ̄)
η(e) η(i) 1 − f (ψ) + f (ψ)χ(θ̄)[cos i/η(i)]

(6.9)

(6.10)

(6.11)

When e ≤ i, the equations take on slightly modified forms:

−1

ie (i, e, ψ, θ̄) = cos

−1

ee (i, e, ψ, θ̄) = cos







E2 (i) − sin2 (ψ/2)E2 (e)
χ(tan θ̄)) cos i + sin i tan θ̄
2 − E1 (i) − (ψ/π)E1 (e)

(6.12)



cos ψE2 (i) − sin2 (ψ/2)E2 (e)
(6.13)
χ(tan θ̄) cos e + sin e tan θ̄
2 − E1 (i) − (ψ/π)E1 (e)

S(i, e, g, θ̄) =

cos ee cos i
χ(θ̄)
η(e) η(i) 1 − f (ψ) + f (ψ)χ(θ̄)[cos e/η(e)]

(6.14)

The equations of the roughness correction factor take on complicated forms that are
explicitly dependent on both the zenith angle of incident light and the sensor relative to
the z-axis. This means that the correction factors in Equations 6.9 through 6.14 must be
calculated for every sensor orientation along the hemisphere of the BRDF scan. Given
our previously defined methods for deriving the mean slope angle parameter experimentally using structure from motion tools, the orientation of the source of illumination and
the sensor viewing orientation, we have everything that we need to forward model this
roughness correction factor in a controlled laboratory setting.

6.2.3

Forward Model Propagation of Roughness Correction

Our goal in this experiment was to assess how well Hapke’s correction for macroscopic surface roughness is able to compensate for experimentally observed effects of photometric
surface roughness. In order to perform this analysis, we require knowledge of the roughness parameter θ̄ that was previously derived by Hapke. We assume that our roughness
metric calculation routines can accurately measure the mean slope angle parameter, defined in Equation 6.2, using digital point clouds that are accurate in horizontal resolution
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Table 6.1: Statistics derived for the values of effective incident zenith angle of light, ie , for
the samples used in this study. The range of the values of ie varies based on the incident
zenith angle (i), the emergent zenith angle (e), and the mean slope angle (θ̄) of the surface
roughness.
Sample
Grid-1
Grid-2

i
25
55
25
55

θ̄
16.84
16.84
14.20
14.20

Median ie
37.0
58.4
34.2
58.2

Std. Dev. ie
0.72
0.95
0.44
0.55

Minimum ie
36.9
57.15
34.2
57.6

Maximum ie
40.0
62.6
36.2
60.5

to within an error tolerance of 0.16 cm2 . After the mean slope angle parameter, θ̄, has
been calculated for the surface of interest, the effective incident zenith angle ie can be
calculated. The value of ie tells us the effective incident light zenith angle of the smooth
sample BRDF that is needed to forward model the roughness correction factor.
As was previously stated, the photometric model for a rough surface in Equation 6.3 by
definition requires knowledge of the photometric model of a smooth surface. The proper
calculation of the roughness correction factor requires knowledge of the reflectance into
an effective viewing zenith angle ee from a smooth surface due to incident radiation from
an effective incident zenith angle ie . One method for determining the reflectance from a
smooth photometric model at these effective zenith angles requires performing full model
inversion for all parameters of the photometric model for a smooth sediment surface. This
method is quite difficult due to the large number of parameters in the photometric model
and the possibility for getting stuck in local minima while performing model inversion.
[20, 33] A second method for determining the reflectance from a smooth surface at these
effective angles is to experimentally measure the bidirectional reflectance of the smooth
sediment surface using incident illumination from a zenith angle of ie . Given the mean
slope angle parameter, θ̄, (which we have already calculated in our previous experiment)
the effective incident zenith angle, ie , necessary to perform forward model propagation
can be directly calculated from Equations 6.9 and 6.12.
In Table 5.2 we showed the derived optimal mean slope angle parameters for the rough
samples formed using grid sieve meshes. We established that sample Grid-1 was formed
by pressing a 10 mm grid mesh into a smooth sample, resulting in a rough sample with
a mean slope angle of θ̄ =16.84◦ . Sample Grid-2 was prepared by pressing a 25 mm grid
mesh into a smooth sand surface, resulting in a mean slope angle value of θ̄ =14.20◦ .
We calculated the effective incident angles ie for all viewing orientations of the measured
experimental rough surface BRDFs in this study for incident light zenith angles of 25◦ and
55◦ by using Equations 6.9 and 6.12. Some basic statistics regarding the retrieved values
of ie from these calculations are displayed in Table 6.1.
From Table 6.1, we observe that the values of the effective incident light angle vary due
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to the range of emergent zenith angles, e, used in the BRDF sampling pattern for the rough
samples. This means that each sampled directional spectral reflectance measurement of a
rough sample at a zenith orientation e due to light from an illumination zenith orientation
i, maps to specific effective incident zenith angle, ie , and effective emergent zenith angle,
ee , of a sampled BRDF of a smooth sample according to the outlined equations of the
Hapke correction factor in equations 6.9 through 6.14. The standard deviation of the
ie values is at a maximum of 0.95◦ for the Grid-2 sample with the light incident onto
the sample at a zenith angle of i = 55◦ . This demonstrates that Hapke’s equations 6.9
and 6.12 cause a broad range of effective incident light angles at which one would need to
measure the full BRDF of a smooth sample in order properly forward model the roughness
correction factor. Rather than perform full BRDF measurements of the smooth surface
at up to ∼1000 effective incident light angles, we only use the sampled orientations that
are within a certain deviation of the median ie values calculated in Table 6.1. In this way,
we make the assumption that the directional reflectance from a rough surface does not
change drastically when changing the incident light zenith angle by small angles.
In order to forward model the roughness correction factor, we obtained a BRDF of
a perfectly smooth sample due to incident radiation from an effective zenith angle of ie .
We collected BRDFs of smooth sediment samples at a high sampling density (azimuth
intervals of 10◦ and zenith intervals of 10◦ ) for all median values of ie shown in Table
6.1. In order to account for the range of values of ie that can result from the calculation
of Equations 6.9 and 6.12, we only use sampled points along the smooth BRDF at (ie ,
ee ) if the values fall within the specified range of median ie ± 1.0◦ , as was mentioned in
the previous paragraph. It is necessary to impose this boundary due to the large range
of ie values that are seen for each roughness sample in Table 6.1, which is caused by the
complexity of the roughness correction factor proposed by Hapke.
Then, after performing this cropping procedure we interpolate the sampled BRDF of
the smooth surface to obtain the directional reflectance of the smooth sediment surface
at effective viewing zenith angles of ee . The result of this series of experimental steps
is a smooth sample BRDF, r(ie , ee , g, ω), that corresponds to the BRDF, rr (i, e, g, ω, θ̄),
of a rough sample with surface structure defined by mean slope angle θ̄. Calculation of
the shadowing function S(i, e, g, θ̄) at the sampled BRDF orientations now allows us to
experimentally forward propagate Hapke’s roughness correction factor.
Example of Empirical Forward Modeling
As an example of this procedure, we will illustrate the application of this process for the
case of sample Grid-2 when the light was oriented at a zenith angle of i = 55◦ . Recall that
this sample’s surface had a mean slope angle of θ̄ = 16.84. Using Table 6.1 as a guide,
we collected a corresponding BRDF of a smooth surface using an incident light angle
of ie = 58.4◦ , and only kept sensor orientations whose effective incident light angles were
calculated to be within ±1.0◦ of ie . We then calculated the effective viewing zenith angles,
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Figure 6.1: An example showing the forward modeling procedure for a rough surface with
θ̄ = 16.84◦ when the light was oriented at i = 55◦ at a wavelength of 650 nm. (Top Left)
The smooth surface BRDF obtained using an incident illumination angle of ie = 58.4◦ .
(Top Right) The shadowing function modeled for θ̄ = 16.84◦ . (Bottom) The forward
propagated BRDF of a rough surface, rR (i, e, g, ω, θ̄) obtained by multiplying the polar
plots in the top of this figure.

ee , necessary for calculation of Equation 6.3. The smooth surface BRDF obtained using
an incident illumination angle of ie = 58.4◦ for a wavelength of 650 nm is shown in the
top left of Figure 6.1. The shadowing function, S(i, e, g, θ̄), modeled using the mean slope
angle value of θ̄ = 16.84◦ is shown in the top right of Figure 6.1. The forward propagated
BRDF of a rough surface is obtained by multiplying these two polar plots on a positional
basis along the entire hemisphere. This forward propagated BRDF of a rough surface is
shown in the bottom of Figure 6.1.
The corresponding measured BRDF of the rough surface characterized by θ̄ = 16.84◦
when the light was oriented at i = 55◦ at a wavelength of 650 nm is shown in Figure 6.2.
When comparing this measured result to the forward propagated BRDF in Figure 6.1, we
can see drastic differences in the structure of the BRDFs. We can also see that there are
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Figure 6.2: The measured BRDF of sample Grid-1 characterized by θ̄ = 16.84◦ when the
light was oriented at i = 55◦ at a wavelength of 650 nm.

significant differences in predicted reflectance at extreme zenith angles of 50◦ and greater.
This indicates that the correction factor for surface roughness may not match reality in
this instance.
We performed the outlined forward propagation procedure for all samples in this study
at all measured wavelengths and compared the empirically measured BRDFs of rough surfaces to the forward-propagated BRDF of a rough surface. Because the shadowing factor
is wavelength independent, we assessed how well the correction factor performs in different
spectral regions. For example, we can see that the shadowing function illustrated in the
top-right of Figure 6.1 predicts roughness causes a relatively minor drop in reflectance
of 8% at extreme forward scattering directions of 60 degrees. The empirically measured
results do not match this prediction.
We used the steps outlined in this subsection to calculate rmodeled (i, e, g, ω, θ̄) for all
of the samples in this study. We used the θ̄ values shown in Table 5.2 to accomplish this.
The results of performing this operation for all samples at a wavelength λ =650 nm are
shown in Fig. 6.3. In this figure, the first column shows the measured BRDF of a smooth
sample, r(ie , ee , g, ω) at λ = 650 nm using illumination conditions of the median ie value
from Table 6.1. The second column shows the wavelength independent shadowing function
S(i, e, g, θ̄) computed for the roughness level of the sample. The third column shows the
forward modeled reflectance of the sample, rmodeled (i, e, g, ω, θ̄). The fourth column is the
corresponding empirically measured BRDF for the sample, rmeasured (i, e, g, ω, θ̄).
We observe many differences between rmeasured (i, e, g, ω, θ̄) and rmodeled (i, e, g, ω, θ̄) for
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Figure 6.3: Empirical forward modeling of Hapke’s macroscopic roughness correction factor for spectral BRDF measurements obtained at 650 nm. Results are shown for a) sample
Grid-1 with i = 25◦ , b) sample Grid-2 with i = 25◦ , c) sample Grid-1 with i = 55◦ , and
d) sample Grid-2 with i = 55◦ . The first column shows r(ie , ee , g) obtained using light
illumination of M edian ie from Table 6.1. The second column shows the shadowing function S(i, e, g, θ̄) using the θ̄ values from Table 5.2. The third column shows the forward
modeled directional reflectance for a surface with θ̄ obtained by multiplication of columns
1 and 2. The fourth column shows the corresponding empirically measured BRDF for the
sample at 650 nm.
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all of the samples. The polar plots rmodeled (i, e, g, ω, θ̄) show that the major differences
occur at extreme sensor zenith orientations of e ≥ 40◦ . In the extreme forward scattering
direction the plots of rmodeled (i, e, g, ω, θ̄) have a local maximum that is not present in
the plots of rmeasured (i, e, g, ω, θ̄). In addition, there is a local minimum at e = 0◦ . These
observations can potentially be explained by volumetric scattering from the smooth sample
BRDF, which causes a ”bowl shape” due to a local maximum in reflectance at large sensor
viewing zenith orientations. [5]
In order to quantitatively analyze the differences between the experimentally measured
BRDF of a rough surface, rmeasured (i, e, g, ω, θ̄), and the empirically forward modeled
result, rmodeled (i, e, g, ω, θ̄), for λ = 650 nm, we used a percentage difference approach
defined by (6.15).
rmeasured (i, e, g, θ¯i , λ) − rmodeled (i, e, g, θ¯i , λ)
∆%(i, e, g, θ¯i , λ) =
∗ 100
rmeasured (i, e, g, θ¯i , λ)

(6.15)

The results of calculating (6.15) for the samples used in this study are shown in Figure 6.4. From these plots, we observe that the largest values of ∆% occur at extreme
viewing zenith orientations in the forward scattering direction. For nadir-like illumination
conditions of i = 25◦ , rmodeled (i, e, g, ω, θ̄) over-predicts the experimentally measured directional reflectance by approximately 20%. For oblique illumination conditions i = 55◦ ,
rmodeled (i, e, g, ω, θ̄) over-predicts the experimentally observed directional reflectance by
up to 45%. These results potentially suggest that Equation 6.3 is under-predicting the
role that shadows cast by surface waves have on the forward scattered reflectance of sand
sediments. While these results illustrate that Hapke’s correction factor clearly does not
hold at a wavelength of 650 nm, we wanted to determine if this relationship was valid in
other spectral regions in the range of 400 nm to 2400 nm.

6.2.4

Examining the Experimentally Derived Shadowing Function S(i, e, g)

A key component of this study was to investigate how Hapke’s shadowing correction function, S(i, e, g, θ̄), corresponds to the observed shadowing behavior due to roughness of sand
samples. The function S(i, e, g, θ̄) depends on the incident light orientation, the sensor
viewing orientation, and the roughness of the surface. Hapke states that the roughness of
a surface that is isotropic in azimuth distribution is characterized by the mean slope angle
parameter, θ̄. We now model how S(i, e, g, θ̄) behaves for the experimentally measured
values of θ̄ for samples Grid-1 and Grid-2 from this study, on a centimeter scale resolution.
In this sub-Section, we examine how the shadowing function behaves at different incident
illumination angles for θ̄ values of 16.84◦ and 14.20◦ . These values of the mean slope angle
parameter were determined to be the optimal roughness metrics for samples Grid-1 and
Grid-2 in Table 5.2.
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Figure 6.4: Percent difference plots between forward modeled and empirically measured
BRDFs at 650 nm for a) Grid-1 with i = 25◦ , b) Grid-2 with i = 25◦ , c) Grid-1 with i =
55◦ , and d) Grid-2 with i = 55◦ .
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The results of calculating the shadowing function for samples Grid-1 and Grid-2 are
shown in Figures 6.5 and 6.6, respectively. The polar renderings in these plots are plotted
in a three dimensional manner with a colorbar that indicates the magnitude of the shadowing function. In these plots a value of S(i, e, g, θ̄) = 1 would take on a reddish hue and
signify that macroscopic surface roughness does not have a photometric effect at this viewing orientation. A value of S(i, e, g, θ̄) = 0 would take on a purple hue and indicate that
macrosopic roughness completely shadows this viewing orientation. The polar renderings
are plotted over a viewing zenith range of e ∈ [0◦ , 90◦ ] across the entire azimuth range of
the hemisphere. For example, a coordinate of (x = 1, y = 0) in these polar renderings is
given by a viewing orientation of (e = 90◦ , ψ = 0◦ ), where ψ represents the azimuth angle.
These polar renderings are very enlightening about how Hapke predicts shadowing
should affect reflectance into viewing orientations along the hemisphere above the target.
The plots in these two figures have many similarities, which is to be expected because the
two samples of interest to this study have very similar mean slope angle values of 14.20◦
and 16.84◦ . Another very interesting observation from these figures is that Hapke predicts
that the shadowing has almost no effect on directional reflectance when the surface is
illuminated by light at an incident zenith angle in the range of i ∈ [0◦ , 55◦ ]. Even at
extreme viewing geometries of e = 90◦ the shadowing function for i = 55◦ in both of these
plots remains at or near a value of ∼ 1.0 for all azimuthal viewing angles. Only when the
light is oriented at extreme illumination zenith angles of i ≥ 70◦ does shadowing begin to
drastically affect the directional reflectance. For these scenarios, we observe that Hapke
predicts a steep drop in forward scattered reflectance. Interestingly, the function predicts
that backscattered light at extreme zenith angles should be unaffected by macroscopic
surface roughness. The results that were obtained in Chapter 5 clearly tell us that this
is not the case in an experimental setting. When comparing the BRDFs of the smooth
samples to the grid-like roughness samples in that portion of the study, we found that the
introduction of small scale roughness had a large effect on the forward scattered reflectance.
This observation tells us that the derived shadowing factor likely is not valid for roughness
measured using surface facets on a millimeter scale.
In the Results section, we will examine how well this shadowing function predicts the
directional reflectance from the laboratory-prepared rough samples used in this study. We
will also assess if Hapke’s prediction that the shadowing function is independent of a spectral component is valid, or if future models should consider using wavelength dependence.

6.3

Results

In this section, we analyze measured BRDFs of the rough samples used in this study in
comparison with the forward propagated results performed using the approaches outlined
in Section 6.2.3. This analysis is done using three different major approaches. One approach will analyze the percentile difference in predicted BRDF vs. forward propagated
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Figure 6.5: Three-dimensional polar renderings of the shadowing function, S(i, e, g), obtained using sample Grid-1’s roughness metric of θ̄ = 16.84◦ . The polar plots are plotted
for different values of incident light zenith angle i. The i values from top left in a clockwise
direction are: 10◦ , 25◦ , 55◦ , 85◦ , 70◦ , and 40◦ .
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Figure 6.6: Three-dimensional polar renderings of the shadowing function, S(i, e, g), obtained using sample Grid-2’s roughness metric of θ̄ = 14.20◦ . The polar plots are plotted
for different values of incident light zenith angle i. The i values from top left in a clockwise
direction are: 10◦ , 25◦ , 55◦ , 85◦ , 70◦ , and 40◦ . The backscatter direction is oriented at
(x = 1, y = 0) in these plots.
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BRDF averaged across all wavelengths. Another approach analyzes the wavelength dependence of the predictions using different phase angles. Another approach analyzes the total
root mean squared error over all positions of the measured BRDF vs. forward propagated
BRDF. These approaches are outlined more fully for the samples from this study below.

6.3.1

Averaged Difference in BRDF Structure Across Spectral Domain

For this portion of the study, we assessed how the measured directional reflectance measurements of rough surfaces differed from forward propagated directional reflectance of a
rough surface when averaged across all wavelengths. We performed this analysis using
measured directional reflectance measurements of sample Grid-1 under incident illumination conditions of i = 25◦ and i = 55◦ . Using Table 6.1, we forward propagated Hapke’s
roughness correction for this sample using directional reflectance measurements of the
smooth sampled with illumination conditions of ie = 37.0◦ and ie = 58.4◦ . We performed
the same process for sample Grid-2 with illumination conditions of i = 25◦ and i = 55◦
using directional reflectance measurements of a smooth surface with illumination conditions ie = 34.2◦ and ie = 58.2◦ , respectively. We used the forward propagation routine
outlined in the Methods section to achieve these results.
After forward propagating Hapke’s predicted directional reflectance for a rough surface, we analyzed the averaged percentage difference on a viewing orientation dependent
basis. This percentage difference equation was made relative to the measured directional
reflectance of a rough surface and is given in Equation 6.16:
2400
X rmeasured (e, ψ, λ) − rmodeled (e, ψ, λ)
1
%̄dif f (e, ψ) =
∗ 100
2400 − 400
rmeasured (e, ψ, λ)

(6.16)

λ=400

Where e is the sensor zenith angle and ψ is the sensor azimuth angle relative to
the principal plane. rmeasured (e, ψ, λ) represents the measured directional reflectance of a
rough sample at a wavelength of λ. The value of rmodeled (e, ψ, λ) is the forward propagated
directional reflectance of the rough surface at a wavelength of λ, which is obtained using
the methods outlined in Section 6.2.3.
The results obtained for BRDFs of samples Grid-1 and Grid-2 when the incident light
was oriented at a zenith angle of i = 25◦ are shown in Figure 6.7. The first thing that
immediately becomes evident from this Figure is that the plots for these two different
samples are nearly identical across the entire range of sensor viewing orientations. This
is to be expected because the two different samples had approximately the same value
of θ̄. We also observe that for sensor zenith angles of e ≥ 40◦ at azimuth angles that
are removed from the principal plane, there is an approximately 10 to 15 % decrease in
the value of %̄dif f . This is potentially due to volumetric scattering that is present in the
directional reflectance of the smooth surface and the forward propagated rough surface
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reflectance, rmodeled . [5] The volumetric scattering component and the ”bowl shape” of the
smooth surface BRDF disappear once any type of roughness is introduced to the sample.
Another observation that we see in Figure 6.7 is that the forward scattered region of %̄dif f
at extreme zenith angles is a constant value of ≈ −15%. This indicates that the modeled
directional reflectance rmodeled is under-predicting the photometric effect of shadowing in
the forward scattering region. This corresponds to observations made in Section 6.2.4,
where we showed that Hapke predicts that shadowing has little to no photometric effect
when incident light is oriented at i = 25◦ . In summary, we observe that the forward
modeled directional reflectance rmodeled over-predicts directional reflectance at all viewing
orientations for both samples Grid-1 and Grid-2 with illumination conditions of i = 25◦ .
The results for samples Grid-1 and Grid-2 when the incident light was oriented at a
zenith angle of i = 55◦ are shown in Figure 6.8. It is once again evident from Figure
6.8 that the results for samples Grid-1 and Grid-2 are nearly identical across most sensor
viewing orientations. This suggests that the photometric effect of roughness is similar
when the roughness θ̄ is similar across the samples. Another observation is that the
volumetric scattering component of the smooth sample’s reflectance causes the modeled
reflectance rmodeled to over-predict the reflectance at extreme zenith angles of e ≥ 40◦ . This
observation is most clearly shown by the 15 to 20 percent decrease in %̄dif f over azimuthal
ranges in regions close to ψ = 90◦ and ψ = 270◦ of Figure 6.8. We also observe that the
forward scattered component is drastically over-predicted by rmodeled . This is seen based
on the approximately 30% decrease in %̄dif f at extreme sensor zenith angles of e ≥ 50◦
in the azimuth range of 150◦ ≤ ψ ≤ 210◦ . We also observe that for oblique illumination
conditions of i = 55◦ , there are regions in the backscattered reflectance domain where
the forward modeled directional reflectance under-predicts the averaged reflectance. For
example, near the ”hot-spots” of the polar plots of Figure 6.8 (a viewing azimuth ψ = 0◦
and a viewing zenith e = 55◦ ) we observe a local maximum of %̄dif f = 0.5. The streaky
nature of the observed backscatter region could be due to variance in the %̄dif f across the
spectral domain. We will explore this topic in the next sub-section.

6.3.2

Phase Angle Wavelength Dependence

Hapke’s correction for the photometric effect of surface roughness is independent of wavelength. In order to more fully assess if the plots of %̄dif f in Figures 6.7 and 6.8 are strongly
affected by spectral variance, we analyze the percent difference between the forward modeled directional reflectance and the measured directional reflectance using Equation 6.17.
This equation is of the same form as Equation 6.16 prior to averaging over the spectral
channels.
%dif f (e, ψ, λ) =

rmeasured (e, ψ, λ) − rmodeled (e, ψ, λ)
∗ 100
rmeasured (e, ψ, λ)

(6.17)

We wanted to assess if there are sensor orientations that are more prevalently affected
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Figure 6.7: Polar plots of %̄dif f for samples Grid-1 (top) and Grid-2 (bottom) when the
incident light was oriented at a zenith angle of i = 25◦ .
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Figure 6.8: Polar plots of %̄dif f for samples Grid-1 (top) and Grid-2 (bottom) when the
incident light was oriented at a zenith angle of i = 55◦ .
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by the photometric effect of shadowing. For example, in the forward scattering direction
shadows are typically more visible to the sensor, whereas in the backscatter direction
only illuminated facets are visible to the sensor. In order to identify potential scattering
directions where more spectral variability exists, we used Hapke’s definition of the phase
angle. [5] The phase angle g is dependent on both the sensor viewing geometry and the
illumination geometry. The equation for the phase angle is given by Equation 6.18.
g = cos−1 (cos i cos e + sin i sin e sin ψ)

(6.18)

where i is the illumination zenith angle, e is the sensor viewing zenith angle, and
ψ is the relative azimuth angle between the sensor and the solar principal plane. Sensor
viewing orientations that are very close to the direction of collimated incident illumination
will have small phase angles, while extreme forward scattering sensor viewing orientations
will have large phase angles.
The results of calculating Equation 6.17 as a function of λ for samples Grid-1 and
Grid-2 when i = 25◦ are seen in Figure 6.9. Note that we average and plot the results
for spectral directional reflectance measurements obtained when the sensor was oriented
at the following phase angles: 10◦ , 10◦ , 30◦ , 45◦ , 65◦ , 80◦ , and 100◦ . These values were
chosen to represent a broad range of phase angles where at least 6 viewing orientation
points could be averaged for each phase angle. The results for samples Grid-1 and Grid-2
exhibit many similarities. We observe that the value of %dif f (λ) is relatively constant for
small phase angles of g ≤ 45◦ . This observation is especially true for wavelengths λ ≥ 1000
nm. The only general exception to this observation is that for wavelengths λ ≤ 1000 nm,
we can see that %dif f (λ) monotonically rises for sample Grid-1 at a phase angle of g = 45◦ .
We also observe that when the sensor is oriented at large phase angles of g ≥ 65◦ we can
see that %dif f (λ) monotonically rises across almost all of the sampled spectral domain.
This behavior would seem to suggest that the photometric effect of roughness at large
phase angles is dependent on the spectral range being measured. These are regions where
the shadows would be more fully visible to the observer, meaning that there is a spectral
dependency to the observed shadowing. The measured effect of photometric roughness
appears to be more constant across phase angles of g ≤ 45◦ where shadows would not
typically be fully visible to the observer.
The results of calculating 6.17 as a function of λ for samples Grid-1 and Grid-2 when
i = 55◦ are seen in Figure 6.10. We once again analyze points where the sensor was oriented
at the following phase angles relative to the incident light direction: 10◦ , 10◦ , 30◦ , 45◦ , 65◦ ,
80◦ , and 100◦ . From this Figure, we observe that %dif f (λ) is relatively constant across
the entire spectral domain when the sensor is oriented at small phase angles of g = 30◦
and g = 45◦ for both samples Grid-1 and Grid-2. Surprisingly, at a small phase angle
of g = 10◦ , %dif f (λ) monotonically increases across almost all of the spectral domain for
both samples in Figure 6.10. This phase angle is associated with backscattering towards
the direction of incident illumination, meaning that very few shadows would be visible to
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the sensor at this orientation. This result suggests that the photometric effect of roughness
in the backscatter direction is potentially dependent on the wavelength λ of interest.
An interesting case is observed for g = 85◦ in Figure 6.10. For both samples in this
figure, we can see odd transition points around the spectral transition points of the ASD
FieldSpec4 sensors (located at approximately 1000 nm and 1800 nm [16]). This result
suggests that some of these sampled spectral measurements at this orientation may have
been noisy and therefore should be treated with caution. Another result from Figure 6.10
is that when the sensor is oriented at a large phase angle of g = 100◦ we can see that
%dif f (λ) monotonically increases across all sampled wavelengths. This result is similar to
results seen when the light source was oriented at i = 25◦ . This result suggests that the
photometric effect of roughness is most apparent for viewing orientations where shadows
are more fully in view and that there is a potential spectral component to this shadowing
effect.

6.3.3

Total Absolute Percent Difference Between Modeled and Measured BRDF

A second method that can potentially provide additional information on the spectral
dependency of photometric roughness can be found by averaging Equation 6.17 across all
sensor orientations in each BRDF measurement on a wavelength basis. A form of this
method is shown in Equation 6.19. In this equation, we take the absolute value of each
%dif f measurement prior to performing the averaging routine.
T otal %dif f =

M X
N
X

k %dif f (ej , ψi , λ) k

(6.19)

j=0 i=0

Where N is the number of azimuth angles sampled and M is the number of zenith
angles sampled along the grid of the BRDF measurement.
The result of calculating 6.19 for all samples studied is shown in Figure 6.11, we observe
that there is a consistent pattern. The plots of T otal %dif f follow a trend of steeply
decreasing along the spectral range of 400 nm to 1800 nm. The values of T otal %dif f
then level off in the SWIR spectral range of 1800 nm to 2400 nm. This behavior indicates
that the averaging process is likely dominated by the values of %dif f (e, ψ, λ) at large
phase angles, due to the similar behavior observed at large phase angles in the plots of
%dif f (e, ψ, λ) in Figures 6.9 and 6.10. This plot provides additional evidence for how the
photometric effect of roughness potentially varies with wavelength.

6.4

Conclusions

Previous radiative transfer inversion studies have attempted to retrieve geophysical parameters from Hapke’s photometric model for a rough surface under the assumption that
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Figure 6.9: Values of %dif f (e, ψ, λ) plotted for different phase angles g when the incident
light was oriented at a zenith angle of i = 25◦ . The top figure is the result for sample
Grid-1 and the bottom figure is the result for sample Grid-2.
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Figure 6.10: Values of %dif f (e, ψ, λ) plotted for different phase angles g when the incident
light was oriented at a zenith angle of i = 55◦ . The top figure is the result for sample
Grid-1 and the bottom figure is the result for sample Grid-2.
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Figure 6.11: The metric T otal %dif f plotted across the samples of interest to this study.
In the top row, sample Grid-1 (left) and sample Grid-2 (right) are shown for illumination
conditions of i = 25◦ . In the bottom row, sample Grid-1 (left) and sample Grid-2 (right)
are shown for illumination conditions of i = 55◦ .
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this correction factor is valid for surfaces that are isotropic in facet azimuth distribution. [21, 31, 33] We saw that there were not many studies attempting to determine if
Hapke’s correction factor is valid for macroscopically rough sand surfaces using controlled
laboratory measurements over the entire hemisphere of the BRDF.
We observed that the laboratory experiment performed in Chapter 5 set the stage
to test the correction for a macroscopically rough surface for the case of sand sediment
surfaces. We devised a second experiment using the same methodology for sample preparation of a rough, sandy surface. We showed that it was reasonable to assume that the only
parameter being varied as a result of this sample preparation routine was the macroscopic
roughness. We assumed that many important geophysical properties in Hapke’s photometric model remained constant across all samples, including: the grain size distribution
of the medium, the single scattering albedo, and the moisture content. These parameters
needed to remain constant in order to properly forward-model Hapke’s correction factor
for macroscopic surface roughness. [34] Therefore, we had everything that was needed in
order to properly test Hapke’s photometric model.
We used a sandy sample from a beach in Virginia named sample B1-6. The sample
was manipulated to have surface roughness using two different grid meshes with spacings
of 10 mm and 25 mm in between the mesh elements. This resulted in samples that had
macroscopic roughness that was characterized by mean slope angles, θ̄, of 16.84◦ and
14.20◦ , respectively. We generated the roughness metrics using structure from motion
point clouds that were found to be accurate to within 0.16 cm2 .
We obtained BRDF measurements of each of the roughness samples with the light
source oriented at illumination zenith angles of i = 25◦ and i = 55◦ . Using the derived
values of θ̄, we determined the value of ie for each roughness sample that was necessary
to properly forward model the correction factor. We then obtained BRDFs of smooth
samples at each value of median ie , and forward modeled the BRDF corresponding to
each value of θ̄. As mentioned earlier, this cropping step was necessary due to the large
range of effective incident and emergent angles that result from calculation of Hapke’s
corrections in Equations 6.9 through 6.14.
Our analysis of the differences between the measured and forward-modeled directional
reflectance of a rough surface with mean slope angle of θ̄ indicate that the correction factor
cannot account for the observed photometric effect of roughness for our sand samples. By
averaging the difference between the two directional reflectance values over the spectral
domain, we found that the correction factor over-predicts the directional reflectance at
all sensor viewing orientations for a nadir-like illumination angle of i = 25◦ . In addition,
we find that the correction factor over-predicts the directional reflectance in the forward
scattering direction and under-predicts in the backward scattering direction when the light
source was oriented at an oblique zenith angle of i = 55◦ . This is most likely due to the
fact that Hapke’s shadowing function S(i, e, g) predicts that shadowing has little to no
effect at illumination angles of i = 25◦ and i = 55◦ .
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Results of analyzing how the correction factor behaves at specific phase angles indicated
that there is potentially a spectral dependence to the behavior of shadows in the forward
scattered direction. For example, at phase angles of g ≥ 80◦ the value of the percent
difference between the observed and forward-modeled directional reflectance monotonically
increased across the spectral domain for all samples used in this study. Future experiments
can attempt to isolate this effect more closely.
This study set out to assess if Hapke’s roughness correction factor was applicable to
sand samples. We devised a novel approach for forward modeling the correction factor
and found that the predicted directional reflectance from a rough surface does not match
the observed directional reflectance. We find that the correction factor did not match
observed directional reflectance results in our controlled laboratory study. It is possible
that the mean slope angle parameter, θ̄, is not meant to be measured at the millimeter
scale that we investigated in this study. Shepard and Helfenstein have previously argued
that the roughness of most importance is possibly at the scale of sediment grains, and that
the mean slope angle parameter may have different physical meanings on different scales.
[80] However, we find that the correction factor is not applicable at the scale of roughness
that we are examining.

Chapter 7

Conclusions
Radiative transfer models provide a parametric description of the ways in which light
interacts with sediment media. One particular medium that is of great interest to our
laboratory is that of sediments, including clays, silts and sands. By performing BRDF
measurements of these surfaces under different illumination conditions, it is possible to
build up experimental evidence of the ways that light is interacting with the material
of interest. Model inversion can be defined as inverting experimental results obtained by
imaging systems to obtain parametric descriptions of the real world. [12] Studies that have
been summarized in this dissertation have shown that this performing model inversion can
lead to promising results for describing the physical state of sediment surfaces. However,
certain photometric models are so mathematically complex that performing model inversion can be limited by computational concerns such as being trapped in local minima, or
extremely long computation times. For this reason, methods are often developed to simplify or constrain the radiative transfer models of interest. For example, when considering
Hapkes model of the BRDF of particulate media, studies have shown that a material’s
surface roughness can be directly correlated to several other parameters of the photometric
model.
Over the course of my dissertation, I have investigated the role of macroscopic surface
reflectance on the spectral BRDF of sediment materials. This was carried out using two
different major experiments over the course of my time in the GRIT-Lab. The first of these
studies focused on using randomly distributed clay soil clods and progressively smoothing
them. By taking BRDF measurements while the soil was in each of these roughness
states, comparisons between the different samples revealed that there were detectable
spectral phenomena occurring due to surface roughness. In the second experiment, we
extended the approaches developed in the first experiment to a study on how directionally
distributed roughness affected the BRDF of sand samples in a laboratory setting. We also
performed a second sub-experiment in which we attempted to empirically forward-model
the Hapke roughness correction defined by Equation 2.21.
203
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In the first experiment outlined in this study, BRDF and surface digital elevation
measurements were performed on dry clay sediments. The system used to obtain the digital
elevation measurements was developed over the course of my research. The resultant
spectral BRDF measurements were used to explore the suitability of various roughness
metrics to account for the radiometric effect of surface roughness. We compared many
different roughness metrics used in the field of remote sensing including the Hapke mean
slope angle, random roughness, and sill variance. The results of this study revealed that
spectral variability, especially near a spectral absorption feature centered in the region of
1900 nm correlates strongly with the retrieved metrics of surface roughness, despite the
fact that the samples were completely dried prior to performing experiments. We also
found that the spectral variability due to surface roughness was sensitive to the sensor
fore-optic size. I went back and performed additional experiments after my thesis proposal
and found that the results held for dried clay samples that were collected from 3 different
locations that were within 10 meters of each other. These promising results suggested
that roughness parameters used in some radiative transfer models, such as the Hapke
model, might be directly determined from the spectrum itself. This would allow roughnessrelated parameters to be constrained when performing optimization routines for model
inversion. The relationship between spectral variability and macroscopic surface roughness
was particularly strong in some broad spectral ranges of the visible, near-infrared, and
shortwave infrared, including the near-infrared region between 600 nm to 850 nm.
In the second experiment, the results of the first experiment were extended to explore
two related photometric effects of roughness: (1) how does azimuthally oriented roughness affect the BRDF of a sediment surface and (2) how does the photometric effect of
azimuthally oriented roughness compare to the photometric effect of randomly distributed
roughness. In order to generate roughness profiles in this study we pluviated the sand
samples using a constant drop height in order to generate samples with approximately
constant density. We then pressed grid-like and wave-like meshes in which the spacing between individual gratings was 10 millimeters and 25 millimeters into the samples to create
samples where surface roughness was changed but sediment density remained constant.
We obtained BRDF measurements of the wave-like roughness while the waves were oriented in different orientations relative to the principal plane of incident illumination. The
results of this study revealed that the spectral absorption feature centered around 1900
nm exhibited significant variance in continuum removed reflectance, which corresponded
to the results found in Experiment #1. The effect was most pronounced for cases where
the waves of the wave-like roughness profiles were oriented in a perpendicular direction to
the direction of the principal plane. For the case where the waves were oriented parallel
to the principal plane, no significant variance was detected. In addition, we found that
the Hapke roughness correction factor likely does not hold for empirically measured mean
slope angles, θ̄, on the order of millimeters. This result supports claims made by Shepard
that the macroscopic roughness correction could be most significant at the grain level. [80]
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These results provide promising results for the use of absorption band depths, particularly the one centered at 1900 nm, to aid in the detection of macroscopic roughness. In
this dissertation, I have outlined tools and routines for correlating spectral BRDF metrics
with metrics of surface roughness. By using laboratory results presented in this study,
future radiative transfer inversion studies can potentially use the variance in absorption
band shape as a function of viewing orientation to constrain roughness parameters.
There is much future work that should be carried out in follow up studies to this work.
Some major studies that can be pursue are:
1. One potential project should extend the results found in Experiment 3 to develop
a more complete model of scattering of light by wave-like surfaces. This requires
the development of a specific roughness correction factor to the Hapke photometric
model for a smooth BRF that explicitly takes into account the azimuthal direction
of surface roughness. The empirical results in Experiment 3 showed differences in
shadowing between normally distributed rough surfaces and wave-like rough surfaces.
The wave-like roughness surfaces also exhibited different scattering phenomena based
on the orientation of the waves relative to the principal plane. For example, multiple
scattering became a major factor when the waves were oriented at a 45◦ angle to
the direction of incident illumination, while viewing obscuration became a major
factor when the surfaces waves were oriented parallel to the principal plane azimuth.
These experiments can be used to empirically derive a model that takes into account
the orientation of surface waves relative to the principal plane illumination. This
would be especially helpful in performing inversion studies on beaches and desert
environments where surface roughness takes the form of low frequency waves.
2. Another potential avenue of future research could involve attempting to incorporate
spectral absorption band variance into inversion routines. If the roughness parameter
can be constrained through the use of view angle dependent spectral information,
then a major parameter of the Hapke photometric model can be constrained. This
can also be carried out in the field by obtaining spectral BRF measurements of
surfaces of differing roughness conditions. The structure from motion tools developed
in this work could be used to obtain roughness metrics of these surfaces. Correlations
could then be developed between the ability of the proposed spectral variance metrics
to predict the macroscopic roughness.
3. Another very interesting future direction is determining scales at which scattering properties due to surface roughness become significant. One topic that is still
unresolved in the literature is the scale at which Hapke’s photometric roughness correction is meant to be applied. It has been debated that Hapke’s correction factor
might be applied at a scale lower than the millimeter scale considered in this study
[81, 80]. Future research can develop simulations using tools such as micro-DIRSIG
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to test scales at which the factor is most important. Another interesting problem in
regards to scale would be looking at the macroscopic roughness due to large scale
dunes, and how the spatial correlation of the dune roughness (in terms of lag distance) and the sensor fore-optic size influence BRF phenomena. It would be a very
interesting project to measure the mean slope angle at a meter to kilometer scale
and test how well Hapke’s macroscopic roughness correction works for spatially correlated roughness on the order of meters to tens of meters. This project could easily
be done using simulation tools to model the BRF that would be measured by airborne sensors. Another interesting project that could arise from this study is doing
a trade study to determine what aspect of macroscopic roughness is most significant
in terms of BRF scattering phenomena: shadowing, obscuration, or sensor ground
sampling distance.
4. Another interesting project could involve investigating more fully how grain size
affects the variance in band depth and band centering. In this study, we saw similar
results for clay particles on the order of a few micrometers and sand particles on
the order of millimeters. However, it could be of interest to develop theories for
how absorption features might be affected by grain size. This aspect of research has
been alluded to in studies by Shepard et al [80]. Controlled studies that look at how
moisture content of soils with varying grain sizes affect the spectral BRF properties
could also be of interest. This would be related to the amount of available space
between particles for water to fill in the pores of the soil medium.
5. Another very interesting avenue of research is determine the difference between a
BRF model that incorporates inter-facet multiple scattering and Hapke’s model for
a macroscopically rough surface. Hapke’s derivation assumes that there is no interfacet multiple scattering [34]. However, our experiments on wave-like rough surfaces
have shown that multiple scattering plays a role in the BRF of the surface on a
millimeter to centimeter scale. By using a simulation tool such as DIRSIG to model
the BRF of a rough surface that incorporates inter-facet multiple scattering, the
percentage error between Hapke’s photometric model for a rough surface and a
model that incorporates multiple scattering can be assessed. This can potentially
shed light on the ”shadow-filling” phenomenon that was suggested by Shepard that
might be leading to a decrease in the shadowing within surface cavities due to interfacet multiple scattering [80]. This phenomenon can potentially explain some of the
differences between the empirically forward modeled correction and the observed
BRFs of rough surfaces.
While there is much future work to be done in investigating the photometric effect of
roughness in regards to radiative transfer models, we hope that these experiments provide
a start towards determining the spectral effect of macroscopic roughness.

Appendix A

Polarization Effect Investigation
A.1

Investigation of the Effects of Polarization Due to Bending of Optical Fibers

The GRIT-T goniometer by design will bend the fiber-optic of the spectrometer into different orientations throughout the course of a hemispherical scan pattern. In the literature,
certain studies have suggested that the amount of bending in the optical fiber of an ASD
FieldSpec4 Spectrometer can greatly impact instrument responsiveness to both polarized
and unpolarized light. One study performed by Levesque et al measured the relative
transmittance of light through both linear and circular polarizers using an ASD FieldSpec4 spectrometer. It was suggested in this study that on of the most limiting factors
influencing measured directional reflectance from materials was polarization sensitivity,
and that the optical fiber bundle connected to the spectrometer input has unpredictable
behavior in polarized light, particularly in the infrared spectral region. [10] An example of
their laboratory setup, with results of transmittance measurements for unpolarized light
is shown in Figure A.1.
A study was done in our laboratory using an intensity controlled light source of a
Labsphere integrating sphere. This integrating sphere has an calibrated OceanOptics
spectrometer capable of recording radiance measurements in the spectral range of 350 nm
to 1000 nm. Measurements from this spectrometer can be used to calibrate measurements
of radiance leaving the port of the integrating sphere across different times periods, in
order to ensure that drift in the light output does not affect measurements. For this
study, our ASD FieldSpec4 Spectrometer was positioned in front of an integrating sphere
exit port with a 5 degree fore-optic attachment while an intensity-controlled plasma light
source was used in the integrating sphere. The fore-optic was placed sufficiently close
to the port to ensure that the field-of-view was encompassed solely by light leaving the
integrating sphere port.
The fiber-optic was positioned into 5 unique orientations with differing degrees of
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Figure A.1: An illustration from a study performed by Levesque et al. In this image,
the sensitivity of the instrument due to bending of the fiber optic is shown when the
instrument is viewing unpolarized light. Credit: [10]

bending. These orientations are shown in Figure A.2. While the on-board OceanOptics
spectrometer of the integrating sphere recorded the radiance within the sphere, our ASD
FieldSpec4 Spectrometer recorded the radiance levels for the light exiting the sphere’s
port. The ASD FieldSpec4 Spectrometer recorded 100 spectral samples for each fiber
orientation to ensure that there was a high signal-to-noise ratio. Measurements were
obtained at the beginning, middle and end of the ASD FieldSpec4 measurements by the
OceanOptics Spectrometer, and were averaged together to get an approximate description
of the behavior of the integrating sphere’s plasma lamp radiance levels throughout the
course of spectral measurements.
The reason for obtaining spectral measurements using the on-board OceanOptics spectrometer at the same time period as ASD Spectrometer measurements were being taken
was to ensure that a normalization for the changing light levels due to factors such as intensity fluctuations and the bulb’s spectral curve changing as it warmed up. We normalized
the light levels using the OceanOptics spectrometer readings obtained for Orientation #5
of the fiber-optic. This normalization is described by the following equation for the radiometric measurements taken by the ASD FieldSpec4 Spectrometer with the fiber optic in
the ith orientation:
ormalized
LN
Orientation#i (λ)

=

ASD−Spectrometer
LOrientation#i
(λ)
LOceanOptics−Spectrometer
(λ)
Orientation#i
LOceanOptics−Spectrometer
(λ)
Orientation#5



(A.1)
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Figure A.2: An image of our laboratory setup. This image shows the positioning of the
optical fiber in front of the integrating sphere opening. The fiber optic orientations are
numerically labeled from #1 to #5, and will be referred to by these labels for the entirety
of the discussion.

ASD−Spectrometer
ormalized
(λ)
LN
Orientation#i (λ) = LOrientation#i

(λ)
LOceanOptics−Spectrometer
Orientation#5
LOceanOptics−Spectrometer
(λ)
Orientation#i

(A.2)

ormalized
where LN
Orientation#i (λ) specifies the normalized radiance measurement obtained by

(λ)
the ASD Spectrometer with the fiber-optic in the ith orientation, LASD−Spectrometer
Orientation#i
specifies the raw spectral radiance measurements obtained by the ASD Spectrometer with
(λ) specifies the averaged
the fiber-optic in the ith orientation, and LOceanOptics−Spectrometer
Orientation#i
spectral radiance measurement obtained by the on-board integrating sphere spectrometer
at the same time period as the ASD spectrometer measurement with the fiber-optic in
the ith orientation. Using this information, percent change metrics were calculated as
change in normalized radiance in order to quantify how the ASD FieldSpec4 spectrometer
responded to changes in the bending of the fiber-optic cable. The metrics were computed
as a percent change from the normalized radiance obtained for orientation #5, as is shown
in the following equation:


ormalized (λ) − LN ormalized (λ)
LN
Orientation#i
Orientation#5
∆LOrientation#i (λ) =
(A.3)
N
ormalized
LOrientation#5 (λ)
Note that these operations were performed according to the same steps using both
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Figure A.3: Images of the polarization filter for polarization state #1 (left) and polarization state #2 (right). The sensor fore-optic has a 5 degree attachment at the end of the
pistol grip alignment tool. The filter was placed within 5 inches of the integrating sphere
port.

unpolarized light and linearly polarized light. A linear polarizing filter was placed directly
in front of the integrating sphere exit port in order to generate linearly polarized radiance
onto the sensor fore-optic. The polarizer was a Meadowlark Optics PC-150-VIS filter.
The only difference between the polarized and unpolarized optical setups was that in
order to make room for the filter in between the integrating sphere port and the fore
optic, we had to move back the fore-optic pistol towards the back of the optical table by
1 inch. The polarization filter was positioned in two orientations that will be denoted
as ”Polarization #1” and ”Polarization #2.” For polarization #2, the filter was rotated
90 degrees clockwise from its original orientation. Below the two states are shown with
”Polarization #1” on the left and ”Polarization #2” on the right in Figure A.3.
The results from performing these tests will be discussed in three different sections:
one for the unpolarized light, one for the polarized state #1, and one for the polarized
state #2.
Unpolarized Light Results
The results of applying Equation A.2 to the ASD Spectrometer measurements obtained
while the plasma light source was unpolarized are shown in Figure A.4. From this Figure,
we can see that there are almost no perceptible differences in the spectrometer measurements across the different fiber-optic orientations.The only spectral region where there is
any noticeable difference in the radiance across the fiber optic orientations is from 9001000 nm. Even in this spectral region, there is no clear relationship between increased
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Figure A.4: An image of the corrected radiance measurements from the ASD spectrometer
for the various fiber optic bending positions when the illumination was unpolarized.

bending and decreased signal.
To further analyze these results, we applied Equation A.3 to the results obtained by the
ASD spectrometer at fiber-optic orientations #1-#4. This result can be seen in Figure
A.5. From this image, it is clearly highlighted that there is some variance in spectral
regions of 350 nm to 400 nm and from 850 nm to 1000 nm. These regions are typically
associated with low responsivity of the silicon photodiode detector, and can be attributed
to a low signal-to-noise ratio in these spectral regions. It is very likely that the number of
spectral samples taken was insufficient to achieve adequate signal-to-noise in this spectral
range. [12]
Polarization State #1 Results
Another set of measurements was performed using the linear polarizing filter in front of
the sensor fore-optic attachment. Our experimental setup on the optical table is shown in
Figure A.3. The results of applying Equation A.2 to the ASD Spectrometer measurements
obtained while the plasma light source was polarized according to polarization state #1
are shown in Figure A.6.
Equation A.3 was applied to the results obtained by the ASD spectrometer at fiberoptic orientations #1-#4 for the measurements shown in Figure A.6. This result is shown
in Figure A.7. This figure shows that there is some variation in the spectral radiance in
the region of 850 nm to 1000 nm for different fiber optic orientations. However, increased
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Figure A.5: An image of the percent difference from orientation #5 for the radiance
measurements from the ASD spectrometer for fiber-optic orientations #1-#4 when the
illumination was unpolarized.

Figure A.6: An image of the corrected radiance measurements from the ASD spectrometer
for the various fiber optic bending positions when the illumination was polarized according
to the first polarization state of the linear filter.
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Figure A.7: An image of the percent difference from orientation #5 for the radiance
measurements from the ASD spectrometer for fiber-optic orientations #1-#4 when the
illumination was polarized according to Polarization Orientation #1.

fiber optic bending is not observed to be directly related to signal loss, leading us to believe
that this result is due to signal-to-noise issues. For example, fiber optic orientations #2
and #3 are associated with extreme bending, while fiber optic orientation #1 is associated
with minimal bending. We believe that this figure illustrates that the amount of bending
in the optical fibers is not correlated with a loss of signal. Rather, the results once again
illustrate that there could be signal-to-noise issues in the spectral region of 850 nm to 1000
nm. In other words, these spectral regions require a greater number of samples to obtain
consistent and repeatable results.
Polarization State #2 Results
A second set of spectrometer measurements was performed using the linear polarizing
filter in front of the sensor fore-optic attachment. Our experimental setup on the optical
table is shown in Figure A.3, with Polarization State #2 on the right side of the image.
In this state, the linear polarization filter was rotated approximately 90 degrees clockwise.
The results of applying Equation A.2 to the ASD Spectrometer measurements obtained
while the plasma light source was polarized according to polarization state #2 are shown
in Figure A.8.
Equation A.3 was applied to the results obtained by the ASD spectrometer at fiberoptic orientations #1-#4 for the measurements shown in Figure A.8. This result is shown
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Figure A.8: An image of the corrected radiance measurements from the ASD spectrometer
for the various fiber optic bending positions when the illumination was polarized according
to the second polarization state of the linear filter.

in Figure A.9. This figure clearly illustrates that the amount of bending in the optical
fibers is not correlated with a loss of signal. Rather, the results once again illustrate that
there could be signal-to-noise issues in the spectral range of 850 nm to 1000 nm.
Experiment Conclusions
In our experiment, we tested the effects of bending the fiber optic cable of an ASD FieldSpec4 Spectrometer under both polarized and unpolarized illumination conditions. We
used spatially uniform, intensity controlled light from a plasma light source of a Labsphere integrating sphere. Simultaneously, the illumination conditions were monitored
inside of the sphere by an OceanOptics spectrometer with a spectral range of 350 nm to
1000 nm. Our results showed that within this spectral range, there was no clear correlation between the amount of fiber-optic bending and the responsivity of the spectrometer
system.
Two different spectral regions appeared to show spectral variance for different fiberoptic orientations: a region from 350 nm to 400 nm, and a region from 850 nm to 100 nm.
These regions are associated with low responsivity of the silicon photodiode detector and
this phenomenon could be explained by signal-to-noise issues. Additionally, it is not clear
that these spectral regions pointed to fiber-optic bending issues. Fiber orientations #1 and
#5 had very similar fiber-optic cable curves and were not significantly bent, but the ASD
spectrometer spectral measurements still showed huge differences in the recorded radiance
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Figure A.9: An image of the percent difference from orientation #5 for the radiance
measurements from the ASD spectrometer for fiber-optic orientations #1-#4 when the
illumination was polarized according to Polarization Orientation #2.

levels for these orientations. As a result of these observations in the corrected radiance
levels, we conclude that the spectral variance is most likely a result of signal-to-noise issues
and drifting illumination conditions.
Many important experimental design issues were not expressed in the study done by
Levesque et al. It was not mentioned if the light source was intensity controlled, the
number of spectral samples obtained was not specified, and the digital counts obtained in
the infrared region were not specified. Additionally, the type of light source used in the
integrating sphere was not specified, in terms of whether it was halogen or plasma. [10]
All of these factors could have contributed to their observed results. In the future, we
can improve on our results by using an on-board integrating sphere spectrometer that is
capable of measuring radiance in the spectral region of 1000 nm to 2500 nm. For now, we
conclude that our goniometer’s bending of the fiber-optic into different orientations should
not affect the responsivity of the ASD FieldSpec4 spectrometer in at least the spectral
region of 350 nm to 1000 nm.
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Figure A.10: A polar plot image of a 650 nm BRDF measurement taken by GRIT-T of
a Spectralon panel with a 150 Watt studio lamp source that was not intensity controlled.
The light source was oriented at an azimuth angle of 6 degrees and a zenith angle of 25
degrees. A 5 degree fore-optic attachment was used.

A.2

Correction for BRDF Asymmetry Due to Fluctuating
Light Levels

Over the course of performing measurements using both the GRIT and GRIT-T goniometer systems, it became clear that there were significant asymmetries in the BRDF data
across the azimuth arc from 0 degrees to 180 degrees. An example of this phenomenon is
shown in Figure A.10. This image shows a ”swirling pattern” that became imprinted on
almost all measurements obtained in our laboratory setting.
An exhaustive set of laboratory experiments was performed that attempted to explain
this troubling result. When looking at repeated nadir spectral measurements for different
azimuth orientations of GRIT-T, it became clear that the radiance from the light was
changing dramatically throughout the course of the scan, most likely due to fluctuating
voltage levels. An example of this is shown in Figure A.11. In this image, it can be
seen that the radiance reflected into the nadir direction by the Spectralon panel is steadily
dropping. In other laboratory measurements, it was seen that the light levels also exhibited
periods where they climbed rapidly, or exhibited oscillations of rising and falling. This
was determined to be due to fluctuating irradiance onto the target Spectralon panel, most
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Figure A.11: The reflectance of a Spectralon panel from a nadir viewing orientation
throughout different time periods of the scan. Note that GRIT-T performs hemispherical
measurements in such a manner that it will progress from 0 degrees azimuth to 180 degrees
azimuth incrementally.

likely due to voltage fluctuations in the building over the course of the measurement. A
novel processing scheme was contrived in order to correct for these voltage fluctuations by
using the nadir measurements taken at different time periods of the BRDF scans.
In order to correct for the observed fluctuating light radiance, the BRDF scan at each
(azimuth, zenith) polar position was ”time-corrected” by using the repeated nadir spectral
measurements that were obtained for each azimuth arc of the BRDF scan. The equation
for this procedure is given by the following equation:


rnadir (0)
rcorrected (θ, φ) = r(θ, φ)
(A.4)
rnadir (φ)
Where r(θ, φ) denotes the BRDF measurement obtained at a zenith angle of θ and an
azimuth angle of φ, and the subscript nadir signifies the nadir measurement obtained from
that azimuth angle’s half-arc. This processing scheme tried to account for instabilities that
occurred in the output of the light source between start of the scan and the time period
at which the spectral measurement was being recorded. Given that GRIT-T is capable of
completing azimuthal half-arcs in roughly 3 minutes, we were able to achieve a frequent
rate of nadir measurements to account for illumination instabilities. An example of the
application of this time-correction on the case shown in Figure A.10 is illustrated in Figure
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Figure A.12: A polar plot image of a 650 nm BRDF measurement taken by GRIT-T of
a Spectralon panel with a 150 Watt studio lamp source that was not intensity controlled,
but was time-corrected using repeated nadir spectral measurements. The light source was
oriented at an azimuth angle of 6 degrees and a zenith angle of 25 degrees. A 5 degree
fore-optic attachment was used.

A.12. As can be seen, the ”swirling pattern” has been significantly reduced and the BRDF
rendering more closely resembles the symmetric figure that we would expect to see for a
surface that is meant to be approximately Lambertian in nature.
While the results of applying a time-correction to the data were promising, we wanted
to stabilize the light source in order to reduce the odds of intensity fluctuations corrupting
our data. A Tripp Lite 120 Volt line interactive UPS system was chosen for this purpose.
This interactive voltage regulation system outputs AC sine-wave waveforms with output
voltage regulation to within 2%. The results of monitoring the nadir spectral measurements throughout the course of the BRDF scan using the same parameters as in Figure
A.11 were extremely promising. On average, the radiance measured from the Spectralon
panel while the fore-optic was in the nadir viewing orientation at different time periods of
the scan was stable to within ±0.5%. This result is shown in Figure A.13.
The result of applying the time-correction given in Equation A.4 to the case study
shown in Figure A.10 is given in Figure A.14. Note that the scan parameters were identical,
save for the fact that an intensity controlling UPS system was used in this case. These
results illustrate the symmetry that is characteristic of a Spectralon panel’s scattering
distribution. It is worth noting that the techniques developed in this Section have become
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Figure A.13: The reflectance of a Spectralon panel from a nadir viewing orientation
throughout different points of the scan after applying the interactive UPS system. Note
that GRIT-T performs hemispherical measurements in such a manner that it will progress
from 0 degrees azimuth to 180 degrees azimuth incrementally.

ingrained in the post-processing schemes of our laboratory as inputs to model inversion
routines.
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Figure A.14: A polar plot image of a 650 nm BRDF measurement taken by GRIT-T
of a Spectralon panel with a 150 Watt studio lamp source that was intensity controlled
by an interactive UPS system, and also was time-corrected using repeated nadir spectral
measurements. The light source was oriented at an azimuth angle of 6 degrees and a zenith
angle of 25 degrees. A 5 degree fore-optic attachment was used.

Appendix B

Structure From Motion Tools to
Assess LAI
In a separate study performed over the course of my doctoral studies, we utilized the
structure from motion tools for the purpose of modeling the leaf area index (LAI) of
Spartina alterniflora in a laboratory setting. The approaches developed for this study are
directly related to those developed to study the roughness of sediment surfaces. For this
reason, I detail the study here and provide a full description of the methods and results
of this study.

B.1

Introduction and Motivations

Leaf Area Index (LAI) is a structural parameter used in models of many important ecosystem processes associated with plants, including canopy photosynthesis and evapotranspiration [86]. The LAI of a canopy is defined as the leaf surface area per unit ground area
covered by the canopy [87]. LAI mathematically describes the size and structure of vegetation, and consequently plays a major role in modeling the exchange of energy between
individual leaves and their surrounding environment [88].
LAI can be determined directly by, for example, measuring the number of vegetation contacts made with needles at known elevations [89, 90], or employing planimetric
techniques [91]. While direct methods are considered the most accurate way to retrieve
LAI, they are time-consuming and incompatible with long-term monitoring of spatial and
temporal dynamics of leaf area development [92].
Because of difficulties in the direct measurement of LAI, a variety of indirect LAI
retrieval techniques have been developed. One such method incorporates hemispherical
photography from beneath the vegetation to measure canopy gaps. This technique has
achieved widespread success in estimation of tree LAI metrics and is only limited by
challenges in image acquisition, such as properly setting optimal brightness thresholds
221
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[93, 94].
Another method relies on look up tables (LUTs) based on radiative transfer model
inversion. In certain scenarios, LUTs have higher accuracies for LAI estimation than
inversions based on predictive equations [95]. However, the LUT approach depends on
extensive calibrated data for a region of interest, and it is unclear how well these methods
translate across sensors with differing spatial resolutions [95, 96].
Another popular approach retrieves LAI metrics from LiDAR data. This method’s
effectiveness depends heavily on the positioning of the laser relative to the canopy. An
advantage of this approach is that it does not depend on varying light conditions. However,
the resulting point clouds do not contain spectral information useful for segmenting woody
elements or brown pigment from actively photosynthesizing leaves [97]. These approaches
are also prone to complications caused by clumping of leaves and woody elements within
tree canopies [97, 11].
One method that has received little attention for small-scale canopy LAI estimation is
structure from motion (SfM), an increasingly popular tool in the geosciences that has been
highly successful in modeling terrain [79, 44]. The SfM technique solves for camera pose
and scene geometry in an unsupervised manner by automatically matching features in
multiple overlapping and convergent images of a scene. The output of SfM workflows is a
dense point cloud containing both spatial and spectral information, to which spatial scale
can be applied through knowledge of ground control point coordinates within the input
images [44]. In this study, we attempt to develop techniques that exploit an open-source
SfM program to model the LAI of Spartina alterniflora, a perennial C4 grass that is the
dominant plant in Western Atlantic salt marshes.
The LAI of a plant is directly related to radiometric phenomena such as multiple
scattering and shadowing [98]. In addition, the angular width of the ”hot-spot” is linearly
related to the LAI of a canopy [5]. An active area of research is to determine how LAI
influences a plant’s spectral bidirectional reflectance distribution function (BRDF). In
order to reduce the effects of canopy structure, Zhang et al developed Vegetation Indices
(VIs) that are less dependent on sensor viewing geometry [99]. However, Sandmeier et al
demonstrated that the LAI of erectophile plants can be derived from hyperspectral BRDF
data [100]. These studies provide evidence for how LAI influences the spectral BRDF of
erectophile plants and how vegetation structure can be derived from directional reflectance
measurements.
In this study performed over the course of my soil experiments, we consider multiple
steps that improve LAI retrieval from hyperspectral reflectance data: (i) the introduction
of a processing workflow for extracting structural metrics from SfM point clouds of S.
alterniflora, (ii) an analysis of the effect of leaf density on the spectral BRDF, and (iii) the
development of novel uses for goniometer systems in canopy radiative transfer modeling.
We present a novel approach that that uses sub-centimeter scale SfM point clouds to
calculate meaningful LAI metrics of S. alterniflora in a controlled laboratory setting and
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relate the derived structural metrics to novel measures of directional reflectance anisotropy.

B.2

Experimental Methods

In an initial laboratory study, three different S. alterniflora plants were used for this
laboratory study over the course of October and November of 2017. The S. alterniflora
plants were obtained from Pinelands Nursery, Mansfield Township, New Jersey, USA in
July 2017 and acclimated in a greenhouse for two weeks prior to plant plugs in 3.8 L
black plastic pots (18 cm height x 16.5 cm diameter). Plants were grown from the same
seed source and were genetically similar. The plugs were planted at three densities: Low
= 1 plug/pot (12 culms), M edium = 3 plugs/pot (20 culms), and High = 5 plugs/pot
(29 culms) in a 4:1 mixture of sand and potting soil. The pots were submerged in tidal
simulating microcosms containing 30 ppt salinity artificial seawater amended to 10 µM
nitrogen to prevent nutrient limitation [101]. Pots were flooded semidiurnally to 2.5 cm
above the sediment surface and maintained at ambient conditions in the greenhouse until
imaging.
We obtained radiometric BRDF measurements for each of the three plant densities
with the source of incident illumination at a zenith angle of 20 degrees. The source of incident illumination was our laboratory’s 300 Watt studio Fresnel lamp that is attached to
an intensity controlled power supply, which previous studies have shown is adequate to retrieve repeatable BRDF measurements [28]. The light source and laboratory arrangement
was described previously in this document. Documented standards and laboratory tests
confirm that the output radiance from the light is stable to within 1% over the duration
of the approximately 2.5 hour scan. Laboratory tests have also shown that the collimated
light source has minimal fall-off over the plane of the targeted vegetation.
In a follow-up to the initial laboratory study, we analyzed 5 new samples that were
classified as all being low-density samples in the peak growth state. One of these S.
alterniflora samples was a low density plant that was grown in the same manner as outlined
in the preceding paragraphs. We refer to this sample as Peak-Low #2. The other four
samples were collected from a field site in Redbank, VA in the summer of 2018 and brought
back to the laboratory for analysis. These samples will be referred to as MP-#1-#4 in
this paper.
Bidirectional reflectance data were taken for viewing zenith angles between 65 degrees
and +65 degrees over the full 360 degree azimuthal ring of GRIT-T. The sampling resolution for the BRDF measurements were 10 degrees and 15 degrees in zenith and azimuth,
respectively. In order to achieve a high signal-to-noise ratio 120 spectral measurements
were averaged at each position along the BRDF scan pattern by the ASD FieldSpec-4
spectrometer.
These measurement guidelines were used for each of the plants for two separate laboratory measurements: once in October of 2017, and once in November of 2017. These two
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Figure B.1: A flow-chart that details the major steps taken in the processing chain.

sets of measurements will be referred to as peak and late, respectively, to denote the timing
of the growing sequence. The reason for allowing a month to pass between measurements
was to allow sufficient time to pass for the plants to undergo senescence in a greenhouse
environment. As a result of this period of senescence, the plants had a higher proportion
of green pigment in the peak growing cycle measurements, and a higher proportion of
brown pigment in the late growing cycle measurements. Our labeling convention in this
paper will be in the form Growing State-Density. For example, Peak-Low indicates the
measurements made on the low density plant during October measurement when in a peak
state.

B.3

Deriving Vegetation Structure Metrics from SfM Point
Clouds

I developed a processing chain which utilizes spatial and spectral information of the point
clouds to retrieve two metrics that are relevant to radiative transfer modeling: the per-
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Figure B.2: Basic steps required to extract vegetation points from an SfM point cloud. (a)
A retrieved point cloud from the VisualSFM program with input images from measurements of the low density plant from the October 2017 measurements. (b) The result of
performing a cropping routine based on comparison of canopy height to a cropping factor.
(c) The resultant connected canopy point cloud, Pcanopy , of the low density S. alterniflora
plant.
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centage of brown pigment in the canopy, and the LAI of the plant. We derive LAI metrics
for each using a voxel-based approach and a contact based approach. The resulting values
of these two different approaches will be compared and discussed in Section B.5. A flowchart that outlines the major steps of this processing chain and the resulting metrics is
shown in Figure B.1. Each major step of the code will be demonstrated on the retrieved
point cloud of the S. alterniflora plant, ”Peak-Low”, that is shown in Figure B.2 (a).

B.3.1

Cropping Raw Point Cloud

In the first step of the workflow, we crop the raw point cloud, Praw , in order to separate
the leaves of the vegetation of interest from scene elements such as soil and background
using a minimum elevation, zmin , below which all points are removed. An example of the
elevation-cropped point cloud, labeled Pzmin , is shown in Fig. B.2 (b).
The point cloud Pzmin is then cropped to retain all points within a user provided
maximum radius rmax . These supervised cropping routines yield a point cloud, denoted
Pcentral , which is composed only of plant stems from which the canopy extends its leaves
outwards. Then, Pcentral becomes the input to a region growing procedure with the goal
of extracting only leaves from the raw point cloud, seen in the second step of Figure B.1.

B.3.2

Region Growing of the Canopy

This segment of the processing code relies only on the spatial coordinates of the point
cloud. The spatial data coordinates of the central canopy cluster, Pcentral , are organized
into a k-d tree data structure [102]. The result of this operation is a graph, Gcentral , in
which each node is connected to its k nearest neighbors on the basis of Euclidean distance.
An additional processing step ensures that all points in Pcentral have an edge that connects
them to at least one other point in the central cluster, such that the central canopy is a
single connected component of the graph. Spatial gaps can form in SfM point clouds due
to factors such as a lack of high-quality matching features and saturation, causing a single
leaf in the real world to resemble a complex component with multiple connections in the
point cloud.
We incorporate a processing step to bridge gaps between connected components that
are likely to represent the same S. alterniflora leaf. This step relies on the calculation of
a threshold distance that bridges point cloud gaps, dthreshold . A measure of the k-nearest
neighbors graph, Gcentral , determines the threshold factor. For each of the N points
within the point cloud Pcentral , we calculate the average Euclidean distance of the point’s
k nearest neighbors and then calculate the average nearest neighbor distance over all N
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(B.1)

j=0

where pi (x, y, z) is the ith point within the point cloud, and nnij is the j th nearest neighbor
of the ith point. We then calculate the threshold distance used to connect leaf components
across gaps from a user-defined input scaling parameter, β. Equation B.2 determines The
threshold distance, dthreshold :
dthreshold = β d¯nn

(B.2)

The value of the factor of β requires judgment by the user. High values allow background noise to creep into the connected canopy point cloud, while low values cause
portions of the canopy to be eliminated. Testing reveals that a value of β that is equal to
the typical horizontal cross section of a leaf provides acceptable results.
After calculating a threshold distance for connecting edges to the central cluster component, the code then iterates through the k-nearest neighbor graph and connects points
to Pcentral if the distance between the point of interest and a point within the central
cluster is less than dthreshold . In this way the canopy grows outward from the base of the
stems, leading to a point cloud that has minimal background noise. We label this point
cloud of the connected canopy components Pcanopy . An example of the connected canopy
structure resulting from applying these steps is shown in Fig. B.2 (c).

B.3.3

Spectral Classification of Canopy Components

In the next processing stage, we seek to classify points as green pigment and brown pigment. After testing several routines, I found that good classification is achieved by a
three step approach: conversion of color coordinates to an opponent color channel space,
decorrelation stretching of the spectral data, and a clustering of the resulting data into C
clusters.
Color Space Conversion
In the first step of the processing routine, I convert the RGB coordinates of the data into
an opponent color coordinate system, (O1 , O2 , O3 ). An opponent color space has been
shown to result in better classification of unique materials within scenes than raw RGB
coordinates of a digital camera [103, 104]. The conversion is defined according to the
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following equation:
√
  

(R − G)/ 2√
O1
O2  = (R + G − 2B)/ 6
√
O3
(R + G + B)/ 3

(B.3)

We note that the O3 channel in Equation B.3 represents a brightness channel. In the
input images to the SfM algorithm, regions of healthy canopy, where there are highly
specular reflections, can be misclassified as dead vegetation due to over-saturation. Unfortunately, color balancing issues are magnified in laboratory conditions due to the presence
of black surfaces used to mitigate secondary reflectance. [28] For this reason, we discard
the O3 channel and in these classification operations.
Decorrelation Stretch of Spectral Data
In the next step the contrast of the color channels is enhanced using a decorrelation stretch
operation. The first step of this routine is a transformation to principal component space
in which the data undergoes a transformation to remove correlation among the color
channels. Next, a contrast-stretching of the principal component channels is performed
to normalize the variances across the channels. Finally, the normalized data undergoes a
transformation that rotates the data back into the original space [105]. The decorrelation
stretch algorithm has been shown to enhance separation in image processing tasks in which
there is high band-to-band correlation.
Clustering Spectral Data
At this point, a supervised clustering of the point cloud into different classes is performed.
In point cloud Pcanopy that results from application of the region growing code, we note
that the materials can be categorized into three basic groups: green pigment, brown
pigment, and unlabeled pigment. The unlabeled pigment cluster consists of points that
must be reclassified based on spatial proximity to points belonging to green or brown
pigment clusters in a step to be defined later. We perform a k-means clustering into C
clusters using the spectral channels that result from application of the steps from Section
B.3.3.
K-means clustering is carried out in three basic steps. First, initial centroids of the
C different clusters are randomly chosen. Using the initial estimate of the centroids of
the clusters, the algorithm continues with a looping between two different steps. The first
step assigns each point within the point cloud to its nearest centroid based on distance.
The second step generates new centroids for each cluster by computing the mean value of
all of the samples assigned to each previous centroid. The difference between the old and
the new centroid values are computed and the algorithm loops through these steps until
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Figure B.3: Spectral classification of the connected canopy of the low density S. alterniflora
plant from October 2017 measurements. The red cluster corresponds to dead vegetation,
the green cluster corresponds to healthy vegetation and the blue cluster corresponds to
background information.

the difference is less than a defined threshold [102]. An example of the output from this
classification routine is shown in Figure B.3.

B.3.4

Calculation of Percentage Brown Pigment

Brown pigment content is important for retrieval of vegetation structural metrics from
radiative transfer inversion routines [106, 107]. Therefore, the goal of our modeling routine
is to obtain an approximate estimate of the percentage of brown pigment within different
regions of the canopy.
As can be seen in Figure B.3, unlabeled background scene points (the blue cluster) are
intertwined with important canopy structure points (the green and red clusters). Rather
than discarding this unlabeled cluster, we instead choose to retain these points since they
contain structural information about the canopy of interest. We do this by performing a
classification of the points of the background cluster into either green or brown pigment
information.
This step begins by performing a locally linear embedding (LLE) of the spatial coordinates of the point cloud [108]. We note that the S. alterniflora plant leaves tend to
exhibit an arching structure which can cause leaves to intersect or bend inwards towards
the central cluster of the canopy. The locally linear embedding generates a neighborhood-
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preserving manifold of the input point cloud. The algorithm operates in a manner that
relies on the local distances between points within the point cloud rather than simply Euclidean distances, enabling the algorithm to preserve the global structure of the manifold.
[108]
After performing a LLE on the spatial coordinates of the point cloud, we then perform
a k-nearest neighbor classification of each point that was originally labeled as a background
point. This classification is performed from a simple majority vote of the nearest neighbors
of each point: a query point is assigned the data class which has the most representatives
within the nearest neighbors of the point [102]. Because we rely on local geodesic distances
in this step, our hope is that the classifier will build a model that follows along individual
leaves of the canopy when searching for nearest neighbors. At the end of this classification
routine, we have a point cloud in which all points are labeled as either being brown or
green pigment. The output classifications of the green pigments and dead pigments for
the example point cloud are shown in Figure B.4.

Figure B.4: Results of the classification of brown pigment vegetation and green pigment
vegetation. The green pigment class is shown on left and the brown pigment class is shown
on the right. It can be seen that the algorithm has correctly predicted that the majority
of brown pigment occurs in lower portions of the canopy.
As can be observed in Figure B.4, the algorithm has correctly predicted that the majority of the brown pigment exists in the lower portion of the leaves, while the upper portion
of the S. alterniflora plant consists of mostly healthy vegetation. After this classification,
the percentage of brown pigment can be computed by using the simple ratio shown in the
following equation.
%BrownP igment =

NBrown
NBrown + NGreen

(B.4)

where NBrown and NGreen are the number of brown and green points in the classified
canopy point cloud, respectively.
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Calculation of Leaf Area Index By Contact Frequency

The LAI of a canopy is formally defined as the total one-sided area of photosynthetic
tissue per unit ground surface area [92]. The LAI at a height above ground, H, within the
canopy is related to the leaf area density according to the following equation:
Z

H

l(h)dh

LAI =

(B.5)

0

where l(h) is the leaf area density at a differential height h within the canopy [86].
While Equation B.5 implies that the LAI must be estimated through a numerical
integration, other approaches exist that can provide information about the LAI through
the mean number of contacts made with the canopy by a light beam incident on the
canopy structure [109]. Warren-Wilson calculated LAI by piercing a canopy with a long,
thin needle from a known elevation angle. This method relies upon counting the number
of hits that the needle makes with green canopy elements [89, 90]. We develop a similar
approach in our processing chain that uses a virtual needle rather than physical contact
with the canopy.
The canopy leaf area density depends on the mean number of contacts between a light
beam and a canopy element in the following manner [89]:
Z
Nc (H, θv , φv ) =

H

G(h, θv , φv )
0

l(h)
dh
cos(θv )

(B.6)

where (θv , φv ) is the direction from which an incident light beam penetrates the canopy,
and G(h, θv , φv ) is the projection of unit area foliage onto a direction (θv , φv ). We adopt
Warren-Wilson’s assumption that the leaf area density is independent of height, which
removes the dependence on H from Equation B.6.
For a plant with leaves that are randomly distributed in spatial orientation and infinitely small in width, the gap fraction depends exponentially on contact frequency [86]:
P0 (θv , φv ) = exp (−Nc (θv , φv ))

(B.7)

Chen and Black proposed a method for deriving the LAI from the gap fraction of a
canopy according to Equation B.7 [110]. Their derivation showed that the LAI can be
defined according to Equation B.8:
Z

π/2

−ln(P0 (θv ))cosθv sinθv dθv

LAI = 2

(B.8)

0

Note that in their treatment of LAI, Chen and Black assumed that the gap fraction
depends only on the incident zenith angle [110]. Using Equation B.7, their derivation can
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be re-written so that LAI becomes a function of azimuth-independent contact number,
Nc (θv ). This is shown in Equation B.9 [110]:
Z π/2
LAI = 2
Nc (θv )sinθv dθv
(B.9)
0

However, to more faithfully characterize the underlying statistics of the contact number
and obtain a more accurate LAI estimate, we extend this model to include the azimuthal
dependence of the canopy structure. By calculating Nc (θv ) for each azimuth angle along
the full hemispherical sampling ring, we obtain an azimuth-dependent form of Equation
B.9. Potentially, our extension of Chen and Black’s model can provide insight into the
anisotropy of the plant structure. In addition, this approach also provides a description
of how the contact-based LAI varies as a function of the azimuth angle of the virtual
sampling needle. Equation B.10 is our azimuth-dependent extension of the Chen and
Black expression for LAI:
Z
LAI(φv ) = 2

π/2

Nc (θv , φv )sinθv dθv

(B.10)

0

The implementation of Equation B.10 is normally difficult due to the required sampling
over the entire zenith range of 0 degrees to 90 degrees [92]. However, the density of the
scaled SfM point clouds retrieved in this study afford us the ability to sample contacts at
extreme zenith angles.
Our approach to calculating the number of contacts made with vegetation elements
from an azimuthal direction θv first requires the specification of a reference coordinate.
We define the center of our point cloud’s coordinate system, p0 (x, y, z), to be equal to the
center of the ground control point coordinates, since incident light is directed to this point
in our laboratory environment.
After specifying a reference zero point, p0 , we propagate all possible rays from this
point within a solid angle, with apex angle δθ, about the direction (θv , φv ). We mark all
points that are within the solid angle as being intercepted by the light ray. In addition, to
remove redundant contact points, all canopy intersection points that lie with a distance of
dthreshold of each other are marked as a single vegetation contact. This additional step also
reduces complications due to canopy ”clumping” [11]. The result is a full hemispherical
plot that depicts the number of contacts as a function of incident azimuthal direction. An
example of the polar plot of one such calculation for the low-density S. alterniflora plant
illustrated in Figure B.2 is shown in Figure B.5.
After retrieving the contact function Nc (θv , φv ), a discrete integration of the number
of contacts with vegetation elements can be performed according to equation B.10 to
determine how LAI fluctuates as a function of azimuth angle. This information can be
valuable for relating radiometric measures to the canopy structure. An example is shown
in Figure B.6. The plot shows that incident illumination would not make any contact with
the canopy over the span of 50 degrees to 150 degrees azimuth in this example.
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Figure B.5: A polar contact plot resulting from processing of the low density S. alterniflora
plant from October 2017 measurements. Note that the radial axis specifies the zenith angle
θv of the incident light, and the colorbar denotes the number of contacts.
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Figure B.6: An example of how LAI varies with measured azimuth angle of the low density
S. alterniflora plant from October 2017 measurements. Note that the x-axis specifies the
azimuth angle φv of the theoretical incident light. This plot was derived using Equation
B.10.
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Calculation of LAI using Voxel-Based Approach

The LAI of a plant can also be calculated by a voxel-based approach. Hosoi and Omasa
implemented this type of approach using LiDAR data in a study on small trees. [97]
This study showed that LiDAR point clouds allow accurate counting of the beam-contact
frequency by a directional sampling method. [97] In this section, we outline a similar
approach that relies on SfM point clouds rather than LiDAR point clouds.
Voxelization of Point Cloud
One method for downsampling a 3D point cloud is known as voxelization. A voxel is
defined as a volume element in a 3-D array. [97] To construct a voxelized point cloud, the
first step is to calculate the voxel coordinates of each individual point in the point cloud.
This assigns a discrete, unitless value to each point according to the following equation:

  
min
int x−x
i
∆v 
 j  =  int y−ymin 
(B.11)
∆v 
min
k
int z−z
∆v
where (i, j, k) are the voxelized coordinates, and (xmin , ymin , zmin ) are the minimum
coordinate extents of the scaled SfM point cloud. The length of a voxel side is defined by
the value ∆v, and must be manually input by the user of the program. In the present
analysis, we choose to use a value ∆v = 0.1 cm, following Omasa’s study [97]. This voxel
side length size is also a reasonable assumption for the width of an individual canopy
leaf which typically is on the order of 1 mm. After applying Equation B.11 to the SfM
point cloud, non-unique voxels are discarded leaving a compressed model of the plant that
preserves dominant structural traits.
Calculation of Ground Area
The LAI of a canopy can also be defined as the total leaf area above the ground divided by
the projected area of the canopy onto the horizontal ground plane. [111] The calculation of
the projected ground area, Aground , is required for the calculation of LAI. This is achieved
by first projecting all canopy voxels onto the plane for which k = 0, where k is defined by
Equation B.11. All redundant voxels are then removed, resulting in a minimally enclosing
projected voxel surface area, Avoxel .
Avoxel represents the area spanned by the projection of the canopy onto the ground
in units of (voxel dimension) 2 . The scaled value of the canopy area onto the ground in
spatial units of cm2 is obtained by multiplying Avoxel by the area of a voxel’s face, ∆v 2 :
Aground = Avoxel ∆v 2

(B.12)
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Calculation of LAI Using Discrete Integration of Voxels
In order to calculate the LAI of the entire canopy, we must perform a discrete integration
of the plant area contained in each voxel layer of the canopy point cloud. This can be
done by using the definition of the cumulative LAI (CLAI). By definition, the CLAI of a
canopy structure is obtained by summing the contact frequency discretely over all layers
in between layer k = hmin to layer k = hC , where hC is the voxel layer that represents
the maximum height layer of the entire canopy. The CLAI is defined by the following
equation [97]:
hC
hC
X
X
Acanopy (k)
CLAI =
l(k) =
(B.13)
Aground
k=hmin

k=hmin

where l(k) is the LAI of the k th layer of the canopy structure. The value of the area of
the canopy in the k th layer, Acanopy (k), can be derived simply by finding the total number
of voxels that intersect the k th layer, Nvoxels (k) , and then multiplying this value by the
surface area of a voxel’s face, ∆v 2 :
Acanopy (k) = Nvoxels (k)∆v 2

(B.14)

Note that in the case where hmin = 0 (the ground level of the point cloud), the CLAI
can take on the form of the total LAI of the canopy, due to the fact that the discrete
integration has been performed over all vegetation layers of the canopy. By using this
definition, we can find the true LAI through a discrete integration over each voxel layer
of the canopy point cloud [97]:
LAI =

hC
X
Acanopy (k)
k=0

B.4
B.4.1

Aground

(B.15)

Spectral Analysis of Vegetation
Structure-Dependent Vegetation Indices

Past studies have shown that Vegetation Indices (VIs) are well correlated with vegetation
structural parameters such as LAI, biomass, and photosynthetic activity [112, 113, 114].
One of the stated goals of this experiment was to study how full hemispherical BRDF
measurements can be correlated with SfM-derived plant structure metrics. Many VIs
have been developed to monitor factors such as plant stress, or vegetation fraction. In
this study, we utilize VIs that are assumed to be insensitive to fractional green chlorophyll
content, and linearly related to the LAI of plants [115]. In this way, we can isolate the
structural influence of vegetation on observed reflectance phenomena.
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To meet this end, we utilized a vegetation index that has been shown to be resistant
to soil reflectance, and insensitive to chlorophyll effects when detecting LAI: the Modified
Cholorophyll Absorption Radio Index 2 (MCARI2).
The MCARI2 vegetation index is based on the MCARI index developed by Daughtry
et al. [116] This index was originally developed to be responsive to chlorophyll variation in
spectral reflectance measurements of vegetation, but does not consider near-infrared bands.
Haboudane et al adapted this metric to make it insensitive to chlorophyll content through
two changes: suppression of a ratio that was sensitive to chlorophyll absorption at 670
nm, and integration of a near infrared wavelength to increase sensitivity to LAI changes.
[115] Additionally, a soil adjustment factor was incorporated to reduce soil contamination
effects. [83] The MCARI2 factor is then calculated using the following equation:
1.5[2.5(R800 − R670 ) − 1.3(R800 − R550 )]
M CARI2 = p
√
(2R800 + 1)2 − (6R800 − 5 R670 ) − 0.5

B.4.2

(B.16)

Hemispherical Symmetry Factor (HSF)

Much attention has been paid to the effects that canopy structure has on the BRDF of
vegetation. In one laboratory study, Sandmeier et al demonstrated that multiple scattering
effects and canopy geometry are dominant factors regulating BRDF of erectophile grass by
analyzing a ratio of directional reflectance to the nadir reflectance. [100] In another study,
Lacaze et al investigated indices based on a small portion of the BRDF: the maximum
(”hot spot”) and the minimum (”dark spot”) reflectance observed in the principal plane.
They showed that the hot-dark spot index was linearly related to canopy structure for
three different vegetation types observed by the spaceborne POLDER sensor. [117]
There have been few spectral metrics that use the entire hemisphere of the BRDF.
However, in our results we have found evidence that the symmetry of the vegetation BRDF
provides important evidence about the vegetation structure. To this end, we propose a
new metric known as the Hemispherical Symmetry Factor (HSF ). The HSF is based
on the assumption that the full hemisphere of reflectance has been sampled, however we
believe that our results can provide insights into isolated angular reflectance measurements
from ground-based and airborne sensors. We define the HSF according to the following
equation:
HSFV I

Nj
Ni X
kV I(θi , φj ) − V I(θi , 2π − φj )k
1 X
=
Ni Nj
kV I(θi , φj ) + V I(θi , 2π − φj )k

(B.17)

i=0 j=0

Where V I is an arbitrary vegetation index or reflectance value that can be substituted
into the equation. The numerator of this equation calculates the difference in magnitude
for points reflected across the principal plane. The denominator of this equation is meant
to normalize for differences in magnitudes of VI values that might occur for different zenith
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angle values. We would expect directionally dependent V Is that are highly symmetric to
have low values of HSFV I , while directionally dependent V Is that have higher degrees
of asymmetry will have high values of HSFV I . By using the M CARI2 metric as V I
in Equation B.17, we can generate a measure of the symmetry of directional reflectance
measurements. In addition, we can monitor how the structural density of the S. alterniflora
plants influences the symmetry of the spectral BRDF.

B.5
B.5.1

Results and Discussion
Metrics Retrieved from SfM Analysis of S. alterniflora Plants

The goal of the SfM algorithms developed in this study was to retrieve two metrics that
are relevant to radiative transfer modeling of vegetation: the percentage of brown pigment
in the S. alterniflora plant, and the LAI of the plant. In this section, we present the results
obtained for the plants used in this study.
Brown Pigment Classification Results
The results of the application of Equation B.4 to the resultant point clouds of the S.
alterniflora plants used in this study are shown in Table B.1.
Table B.1: Classification of percentage brown pigment and retrieved LAI values for all S.
alterniflora plants used in this laboratory study. N D denotes points for which the point
cloud was noisy or incomplete, resulting in no data being available.
Plant Label
P eak − Low
P eak − M edium
P eak − High
P eak − Low #2
Late − Low
Late − M edium
Late − High
M P #1
M P #2
M P #3
M P #4

% Brown Pigment
32
31
ND
40
100
73
81
62
48
58
52

LAIcontact
1.47
1.66
ND
1.21
1.50
1.70
2.48
1.08
1.23
1.25
0.82

LAIvoxel
3.24
3.69
ND
2.1
2.92
3.11
4.6
1.97
1.99
2.65
2.3

From these results, it is clear that the period of senescence between the October and
November measurements led to a significant increase in the percentage of brown pigment.
There is also a large fraction of brown pigment in each of the S. alterniflora plants during the October measurements that is characteristic of the growth of this type of plant.
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However, this fraction of brown pigment is confined to the lower regions of the canopy
and would have been blocked from view by healthy vegetation when taking reflectance
measurements close to nadir, as seen in the example in Fig. B.4. The November S. alterniflora plants, on the other hand, have a much higher percentage of brown pigment
that was visible regardless of sensor viewing orientation.
It can also be seen that the plants that were collected in field setting (MP #1-#4 )
have relatively high brown leaf ratio values despite being in the peak growth cycle. Upon
inspecting these plants, it became clear that this was due to soil that was affixed to the
lower region of the canopies, causing inflated values in the proportion of brown leaves.
Retrieved LAI Values
In this study, the LAI metric was estimated using two different approaches: a voxel approach and a contact frequency approach.
Equation B.10 defines the LAI metric that takes into account contact frequency. This
LAI metric is a function of azimuth angle and, as shown in the Methods Section, depends
on the user-defined center of the ground control points such that changing the origin
would result in a different set of rays through the canopy as a function of azimuthal angle.
Furthermore, Fig. B.6 shows that the LAI can change quite dramatically as a function
of sensor orientation. In order to account for these two sources of potential fluctuation,
we choose to average the top 10% of LAI values derived using Equation B.10 for each S.
alterniflora plant. This averaging is meant to mimic the probe method used in [89] in
which the needle exhibits maximal contact with the canopy of interest. We refer to the
resulting contact frequency metric as LAIcontact . The voxel-based LAI metric, on the other
hand, is not dependent on the centering of ground control points. This metric, referred
to as LAIvoxel , depends solely on the density of the canopy as a function of height. Table
B.1 shows results comparing these two different approaches for each S. alterniflora plant
in the study.
Table B.1 shows that the low and medium density S. alterniflora plants have similar
values of LAIcontact between the October and November measurements. However, the
high density measurement from October (Peak-High) had a significantly lower value of
LAIcontact than the corresponding November measurement (Late-High). The LAI values
for Peak-High were actually lower than for Peak-Low and Peak-Medium. Examination of
the SfM point cloud for the Peak-High S. alterniflora plant revealed that the lower portion
of this plant’s point cloud was sparsely populated possibly due to a lack of adequate
matching features in the brown-pigmented lower region of the canopy. We chose not to
use the results of the Peak-High point cloud in this study. Future studies can compensate
for this limitation by affixing ground control points to lower regions of the canopy and
improving diffuse lighting conditions in the laboratory to reduce shadowing onto this
region.
The LAIcontact values are consistent across the two time periods except for the high
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density measurements. This was likely due to the lower canopy region of the Peak-High
point cloud being sparsely populated for reasons that were explained above. To compensate for this issue, we used the Late-High value of LAIcontact to represent the contact-based
LAI value for both high density plants. We assume that few leaves were lost in the period
of senescence, which was validated by visually inspecting the plant.
Table B.1 shows that the values of LAIvoxel and LAIcontact differ in magnitude. We fit a
linear trendline ( R2 = 0.83) through the data: LAIvoxel = 1.698 LAIcontact + 0.4101. The
trendline should theoretically pass through the point (0, 0), indicating the possibility of
noise within the point clouds causing a systematic over-prediction of the LAIvoxel metrics.
This result can be potentially explained by the previously discussed issues in the methods section, where pixels from the background of SfM scenes tend to cling to objects in
the foreground. In our case, this would mean that the leaf structures in the SfM point
clouds are dilated by the presence of clinging background structures. When performing
the voxelization routines, we observe a greater leaf area than is actually present. Future
work should include figuring out methods for reducing the influence of background materials when classifying leaves in SfM point clouds. Another potential explanation for the
difference in these two values is that spatial heterogeneity within the canopy leads to an
underestimation of the contact-based LAI values. This is a known issue when performing
gap-fraction based methods of LAI estimation [118, 119].
An additional potential explanation suggested by Chen and Black is that the LAI of
a plant with non-flat leaves should be defined as half the total intercepting area of the
leaves per the ground unit surface [11]. Applying this factor to the voxel-based metric
would cause the the voxel-based LAI values and the contact-frequency LAI values to be
approximately equal. This suggests that it is possible that our voxelized metric systematically overestimates LAI by not accounting for the orientation of the leaf surface normals
relative to the incident beams. In the next sub-section, I outline their derivation in more
detail to address gaps in the differences between the two different metrics.

B.5.2

Derivation of LAI as Half Total Intercepting Leaf Area

In the voxel-based approach to calculating LAI outlined in this chapter, we are essentially
creating a down-sampled version of the SfM point cloud. In the voxelized point cloud, the
vegetation is represented by 1 millimeter3 volume blocks known as voxels. By summing
over the surface area of one side all voxels within each layer for all layers, we see that we
can calculate the LAI through a discrete integration. This was shown in Equation B.15.
There are two potential issues that can arise with this approach. One issue is the
potential for overestimating the total surface area of the leaf. This issue arises due to the
way that the voxelization process tends to ”dilate” the leaves within the voxelized point
cloud, causing them to resemble shapes such as rectangular bars or cylinders rather than
flat surfaces with narrow thickness. A second issue with the voxelization process is that we
do not take into account the orientation of the leaves with respect to the vertical axis. The
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orientation of leaves can significantly alter the proportion of light that intercepts incident
radiation. For example, leaves that are oriented vertically in an erectophile plant will
not interact with light in the same way that horizontally distributed leaves in a planophile
canopy would interact with light. This second issue can be compensated for by considering
a correction factor that takes into account the orientation of the leaves within the voxelized
point cloud.
An alternate definition of LAI is given by Equation B.6. This version determines the
LAI by counting the mean number of contacts a light beam makes with a vegetation
element at a given canopy height. Under the assumption that the leaf area density, l(h),
and projection function, G(θ), are independent of height level, and that the functions are
azimuthally independent, the equation is simplified:
LAI
(B.18)
cosθ
The function G(θ) is the mean projection of unit foliage onto a plane perpendicular
to the the direction θ of the incident radiation beam. Chen and Black performed an
investigation on the optimal definition of LAI for non-flat objects such as circular cylinders,
square bars, and bent plates. In this derivation, they found that the mean projection
coefficients of non-flat objects can be considered to be a constant of 12 by using a definition
of LAI as half of the total intercepting surface area of the objects. As a result of this
derivation, they showed that the most suitable definition of LAI of non-flat leaves is half
of the total intercepting area per unit ground surface area [11]. Based on the way that
the voxelized point cloud is represented as being composed of non-flat leaves such as
rectangular bars and cylinders, I propose that this derivation can potentially explain the
difference in magnitude between the contact-based LAI values and the voxelized LAI values
in our study. In the proceeding sections, I will go through portions of their derivation and
explain how it relates to our work.
N (θ) = G(θ)

Background Information on Projection Function
Assume that all objects being considered have up to 2 degrees of freedom. The first
directional vector ~r is normal to the surface of some reference plane associated with the
object, and the second directional vector ~l is perpendicular to ~r and within the plane.
We use Chen and Black’s convention that the direction of maximum length of the object
is denoted ~l [11]. The vector that denotes the direction of an infinitely narrow radiation
beam will be denoted ~b.
For an object that can only be rotated with 1 degree of freedom, the projection of flat
leaves onto a plane perpendicular to the beam direction is the projection of the normal to
the primary surface, ~r, onto the beam direction:
Ap
= ~r · ~b
A

(B.19)
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where Ap and A are the projected area onto the plane and the one-sided leaf area, respectively [11].
The case of an object that can be rotated with 2 degrees of freedom is more complicated.
An cylindrical pole for example can cast different shadows onto the plane perpendicular
to the beam if the longest axis, ~l, is rotated with the incident radiation beam at a fixed
angle to it. Because of this, the projection ratio function, f , is defined by Chen and
Black to describe the projection of an object with two degrees of freedom onto the plane
perpendicular to the beam:
Ap
= f (~r, ~l, ~b)
(B.20)
A
The function f must be determined based on the shape of the leaf of interest and is
defined by Chen and Black for a number of objects including flat plates, circular ellipsoids,
and bent plates [11].
It is shown by Chen and Black also that the vector ~l has 1 degree of freedom, and is
therefore ”semi-dependent” on ~r. The inclination angle, θl , and azimuth angle, φl , is given
by the following equations:


−1
φl = φr − arccos
(B.21)
tanθl tanθr


−1
θl = arctan
(B.22)
tanθr cos(φr − φl )
where θr and φr are the zenith and azimuth angles of the direction of the primary axis.
These equations demonstrate that the rotation of ~l can be made by rotating it in
either the azimuth or zenith direction, because these two angles are dependent on each
other. Therefore, the average projection of a 2 degree of freedom object onto the plane
perpendicular to incident light is obtained from the following equation [11]:
Z 2π
Ap (~r, ~b)
1
f (~r, ~l, ~b)dφl
=
A
2π 0

(B.23)

The mean projection coefficient for a 2 degree of freedom object inclined at all possible
angles is then obtained by rotating the primary axis ~r about the entire sphere of possible
orientations and performing the following integration [11]:
1
G(~r) =
4πA

Z

2π

Z
dφr

0

2π

g(~r)Ap (~r, ~b)dθr

(B.24)

0

where g(~r) is the distribution function of the foliage orientation and inclination angles,
defined by the primary axis ~r. Note that g(~r) is normalized to a factor of 1 over all possible
zenith angles.
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Figure B.7: A diagram illustrating Chen and Black’s definitions for the case of a circular
cylinder leaf shape defined in [11].

Derivation of Projection Coefficient For the Case of A Circular Cylinder
In their original paper, Chen and Black prove that for a variety of non-flat leaf representations (both convex and concave in shapes), the mean projection coefficient of all of the
different shapes is a constant of 12 , under the assumption that the leaves are randomly
distributed. In this section, we will prove their derivation for the case of a circular cylinder, which is defined by them to be a 1 degree of freedom object [11]. The cylinder is
an appropriate representation for how the voxelized point cloud represents S. alterniflora
leaves. A diagram illustrating this scenario is shown in Figure B.7.
In Figure B.7, the direction of incident light beam defined by direction ~b onto a plane
perpendicular to the beam, p, is shown. The circular cylinder leaf is characterized solely
by the direction of the vector ~l [11]. The diameter and length of the cylinder are denoted
by DC and LC , respectively. The projected width, Wp , and projected length, Lp , of the
cylinder onto the plane p are given by the following equations:
Wp = Dc

(B.25)

Lp = Lc sin φbl

(B.26)
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where φbl is the relative azimuth angle between ~b and ~l, given by the following relationship:
cos φbl = ~l · ~b

(B.27)

Chen and Black state that the projected areas of the ends of the cylinder can be ignored
in the case where the length is much greater than the diameter of the cylinder [11]. This
assumption holds for S. alterniflora leaves so we use it here. Using this assumption, the
projected area of the cylinder onto p becomes:
Ap = DC LC sin φbl

(B.28)

The total surface area of the cylinder is given by πLC DC . If we assume that only half
of the cylinder is visible to the beam at any given orientation, then the area seen by the
beam becomes πLC DC /2.
In Equation B.24, the projected area ratio necessary to calculate the mean projection
coefficient for a circular cylinder becomes:
Ap
DC LC sin φbl
2 sin φbl
=
=
A
πLC DC /2
π

(B.29)

At this point an assumption is made about the way that the leaves are oriented. It
is assumed that the directional vector ~l is distributed ellipsoidally. This effectively means
that the length-wise direction of the cylinder is perpendicular to all possible directions of
an ellipsoidal surface that characterizes the function g(θ) [11]. The ellipsoidal distribution
as described in the following equation:
g(θl ) =

2χ3 | sin θl |
Λ(cos2 θl + χ2 sin2 θl )2

(B.30)

where χ is the ratio defining the ratio of the horizontal to the vertical axis of an ellipsoid
on which the vector ~l is distributed. Also, the value of Λ can be defined according to the
following tiered equation:

sin−1 ε
2 1/2

for χ < 1.
χ + ε , ε = (1 − χ ) ,
Λ = 2,
(B.31)
for χ = 1.


ln[(1+ε)/(1−ε)]
−2
1/2
, ε = (1 − χ ) , for χ > 1.
χ+
ε
When χ = 1, the distribution is randomly distributed for the leaves that compose
the canopy, and g(θl ) = | sin θl |. For χ < 1, the area distribution of the leaves becomes
erectophile, meaning that the leaves are vertically inclined. For χ > 1, the area distibution
of the leaves becomes planophile, meaning that the leaf area is horizontal to the z −
axis of the world coordinate system [11]. It is reasonable to assume that the leaves
of S. alterniflora are randomly distributed based on their observed behavior in our lab
experiments. While the leaves of the plants resemble erectophile leaves in the lower reaches

APPENDIX B. STRUCTURE FROM MOTION TOOLS TO ASSESS LAI

245

of the canopy, the upper reaches of the leaves begin to bend and appear significantly more
planophile in nature. More investigation can be done to directly retrieve the g(θl ) function,
but in this derivation we adopt Chen and Black’s assumption that the leaves are randomly
distributed.
By applying this factor in our derivation, the mean projection ratio from Equation
B.24 can be written as a function of the inclination angle of the light beam:
1
G(θb ) =
4π

2π

Z

Z

2π

dφl
0

g(θl )
0

2 sin θbl
dθl
π

(B.32)

We now make an adjustment in our treatment of the direction of the light beam, ~b.
Because the circular cylinder is randomly distributed in this derivation, the integral will be
unchanged by rotating the light beam direction defined by ~b. Therefore, we can rotate the
light beam to come from a nadir direction, where θb = 0 [11]. This leads to the following
result for the value of θbl .
cos θbl = ~b · ~l

(B.33)

cos θbl = cos(φb ) sin(θb = 0) cos φl sin θl +
sin(φb ) sin(θb = 0) sin φl sin θl + cos(θb = 0) cos θl

(B.34)

cos θbl = cos θl

(B.35)

θbl = θl

(B.36)

By plugging this result into Equation B.32, the mean projection ratio for a cylinder
can be derived. Note that we also use the previously defined relationship of g(θl ) = sin θl
for a randomly distributed canopy:
2π
G(θb ) =
4π

Z
2 sin θbl
1 2π
2 sin θl
g(θl )
dθl =
sin θl
dθl
π
2 0
π
0
Z
1 π 2
G(θb ) =
sin θl dθl
π 0


1 θl sin 2θl π
G(θb ) =
−
π 2
4
0

Z

π

(B.37)
(B.38)

(B.39)

1
(B.40)
2
It is clear that the mean projection ratio for a canopy with leaves represented by
circular cylinder shapes is close to a constant of 12 . Chen and Black provided derivations
G(θb ) =
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for other non-flat leaf shapes such as bent plates and rectangular bars and showed that all
different shapes can be assumed to be a constant of 21 under the assumption that leaves
are randomly distributed [11]. These shapes are reasonable assumptions for how the leaves
of the voxelized S. alterniflora plant are represented.
Relating Retrieved Projection Functions to True LAI
It is clear that for a number of non-flat leaf shapes, the projection coefficients can be shown
to be a constant of 12 under the assumption that the leaves are randomly distributed.
Chen and Black performed a follow-up analysis where they plotted the mean projection
coefficients for different values of χ. The value of χ was previously defined to be the ratio
of the horizontal to the vertical axis of the ellipsoid on which the primary surface vector,
~r, is distributed. When the value of χ is 1, the leaves are randomly distributed, and as it
increases to a value of 10 the leaves are nearly horizontally distributed [11].
Chen and Black calculated the mean projection function as a function of χ for two
different cases. In one case the largest projected area of the leaves was used to calculate
the projection function. In the second case half of the total intercepting area of the leaves
was used to calculate the projection ratio. The results of performing these operations
for a case where the incident light beam was oriented at a zenith angle of 45 degrees is
shown in Figure B.8. For the case where the largest projected surface area is used to
calculate the projection function, it is clear that no convergence of G(θb ) occurs across
the different shapes. This is despite the fact that these differently shaped non-flat leaves
have the same total intercepting leaf area. On the other hand, in the case where half the
total intercepting surface area is used to calculate the projection function, the values of
G(θb ) converge at a value of χ = 1. This result holds for all values of θb . Chen and Black
argue that this result shows that half the total intercepting area is the optimal basis for
calculating LAI when leaves are randomly distributed [11]. However, it should also be
noted that when leaves are not randomly distributed that the mean projection coefficients
have to be calculated accordingly. It is seen in Figure B.8 that the difference in magnitude
of G(θb ) across different leaf shapes is not extreme for the definition of half of the total
intercepting area of the leaves. Using this reasoning, the random distribution assumption
is often a reasonable one to make. From these observations, they recommend that the most
reasonable definition of non-flat LAI be defined as half of the total intercepting surface
area of the leaves [11].
This derivation and study can potentially be related to our calculated voxelized LAI
metrics. Our method for calculating LAI using a voxel-based point cloud of the leaves
does not account for the projection function of the leaves. Chen and Black show that a
failure to account for this factor can lead to large over-predictions of the true LAI of a
canopy. In addition, they show that this assumption holds for non-flat leaf shapes such
as circular cylinders and bent plates, which are reasonable approximations of how the
S. alterniflora leaves are represented in the voxelized point cloud. Incorporating their
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Figure B.8: The mean projection coefficients, G(θb ), of selected objects in a beam inclined
at θb = 45◦ for various objects, plotted as a function of ellipsoid distribution ratio χ.
On the left, the coefficient is calculated on the basis of half of the total intercepting
area and converge at χ = 1 for the different shapes. On the right, the coefficient is
calculated on the basis of the largest projected area and do not converge across the shapes.
The objects are illustrated as follows: •-spheres, ◦-plates, -circular cylinders, (half-filled
circle)-hemicircular cylinder, and K-equilateral triangular bar. Credit: [11].

recommendation that half of the total intercepting area be used as the true definition of
LAI leads to the voxelized LAI metric being closer in magnitude to the contact-frequency
based LAI metric. It is important to note that this derivation is a theory of the difference
in magnitude between the LAI metrics derived in this study and other factors can be at
play in explaining this discrepancy.
Destructive LAI (LAID ) metrics were estimated for each sample in this study. For
the 2018 samples (the M P samples and sample P eak − Low #2), the total leaf area was
estimated according to the approach for estimating marshgrass LAI outlined in [120]. For
the 2017 samples, leaf allometrics such as the total height and the width at ground plane
of each leaf were obtained when the plants were in the Late growth stage. The total leaf
area of each 2017 sample was then estimated by assuming a trapezoidal shape for each leaf,
giving an estimate of total leaf area of the canopy. The ground area of each sample’s LAID
metric was calculated by projecting leaves of the point clouds onto the ground plane and
then calculating the minimum circular area necessary to envelop the ground projection,
according to the hoop method for calculating ground area outlined in [120].
The derived LAID metrics for the described samples are shown in Table B.2, along with
the percentage difference between the LAIcontact metrics and the LAID metrics (%dif f =
(LAID − LAIcontact )/LAID ). A high correlation (LAIcontact = 1.29 LAID − 0.17 ; R2 =
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Table B.2: The values of the destructive LAI for the marshgrass plants for the plants that
were sampled destructively. Asterisks denote that the sample represents estimate for both
P eak and Late plants.
Sample
M P #1
M P #2
M P #3
M P #4
P eak − Low #2
Late − Low∗
Late − M edium∗
Late − High∗

LAID
1.13
1.06
1.04
0.68
0.97
1.42
1.55
1.76

%dif f
-4.7
+15.8
+20.1
+20.2
+24.7
+1.0
+6.7
+40.6

0.83) was observed between the contact based LAI metrics and the destructive LAI metrics.
The proposed contact based LAI method clearly has a bias towards over-prediction of LAI
that should be addressed in future studies. This could be related to issues such as clumping
that are potentially causing an overinflation of the contact count measure, Nc .

B.5.3

Directional Spectral Reflectance Results

The near-infrared (NIR) reflectance regime is strongly affected by changes in vegetation
structure and density, rather than by green pigment variation. The NIR region is also
less sensitive to soil background effects than visible bands. [115] Because this study seeks
to isolate the effects of LAI on directional reflectance measurements, we chose to analyze
the BRDFs of the S. alterniflora plants at a wavelength of 800 nm. The BRDFs in the
NIR spectral region are shown in the top row of Figures B.9 and B.10 for the October and
November measurements, respectively.
In Section B.4.1, we discussed the fact that the MCARI2 vegetation index was a
good predictor of green LAI. The MCARI2 index also has the desirable properties of
being resistant to soil background effects and being less sensitive to chlorophyll content
variations than other well known indices. [115] For these reasons, we also show the polar
renderings of the directional MCARI2 index in the bottom row of Figures B.9 and B.10
for the October and November measurements, respectively.
It is clear from the NIR BRDF renderings in Figures B.9 and B.10 that the magnitude
of the directional reflectance measurements is approximately the same for the October
and November measurements, despite the fact that the November measurements have a
significantly higher percentage of brown pigment. It is also seen that the overall magnitude of the MCARI2 directional measurements is significantly higher for the October
measurements than the November measurements. For example, the ”hot-spot” region of
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Figure B.9: Polar directional reflectance renderings of the S. alterniflora plants from
the October measurements. From left to right: P eak − Low, P eak − M edium, and
P eak − High. The top row represents the spectral BRDF at a wavelength of 800 nm.
The bottom row represents the corresponding M CARI2 over the entire hemisphere. The
incident illumination orientation of 20 degrees zenith is marked by the star in each polar
plot.
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Figure B.10: Polar directional reflectance renderings of the S. alterniflora plants from
the November measurements. From left to right: Late − Low, Late − M edium, and
Late − High. The top row represents the spectral BRDF at a wavelength of 800 nm.
The bottom row represents the corresponding M CARI2 over the entire hemisphere. The
incident illumination orientation of 20 degrees zenith is marked by the star in each polar
plot.
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the Peak-Medium measurement has a MCARI2 magnitude that is approximately three
times greater than the corresponding ”hot-spot” region in the Late-Medium MCARI2
measurement. This suggests that the NIR directional reflectance measurements are less
sensitive to the proportion of brown pigment in the S. alterniflora plants than the MCARI2
directional measurements.
Another observation that can be made from Figures B.9 and B.10 is that there is in
general a higher degree of symmetry with respect to the principal plane in the NIR BRDFs
of the medium and high density S. alterniflora plants than in the BRDFs the low density
S. alterniflora plants. It can also be observed that there is a pronounced ”hot-spot” in the
NIR BRDFs, which is noted to be characteristic of erectophile plants[121, 100]. In addition,
a pronounced ”dark-spot” in the forward scattering direction of the NIR BRDF principal
plane is more clearly observed in the case of the higher density S. alterniflora plants. This
is possibly caused by the densely packed vertical leaves preventing light from scattering in
the forward direction. This phenomena has been referred to as the backshadow effect of
erectophile plants. [100] This relationship translates to the directional dependence of the
MCARI2 observed in Figures B.9 and B.10, which will be discussed more in the following
section.

B.5.4

Observed Relationships Between Structural Information and Directional Reflectance Isotropy

We showed in section B.5.3 that there is a correlation between the isotropy of the directional MCARI2 measurements and the leaf density of S. alterniflora plants. We use
the newly defined HSFM CARI2 metric defined by Equations B.17 and B.16 to propose
a quantitative metric of the isotropy of the directional MCARI2 measurements. This
metric provides a quantitative measure of how the symmetry of the directional MCARI2
measurements is affected by changing the S. alterniflora leaf density.
In this study, we showed an example of how the LAI values derived using Equation
B.10 varied significantly as a function of azimuth angle. We found that the denser S.
alterniflora plants had less variance in LAI as a function of azimuth angle, likely due
to the canopy leaves being more evenly distributed across the target plane. For each
S. alterniflora plant, we calculated the coefficient of variation, defined as a ratio of the
standard deviation to the mean, of the azimuth-dependent LAI. In contrast to a simple
standard deviation, the coefficient of variation better controls for differences in the mean
LAI values among the three different S. alterniflora plants.
The HSFM CARI2 metric is plotted as a function of the LAI coefficient of variation for
the peak growth state plants in this study. A linear fit of the data using all data points,
meaning both peak and late growth state plants, produced an R2 = 0.15. When using
only the 8 peak growth state plants, there is a much better linear fit with an improved
R2 = 0.638. This result potentially suggests that the retrieved MCARI2 metric values are
highly influenced by the prolonged period of senescence. The linear trendline obtained by
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Figure B.11: A plot of the HSFM CARI2 metric as a function of the LAI Coefficient of
Variation for each of 8 peak growth cycle plant measurements from this study. A trendline
with an R2 = 0.638 for these measurements is plotted above.
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using the samples in peak growth state is shown in Figure B.11.
In Figure B.11, the LAI coefficient of variation increases as the structural density of the
S. alterniflora plants decreases (and the MCARI2 increases). In addition, the directional
MCARI2 metric exhibits increasing anisotropy as the LAI coefficient of variation increases.
A potential explanation is that S. alterniflora plants are more likely to exhibit a higher
degree of multiple scattering and consequently a lower level of BRDF anisotropy. [100]
This is especially true in the VNIR and NIR spectral regions which determine the MCARI2
index through Equation B.16. [115]

B.5.5

Observed Relationships Between LAI and Integrated MCARI2

In addition to studying the asymmetry of directional reflectance measurements and directionallydependent vegetation indices, multiple viewing orientations provide other useful information. We obtained the Total MCARI2 by summing the directionally dependent MCARI2
from Figures B.9 and B.10 over the entire hemisphere. Because the BRDF measurements
of the plants had the same hemispherical sampling patterns, as discussed in Section B.5.4,
these metrics have an equivalent number of data points for each measurement in this study.
Figure B.12 plots the Total MCARI2 for each plant against the LAIcontact values, with
a trendline plotted for a linear relationship across the 8 peak growth state plants. As was
previously discussed, the increase in the percentage of brown leaves in the plants during
the November late growth state plant measurements leads to a dramatic decrease in the
Total MCARI2 values. There is a high correlation between the LAIcontact values and the
Total MCARI2 metric for the 8 peak growth state plants of R2 = 0.90. When all plant
measurements are included in the linear regression (both the peak and late growth cycle
plants) there is still a reasonably high correlation of R2 = 0.68. The two-sided p-value for
the linear trendline fitted to the peak samples was 0.0017, while the value for all samples
(both peak and late) was 0.019, indicating that there was strong evidence against the null
hypothesis for both regressions.
The high degree of correlation between the voxelized LAI metrics and the Total MCARI2
metric indicates that there is potential value in using directional vegetation indices to study
vegetation structure. In hyperspectral remote sensing studies where multiple sensor viewing orientations of the same plant may be available, examining the way that directional
vegetation indices change as a function of viewing angle potentially also can aid studies
of structural characteristics of vegetation. We believe that future studies of vegetation
indices related to plant structure should utilize directionally dependent vegetation indices.

B.6

Experiment Conclusions

Leaf Area Index is a structural parameter used to mathematically describe many vegetation processes. LAI plays a major role in modeling the exchange of photons between
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Figure B.12: A plot of the summed MCARI2 over the entire hemisphere plotted as a
function of the contact-based LAI values from Table B.1 with a trendline (R2 = 0.90) for
the 8 peak growth cycle plant measurements. The peak growth cycle samples are plotted
in red and the late growth cycle samples are plotted in black.
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individual leaves and their surrounding ecosystem [88]. We used structure from motion
tools to retrieve LAI of vegetation in a laboratory environment, and related the structural
metrics to spectral BRDF measurements. These structure from motion tools were seen to
build on the structure from motion tools that we developed to analyze the roughness of
soil surfaces.
Eleven different S. alterniflora plants in a laboratory environment were the subjects
of this study. Measurements of each of a set of three plants were made in October (peak
growing season) and November (late growing season) of 2017. These plants were grown
from the same seed source and were genetically similar. The plugs were planted at three
densities: Low = 1 plug/pot (12 culms), M edium = 3 plugs/pot (20 culms), and High = 5
plugs/pot (29 culms). As a result of the month long period of senescence in a greenhouse
environment, the plants had a higher proportion of green pigment in the peak growing
cycle measurements, and a higher proportion of brown pigment in the late growing cycle
measurements. In a follow-up study performed for the sake of a publication, 5 more peak
growth state samples were later added to the study.
We obtained BRDF measurements for each plant with the source of incident illumination at a zenith angle of 20 degrees. The GRIT-T system is equipped with a digital
camera system adjacent to the sensor-fore optic that obtains high resolution images prior
to recording radiometric measurements along the BRDF scan track. These images were
used to derive SfM point clouds of the S. alterniflora plants.
A processing chain was developed that relies on the spectral and spatial information of
SfM point clouds to retrieve two metrics that are important for radiative transfer modeling:
the percentage of brown pigment in the canopy, and the LAI of the plant. In this study,
two LAI metrics were derived that used well-known computer vision algorithms. In the
first approach, the LAI was computed by discretely integrating a voxel representation of
the point cloud as a function of height. In the second approach, the LAI was derived
as a function of azimuth angle by determining the number of vegetation contacts that
a ray makes as a function of incident direction. Our results showed that a linear trend
(R2 = 0.982) with a slope of approximately 2 correlated the values obtained from these
LAI-retrieval approaches. We believe that this result can potentially be explained by a
previous analysis by Chen and Black, who suggested that the LAI of a plant with non-flat
leaves should be defined as half the total intercepting area of the leaves per the ground
unit surface, rather than total intercepting leaf area that is derived by the voxel-based
LAI approach [11]. A derivation that explains this potential connection more fully was
outlined in this Chapter.
The retrieved LAI metrics were correlated with radiometric BRDF measures. The
MCARI2 metric was plotted as a function of view angle for each view orientation of
the BRDF plot. It was observed that there was a high degree of variance in MCARI2
depending on sensor viewing angle for all plants used in this study. In addition, it was
found that there was a pronounced peak in MCARI2 near the ”hot-spot” of the BRDF
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for almost all plants used in this study. This result suggests that the MCARI2 metric
is highly sensitive to sun-sensor geometries in field settings when using only one sensor
viewing direction.
It was also found that the MCARI2 values varied significantly between the peak and
late measurements. The MCARI2 values in the peak samples were significantly greater in
value, likely due to the increased proportion of green pigment in the plants during these
measurements. This result suggests that the MCARI2 metric is sensitive to the percentage
of brown pigment in the plant despite the fact that the canopy structural density remained
approximately constant across the two measurement time periods.
We sought a technique that could compensate for the observed variance in MCARI2 as
a function of viewing orientation. To achieve this, we developed a Total MCARI2 metric,
which summed the directionally dependent MCARI2 metric from the BRDF measurements
over the entire hemisphere. We observed a high correlation between the LAIcontact values
and the Total MCARI2 metric for the 8 peak growth state plants of R2 = 0.90. When all
plant measurements are included in the linear regression (both the peak and late growth
cycle plants) we still observed a reasonably high correlation of R2 = 0.68. This indicates
that using multiple directional measurements of MCARI2 can increase the accuracy of
derived LAI estimates by compensating for the variance in MCARI2 as a function of
sensor orientation.
This study provides insight into a new processing framework that can be used to
assess the LAI of plants using SfM point clouds. It also provides new evidence for how
structurally-sensitive vegetation indices can vary as a function of viewing orientation.
Future work should seek to improve SfM point cloud modeling. Future studies should
also seek to assess how the spectral BRDF of the plants changes when diffuse illumination
angles are used. Some of this work is already being undertaken in laboratory studies
that attempt to more accurately retrieve the leaf distribution function, g(θ). A future
study done by our laboratory will also attempt to correlate the proposed methods with
documented destructive sampling techniques. Future studies should also investigate the
effect of wind on the accuracy of derived point clouds, and how computer vision techniques
can be used to compensate for this effect.
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[10] Martin P Lévesque, Maria Dissanska, and Jean-Pierre Ardouin. Polarization artefacts correction procedure for a spectro-polarimetric goniometer. In Geoscience and
Remote Sensing Symposium (IGARSS), 2014 IEEE International, pages 3001–3004.
IEEE, 2014. (document), A.1, A.1, A.1
[11] J M Chen and T A Black. Defining Leaf-Area Index for Non-Flat Leaves. Plant Cell
and Environment, 15(4):421–429, 1992. (document), B.1, B.3.5, B.5.1, B.5.2, B.5.2,
B.5.2, B.5.2, B.5.2, B.5.2, B.7, B.5.2, B.5.2, B.5.2, B.5.2, B.5.2, B.5.2, B.5.2, B.5.2,
B.8, B.6
[12] John R. Schott. Remote Sensing : The Image Chain Approach. Oxford University
Press, New York, 2nd edition, 2007. 2.1, 2.1.1, 2.1.1, 2.1.1, 2.1.1, 2.1.1, 2.1.2, 2.1.2,
2.1.4, 2.1.5, 2.6.2, 7, A.1
[13] Eugene Hecht. Optics, volume 1. Addison Wesley, 2nd edition, 1987. 2.1.1
[14] Michael Theodore Eismann. Hyperspectral Remote Sensing. 2012. 2.1.3, 2.1.3, 2.1.4,
2.3.3
[15] ARRI. Arri fresnel 300 plus. www.arri.com, 2017. 2.1.3
[16] ASD Inc. Fieldspec 4 hi-res: High resolution spectroradiometer. www.asdi.com,
2017. 2.1.4, 6.3.2
[17] Subrahmanyan Chandrasekhar. Radiative transfer. Courier Corporation, 2013. 2.1.5
[18] Robert L Cook and Kenneth E Torrance. A reflectance model for computer graphics.
In ACM Siggraph Computer Graphics, volume 15, pages 307–316. ACM, 1981. 2.1.5
[19] Charles M Bachmann, Andrei Abelev, William Philpot, Katarina Z Doctor, Marcos J
Montes, Robert Fusina, Rong-Rong Li, and Elena van Roggen. Retrieval of sand
density from hyperspectral brdf. In Proc. Of SPIE, volume 9088, pages 908807–1,
2014. 2.1.5
[20] C.M. Bachmann, R. Eon, B. Ambeau, J. Harms, G. Badura, and C. Griffo. Modeling
and intercomparison of field and laboratory hyperspectral goniometer measurements
with G-LiHT imagery of the Algodones Dunes. Journal of Applied Remote Sensing,
12(1), 2017. 2.1.5, 2.3, 4, 6.2.3
[21] Michael K. Shepard and Paul Helfenstein. A test of the Hapke photometric model.
Journal of Geophysical Research E: Planets, 112(3):1–17, 2007. 2.1.5, 6.1, 6.4

BIBLIOGRAPHY

259

[22] Chester F. Carlson Center for Imaging Science RIT. Dirsig. http://dirsig.org/, 2017.
2.1.5
[23] Stefan R. Sandmeier and Klaus I. Itten. A field goniometer system (FIGOS) for
acquisition of hyperspectral BRDF data. IEEE Transactions on Geoscience and
Remote Sensing, 37(2 II):978–986, 1999. 2.2
[24] Justin D. Harms, Charles M. Bachmann, Jason W. Faulring, and Andres J. Ruiz
Torres. A next generation field-portable goniometer system. SPIE Proceedings - Algorithms and Technologies for Multispectral, Hyperspectral and Ultraspectral Imagery
XXII, 9840:98400J, 2016. 2.2, 2.2.2, 2.2.2
[25] Zhijie Wang, Craig a. Coburn, Xiaomeng Ren, and Philippe M. Teillet. Effect of
surface roughness, wavelength, illumination, and viewing zenith angles on soil surface
BRDF using an imaging BRDF approach. International Journal of Remote Sensing,
35(19):1–20, 2014. 2.2, 4.5
[26] Charles M Bachmann, Douglas S Peck, Brittany Ambeau, Justin Harms, and
Malachi Schultz. Improved modeling of multiple scattering in hyperspectral brdf of
coastal sediments observed using the goniometer of the rochester institute of technology (grit). In SPIE Optical Engineering+ Applications, pages 96110J–96110J.
International Society for Optics and Photonics, 2015. 2.2.1
[27] Justin D Harms. The Design and Implementation of GRIT-T : RIT ’s Nextgeneration Field-Portable Goniometer System. 2016. 2.2.2, 2.2.2, 3.1.2
[28] Stefan R. Sandmeier. Acquisition of bidirectional reflectance factor data with field
goniometers. Remote Sensing of Environment, 73(3):257–269, 2000. 2.2.2, 2.2.2,
B.2, B.3.3
[29] Michael K. Shepard and Paul Helfenstein. A laboratory study of the bidirectional
reflectance from particulate samples. Icarus, 215(2):526–533, 2011. 2.2.2, 2.3, 4.5
[30] Bruce Hapke and Eddie Wells. Bidirectional Reflectance Spectroscopy 2 . Experiments and Observations. Journal of Geophysical Research, 86(B4):3055–3060, 1981.
2.3, 2.3.3, 3.3.2
[31] S. Labarre, C. Ferrari, and S. Jacquemoud. Surface roughness retrieval by inversion
of the Hapke model: A multiscale approach. Icarus, 290:63–80, 2017. 2.3.1, 2.3.1,
6.1, 6.4
[32] Bruce Hapke. Bidirectional reflectance spectroscopy. 6. Effects of porosity. Icarus,
195(2):918–926, 2008. 2.3.1

BIBLIOGRAPHY

260

[33] Michael K. Shepard and Paul Helfenstein. A laboratory study of the bidirectional
reflectance from particulate samples. Icarus, 215(2):526–533, 2011. 2.3.1, 6.1, 6.2.3,
6.4
[34] Bruce Hapke. Bidirectional reflectance spectroscopy. 3. Correction for macroscopic
roughness. Icarus, 59(1):41–59, 1984. 2.3.2, 4, 4.5, 5.1, 5.2.5, 5.3.2, 5.3.2, 5.3.3,
5.4.1, 5.4.1, 5.4.2, 5.4.2, 5.4.2, 6.1, 6.2.2, 6.2.2, 6.2.2, 6.2.2, 6.4, 5
[35] Roger N. Clark and Ted L. Roush. Reflectance spectroscopy: Quantitative analysis
techniques for remote sensing applications. Journal of Geophysical Research: Solid
Earth, 89(B7):6329–6340, 1984. 2.3.3, 2.6.1
[36] R L Huguenin and J L Jones. Intelligent Information Extraction From Reflectance
Spectra: Absorption Band Positions. Journal of Geophysical Research, 91(B9):9585–
9598, 1986. 2.3.3, 4.3.2, 4.3.4, 4.3.4, 4.5
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