Abstract. The following problem is considered: given a matrix A in Rm'', (m rows and n columns), a vector b in Rm, and 6 > 0, compute a vector x satisfying IIAx bl[2 <_ 6 if such exists, such that x has the fewest number of non-zero entries over all such vectors. It is shown that the problem is NP-hard, but that the well-known greedy heuristic is good in that it computes a solution with at most [18 Opt(6/Z)llA + I1 ln(llbl12/6)] non-zero entries, where Opt(6/2) is the optimum number of nonzero entries at error 6/2, A is the matrix obtained by normalizing each column of A with respect to the L2 norm, and A + is its pseudo-inverse.
1. Introduction. The problem of computing a sparse approximate solution to a linear system is a fundamental problem in matrix computation. For matrices over the reals, the problem (variant thereof) has been studied under the name "subset selection" in statistical modeling by Golub and Van Loan (1983) . For binary matrices, the problem has been studied as "minimum weight solution" in error corrective coding by Gallager (1968) . The related "sparse null-space" problem is of interest in nonlinear optimization; see Coleman and Pothen (1986) . Also, the "minimum set cover" problem can be viewed as computing a sparse solution to Ax >_ b, where all the entries are binary and the inequality is entry-wise; see Garey and Johnson (1979) , Johnson (1974) .
Our specific motivation for studying the problem is as follows. A widely used technique for the interpolation of irregularly spaced samples in higher dimensions is that of radial basis interpolation; see Hardy (1988) . In brief, assign each of the given sample points a coefficient. The value of the interpolant at a new point is the weighted sum of these coefficients, where the weights are the distances of the respective samples from the new point. The coefficients themselves are the solution to the linear system of equations obtained by evaluating the interpolant at the each of the given points and equating them to the respective sample values; Michelli (1986) (1979) . For matrices over the re.als, the heuristic of Golub, Klema, and Stewart (1976) is well known, as discussed in Golub and Van Loan (1983) .
In this paper, we show that the problem remains NP-hard over the reals. We then show that the obvious and well-known greedy heuristic (Golub and Van Loan (1983) ) is provably good in that We first establish that SAS is NP-hard on the machine model of the infinite precision RAM; see Preparata and Shamos (1985) , for instance.
Proof. The proof is by reduction from the problem of "exact cover by 3 sets," as in the proof of hardness for the problem of"minimum weight solutions to linear systems." See Garey and Johnson (1979) , pp. 221 and 246).
Exact Cover by 3-sets. Instance. A set S, and a collection C of 3-element subsets of S.
Question. Does C contain an exact cover for S, i.e., a sub-collection ( of C such that every element of S occurs exactly once in Let us use X3C to refer to the problem of exact cover by 3-sets, and show how to transform an instance of X3C to an instance of SAS. Given is an instance of X3C: S {s, s2 Sm }, and C Cl, c2
cn. Without loss of generality we can assume that m is a multiple of 3, since otherwise there is trivially no exact cover. Let b be the vector (1, 1, 1) of m ones. The matrix A will have n column vectors, one for each set in C. Specifically, for each set c 6 C, the corresponding column vector will have entries (Zl, z2 Zm 3. The algorithm. The algorithm we consider is a merging of the greedy set cover algorithm of Johnson (1974) and the QR algorithm for the least-squares problem of Golub and Van Loan (1983) . In essence, it is a QR algorithm where the column pivot is chosen greedily with respect to the right-hand side b of the linear system. Such a modification is well known; see Golub and Van Loan (1983, p. 168, Exercise 6.4.8) . In the interest of simplicity, we will not present the algorithm as a modification of the QR algorithm, but will present it as a two-phase algorithm with a subset selection phase, followed by an explicit solution phase.
In words, Algorithm Greedy below takes as input A, b, and e. The algorithm first normalizes each column ai of A. Then, at i.e., _(r+l) . /2. Ilb(r) ll2 .
Also, since U (r) has N (r) nonzero entries, (r) u(r) < %/rN(r)ilu(r) 
2/N(r) llu(r)ll2
Using the above lower bound on A(r)T b(r)I1 we now estimate the rate at which b (r) diminishes at each iteration of the algorithm. Now, Using (2) Since the columns of Z are a linearly independent subset of the columns of A ) A, the smallest nonzero singular value of Z is greater than or equal to the smallest nonzero singular value of A; see Golub and Van Loan (1983, p. 286 (34) [l 80pt(/2),,A+ 1,2 In (lib"2)].
This concludes the proof of Theorem 1.
