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Abstract
In recent decades there has been growing interest in the development of non-
invasive, non-destructive methods for studying the physical properties of materials as
well as for evaluating defects in samples. Photothermal techniques have proven to be
well suited for studying the thermal transport properties and, in some cases, also for the
optical properties of solids. In particular, the flash method has been established as a
standard  for  measuring  the  thermal  diffusivity  of  solids.  Moreover,  since  the
development  of  infrared  cameras  in  the  1990s,  infrared  thermography  has  been
successfully  applied  to  several  fields  of  science  and  engineering.  Nowadays,  it  is
considered  as  a  novel  tool  for  non-destructive testing  of  materials  and it  is  a  good
alternative to the standard ones, such as dye-penetrant, eddy currents, ultrasonics, etc.
In this thesis we have used pulsed infrared thermography to study the thermal
transport  properties  of  solid  slabs,  which  can  be  semi-transparent  or  opaque  to  the
excitation wavelength. In some cases, it has been shown that infrared thermography is
sensitive to the semi-transparency of the studied sample, which allows to identify the
optical  absorption  coefficient  of  the  sample.  We have  also  applied  the  developed
methods  to  study  the  thermal  conductivity  of  polymeric  nanocomposites  based  on
magnetized  carbon  nanofibers.  Moreover,  we  have  used  focused  pulsed  spot
thermography in order to study the principal thermal diffusivities of anisotropic slabs
and we have shown that the proposed method is valid for semi-transparent, opaque,
thermally thin and/or thermally thick samples. On the other hand, we have used lock-in
xi
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(modulated) thermography for studying the thickness of infinite vertical cracks in semi-
infinite opaque solids. Additionally, it has been shown that lock-in thermography can be
used for studying the geometry of finite and semi-infinite vertical  cracks.  However,
even when this  method provides accurate results,  we have also studied the width of
infinite vertical cracks using focused pulsed spot thermography in order to reduce the




En décadas recientes ha habido un creciente interés en el desarrollo de métodos
no-destructivos y no-invasivos para el estudio de las propiedades físicas de materiales,
así  como para la  evaluación de defectos en muestras.  Las técnicas fototérmicas han
demostrado ser adecuadas en el estudio de las propiedades de transporte térmico y, en
algunos  casos,  también  para  las  propiedades  ópticas  de  sólidos.  Particularmente,  la
técnica  flash  ha  sido  establecida  como estándar  para  la  medición  de  la  difusividad
térmica de sólidos. Además, desde el desarrollo de las cámaras infrarrojas en los 1990s,
la termografía infrarroja ha sido exitosamente aplicada a diversas áreas de la ciencia e
ingeniería. Actualmente, es considerada como una novedosa herramienta para ensayos
no-destructivos en materiales y es una buena alternativa para los ensayos estándar como
aquellos que usan líquidos penetrantes, corrientes parásitas, ultrasonido, etc.
En esta tesis hemos utilizado termografía pulsada para estudiar las propiedades
de transporte térmico en bloques sólidos, que pueden ser semi-transparentes u opacos a
la longitud de onda de excitación. En algunos casos, se ha mostrado que la termografía
infrarroja es sensible a la semi-transparencia de la muestra estudiada, lo que permite
determinar el coeficiente de absorción óptica de la muestra. También hemos aplicado los
métodos  desarrollados  al  estudio  de  la  conductividad  térmica  de  nanocompositos
poliméricos basados en nanofibras de carbono magnetizadas. Además, hemos utilizado
termografía pulsada, con haz enfocado, con el fin de estudiar las difusividades térmicas
principales en sólidos anisotrópicos, hemos mostrado que el método propuesto es válido
xiii
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para  muestras  semi-transparentes,  opacas,  térmicamente  delgadas  y/o  térmicamente
gruesas. Por otra parte, hemos usado termografía lock-in (modulada) para estudiar el
espesor de grietas infinitas verticales en sólidos semi-infinitos opacos. Adicionalmente,
se ha mostrado que la termografía lock-in puede ser utilizada para estudiar la geometría
de grietas verticales finitas y semi-infinitas. Sin embargo, aún cuando este método da
resultados precisos, también hemos estudiado el espesor de grietas infinitas verticales
utilizando termografía  pulsada con haz enfocado con el  fin  de reducir  el  tiempo de
medida, manteniendo suficiente precisión en la determinación del espesor de las grietas.
xiv
Introduction
The discovery of infrared radiation in   by Sir F. W. Herschel attracted the
attention of several scientists since it showed that there are other kinds of light that
remain invisible to the naked eye. However, a century after Herschel's discovery, the
physical principles of infrared radiation were established, when Max Planck published
his blackbody radiation theory. Nowadays, Planck's theory is very important not only
because  its  publication  date  is  considered  as  the  birth  of  quantum physics,  but  in
particular,  for  thermography  science,  since  Planck's  law  represents  the  physical
principles  that  relate  infrared  thermography  to  the  measurement  of  a  real  object's
surface temperature.
This  thesis  is  focused  on  the  development  of  robust  infrared  thermography
applications for the study of thermal transport properties of solids, as well as on the
characterization  of  vertical  cracks.  In  order  to  make it  more  comprehensible  to  the
reader, it is presented in two Parts. Part I covers the first six Chapters and is devoted to
the  study  of  thermophysical  properties  in  solids  (which  can  be  semitransparent  or
opaque, thin or thick, poor or good thermal conductors), and several heat conduction
models,  corresponding  to  the  different  pulsed  thermography  setups  proposed,  are
solved.  On  the  other  hand,  Part  II  covers  the  next  three  Chapters,  which  present
applications  of  lock-in  thermography  and  pulsed  laser  spot  thermography  to  the
characterization of vertical cracks in opaque solids.
The  first  Chapter  gives  a  brief,  but  concise  introduction  to  the  fundamental
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concepts of infrared thermography since the discovery of infrared radiation in the XIXth
century to the development of modern infrared cameras a few decades ago. Modulated
or  lock-in  thermography,  which  consists  in  heating  periodically  a  sample  with  an
intensity modulated light beam and at the same time recording its surface temperature
variation is presented as a powerful non-invasive non-destructive technique for studying
thermal properties and for the characterization of buried defects or delaminations in
solids.  The  principles  of  the  lock-in  realization  procedure  for  infrared  cameras  is
exposed.  Moreover,  the  well-known  flash  method,  in  both  rear-face  and  front-face
configurations,  is  reviewed  in  order  to  show  its  advantages  and  disadvantages  for
studying  the  thermal  properties  in  opaque  solids.  Its  applicability,  as  a  novel  non-
destructive testing technique, for the detection of subsurface defects and delaminations
in solids is also presented.
In  Chapter  2,  the  experimental  setups  used  for  lock-in  and  pulsed
thermographies are presented. Two variants are examined for pulsed thermography: flat
illumination and focused illumination. In subsequent Chapters, the applications of those
configurations are discussed for the characterization of vertical cracks and for studying
thermophysical  properties  in  solids.  Moreover,  a  lock-in  thermography  setup  is
introduced  that  is  applicable  for  the  characterization  of  vertical  cracks  with  good
accuracy, as studied in Chapters 7 and 8.
An  extension  of  the  front-face  flash  method  to  retrieve  simultaneously  the
thermal diffusivity and the optical absorption coefficient of semitransparent plates is
presented in Chapter 3. A complete theoretical model that allows calculating the front
surface temperature rise of the sample is developed. It takes into consideration  multiple
reflections of the heating light beam inside the sample, heat losses by convection and
radiation,  transparency  of  the  sample  to  the  exciting  wavelength  and  to  infrared
wavelengths, and heating pulse duration. Measurements performed on calibrated solids,
covering  a  wide  range  of  absorption  coefficients  (from transparent  to  opaque)  and
thermal  diffusivities,  validate  the  proposed  method.  Good  agreement  between  the
retrieved values and literature is found.
In  Chapter  4,  a  heat  conduction  study on  polyester  resin  based  composites;
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loaded with carbon nanofibers decorated with magnetite nanoparticles in several volume
concentrations covering from   to   and oriented applying a constant magnetic
field before polymerization, was performed along the direction of the alignment of the
fibers, by measuring the in-depth thermal diffusivity and the thermal effusivity using the
laser  flash  method  in  the  front-face  configuration.  For  the  maximum  volume
concentration of aligned nanofibers along the thickness of the sample, an improvement
of   of the thermal conductivity above the thermal conductivity of the polyester
resin was observed. In contrast, the increase of the thermal conductivity was only of
 above the value of the polyester  matrix  for  samples with non-oriented carbon
nanofibers. The effects of the magnetized carbon nanofibers and their orientation on the
effective  thermal  conductivity  of  the  composites  were  analyzed  using  a  simple
theoretical model based on the interaction direct derivative, which takes into account the
thermal mismatch between the matrix and the fillers, as well as the aspect ratio of the
embedded fibers.
The  flash  method  is  the  most  recognized  procedure  to  measure  the  thermal
diffusivity of free-standing opaque plates. However, it fails to simultaneously obtain the
thermal diffusivity and thermal effusivity (or thermal conductivity), which are required
to completely characterize the thermal properties of a material. This failure is due to the
difficulty of knowing the total energy absorbed by the sample surface after the light
pulse.  Thus,  in  Chapter  5,  it  is  proposed  to  use  the  flash  method  in  the  front-face
configuration on a two-layer system consisting on the unknown plate and a liquid of
known  thermal  properties,  in  order  to  overcome  this  failure  of  the  classical  flash
method. It is proven that the surface temperature is sensitive to the thermal mismatch
between the plate and the fluid, which is governed by their thermal effusivity ratio. In
order to verify the validity of the method and to establish its application limits flash
measurements are performed, using a pulsed laser and an infrared camera, on a set of
calibrated materials (metals, alloys, ceramics and polymers) covering a wide range of
thermal transport properties. The obtained results confirm the ability of the proposed
configuration of the flash method to simultaneously retrieve the thermal diffusivity and
thermal effusivity in a fast manner in samples whose effusivities are lower than three
xvii
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times the thermal effusivity of the liquid used as backing fluid.
Chapter 6 presents an extension of the flash method to retrieve simultaneously
the principal in-plane and the in-depth thermal diffusivities of anisotropic solids using
focused Gaussian  illumination.  A complete  theoretical  model  allows  calculating  the
temperature rise of an anisotropic and semitransparent sample. The surface temperature
distribution  has  a  Gaussian  shape  along  the  principal  axes,  whose  radii  give  the
principal in-plane thermal diffusivities. On the other hand, the time evolution of the
spatially averaged surface temperature gives the principal in-depth thermal diffusivity.
Pulsed infrared thermography measurements performed on opaque and semitransparent
samples,  covering  a  wide  range  of  thermal  diffusivities,  validate  the  method.  It  is
especially  suited  to  characterize the principal  components  of  the thermal  diffusivity
tensor of anisotropic plates from a single and fast measurement.
Early detection of cracks is a challenging task to prevent failures in working
structures. In the last decades the flying spot method, based on heating the sample with
a moving laser spot and detecting the surface temperature with an infrared detector, has
been developed to detect cracks in a fast manner. The aim of Chapter 7 is to measure the
width  of  an  infinite  vertical  crack  using  lock-in  thermography.  A semi-analytical
solution  for  the  surface  temperature  of  a  sample  containing  such a  crack  when the
surface is illuminated by a modulated laser beam focused at a fixed spot close to the
crack is obtained. Measurements on glassy carbon and AISI-304 stainless steel samples
containing calibrated cracks are performed using an infrared camera. A least square fit
of the amplitude and phase of the surface temperature is used to retrieve the thickness of
the  crack.  Very  good  agreement  between  the  nominal  and  retrieved  thicknesses  of
fissures is found, even for widths down to  m, confirming the validity of the model.
The purpose of Chapter 8 is to characterize vertical  cracks of finite size and
arbitrary  shape  using  optically  excited  lock-in  thermography. The  direct  problem is
solved,  which  consists  of  calculating  the  surface  temperature  distribution  when  the
shape, size and width of the vertical crack are known. In order to do this, a new method
based on discontinuous finite elements is proposed, which allows to deal even with very
xviii
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narrow cracks, for which classical finite element methods fail. The surface temperature
of AISI-304 stainless steel samples containing semi-infinite cracks and illuminated with
a laser beam focused close to the crack has been measured using a lock-in thermography
setup. A least square fit of the amplitude and phase of the surface temperature is used to
retrieve the width and depth of the semi-infinite crack. Very good agreement between
the nominal and retrieved values of both parameters is found, confirming the validity of
the model.
In Chapter  7,  a  lock  in  thermography setup  with  focused laser  excitation  to
characterize the width of infinite vertical cracks accurately is studied. As this method is
very time consuming, in Chapter 9 an alternative method to measure the width of an
infinite  vertical  crack  using pulsed laser  spot  infrared  thermography is  proposed.  A
semi-analytical solution for the surface temperature of a sample containing such a crack
when the surface is illuminated by a pulsed Gaussian laser spot close to the crack is
obtained. Measurements of the surface temperature on samples containing calibrated
cracks have been performed using an infrared camera. A least square fit of the surface
temperature is used to retrieve the thickness of the crack. Very good agreement between
the nominal and retrieved thickness of fissure is found, even for widths down to  m,
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Chapter 1. Infrared thermography for
non-destructive testing and evaluation
1.1 Principles of Infrared (IR) radiation
There exists a key experiment, which showed that there is light invisible to the
naked eye, that is, the electromagnetic spectrum is wider than just the visible range.
This  experiment  was  performed  in   by  Sir  Friedrich  Wilhelm Herschel  and  it
consisted  in  measuring  the  temperature  of  the  different  colors.  In  order  to  do  this,
Herschel used a glass prism to separate the Sun’s light into its different wavelength
components (the rainbow’s colors as thought at that time) and placed thermometers to
measure the temperature of various colors in the split spectrum, see Figure 1.1. The
famous astronomer found that the temperature increases from blue to red, so he decided
to place an extra thermometer just beyond the red color, where apparently no sunlight
falls to it, but to his surprise the measured temperature was higher than the obtained for
the visible spectrum, thus he concluded that there must be another type of light beyond
the red, such that, it is invisible to our naked eye. Herschel named that light as “invisible
thermo-metrical spectrum”. Nowadays it is commonly called “infrared radiation” [1,2].
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Figure 1.1: Scheme of the Herschel's experiment for measuring the thermal radiation of the Sun's split
spectrum, which allowed the discovery of IR radiation.
The  electromagnetic  radiation  emitted  by  a  body  as  a  consequence  of  its
temperature T is called “thermal radiation”. In thermal equilibrium, this radiation covers
the whole electromagnetic spectrum and the energy emitted at a wavelength  per unit
time, per unit area  is a universal function for black bodies. A “blackbody” is a
surface that can absorb all the radiation that falls on it and also has the ability to emit the
same amount of radiation absorbed (Kirchhoff's law).
During  the  XIX century  many scientists  contributed  to  the  understanding of
thermal  radiation,  but  it  was  Max  Planck  who  set  the  physical  principles  of  this
phenomenon. In  he proposed a theory of black body radiation, which is valid for
both the short wavelength limit (Wien's law) and the long wavelength limit (Rayleigh-
Jeans law).
The power  per  unit  area  at  a  given wavelength  emitted  by  a  black  body or
“spectral radiant emittance” is given by Planck's law,
(1.1)
where   Js is the Planck constant,   ms-1 is the speed of
light  in  vacuum,   JK-1 is  the  Boltzmann  constant,   is  the
wavelength in m and the temperature  T is measured in K. Figure 1.2 shows typical
curves  of  the  spectral  radiant  emittance  at  different  temperatures,  obtained  from
numerical simulations of Equation (1.1). A log-log representation has been chosen for
clarity in the presentation,  also the visible range of the electromagnetic  spectrum is
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indicated.
Figure 1.2: Spectral radiant emittance of a black body at different temperatures. Several wavelengths are
covered.
It is worthwhile to mention that there is a wavelength   for which the
maximum radiant emittance is reached and this wavelength depends on the temperature
of the black body. This is called Wien's displacement law, it can be easily derived from
Equation (1.1) and is expressed as
(1.2)
In the limit of short wavelengths , Equation (1.1) becomes the well
known Wien's law,
(1.3)
On the other hand, for long wavelengths  , Planck's law retrieves
the so called Rayleigh-Jeans law,
(1.4)
Moreover, integrating Planck's law over all wavelengths ranging from zero to
infinity, the Stefan-Boltzmann law of radiation for black bodies can be deduced, which
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(1.5)
where  Wm-2K-4 is the Stefan-Boltzmann constant.
The theory of the blackbody radiation is very important, not only because it
established a landmark in the history  of physics, being Planck's law publication date
considered  as  the  born of  quantum physics  [3],  but  in  particular, for  thermography
science, since these equations represent the physical principles which relates infrared
thermography to the measurement of a real object's surface temperature.
Even when real bodies do not completely follow Planck's radiation law, their
radiative properties are described in relation with the corresponding ones of a perfect
blackbody. In this way, let E be the total power emitted by an object surface at a given
temperature,  and  Eb the  total  power  emitted  by  a  blackbody  surface  at  the  same
temperature. The ratio between this two quantities is called the total emissivity ( ),
(1.6)
which is  a measure of the efficiency of a real body to emit  thermal radiation,  with
respect to a perfect blackbody at the same temperature. Thus, the emissivity is a real
number between  and . Nevertheless, the emissivity of a surface is a function of the
observation angle , wavelength , temperature T and even time t [2].
Table 1.1: Classification of physical bodies by their radiative properties.
black body 1.0 1.0
non-black body




dissipative body --- constant
A simple classification of physical bodies according to their emissivity is shown
in Table 1.1. We have ignored changes in emissivity with time, since they only manifest
ultrafast thermal phenomena. In general, when working with infrared cameras, we can
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consider objects as gray bodies, since the spectral range of IR cameras is limited (see
Section 1.2). However, some objects may act as dissipative ones, like glass [2,4].
1.2 Thermal imaging with IR cameras
Infrared  thermography  (IRT)  is  a  young  non-destructive  testing  (NDT)
technique, which was introduced a few decades ago and keeps attracting the attention of
both  industrial  and  scientific  branches,  because  of  its  versatility  for  diagnostics,
monitoring, measurement of thermal maps on the surface of bodies and because it is, in
general, a non-invasive technique.
Practical applications involving infrared technology date from the XIX century.
However, it  was  until  the  s  when many ideas  of  IR applications  emerged:  for
detection  of  icebergs,  monitoring  forest  fires,  analysis  of  hot  rolled  metals,  etc.
Moreover, in , Vernotte pioneered the idea of the measurement of thermophysical
properties  in  single-sided materials  and he  also  introduced  the  notion  of  a  thermal
transport property, which is known as thermal effusivity nowadays. Nevertheless, it was
not  until   when  Hardy  achieved  the  first  single-sided,  non-contact  thermal
characterization by pulsed infrared radiometry; the experiment consisted in measuring
the thermal effusivity of the living skin of the forehead of a patient. This work, along
with that of J.W. Parker, of the non-contact, double sided, rear-face measurement of
thermal  diffusivity  by  active  IR pulsed  radiometry  as  well  as  that  of  Cowan  using
modulated heating radiometry, are considered as the milestone works paving the way
for active infrared thermography for non-destructive testing and evaluation (NDT&E)
[5,6].
In the s, the interest in infrared thermography for NDT&E grew because of
the  space  race  and  IRT attracted  the  attention  of  researchers  for  the  inspection  of
aerospace materials. However, by the end of the s, the NDT studies performed with
IRT were practically qualitative and hence IRT was hardly competitive with other non-
destructive tests. However, since those days, a new level on the understanding of IRT
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has been achieved after the wider use of heat conduction theory, the introduction of
inverse problems for NDT&E, the implementation of efficient numerical algorithms, as
well  as  extensions  of  IRT  to  several  fields  such  as,  civil  engineering,  medicine,
maintenance,  environment,  thermo-fluid  dynamics,  conservation  of  cultural  heritage,
among many others [5–7].
A useful classification of IRT is shown in Figure 1.3. Notice the vast possible
configurations available for this kind of imaging [6,8]. However, in this work, we have
studied just a few of all the possible combinations for active thermography, as indicated
by green letters in Figure 1.3.
Figure  1.3: A  useful  classification  of  infrared  thermography.  The  letters  in  green  indicate  the
configurations studied in this work.
Thermal imaging or IRT consists in sensing the IR emission of a body and use of
this information to build a visible image of its surface temperature field. An infrared
camera is the typical device which allows to do this kind of imaging. The principal
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detectors, electronic and software management for the images.
In  the  following  sub-sections  we  present  a  brief  description  of  the  main
components of an IR camera, as well as some elementary concepts in IR thermography
to be taken into account for accurate measurements with an IR camera.
1.2.1 Atmospheric windows
Under typical  measurement  conditions,  we have an object in front  of the IR
camera,  and the atmosphere is  between them.  It  is  well  known that the atmosphere
attenuates the light (radiation) due to absorption by the gases and also due to Rayleigh
scattering  with  suspended  particles.  Moreover,  this  attenuation  depends  on  the
wavelength of the radiation [2,9]. Thus, not all the radiation emitted by the studied body
will  reach  the  IR  camera  because  of  the  atmospheric  absorption  through  the  IR
spectrum, as shown in Figure 1.4.
Figure 1.4: Transmittance IR spectrum of the atmosphere.  Typical  atmospheric windows used in  IR
cameras are indicated with blue lines.
Typically,  three  atmospheric  windows  (range  of  IR  wavelengths  with  high
transmittance) are used in IR cameras: covering from  to about   m is the short-
wave (SW) window; from  to about  m, the mid-wave (MW) window and from 
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to about   m is the long-wave (LW) window. These LW windows are particularly
useful where strong atmospheric attenuation is involved, since atmosphere behaves as a
high-pass  filter  for  wavelengths  larger  than   m.  On the  other  hand,  mid-wave
windows (  m) in combination with highly sensitive detectors, have proven to be
very useful for research, development and military applications [2,8].
1.2.2 IR detectors
IR detectors can be classified as: single detectors, linear and focal plane array
(FPA) detectors, based on the detector's construction in an IR camera.
Nowadays, IR cameras are mostly provided with FPA detectors, which consists
of a two-dimensional pixel matrix, being each pixel a detector of micrometer size. In
this kind of cameras, there are no mechanical scanning devices, but the matrix looks at
an object by the camera optics, as depicted in Figure 1.5. For example, a typical infrared
image  (thermogram)  of  size   has   individual  detectors  (pixels).
Moreover,  in  modern  infrared  systems,  it  is  possible  to  record  several  hundreds  of
thermograms per second.
Figure 1.5: Diagram of the acquisition of an IR thermal image by a focal plane array of detectors.
On the other hand, there are several kinds of commercial IR detectors available
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microbolometer (thermal) detectors and intrinsic (photon) detectors [2,12].
Microbolometer type detectors are widely used in IR cameras because they do
not  require  cooling  (in  general),  which  allows  compact  camera  designs  and
consequently relatively low production costs.  FPA detectors can be manufactured of
metals or semiconductor materials and they operate by the bolometer effect, i.e., the
incident  radiation  changes  the  electrical  resistance  of  the  bulk  material  (bolometric
detector). Microbolometers have a flat response curve as a function of wavelength (see
Figure  1.6).  However,  one  of  their  main  drawbacks  consists  in  their  relatively  low
detectivity,  which  is  the  main  parameter  characterizing  normalized  signal  to  noise
performance  of  detectors,  as  shown  in  Figure  1.6.  Moreover,  they  have  very  slow
response time, which is about  ms [2,11].
Figure 1.6: Detectivity (D) curves for different detector materials. Bolometer detectivity is flat, while it
has strong dependence with wavelength for photon detectors.
Intrinsic detectors operate on the basis of an intrinsic photopyroelectric effect.
When these kind of materials are at room temperature, there are some electrons in the
conduction  band,  while  most  of  them  are  in  the  valence  band.  However,  this
configuration  can  not  be  useful  for  detection  of  IR radiation,  because  the  electrons
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already present in the conduction band can carry an electrical current.
Nevertheless, when the material is cooled at a certain operating temperature (
K for InSb detectors), the thermal energy is low enough so that all the electrons are
found in the valence band, as shown in Figure 1.7a. Under this condition, if the material
is exposed to IR radiation and the incident photons have enough energy, the electrons in
the valence band can be stimulated to move to the conduction band, as shown in Figure
1.7b. In this way, the material can carry a photocurrent which is proportional to the
incident IR radiation beam. Thus, it can be used as an IR detector as long as the incident
photon  energy  (inverse  wavelength)  is  sufficient  to  overcome the  band  gap  energy
.
The  band  gap  energy  is  related  to  a  certain  cutoff  wavelength  (inversely).
Accordingly, for detectors in SW or MW windows, the band gap is  higher than for
detectors in LW windows. Consequently, the operating temperatures are lower for LW
detectors than for SW or MW ones [11].
Figure  1.7: Operating  principle  of  quantum  detectors.  (a)  cooled  material  detector  at  its  operating
temperature and (b) effect of the IR radiation incident on the cooled material. The electron on the valence
band move to the conduction band.
It  is  important  to  remark  that  cooling  this  kind  of  detectors  to  cryogenic








1.2 Thermal imaging with IR cameras
1.6). Moreover, these detectors respond very quickly to temperature changes, having a
time constant of about   ms. Thus, intrinsic detectors are quite good for studying fast
transient  thermal  phenomena  and  they  are  used  with  great  success  in  ultrafast
thermography. However, the detectivity must be taken into account, when selecting a
photon detector for certain application, since it has a strong dependence on wavelength
as shown in Figure 1.5 [2,13].
1.2.3 Cooling methods
The first cooling system developed for infrared detectors consist of a detector
attached to a Dewar flask filled with liquid nitrogen, which allows to keep the detector
at a low and stable temperature (about   K) during the time that it takes the liquid
nitrogen to evaporate, limiting the versatility of this very stable system [14].
Figure 1.8: Scheme of the Stirling cooling method. The detector is in contact with the cold finger in order
to obtain efficient heat conduction.
In   a Peltier based cooling system for a commercial IR camera (Agema,
FLIR systems) was introduced. The operation principle consists of a DC current forced
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place to a hot side and a cold one. The hot side is connected to the heat sink and the cold
side to the detector [12].
For applications requiring the highest possible sensitivity, an electrical solution
to the cryogenic cooling problem has been proposed, the so-called Stirling cooling. In
this case, the Stirling motor removes the heat from the cold finger, cooling the detector
attached to the cold side, as shown in Figure 1.8. On the other hand, the removed heat is
dissipated at the warm side. Even though this cooling method has low efficiency, it is
enough for cooling the detector of an IR camera. Moreover, in recent decades, the life
time of a Stirling cooler has been increased to more than  hours, which is good for
an IR camera [12,14].
1.2.4 Temperature resolution
The temperature sensitivity of an IR camera is one of the typical parameters to
take into consideration when performing thermographic measurements. The temperature
resolution is  also known as noise equivalent  temperature difference (NETD),  which
measures the temperature of an object with respect to the ambient that generates a signal
equal to the noise level. NETD is usually determined by observation of the area of an
technical black body whose temperature is close to that of the background [2,8,12,15].
1.2.5 Spatial resolution
The field of view (FOV) of an IR camera determines the total observation area
'seen' by the detector, at a given distance of the object to the camera optics (see Figure
1.9).
On the other hand, the instantaneous field of view (IFOV) determines the FOV
of a single detector (pixel) in an array (FPA). Thus, it is the area that a single pixel 'sees'
from the camera optics, as shown in Figure 1.9. In technical data it is referred to as the
spatial resolution of the IR camera [2].
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Figure 1.9: Field of view (FOV) and spatial resolution (IFOV) of an IR camera determined by its lens
and FPA configuration.
1.2.6 Non-uniformity correction (NUC)
One of  the  most  important  functions  of  the  IR camera  software  is  the  non-
uniformity correction (NUC) of the detector FPA. This correction refines the accuracy
of  the  temperature  measurements,  since  it  normalizes  the  gains  and  offsets  of  the
individual detectors in the FPA in such a way that all of them have the same electronic
characteristics [2,8].
1.3 Lock-in thermography for non-destructive testing and evaluation
Lock-in  thermography  (LIT)  or  modulated  thermography  consists  in  heating
periodically a sample with an intensity modulated light beam and at the same time, to
record the temperature variation on its surface with the help of infrared detectors while
decomposing the signal with a lock-in amplifier to obtain the amplitude and phase of the
modulation. This technique is highly advantageous when we have to extract signal from
statistical noise. However, it requires that the excitation source allows to be amplitude-
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The lock-in realization for thermography was first described by Carlomagno and
Berardi in , but it was the work presented by Busse et al in , which inspired
AGEMA (now FLIR systems) to create the first lock-in IR camera. This technological
advance encouraged the fast development of infrared thermography for non-destructive
testing during the last decades. In particular, lock-in thermography has been widely used
for characterization of the thermal transport properties in bulk solids, as well as for the
detection of delaminations and/or sub-surface defects in opaque solids [7,16,17].
1.3.1 Periodic heat conduction in bulk solids
Heat conduction in bulk solids is described by the heat diffusion equation. In the
range of validity of Fourier's law, it establishes that for a point ( ) in the material the net
heat conduction rate in a volume element plus the heat generated inside that volume
equals the net rate of change of the thermal energy stored at that point in the material.
For a linear, isotropic and homogeneous material, it can be expressed as,
(1.7)
where   is the thermal conductivity measured in Wm-1K-1, which is a measure of the
facility for heat conduction inside the material;  is the thermal diffusivity
of the material in m2s-1, which indicates the rate at which the heat is distributed into the
sample;   is the density of the material (kgm-3) and  is the specific heat capacity at
constant pressure (Jkg-1K-1), which is a measure of the energy per unit mass required to
increase,  in  one  unit,  the  temperature  of  the  material.  Additionally,   is  the
temperature  field  in  K;   is  a  function  related  to  the  internal  heat  generation
measured in Wm-3K2 and t is the time (s). In the case that no internal heat is generated,
Eq. 1.7 turns into the so-called Fourier equation [18,19].
In this section we consider the case of a semi-infinite sample (see Figure 1.10)
with one surface completely illuminated by a periodic flat light beam, modulated at a
frequency  (Hz). The material is such that all light is optically absorbed and converted
into heat at the surface of the sample.
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Figure 1.10: Semi-infinite sample periodically heated at its surface by a flat light beam. One dimensional
heat conduction is considered.
In this case, one-dimensional heat conduction takes place in the sample along
the  -direction  and it  can  be modeled  as  a  boundary  value  problem using  the  heat
diffusion equation (see Equation (1.7))  with a  modulated heat  source at  the surface
 as the boundary condition:
(1.8a)
(1.8b)
where the incident heat flux is the real part of the right hand side of Equation (1.8b).
The temperature field   can be expressed as a linear combination of the room
temperature  ;  a  time  independent  temperature   due  to  the  
contribution of the incident heat flux and an oscillating temperature  which is
a consequence of the oscillating component of the heat flux . However,
in  actual  lock-in  experiments,  we  are  interested  in  the  oscillating  part  of  the
temperature,  since   is  a  constant  after  the  transient  response  and it  is
usually subtracted from the retrieved temperature signal. Thus, we restrict our analysis
to the oscillating part of the temperature. Under this condition, the heat flux is separated
in space and time , so we can use the separation of variables technique
to  express  the  oscillating  temperature  as  .  Substituting  this
expression into Equation (1.8a) and rearranging we obtain
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(1.9)
where , being  the imaginary unit and  is the angular modulation
frequency  (rad  s-1).  Equation  (1.9)  in  combination  with  the  oscillating  boundary
condition gives the temperature field as,
(1.10)
where   is the thermal effusivity (Ws1/2m-2K-1) of the solid and it measures
the ability of the material to exchange heat with its surroundings; it is a surface property.
The thermal diffusion length  is the reciprocal real part of q and this
is an indicator of the penetration of the temperature field inside the sample. Notice that
for a given material of thermal diffusivity , the smaller the modulation frequency, the
larger  the  penetration  of  the  temperature  field  inside  the  sample  and  for  a  fixed
modulation frequency, the higher the thermal diffusivity of the material, the deeper the
penetration of the thermal field into the sample. Moreover, it is worthwhile to mention
that the temperature field at   is   of that at the illuminated surface ( )
[7,8,18].
On the other hand, it is well known that flat modulated heating on a semi-infinite
sample does not allow to retrieve any thermo-physical property of the material, but it
has been successfully applied in non-destructive testing for the detection of sub-surface
defects  [20–23].  Additionally, it  serves as an illustrative example to introduce some
basic concepts in modulated heat  conduction,  which is  the physical  basis  of lock-in
thermography.
1.3.2 The lock-in process in thermography
The aim of the lock-in process is to evaluate the oscillating part of the detected
signal.  Since  the  s,  several  algorithms  have  been  developed  to  adapt  the
conventional lock-in procedures to IR thermography, some of them were reviewed by
Krapez  , who studied the performance of four different LIT algorithms: standard
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lock-in correlation,  -bucket method, variance method and the least squares method.
However,  in  this  work,  we  restrict  ourselves  to  the  study  of  the  standard  lock-in
correlation because the IR camera used in the experiments (FLIR SC- ) performs
the lock-in process with this algorithm [15,24].
A mathematical  description  of  the  lock-in  correlation  output  signal   after
averaging over a well-defined integration time  can be expressed as
(1.11)
where,   is the detected signal and   is the correlation or weighting function.
Nevertheless, the digital lock-in correlation uses an analog to digital-converter (ADC),
so the acquired signal is digitized into a series of data  and the correlation function is
replaced by a set of numbers called the weighting factors . Hence, the digital lock-in
correlation procedure consists in averaging the product between the measured values 
and the weighting factors   over all the measured events   during a lock-in period.
This is  similar to  the mathematical  formulation presented in Equation (1.11),  but in
discrete variable:
(1.12)
In  most  lock-in  thermography  systems,  the  weighting  factors  are  values
calculated  from a  harmonic  function.  Thus,  if  this  function  is  symmetric  and  it  is
evaluated over a full period, then the summation over all the picked values of   is
zero, which suppress all DC (direct current) contribution to the output signal  [24].
When  doing  the  measurements,  the  sampling  frequency  (rate  of  digitizing
events) and the lock-in frequency might not be synchronized (asynchronous correlation)
due to technical limitations or by experimental requirements. Asynchronous correlation
gives rise to the so-called “undersampling” technique, which makes possible that the
sampling frequency can be lower than the lock-in frequency. However, in this technique
there  are  some  “forbidden”  lock-in  frequencies  because  of  the  Nyquist-Shannon
sampling theorem, which states that at least two samples per period are necessary for
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detecting  a  certain  frequency. Moreover, due  to  the  fact  that  usually  an  incomplete
number of lock-in periods is performed, the DC suppression will not be as good as the
one obtained from a synchronous lock-in correlation, in which the lock-in and sampling
frequencies are synchronized. Additionally, the latter does not allow undersampling, so
we  do  not  have  to  worry  about  forbidden  frequencies  when  working  with  this
configuration.
For simplicity in the presentation, we consider a fixed number of samples  per
lock-in  period  and  we  average  the  measurement  over   lock-in  periods  in  a
synchronous lock-in correlation, so that the weighting factors are the same in each lock-
in period and the digital lock-in correlation can be written as
(1.13)
In modern IR cameras,  the digital  lock-in process is  performed using a two-
channel  correlation.  This  means  that  there  is  a  set  of  weighting  factors   which
approximates the sine function and another one which approximates the cosine function.
Moreover, the lock-in correlation can be performed during the measurement (on-line or
standard lock-in correlation) or with all the data stored after the measurement (off-line
correlation). In this work, we only consider the standard lock-in correlation which is the
one used by our IR camera.
Figure  1.11: Diagram  of  the  principle  of  lock-in  correlation  procedure  employed  in  camera-based
systems.
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Figure 1.11 shows a diagram of the lock-in process as performed with an IR
camera: A modulated heat source of intensity  is applied to a sample and the heating
process is monitored with an IR camera which records data at a fixed frequency , so
that each frame (image)  is delayed by  with respect to the previous one.
The  lock-in  correlation  is  performed  twice  in  parallel  using  the  weighting  factors
 and , in combination with the acquired frames  to
obtain the so-called in-phase signal  and quadrature signal , respectively. From
these signals, the amplitude   and phase   thermograms (images) can be calculated
[15,25].
1.3.3 Noise reduction with LIT
In lock-in thermography, the phase-independent amplitude signal  is used to
give a measure of the system's noise level. In order to do this, we record a steady-state
scene, for example, a blackbody at room temperature, in the lock-in mode and average
the amplitude over a certain region. Since the image will be dominated by the system's
noise, we obtain a measure of the mean amplitude noise of the system:
(1.14)
where the NETD is the noise equivalent temperature difference, which is an intrinsic
property  of  the  camera  (see  Section  1.2.4)  and  the  total  number  of  images
 is given by the number of frames   per lock-in period
and the number of evaluated periods  , being   the modulation
frequency and  the total acquisition time [15].
In the case of an IR camera with a NETD of  mK, an acquisition rate (frame
frequency) of   Hz and recording data during 1 min, a total of   images are
obtained from the lock-in process, reducing the noise level to   mK according to
Equation (1.14). It is important to mention that increasing the number of images also
increases the acquisition time, so a compromise between the acquisition time and noise
level is established.
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1.4 Pulsed thermography for non-destructive testing and evaluation
Pulsed thermography (PT) consists in heating the surface of a sample by a brief
(a few ms) heat pulse of high power (several kW) and monitoring the cooling process of
the heated surface using IR detectors or IR cameras. The heating source can be a pulsed
laser  or  a  photographic  flash-lamp.  This  technique  is  fast,  versatile  and  easy  to
implement,  since  it  only  requires  the  heating  source,  an  IR  detector  and  a
synchronization system between the heating pulse and the data acquisition software.
Moreover, the processing algorithms available for PT allows to reduce the effects of
non-uniform  heating,  emissivity  variations,  environmental  reflections  and  surface
geometry during the measurements. However, the processing techniques available for
PT are more complex when compared with a lock-in correlation [8]. Two applications
of PT are very common in NDT&E: detection of sub-surface defects in opaque solids
and  measurement  of  the  thermal  transport  properties  of  solids.  The  following  sub-
sections present a brief description of those applications.
1.4.1 Detection of defects in opaque solids
Figure 1.12: (a) Solid specimen containing a buried defect illuminated at its surface  with a Dirac-
like pulse and (b) temperature evolution of the heated surface from a point  far from the internal
defect and from a point  contained in the region of the buried defect.
One of the main uses of pulsed thermography in non-destructive evaluation is to
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service. Furthermore, it is reported that in  of the applications the main interest is
only  to  detect  sub-surface  defects  on  a  go/non-go  basis.  Accordingly,  several
methodologies  have  been  developed  which  allow to  detect  the  presence  of  internal
defects in samples by only monitoring the surface temperature evolution after a brief
heating pulse [8,26–28].
Studying the heat conduction on an opaque semi-infinite sample, whose surface
is illuminated by a brief light pulse,  as shown in Figure 1.12a (without the internal
defect) is a simple way to understand how is possible to monitor sub-surface defects via
IRT and how to estimate their depth inside the sample. Considering ideal conditions,
i.e., no heat losses to the surroundings and a Dirac-like pulse, we can write a boundary
value problem to describe the phenomenon:
(1.15a)
(1.15b)
where  (Jm-2) is the energy per unit area of the heating pulse,  is the Dirac's delta
function,  and  are the thermal conductivity and thermal diffusivity of the material,
respectively.  This  problem  can  be  solved  analytically  and  the  evolution  of  the
temperature rise  after the heating pulse  can be expressed as
(1.16)
where  is the thermal effusivity of the material and  is the thermal diffusion
length, which is a measure of the depth at which the heat has been diffused into the
sample  at  time  .  The cooling  of  the  heated  surface  after  the  heating  pulse  can  be
obtained from an IR measurement by plotting the temperature evolution  of a
pixel (1) in the thermograms as presented in Figure 1.12b (black curve) and it follows a
 decaying  process  according  to  Equation  (1.16).  However,  when  the  studied
sample contains an internal defect (see Figure 1.12a), the predicted cooling behavior
deviates  from  Equation  (1.16)  and  the  defect  can  be  detected  in  the  temperature
evolution  of a pixel (2) as shown in Figure 1.12b (red curve). It is important
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to  mention  that,  studying  the  temperature  evolution  at  ,  a  time   is
required to detect a defect located at a depth  inside the sample. However, at this time,
the temperature signal goes like , hence, the detectable defects should be near
to the surface  because the temperature signal will be lower as the defect is deeper
[8,18].
Although  the  treatment  presented  in  this  sub-section  is  only  a  bare
approximation of the really complicated 3D heat conduction problem shown in Figure
1.12a, several processing techniques such as thermographic signal reconstruction (TSR)
or  pulsed  phase  thermography  (PPT)  among  others,  have  been  based  on  this
simplification to perform qualitative detection of buried defects in opaque solids  [28–
33].
1.4.2 Measurement of thermal diffusivity in opaque solids
The flash method is extensively used for determination of the thermal diffusivity
in solids all over the world and in the last decades, several improvements have been
implemented  in  this  methodology. It  consists  in  heating  up  the  front  surface  of  an
opaque sample of thickness , as shown in Figure 1.13a, with a brief light pulse and to
monitor the cooling process with an IR detector or camera.  This monitoring can be
performed on the rear surface (non-illuminated, ) or on the front surface (heated
side, ) of the sample, giving rise to two configurations of the method: the classical
configuration or Parker's method and the front-face configuration, respectively [34,35].
In Parker's method, the temperature evolution of the surface  is monitored
by an IR detector and the instant of time  at which the temperature rises to half of its
maximum is used to identify the thermal diffusivity  of the material. The temperature
evolution at this surface can be calculated by solving the boundary value problem given
in Equation (1.15) with an extra boundary condition, which is that the heat flux at the
rear surface is zero. Evaluating this temperature at the half value of its maximum, the
corresponding time can be obtained as [34]
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(1.17)
A typical temperature evolution curve obtained in the classical configuration of
the flash method is presented in Figure 1.13b (black curve), in which red lines indicate
the half temperature rise (horizontal line) and its corresponding time (vertical line). The
value of  is calculated from Equation (1.17).
Figure 1.13: (a) Flat slab of thickness  illuminated by a brief light pulse, the IR radiation coming out
from both surfaces is shown (gray rays). (b) Temperature evolution of the sample's rear-face used in the
Parker's  method  and  (c)  front-face  temperature  evolution  as  used  for  identification  of  the  thermal
diffusivity.
On  the  other  hand,  the  front-face  configuration  became  an  attractive
methodology  since  the  s,  probably  because  of  its  technical  requirements:  fast
sampling frequencies of the detectors and need for non-contact temperature detection. It
consists in monitoring the temperature evolution of the surface  after the heating
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first part of the curve is a straight line of   slope and represents the semi-infinite
behavior,  i.e.,  the  heat  is  far  from reaching  the  rear  surface   of  the  sample.
However, for longer times the behavior is a horizontal line and there is a transition zone
which reminds of an “elbow” indicating that the heat has reached the rear surface of the
sample.  Those  lines  are  highlighted  in  red  in  Figure  1.13c  and  their  intersection
indicates a characteristic time  which is useful for the determination of the material's
thermal diffusivity as follows [35]
(1.18)
This expression can be obtained using the solution of the front-face temperature
by  equating  the  semi-infinite  regime  to  the  asymptotic  one  (longer  times).  It  is
important to say that  is not the time at which the heat reaches the rear surface of the
sample, as can be deduced from the definition of thermal diffusion length in Equation
(1.16).
These  methodologies  provide  fast  but  not  so  accurate  results  of  the  thermal
diffusivity of the material, since they do not take into account the presence of effects
like the heat losses to the surroundings or the finite duration of an actual pulsed source
among others. However, in recent decades, several contributions have been proposed to
increase the accuracy of those methods, some of which are presented and discussed in
part I of this thesis.
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2.1 Pulsed thermography setup with flat illumination
In  this  work,  we  have  used  pulsed  thermography  (PT)  in  the  front-face
configuration with plane illumination as a powerful tool for studying the “in-depth”
thermal diffusivity and the thermal effusivity of flat slabs, as described in chapters 3 and
4, respectively.
In Figure 2.1a a diagram of the experimental setup used for studying the thermal
diffusivity and thermal effusivity of solid slabs is shown: it consists of a pulsed Nd-
Glass laser (Quantel) at   nm with “flat-top” spatial profile and adjustable energy
(up to   J per pulse) used as the heating source. The beam is directed to the sample
surface through a gold-coated mirror and its repetition rate is   pulses per minute. In
order to assure one-dimensional heat conduction and to prevent lateral heat diffusion,
the laser beam is defocused with a   holographic diffuser, such that the spot covers
the whole sample surface. The infrared (IR) radiation emitted by the sample is recorded
with an IR camera (FLIR SC7500 working between  and  m). A coated Ge window
with high transmittance in the  m range is used to protect the camera lens. We
record images  at  frame rates  varying from   to   kHz,  depending on the thermal
diffusivity  and  thickness  of  the  studied  samples.  This  setup  can  be  used  for
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determination of the thermal diffusivity of bare slabs (Figure 2.1b), as well as for the
thermal effusivity and thermal diffusivity of a slab in contact with a semi-infinite fluid
layer, as shown in Figure 2.1c. In the latter case, a window with smaller surface than
that of the sample has been drilled into one wall of a metallic box, such that when it is
filled with a liquid, both the sample and the fluid will be in direct contact. The sample is
glued to the metallic box by applying a belt of molten silicone along the edges of the
sample, the silicone is easy to remove and prevents leakages of the fluid during the
measurements.
Figure 2.1: (a) Diagram of the PT setup used for studying the thermal diffusivity of (b) flat slabs and for
simultaneous determination of the thermal diffusivity and thermal effusivity of (c) a flat slab in contact
with a semi-infinite fluid layer.
The noise equivalent temperature difference (NETD) of our IR camera is about
 mK [36]. This value is obtained for a single pixel working with an integration time
of  ms at  °C. Figure 2.2a shows a thermogram (quarter frame,  pixels) of a
black cardboard   ms after the heating pulse. The left side of the thermogram (grey-
white color), corresponds to the sample, while the right side (black color) is a region
without sample. It is worth mentioning that the temperature detected by the IR camera is
not the real surface temperature rise of the sample, since neither its emissivity nor its IR
transparency are known. However, the “apparent” temperature rise  measured by the
IR detectors is proportional to the IR emission exiting the front surface of the sample.
In Figure 2.2b we show by red dots the average temperature evolution over the














2.1 Pulsed thermography setup with flat illumination
the noise of this signal is   mK, but it should be lesser because we are taking the
average over  pixels. Moreover, this “noise” is not randomly distributed as it must
be, but it has a systematic “wavy” shape with a constant period. It is important to say
that this wavy signal is not characteristic of IR cameras, but it appears in our camera
due to the back and forth movement of the Stirling motor's piston in the camera cooling
system.
Figure 2.2: (a) Thermogram of a black cardboard after   ms of the heating pulse: region  , inside the
sample, is delimited by a red rectangle and region , outside the sample, is represented by a purple one.
(b) Mean temperature evolution after the heating pulse: in region  (red), in region  (purple) and their
difference (green). The inset shows a zoomed region.
This problem is intrinsic to our camera and it could be really complicated to try
a home-made solution. Instead, we propose to suppress the “wavy” signal by taking
advantage of its periodic structure and hence reduce the signal noise below the nominal
value.  In  order  to  do  this,  we  propose  the  following  procedure:  we  average  the
temperature over a sample-free zone of the thermogram with the same area as that used
for  the  signal  (the  purple  rectangle  in  the  thermogram).  The  resulting  temperature
evolution is the purple “wavy” signal in Figure 2.2b. Finally, we take the difference
between those signals (labeled as   and   in Figure 2.2b, respectively). The resulting





































Chapter 2. Instrumentation used for pulsed and lock-in thermographies
observed in the inset, this corrected temperature shows random noise and its amplitude
is below  mK, which is less than the nominal noise amplitude, as expected. Therefore,
in the following, all data presented (collected as a function of time) will correspond to
wavy-corrected “apparent” temperature rise.
It  is  important  to  mention  that  in  some  cases  all  the  thermogram's  area  is
occupied by the sample to be studied, therefore we can no longer apply the presented
procedure to obtain a wavy-corrected temperature signal. For those particular cases, we
have chosen to implement a fast Fourier transform (FFT) algorithm which allows to
clean the wavy signal directly from the measured one, for example, signal 1 in Figure
2.2b.  It  consists  in  taking  the  FFT  of  the  measured  signal  and  to  remove  the
corresponding peak  of  the  Stirling  motor  (which  is  about   Hz)  from the  Fourier
spectrum, a polynomial interpolation is performed around the suppressed peak in order
to  recover  all  other  frequencies  not  related  to  the  Stirling  cooling  system.  The
polynomial degree may vary from  to  , depending on the measurement and cooling
state of the camera. After that, an inverse fast Fourier transform (IFFT) is applied to the
resulting spectrum in order to return to the time domain and to obtain a wavy-corrected
temperature signal. However, this procedure is not as effective as the one presented in
Figure 2.2b, so whenever possible, we avoid using the FFT based algorithm to obtain a
wavy-corrected temperature signal in our measurements.
Figure 2.3: (a) Spatial profile of the pulsed laser used in this work and (b) a thermogram  ms after the
pulse on an AISI-304 sample using a  holographic diffuser in front of the sample, uniform heating is
achieved on the sample surface.
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2.1 Pulsed thermography setup with flat illumination
On the other hand, it  is well known that spatial inhomogeneities in the laser
beam  give  rise  to  nonuniform  heating  of  the  sample  surface,  which  affects  the
temperature evolution after the heating pulse [37,38]. In our case, the spatial profile of
the laser beam used, provided by Quantel, is shown in Figure 2.3a and its uniformity is
acceptable for our measurements. However, for simulating plane illumination in large
samples (about  cm2), a  holographic diffuser has been placed  cm away from
the sample. Notice that the resulting heated surface is as uniform as if it was illuminated
with a flash lamp (see Figure 2.3b).
It is important to say that the duration time of Quantel's laser pulse is about 
ms, as shown in Figure 2.4.  The  intensity  distribution of the laser  pulse follows an
exponential law of the form  , where   is the energy per
unit area delivered by the pulse,  and  are parameters which depend on the laser and
N is  a normalization constant in order to  satisfy the condition  .  The
intensity  distribution of our  laser  pulse is  shown by dots  in  Figure 2.4 and fits  the
exponential  law  (red  curve)  with   and   ms.  For  clarity  in  the
presentation, only one in thirty points have been plotted in Figure 2.4, however, all of
them have been used in the fitting.  Moreover, for a typical  flash lamp,  its  intensity
distribution fits the same exponential law with  and  ms [39].
Figure 2.4: Intensity distribution of our Nd-Glass laser pulse. Black dots represent the experimental data
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Chapter 2. Instrumentation used for pulsed and lock-in thermographies
In some applications, a Dirac's delta like laser pulse may be aggressive or even
harmful for the sample surface. Accordingly, a step like laser pulse of finite duration is
recommended. In this work, we have used this configuration for studying the thermal
transport  properties  of  polymeric  composites  (see  Chapter  4).  A  diagram  of  the
experimental setup used is shown in Figure 2.5. A continuous wave diode laser (
 nm) with flat-top profile and adjustable power up to  W is employed as the heating
source. It is synchronized with a function generator in order to control the step pulse
duration. The beam is directed onto the sample surface by an optical fiber placed  cm
away to assure plane illumination. The infrared emission of the sample is collected with
an IR camera (FLIR SC7500). A coated Ge window (  m) is used to protect the
lens of the camera.  The images (thermograms) are recorded at   Hz with   s
integration time in the full frame windowing mode (  pixels). All samples are
covered with a thin black paint layer (about   m thick) in order to improve both the
laser absorption and IR emissivity.
Figure 2.5: Diagram of the experimental setup used for pulsed thermography with a step like laser pulse.
It has been applied in the study of thermal transport properties of composites.
In order to reduce the noise level in the measured temperature, we have made an
average over   pixels in the thermograms obtained from the IR camera. With this
procedure we keep the noise level below  mK in the measurements, which is one of the
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2.2 Pulsed thermography setup with focused illumination
2.2 Pulsed thermography setup with focused illumination
In some pulsed thermography experiments, it may be useful to focus the spot of
the laser beam on the illuminated surface. For example: if we want to determine the in-
plane  thermal  diffusivity  of  a  solid  slab  or  if  we want  to  detect  vertical  cracks  in
weldings.
Figure 2.6: Diagram of the experimental setup used for pulsed thermography with focused illumination.
The IR camera is provided with a microscope lens.
A diagram of the experimental setup used for pulsed thermography with focused
illumination is presented in Figure 2.6. A pulsed Nd-Glass laser at  m with “flat-
top”  spatial  profile  and adjustable  energy (up  to   J/pulse)  is  used  as  the  heating
source. As the time duration of the pulse is about  ms, as shown in Figure 2.4, it can
be considered as instantaneous (Dirac's delta distribution) if we analyze the temperature
profiles at long times after the pulse. The beam is focused by a converging lens of 
mm focal length and it is directed to the sample surface using a Ge window, which is
transparent to mid infrared wavelengths. This Ge window is also used to prevent the
laser radiation from reaching the camera lens. The IR radiation emitted by the sample is
collected by an infrared microscope lens (x1-MWIR-L0120) and recorded with an IR
camera, as in Section 2.1. In this configuration each pixel in the detector averages the
infrared emission coming from a  m side square in the sample. Images are recorded











Chapter 2. Instrumentation used for pulsed and lock-in thermographies
In general, when working with focused illumination, a good spatial resolution of
the IR camera is needed in order to obtain enough points in the temperature profiles to
be analyzed. This can be achieved with a microscope lens, which, in this case, gives a
resolution of   m per pixel side and keeps the point spread function (PSF) over  
pixels on the thermogram. A cheaper alternative consists in using a  mm focal length
lens with two extension tubes, which provides a comparable resolution of   m per
pixel side,  but its  PSF extends to more than   pixels on the thermogram. Thus, if
precise temperature profiles are required for measurements, a microscope lens should be
used. On the other hand, when just qualitative information of the temperature profiles is
needed, the other alternative presented is acceptable and also provides good results.
2.3 Lock-in thermography setup with focused illumination
Lock-in  thermography  (LIT)  with  focused  illumination  has  proven  to  be  a
powerful and versatile technique for studying the thermal diffusivity of solid slabs and
thin filaments. In both cases, the so-called “slopes method” provides accurate results of
the thermal diffusivity in opaque solids [5–7]. In this work, we extend the applicability
of lock-in thermography with focused illumination to the characterization of vertical
cracks in opaque solids (See chapters  and ).
Figure 2.7 shows a diagram of the experimental setup used for characterization
of vertical cracks with lock-in thermography in the focused illumination configuration.
A continuous wave (CW) laser at  nm (COHERENT Verdi  W), whose intensity is
modulated by an acousto-optic modulator (AOM) ISOMET 1201E-1, is directed to the
sample surface by means of a mirror and a silicon window, which is transparent to IR
wavelengths. This Si window also prevents laser reflections to reach the camera optics.
The laser beam is focused onto the sample surface using a 10 cm focal length lens. The
laser power is changed at each frequency (  mW) in order to obtain a similar
temperature rise  at  the centre  of the laser  spot  of about   K.  An IR camera (FLIR
SC7500) with an InSb detector operating in the   m spectral range, records the
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sample surface temperature.  A microscope lens (x1-MWIR-L0120) has been used to
improve the  spatial  resolution;  each  pixel  measures  the  average  temperature  over  a
square of  m each side.
Figure 2.7: Diagram of the experimental setup for lock-in thermography with focused illumination. A
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Chapter 3. Measuring the thermal
diffusivity of semitransparent solids by
the front-face flash method
3.1 Front-face flash method for opaque slabs
There  are  several  photothermal  methods  useful  for  the  determination  of  the
thermal diffusivity of solids, most of them use a modulated heating source (frequency
domain)  [1–8]. These methods are popular because they provide good signal to noise
ratio (SNR). However, they are also time consuming, which reduces their applicability
in some cases.  Consequently, pulsed methods are also used,  which demands a brief
heating pulse (time domain) [9–15]. Although the SNR obtained with pulsed methods is
not  as  good as  for  modulated  methods,  time  domain  measurements  have  shown to
provide  accurate  results  combined with  short  time consuming measurements,  which
make these methods very attractive for industry. In this way, Parker et al introduced in
1961 the well known “classical flash method” for measuring the thermal diffusivity of
opaque solids, which consists on heating the front face of an opaque plate with a brief
light  pulse  and  analyzing  the  temperature  evolution  at  its  rear  surface  [34].
Alternatively, in the “front-face flash method” a brief light  pulse heats up the front
surface of an opaque solid slab of thickness  and we record the temperature evolution
at the same surface after the heating pulse with an infrared (IR) detector. Considering
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ideal conditions,  i.e.,  no heat losses to the surrounding atmosphere and a Dirac-like
delta pulse, a series solution of the temperature evolution at the front-face  can be
found [19,35].
(3.1)
where  is the energy per unit area delivered by the pulse (Jm-2),  is the fraction of
energy absorbed by the sample surface,   and  stand for the thermal diffusivity and
thermal  effusivity  of  the  sample,  respectively.  Usually,  the  thermal  diffusivity  was
determined  from fits  to  the  series  solution  or  by  using  the  time  ,  as
explained in Section 1.4 of Chapter 1. It is important to say that, under experimental
conditions, a laser or flash lamp pulse is not a Dirac-like pulse, but it has a characteristic
temporal shape (see Chapter 2, Figure 2.4). Moreover, unless the sample is inside a
vacuum  chamber,  there  will  be  heat  losses  to  the  surrounding  atmosphere  due  to
radiation mechanisms, which cannot be neglected. In order to improve the accuracy on
the identification of the thermal diffusivity in opaque solids, Balageas introduced in
1989  those  effects  in  the  modeling  of  the  heat  conduction  problem  for  a  flash
experiment  in  the  front-face  configuration  [35].  Consequently,  this  methodology
became  attractive  for  studying  the  thermal  transport  properties  of  solids,  also
encouraged by the development of fast IR detectors. Furthermore, the front-face method
has shown to be particularly useful for non-destructive testing of materials since, unlike
the rear-face flash method, it only needs access to the free surface of the sample, which
improves its versatility for scientific and industrial applications [35,55].
Studies  on  semitransparent  solids  used  to  be  preformed  by  applying  a  thin
opaque coating on the slab surfaces, which allows the use of the classical flash method
or the front-face flash method for thermal diffusivity identification. However, in 2014,
Salazar et al extended the classical rear-face flash method to deal with semitransparent
samples without any coating. In this way, the thermal diffusivity  together with the
optical absorption coefficient  of these materials could be measured [56].
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3.2 Front-face flash method for semitransparent slabs
In this  chapter  we present  a generalization of  the front-face flash method to
accurately retrieve the thermal diffusivity   of semitransparent plates without any
coating.  This  issue has  been already addressed  in  the  literature for  ideal  conditions
[57,58],  i.e.,  instantaneous  light  pulse  (Dirac-like)  and  absence  of  heat  losses.
Nevertheless, we have calculated the front surface temperature of a semitransparent slab
illuminated by a brief light pulse considering additional effects in the model, such as:
(a) the multiple reflection of the light beam at the sample surfaces,
(b) the influence of heat losses by convection and radiation,
(c) the transparency of the sample to IR wavelengths, and
(d) the pulse duration.
Then,  in  order  to  verify  the  validity  of  the  method  we  have  performed
experimental  measurements,  using  a  pulsed  laser  and  an  IR  camera,  on  several
calibrated materials (glasses, metallic oxides and cardboard) that are semitransparent to
both visible and IR wavelengths. Moreover, we have also tested the model on opaque
samples  such  as  metals,  composites  and graphite.  This  study clearly  establishes  the
conditions  and  limits  to  measurement  of  the  thermal  diffusivity  on  semitransparent
samples accurately using the front-face flash method.
Let  us  consider  an  uncoated  semitransparent  slab  of  thickness  ,  uniformly
illuminated by a flat light beam of wavelength  and intensity . The geometry of the
problem is shown in Figure 3.1. According to the Beer-Lambert law and taking into
account the multiple reflections of the incident light beam, the light intensity inside the
sample is
(3.2)
where  and  are the optical reflection and absorption coefficients of the slab at the
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wavelength of the incident light beam , respectively. The Laplace transform of the
heat diffusion equation under this illumination is expressed as follows:
(3.3)
where   is the Laplace transform of the sample temperature,   (Jm-2) is the Laplace
transform of  the light  intensity, which takes  into account  the temporal  shape of  the
pulse,  is the thermal conductivity of the sample, and , being  the Laplace
variable and  the thermal diffusivity of the sample. The general solution of Equation
(3.3)  can  be  written  as  a  linear  combination  of  the  solution  of  the  homogeneous
equation and a particular solution of the non-homogeneous equation
(3.4)
where the coefficients corresponding to the particular solution are given by 
(3.5a)
(3.5b)
Figure 3.1: (a) Transparency to the incident light: diagram of a semitransparent slab of thickness  ,
illuminated by a light beam.  shows the multiple reflections of the light beam on the slab's surfaces.
(b) Transparency to infrared radiation: the IR emission comes out not only from the slab's surface but also
from the inner layers.
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3.2 Front-face flash method for semitransparent slabs
On the other hand, the coefficients of the homogeneous solution in Equation
(3.4) are obtained from the boundary conditions at the sample surfaces
(3.6a)
(3.6b)
where we have used the linear coefficient of heat transfer  to take into account the
combined effect of heat losses by convection and radiation. We have also assumed that
the  value  of  this  coefficient  is  equal  at  both  surfaces.  On the  other  hand,  we have
neglected the thermal conduction to the surrounding air (because of its extremely low
thermal conductivity). Thus, the Laplace transform of the temperature inside the sample,
satisfying the boundary conditions, can be written as
(3.7)






where we have defined . Notice that, if the sample is semitransparent to the
infrared spectrum, the signal recorded by the infrared detector comes not only from the
sample surface but also from the bulk. Now, if we define   as the effective infrared
absorption coefficient for the sample (averaging the sample behavior from 3 to 5 m,
which  is  the  spectral  band  of  our  IR  camera)  the  Laplace  transform of  the  signal
recorded by the IR camera placed in front of the sample is given by [59]
(3.9)
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where  is a constant which includes the emissivity of the sample, the sensor area and
detectivity, and  the  temperature  derivative  of  the  Plank's  law at  room temperature.
Moreover,   also includes the effect of multiple reflections of the IR emission at the
sample walls.   is the Laplace transform of the sample's temperature as given by
Equation  (3.7).  This  means  that  we are  assuming that  heat  losses  associated  to  the
infrared emission from the sample volume are too small in such a way that they do not
affect the measured temperature field. By substituting Equation (3.7) into Equation (3.9)
and solving the integral analytically, the Laplace transform of the IR signal recorded by
the IR camera can be expressed as
(3.10)
In particular, we will consider two temporal shapes for the light pulse: (a) a delta
function pulse and (b) a laser or a flash lamp pulse. In the first case, the light intensity
distribution is   and its Laplace transform is  , where   is the
energy per unit area delivered by the pulse and  is the Dirac's delta function. The
intensity  distribution  of  a  flash lamp pulse  follows an exponential  law of  the  form
, as explained in Section 2.1 of Chapter 2, and its Laplace
transform is given by .
It is worth noting that multiplying both numerator and denominator of Equation
(3.10) by  one can rewrite  in such a way that it depends on 5 fitting parameters:
.  By  applying  the  inverse  Laplace  transform  to
Equation (3.10), the IR signal  recorded by the IR camera is obtained. In order to
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achieve this, a numerical inverse Laplace transform algorithm has been used: the well-
known  Stehfest  algorithm  [60],  which  gives  very  accurate  results  for  “smooth”
functions [61], as is the case for . The Stehfest algorithm can be expressed as
(3.11)
where  is the numerical inverse Laplace transform of the function  for , 
is  a  positive  integer  which  establishes  the  number  of  functionals  involved  in  the
numerical inversion [62]. In this case, we have set  during all calculations of the
inverse Laplace transform of Equation (3.10), which has shown stability, accuracy and
short time computation. Finally, the coefficients  can be computed as follows
(3.12)
where  returns the largest integer less than or equal to  and  gives the
value of the minimum among  and .
Accordingly, a fit of the time evolution of the IR signal coming out from the
front surface of a semitransparent plate of known thickness allows retrieving , , and
. Note that Equation (3.10) also depends on the optical reflection coefficient , which
is an unknown quantity. Numerical calculations indicate that its influence is very small
unless  the  sample  is  extremely  transparent  and/or   is  very  high.  As  for  most
semitransparent materials under normal incidence,  is in the range , in this
work we have taken a fixed value  for all the fits.
3.3 Numerical simulations and sensitivity analysis
Numerical simulations showing the time evolution of the normalized signal 
for a semitransparent plate illuminated by a delta function pulse are presented in Figure
3.2.  Introducing  the  dimensionless  time  ,  we  obtain  a  representation  of  the
normalized signal , which is independent of , , and  values. The characteristic
time  was defined taking into account the typical definition of the thermal
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diffusion length for transient phenomena [18], . It is important to say that the
normalization of signal   consists in normalizing the infrared signal to 1 for long
times [56].
Figure  3.2: Numerical  simulations  showing  the  normalized  IR  signal  from  the  front  surface  of  a
semitransparent plate illuminated by a delta function pulse ((a) to (c)) as a function of dimensionless time.
(a) Effect of  value, with  and , (b) effect of  value, with  and , (c)
effect of  value, with  and . (d) Effect of the time duration of the heating pulse for: (1) a
delta function pulse, (2) a laser pulse (  and  ms) and (3), a flash lamp pulse (
 and  ms).
In  Figure  3.2a  we  analyze  the  effect  of  the  sample’s  transparency  at  the
illumination wavelength on the normalized signal , ignoring the heat losses to the
surroundings  and considering opacity to IR wavelengths . Notice that
in the limiting case of a completely opaque sample , the typical shape of the
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3.3 Numerical simulations and sensitivity analysis
and a horizontal straight line at long times. In fact, the intersection of both straight lines
occurs at , see Section 1.4 of Chapter 1. As the  factor decreases, the
signal level at short times decreases too, which is due to the transparency of the plate,
while at later times the normalized signal remains unaffected [58].
Figure  3.2b  shows  the  effect  of  heat  losses  by  convection  and  radiation
mechanisms. We have made numerical simulations for a sample that is semitransparent
to  the  incident  light  beam  ,  but  opaque to  IR wavelengths  .  A
typical  value  for  semitransparent  samples  has  been  chosen,  i.e.,  neither  transparent
 nor opaque  [49]. Notice that, as the factor  is increased,
the normalized signal  is reduced after the time  and it decreases faster with time.
On  the  other  hand,  it  is  worth  noting  that  heat  losses  hardly  influence  the  signal
behavior at early times after the laser pulse.
The effect  of  transparency to  IR wavelengths  is  presented in  Figure 3.2c,  in
which simulations have been performed for a semitransparent sample   with
negligible heat losses . As the transparency to IR increases (smaller  values)
the normalized signal at short times decreases. This means that both transparencies (to
illumination and to IR wavelengths) reduce the IR signal collected by the IR detectors,
hence the more transparent the sample, the harder will be to characterize its thermal
diffusivity with this technique.
Finally, Figure 3.2d shows the effect of the time duration of the heating pulse.
Numerical simulations have been performed for a sample that is semitransparent to the
incident light , opaque to IR wavelengths  and with negligible heat
losses  . We have considered the laser pulse given in Figure 2.4 of Chapter 2,
which  is  shorter  than  1  ms  and  a  typical  flash  lamp  pulse,  which  takes  several
milliseconds. As can be seen, for a Dirac pulse there is a sudden jump of the front
surface temperature after the pulse. For a finite light pulse,  instead,  the temperature
increases monotonically until it reaches a maximum when the light pulse finishes. It is
worth mentioning that at medium and long times the three curves coincide. This means
that the duration of the heating pulse has strong a influence on the IR signal just at short
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times, but its effect is negligible for long times.
We have  also  analyzed  the  sensitivity  of  the  normalized  signal   to  the
parameters of interest (  and ) in order to quantify the ability of the front-face flash
method  to  retrieve  these  parameters.  In  Figure  3.3  we  show  the  sensitivity  of  the
normalized   to  ,  , and  . Numerical simulations are performed for a typical
glass sample (  mm2s-1,   Wm-1K-1,   mm,   W m2K-1) that is
opaque  to  IR  radiation   and  illuminated  by  a  delta  function  pulse.  The
sensitivity  coefficient   of  the  normalized  signal   to  a  given  quantity
 is defined as
(3.13)
In Figure 3.3a the time dependence of the normalized signal  together with
the sensitivity to ,  and  are shown for an opaque glass (  mm-1) illuminated
by a delta function pulse. This is the expected result for the front-face flash method on
opaque samples. The maximum sensitivity to thermal diffusivity occurs at early times,
while the sensitivity to heat losses is shifted to later times. Obviously the sensitivity to 
is  zero  over  the  whole  temperature  history.  In  Figure  3.3b  the  same  simulation  is
performed  for  a  semitransparent  glass  (  mm-1).  Notice  that,  as  the  material
becomes more transparent the sensitivity to   increases,  but  the price to be paid is
reducing the  sensitivity  to   with  respect  to  .  It  is  worth  mentioning that  the
highest sensitivities to  ,   and   are well separated in time: very short times for  ,
intermediate times (around  ) for  , and long times for  . These uncorrelated (non
proportional) sensitivities indicate that the three parameters can be retrieved from the
same data set.
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Figure 3.3: Normalized IR signal from the front surface and sensitivity for a glass plate (  mm2s-1,
 Wm-1K-1,  mm,  Wm-2K-1) illuminated by a delta function pulse. (a) Opaque sample (
 mm-1) and (b) semitransparent sample (  mm-1).
3.4 Experimental details and results
In order to validate the proposed generalization of the front-face flash method to
measure  the  thermal  diffusivity  of  semitransparent  plates  we  have  performed
measurements  on  samples  with  different  thermal  and  optical  properties:  glasses,
cardboards and metallic oxides.
The diagram of the experimental set-up used for studying the samples is shown
in Figure 2.1a of Chapter 2. In order to prevent lateral heat diffusion, the laser beam is
defocused for the spot to reach a diameter of about   cm at the sample surface. We
record  images  at  a  frame  rate  varying  from   to   kHz,  according  to  the  relation
. The thermograms have been recorded in the quarter windowing mode
(  pixels) in order to reach those high frame rates in our camera. It is worth to
keep in mind that the temperature detected by our IR camera is not the real surface
temperature rise of the sample, since neither its emissivity nor its IR transparency is
known. However, the “apparent” temperature rise  measured by the IR detectors is
proportional to the IR emission  exiting the sample front surface.
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using the Altair software bought from FLIR Systems. The noise level has been reduced
down to  mK by averaging the temperature over  pixels in the thermograms.
Figure  3.4  shows the  results  obtained  by testing  several  materials.  We have
represented the experimental measurements by dots and their corresponding curve fits
by continuous lines. A least square fitting procedure has been implemented using the
well known Levenberg-Marquardt algorithm [26–28] and the fits have been done with
respect to the inverse Laplace transform of Equation 3.10. Five free parameters have
been used in the fits: , , ,  and .
Figure 3.4: Apparent temperature rise above the ambient as a function of time after the heating pulse for
different materials. Dots are the experimental data and continuous lines the fit to the theory. (a) Opaque
samples. (b) Neutral density filters (ND-03) with several thicknesses. (c) Colored cardboards. (d) Black

































































































3.4 Experimental details and results
Moreover, the finite duration of the laser pulse has been taken into account in the
fitting procedure.  In  order  to  evaluate  the  quality  of  the fits,  we have included the
residuals in  the plots,  i.e.,  the normalized difference between experimental  data  and
fitted values,  . They are lower than   in the whole time
range, for all samples. The retrieved quantities of interest are summarized in Table 3.1.
Finally, it is important to say that in  Figures 3.4a and 3.4d we have plotted only one
point of each two measured ones for clarity in the presentation of the fits, while only
one  point  of  each  ten  measured  ones  have  been  plotted  in  Figures  3.4b  and  3.4c.
However, all points have been included in the fits of all measurements.
In  order  to  calibrate  the  experimental  set-up  we have  taken data  on  several
opaque plates: glassy carbon, lead (Pb) and carbon fiber reinforced (CFR) composite.
The results obtained for two of them are shown in Figure 3.4a. Notice that, at short
times the predicted linear behavior with slope  is obtained, while at long times the
horizontal straight line is obtained for glassy carbon (intermediate thermal conductor),
but the composite (poor thermal conductor) is affected by heat losses. The retrieved
thermal  diffusivity  values  are  close  to  the  literature  values  for  these  materials,
confirming the appropriate design and calibration of the experimental set-up.
In order to test the robustness of the method on semitransparent specimens, we
have studied four glass plates of the same neutral density filter (ND-03) with different
thicknesses:   mm,   mm,   mm and   mm. The “apparent” temperature
rise above the ambient for each of them is shown in Figure 3.4b. Thermal diffusivities
fall in the range  mm2s-1 which is within the uncertainty obtained with
the classical flash method [56]. For the optical absorption coefficients, we have obtained
the following ranges:   mm-1 and  mm-1. The retrieved
values for the optical absorption coefficient   are close to the value   mm-1
obtained using a commercial spectrometer at  nm on the same samples.
In Figure 3.4c the results for two colored cardboards are shown. The retrieved
values of ,  and  are summarized in Table 3.1. It is worth mentioning that in these
materials there is not only light absorption but light scattering as well. Accordingly, the
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Beer-Lambert  law  does  not  hold.  This  means  that  the  retrieved  optical  absorption
coefficient  is an effective value combining both absorption and scattering processes
inside  the  material.  Note  that  although  a  more  complete  model  including  light
propagation in  turbid media should be used  [66,67] the obtained thermal diffusivity
value is in good agreement with the literature values.
Table  3.1: Thermal  diffusivity  ,  optical  absorption  coefficient  ,  and  IR
absorption coefficient  of the materials measured in this work. Uncertainty in  is in



















Pb 2.591 25.4 24.3   ---   ∞ ∞
Glassy carbon 2.935   5.9   6.0   ---   ∞ ∞
CFR composite 0.863   0.57   0.50   ---   ∞ ∞
ND-03 filter 3.31   0.50   0.50–0.60   1.4   1.35 6.5
ND-03 filter 2.86   0.51   0.50–0.60   1.2   1.35 7.7
ND-03 filter 2.13   0.49   0.50–0.60   1.4   1.35 7.7
ND-03 filter 1.69   0.51   0.50–0.60   1.2   1.35 7.5
Black cardboard 0.276   0.14   0.14   8.7   --- 2.9
Green cardboard 0.237   0.14   0.14   7.8   --- 2.8
NiO 0.643   9.5   8.8 11 11.3 7.4
Cr2O3 0.762   3.9   3.2-3.8   5.9   5.94 0.68
(a) References [8,29,31–35].
Finally, in Figure 3.4d we show the experimental results for two metallic oxides:
nickel oxide (NiO) and chromium oxide (Cr2O3) that are completely black. According to
their visual aspect an accurate value of the thermal diffusivity might be expected using
the simplified model for opaque samples  [35]. However, the departure from the 
slope at early times   after the heating pulse indicates that these materials are
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semitransparent to the heating laser and/or at IR wavelengths. Note that for Cr2O3 the
temperature  evolution  is  quite  flat  indicating  that  the  sample  is  very  transparent.
Accordingly, the sensitivity to  is small. Anyway, the retrieved value is close to those
found in the literature [68,69]. The results of the fits for both oxides are shown in Table
3.1. It is worth mentioning that both thermal diffusivity values are slightly higher than
previously reported in the literature [31–33]. One possible reason for this discrepancy is
that the samples used in this work are high quality single crystals that improve the heat
conduction. As was discussed at the end of Section 3.3, the sensitivity of the normalized
temperature to  and  depends on the transparency of the sample. Accordingly, it is
not possible to give a unique uncertainty value for all types of samples. Regarding the
uncertainty in , it varies from  for opaque samples to  for the most transparent
samples we have studied (  mm-1). On the contrary, the uncertainty in  is around
 for quite opaque samples (  mm-1) but it drops down 
to  for quite transparent samples. In the limit, if the sample is completely transparent
to  the  exciting  laser  or  to  IR  wavelengths,  no  information  on  the  thermo-optical
properties of the sample can be retrieved.
3.5 Discussion
The main interest of this methodology is to perform straightforward  and fast
measurements  of  the  thermal  diffusivity  on  semitransparent  samples,  i.e.,  without
covering the sample with an opaque coating.  As by-products,  the optical absorption
coefficient at the exciting wavelength as well as an effective IR absorption coefficient (
to   m) are also obtained, which serve to test the reliability of the method. Multiple
reflections  of  the  heating  light  pulse,  heat  losses  by  convection  and  radiation,
transparency to infrared wavelengths and the pulse duration have been included in the
model. Moreover, in contrast with modulated measurements, which take about 1 hour,
pulsed measurements take just a few seconds, as shown in Figure 3.4. Measurements on
calibrated  samples  confirm the  validity  of  the  front-face  flash  method  to  study the
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thermal diffusivity of semitransparent slabs without any coating.
It is important to say that this method is completely applicable for studying the
thermal diffusivity and both optical absorption coefficients, simultaneously, as long as
one of the “attenuation coefficients” of the specimen satisfies  [49]:   or
. However, if one of the optical absorption coefficients is such that the
corresponding attenuation coefficient of the sample is below the lower limit, then the
sample is called “transparent” and it would be difficult to determine its thermo-optical
properties by the presented method, because the thermographic signal will be drastically
reduced due to the transparency. Moreover, when the specimen is transparent to both
absorption  coefficients,  we  will  not  be  able  to  study  its  thermo-optical  properties,
because the thermographic signal will be null, for example, germanium or quartz.
On the other hand, when the attenuation coefficient of the specimen is higher
than  the  upper  limit,  the  sample  will  behave  as  optically  opaque.  In  this  case,  the
thermographic  signal  would  be  maximum  according  to  numerical  simulations  (see
Figures 3.2a and 3.2c). However, it does not mean that we will be capable to study any
opaque sample without coating, because we have to keep in mind that those numerical
simulations shown in Figure 3 have been done considering highly absorbing surfaces
(low reflection coefficient). Consequently, in order to determine the thermal diffusivity
of metals (opaque specimens), which are known to have shiny surfaces, the best way
would be to cover its surface with a thin opaque layer, for example, a thin graphite layer.
Nevertheless,  for the lead (Pb) specimen studied in  this  work,  the absorption of its
surface was high enough to give a good thermographic signal. Finally, the lower and
upper limits established for the attenuation coefficients are not sharp values, but their
purpose is only to serve as guidelines for select the thickness of a given sample, whose
optical absorption coefficient is already known or an estimation is provided, in such a
way that the specimen behaves as semitransparent.
When the  condition  of  one  dimensional  heat  conduction  is  not  satisfied,
additional  effects  will  be  present  in  the  thermographic  signal,  such  as  lateral  heat
diffusion.  Accordingly,  in  order  to  assure  one  dimensional  heat  transfer  during  the
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measurements, the size of the samples has been taken into account when selecting the
laser beam diameter. For small samples, such as NiO and Cr2O3, a focusing lens has
been used instead of the diffuser shown in Figure 2.1 of Chapter 2. However, for most
samples  studied  in  this  work,  the  diffuser  has  been  very  useful  to  generate  plane
illumination similar to that of a flash lamp.
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Chapter 4. Studying the thermal
transport properties of polymeric
nanocomposites with the front-face
flash method
4.1 Thermal properties enhancement of polymeric nanocomposites
During  the  last  decades,  research  on  the  improvement  of  the  thermal
conductivity of polymer composites has been a topic of great interest and has generated
a variety of studies using diverse techniques [73,74]. The aim of these works has been
to develop composites which could be lightweight, corrosion resistant and at the same
time having acceptable mechanical resistance.  In addition the cost of manufacturing
should be low, which could make them a competitive option to metallic components [1–
4].  These materials  are  of  great  interest  in  the development  of  microelectronic heat
sinks,  heat  exchangers,  electric  motor  parts,  aerospace  industry  applications,  among
many others.  However, polymeric  materials  are  not  generally  good heat conductors.
This  can be modified by orienting the polymer nano and microstructure  [77] or by
adding high conductivity particles to the polymer [78]. Both approaches have generated
interesting results having a great variety of applications [73,79]. Carbon derived fillers
such as graphite, carbon nanotubes (CNT), diamond nanoparticles, carbon black, carbon
nanofibers (CNF) or graphene flakes are among the most promising fillers, given the
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outstanding thermal properties of those materials.
Composites developed on polymeric matrices, using up to   in volume of
multi  walled  carbon  nanotubes  (MWCNTs)  as  fillers,  showing  improvements  up  to
 on  the  thermal  conductivity  with  respect  to  the  polymeric  matrix  have  been
reported  [74,80].  In  the  case  of  composite  polymers  with  CNF loadings  of   in
weight, a thermal conductivity enhancement of about  has been found. It has also
been reported, in the literature, that larger enhancements of the thermal conductivity can
be reached (as high as  ) in CNF-polymer composites, but at the expense of an
extremely  high  concentration  of  CNF  (  in  volume)  [1,2,9–12].  The  variability
found in the literature for thermal conductivity of polymeric composites with carbon-
based  fillers  can  be  understood  taking  into  account  that  heat  transport  is  strongly
dependent on the coupling of the matrix with the filler as well as its dispersion and
distribution.
A large variety of methodologies to get high thermal conductivity composites
has  been focused on minimizing the  thermal  resistance among the matrix-filler  and
filler-filler  interactions,  in  reducing  internal  stresses,  gaseous  products  and  induced
porosity,  as  well  as  optimizing  surface  wettability,  among  others.  Additionally,
sedimentation  during  the  curing  process  has  been  a  great  concern,  which  can  be
overcome in several cases by ultrasonic treatments [74,82].
In  all  cases,  it  is  important  to  develop  methods  to  increase  the  thermal
conductivity of a given composite, in which the filler content must be maintained below
well-defined values even when the main characteristics of the filler interactions with
themselves and with the matrix cannot be controlled to sufficient extent. One of those
methods, as mentioned above, consists in orienting individual polymeric units or fillers.
This option has provided promising results in the enhancement of thermal conductivity
[77]. In this chapter, the possibility to improve the thermal conductivity of a polymer,
using  both  mechanisms  discussed  above,  filling  the  matrix  with  high  conductivity
carbon-derived particles and also orienting them is presented. Alignment of this kind of
fillers have been achieved using different techniques,  such as mechanical stretching,
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external electric field, among others. It has been shown that enhancements as high as 4
times the thermal conductivity of aligned CNT composites with respect to non-aligned
CNT composites could be reached [80]. In the case of composites with aligned carbon
nanofibers, heat transfer has also been studied; however, taking into account that CNF
can become easily entangled or broken (diminishing their effective aspect ratio) during
the preparation of the composite, additional studies are necessary to determine the key
factors required to maximize heat conduction in those systems [83,85,86].
One of the most interesting and simple methods to align particles, without their
migration,  consists  in  applying magnetic  fields.  However, carbon nanofibers  do  not
have  a  large  magnetic  moment.  Due  to  this,  very  strong  magnetic  fields  would  be
needed to achieve alignment in this kind of fibers. For this reason, in this work we use a
method by which nanoparticles of iron are attached to the fibers (m-CNF) and as a
consequence, when applying a DC magnetic field of low intensity the nanofibers can be
aligned along the field.
In  order  to  measure  the  thermal  diffusivity  and  thermal  effusivity  of  the
composite samples and to determine their thermal conductivity in the direction along the
oriented fibers, the non-invasive and non-contact technique known as front-face laser
flash method was used. This technique consists in heating up the sample's surface with a
brief light pulse and record the temperature evolution of the heated surface with an
infrared (IR) detector or IR camera. Nowadays, this technique has gained interest of
scientists and engineers for its versatility in non-destructive testing of materials, since it
only  requires  access  to  one  surface  of  the  component  to  be  analyzed  [35,55],  as
explained in previous chapters. In this chapter, several concentrations of  m-CNF have
been studied, varying from   to   m-CNF in a polyester resin matrix. Each
concentration has been prepared in two configurations: non-aligned and aligned m-CNF
(through the thickness of the samples). Scanning electron microscopy (SEM) has also
been used to obtain images of the alignment of the m-CNF in the polyester matrix.
Several methodologies have been developed to interpret the effective thermal
conductivity  in composite systems. In some models,  based on the effective medium
approach (EMA), it has been assumed that the interaction between the reinforcements
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can be neglected, which has provided good agreement with experimental data in the
dilute limit (up to  volume for CNT composites) [17–19]. In recent decades, many
authors  have developed more  elaborate  models,  including additional  effects  such as
thermal resistance at the interface between the matrix and the filler, the effect of coated
reinforcements, the role of different geometries of the filler (aspect ratio), the effective
conduction  path  through  the  reinforcements  and  phonon  heat  transport  [20–24].
Moreover, in the last years there has been a growing interest in modeling the interaction
between the reinforcements of the composite materials  [25–27].  This has been done
because in many applications high concentration of filler is required, which makes it
necessary to take into account the interaction between the fillers in the model. However,
in the case of polymeric composites based on CNT or CNF, the interaction between the
filler  appears at  low loading percentages (about   in  volume).  In  those cases,  an
alternative approach has been proposed, based on the interaction direct derivative (IDD)
approach,  which  includes  a  second order  correction  to  the  effective  properties  as  a
function  of  the  filler  concentration  [28–30].  This  model  provides  explicit  analytical
expressions for the effective properties, involving simple physical parameters. In this
chapter, the IDD model is used to analyze our results for the thermal conductivity of the
m-CNF composites, and  to  explore  the  role  and  importance  of  orientation,  thermal
interface resistance and the effective size of the fibers.
4.2 Preparation of Polyester resin with m-CNFs
Carbon Nanofibers (Pyrograf CNF PR-19-XT-HHT) with nominal diameters of
 nm and nominal lengths of  µm, have been used for preparing the
composites.  Magnetic particles were obtained from a ferrofluid (Ferrotec EMG900),
which consists of iron nanoparticles with mean size of  nm and isoparaffin as solvent.
Carbon nanofibers were dispersed in toluene and then this mixture was vacuum
filtered through a polyester nucleopore membrane with pore size of  μm. After that,
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the powder was rinsed  with alcohol  and filtered  again by using a  similar  polyester
membrane. Then, the filtrate was rinsed in water and dried. Chemical oxidation of the
CNF was carried out  with nitric  acid as  follows:   g  of CNF were pretreated by
immersion in a   ml solution of   nitric acid and   water using a three-neck
flask and the resultant suspension was refluxed during  minutes at  ºC with slow
agitation. Then, the oxidized CNF were filtered and washed with water until the filtrate
was neutral.
After drying the CNF, these fibers and the ferrofluid were mixed at  weight
fraction. The solvent was evaporated at room temperature and the sample was rinsed
with kerosene and filtered until the liquid was clear. After that, the filtrate was rinsed in
alcohol. The sample was kept in vials and was allowed to dry. The magnetic response of
these  magnetic  CNF  was  easily  and  quickly  visualized,  by  the  attraction  of  the
nanofibers when a magnet is brought close to the sample.
Composites  of  magnetic  carbon  nanofibers  in  a  polyester  resin  matrix  (RP
RESINMEX) were prepared by dispersing the functionalized  m-CNF in the polyester
resin  and  mixing  slowly  for   min  until  a  bubble-free  homogeneous  mixture  was
obtained. Then, the catalyst was added and the mixture was agitated for two minutes.
The mixture was poured onto an aluminum foil surface (placed on a glass plate) and it
was covered with another aluminum foil  and another glass plate on top.  The whole
system was pressed with tweezers. In order to obtain samples with magnetic aligned
CNF, the samples were placed for   min in the center of a pair of Helmholtz coils
under the influence of a  G magnetic field. All samples were allowed to polymerize
during 24 hours at room temperature. Finally, the samples were postcured at  °C for 
hours. The specimens obtained were composite plates of  cm  2.5 cm   mm, one
set with randomly arranged fibers and the second with fibers aligned along the thickness
of the plate (  mm).
In order to analyze the orientation of the fibers in the polyester matrix, scanning
electron microscopy (SEM) images were obtained on small  sections of the samples.
These sections were cut perpendicularly with respect to the lateral plane faces of the
plates. Specimens of  mm   mm surface area and  mm thickness were embedded
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vertically in an epoxy resin cylinder (in such a way that the surface of  mm2 could be
analyzed), whose surface was polished and plasma cleaned during   min. Finally, the
surface of the sample was covered with a   nm thick Cr layer using a sputtering unit
(Bal-Tec  SCD-004).  A SEM  system  (JEOL  JSM-6400)  was  used  to  perform  the
analysis.
4.3 Measurement of  thermal  diffusivity  and relative  thermal effusivity by the
front-face flash method
The front-face flash method consists of heating up one surface of a slab using a
uniform source during a short time interval. The temperature evolution of the heated
surface  is  analyzed  to  retrieve  the  thermal  diffusivity  or  thermal  effusivity  of  the
material (see Chapters 1 and 2). In Figure 4.1 we show a slab of thickness , heated up
by a uniform pulse of time duration  .  The heat diffusion equation for this problem,
with the appropriate boundary conditions, is easy to solve in the Laplace domain and it
has  analytical  solution [101].  Otherwise,  it  can  be  deduced  from Equation  (3.7)  of






Substituting these expressions into Equation (3.7) and evaluating at  the front
surface of the slab , we obtain:
(4.2)
where  is the Laplace variable, ,  and ; being ,  and
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 the thermal conductivity, thermal effusivity and thermal diffusivity of the sample,
respectively.  is the heat transfer coefficient which takes into account the heat losses
from  both  surfaces  to  the  surroundings  due  to  convection  and  radiation.   is  the
Laplace transform of the light  intensity  (Wm-2)  and takes  into account the temporal
shape of the pulse, which in the case of a step-like pulse of duration   is given by
, where  is the energy per unit area of the light step. The value of the
reflection coefficient   has been set to  , as in Chapter 3.  We have used the well
known Stehfest  algorithm  [60] to obtain the numerical inverse Laplace transform of
Equation (4.2), which gives the evolution of the slab's front-face temperature .
Numerical  simulations  have  been  performed  to  show  the  influence  of  the
thermal diffusivity and thermal effusivity on the surface temperature evolution.  Figure
4.2a shows the time evolution of the temperature corresponding to two materials with
the  same  thermal  effusivity   Ws1/2m-2K-1,  but different  thermal  diffusivities:
 mm2s-1 (in black) and  mm2s-1 (in red). Both materials have the same
thickness  mm and are heated up by a step pulse of  Wcm-2 during  ms.
Also, a typical value for heat losses at room temperature has been considered (
Wm-2K-1) in the simulations.
Figure 4.1: Plane slab illuminated by a uniform brief step of duration . Heat losses by convection and
radiation are taken into account in the model.
Notice that, for early times there is a temperature rise due to the step heating.
The  maximum  temperature  at  the  end  of  the  step  duration  is  the  same  for  both
simulations because the materials considered have the same thermal effusivities. During
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the cooling of the samples, a linear decline of the temperature occurs on the times for
which the slab behaves as a semi-infinite wall. However, when the heat reaches the rear
surface of the slab, the slope of the temperature drastically changes, in such a way that
the “elbow” that indicates the transition between both regimes is directly related to the
thermal diffusivity of the sample. Notice that the heat will reach the back surface of the
slab earlier for materials with higher thermal diffusivity than for materials with lower
thermal diffusivity, provided that both slabs have the same thickness. This behavior can
be observed in  Figure 4.2a,  in  which the time evolution  of  the  temperature of  two
materials with different thermal diffusivities is compared. The red line corresponds to
the time evolution of the temperature for a material with higher thermal diffusivity than
the one represented by the black line.
Figure  4.2: Numerical  simulations  of  the  temperature  evolution  on  the  front  surface  of  the  slab
illuminated by a light step of   ms. (a) Two materials with the same thermal effusivity and different
thermal  diffusivities  have  been  considered.  (b)  Two materials  with  the  same thermal  diffusivity  and
different thermal effusivities have been considered. The effect of heat losses by convective and radiative
mechanisms is included. The value of the ratio of effusivities is indicated with a double arrow in the
linear region.
The arrow on the left indicates that the time at which the heat flux reaches the
rear surface in the red curve is shorter than the time at which the back surface of the
black curve is reached, as shown by the arrow on the right. Therefore, it can be inferred









10−2 10−1 100 101












10−2 10−1 100 101
h = 10 Wm2K-1
4.3 Measurement of thermal diffusivity and relative thermal effusivity by the front-face 
flash method
time evolution of the temperature.
According to these simulations, a curve fitting of the experimental data is used
in order to retrieve the thermal diffusivity of the samples. Three free parameters are
used in the curve fittings:  , which takes into account the light pulse duration;
 to consider the heat losses and  to retrieve the thermal diffusivity.
On the other hand, Figure 4.2b shows numerical simulations for two materials of
the same thermal diffusivity  mm2s-1, but different thermal effusivities 
Ws1/2m-2K-1 (in  red)  and   Ws1/2m-2K-1  (in  black).  We  have  used  the  same
thickness, power density, pulse duration and heat losses coefficient as in  Figure 4.2a:
L = 1 mm,  Wcm-2,  ms and  Wm-2K-1. As can be seen, in this case,
a  difference  on  thermal  effusivities  introduces  a  vertical  shift  on  the  temperature
evolution graphs. Notice that the temperature rise of the material with higher thermal
effusivity  (red  curve)  is  always  smaller  than  that  of  the  slab  with  lower  thermal
effusivity (black curve). This vertical shift, measured in the semi-infinite zone of the
time evolution graph, gives the ratio of the thermal effusivities, when the same energy
has been deposited on both slabs. Accordingly, the thermal effusivity of the samples can
be obtained by comparison with a reference value.
4.4 Experimental details and results
A diagram of the experimental setup used to study the thermal properties of our
composite samples is shown in  Figure 2.5 of Chapter 2. Since the emissivity of the
samples is unknown, the IR camera only collects data of an apparent temperature rise
 which is proportional to the actual temperature.
We have performed measurements on a collection of samples, which consists of
polyester  resin composites  loaded with non-aligned  m-CNFs and composites  loaded
with aligned m-CNFs. For both kinds of composites, concentrations ranging from 
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 to  increasing in steps of  in volume have been studied. In Figure 4.3,
the  time  evolution  graphs  obtained  from  the  measurements  are  presented. The
experimental data are represented by dots and continuous lines are used for the curve
fits  to  the  model  presented  in  Equation  (4.2),  in  the  time  domain.  The  samples
correspond to: polyester resin (  mm2s-1 and  Ws1/2m-2K-1, in black),
composite loaded with  of non-aligned m-CNF (  mm2s-1 and 
Ws1/2m-2K-1,  in blue) and composite loaded with   aligned  m-CNF (
 mm2s-1 and  Ws1/2m-2K-1, in red). Notice that when the thermal diffusivity of
the sample increases, the 'elbow' of the curves appears at shorter times (samples are of
the same thickness,   mm) as discussed in Section 4.3. On the other hand, the
higher the thermal effusivity, the lower the temperature rise, as clearly seen in the linear
zone  (semi-infinite  behavior).  It  is  worth  to  mention  that  even  when  the  same
concentration is used, the alignment of the fibers changes both the thermal diffusivity
and thermal effusivity as shown by the blue and red curves in Figure 4.3.
Figure 4.3: Curve fittings (continuous line) of the experimental data (dots) using the numerical inverse
Laplace transform of Equation (4.2).  The residuals (diamonds) are plotted to show the good agreement
between theory and experiment.
A least squares procedure, based on the Levenberg-Marquardt algorithm  [63],
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transform of Equation (4.2). Three parameters ( ,  and ) are retrieved from the fits.
In  order  to  show  the  quality  of  the  curve  fits,  we  have  also  plotted  the  residuals
(diamonds), , whose values are smaller than  in the whole
time evolution graph.
The  values  obtained  for  thermal  diffusivity  are  shown  in  Figure  4.4a  as  a
function of the particle concentration in volume  . Notice that for aligned  m-CNF
(black) the enhancement on the thermal diffusivity of the composites is higher than for
those non-aligned  m-CNF (red), and this behavior is most remarkable for the highest
values of the concentration of particles.
Figure 4.4: Experimental results for the (a) thermal diffusivity and (b) thermal effusivity of the composite
samples as a function of the particle concentration in volume .
The thermal  effusivity  of the composite samples has been obtained from the
linear zone of the time evolution graphs, since the vertical shift between two fitted lines
gives the ratio of thermal effusivities, as shown in  Figure 4.2b. In this case we have
used the thermal effusivity of the polyester resin (  Ws1/2m-2K-1) as a reference.
Notice from Figure 4.4b, that for both kinds of samples, the enhancement on the thermal
effusivity of the composites is almost linear, and is better for the aligned m-CNF (black)
than for non-aligned m-CNF (red), as obtained for the thermal diffusivity. In both cases,
the uncertainty on the measurement of thermal properties has been obtained from the
standard deviation of five measurements and is below .
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4.5 Effective thermal conductivity models for nanocomposites
In order to verify the alignment of the m-CNF in the polyester matrix, we have
performed  SEM analysis  as  described  in  Section  4.2.  Figure  4.5 shows  the  results
obtained for concentrations of 0.25 %, 1.25 %, 2.25 % and 3.25 % with non-aligned
nanofibers from (a) to (d), respectively and the same concentrations with aligned  m-
CNF, from (e) to (h). Also schematic pictures of the dispersed and aligned nanofibers on
the  sample's  thickness  are  shown  in  Figures  4.5a  and  4.5e.  Backscattered  electron
images have been used to show even the fibers buried near the surface of the specimens.
It  is  well  known  that  two  thermal  properties  are  needed  to  characterize
(thermally) a given sample, since the three thermal transport properties are related by
, where  is the thermal effusivity,  and  are the thermal diffusivity and
thermal conductivity, respectively [18].
Figure 4.5: SEM images of  m-CNF on polyester resin. Concentrations of  ,  ,   and
 for non-aligned (upper row) and aligned (lower row) fibers are shown.
In  Figure 4.6 the thermal conductivity obtained from the experimental data of
the composites is shown as a function of the  m-CNF concentration; the uncertainties
were obtained according to the error propagation theory [102]. Good enhancement of 
is expected, due to the higher thermal conductivity of the carbon nanofibers with respect
to that of the polymeric matrix. The enhancement in thermal conductivity is noticeable
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for concentrations higher than  in volume, in which a clear difference between the
results obtained for the composites with aligned  m-CNF and the non-aligned ones is
observed. The thermal conductivity of the composite loaded with  of aligned m-
CNF  in  volume  is   times  the  one  of  the  polyester  resin.  This  is  a  good  result
considering the low loading percentage of nanofillers. In contrast, thermal conductivity
of the composite only reaches  times for non-aligned nanofibers with respect to the
resin matrix. In summary, a remarkable enhancement of the thermal transport properties
due to the alignment of magnetized nanofibers has been obtained for polyester-based
nanocomposites.
Figure 4.6: Thermal conductivity of the composites samples as a function of the particle concentration in
volume.
In  order  to  interpret  the  results  of  the  enhancement  obtained  in  the  thermal
conductivity of the polyester resin composites, we have used a theoretical model based
on the interaction direct derivative (IDD) micro-mechanics scheme, proposed in the last
decades for modeling effective properties of composite systems. This model has the
versatility of considering the interaction between the reinforcements, thus it can provide
a  good  approximation  of  the  effective  properties  up  to  second  order  in  the  filler
concentration  .  According  to  this  model,  the  normalized  effective  thermal
conductivity ( ) of the composite with respect to the thermal conductivity of the
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(4.3)
where  is the effective thermal conductivity in the dilute limit, also normalized by
the thermal conductivity of the matrix ( ). A good choice of the thermal conductivity
in the dilute limit is the one obtained from the well-known effective medium approach
[90],
(4.4)
where  is the volumetric fraction of the reinforcements, m-CNF in our case,  is the
thermal  resistance  between the  m-CNF and the polyester  matrix,   is  the  thermal
conductivity of the m-CNF,  is a factor which takes into account if the reinforcements
are dispersed in the matrix ( ) or they are aligned along the sample's thickness
( )  and   is  a  function  which  takes  into  account  the  depolarization  factor
(aspect ratio of the fillers),
(4.5)
being ,  is the diameter of the m-CNF and  is a correction factor introduced
in the actual length ( ) of the m-CNF due to entanglement effects. It takes into account
the non-straightness of the fibers, which affects the thermal conductivity of a fiber in the
longitudinal direction, thus affecting the thermal conductivity of the composite [96].
We have performed curve fits of the experimental data using Equation (4.3) with
two free parameters (  and ), as shown in Figure 4.7. The thermal conductivity of
the m-CNF is  Wm-1K-1 [103], and for the polyester resin it is  Wm-1K-1 [104].
Based on the scanning electronic microscopy images taken for the samples, the length
of the fibers has been fixed to  m and their diameter to  nm in the curve fits. For
non-aligned m-CNF composites (in red), we have obtained:  W-1m2K
and  ; similarly, for aligned  m-CNF composites (in black):  
W-1m2K and  .  The  results  obtained  for  the  thermal  mismatch  are  in  good
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agreement  with  theoretical  simulations  and  experimental  studies  reported  in  the
literature  [74,95]. It is worth mentioning that even though the value obtained for the
thermal mismatch for aligned fibers is larger than for non-aligned fibers, and that the
correction factor   is similar for both types of samples,  the thermal conductivity of
composites with   volume fraction of aligned m-CNFs is   times the thermal
conductivity of composites with non-aligned fibers.
Figure  4.7: Fits  of  the  experimental  data  results  of  the  normalized  thermal  conductivity  using  the
theoretical model based on the IDD.
Our results show that the alignment of  m-CNF in polymeric composites, using
external low intensity uniform magnetic fields, is a highly convenient methodology to
enhance  the  heat  transport  in  a  given CNF composite.  It  is  especially  important  to
remark that when comparing the increase in thermal conductivity between composites
with aligned and non-aligned fibers, twice the amount of fibers is needed to reach the
same value  of  thermal  conductivity  with  non-aligned  than  with  aligned  fibers.  The
proportion of the fibers needed to attain the same thermal conductivity is not the same
for all concentrations, but it reduces for higher CNF concentration, as can be seen in
Figure 4.7. This behavior agrees with previous results reported in literature [83].
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Chapter 4. Studying the thermal transport properties of polymeric nanocomposites with 
the front-face flash method
4.6 Summary
The effect in the heat transfer of aligned and non-aligned carbon nanofibers used
as fillers in polyester resin has been investigated. It has been shown that the alignment
of m-CNF in the polymer matrix enhances its thermal conductivity, along the direction
of the alignment of the fibers, favoring the use of low concentrations of filler loadings.
Accordingly, for a concentration of  in volume, an improvement of  in the
thermal conductivity of the polyester resin was achieved by orienting the m-CNF, while
only an increase of  for samples with non-oriented carbon nanofibers was obtained.
It was shown that the laser flash method, in the front-face configuration, provides fast,
accurate and non-contact measurements of the in-depth thermal diffusivity and thermal
effusivity  of  the  composite  samples  with  different  concentrations  of  CNF. A model
based on the interaction direct derivative (IDD) scheme has been useful to study the
thermal mismatch between the fibers and the polyester matrix. This analysis showed
that the thermal interface resistance is larger in samples with aligned carbon nanofibers,
and even under these conditions those samples show a higher thermal conductivity than
samples with non-oriented fibers. In conclusion, the alignment of m-CNF, with the help
of a uniform low intensity magnetic field, has shown to be an effective methodology in
the  enhancement  of  the  in-depth  thermal  conductivity  of  polyester  nanocomposites.
However, more theoretical and experimental research should be done to devise methods
to  reduce  the  thermal  interface  resistance  in  polymers  with  oriented  m-CNF.
Additionally a broader range of particles concentrations and intensity of magnetic fields
should  be  analyzed  in  order  to  develop  a  methodology  to  determine  the  optimal
conditions to maximize the thermal conductivity of a given polymer.
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5.1 Thermal transport properties of solids and the flash method
There are two thermal transport properties which characterize a given material:
its thermal diffusivity  and its thermal effusivity  [105,106]. Both are related to
the  more  often  acknowledged  thermal  conductivity   through  the  following
relationship:  .  While  steady-state  methods  are  used  to  measure  thermal
conductivity, transient methods are sensitive to the couple   and  . In particular, the
flash method has become a standard to measure the thermal  diffusivity  of solids.  It
consists of heating the front face of an opaque plate by a brief light pulse and analyzing
the  temperature  evolution  either  at  its  rear  surface,  i.e.  the  classical  configuration
introduced by Parker et al more than fifty years ago [34], or at the illuminated surface,
which is particularly useful for non-destructive testing of materials since it only requires
access to the illuminated surface of the sample [35].
However, the  flash  method applied  to  free-standing plates  only  provides  the
thermal  diffusivity,  but  in  most  cases  fails  to  give  accurate  values  of  the  thermal
effusivity. The reason for this can be understood by analyzing the temperature history of
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the surfaces (  and ) of an opaque plate of thickness  after being excited by
an infinitely brief laser pulse under adiabatic conditions [19]
(5.1a)
(5.1b)
where   is  the energy per unit  area (Jm-2) delivered by the pulse,   is the energy
fraction  absorbed  by  the  sample;   and   stand  for  the  temperature  at  the
illuminated  and  non-illuminated  surfaces,  respectively.  As  can  be  observed,  the
temperature at each surface depends not only on  and , but they are correlated with
other experimental magnitudes:  and . This means that only  and  can
be obtained. As the thickness of the sample can be easily measured, the flash method
allows retrieval of the thermal diffusivity of the plate. However, the energy fraction
absorbed  by  the  sample  surface  is  difficult  to  determine  and  therefore  the  thermal
effusivity  cannot  be  obtained  accurately. This  issue  was  already  pointed  out  in  the
pioneering work on the flash method [34] (note that these authors referred to specific
heat instead of thermal effusivity, since the multiplying factor in Equations (5.1a) and
(5.1b) can be rewritten as  , where   is the density and   the specific heat). Since
then, several works have been published on retrieving the specific heat using the flash
method, but they require an independent measurement of the laser pulse intensity and
the reflectivity of the sample at the laser wavelength [6–9], which can be cumbersome
in some cases. Alternatively, a relative study of the thermal effusivity on samples with
similar reflection coefficient is possible, as shown in Chapter 4.
To overcome the mentioned drawback, putting the rear surface of the plate in
contact with a fluid backing has been proposed  [45,47]. In this way, the front surface
temperature will be sensitive to the thermal mismatch between plate and fluid, which is
governed  by  the  ratio  of  their  effusivities.  These  studies  were  performed  using
modulated illumination, registering the amplitude and phase of the surface temperature
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as a function of the modulation frequency. Moreover, for normalization purposes (i.e. to
eliminate  the  instrumental  frequency dependence)  the same frequency scan  must  be
performed  twice:  with  the  sample  backed  by  water  and  with  the  bare  sample.
Consequently, this procedure is rather time consuming (around one hour).
Following the idea of using a fluid for thermal effusivity contrast, we propose in
this  work  using  the  flash  method  in  the  front  configuration  to  obtain   and  
simultaneously in a fast manner. We have first calculated the front surface temperature
of an opaque plate in contact with a fluid after being illuminated by a brief light pulse.
The  effect  of  the  finite  duration  of  the  laser  pulse  as  well  as  the  heat  losses  by
convection and radiation are also included in the model. By studying the sensitivity of
the front surface temperature to  and  we show that both quantities are uncorrelated.
Then,  in  order  to  establish the range of  validity  of  the method we have performed
experiments, using a pulsed laser and an infrared (IR) camera, on several calibrated
materials  (metals,  alloys,  ceramics  and polymers)  covering a  wide range of  thermal
transport properties. These experiments show that the thermal effusivity of a sample can
be retrieved accurately, provided it is smaller than three times the thermal effusivity of
the liquid used as reference.
5.2 One dimensional heat conduction in a two layer system
Let us consider a two-layer system made of an opaque solid slab of thickness 
and a semi-infinite fluid backing, as shown in Figure 5.1. The free surface of the plate is
illuminated uniformly by a brief laser pulse. The Laplace transform of the temperature
rise above the ambient in each medium is
(5.2a)
(5.2b)
where  is the Laplace transform of the temperature, , being  the Laplace
variable. Subscripts  and  stand for solid and fluid, respectively.
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Figure 5.1: Diagram of the two-layer  system made of  an opaque solid  slab and semi-infinite  liquid
backing. The front surface  is uniformly illuminated by a brief laser pulse.





where   is  the Laplace transform of the light intensity,  is  the fraction of energy
absorbed by the sample surface and   is the linear coefficient of heat transfer, which
takes into account the combined effect of heat convection and radiation. Note that heat
transfer  by  convection  at  the  solid–fluid  interface  has  been  neglected  since  its
temperature rise  is  small.  The resulting expression for  the Laplace transform of  the
temperature at the solid surface  is
(5.4)
In this chapter, we will consider two temporal shapes for the light pulse: (a) a
delta  function  pulse  and  (b)  a  laser  pulse.  In  the  first  case,  the  light  intensity  is
 and its Laplace transform is , where  is the energy per unit
area (Jm-2) delivered by the pulse and  is the Dirac delta function. On the other hand,
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5.2 One dimensional heat conduction in a two layer system
the  light  intensity  of  a  laser  pulse  follows  an  exponential  law  of  the  form
, whose Laplace transform is  . The parameters  
and  depend on the pulse shape, while  is a normalization constant which is used to
satisfy  the  condition  .  The  light  intensity  of  our  laser  pulse  fits  the
exponential law with  and  ms, as shown in Figure 2.4 of Chapter 2.
By applying the inverse Laplace transform to Equation (5.4), the time evolution
of the surface temperature above the ambient after absorbing a laser pulse is obtained.
However, there is no analytical inverse Laplace transform for the expression in Equation
(5.4). Thus, the well-known Stehfest algorithm  [60] has been used, which gives very
accurate results for ‘smooth’ functions [111], as in the case of .
We have written  Equation  (5.4)  in  such a  way that  the  degeneracy between
parameters  is  clearly  seen.  Accordingly,   depends  on  four  fitting  parameters:
,  ,   and  . Therefore, a fit of the time evolution of the front
surface of an opaque slab on top of a fluid backing may allow to retrieve simultaneously
 and , provided the thickness of the slab and the effusivity of the fluid are known.
Sensitivity  analysis  should  be  performed  on  the  temperature  evolution  of  the  front
surface of the slab in order to assure that both mentioned parameters can be retrieved
from a single fit.
5.3 Sensitivity to thermal diffusivity and thermal effusivity
In Figure 5.2 we present numerical simulations showing the time evolution of
the surface temperature  of an opaque solid slab with a water backing (
 Ws1/2m-2K-1) illuminated by a brief laser pulse. Ideal conditions are considered: a Dirac
pulse   and  absence  of  heat  losses  .  Different  values  of  the  thermal
effusivity of the solid slab, higher and lower than the thermal effusivity of water, are
analyzed. In order to better compare the results, a normalized energy for the laser pulse
is used in the simulations  . Moreover, by introducing the dimensionless
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time  ,  with  ,  we obtain a normalized temperature   which is
independent  of   and   values.  As  a  reference,  a  simulation  for  an  air  backing
(  Ws1/2m-2K-1) is also included.
Figure 5.2: Simulation of the surface temperature evolution as a function of the dimensionless  time
 for an opaque slab on top of water (  Ws1/2m-2K-1) after receiving a brief laser pulse
. Ideal conditions are considered: . Different values of the thermal effusivity of
the solid are evaluated. A simulation for air backing (  Ws1/2m-2K-1) is also plotted for comparison.
As can be seen, at short times after the laser pulse, heat does not reach the rear
surface of the solid   and therefore we obtain the response of a semi-infinite
sample,  which  is  a  straight  line  with  slope  ,  independently  of  the  thermal
effusivities of sample and backing.  At  longer  times,   becomes sensitive to  the
interface between sample and backing. When the backing is air, a horizontal straight
line at long times is obtained. In fact, the intersection of both straight lines arises at
,  which  can  be  used  for  thermal  diffusivity  identification  [34].  It  is
worth mentioning that when the backing is air  there is no sensitivity to the thermal
effusivity of the sample. When the backing is water the behavior of  at very long
times is also a straight line of slope  , but the position of this straight line varies
depending on the thermal effusivity of the sample. If   there is perfect thermal
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any time. If   heat barely crosses the interface at   and thermal energy is
accumulated  inside  the  solid  slab.  This  explains  why  the  temperature  is  above  the
straight  slope line for . On the other hand, when  heat easily crosses
the  interface  and  therefore  there  is  a  downwards  displacement  in  temperature  with
respect to the  slope line, for . From a practical point of view, the presence of
water in contact with the solid slab may allows us to obtain  and , simultaneously
from a single measurement. A sensitivity analysis would help us to define under which
configurations it is possible to retrieve both parameters with the front-face flash method.
Sensitivity of  to a given quantity  is defined as 
(5.5)
This equation does not have an analytical solution, so numerical methods have
been applied to evaluate the local sensitivity of the surface temperature evolution to the
thermal diffusivity and thermal effusivity of the solid slab in contact with a semi-infinite
liquid layer (water). The sensitivities of  to  and  are shown in Figure 5.3.
Figure 5.3: Sensitivity to (a)  and (b)  as a function of the dimensionless time  for an opaque slab
on  top  of  water  (  Ws1/2m−2K−1)  after  receiving  a  brief  laser  pulse  .  Ideal
conditions are considered: . Different values of the thermal effusivity of the solid are evaluated.
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Numerical simulations have been performed for ideal conditions  . The
sensitivity to thermal diffusivity  is maximum for air backing, but the price to be
paid  is  the  lack  of  any  information  on  .  The  use  of  water  as  backing  produces
sensitivity  to  ,  at  the  price  of  reducing  .  It  is  worth  noting  that  the  two
sensitivities  are  not  correlated:  the  highest   appears  at  ,  while  the
highest  appears at  .  From Figure 5.3a we can see that   is very
small for samples with , while it increases as  differs from . This is related to
the fact that the elbow in   corresponding to the change in slope in Figure 5.2 is
barely  noticeable  for  ,  but  becomes  more  pronounced  as   and   values
separate from each other. In fact, for samples with very low thermal effusivity, 
could  reach  values  even  higher  using  water  backing  than  for  air  backing,  e.g.  for
 Ws1/2m-2K-1, the maximum sensitivity to thermal diffusivity is .
In any case, note that for these materials the surface temperature at times corresponding
to the highest  ,  i.e.  ,  is  very low and therefore it  is  affected by the
experimental  noise  (in  our  experimental  setup  it  is  about  10 mK).  Accordingly, we
propose using sample thicknesses verification  s1/2, i.e.  s. In this
way, the temperature level just after the elbow, where the sensitivities to  and  are
the largest, is high enough to provide a good signal-to-noise ratio.
On the  other  hand,  Figure  5.3b  shows that   is  always  positive,  since
increasing the thermal effusivity of the sample leads to a temperature rise, as can be
seen in Figure 5.2. Moreover,  reaches an asymptotic value  for all
materials. However, this value is reached at different times depending on the thermal
effusivity of the sample. In particular, for samples with a very high effusivity the highest
 is obtained only at very long times. This result is related to the fact that the slope
of   changes  slowly  for  high  thermal  effusivity  materials,  while  this  change is
abrupt for materials with low thermal effusivity.
The effects of the finite duration of the laser pulse and heat losses are illustrated
in Figure 5.4. Simulations have been performed for a sample with  mm2s-1 and
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 mm,  with  normalized  energy  for  the  laser  pulse  .  The  finite
duration  of  the  laser  pulse  appears  at  very  short  times,  breaking  the  characteristic
straight line with slope   corresponding to an ideal Dirac pulse. Simulations have
been performed for the temporal shape of our pulsed laser, as given in Section 5.2 (
 and  ms). By contrast, the effect of heat losses appears at long times
after  the  laser  pulse.  For  air  backing,  the  temperature  behavior  deviates  from  the
horizontal straight line predicted for adiabatic conditions.
Figure 5.4: Effect  of  the  finite  duration  of  the  laser  pulse  and  heat  losses.  Simulations  have  been
performed for  mm2s-1 and  mm, with normalized energy for the laser pulse .
The effect of the finite duration of the laser pulse has been simulated for the temporal shape of our pulsed
laser  (  and   ms).  For  air  backing,  the  effect  of  heat  losses  has  been  calculated
considering  and  s-1/2. For water backing, simulations have been performed considering no
heat  losses   and  three  different  thermal  effusivities:   Ws1/2m-2K-1 in  blue,  
Ws1/2m-2K-1 in purple and  Ws1/2m-2K-1 in green. For each of them, we have also shown results
with  Wm-2K-1 (lower red curve).
In a similar way, for water backing the temperature behavior deviates from the
straight  line with slope  .  Simulations  have been performed keeping the sample
thermal diffusivity  and thickness constant,  but changing its  thermal effusivity:  (blue
curve)   Ws1/2m-2K-1,  (purple curve)   Ws1/2m-2K-1 and (green curve)
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red) are shown in Figure 5.4. As can be seen, heat losses have a smaller effect when
using water  than  when using  air. The reason is  twofold:  on the one hand,  with air
backing there are heat losses at both sides of the samples, while with a liquid backing
heat losses appear only at the front surface. On the other hand, the temperature is lower
for a liquid backing than for air, and therefore the heat flux is also lower since it is
proportional to the temperature, as can be seen in Equation (5.3a). According to the
results shown in Figure 5.4, both the finite duration of the heating pulse as well as heat
losses  must  be included in the fitting of  the experimental  results  to obtain accurate
values of  and .
5.4 Experimental limitations and results
In order to validate the method proposed in this  work to  measure   and  
simultaneously,  we  have  performed  measurements  on  ten  reference  solid  samples
covering a wide range of thermal transport properties: metals, alloys, vitreous carbon,
ceramics  and  polymers.  A  diagram  of  the  experimental  setup  used  for  these
measurements is shown in Figure 2.1 of Chapter 2. Sample sizes are  cm side squares
in  order  to  achieve   heat  propagation.  The sample  is  attached  to  the   cm2
window of a metallic box that can be filled with any non-reactive liquid (see Figure 2.1c
of Chapter 2). A poor thermal conducting paste (melted silicone) is used to stick the
sample edges to the box in order to reduce heat leaks during measurements. The IR
radiation emitted by the sample is recorded by an IR camera (FLIR SC7500 working
between  and  m) provided with a  mm focal length lens. At its minimum working
distance (about   cm) each pixel measures the average IR emission from a  mm-
side square over the sample surface. Only the pixels placed on a  cm-side square at the
center of the sample are taken into consideration in order to reduce the influence of heat
leaks from the sample to the box. Most samples are covered by a thin graphite layer
(about  m thick) in order to improve both the laser energy absorption and the sample
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IR emissivity.
Figure 5.5: Temperature rise above ambient as a function of time after the heating pulse for different
materials. Dots are the experimental data and continuous lines the fitting to the theory. Temperature data
for Ni and PC are shifted. (a) Metallic samples. (b) Polymers. Polymeric samples were studied with three
backings: air, water and ethanol, whereas metallic samples were studied only with air and water backings.
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Sample thicknesses were selected in order to verify . This
particular instant gives the position of the elbow, where the initial  straight line with
 slope is modified by the presence of the rear surface of the sample. In this way, we
have a long enough time range (up to  s in our setup) to obtain the thermal effusivity of
the sample before lateral heat flow invalidate the  model assumed in the theory.
Figure 5.5 shows the results for two metallic (Figure 5.5a) and two polymeric
(Figure 5.5b) samples:  nickel (Ni),  AISI 304 stainless steel,  polycarbonate (PC) and
polyether-ether-ketone (PEEK). Polymeric samples were studied with three backings:
air, water and ethanol, while for the other samples only air and water backings were
used. Experimental results are represented by dots and their corresponding curve fittings
by continuous lines. For the sake of clarity temperature data for Ni and PC are shifted
downwards, also we only have plotted one of each five points in all curves; however, all
data collected have been used in the fits.  A least-squares fitting procedure has been
implemented using the well-known Levenberg–Marquardt algorithm  [63,112] and the
fits have been done with respect to the inverse Laplace transform of Equation (5.4).
Four free parameters have been used in the fits:  ,  ,   and  . In
order to show the quality of the fits, the residuals, i.e. the normalized difference between
experimental  data  and fitted  values,  ,  are  also
plotted.  They  are  lower  than   in  the  whole  time  range.  The  retrieved  thermal
diffusivity and thermal effusivity data for the ten samples are summarized in Table 5.1,
where the materials are listed according to decreasing values of the thermal effusivity.
Each result is the average of three consecutive measurements.
As can be observed in Table 5.1, thermal diffusivity values for all the samples
agree with the literature values in both configurations: using air or water as backing
fluid. On the other hand, the thermal effusivity of polymers is very close to that of
ethanol  (  Ws1/2m-2K-1).  Consequently,  no  thermal  diffusivity  can  be
obtained for these materials using ethanol as backing fluid (since there is no noticeable
change in the   slope, as shown in Figure 5.5b) in agreement with the theoretical
prediction. Regarding the thermal effusivity, which is one of the goals of this work, it is
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retrieved accurately provided  , as is the case for polymers (PEEK and PC),
glassy carbon G, glassy carbon K (both bought from Sigradur) and bismuth (Bi), when
measured with water backing. For samples verifying , as is the case of copper
(Cu), zinc (Zn), nickel (Ni), lead (Pb), alumina and stainless steel AISI-304 the thermal
effusivity  is  underestimated  when  using  water  backing  and  this  error  is  more
pronounced as the thermal effusivity of the sample differs from that of the water. The
origin of this drawback arises from the fact that for materials of good thermal effusivity,
the sensitivity of  to thermal effusivity is low for times close to the 'elbow' and it
slowly increases with time. In fact, very long times must be reached in order to obtain a
significant sensitivity to thermal effusivity, as can be seen in Figure 5.3b. However,
those  data  corresponding  to  such  long  times  are  affected  by  lateral  heat  flux  and
therefore  cannot  be  used  for  fitting  to  Equation  (5.4),  which  assumes   heat
propagation.
Table 5.1: Thermal diffusivity  and thermal effusivity  of the materials studied by



















Cooper (Cu) 3.248 107 120 117 9100 37140
Nickel (Ni) 2.065   21   21      23.0 12000 18910
Zinc (Zn) 3.116   42   44      41.8 9800 17942
Alumina 1.035      8.4       8.6 7.6-10.3 8600 9430-10900
AISI-304 0.897      3.8       4.1       3.95 6800 7498
Lead (Pb) 2.176   23   24   24.1 6800 7190
Bismuth (Bi) 1.040      6.0       6.1       6.55 3000 3050
Glassy Carbon G 1.088      6.6       6.6     6.2 2300 2530
Glassy Carbon K 1.047       0.74 --- 0.73-0.80 1753 ---
PEEK 0.259       0.17        0.18        0.145   640   655
PC 0.261       0.14        0.15 0.13-0.15   550 523-563
(a)References [45,71,72].
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The two polymers  studied  in  this  work were also analyzed using  ethanol  as
backing fluid. The obtained thermal effusivity values are:   Ws1/2m-2K-1 and
 Ws1/2m-2K-1. Note that they agree with the values obtained using water
backing and with the literature values. The uncertainty in   in flash measurements
with air backing is in the range , as was obtained in Chapter 3.
Finally, in the case of glassy carbon K (GC-K), it is important to say that its
thermal diffusivity cannot be obtained using water as backing fluid, because its thermal
effusivity is close to that of water. Consequently, we do not have enough sensitivity to
retrieve  (see Figure 5.4a). However, we obtained the value  Ws1/2m-2K-1 as the
thermal  effusivity  of  GC-K  with  water  backing.  Nevertheless,  we  also  performed
measurements using ethanol as backing fluid, which provides good contrast to retrieve
the thermal diffusivity of glassy carbon K, giving   mm2s-1, which is in agreement
with literature values. Moreover, the thermal effusivity of GC-K obtained with ethanol
backing is  Ws1/2m-2K-1. This value has been confirmed by using the flash method
in  the  front-face  configuration,  doing  a  relative  measurement  as  in  Chapter  4,
considering glassy carbon G, as the reference material.
5.5 Discussion
The uncertainty in  with water backing (  Ws1/2m-2K-1) depends on
the effusivity of the sample, as discussed in Section 5.3. It is small (about ) for
samples verifying  or , but it increases as the thermal effusivity of the
sample approaches to that of water. In the limit,  for samples with thermal effusivity
close to that of the water,  cannot be obtained since its sensitivity is close to zero (see
Figure 5.3a). In these cases, the practical solution is replacing water by another fluid
with different effusivity, e.g. ethanol.
On the  other  hand,  as  mentioned  before,  only  thermal  effusivities  satisfying
 can  be  studied  with this  method.  The uncertainty  in  the  retrieved thermal
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effusivity is around . Accordingly, our experimental results are given with only
two  significant  figures  (see  Table  5.1).  Notice  that  only  room  temperature  (RT)
measurements have been performed. In any event, there are several liquids with boiling
points in the range   °C (such as glycerine,   °C) that could be used to
measure simultaneously   and   above RT. It is worth mentioning that the eutectic
liquid alloy made of gallium (Ga), indium (In) and tin (Sn) has a boiling point higher
than  °C. Owing to its low toxicity and wetting ability [113], introducing this liquid
metal paves the way to use the method proposed in this work at high temperatures. In
this case heat transfer by convection to the backing fluid cannot be neglected. This issue
can be overcome by placing  both  the  sample and the  backing fluid in  a  horizontal
position. Otherwise this heat transfer by convection should be included in the theoretical
model.
In  this  work,  we  have  addressed  the  challenging  task  of  measuring,
simultaneously, the thermal diffusivity and thermal effusivity of solids in a fast  and
accurate manner. We have improved the flash method in the front configuration to deal
with a two-layer system made of the plate under study and a reference liquid.  It  is
shown that the time evolution of the surface temperature of the solid plate is sensitive to
thermal  diffusivity  and  to  the  thermal  mismatch  between  solid  and  liquid,  which
depends  on  their  ratio  of  thermal  effusivities.  IR  thermography  measurements
performed on ten samples covering a wide range of thermal effusivities confirm that the
thermal effusivity can be retrieved accurately, provided the thermal effusivity of the
sample is not higher than three times the thermal effusivity of the reference liquid. Since
water is the most accessible liquid with high thermal effusivity, the highest effusivity
that can be measured with  this technique is about  Ws1/2m-2K-1. Although material
with  good  thermal  effusivity  are  out  the  application  range  of  this  technique,  the
transport  properties  of  many  materials  of  industrial  interest  such  as  polymers,
composites, ceramics, inorganic oxides and many others can be retrieved.
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Chapter 6. Simultaneous
measurement of the in-plane and in-
depth thermal diffusivity of
semitransparent solids using focused
pulsed spot thermography
6.1 In-plane and in-depth thermal diffusivity in opaque solids
Several  methods  have  been  developed  and  proposed  for  the  accurate
measurement  of  the  thermal  diffusivity  of  solid  slabs.  Nowadays,  the  well-known
classical  rear-face  flash  method  is  regarded  as  a  standard  technique  for  thermal
diffusivity measurements in opaque solid slabs. It consists of heating the front face of an
opaque plate by a brief light pulse and to analyze the temperature evolution of the rear
surface,  to  obtain  the  thermal  diffusivity  [34].  Alternatively,  in  the  front-face  flash
method  the  temperature  is  recorded  at  the  illuminated  surface  [35].  The  latter  is
particularly  useful  for  nondestructive  testing  of  materials  since,  unlike  the  rear-face
flash method, it only needs access to the free surface of the sample, which improves its
versatility for scientific and industrial applications [55,114]. In both configurations, the
whole surface is illuminated homogeneously by a flat light beam and the ability of the
sample to diffuse heat along the direction perpendicular to the illuminated surface is
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tested. Accordingly, the in-depth (through-thickness) thermal diffusivity is obtained.
In  order  to  measure  the  in-plane  (along  the  illuminated  surface)  thermal
diffusivity, a thermal gradient along the surface must be generated. For this purpose
several experimental configurations have been proposed, including different excitation
designs and data processing methods. Concerning the methods based on detecting the
surface  temperature  by  means  of  infrared  detectors  (photothermal  radiometry  and
infrared  thermography) it  is  worth remarking the following illumination schemes:  a
Gaussian spot [5–10], a disk area [120], an annular area [53,121], a line or a strip [14–
16] and a grid-like mask [54].
For a circular Gaussian light pulse, Cernuschi  et al have demonstrated that, in
the case of isotropic and opaque samples, the surface temperature distribution at any
time after the pulse has a Gaussian shape whose squared radius has a linear dependence
on the in-plane thermal diffusivity  [51,119]. In this Chapter, we have generalized this
method to deal  with anisotropic samples including both opaque and semitransparent
materials. In this way, we have developed a complete theoretical model to calculate the
surface  temperature  distribution  of  an  anisotropic  semitransparent  slab  after  being
illuminated by a  focused pulsed laser  beam.  Moreover, we have included additional
effects in the model, such as:
(a) the multiple reflection of the light pulse at the sample surfaces, 
(b) heat losses by convection and radiation to the surrounding atmosphere and 
(c) the transparency of the sample to IR wavelengths.
We have shown that the surface temperature has a Gaussian profile along the
principal  axes  and  the  linear  relationships  between  the  squared  radii  and  the
corresponding principal thermal diffusivities hold for all kinds of sample: isotropic or
anisotropic, opaque or semitransparent. Moreover, this linear relationship is not affected
by heat losses. On the other hand, the time evolution of the spatially averaged surface
temperature is the same as when illuminating the sample with a flat homogeneous light
pulse.  Therefore,  the  in  depth  thermal  diffusivity  of  anisotropic  semitransparent
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materials  can  be  measured  using  the  same  procedure  as  in  isotropic  samples  (see
Chapter 3).
These  results  indicate  that  the  principal  thermal  diffusivities  of  anisotropic
samples can be measured by a single and fast experiment. In order to verify the validity
of the method and to test its accuracy, we have performed experiments, using a pulsed
laser and an IR camera, on several opaque and semitransparent materials covering a
wide range of thermal diffusivities from poor thermal conductors (polymers) to good
thermal conductors (metals).
6.2 Three-dimensional heat conduction in anisotropic semitransparent slabs
Let us consider an anisotropic semitransparent slab of thickness , as shown in
Figure 6.1, illuminated by a Gaussian laser beam of radius   (at  ), wavelength  
and power . We make the Cartesian reference frame coincide with the principal axes
of this anisotropic slab.
Figure 6.1: Diagram of a semitransparent slab of thickness  illuminated by a Gaussian laser beam.
According  to  the  Beer–Lambert  law  and  taking  into  account  the  multiple
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where   and   are  the  optical  reflection  and absorption  coefficients  of  the  slab at
wavelength , respectively. The Laplace transform of the heat diffusion equation for an
anisotropic sample under this illumination can be expressed as follows [19]
(6.2)
where  is the Laplace transform of the sample temperature,  is the Laplace variable,
, ,  are the principal thermal conductivities of the sample and  is
the heat capacity of the sample, with  the density,  the specific heat and the subindex
.   is the Laplace transform of the light intensity. In this work, we will
consider a delta function pulse,  , whose Laplace transform is  ,
i.e., the total energy delivered by the pulse. If we neglect the thermal conduction to the
surrounding air (because of its extremely low thermal conductivity), the general solution
of Equation (6.2) can be written as the superposition of the solution of the homogeneous
equation plus a particular solution of the non-homogeneous equation using the Fourier
transform [125] 
(6.3)
where  is the imaginary unit, , being  and  the Fourier variables
and  is the thermal diffusivity along the  -th principal axis. The coefficients of the
particular solution are given by [56]
(6.4a)
(6.4b)
Constants  and  in Equation (6.3) are obtained from the boundary conditions
at the sample surfaces
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(6.5a)
(6.5b)
where  is the linear coefficient of heat transfer, which takes into account the combined
effect of heat convection and radiation to the surrounding atmosphere. For the sake of
simplicity, we have assumed the same  value at both surfaces. The expression of the








where we have defined . Notice that these coefficients are equal to those in
Equations (3.8) of Chapter 3 by exchanging  and . Nevertheless, if the
sample is semitransparent to the infrared spectrum, the signal recorded by the infrared
detector comes not only from the sample surface, but also from the bulk. If we define 
as  the  effective  infrared  absorption  coefficient  of  the  sample  (averaging the  sample
behavior from 3 to 5  m, which is the spectral band of our IR camera) the Laplace
transform of the signal recorded by the IR camera placed in front of the sample is given
by [59]
(6.8)
where   is a constant that includes the effects of the emissivity of the sample, the
sensor area and detectivity, and the temperature derivative of the Plank function at room
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temperature. Moreover,  also includes the effect of the multiple reflections of the IR
emission  at  the  sample  walls.   is  the  Laplace  transform of  the  sample
temperature given by Equation (6.6). This means that we are assuming that heat losses
associated to the infrared emission from the sample volume are so small that they do not
affect  the  temperature  field.  By substituting  Equation  (6.6)  into  Equation  (6.8)  and







Note that  ,  whose inverse Laplace transform is
given by  , where   is the inverse Laplace transform of  .
Accordingly, the inverse Laplace transform of Equation (6.9), i.e. the IR signal recorded
by the infrared camera can be written as
(6.12)
where . In particular, considering the case of an isotropic
slab (  and  ), there is cylindrical symmetry
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and Equation (6.12) reduces to
(6.13)
where  .  This  expression  is  in  agreement  with
previous results in literature [51].
6.3 Limiting cases in time domain
Notice that the IR signal given in Equation (6.12) is not explicit in time domain,
but it involves a numerical inverse Laplace transform: . However, it is quite useful
in coordinate space, since it consists of Gaussian curves along   and   axis at each
instant of time. Moreover, the same  has to be calculated for isotropic samples (see
Equation (6.13)), but in this case a simplification appears in the coordinate space, since
we only have the -coordinate due to the cylindrical symmetry.
Nevertheless, For extreme but representative cases, Equation (6.12) has exact
analytical solutions in time domain that are analyzed in the following subsections.
6.3.1 Opaque and thermally thick slab
If  we  consider  a  sample  which  is  opaque  to  both  heating  and  mid  IR
wavelengths  and it is also thermally thick , then under
these conditions Equation (6.9) reduces to
(6.14)
whose inverse Laplace transform has analytical solution
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(6.15)
where  we  have  defined  ,  being   the
thermal effusivity of the sample and  is the complementary error function.
6.3.2 Opaque and thermally thin slab
If the sample is opaque to both heating and mid IR wavelengths and thermally
thin,  then  ,  and  .  Under  these conditions  Equation
(6.9) reduces to
(6.16)
whose inverse Laplace transform has analytical solution given by
(6.17)
6.3.3 Transparent and thermally thick slab
If the sample is semitransparent to both heating and mid IR wavelengths and
thermally  thick,  then   and  .  Under  these  conditions
Equation (6.9) reduces to
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(6.18)
whose inverse Laplace transform has analytical solution and can be expressed as
(6.19)
In  this  expression  appears  the  negligible  effect  of  heat  losses  and  also  an
interchangeable role of  and .
6.4 Methodology to measure the thermal diffusivity
In this  section  we present  the  procedure  to  obtain  the  in-plane  and in-depth
thermal diffusivities from one single measurement.
6.4.1 Identification of the in-plane thermal diffusivity
Equation (6.12) indicates that the IR signal has always a Gaussian profile along
the principal axes ( , ) whose radius   (at  ) is given by  , with
subscript . Following the method proposed by Cernuschi and coworkers for
isotropic samples  [51,119], the in-plane thermal diffusivities of the sample along the
surface principal axes can be obtained as follows. First, the radius  of the Gaussian IR
signal is measured at different times after the laser pulse has reached the sample. Then,
the square of this radius is plotted as a function of time. In this way, a straight line is
obtained whose slope  allows determining the in-plane thermal diffusivity of
131
Chapter 6. Simultaneous measurement of the in-plane and in-depth thermal diffusivity 
of semitransparent solids using focused pulsed spot thermography
the sample along the -th principal axis (the intercept gives the square of the laser beam
spot  radius  ).  According  to  Equation  6.13,  the  same  linear  method  applies  for
isotropic samples. Consequently,  from Equations (6.12) and (6.13) we can establish that
this linear method is valid for any kind of homogeneous (isotropic or anisotropic) slabs,
regardless of their optical properties and thickness. Moreover, it is not affected by the
heat losses due to convection and radiation mechanisms.
In order to quantify the ability of this linear method to retrieve the principal
thermal diffusivities of the sample, we analyze the sensitivity of  to the parameters of
interest (  and ). The sensitivity  to these parameters is defined as
(6.20a)
(6.20b)
Equation (6.20a) indicates that  varies from  to  as the time after the
laser pulse t goes by, while Equation (6.20b) indicates that   varies from  to  .
This  result  clearly  indicates  that  both  quantities  are  uncorrelated  and that  the  most
accurate diffusivity values are obtained at long times after the laser pulse. Anyway, as
the  experimental  noise  increases  with   (because  of  the  reduction  of  the  surface
temperature), intermediate times after the laser pulse are recommended to obtain  
accurately.
6.4.2 Identification of the in-depth thermal diffusivity
It is well known that the spatially averaged surface temperature corresponding to
a focused heating of an isotropic opaque sample is  equivalent  to a one-dimensional
(flat) excitation [53]. In the case of an anisotropic semitransparent sample, the spatially
averaged IR signal is obtained by integrating Equation (6.12)
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(6.21)
whose Laplace transform is 
(6.22)
where  and  is given by Equation (6.10). Note that both Equations (6.21)
and (6.22) only depend on the thermal properties along the -axis. 
 is given by the same expression as in Equation (6.11) when exchanging 
by . This result is in agreement with Equation (3.10) in Chapter 3 (remember that the
effective IR absorption coefficient is represented by   in Chapter 3, while   is used
here),  which  represents  the  Laplace  transform of  the  IR  signal  corresponding  to  a
uniform  (one  dimensional)  heating  along  the  -axis.  Thus,  the  in-depth  thermal
diffusivity of a sample can be identified by recording the time evolution of the spatially
averaged IR signal and fitting to Equation (6.21). This is a general equation valid for
isotropic and anisotropic samples regardless their thermal and optical properties, and
also includes the effect of heat losses to the surroundings.
6.5 Experimental limitations and results
In order to validate the proposed method, we have performed measurements on
(an)isotropic  plates  that  are  either  opaque  or  semitransparent.  Moreover,  we  have
covered  a  wide  range  of  thermal  diffusivity  values:  metals,  ceramics,  composites,
glasses and polymers.
The diagram of the experimental set-up is presented in Figure 2.6 of Chapter 2.
It is worth mentioning that the temperature detected by the IR camera is not the real
surface  temperature  rise  of  the  sample,  since  neither  its  emissivity  nor  its  IR
transparency are known. However, the “apparent” temperature rise  measured by the
IR detectors  is  proportional  to  the IR emission   exiting the  front  surface of  the
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sample.
Figure 6.2: (a) Thermogram obtained for GC  ms after the laser pulse. (b) Apparent temperature rise
above  room  temperature  versus  radial  position  along  a  line  crossing  the  center  of  the  Gaussian
distribution, at several times after the heating pulse. Dots are the experimental data while the continuous
lines are the fits to the Gaussian spatial profile given in Equation (6.13). (c) Parameter   versus time.
Dots are the experimental data while the continuous lines are the linear fits. Results for four good thermal
conducting samples (Pb, SiC, GC and AISI-304 stainless steel) are shown.
Figure 6.2a is a thermogram for a glassy carbon (GC) sample obtained 50 ms
after the laser pulse. The circular shape indicates that glassy carbon is isotropic at the
surface. Figure 6.2b shows the apparent temperature rise   above the ambient for a
sample of glassy carbon along a line crossing the center of the Gaussian distribution.
Results for different times after the heating pulse are plotted. Figure 6.2c shows the
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samples: Lead (Pb), Silicon Carbide (SiC, 36% porosity), glassy carbon and AISI-304
stainless steel. From the slope   of each straight line the thermal diffusivity of each
sample is obtained: . Their values are given in Table 6.1.
Figure 6.3 shows the same kind of results as in Figure 6.2, but for three low
thermal conducting isotropic samples:  a polymer (Polyetherether-ketone,  PEEK) and
two neutral density filters (Hoya ND 03 and Schott NG1). The latter are semitransparent
to  the  exciting  laser  beam  with   mm-1 and   mm-1,  as
measured by a Cary spectrometer. The retrieved thermal diffusivity values of the three
samples are summarized in Table 6.1.
Figure 6.3: The same as in Figures 6.2b and 6.2c for three low thermal conducting samples: a polymer
(PEEK) and two neutral density filters (Hoya ND 03 and Schott NG1).
Finally, we studied a unidirectionally oriented carbon fiber reinforced composite
(CFR composite) whose matrix is PEEK and the volume fraction of the carbon fibers is
about  62%.  Figure  6.4a  is  a  thermogram  taken  300  ms  after  the  laser  pulse.  The
elliptical  shape  clearly  indicates  that  this  composite  is  anisotropic,  since  the  heat
propagates easily along the fibers (vertical direction). Figure 6.4b shows the results of
parameter   versus time for the two principal directions:   (along the fibers) and  
(perpendicular to the fibers). Dots are the experimental data and the continuous lines are
the  linear  fits.  From  their  slopes  the  principal  diffusivities   mm2s-1 and







































Chapter 6. Simultaneous measurement of the in-plane and in-depth thermal diffusivity 
of semitransparent solids using focused pulsed spot thermography
Figure  6.4c  shows  the  time  evolution  of  the  spatially  averaged  surface
temperature rise above the ambient after the heating pulse. Dots are the experimental
data  and  the  continuous  line  the  fitting  to  Equation  (6.21)  (see  Equation  (3.10)  in
Chapter 3), using the Levenberg-Marquardt algorithm  [63]. In order to visualize the
quality of the fits, the residuals, i.e. the normalized difference between experimental
data and fitted values, , are also plotted. They are lower than
 in the whole time range, for all samples. The obtained value of the in-depth thermal
diffusivity  is   mm2s-1,  which  is  in  agreement  with  that  measured  using
modulated photothermal radiometry [49].
Figure 6.4: (a) Thermogram obtained for an anisotropic CFR composite 300 ms after the laser pulse. (b)
Parameter  versus time. Dots are the experimental data while the continuous lines are the linear fits. (c)
Spatially averaged temperature rise above the ambient versus time after the heating pulse. Dots are the
experimental data and the continuous line corresponds to the fitting to the theory. Residuals are also
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6.5 Experimental limitations and results
The fact that experiments have been performed using a “flat-top” laser while the
theory has been developed for a Gaussian one deserves some comments. For the sake of
simplicity, let us analyze its effect on an isotropic sample. The Hankel transform of a
circular Gaussian beam of radius  (at ) and power  is  , whereas
the  Hankel  transform  of  a  circular  “flat-top”  beam  of  radius   and  power   is
 [126], where   is the Bessel function of first order. Regarding the
simple case of an opaque and semi-infinite sample without heat losses, the IR signal for
a circular Gaussian spot of radius  (at ) is given by
(6.23)
where   is the Bessel function of zero order. On the other hand, the IR signal for a
circular “flat-top” spot of radius a writes
(6.24)
which lacks an analytical solution. It can be verified numerically that at short times after
the heating pulse, both spatial temperature distributions are very different, but as times
goes by, both temperature fields converge. In fact, when the thermal diffusion length
[18] verifies  ,  the difference between both temperatures is smaller
than  at each point. This means that for times satisfying , predictions from
a  Gaussian  laser  and  a  “flat-top”  one  are  indistinguishable.  In  all  measurements
performed  in  this  work  and  shown  in  Figures   this  condition  is  fulfilled.
Moreover, according to the discussion on the sensitivity in Subsection 6.4.1, for times
verifying this condition, the sensitivity to the diffusivity is always higher than .
For statistical purposes, we have run five measurements on each sample under
the same experimental conditions. Moreover, for isotropic samples we have evaluated
the thermal diffusivity along two perpendicular profiles crossing the center of the laser
spot. The uncertainty given in Table 1 is the standard deviation of 10 (5) measurements
performed on each isotropic (anisotropic) sample. For all the samples measured in this
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work the uncertainty is about  .  Accordingly, thermal diffusivity values are given
with two significant figures. As can be observed, all the results agree with the literature
values within the experimental uncertainty.






Lead 24 ± 2 24.3
Porous SiC 9.6 ± 0.5 10.0
Glassy carbon 5.9 ± 0.3 6.0
AISI-304 4.1 ± 0.2 4.0
CFR composite
x 0.56 ± 0.03 ---
y 3.4 ± 0.2 ---
z 0.55 ± 0.03 0.51
Hoya ND 03 0.55 ± 0.03 0.51
Schott NG1 0.45 ± 0.02 0.48
PEEK 0.18 ± 0.01 0.18
(a)References [49,71,72,127,128].
The theoretical model presented in this Chapter assumes that heat conduction to
the surrounding atmosphere is negligible due to the low thermal conductivity of the air.
However,  for  very  thin  plates  (free  standing  films)  this  assumption  does  not  hold
anymore and the sample should be kept under vacuum in order to use this method.
Before concluding this section, we would like to remark the disturbing Narcissus
effect by which the detector sees itself  because its own emission is reflected on the
sample surface  [61]. This effect is specially hurtful in samples with highly reflective
surfaces and leads to an underestimation of the obtained thermal diffusivity. Covering
the sample surface with a high emissivity paint together with slightly tilting it, removes




In this work, we have demonstrated that when illuminating an anisotropic plate
by a brief laser pulse of Gaussian profile, the IR signal emitted by the sample also has a
Gaussian profile along the surface principal directions at any time after the pulse. The
squared radii of these Gaussian IR profiles are linear functions of time. From the slopes
of these linear relationships the in-plane principal thermal diffusivities of the sample are
obtained. These slopes are independent of the optical properties of the sample and of its
thickness.  This  means  that  the  method  applies  to  all  kinds  of  plate:  opaque  or
semitransparent, thin or thick. Moreover, the slope is not disturbed by heat losses due to
convection  and  radiation.  On  the  other  hand,  it  is  demonstrated  that  the  spatially
averaged IR signal matching a Gaussian illumination on an anisotropic semitransparent
slab behaves as the IR signal obtained with a uniform illumination.  Accordingly, by
fitting the time evolution of the spatially averaged IR signal to the one-dimensional
model,  as in the classical front-face flash method on isotropic samples,  the in-depth
thermal  diffusivity  of  the  sample  can be obtained from the same trial.  Experiments
performed  on samples  that are opaque and semitransparent, covering a wide range of
thermal  diffusivities  confirm  the  validity  of  the  model.  This  method  is  especially
interesting to characterize the principal thermal diffusivities of anisotropic plates from
one single and fast experiment.
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Chapter 7. Characterization of infinite
vertical cracks with lock-in
thermography
7.1 State of the art on crack detection and characterization
There  are  several  conventional  non-destructive  testing  methods  like  dye
penetrant,  magnetic  particles,  eddy currents,  ultrasonics  and x-ray, which have been
widely used to  detect fissures.  However, early detection of both hidden and surface
breaking cracks remains a challenging task to prevent failures in working structures.
Since  the  pioneering  work  by Kubiak  [129],  infrared  thermography (IRT)  has  been
proposed as a non-contact, non-intrusive and health safe method to detect near-surface
defects. In particular, vibrothermography, where an ultrasonic wave is launched into the
material and the heat dissipated at the defect propagates to the surface indicating the
presence of the defect on a cold background, has received increasing attention in the last
decade  because of  its  ability  to  detect  and characterize  cracks  in  a  wide variety  of
materials  [2–7].  However,  in  vibrothermography,  the  ultrasonic  transducer  must  be
coupled to the sample surface, thus reducing its versatility. Moreover, open cracks with
virtually no rubbing surfaces might be difficult to characterize [136]. On the other hand,
optically stimulated thermography is fully non-contact, but the presence of the defect
produces just a perturbation of the existing surface temperature field generated by the
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external excitation.  In addition, the spatial  configuration of the illumination strongly
affects the detectability of cracks. In the case of vertical cracks, if the sample is excited
by  a  homogeneous  illumination  producing  a  heat  flux  perpendicular  to  the  sample
surface, the crack will barely disperse the flux, thus producing a negligible signature on
the surface temperature distribution. These kind of cracks can be detected only when an
asymmetry in the heat flux is produced. In this way, the so-called  flying spot method
was introduced  in  the  early  1990s  [137].  It  is  based  on heating  the  sample  with  a
moving laser spot or line and detecting the time evolution of the surface temperature
with an infrared camera  [10–16]. This technique has been implemented for different
excitation regimes, mostly continuous wave  [9–12] and pulsed illuminations  [13–16]
and less often, modulated [142] excitations. Using this method, cracks with openings as
small as a few micrometers can be detected [141]. In the last years, several approaches
to  characterize  the  geometrical  parameters  of  the  crack  (depth,  length,  width,
orientation…) have been published [145,146]. They take advantage of the asymmetry of
the  temperature  field  at  both  sides  of  the  crack  arising  from the  thermal  resistance
produced by the crack, which partially blocks heat flux when the laser spot is focused
close to the crack.
In this Chapter, we deal with the characterization of infinite vertical cracks using
lock-in thermography, which is able to provide surface temperature amplitude and phase
images with a very low noise level. First, we have found an analytical expression for the
surface temperature of a sample containing such a crack when the surface is illuminated
by a modulated laser beam that is focused at a fixed spot close to the crack. In previous
works, the surface temperature close to the edge of the sample [147,148] or in samples
containing open cracks [21–24] was calculated using Green functions. In this work, we
take advantage of the Hankel transform  [126] to obtain semi-analytical solutions for
infinite  vertical  cracks.  Two geometries  of  the  laser  spot  are  considered:  a  circular
Gaussian spot and a line Gaussian one. The presence of the defect produces an abrupt
jump in the amplitude and phase of the temperature profile at the crack position. The
influence  of  the  experimental  parameters  (laser  beam  radius,  distance  spot-crack,
modulation frequency and width of the crack) on the jump height is analyzed. The goal
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is to measure the thermal contact resistance   of the crack, which is related to the
width of the crack.
In order to prepare calibrated infinite vertical cracks, very thin metallic tapes
down  to  1  m  thick  are  inserted  between  two  identical  blocks  under  pressure.  A
modulated laser beam is focused close to the crack. An infrared video camera equipped
with a lock-in module provides the amplitude and phase of the surface temperature
around the crack. A microscope lens with a spatial resolution of  m is used to collect
the infrared emission from the sample.  A least  square fit  of the temperature profile
crossing the center of the laser spot and perpendicular to the crack is used to retrieve
.  A very  good  agreement  between  the  thickness  of  the  metallic  tapes  and  the
obtained  is found, confirming the validity of the model. Moreover, by putting the
two  blocks  directly  in  contact  an  extremely  narrow crack  is  obtained  that  remains
undetectable for our thermography setup. We can establish that the upper limit for the
thermal resistance of this crack is  W-1m2K.
7.2 Temperature field of a semi-infinite sample containing an infinite vertical 
crack
Figure 7.1 shows a semi-infinite and opaque material with an infinite vertical
crack  placed  at  plane  .  The  sample  surface  is  illuminated  by  a  laser  beam
modulated at  a frequency  .  The center of the laser spot is  located at  a
distance   from the  crack.  We assume adiabatic  boundary  conditions  at  the  sample
surface, i.e. heat losses to the surrounding air are neglected. Two kinds of laser profiles
are used:
(a) a circular Gaussian profile of radius  (at  of the intensity) and
(b) a line Gaussian profile of half-width .
The  aim  of  this  section  is  to  calculate  how  the  crack  modifies  the  surface
temperature distribution.
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Figure 7.1: Scheme of the infinite vertical crack (in grey) inside a semi-infinite sample.  (a) Circular
illumination and (b) line illumination.
7.2.1 Circular Gaussian illumination
Consider  an  infinite  material  containing  an  infinite  crack  at  plane  ,
together  with  a  point-like  heat  source  located  at   of  modulated  intensity
,  see  Figure  7.1a.  The  expressions  for  the  spherical  thermal
wave  generated at the heat source and the thermal waves,  and , scattered at the
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7.2 Temperature field of a semi-infinite sample containing an infinite vertical crack
zero,  ,   is  the  Hankel  variable,   and
. Note that the last expression in Equation (7.1) represents a spherical
thermal wave in Hankel space. The temperature of the material at   is given by
, and the temperature of the material at   by . Finally,
the values of   and  are determined from the boundary conditions at the crack, i.e.
heat flux continuity and temperature discontinuity due to the lack of thermal contact:
(7.4a)
(7.4b)
where  is the thermal contact resistance of the crack, which is related to the air gap
width   through the equation   [19].  By solving Equations  (7.4a) and
(7.4b), we obtain
(7.5)
Accordingly, the temperature inside the material at both sides of the crack is
given by
(7.6)
As a further step, we consider now a semi-infinite sample whose free surface is
located  at  plane  .  If  we consider  adiabatic  boundary conditions  at  the  sample
surface  , the effect of this surface is accounted for by introducing a reflected
image of the laser spot with respect to the surface (image method). As in our problem
the laser spot is located at the sample surface, applying the image method means having
a laser spot of double power. Accordingly, the temperature in the material is twice the
value given by Equation (7.6) for the infinite material
(7.7)
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Finally, if we consider not an ideal point-like heat source but a real circular Gaussian
spot  of  total  maximum  intensity   and  radius   (at   of  the  intensity),  the
temperature inside the material is obtained by adding the contribution of each point of
the Gaussian spot weighted by its intensity
(7.8)
where  and . Equation (7.8)
gives  the  temperature  at  any  point  of  the  semi-infinite  material,  but  its  numerical
evaluation is rather time consuming since a triple integral is concerned. By considering
the surface temperature profile  along the  -axis,  i.e.  perpendicular  to  the crack and
crossing the center of the laser spot, the order of the integrals drops, drastically reducing
the computing time.
(7.9)
being ,   is the modified Bessel function of order zero and
 is the complementary error function [154].
                                                                                                                                 
7.2.2 Line Gaussian illumination
The  geometry  we  are  dealing  with  is  shown  in  Figure  7.1b.  Let  us  start
considering an infinite material containing an infinite crack at plane . It is heated
by an infinitely thin modulated line heat source located at , of modulated intensity
per  unit  length  .  The expressions  for  the  cylindrical  thermal
wave  generated at the heat source, and the thermal waves,  and , scattered at the
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where  and  is the modified Bessel function of the second
kind order zero. The last expression in Equation (7.10) represents a cylindrical thermal
wave  in  Fourier  space.  The  temperature  of  the  material  at   is  given  by
 and the temperature of the material at  by . Using the
boundary conditions at the crack given by Equations (7.4a) and (7.4b), we obtain the
same values of   and   given in Equation (7.5). Accordingly, the temperature inside
the material at both sides of the crack is given by
(7.13)
For a semi-infinite material whose free surface is located at plane  , the
temperature  is  twice  the  value  given  by  Equation  (7.13),  which  corresponds  to  an
infinite material,
(7.14)
Finally, if we do not consider an ideal infinitely thin line heat source, but a real line
Gaussian spot of total intensity per unit length  and radius  (at  of the intensity),
the temperature inside the material is obtained by adding the contribution of each line of
the Gaussian spot weighted by its intensity
(7.15)
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where . If we confine the temperature calculations to the surface
of the sample , the order of the integrals is reduced
(7.16)
where we have defined .
7.3 Numerical  simulations  of  the  relative  temperature  contrast  for  infinite
vertical cracks
In this section we study the influence of parameters ,  and  in the visibility of
the crack by analyzing the surface temperature of a semi-infinite sample.  All  of the
simulations are performed for AISI-304 stainless steel (  mm2s-1 and  
Wm-1K-1). Figure 7.2 shows the calculation of the natural logarithm of the temperature
amplitude   and  phase   along  the  -axis  for  a  semi-infinite  AISI-304 sample
containing an infinite vertical crack  and illuminated by a circular Gaussian spot.
Calculations  are performed using Equation (7.9) with   mm,   mm and
 Hz.  Four  thermal  resistances  ranging from   W-1m2K (0.26  m) to  
W-1m2K (260 m) are analyzed. As can be observed, there is an abrupt discontinuity at
the crack position in both  and . Note that the same scale level is used in 
and  in order to clearly show that the jump at the crack is much higher for the former.
Regarding , the height of the leap increases with . However, the behavior of 
is more complicated. Whenever the laser spot is very close to the crack and especially
when it overlaps the crack , the phase jump is reversed, i.e. the jump is upwards.
Besides, the higher the value of , the more pronounced the reversal.
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Figure 7.2: Simulation of (a) the natural logarithm of the temperature amplitude and (b) phase along the
-axis for a semi-infinite AISI-304 sample containing an infinite vertical crack. The sample is illuminated
at  mm with a circular Gaussian laser with  mm modulated at  Hz. The effect of the
value of the thermal resistance  (W-1m2K) is shown.
Figure 7.3 shows the same type of simulations as in  Figure 7.2, but for a line
Gaussian  laser.  Calculations  are  performed  using  Equation  (7.16)  with  the  same
parameters as in Figure 7.2. As can be seen, the general trend is similar for both kinds of
illumination. The only remarkable difference between both illuminations is that  is
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fact that for the former, a spherical thermal wave is generated while for the later the
thermal wave is cylindrical. Nevertheless, as the crack jumps are almost the same for
both  kind  of  spots,  in  the  remainder  of  the  section  only  simulations  with  circular
Gaussian illumination are shown.                                                                        
Figure 7.3: Simulation of (a) the natural logarithm of the temperature amplitude and (b) phase along the
-axis for a semi-infinite AISI-304 sample containing an infinite vertical crack. The sample is illuminated
at  mm with a line Gaussian laser with  mm modulated at  Hz. The effect of the value
of the thermal resistance  (W-1m2K) is shown.
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7.3 Numerical simulations of the relative temperature contrast for infinite vertical cracks
In order to quantify the temperature jump at the crack position, we introduce two
parameters: (a) the temperature amplitude contrast at the crack , which is defined as
(7.17)
and (b) the phase contrast , defined as
(7.18)
Equations (7.9) and (7.16) show that both   and   depend on the factor
. This means that narrow cracks are better detected in high thermal conducting
materials  (metals,  alloys,  ceramics…)  than  in  thermal  insulators  (polymers,
composites…). Moreover, both contrasts do not depend on the laser intensity .
First, we analyze the dependence of  (dimensionless) and  (degrees) on
the thermal resistance of the crack. The results are shown in Figure 7.4 for  and
,  where   is  the  thermal  diffusion  length.  Three  modulation
frequencies are tested:  ,   and   Hz. Continuous lines correspond to   and
dashed lines to . As can be seen, both contrasts exhibit a sigmoid shape. For low 
(very narrow cracks), there is no temperature contrast and the crack remains undetected.
For large   (wide cracks), the temperature contrast  saturates, indicating that these
cracks are easy to detect, but  is difficult to quantify. The highest sensitivity to the
thermal resistance appears for intermediate   values.  Note that as the modulation
frequency is increased by two orders of magnitude, the sensitivity to  is displaced to
lower values by one order of magnitude. This result means that the high frequencies are
better suited to detect and characterize extremely narrow cracks.
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Figure 7.4: Numerical simulation of the dependence of   (left axis, continuous line) and   (right
axis, dashed line) on the thermal contact  resistance  .  Calculations are performed for an AISI-304
material (  mm2s-1 and   Wm-1K-1) with  and  . Three modulation frequencies
are tested. 
Anyway, the results shown in Figure 7.4 have no general validity. In Figure 7.5,
we  shown the  same  kind  of  calculations  as  in  Figure  7.4 for   Hz  and  three
combinations of  and : (1)  and , (2)  and , and (3) 
and . As can be seen, the amplitude contrast  is always a sigmoid function,
but as  approaches  the shape of the phase contrast  is no longer a sigmoid. In fact,
the phase contrast can be even negative, as has been shown in Figure 7.2b. It is worth
noting that for a fixed frequency the region of the highest sensitivity of  to  (the
region with  the  steepest  slope)  is  independent  of  the  couple  .  In  fact,  it  only
depends on .
The dependence of  and  on the laser spot radius is analyzed in Figure
7.6. Calculations are performed with . We have studied three thermal resistances:
,   and   W-1m2K. As  can  be  observed,  the  highest  amplitude  contrast
corresponds to  ,  i.e.  when the  laser  spot  slightly  overlaps  the crack.  This
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7.3 Numerical simulations of the relative temperature contrast for infinite vertical cracks
tightly focused laser beam. Note the negative phase contrast for some combinations of
 and . A negative contrast means that the phase increases at the other side of the
crack with respect to the heating spot. This result has already been shown in Figure 7.2b
for  W-1m2K.
Figure 7.5: Contrasts:   (left axis, continuous line) and  (right axis, dashed line), calculated at a
fixed frequency   Hz, as a function of  . Three combinations of laser distance and radius are
analyzed: (1)  and , (2)  and , and (3)  and .
Finally, in Figure 7.7 the dependence of  and  on the distance of the laser
spot to the crack is analyzed. Calculations are performed for a fixed laser beam radius
. The same three thermal resistances as in Figure 7.6 are studied. As expected,
the  highest  amplitude  contrast  is  produced  when  the  laser  spot  overlaps  the  crack
. Note that this result is independent of . It is worth mentioning that
as the laser spot moves away from the crack the contrast in amplitude decreases, but
surprisingly the phase contrast increases until it reaches an asymptotic value.
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Figure 7.6: Numerical simulation of the dependence of   (left axis, continuous line) and   (right
axis, dashed line), on the laser radius . Calculations are performed for an AISI-304 sample with .
Three  values are analyzed: ,  and  W-1m2K.
Figure 7.7: Numerical simulation of the dependence of   (left axis, continuous line) and   (right
axis, dashed line), on the distance of the laser spot to the crack. Calculations are performed for an AISI-
304 sample with  and  Hz. Three  values are analyzed: ,  and  W-1m2K.





















































7.3 Numerical simulations of the relative temperature contrast for infinite vertical cracks
According to the simulations shown in this section, we propose the following
guidelines for vertical crack detection and characterization via lock-in thermography:
(a) For a given thermal resistance the largest amplitude and phase contrast are not
obtained  with  the  same  set  of  experimental  parameters  .  The  highest
amplitude contrast appears when the spot slightly overlaps the crack .
On the  other  hand,  tightly  focused spots   produce  the  highest  phase
contrast. We propose  as a rule of thumb to obtain good enough
amplitude and phase contrast simultaneously.
(b) In order to detect very narrow cracks the appropriate experimental conditions are
a high frequency with . These conditions mean a tightly focused laser
spot. For instance, using   mm on metallic samples together with a
frequency  Hz allows detection of thermal resistances as low as
 W-1m2K.  It  is  worth  noting  that  under  these  experimental
conditions thicker cracks are also clearly detected.
(c) In  order  to  retrieve  ,  frequencies  producing  the  highest  temperature
amplitude/phase  contrast  must  be  avoided,  since  they  are  insensitive  to  
variations. Instead, lower frequencies which shift the amplitude contrast 
to half of its maximum, are the most sensitive to  variations.
7.4 Experimental details and results
A diagram of the experimental setup is presented in Figure 2.7 of Chapter 2. In
order to increase the signal to noise ratio, a large number of images have been recorded,
since  in  lock-in  measurements  the  average  noise  level  in  temperature  amplitude
decreases as the square root of the number of images [15] and it is proportional to the
noise equivalent temperature difference (NETD) of the detector (  mK in our camera).
According to Equation (1.14) of Chapter 1, by processing   images the noise
level of the data was kept below   mK. As our camera (FLIR SC7500) works at a
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maximum rate of   images/s, collecting   images requires measurements of
about  min.
Figure 7.8: Diagram of the infinite vertical crack simulated for the experiment: two thin strips of Ni tape
of the same thickness are sandwiched between two AISI-304 stainless steel blocks.
In order to obtain calibrated vertical  cracks we have used two glassy carbon
plates  (  mm2s-1 and   Wm-1K-1)   mm thick,  which are put together
under some pressure. The two large surfaces in contact are mirror-like polished. In order
to calibrate the air gap between the plates, strips of nickel tape (Ni) of , , ,  and
 m thickness are placed between the carbon layers (see Figure 7.8). They represent
thermal  resistances  of  ,  ,  ,   and   W-1m2K,
respectively. The main advantage of using glassy carbon is that this material is at the
same  time  highly  absorbing  at  visible  wavelengths  and  highly  emitting  at  IR
wavelengths.  This  means  that  its  surface  does  not  need  to  be  prepared  (painted  or
coated) in order to obtain a high enough signal to noise ratio, as is the case for metals
and alloys.
In Figures 7.9a and 7.9b, the amplitude and phase thermograms corresponding
to a  m thick crack obtained with the following experimental parameters are shown:
 Hz,   mm and   mm. Notice that even such a thin crack is
detectable using lock-in thermography. In Figures 7.9c and 7.9d, we show by dots the
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Figure 7.9: (a) Amplitude and (b) phase thermograms for two glassy carbon plates put in contact to
simulate an infinite vertical crack   m thick. The following experimental parameters have been used:
 mm,   mm  and   Hz.  (c)  Experimental  natural  logarithm  of  the  surface
temperature amplitude and (d) phase profiles along the -axis for several crack widths. Dots correspond
to experimental data and continuous lines to the fit to Equation (7.9).
The continuous lines are the least squares fits to Equation (7.9) using four free
parameters:  ,  ,   and  . The values of   and   of each profile have been
shifted to better appreciate the jump at the crack. Note that the fit quality is better for
 than for . This is because the jump at the crack is much higher for  than for
.
All measurements shown in Figures 7.9c and 7.9d have been performed with
 Hz,   mm and   mm.  The retrieved thermal  resistances  are
,  ,  ,   and   W-1m2K,  which
correspond to air thicknesses  of , , ,  and  m, respectively. They are
very close to the nominal values of the nickel tape thicknesses. On the other hand, in all
fits  the  retrieved  values  of   and   are  in  the  range   mm  and
 mm, which are very close to the values measured optically.
In  order  to  test  the  consistency  of  the  procedure,  we  have  performed
complementary measurements changing the radius of the spot  ,  the distance of the
laser beam to the crack  and the modulation frequency . As an example, we show in
Figure 7.10 the temperature profiles along the  -axis for a   m thick vertical crack
keeping   mm,  but  changing   and  :  (1)   mm,   Hz,  (2)
 mm,   Hz,  (3)   mm,   Hz  and  (4)   mm,
 Hz. The retrieved thermal resistances are  ,  ,  
and  W-1m2K respectively, corresponding to an air gap of  m.
It is worth noting that in our experimental setup, frequencies higher than  Hz are not
appropriate to size the crack. Increasing the frequency implies getting closer to the crack
together with focusing the laser spot more tightly (to maintain the optimal experimental
conditions given at the end of Section 7.3). This means that a higher spatial resolution is
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needed  than  what  our  camera  is  able  to  achieve.  Besides,  the  signal  to  noise  ratio
decreases  as  the  frequency increases.  Accordingly, we use  frequencies  in  the  range
 Hz to detect cracks, but not to size them.                                                     
Figure 7.10: (a)  Experimental  natural  logarithm of the surface temperature  amplitude  and (b)  phase
profiles along the -axis for a  m thick vertical crack in glassy carbon. Dots correspond to experimental
data and continuous lines to the fit to Equation (7.9). In all measurements   mm. (1)  
mm,   Hz, (2)   mm,   Hz, (3)   mm,   Hz and (4)   mm,
 Hz.
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Figure 7.11: (a) Amplitude and (b) phase thermograms for two AISI-304 stainless steel plates put in
contact to simulate an infinite vertical crack   m wide. The following experimental parameters have
been  used:   mm,   mm and   Hz.  (c)  Experimental  natural  logarithm of  the
surface temperature amplitude and (d) phase profiles along the  -axis for several  crack widths.  Dots
correspond to experimental data and continuous lines to the fit to Equation (7.9).
We have performed the same kind of measurements in two blocks of stainless
steel AISI-304,   cm thick. As this metallic alloy has a shiny surface, a thin graphite
layer about  m thick has been deposited onto the surface in order to increase both the
absorption  to  the  heating  laser  and  the  emissivity  to  infrared  wavelengths.  The
amplitude and phase thermograms corresponding to a   m wide crack are shown in
Figures 7.11a and 7.11b, respectively.
The  same  experimental  parameters  as  in  Figure  7.9  have  been  used.  The
temperature profiles along the -axis together with the fits to Equation (7.9) are shown
in Figures 7.11c and 7.11d. We have obtained the following thermal resistance values:
,  ,  ,  ,   W-1m2K,  which
correspond to air gaps of , , ,  and  m respectively. They are very close
to the thicknesses  of  the nickel  tape.  As in  the case of the glassy carbon,  we have
performed complementary measurements changing the experimental parameters , , .
We studied the temperature profiles along the  -axis for a   m thick vertical crack
keeping   mm,  but  changing   and  :  (1)   mm,   Hz,  (2)
 mm,   Hz,  (3)   mm,   Hz  and  (4)   mm,
 Hz. The retrieved thermal resistances are  ,  ,  
and  W-1m2K respectively, corresponding to an air gap of  m.
This  result  confirms  the  robustness  of  the  procedure.  Then,  we  put  the  two  glassy
carbon plates  in direct contact,  i.e.  without inserting nickel tape.  As the surfaces  in
contact are polished, they simulate an extremely thin crack. The result depends slightly
on the position at which the sample is excited. At some positions, we observe neither
temperature  amplitude  contrast  nor  phase  contrast.  Moving  the  positions  of  the
excitation spot on the same sample, we have obtained amplitude and phase contrasts
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corresponding to air gaps below  nm, probably due to different surface conditions.
At the locations where we do not detect the crack, it remains undetectable even when
the modulation is increased up to  Hz and the laser beam is focused down to  m.
This  result  allows us  to  conclude  that  the upper  limit  for  this  thermal  resistance  is
 W-1m2K.
It  is  worth  noting  that  detecting  very  narrow  cracks  requires  using  a  high
frequency together with a laser beam tightly focused close to the crack. However, in our
infrared thermography setup the spatial resolution is   m, so measurements with a
thermal  diffusion  length   m  are  not  allowed.  Under  these  experimental
conditions, thermal resistances verifying  m will remain undetectable.
Figure 7.12: Experimental phase profiles of the surface temperature along the -axis for a  m thick
vertical crack in AISI-304. (1)   mm,   mm,   Hz. (2)   mm,   mm,
 Hz. (3)   mm,   mm,   Hz. The upwards jump of the phase at the crack
position  can be clearly observed.
Finally, we verify the unexpected reversal (upwards) jump of the phase at the
crack position predicted by the model when the laser spot is very close and especially
when it overlaps the crack. In Figure 7.12, we show temperature phase profiles along














7.4 Experimental details and results
configurations satisfying  are shown. The predicted reversal of the phase jump at
the crack position is confirmed experimentally.
Note that the experimental results shown in Figures 7.9 - 7.11 do not exhibit a
sharp discontinuity at the crack but a smooth transition involving around four pixels.
This  result  is  due  to  the  imperfect  imaging  system  of  the  IR  camera  (diffraction,
multiple reflections, flare…). The so-called point spread function (PSF) of the optical
system quantifies its effect, which depends on the lens quality. As in our system the
effect is only noticeable at the crack position, it has not been taken into account in the
fittings of the whole profiles. Nonetheless, it is worth noting that the microscope lens
(with a resolution of  m) produces a much smaller PSF than a  mm focal length
lens with two extension tubes (providing a comparable resolution of  m), with more
than  pixels affected.
7.5 Summary
In this Chapter, we have dealt with the width characterization of infinite vertical
cracks using lock-in thermography with optical excitation. First, we have found a semi-
analytical expression for the surface temperature of a material containing such a crack
when a modulated and focused laser beam impinges close to the crack. Both circular
and line Gaussian spots are studied. The presence of the crack produces an abrupt jump
in the amplitude and phase of the surface temperature at the crack position. Numerical
simulations indicate that the highest amplitude temperature contrast is produced when ,
 and  satisfy the following condition: . The validity of the model has
been tested by performing lock-in thermography measurements on stainless steel and
vitreous carbon samples containing cracks of calibrated width. By fitting simultaneously
the amplitude and phase of the surface temperature to the proposed model, the width of
the crack is obtained. The agreement between the optically calibrated width and the
retrieved  one  is  very  good even  for  widths  as  narrow as   m.  In  Chapter  8,  the
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characterization  of  vertical  cracks  of  finite  size  is  addressed.  Nevertheless,  it  is
important to say that this work shows the ability of lock-in thermography to characterize
vertical cracks, which may occur in welding processes. However, in order to apply this
method to retrieve the width of a real crack (for example, in a weld) it is still necessary
to  work  out  how to  perform measurements  without  covering  the  specimen  surface,
which is a requirement for some non-destructive tests on in-service structures.
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8.1 Discontinuous Galerkin solution for vertical cracks under lock-in laser 
excitation
In  this  Chapter,  we  study  the  propagation  of  thermal  waves  across  narrow
vertical  cracks  of  finite  size  and  arbitrary  shape  in  a  homogeneous  material.  No
analytical solution can be found for this problem, thus a numerical approach must be
adopted.  In  classical  continuous  finite  elements  methods  (FEM),  this  heat  diffusion
problem is modeled as a transmission problem in a material consisting of two domains:
the  bulk  and  the  air  filling  the  crack,  together  with  the  corresponding  boundary
conditions of continuity of temperature and heat flux [155]. In this model it is necessary
to  use  conforming meshes,  i.e.  tetrahedral  subdivisions  of  the  domains,  in  both  the
exterior and the interior of the crack, matching at the interfaces. Therefore, for very thin
cracks this  model requires excessively fine meshes,  dramatically increasing memory
resources  and  computing  time.  In  order  to  overcome  this  problem,  new  numerical
methods much more efficient than continuous FEM have been implemented [156,157],
which allow to calculate the surface temperature of a sample containing thin cracks of
any size and shape. These thin cracks are considered as an interface characterized by its
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thermal  contact  resistance  .  The mentioned methods are  based on discontinuous
Galerkin finite elements methods (DG-FEM  [157]). In general, DG-FEM are natural
tools to tackle physical problems with discontinuous solutions where classical FEM fail.
However, the implementation of DG-FEM is not as straightforward as when dealing
with continuous FEM, since DG-FEM require stabilization terms, depending on each
particular problem. In particular, an extension of the Bauman-Oden DG-FEM for the
Laplace  equation  [157] is  required  to  model  the  propagation  of  thermal  waves  in
cracked materials.
Figure 8.1: (a) Diagram of an opaque material of arbitrary shape containing a finite crack.   is the
illuminated surface,  is the crack surface,  is the non-illuminated external surface of the material and
 is the sample volume. (b) Diagram of the meshed sample showing tetrahedra conforming with the
crack.
In this Section, a brief description of the DG method developed by Omella et al
is presented  [158,159].  Let's  consider  a  homogeneous  and  isotropic  opaque  sample
occupying a volume , limited by a surface boundary . The geometry is depicted in
Figure 8.1a. The sample contains a narrow crack extending along . Since the crack is
very thin, we assume that   is an interface. Some part of the sample surface   is
illuminated by a laser beam modulated at frequency . The non-illuminated section of
the boundary is denoted as  . The oscillating component of the sample temperature
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 can be obtained by solving the Helmholtz equation with the appropriate boundary






where  and  are the thermal conductivity and diffusivity of the sample respectively,
subscripts  and  refer to both sides of the crack (no matter which is which),  is the
outwards unitary normal  vector  at  the sample surface,   and   are the outwards
unitary normal vectors at the crack sides and  is the incoming heat flux applied on
the illuminated part of the sample boundary.
The first  step to  apply  a  DG method to  solve  Equation  (8.1)  is  to  define  a
‘triangulation’   of the total volume, being   each of the   tetrahedra, as
shown in Figure 8.1b. The faces of the tetrahedra touching the crack must match the
crack surface. The second step is to choose simple piecewise functions  (for instance
polynomials of degree  ) to approximate the temperature   in each tetrahedron. For
practical  purposes,  the  final  step  is  to  write  a  discrete  variational  formulation  from
Equation (8.1) by using Green’s formula and defining the so-called  numerical fluxes
[157], i.e. approximations to  and  at the boundaries of each tetrahedron. The flux
choices  affect  the  stability  and the  accuracy  of  the  method  and  therefore,  different
choices lead to different methods.
Any variational formulation of a DG method needs the introduction of the so-
called  average and  jump traces  of  functions  defined on the triangulation  [157].  Let
 be the skeleton of the triangulation, that is, all faces of
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the tetrahedra that belong neither to the crack nor to the exterior boundary. Let  be an
interior face shared by two tetrahedra  and  and  any scalar or vector function on
, we set the averages  and jumps  on  as:
(8.2a)
(8.2b)
being  and  the outwards unitary normal vectors to  and  respectively, as can
be seen in Figure 8.1b.
Thus, applying Green’s formula [155] in a standard way in each tetrahedron the
DG solution of Equation (8.1) is the -degree polynomial piecewise function 
that satisfies the variational formulation
(8.3)
for all -degree polynomial piecewise functions  in the triangulation  of .
Unfortunately,  the  variational  formulation  in  Equation  (8.3)  is  unstable  (it
amplifies rounding errors). However, it is possible to stabilize it by adding perturbation
terms, related to particular choices of the numerical fluxes, that actually are null for the
exact solution (but not for the approximate solution) and do not damage the numerical
solution at  all.  A proper DG variational formulation of Equation (8.1), based on the
Bauman-Oden choice [157] of the numerical fluxes, is:
(8.4)
The third addendum in Equation (8.4) is an anti-symmetric version of the second
one and comes from the Bauman-Oden choice of the numerical fluxes. It is introduced
in order to stabilize the numerical results of Equation (8.3).
From a practical point of view, the variational formulation is a cornerstone to
170
8.1 Discontinuous Galerkin solution for vertical cracks under lock-in laser excitation
introduce  the  DG  model  in  finite  elements  packages  as  FEniCS  or  FreeFem
[160,161]. The Bauman-Oden type formulation shown in Equation (8.4) is useful to
simulate thermal waves in cracked materials when the location of the crack  is well
known.  However, due to  the presence of  the thermal  resistance in  the denominator,
Equation  (8.4)  suffers  from a  computational  limitation:  the  narrower  the  crack,  the
larger the computing time required in simulations. Furthermore, it is not possible to plug
a zero thermal  resistance  in  the fourth addendum of  Equation  (8.4).  This  is  a  hard
impediment  when  solving  inverse  problems,  in  which  we  attempt  to  determine  the
thermal resistance from surface thermograms by a least squares fitting, without previous
knowledge of the (eventually null) value of the thermal resistance in the trial location
. Therefore, it is necessary to develop variational formulations whose computational
time is independent of the value of the thermal resistance and that allow zero thermal
resistances in a trial location , probably larger than the real crack.
Let  be the average linear size of two tetrahedra  and 
that  share  face  ;  that  is,  the  average  size  of  the  diameters  of  the  smallest
circumscribed sphere around each tetrahedron. The variational formulation of the DG
method proposed is:
(8.5)
where  is the unitary outwards normal vector to the tetrahedral. In fact, Equation (8.5)
represents a family of DG methods depending on the value of constant  . We have
analyzed the methods corresponding to  ,   Wm-2K-1 and  . The
three  methods  are  robust  and  computationally  efficient.  However,  for  the  sake  of
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simplicity and rapidness we have chosen  for the numerical computations in this
Chapter.  Notice  that  for   and   Wm-2K-1.  Equation  (8.5)  reduces  to  the
classical Bauman-Oden method [139] for non-cracked materials when  is null. The
computation time of these three methods is independent of the value of the thermal
resistance.
Finally,  let  us  remark  that  both  Equations  (8.4)  and  (8.5)  require  -degree
polynomial  piecewise  function   with  degree  .  This  is  a  purely
mathematical requirement for the stability of DG Bauman-Oden type methods and it has
to be taken into account just  in the selection of the trial  functions in finite element
packages as FEniCS or FreeFem  [160,161].
8.2 Numerical simulations for semi-infinite and finite vertical cracks
Figure 8.2a shows the geometry of a vertical crack of arbitrary shape and size.
Although the theoretical model developed in the previous section is valid for vertical
cracks of any shape and size, we mainly performed numerical simulations for surface
breaking semi-infinite  cracks  (infinite  lateral  extension  and constant  depth  ),  since
preparing samples with calibrated cracks of this shape is easier. The geometry of these
cracks is given in Figure 8.2b and their discretization is shown in Figure 8.3. As can be
seen,  the centered  and densely  discretized  area corresponds to  the illuminated zone
around the center of the laser spot. In order to capture the geometrical characteristic
lengths  and  the  natural  thermal  wavelength   of  the  solution,  the  size  of  the
tetrahedra is between  and , where  is the thermal
diffusion length.
In Chapter 7, when working with infinite cracks, it was found that the highest
temperature  contrast  at  the crack  position  is  produced when  .  In  this
Chapter, we follow these conditions and analyze the influence of the crack depth  on
the  temperature  profile  across  the  crack.  Simulations  are  performed  for  AISI-304
stainless steel (  mm2s-1 and  Wm-1K-1). As a first test of consistency the
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temperature profile  corresponding to  an infinite  crack   has been calculated
both using the analytical solution given by Equation (7.9) in Chapter 7 and using the
numerical  solution as expressed by Equation (8.5) in Section 8.1.  The agreement is
excellent for all the thermal resistances tested, ranging from  W-1m2K.
Figure 8.2: Scheme of (a) a finite vertical crack (in grey) of arbitrary shape, (b) a semi-infinite vertical
crack (in grey) of height  and (c) a rectangular vertical crack (in grey) of height  and length .
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Figure  8.3: (a)  Mesh  with   tetrahedra  of  a  cracked  thermally  thick  prism  of  AISI-304  with
dimensions  mm  mm  mm  for a modulation frequency  Hz. (b)
A semi-infinite crack with depth  mm is depicted in red.
Figure 8.4 shows the natural logarithm of the temperature amplitude  and
phase   along the  -axis for an AISI- 304 sample containing a semi-infinite vertical
crack  and illuminated by a circular Gaussian spot. Calculations are performed
using Equation (8.5) with  mm,  mm,  Hz and  W-1m2K
(which  is  equivalent  to  a  crack  thickness   m  according  to  the  relation
 [19]). Four crack depths are analyzed, i.e.  ,  ,   and   mm
besides the infinite one. As can be seen, as the crack depth diminishes the height of the
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complicated  instead;  for  the  deepest  cracks  the  jump of   at  the  crack  position  is
reversed, i.e. the jump is upwards.
Figure 8.4: Simulation of (a) the natural logarithm of the temperature amplitude and (b) phase along the
-axis for an AISI-304 sample (  mm2s-1 and  Wm-1K-1) containing a semi-infinite vertical
crack of   W-1m2K. The sample is illuminated at   mm with a Gaussian laser spot of
 mm modulated at  Hz. Several crack depths  are studied.
In order to quantify the temperature jump at the crack position we introduce the
temperature  amplitude  contrast   and  phase  contrast  ,  which  are  defined
respectively as
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(8.6)
(8.7)
where  represents an infinitesimal distance.
Figure 8.5: Numerical simulation of the dependence of   and  on the thermal contact resistance
.  Calculations are performed for  an AISI-304 sample (  mm2s-1 and   Wm-1K-1)  with
 mm,  mm and  Hz. Several crack depths  are analyzed.
In  figure  8.5  we  analyze  the  dependence  of   and   on  the  thermal
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8.2 Numerical simulations for semi-infinite and finite vertical cracks
same  parameters  as  in  Figure  8.4  (  mm,   mm,   Hz).  For
 W-1m2K (crack width narrower than   nm), the temperature contrast is
negligible and the crack remains undetected. As  increases,  is enhanced until it
reaches  an  asymptotic  value.  This  value  highly  depends  on  the  crack  depth.  For
instance, the maximum value of  for  mm is half of the value reached for
an infinite crack. However, the behavior of   is not monotonous. It changes from
negative values for deep crack to positive values for shallow cracks. Anyway, results
shown in Figures 8.4 and 8.5 (where the modulation frequency is kept constant, 
Hz) indicate that cracks deeper than   mm are difficult to distinguish from infinite
cracks.
To enhance this limit, we tried using lower frequencies which means increasing
the  thermal  diffusion  length   and  hence,  the  penetration  depth  into  the  sample.
Figure 8.6 shows the simulation of  and  profiles along the -axis, similar as in
Figure 8.4, but reducing the modulation frequency from  Hz to  Hz. Additionally,
Figure 8.7 shows the dependence of  and  on the thermal resistance of the crack
as in Figure 8.5, but for a modulation frequency  Hz. As expected, by reducing
the frequency we can look deeper inside the sample, in such a way that cracks as deep
as   mm  can  be  distinguished  from  an  infinite  one.  Note  that  the  limiting
distinguishable depth verifies the following relation: .
Finally, in order to show the usefulness of the discontinuous finite elements to
deal with vertical cracks of any shape, we performed simulations for rectangular cracks
of depth  and length , centered on the -axis (see Figure 8.2c). In Figure 8.8 we show
the simulation of   and   along the  -axis for an AISI-304 sample containing a
rectangular vertical crack. The same parameters as in Figure 8.4 are used (
W-1m2K,  mm,  mm and  Hz). The crack depth  mm is kept
fixed while the effect of changing its length  is studied. Notice that as the crack length
decreases the height of the jump of  and  at the crack position  is reduced.
It is worth noting how such a small crack with an area  mm2 is clearly detected
by a high enough jump. Anyway, for retrieving the two parameters characterizing a
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rectangular crack (  and  ) with the highest accuracy we can fit several temperature
profiles (not just ) and several frequencies for each of them.
Figure 8.6: Simulation of (a) the natural logarithm of the temperature amplitude and (b) phase along the
-axis for an AISI-304 sample containing a semi-infinite  vertical  crack of   W-1m2K. The
sample is illuminated at  mm with a Gaussian laser spot of  mm modulated at  Hz.
Several crack depths  are studied.
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Figure 8.7: Numerical simulation of the dependence of   and  on the thermal contact resistance
. Calculations are performed for an AISI-304 sample with  mm,  mm and  Hz.
Several crack depths  are analyzed.
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Figure 8.8: Simulation of (a) the natural logarithm of the temperature amplitude and (b) phase along the
-axis  for  an  AISI-304 sample  containing  a  rectangular  vertical  crack  of   W-1m2K. The
sample is illuminated at  mm with a Gaussian laser spot of  mm modulated at  Hz.
The depth  mm is kept while several lengths  are studied.
It  is  worth  mentioning  that  all  the  numerical  simulations  presented  use
polynomial functions of degree  and have been performed with an Intel Pentium(R) 
CPU  GHz  with a RAM of  GB. The computing time of a simulation is about
 min.
                                                                                                                                    
180
(a)
   
   



























−3 −2 −1 0 1 2 3 4 5
(b)
8.3 Experimental results and limitations for AISI-304 calibrated cracks
8.3 Experimental results and limitations for AISI-304 calibrated cracks
A diagram of the lock-in thermography setup is shown in Figure 2.7 of Chapter
2. In order to prepare calibrated semi-infinite vertical cracks, a thin film of thickness 
was inserted between two blocks and buried at a depth  beneath the surface (see Figure
8.9). Both blocks and film are made of AISI-304 stainless steel. Some pressure was
applied at the outer edges of the blocks to keep the best thermal contact between them
and  the  film.  We  picked  two  films  thicknesses,  namely   and   m.
Remembering  the  relationship  between  the  air  gap  of  the  crack  and  its  thermal
resistance  ,  they  represent  thermal  resistances  of   and  
W-1m2K respectively. Moreover, two depths were selected:  and  mm. As the
steel blocks have shiny surfaces, a thin graphite layer about  m thick was deposited
onto the surface in order to increase both the absorption of the heating laser and the
emissivity at infrared wavelengths.
Figure 8.9: Diagram of the semi-infinite  vertical  crack simulated for the experiment:  A thin film of
thickness  is sandwiched between two blocks and is buried at a depth  beneath the surface. Blocks and
film are made of the same material AISI-304 stainless steel.
The  additional  thermal  resistance  due  to  the  lack  of  perfect  thermal  contact
between film and blocks  has  been also evaluated.  To do this,  we put  the  film just
reaching the surface,  i.e.  .  In this  way, we have two infinite vertical  cracks of
approximately the same width, that according to the in-series thermal resistor model
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[162] are equivalent to a unique crack with double thermal resistance. We measured the
temperature  profiles  (amplitude  and  phase)  along  the  -axis  using  the  following
experimental parameters   Hz,   mm and   mm. By fitting this
temperature  profile  either  to  Equation  (7.9)  of  Chapter  7  or  to  Equation  (8.5),  we
obtained a thermal resistance   W-1m2K, which is equivalent to an air
gap  m. Such a small value can be neglected if compared to air gaps of the
simulated crack (  m). It is important to say that we applied a thin layer of
thermal conductive grease on both touching surfaces in order to improve the adherence
of the film to the blocks and also to reduce the thermal resistance at their interfaces.
Accordingly, we assume a perfect thermal contact between film and steel blocks.
In Figures  8.10a and 8.10b,  we show the amplitude  and phase thermograms
corresponding to a  m thick crack, buried at depth  mm, using the following
experimental parameters:   Hz,  mm and  mm. In Figure 10c,
we show by dots the   and by diagonal crosses the   profiles along the  -axis
corresponding to a film with  m buried at depths  (black symbols) and
 mm (red symbols). Measurements have been performed with  Hz, 
mm and  mm. The continuous lines are the least squares fits to Equation (8.5)
using four free parameters: , ,  and . Note that the fit quality is better for 
than for   since the jump at the crack is much higher for the former. The retrieved
couples thermal resistance and depth  are (  W-1m2K,  mm) and (
 W-1m2K,  mm), which correspond to air thicknesses of   and   m,
respectively. Both air gap thickness and depth are very close to the nominal values of
the metallic film. On the other hand, in both fits the radius of the laser spot is in the
range  mm.
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Figure 8.10: (a) Amplitude and (b) phase thermograms for two AISI-304 blocks sandwiching a   m
thick  film  of  the  same  material.  The  film  is  buried   mm  beneath  the  surface.  The  following
experimental parameters have been used:   mm,   mm and   Hz. Experimental
 (dots)  and   (diagonal  crosses)  of  the  surface temperature along the  -axis  for  two thin film
thicknesses: (c)   m and (d)   m. The thin film is buried at  two different depths   mm
(black) and   mm (red). Symbols correspond to experimental data and continuous lines to the fit to
Equation (8.5).
We have performed the same measurements on an AISI-304 film  m thick.
The same experimental parameters as before have been used. The experimental data are
shown by symbols in Figure 8.10d together with the fits to Equation (8.5), which are
represented by the continuous lines. The retrieved couples thermal resistance and depth
 are  (  W-1m2K,  mm)  and  (  W-1m2K,  mm),
which correspond to air thicknesses of   and   m, respectively. Both air gap
thickness and depth are very close to the nominal values of the metallic film. As before,
in both fits the radius of the laser spot is in the range  mm.
8.4 Summary
In this Chapter, we have focused our attention on flat vertical cracks because
they  are  difficult  to  detect  and at  the  same time,  it  is  relatively  simple  to  prepare
calibrated samples. The simulations performed on semi-infinite and rectangular vertical
cracks indicate that the temperature amplitude and phase profiles along the direction
normal to the crack through the center of the exciting spot exhibit jumps at both sides of
the crack. The height of these jumps is highly sensitive to the crack parameters (depth,
thickness  and length).  In  order  to  check the  ability  of  the  method to  retrieve  these
parameters  we  have  performed lock-in  thermography  measurements  on  samples
containing calibrated semi-infinite narrow cracks of different thicknesses and depths.
Least squares fitting of the data yielded values of the crack thickness and depth in good
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agreement with the nominal values. A Bauman-Oden type discontinuous Galerkin finite
elements method has been used to numerically solve the surface temperature of semi-
infinite  samples  containing arbitrarily  narrow cracks  of  any shape  when the sample
surface is illuminated by a modulated and focused laser beam. The main advantage of
discontinuous Galerkin finite elements method is that, unlike classical continuous finite
elements methods, it  allows surface temperature calculations in the presence of very
narrow cracks. Moreover, computing time and memory resources are kept down to very
reasonable values. This powerful method opens the possibility of characterizing real
cracks  of  arbitrary  shape,  size  and  orientation  from  lock-in  thermography
measurements. Anyway, this goal requires developing robust inverse algorithms since
retrieving complex crack surfaces is a severely ill-posed problem, i.e. very sensitive to
data noise. This issue is out of the scope of this thesis, but it is part of the PhD thesis of
Ángel  Javier Omella  at  the  Department  of  Applied  Mathematics,  Universidad  de
Zaragoza (Spain).
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9.1 Pulsed thermography for crack detection and characterization
Non-destructive  testing  and  evaluation  of  surface  breaking  cracks  in  a  wide
variety of  in-service devices  has been a  challenging task for modern industries  and
laboratories.  Several  well  established  methodologies  like  dye  penetrant,  magnetic
particles, eddy currents and x-ray have been proposed and used to detect fissures as well
as  defects  in  materials.  Alternative  techniques  like  vibrothermography  or  optically
stimulated  thermography  have  gained  attention  in  recent  decades  due  to  their
performance  in  crack  detection  and  characterization  [129,131,134,144].  In
vibrothermography,  the  sample  is  excited  by  ultrasonic  waves  and  the  contacting
surfaces  of  mechanical  discontinuities  produce  heat,  that  propagates  to  the  sample
surface indicating the presence of the defect on a cold background. This technique has
received  increasing  attention  in  the  last  decade  because  of  its  ability  to  detect  and
characterize cracks in a wide variety of materials covering metals, ceramics, polymers
and composites [3–10].
However, it  might  be  difficult  for  this  technique  to  detect  open cracks  with
barely rubbing surfaces. On the other hand, the ultrasonic transducer needs to be in
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contact  with  the  sample  surface,  thus  reducing  its  versatility.  Optically  stimulated
infrared thermography is  fully  non-contact  instead.  In this  case,  the presence of the
defect produces just a perturbation of the existing surface temperature field generated by
the external optical excitation. Moreover, the spatial configuration of the illumination
strongly affects the detectability of cracks. For example, considering vertical cracks, if
the  sample  is  excited  by  a  homogeneous  illumination  which  produces  a  heat  flux
perpendicular  to  the sample surface,  the crack will  barely disperse this  flux,  thus  a
negligible  signature  will  be present  on  the  surface  temperature  distribution,  making
almost impossible to detect vertical cracks. This kind of cracks can be detected only
when an asymmetry in the heat flux is produced. This idea was exploited in the nineties
when the so-called flying spot method was introduced [137]. It consists of heating the
sample with a moving laser spot or line and detecting the time evolution of the surface
temperature with an infrared (IR) detector or IR camera [2,11–18]. The excitation can
be a continuous  wave [11–15], modulated [142] or pulsed laser illumination [2,16–18].
This method allowed detecting cracks with openings of a few micrometers [141].
Once the crack has been detected the interest focuses on the characterization of
its  geometrical  parameters (depth,  length,  width,  orientation,  etc.).  In  the last  years,
several  approaches to  perform crack characterization have been proposed  [145,146].
They take advantage of the asymmetry of the temperature field at both sides of the crack
arising from the thermal resistance produced by the crack, which partially blocks heat
flux when the laser spot is focused close to the crack.
Following these ideas, in Chapter 7, we have dealt with the characterization of
infinite vertical  cracks using lock-in thermography, which is  able to provide surface
temperature amplitude and phase images with a very low noise level. We found a semi-
analytical expression for the surface temperature of a sample containing such a crack
when the surface is  illuminated by a modulated and focused laser  spot close to  the
crack. By fitting the surface temperature amplitude and phase to the model, the thermal
contact  resistance   of  the  crack,  which  quantifies  the  width  of  the  crack,  was
obtained. This method is very accurate, but the data acquisition is, in some cases, very
time consuming (several minutes). That is the reason why we propose working in the
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time domain, instead of in the frequency domain, using pulsed laser spot thermography
(PLST) to size the width of infinite vertical cracks in a fast manner: the data acquisition
radically drops from several minutes to a few seconds. First, we have found a semi-
analytical  expression  for  the  time evolution  of  the  surface  temperature  of  a  sample
containing such a crack when the surface is  illuminated by a Dirac-like pulsed and
focused Gaussian laser spot close to the crack. The presence of the defect produces an
abrupt  jump  in  the  temperature  profile  at  the  crack  position.  The  influence  of  the
experimental parameters (laser beam radius, distance spot-crack, time of measurement
and width of the crack) on the jump height is analyzed.
In order to prepare calibrated infinite vertical cracks, very thin metallic tapes
down to 1 m thick are inserted between two identical blocks under pressure. A pulsed
laser beam is focused close to the crack.  An infrared camera records images  of the
surface temperature around the crack. A microscope lens with a spatial resolution of 
m is used to collect the infrared emission from the sample. A least square fit of the
temperature profile crossing the center of the laser spot and perpendicular to the crack is
used to retrieve the thermal resistance . Very good agreement between the thickness
of  the  metallic  tapes  and the  obtained   is  found,  confirming the  validity  of  the
model.
9.2 Time domain solution of the temperature field for a Dirac-like pulse
The diagram shown in Figure 9.1 represents the problem of a semi-infinite and
opaque material containing an infinite vertical crack placed at plane . The sample
surface is illuminated by an infinitely brief (Dirac-like) laser pulse of Gaussian profile
and intensity per pulse . The center of the laser spot is located at a distance  from the
crack and its radius is  (at  of the intensity). Adiabatic boundary conditions at the
sample surface have been assumed. Under these conditions, the temperature at any point
of the material has been already solved in the frequency domain (see Equation (7.9) in
Chapter 7), i.e., when the sample surface is heated up by a modulated laser beam of
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intensity  and frequency  :
(9.1)
where  ,  ,  ,   is
the Bessel function of zero order, the   function is equal to   for all positive
values of its  argument and is  equal  to   for the negative ones,   and   are the
thermal conductivity and diffusivity of the material,  respectively. Finally,   is  the
thermal contact resistance of the crack related to the air gap thickness   through the
equation  [19].                                                                                     
Figure 9.1: Scheme of a semi-infinite sample which contains an infinite vertical crack (in gray) and that
is illuminated by a circular Gaussian beam.
Notice  that  in  Equation  (9.1)  there  are  two  summation  terms:  the  first  one
corresponds  to  the  temperature  field  on  a  semi-infinite  material  without  any crack,
whereas  the  second  one  represents  the  contribution  of  the  vertical  crack  to  the
temperature field in the material. This phenomenon can be understood in terms of the
thermal  waves  that  are  reflected  and/or  transmitted  through  the  vertical  crack,  as
extensively explained in Chapter 7.
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time  domain  after  a  Dirac-like  pulse   is  obtained  from  the  modulated




Similarly  to  Chapter  7,  here  we  focus  on  the  Laplace  transform  of  the
temperature profile along the -axis
(9.3)
which  can  be  written  as  ,  separating  the
contribution of the semi-infinite material without crack   from the contribution of
the crack .
The  surface  temperature  evolution  in  the  absence  of  any  crack  is  obtained
through  the  inverse  Laplace  transform  of  ,  which  is  the  first  term  in
Equation (9.3). This is achieved by inverting   and solving the resulting integral
analytically [51]
(9.4)
where   stands  for  the  thermal  effusivity  of  the  material.  It  is  worth
mentioning that this result agrees with the limiting case (semi-infinite material) of the
191
Chapter 9. Characterization of infinite vertical cracks with pulsed spot thermography
series solution obtained by Cernuschi and coworkers for a material illuminated by a
Dirac-like laser pulse of Gaussian profile (see Equation (5) in Reference [51]).
The inverse Laplace transform of , which is the contribution of the
vertical crack to the temperature profile in the time domain, consists of inverting the
factor containing , which can be expressed as
(9.5)
whose inverse Laplace transform can be solved analytically by using partial fractions
decomposition and the properties of the Laplace transform [125]
(9.6)
where  and  is the complementary error function [165].
On  the  other  hand,  the  integrals  over   and  over   in  the  second  term of
Equation (9.3) have analytical solutions
(9.7)
(9.8)
being  the modified Bessel function of zero order.
Using the results obtained in Equations (9.6)-(9.8), we can write an expression
for the contribution of the vertical crack to the temperature profile along the -axis in
time domain, which is the inverse Laplace transform of :
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(9.9)
Finally,  the  surface  temperature  along  the  -profile  in  the  time  domain  is
obtained by adding Equations (9.4) and (9.9)
(9.10)
where   is the so called thermal diffusion length  [18]. Note that the thermal
resistance is correlated to the thermal conductivity through the factor . This means
that  narrow cracks are better  detected in  high thermal  conducting materials  (metals,
alloys, ceramics…) than in thermal insulators (polymers, composites…). Besides, the
thermal diffusivity is correlated to the elapsed time  after the laser pulse arrives to the
sample through the factor . Accordingly, under the same experimental conditions, for
low thermal diffusivity samples, the effect of the crack arises later than for materials of
good thermal diffusivity.
9.3 Exploring the relative temperature contrast for vertical cracks in the time
domain
We have performed numerical  simulations  of  the  surface temperature  profile
along the -axis of the semi-infinite cracked sample, using Equation (9.10), to illustrate
the effect of the thermal resistance as well as the influence of the distance  from the
laser spot to the crack, the radius of the Gaussian spot  and the instant of time , on the
visibility of the vertical crack. All the simulations are performed considering AISI-304
stainless  steel  samples  (  mm2s-1 and   Wm-1K-1)  and Dirac-like  laser
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pulse  illumination.  It  is  important  to  mention  that  for  very  small  cracks
, the numerical evaluation of the integral term in Equation (9.10) is
more stable when using an asymptotic expansion of  [154].
Figure 9.2 shows the temperature rise, above the ambient, along the -axis for an
AISI-304  sample  containing  an  infinite  vertical  crack  at  .  The  laser  spot  is
centered at   mm with radius  mm. We show the effect of the value of
the thermal resistance , ranging from  to  W-1m2K, at four different times
after the heating pulse.                                                                                                  
Figure 9.2: Numerical simulations of the temperature profiles along the -axis for an AISI-304 sample
containing an infinite vertical crack  . The sample is illuminated at   mm by a Dirac-like
pulse of Gaussian profile with  mm. The effect of the thermal resistance  (W-1m2K) at four




























































10 ms 70 ms
100 ms 1 s
9.3 Exploring the relative temperature contrast for vertical cracks in the time domain
                                                                                                                                        
Notice that there is a discontinuity at the crack position. The larger the thermal
resistance,  the  larger  the  temperature  jump  at  any  time.  However,  the  normalized
temperature  contrast,  i.e.,  the  ratio  of  the  temperature  jump  and  the  maximum
temperature value, is low for early times (see Figure 9.2a) and grows for medium times
(see Figures 9.2b and 9.2c) to a maximum value, then it starts decreasing for longer
times (see Figure 9.2d). Moreover, for long times the temperature rise is too low and
hence it will be affected by noise in real experiments.
The  normalized  temperature  contrast  at  the  crack  position   is  useful  to
quantify the strength of the temperature jump at the crack position and is defined as
(9.11)
According to Equation (9.10), the relative temperature contrast  depends on
the factor , on the distance  and on the radius of the laser beam . However, 
does not depend on the intensity  of the laser pulse.                                                  
Figure 9.3: Numerical  simulation  of  the  dependence  of   on  the  thermal  contact  resistance  .
Calculations are performed for  a  cracked AISI-304 sample with   and  . Three different
instants of time after the laser pulse arrival to the sample are evaluated.
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resistance performed on AISI-304 with  and . Three times after the laser
pulse are considered:  ms (red curve),  ms (green curve) and  s (black curve).
According  to  the  definition  of  the  thermal  diffusion  length  ,  in  the
simulations of Figure 9.3, early times using a small laser spot impinging the sample
very close to the crack, while long instants of time mean using a large laser spot far
away from the crack. As can be seen, the temperature contrast   exhibits a sigmoid
shape. For low thermal resistances   (very narrow cracks) there is no temperature
contrast  and  the  vertical  crack  remains  undetected.  For  large  values  of   (thick
cracks), the temperature contrast saturates  , indicating that although these
large  cracks  are  easy  to  detect,  it  is  difficult  to  quantify  .  In  fact,  the  highest
sensitivity to the thermal resistance appears for intermediate  values. Nevertheless,
notice that increasing the measurement time by two orders of magnitude, the sensitivity
to  shifts to higher values by one order of magnitude. This result means that using
early times after the heating pulse (together with the laser spot tightly focused near the
crack) is better to detect and characterize narrow cracks. In order to be able to state
guidelines for the characterization of vertical cracks by pulsed spot thermography, the
effect of the other parameters involved in  is explored.                                            
Figure  9.4: Numerical  simulation  of  the  dependence  of   on  the  measurement  time  .  We have
considered a cracked AISI-304 sample with   mm and   mm. Three different  thermal













9.3 Exploring the relative temperature contrast for vertical cracks in the time domain
Figure 9.4 shows numerical simulations of the temperature contrast as a function
of time. Calculations are performed for  mm and  mm. We have studied
three different values of : ,  and  W-1m2K. These results indicate that
as time goes by, the contrast increases until it reaches a maximum value, which is higher
for larger thermal resistances, in agreement with Figure 9.2, and then it starts decreasing
slowly for later times. Moreover, the maximum appears at longer instants of time for
larger thermal resistances.                                                                                               
Figure 9.5: Numerical simulations of  as a function of the radius of the spot. We have considered a
cracked AISI-304 sample with   mm (  ms). Three thermal resistances:  ,  
and  W-1m2K are studied.
In Figure 9.5 we show the dependence of  on the laser spot radius. Numerical
calculations are performed for   mm, which means   ms for AISI-
304 samples. Three thermal resistances are studied:  ,   and  W-1m2K. As
can be observed, the maximum temperature contrast corresponds to   for the
thermal resistance of  W-1m2K, i.e., when the laser spot radius almost reaches the
vertical crack. However, this result depends on the thermal resistance: the maximum of
the contrast is reached for lower radius spot sizes as the thermal resistance decreases.
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Finally, in Figure 9.6 we analyze the dependence of  on the distance of the
laser spot to the crack. Calculations are performed for fixed laser beam radius 
and measurement time  ms. We consider three values of thermal resistance :
,  and  W-1m2K. As can be observed, the maximum temperature contrast
is produced when the laser spot impinges the sample surface at  and it quickly
decreases as the laser spot moves away from this position. Note that this result is valid
for all  values. On the other hand, the relative contrasts for  are equal to those
ones obtained in Figure 9.5 for each thermal resistance, as expected.                           
Figure 9.6: Numerical simulation of  as a function of the position the spot with respect to the crack.
We have considered a cracked AISI-304 sample with  . Three thermal resistances:  ,  
and  W-1m2K are studied at  ms.
According  to  the  obtained  results,  we  propose  the  following  guidelines  for
vertical crack detection using pulsed laser spot thermography:
(a) For  a  given thermal  resistance,  the  largest  temperature  contrast  at  the  crack
position is  obtained for  ,  i.e.,  when the laser  spot  slightly
overlaps  the  crack.  However,  in  order  to  avoid  light  entering  the  crack  and
remembering that the maximum of  as a function of  is not very sharp, we
propose the following experimental condition: .












9.3 Exploring the relative temperature contrast for vertical cracks in the time domain
should be used. This condition together with , implies using a
tightly focused laser spot very close to the crack. For instance, using  
mm  on  metallic  samples  together  with   ms  allows  to  detect  thermal
resistances  as  low  as   W-1m2K.  Note  that  these  experimental
conditions are also valid to detect thicker cracks, but not to size them accurately,
since the temperature contrast saturates, as shown in Figure 9.3.
(c) In order to retrieve  accurately, measurement times showing a contrast about
half of the maximum one are proposed since they are the most sensitive to 
variations.
9.4 Experimental details and results for vertical cracks
A diagram of the experimental setup is shown in Figure 2.6 of Chapter 2. It is
worth mentioning that the temperature detected by our IR camera is not the real surface
temperature rise of the sample, since neither its absorptivity to the laser wavelength nor
its IR emissivity are known. However, the “apparent” temperature rise  measured by
the IR detectors is proportional to the real temperature rise of the sample surface.
According  to  Equation  (9.10),  the  spatial  profile  of  the  temperature  at  each
measurement time depends on five parameters ( , , ,  and ). However, in
the experimental measurements we fix the distance between the laser spot and the crack
position  (  mm)  in  order  to  improve  the  sensitivity  and  the  contrast  as
described in Section 9.3. On the other hand, the radius of the laser spot   and the
thermal diffusivity of the sample  are measured far away from the crack position by
making a curve fitting of the temperature profile along the -axis to Equation (9.4) for
several instants of time. In fact, Equation (9.4) indicates that the temperature profile has
a Gaussian profile with radius  . Accordingly, by measuring   at several
times a straight line is obtained whose slope gives  and the intercept provides  [51].
Finally, the only parameters involved in the curve fittings of the temperature -profiles
using Equation (9.10) are  and .
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We have  prepared  calibrated  vertical  cracks  using  two  blocks  of  AISI-304
stainless steel  cm thick. As this metallic alloy has a shiny surface, a thin graphite grey
layer of about  m thick has been sprayed onto the surface of the sample to increase
both the absorption to the heating laser and the emissivity to infrared wavelengths. In
order to calibrate the air  gap between the two AISI-304 blocks,  we placed strips of
nickel tape of  ,  ,  ,   and   m thick between them, which produces thermal
resistances  of  ,  ,  ,   and   W-1m2K,  respectively
( , with  Wm-1K-1).

























9.4 Experimental details and results for vertical cracks
 m thick at   ms. We used the following experimental parameters:   mm,  mm
and   mm2s-1. (b) Temperature profiles along the  -axis for several crack widths at   ms.
Dots correspond to experimental data and continuous lines to the fits to Equation (9.10).
In Figure 9.7a we show the thermogram corresponding to a  m thick crack on
AISI-304 stainless steel, obtained  ms after the heating pulse. As can be seen, even
such a  small  air  gap  is  clearly visible  in  the thermal  image.  Following the method
described  above  we  measured   mm  and  mm2s-1,
which  were  kept  constant  for  all  crack  thicknesses.  On  the  other  hand,  we  chose
 mm for all cracked samples. Figure 9.7b shows the temperature profiles along
the  -axis for the vertical  cracks at   ms after the laser pulse (i.e.   mm,
satisfying  ).  The  temperature  values  are  shifted  in  order  to  better
show the  jump at  the  crack  position.  Dots  represent  the  experimental  data  and the
continuous line the fit  to Equation (9.10). A non-linear least  square fit based on the
Levenberg–Marquardt algorithm was implemented  [63,112] with two free parameters
(  and  ).  Table  9.1  shows  the  results  obtained  for  the  cracks  thicknesses.
Notice the good agreement between the estimated values and the tape thicknesses. We
fitted data collected at five times, from  to  ms, to obtain the standard deviation of
the estimated values.                                                                                                       







1 0.74 ± 0.05 ---
2.5 1.9 ± 0.1 ---
5 5.4 ± 0.3 ---
10 17 ± 3 10 ± 1
25 28 ± 4 24 ± 3
50 --- 48 ± 4
100 --- 90 ± 5
It is important to mention that lock-in thermography (LIT) measurements show
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higher signal-to-noise ratio than pulsed laser spot thermography (PLST) ones, as can be
seen by comparing Figure 9.7b with Figures 7.11c and 7.11d of Chapter 7. In Table 9.2
the relative error  is shown, calculated on
AISI-304 stainless steel cracked samples, for both LIT and PLST. Clearly, the former
gives  more  accurate  results  for  the  crack  thicknesses.  However,  PLST  values  are
accurate enough. Moreover, PLST is faster than lock-in thermography measurements.
Table 9.2: Relative errors on the crack thickness for AISI-304 measured with lock-in











1 0.74 26 0.9 10
2.5 1.9 24 2.8 12
5 5.4 8 5.2 4
10 17 70 12 20
25 28 12 27 8
Since narrow cracks are harder to characterize in thermal insulator materials, we
performed  measurements  on  calibrated  cracks  using  two  plates  of  polyether-ether
ketone  (PEEK)   cm  thick.  As  this  polymer  is  semitransparent,  a  thin  matt  black
synthetic enamel layer of about  m thick has been sprayed on the surface to make it
opaque to the exciting wavelength. In this case, we placed strips of nickel tape of , ,
 and   m thick,  which  correspond to  thermal  resistances  of  ,  ,
 and  W-1m2K.
In Figure 9.8a a thermogram corresponding to a   m thick crack is shown,
obtained  ms after the heating pulse. Note that this  m (  W-1m2K) thick
crack is more difficult to distinguish than the  m (  W-1m2K) thick crack in
AISI-304, in agreement with the theoretical predictions. In fact, the product   is
higher for a  m thick crack in AISI-304 (  m) than for a  m thick crack in
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PEEK  (  m).  The  measured  values  of  the  experimental  parameters  were:
 mm2s-1,  mm and  mm. Notice that for the
 m thick crack, we chose  mm. This is because for smaller values of , the
laser light comes into the ‘air gap’ and the proposed model does not hold.                   
Figure 9.8: (a) Thermogram for two PEEK plates put in contact to simulate an infinite vertical crack 
m thick at   ms. We used the following experimental parameters:   mm,   mm
and  mm2s-1. (b) Temperature profiles along the -axis for several crack widths. Dots correspond
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Figure  9.8b  shows  the  temperature  profiles  along  the  -axis  for  all  vertical
cracks studied in PEEK. As before, the values of the temperature are shifted in order to
show the  jump at  the  crack  position.  We use  dots  for  the  experimental  results  and
continuous lines for the fittings to Equation (9.10). Table 1 shows the results obtained
for  the  cracks  thicknesses.  Similarly  to  AISI-304 cracked  samples,  there  is  a  good
agreement between the estimated values and the tape thicknesses in PEEK. In this case,
the uncertainty is the standard deviation corresponding to seven measurement times,
from  to  ms.
Finally, we put the two AISI-304 blocks in direct contact, i.e. without nickel tape
between them. As the surfaces in contact are polished, they simulate an extremely thin
crack. The result obtained for the crack length depends slightly on the position in which
the sample is excited, probably due to the different edge surface conditions. This result
allows  us  to  conclude  that  the  upper  limit  for  this  thermal  resistance  is
 W-1m2K  (  nm).  Similarly,  for  the  PEEK  plates,  we
found  that  the  upper  limit  for  this  thermal  resistance  is   W-1m2K
(  m).
Note that in the experiments we used a ‘flat-top’ instead of the Gaussian laser
assumed in the  theory. Although at  short  times after  the heating pulse,  both spatial
temperature distributions are very different, as times goes by, both temperature fields
converge.  In  fact,  when  the  thermal  diffusion  length fulfills  the  condition
,  the  difference between both temperatures  is  smaller  than   at
each point. This means that for times satisfying , predictions from a Gaussian
laser and a “flat-top” one are indistinguishable, as explained in Section 6.5 of Chapter 6.
In order to fulfill this condition, we chose  ms for AISI-304 and  ms for
PEEK in the measurements.
It is worth noting that the experimental results shown in Figures 9.7b and 9.8b
do not  exhibit  a  sharp  discontinuity  at  the  crack,  but  a  smooth transition involving
around   pixels. This result is due to the imperfect imaging system of the IR camera
(diffraction, multiple reflections, flare…). The so-called Point Spread Function (PSF) of
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the  optical  system  quantifies  its  effect,  which  depends  on  the  lens  quality  [166].
However, as in our system the effect is quite small, we have not taken it into account in
the fits.
Equation (9.10), which has been used for fitting, is only valid for infinite vertical
cracks. All simulations and experiments shown in this work were performed on infinite
cracks. However, real cracks have a limited area. For finite cracks there are no semi-
analytical solutions, and sophisticated numerical methods must be used  [158] that are
outside the scope of this work. Nevertheless, a practical question arises: which is the
minimum size of a crack whose width could be obtained accurately using Equation
(9.10)? A rough answer to this question is that both length and depth of the crack should
be higher  than (at  least  twice)  the thermal  diffusion length.  This means that  tightly
focusing the laser beam very close to the crack and using short times after the laser
pulse, sub-millimetric cracks could be characterized. However, a tightly focused laser
pulse could easily damage the sample. Keeping the experimental data used in this work,
radius of the spot  mm and distance from the laser spot to the crack  mm,
together  with  the  optimal  contrast  condition  proposed  at  the  end  of  Section  9.3:
, a more realistic conclusion is that the model developed in this work
can be used to size the width of open cracks larger than  mm in length and  mm in
depth.
Before concluding, let us make some comments on the time consumption of the
method. Once the laser radius is measured and the laser spot is placed close to the crack,
the acquisition time of the temperature evolution of the sample surface after the laser
pulse is about  s. Then, the data processing to obtain the temperature profile across the
crack at a given time after the laser pulse takes about  min since it is done manually
(  min for five profiles). Finally, the fitting procedure to retrieve the crack width takes
only   min.  This  means  that  the  total  duration  could  be  drastically  reduced  by
automating the data selection and processing procedure. Thus, a fast characterization of
infinite vertical cracks with pulsed laser spot thermography could be implemented using
the method presented in this work.
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9.5 Summary
In  this  Chapter,  we have  presented  a  method for  the  characterization  of  the
thickness of infinite vertical cracks using pulsed laser spot infrared thermography. First,
we have found a semi-analytical expression for the surface temperature of a material
containing such a crack when a Dirac-like pulse laser beam of Gaussian shape impinges
close to the crack. The presence of the crack produces an abrupt jump in the surface
temperature  at  the  crack  position.  Numerical  simulations  indicate  that  the  highest
temperature contrast is produced when the radius of the spot , the distance between the
spot  and the crack   and the thermal diffusion length   satisfy  .
However, in order to avoid the laser pulse from entering the crack we have used the
following experimental  rule:  .  The validity  of  the model  has  been
tested by performing pulsed infrared thermography measurements on AISI-304 stainless
steel and PEEK samples containing calibrated cracks. The thickness of the crack was
obtained by fitting the surface temperature along the profile perpendicular to the crack
through the center of the Gaussian spot. The agreement between the optically calibrated
width and the retrieved one is very good even for widths as narrow as  m in stainless
steel and   m in PEEK. More effort has to be done in order to characterize semi-
infinite and finite vertical cracks, which allows real application for industry.
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Pulsed  infrared  thermography  in  the  front-face  configuration  proved  its
versatility and good accuracy for determining the thermal transport properties as well as
linear  optical  absorption  coefficients  in  semitransparent  and  opaque  solids.  Several
experimental  setups  were  tested  for  studying  the  thermal  diffusivity  and  thermal
effusivity in semitransparent or opaque, thin or thick samples. Moreover, pulsed infrared
thermography retrieved in-plane and in-depth thermal diffusivities, simultaneously, with
good  accuracy  compared  with  literature  values.  Studies  performed  in  several  solid
materials (polymers, ceramics, glasses, metals, metallic oxides, nanocomposites, etc.)
covering  a  wide  range  of  thermal  conductivities  and  semitransparency  validate  the
robustness of the method.
On  the  other  hand,  lock-in  thermography  was  successfully  applied  for
determining  the  width  of  infinite  vertical  cracks  in  semi-infinite  calibrated  opaque
samples. Moreover, it was also implemented for characterization of the width and depth
of semi-infinite vertical cracks. In both cases, good agreement between the obtained
values and the calibrated ones was found, confirming the applicability of the proposed
models.
Finally, pulsed laser spot thermography was successfully used to study the width
of  infinite  vertical  cracks  in  opaque  semi-infinite  solids.  It  was  shown  that  this
technique  is  not  as  accurate  as  lock-in  thermography,  but  instead  it  is  faster  and
provided accurate enough values of the crack widths compared to the calibrates ones.
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1.-  On the study of  the thermal  diffusivity  of semitransparent  slabs without  coating
using the front-face flash method:
(a) An almost complete one-dimensional heat conduction model was introduced in
Chapter  3  in  order  to  accurately  retrieve  the  thermal  diffusivity  of
semitransparent plates without coating. This model includes: multiple reflections
of the incident light beam on the slab surfaces, heat losses to the surrounding
atmosphere  due  to  convective  mechanisms,  semi-transparency  to  IR
wavelengths and also the temporal shape of the heating pulse.
(b) Curve fitting of the proposed model to experimental data, obtained using the
thermographic  setup  shown in  Figure  2.1a  of  Chapter  2,  allowed to  retrieve
accurate thermal diffusivities of the semitransparent studied samples. Moreover,
as  by-products  of  the  fits,  the  optical  absorption  coefficient  to  the  incident
wavelength and the effective optical absorption coefficient to IR wavelengths
were also obtained. Both thermal diffusivities and optical absorption coefficients
at the incident wavelength obtained in this work are in good agreement with
literature values.
(c) A wide range of conducting materials was studied, ranging from poor thermal
conductors (polymers, cardboard, polymeric composites, glass and ceramics) to
highly conductive ones (metals and metallic oxides). Also, the studied materials
cover a wide range of semi-transparency to both IR wavelengths and incident
wavelength.  This  provides  an  experimental  validation  of  the  front-face  flash
method to study the thermal diffusivity of semitransparent slabs. However, this
method  is  not  adequate  to  study  materials  with  a  highly  reflective  surface
(polished metals or glasses, etc.) and/or specimens which are transparent to the
incident  wavelength (glass,  quartz,  germanium,  etc.),  since  in  both  cases  the
thermographic signal might be too low or negligible.
(d) Characterization  of  semitransparent  plates  without  coating  is  faster  using the
front-face flash method introduced in Chapter 3 than with modulated methods.
Moreover,  the  front-face  flash  method  has  an  advantage  with  respect  to  the
classical  flash  method,  since  it  does  not  need  access  to  the  non-illuminated
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surface. However, in both configurations of the flash method, the thickness of
the studied sample must be known.
2.- About the enhancement of the thermal conductivity of polyester resin composites
loaded with magnetized carbon nanofibers using the front-face flash method:
(a) Magnetized  carbon  nanofibers  were  aligned  in  a  polyester  matrix  using  a
uniform magnetic field of moderate intensity, generated with a pair of Helmholtz
coils. Significant increase in the thermal conductivity of those aligned composite
films, along the direction of alignment, was obtained with respect to polyester
composites  with  non-aligned  carbon  nanofibers,  as  shown  in  Figure  4.7  of
Chapter 4.
(b) The front-face flash method, as applied in Chapter 4, provided fast and accurate
values  of  the  thermal  diffusivities  and  thermal  effusivities  of  the  studied
composites, which allowed to calculate their thermal conductivities.
(c) A theoretical  model  based  on  the  interaction  direct  derivative  was  used  to
interpret  the  enhancement  achieved  on  thermal  conductivity.  Moreover,  the
obtained values for the thermal mismatch between the carbon nanofibers and the
polyester matrix are in good agreement with literature.
3.- Regarding the simultaneous measurements of the thermal diffusivity and thermal
effusivity  of  opaque  solid  plates  using  the  front-face  flash  method  on  a  two-layer
system:
(a) The surface temperature, considering one dimensional heat conduction, in a two-
layer system consisting of an opaque solid slab in direct contact with a semi-
infinite  liquid layer  was solved in order  to  study the thermal  diffusivity  and
thermal effusivity  of the solid,  when the thermal properties of the liquid are
known. Sensitivity analysis provided guidelines to select the cases in which it is
possible to retrieve the thermal diffusivity and thermal effusivity of the slab,
simultaneously (see Figure 5.3 of Chapter 5).
(b) A thermographic setup such as the one shown in Figure 2.1 of Chapter 2 was
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used to obtain experimental data, which fitted to the proposed model retrieved
accurate values of the thermal diffusivity and thermal effusivity of the studied
solids.  It  is  important  to  mention  that  the  thermal  effusivity  retrieved  was
underestimated when its actual value was three times the thermal effusivity of
the liquid (in  most  cases  water)  or larger. However, in all  cases the thermal
diffusivity was retrieved with good accuracy.
(c) A wide range of conductive solids was covered (polymers, glasses, ceramics and
metals) in order to validate and to test the robustness of the proposed method.
Good agreement between the retrieved values and literature was found.
(d) Since a restriction in the ratio of the thermal effusivities of the solid and liquid
layers was found, this method is not well suited for materials with high thermal
effusivities. However, it is very accurate for many materials of industrial interest
such as polymers, metallic oxides, ceramics and many others.
4.- On the simultaneous measurement of the in-plane and in-depth thermal diffusivity of
semitransparent solid slabs using focused laser spot thermography:
(a) A heat conduction model for solid slabs was successfully applied to study the in-
plane and in-depth thermal diffusivities on isotropic and anisotropic materials.
This model considers illumination using a Dirac-like delta pulse with circular
Gaussian laser spot, it includes  heat losses to the surrounding atmosphere by
convective mechanisms, semi-transparency of the solid slab to both the incident
wavelength and to IR wavelengths.
(b) In-plane thermal diffusivity of semitransparent, opaque, thin and/or thick (semi-
infinite) can be retrieved by a linear fit of the time evolution of the Gaussian
radius of the temperature profile. Moreover, the slope of the fit is not disturbed
by  heat  losses,  as  shown  in  Subsection  6.4.1  of  Chapter  6.  Experimental
measurements were performed with a thermographic setup (see Figure 2.6 of
Chapter  2).  Good  agreement  between  the  retrieved  thermal  diffusivities  and
literature values was found.
(c) It  was shown that  by spatially  averaging the IR signal  matching a Gaussian
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illumination on an anisotropic semitransparent slab the IR signal response of a
plane illumination is obtained, which allowed to retrieve the thermal diffusivity
using  the  one-dimensional  heat  conduction  model  as  in  the  front-face  flash
method.  A  test  on  an  anisotropic  polymeric  composite  confirmed  the
applicability of the method.
(d) Several  opaque  and  semitransparent  specimens,  covering  a  wide  range  of
thermal diffusivities were studied and good agreement between our results and
literature was found, confirming the validity of the model.
5.- About the measured thickness of infinite vertical cracks with lock-in thermography:
(a) A semi-analytical  expression for the surface temperature of a material  which
contains an infinite vertical crack and is excited with a modulated Gaussian laser
beam close to the crack position was found, which allowed to study the width of
calibrated infinite vertical cracks.
(b) Analysis of the amplitude and phase contrasts allowed to select the optimum
conditions for the radius of the spot, the modulation frequency and the distance
of the laser beam to the crack, in order to retrieve the width of infinite vertical
cracks in semi-infinite specimens.
(c) Lock-in thermography measurements were performed on AISI-304 and glassy
carbon specimens,  using the setup shown in Figure 2.7 of  Chapter  2.  Curve
fitting of the surface temperature profile along the center of the laser spot to the
proposed model retrieved the crack thicknesses with good accuracy compared
with the optically calibrated ones.
6.- On the study of finite vertical cracks with lock-in thermography:
(a) The  surface  temperature  of  semi-infinite  samples  which  contain  arbitrarily
narrow  cracks  of  any  shape  when  the  sample  surface  is  illuminated  by  a
modulated and focused Gaussian laser beam was numerically solved using a
Bauman-Oden type discontinuous Galerkin finite element method. In particular,
this  model  was  successfully  applied  to  characterize  calibrated  semi-infinite
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vertical cracks on AISI-304.
(b) Lock-in  thermography  measurements  were  performed  on  AISI-304  samples
containing calibrated semi-infinite cracks of several thicknesses and depths. The
values  retrieved  from  least  square  fittings  are  in  good  agreement  with  the
nominal ones, confirming the validity of the model.
(c) A  powerful  method  was  established,  which  opens  the  possibility  of
characterizing real cracks of arbitrary shape, size and orientation using lock-in
thermography as proposed in Chapter 8.
7.- Regarding the measurement of the width of infinite vertical cracks with pulsed laser
spot thermography:
(a) A semi-analytical solution of the surface temperature of a material containing an
infinite  vertical  crack,  as  shown  in  Figure  9.1  of  Chapter  9  was  found,
considering  a  Dirac-like  pulse  of  Gaussian  beam focused close  to  the  crack
position. This model allowed to study, in a fast way and with enough accuracy,
the width of infinite vertical cracks in semi-infinite samples.
(b) Numerical  simulations  of  the  temperature  contrast  revealed  the  optimum
conditions  under  which  vertical  cracks  can  be  measured  with  the  highest
accuracy allowed by this method.
(c) The  validity  of  the  model  was  tested  by  performing  pulsed  infrared
thermography measurements, using the setup shown in Figure 2.6 of Chapter 2,
on  AISI-304  stainless  steel  and  PEEK samples  containing  calibrated  cracks.
Curve fitting of the proposed model on the experimental data provided accurate
enough values of cracks, in comparison with the calibrated ones.
(d) It was shown that even though lock-in measurements provided higher signal-to-
noise  ratio  and the  crack  thicknesses  retrieved with  this  technique  are  more
accurate that those obtained with pulsed laser spot thermography, the latter is
faster and sufficiently accurate for measuring the width of infinite vertical cracks
in  opaque  materials,  which  makes  it  a  very  interesting  technique  for  non-
destructive testing in industrial applications.
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According to the work performed in this thesis on infrared thermography, we
could extend our future research to several fields of engineering and physics. Moreover,
deeper understanding and application of the topics studied here, still remain a challenge
for  non-destructive  testing  in  laboratories  and  industry.  In  the  following,  a  few
applications  related  to  infrared  thermography in  both pulsed  and lock-in  modes  are
presented.
1.- Curing of dental resins. It is well known that dental resins usually cure by applying a
blue light source. The curing of this kind of resins has been typically monitored using
modulated photothermal  radiometry. However, it  only allows to monitor  a  localized
region of the whole sample, depending on the size of the infrared detector, which is
typically of 1 mm  1 mm. Instead, we propose to use lock-in thermography to monitor
the curing of dental resins, which will allow access to a bigger area and to serve as an
inspection tool for the cured/uncured regions.
2.-  Granular media. Heat conduction trough granular systems has been a challenging
task for engineers and scientists. A few approaches have been reported in literature and
most of them are based on finite element methods. This is a quite complex problem,
thus,  we  propose  to  simplify  it  by  considering  a  linear  chain  of  spheres.  Lock-in
thermography with line illumination may allow us to study the heat conduction through
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that chain of beads in the thermally thin limit, i.e., when the thermal diffusion length
due to the modulation is larger than the diameter of a sphere conforming the linear
chain.
3.- Thermal conductivity of liquids and pasty materials. It is quite interesting to develop
a method which would be able to retrieve the thermal conductivity of liquids and/or
pasty materials in a fast non-invasive way. It has been reported in literature that using a
three-layer  system makes  it  possible  to  retrieve  the  thermal  diffusivity  and thermal
effusivity of a liquid using the classical flash method. Here, we propose to apply this
idea to the front-face flash method and to explore the sensitivity of the method for each
parameter (thermal effusivity and thermal diffusivity) in order to establish the limits of
application.
4.-  Polymer composites with electrically aligned multi-walled carbon nanotubes. It is
well-known  that  multi-walled  carbon  nanotubes  (MWCNTs)  are  good  electrical
conductors. Thus, it is interesting to use this property in order to build nanocomposites
with  enhanced  thermal  properties  which  can  be  useful  for  thermal  management
applications in electron components. It has been observed that MWCNTs can be aligned
from surface to surface in liquids in a box with metallic parallel walls, by applying an
oscillating voltage. It is possible to extend this phenomena to a polymer, i.e., align the
MWCNTs in a monomer solution and then polymerize it. The front-face flash method
would be a great technique to characterize this kind of samples.
5.- In-plane thermal diffusivity of solids. The flash method demands the use of a Dirac-
like excitation source which can be, in some cases, dangerous for the sample surface
(laser  ablation).  Thus,  we  propose  to  explore  the  possibility  of  using  a  low power
heating  source  under  continuous  heating  (Heaviside-like  step).  Since  there  is  no
analytical solution in this case, robust inversion algorithms should be used or developed
in order to obtain the surface temperature at each instant of time.
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6.-  Characterization of vertical cracks using Heaviside-like step. There are just a few
reports using this kind of illumination for crack detection and it is not all explored yet.
Even when the model could become cumbersome, it is worth to try, due to fact that only






La termografía infrarroja pulsada en la configuración frontal ha demostrado su
versatilidad  y  buena  precisión  para  determinar  tanto  las  propiedades  de  transporte
térmico,  así  como  los  coeficientes  lineales  de  absorción  óptica  en  sólidos
semitransparentes y opacos.  En este trabajo, varios arreglos experimentales han sido
probados  para  estudiar  la  difusividad  térmica  y  efusividad  térmica  en  muestras
semitransparentes  u  opacas,  delgadas  o  gruesas.  Además,  la  termografía  infrarroja
pulsada ha recuperado simultáneamente, las difusividades paralela y perpendicular al
plano con buena precisión comparado con valores de literatura. Estudios realizados en
varios  materiales  sólidos  (polímeros,  cerámicos,  vidrios,  metales,  óxidos  metálicos,
nano-compuestos,  etc.)  que  abarcan un amplio  rango de conductividades  térmicas  y
semitransparencia validan la robustez del método.
Por  otra  parte,  la  termografía  modulada  ha  sido  aplicada  exitosamente  para
determinar el espesor de grietas verticales infinitas en muestras semi-infinitas opacas y
calibradas. Además, este método se ha implementado para la caracterización del espesor
y profundidad de grietas verticales semi-infinitas. En ambos casos, se ha obtenido buen
acuerdo entre los valores obtenidos y los de calibración, confirmando la aplicabilidad de
los modelos propuestos.
Finalmente,  la termografía  pulsada de láser enfocado fue exitosamente usada
para estudiar el espesor de grietas verticales infinitas en sólidos semi-infinitos. Se ha
mostrado que esta técnica no es tan precisa como la termografía modulada,  pero en
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cambio es más rápida y provee valores suficientemente precisos de los espesores de las
grietas comparados con los valores calibrados. A continuación se presenta, en resumen,
cada uno de los trabajos desarrollados.
Para  el  estudio  de  la  difusividad  térmica  de  placas  semitransparentes  sin
recubrimientos usando el método flash en su configuración frontal:
• Un  modelo  de  conducción  de  calor  unidimensional  casi  completo  se  ha
desarrollado en el Capítulo 3, con el fin de obtener la difusividad térmica de
placas  semitransparentes  sin  necesidad  de  recubrirlas.  Este  modelo  incluye:
reflexiones múltiples del haz de luz incidente sobre las superficies de la placa,
pérdidas de calor hacia los alrededores debido a mecanismos de convección,
semitransparencia al infrarrojo (IR) y también la forma temporal del pulso de
excitación.
• Ajustes numéricos del modelo propuesto a los datos experimentales obtenidos
usando el arreglo experimental mostrado en la Figura 2.1a del Capítulo 2, han
permitido recuperar las difusividades térmicas de las muestras semitransparentes
con buena precisión.  Además,  como subproductos  de  los  ajustes,  también  se
obtuvo el coeficiente de absorción óptica a la longitud de onda incidente y el
coeficiente de absorción óptica efectivo a longitudes de onda en el IR. Todos los
parámetros obtenidos mostraron buen acuerdo con valores de literatura.
• Un  amplio  rango  de  materiales  conductores  ha  sido  estudiado,  desde
conductores  de  calor  pobres  (polímeros,  cartulinas,  compuestos  poliméricos,
vidrios y cerámicos) hasta muy buenos conductores de calor (metales y óxidos
metálicos).  Los  materiales  estudiados  también  cubren  un  amplio  rango  de
semitransparencia tanto al IR como a la longitud de onda del haz incidente. Esto
proporciona una validación experimental del método flash en su configuración
frontal para el estudio de la difusividad térmica de placas semitransparentes. Sin
embargo,  este  método  no  es  adecuado  para  el  estudio  de  materiales  cuyas
superficies  sean  altamente  reflectoras  (metales  pulidos  o  vidrios,  etc.)  y/o
muestras que sean transparentes a la longitud de onda incidente (vidrio, cuarzo,




• La  caracterización  de  películas  semitransparentes  sin  recubrimiento  es  más
rápida  utilizando  el  método  flash  en  configuración  frontal  introducido  en  el
Capítulo 3 que mediante métodos modulados. Además, tiene una ventaja con
respecto  al  método flash clásico,  ya  que el  primero  no requiere  acceso  a  la
superficie  no iluminada.  Sin embargo,  en  ambas configuraciones  del  método
flash, el espesor de la muestra estudiada debe ser conocido.
Acerca  de  la  mejora  en  la  conductividad  térmica  de  compuestos  de  resina
poliéster cargados con nanofibras de carbono magnetizadas usando el método flash en
configuración frontal:
• Las  nanofibras  de  carbono  magnetizadas  fueron  alineadas  en  una  matriz  de
resina  poliéster  mediante  un  campo  magnético  uniforme  de  intensidad
moderada,  generado  por  un  par  de  bobinas  Helmholtz.  Se  ha  obtenido  un
incremento  significativo  en  la  conductividad  térmica  de  las  películas  de
compuestos alineados, en la dirección de alineamiento de las nanofibras, con
respecto a los compuestos de resina poliéster no-alineados, como se muestra en
la Figura 4.7 del Capítulo 4.
• El método flash en configuración frontal, como ha sido aplicado en el Capítulo
4, ha proporcionado valores precisos y de manera rápida, para las difusividades
térmicas  y  efusividades  térmicas  de  los  compuestos  estudiados,  lo  que  ha
permitido calcular sus conductividades térmicas.
• Un modelo teórico basado en la 'derivación de interacción directa' (IDD por sus
siglas en inglés) ha sido utilizado para interpretar el incremento obtenido en la
conductividad térmica. Cabe mencionar que los valores de resistencia térmica
entre las nanofibras de carbono y la matriz de poliéster concuerdan muy bien
con valores de literatura.
Con respecto  a  las  medidas  simultáneas  de  difusividad  térmica  y  efusividad




• La temperatura superficial,  considerando conducción de calor unidimensional,
de  un  sistema  de  dos-capas  que  consiste  de  una  placa  de  sólido  opaco  en
contacto directo con una capa de líquido semi-infinita ha sido resuelta con el fin
de estudiar la difusividad térmica y efusividad térmica del sólido, siempre que
las propiedades térmicas del líquido sean conocidas. Un análisis de sensibilidad
ha  proporcionado  guías  para  seleccionar  los  casos  en  los  que  es  posible
recuperar de manera simultánea la difusividad térmica y efusividad térmica de la
placa (ver la Figura 5.3 del Capítulo 5).
• Un arreglo experimental termográfico como el mostrado en la Figura 2.1 del
Capítulo 2 ha sido usado para obtener datos experimentales, que ajustados al
modelo propuesto han recuperado valores precisos de las difusividades térmicas
y efusividades térmicas de los sólidos estudiados. Es importante mencionar que
la efusividad térmica obtenida es subestimada cuando su valor real es tres veces
o más, la efusividad térmica del líquido (agua en la mayoría de los casos). Sin
embargo,  en  todos  los  casos,  la  difusividad  térmica  es  obtenida  con  buena
precisión.
• Un  amplio  rango  de  sólidos  conductores  (polímeros,  vidrios,  cerámicos  y
metales) ha sido probado con el fin de validar y probar la robustez del método
propuesto.  Los valores  recuperados de los  ajustes numéricos concuerdan con
valores encontrados en la literatura.
• Debido a que una restricción en la razón de las efusividades térmicas de la capa
sólida y la capa líquida ha sido encontrada, este método no es muy adecuado
para materiales con altas efusividades térmicas. Sin embargo, este método es
muy preciso para muchos materiales de interés industrial, tales como polímeros,
algunos óxidos metálicos, cerámicos entre otros.
Acerca  de  la  medida  simultánea  de  las  difusividades  térmicas  paralela  y
perpendicular al  plano de iluminación en placas sólidas semitransparentes utilizando
termografía pulsada de láser enfocado:
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• Un modelo de conducción de calor en las placas sólidas ha sido exitosamente
aplicado al  estudio de las difusividades paralela y perpendicular al  plano, en
materiales  isotrópicos  y  anisotrópicos.  Este  modelo  considera  iluminación
utilizando un pulso tipo delta de Dirac con un haz circular Gaussiano, incluye las
pérdidas  de  calor  a  los  alrededores  debido  a  mecanismos  convectivos,
semitransparencia del sólido a la longitud de onda incidente y a longitudes de
onda en el IR.
• La difusividad térmica paralela al plano de materiales semitransparentes, opacos,
delgados o gruesos (semi-infinitos), puede ser recuperada con un ajuste lineal de
la evolución temporal del radio Gaussiano del perfil central de la temperatura
superficial. Además, la pendiente de dicho ajuste no es afectada por las pérdidas
de calor, como es explicado en la Subsección 6.4.1 del Capítulo 6. Las medidas
experimentales realizadas utilizando un arreglo termográfico como el mostrado
en la Figura 2.6 del Capítulo 2 han concordado muy bien con valores reportados
en la literatura.
• Se ha mostrado que promediando espacialmente la señal IR resultante de una
iluminación Gaussiana en una placa semitransparente anisotrópica, la respuesta
de una iluminación plana es obtenida, lo que permite recuperar la difusividad
térmica usando un modelo de conducción de calor unidimensional como en el
método flash en su configuración frontal. Una prueba hecha en un compuesto
polimérico anisotrópico ha confirmado la aplicabilidad del método.
• Varias muestras opacas y semitransparentes, abarcando un amplio régimen de
difusividades  térmicas  han  sido  estudiadas  y  se  ha  obtenido  muy  buena
concordancia  entre  los  valores  recuperados  y  valores  de  la  literatura,
confirmando la validez del modelo.
En  relación  con la  medida  del  espesor  de  grietas  verticales  infinitas  usando
termografía modulada:
• Una expresión semi-analítica de la temperatura superficial de un material que
contiene una grieta vertical infinita y que es excitada mediante un láser de haz
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circular Gaussiano modulado, localizado a una distancia cercana a la grieta has
sido  planteada,  lo  cual  permite  el  estudio  del  espesor  de  grietas  verticales
infinitas calibradas.
• El  análisis  de los  contrastes  en amplitud y fase ha permitido seleccionar  las
condiciones  óptimas  para  el  tamaño  del  haz  del  láser,  la  frecuencia  de
modulación y la distancia del centro del haz a la grieta, con el fin de recuperar el
espesor de grietas verticales infinitas en muestras semi-infinitas.
• Se han realizado medidas de termografía modulada en muestras calibradas de
AISI-304 y carbono vítreo, utilizando un arreglo experimental como el mostrado
en la  Figura 2.7 del  Capítulo 2.  Ajustes  numéricos entre  el  perfil  central  de
temperatura superficial  del  modelo propuesto y los datos  experimentales  han
permitido determinar espesores de grietas con muy buena precisión comparados
con los espesores calibrados ópticamente.
Acerca  del  estudio  de  grietas  verticales  semi-infinitas  con  termografía
modulada:
• La  temperatura  superficial  de  muestras  semi-infinitas  que  contienen  grietas
arbitrariamente  delgadas  de  cualquier  geometría  cuando  la  superficie  de  la
muestra es iluminada con un láser Gaussiano modulado de haz enfocado ha sido
resuelta numéricamente usando elementos finitos discontínuos de Galerkin de
tipo Bauman-Oden. En particular, este modelo ha sido aplicado con éxito para
caracterizar grietas verticales semi-infinitas calibradas en AISI-304.
• Se han hecho medidas de termografía modulada en muestras de AISI-304 que
contienen  grietas  semi-infinitas  calibradas  de  distintos  espesores  y
profundidades.  Los  valores  recuperados  a  partir  de  ajustes  numéricos
concuerdan con los valores nominales, lo que confirma la validez del modelo.
• El método establecido en el Capítulo 8, basado en termografía modulada, abre la




Sobre  la  medida  del  espesor  de  grietas  verticales  infinitas  con  termografía
pulsada de láser enfocado:
• Se ha encontrado una solución semi-analítica para la temperatura superficial de
un material  que  contiene  una grieta  vertical  infinita,  como se  muestra  en  la
Figura 9.1 del Capítulo 9. Se ha considerado un pulso tipo delta de Dirac de haz
Gaussiano enfocado cerca de la grieta. Este modelo ha permitido el estudio, de
una  manera  rápida  y  con  buena  precisión,  del  espesor  de  grietas  infinitas
verticales en muestras semi-infinitas.
• Simulaciones  numéricas  del  contraste  de  temperatura  han  revelado  las
condiciones  óptimas  bajo  la  cuales  es  posible  medir  el  espesor  de  grietas
verticales con la máxima precisión permitida por este método.
• La  validez  del  modelo  ha  sido  probada  realizando  medidas  de  termografía
infrarroja pulsada (utilizando un arreglo experimental como el mostrado en la
Figura 2.6 del  Capítulo 2),  en muestras de AISI-304 y PEEK que contienen
grietas  calibradas.  Los  ajustes  numéricos  del  modelo  propuesto  y  los  datos
experimentales  han  proporcionado  espesores  lo  suficientemente  precisos  con
respecto a los valores calibrados.
• Se ha mostrado que aún cuando la termografía modulada provee mayor razón
señal-ruido y que los espesores de la grietas son más precisos que los obtenidos
mediante termografía pulsada, esta última es más rápida y lo suficientemente
precisa para determinar el espesor de grietas verticales en materiales opacos, lo
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