It is well known that likelihood function plays a key role in many fields of statistics, e.g., statistical inference, statistical physics, parameter estimation, maximum likelihood method. Kullback-Leipler divergence (KLD) also has been well known and often used as a distance-like measure between two probability density functions. Instead Naudts [1] and Topsøe [2] recently have shown that the importance and usefulness of Bregman divergences (BD)
, which is defined in terms of any convex function, and for an appropriate choice of this convex function, the BD reduces to KLD. On the other hand, the ubiquitous of Gaussian functions is originally derived by Gauss himself, and his proof is now known as Gauss's law of error, in which log-likelihood function was used. It is shown recently that two different kinds of one-parameter extensions [4] of Gauss' law of error, in which the standard log-likelihood function is generalized by utilizing either q-logarithm or κ-logarithm. These different one-parameter deformations can be further unified in the two-parameter extensions, which was originally proposed in information theory by Sharma, Taneja and Mittal [5] as a two-parameter extension of Shannon entropy. During further developing Gauss' law of error to the two-parameter extension, it is found that the relation between the generalized log-likelihood functions and Bregman divergences. This relation reduces to the known equivalence between standard Maximum likelihood method and minimum KLD when the corresponding BD reduces to KLD.
