ABSTRACT. Considerable attention has been given to the study of the arithmetic sum of two planar sets. We focus on understanding the measure and dimension of A + Γ := a + g : a ∈ A, g ∈ B when Γ is a piecewise C 2 curve and A ⊂ R 2 . In this case the natural guess is that (a):
, we study the set of points which are at a distance 1 from at least one of the elements of A, where "distance" refers to either the Euclidean distance or some other natural distance on the plane. This set is A+S 1 , where S 1 is the unit circle in the given distance. In fact, we consider piecewise C The novelty in our approach is that we introduce a 1-parameter family of Lipschitz maps {Φ α } α∈J , where J is an interval, α is the vertical line at x = α, and Φ α : A → α . This family {Φ α } is defined in such a way that
• Although ∪ a∈A Φ α (A) A + Γ, but essentially A + Γ is equal to ∪ a∈A Φ α (A).
• {Φ α } α∈J satisfies the so-called transversality condition. That is, the intrinsic nature of the family {Φ α } α∈J is similar to that of the family of orthogonal projections on the plane. This makes it possible to invoke a number of results and methods from fractal geometry when we study questions (Q1) and (Q2).
This work is continued in [11] where we investigate the existence of an interior point of sumsets of similar nature considered in this paper. Before we state our main results, we collect some of the most important notation: Definition 1.1.
(1) Let A ⊂ R
, then A
• is the interior of A. (2) A Cantor set is a totally disconnected perfect set (a compact set which is identical to its accumulation points). (3) Symmetric Cantor sets C γ (see [9, Section 8.1] ). For γ ∈ (0, 1), C γ ⊂ [0, 1] is defined as follows: We iterate the same process that yields the usual middle-third Cantor set with the difference that we remove the middle-1−2γ portion of every interval throughout the construction. Then we get (1.1)
That is the so-called middle d Cantor set is C 1−2d . In particular C 1/3 is the usual middle-third Cantor set. (4) We write
In particular, C (1/4) is called the four-corner Cantor set.
Main results. The behavior of A+Γ is conspicuously different when the piecewise-C
curve Γ is has non-vanishing curvature and when Γ is a polygon.
Main results when Γ has non-vanishing curvature.
(1) In Theorem 2.1, we prove that if dim H (A) > 1 then L 2 (A +Γ) > 0 and if dim H A ≤ 1 then dim H (A + Γ) = 1 + dim H A. (In the special case when Γ = S 1 , this result was previously proved by Wolff in [17] and [15] ; see Theorems 1.3 and 1.5. We provide a significantly simpler proof.) (2) In Theorem 2.2, we study the L then C (γ) + S 1 • = (see [11, Theorem 2.7] ).
We do not know if there are γ ∈ 1 4 , 1 3 with C (γ) + S 1 • = . (1) For every polygon Γ, we can find sets A and B with dim H A < 1 and dim H B > 1 such that dim H (A + Γ) < 1 + dim H (A) and L 2 (B + Γ) = 0 (Theorem 3.2.). C.f. Theorem 2.1. (2) Let C (1/4) denote the four-corner set. We prove in Theorem 3.5:
Main results when
• If tan θ ∈ Q, then dim H (C (1/4) + N θ ) = 2 but L 2 (C (1/4) + N θ ) = 0, • There are infinitely many angles θ such that dim H (C (1/4) + N θ ) < 2, (although dim H C (1/4) = 1), • there are infinitely many angles θ such that (C (1/4) + Γ)
• = .
1.3. History and motivation. Let S(a, r ) denote the circle in the plane with center a and radius r , and identify the set of all such circles with S = R 2 × (0, ∞). Given a collection of circles E ⊂ S with dimension greater than 1, it is reasonable to hypothesize that since a given circle has dimension 1, then the union over circles in E has dimension 2.
In 1987, Marstrand [7] proved that if A ⊂ R cannot have zero Lebesgue measure. This preliminary result holds in higher dimensions as a consequence of the Stein spherical maximal theorem [13] established by Stein for d ≥ 3 and by Bourgain [1] .
A considerable strengthening of Marstrand's result was proved by Wolff in 2000 [17] , and a higher dimensional analog was provided by Oberlin [10] in 2006.
As a corollary, we obtain that
In Theorem (2.1) (a), we show that dim H (A) > 1 suffices to conclude that the Lebesgue measure of A + Γ is positive, where Γ is an arbitrary C 2 curve with at least one point of non-zero curvature. The necessity of the hypotheses on Γ are considered in Theorem (3.2) (a').
When dim H A ≤ 1, then the dimension of the set A + S 1 is at most 1 + dim H A (see [3, Corollary 7.4] curve (see Definition 1.6) with at least one point of curvature. In Theorem 3.2 (b'), we prove that non-vanishing curvature at a point is a necessary condition.
All the curves in this paper are supposed to be piecewise C 2 : Definition 1.6. We say that a curve Γ is piecewise
curve is piecewise linear if the curvature is zero for every t ∈ (a i −1 − a i ), for every i = 1, . . . , n.
THE CASE WHEN Γ HAS NON-VANISHING CURVATURE
We simplify the proof and widen the scope of Corollary 1.4 and Theorem 1.5. Moreover, we determine if L 
The proof of Theorem 2.1 is given in Section 4. Actually we provide two different proofs for part (a). One of them is a Fourier analytic proof and the other is based on the transversality method of fractal geometry. The former one is shorter, but the second one proves both parts (a) and (b).
If E ⊂ R 
On the other hand, (Q × γ(Q)) is dense.
THE CASE WHEN Γ IS A POLYGON
In this section we always assume that Γ is a piecewise linear curve. We call it polygon. First we establish a very close connection between the size of A + Γ and proj α i (A), the orthogonal projection on the plane to the angle−α i line. Then we use Theorems of Besicovitch [9] , Hochman [5] , Kenyon [6] about the projection properties of A in various special cases to obtain the size of A + Γ. 
Using this we can prove the following:
Actually in both cases (a ) and (b ), we can choose A to be self-similar with strong separation condition. That is we can find a finite list of contracting similarities {S 1 , . . . , S m },
The proof is given in Section 6. . The Four-corner Cantor set is a classic object in the plane, and when Γ = N θ we can completely describe the size of C (1/4)+N θ , for every θ. We follow Kenyon [6] (see also [9, Section 10.3] . That is 6 * = 2 since 6 is not multiple of any power of 4 but 112 * = 3 since 112 = 7 · 4 2 and 7 mod 4 is 3. We say that an angle θ ∈ [0, π) is rational if tan θ ∈ Q. We partition the rational angles as follows:
is an even number, , where we assumed in both of the formulas above that the greatest common divisor of p and q is 1.
Kenyon [6] gave a full characterization of the proj θ -projection of C (1/4) for all θ ∈ [0, π):
Using this Hochman's Theorem [5] and Lemma 3.1 we immediately obtain that
Proof is given in Section 6. Actually, in this case Pallis Takens conjecture holds: C (1/4)+ N θ is either big in a sense that it contains some interior points or small in the sense that is has zero Lebesgue measure but it never happens that C (1/4) + N θ has positive Lebesgue measure with empty interior.
PROOF OF THEOREM 2.1
We assume throughout that the set A is contained in [0, 1]
2
. Indeed, one may partition the plane into countably many squares, choose one so that the intersection with A has dimension larger than 1 (or less than one), and apply a shift. When dim H (A) = 1, we chooseÃ so that dim H (Ã) has dimension arbitrarily close to 1. • dim H (A) = sup s : ∃µ ∈ M (A), I s (µ) < ∞, where I s (µ) = |x − y|
and M (A) is the set of non-zero, finite, Borel measures with compact support so that spt(µ) ⊂ A.
• if Γ is a C 2 subcurve of Γ with non-vanishing curvature, then there exists a mea-
(see, for instance, [14] or [16] ).
Proof of Theorem 2.1 Part (a). Assume that
From the basic facts above:
Proof of both Parts (a) and (b) of Theorem 2.1 with the transversality method.
In the rest of the Section we prove Theorem 2.1. The idea of the proof is that we use a variant of the so-called transversality method (see Corollary 4.1 below) as it was stated by B. Solomyak in [12, Theorem 5.1].
4.2.1.
Choosing a sub-curve Γ ⊂ Γ. Since Γ is assumed to be a piecewise C 2 curve which is not piecewise linear, there exists a Γ ⊂ Γ such that Γ is a C 2 simple curve and there is a point P ∈ Γ which is different from the endpoints of Γ such that the curvature of Γ at P is not equal to zero.
We consider a subcurve Γ of Γ such that P is an endpoint of Γ and the length L of Γ is very small (specified in (4.6)). For convenience, we choose the direction of coordinate axes in such a way that the tangent line to Γ at P has an angle of 3π 4 with the positive direction of the x-axis. Fix a small h > 0 satisfying
Now we cover R 2 by disks of radius h. We can find one, let us call it B such that dim H (A∩ B ) is equal to the dim H A. That is why we may assume without loss of generality that A ⊂ B and B is centered at the origin (B = B (0, h)). Namely, if the assertions of Theorem 2.1 hold for any translate of A then it also hold for A itself. Further, we arrange things so thatΓ intersects the x-axis at about its mid-point. Let r(s) = (r 1 (s), r 2 (s)), 0 ≤ s ≤ L, r(0) = P be the arc-length parametrization of Γ. We assumed that
where e 1 is the unit vector of the direction of the positive half of x-axis. We may assume that we have chosen L > 0 so small that
The definition of the family of mappings
is contained in the interior of the orthogonal projection of the middle third part of Γ to the y-axis. Let λ := (x, y) : y = λ . We define the one-parameter family of mappings
Our strategy is that we prove by the transversality method that for Lebesgue typical λ ∈ U the slice Φ λ (A) is sufficiently "large". Then by the Fubini theorem in part (a) of Theorem 2.1 and by a Fubini-like inequality in part (b), we obtain that by (4.7), A + Γ is also large enough and this will complete the proof of Theorem 2.1. 
Where "const" means a positive number which is independent of a, b and r . Now we prove the Lemma below and later we verify that hypotheses (H1) and (H2) hold. Hypothesis H2 is called "transversality condition". Clearly, H1 means that Φ λ is a Lipschitz mapping, and Proof. The fact that (i) implies (a) is obvious from Fubini Theorem. Now we prove that (b) follows from (ii). We assume that dim H (A) ≤ 1. First we give the upper bound:
Using [3, Corollary 7.4] , it follows from the observation that the box dimension of Γ is one, dim B Γ = 1, that
defined by Ψ(x, y) := x + y. The fact that Ψ is a Lipschitz mapping and (4.9) yields that
This completes the proof of the upper bound (4.8).
Now we prove that (ii) implies that 
We use this theorem with the following substitution: Let U be the subinterval of the y-axis introduced above.
Checking the transversality condition H2.
To finish the proof of Theorem 2.1, it remains to verify that hypotheses H1 and H2 hold. It is immediate from the definitions and (4.5) that (H1) holds. Now we explain how to prove that Hypothesis H2 holds. The detailed proof is easy but tedious. It uses Taylor Theorem in a straightforward way. Instead of giving all the details we present here only the main steps of the proof.
Here we use the notation of Figure 2 . First we assume that there exists a, b ∈ A such that
That is there exists s 0 , s 1 ∈ (0, L) and x such that (4.13)
We write d λ := dist(x, λ ). Let us define angle α as on the right hand side of Figure 2 that is α is the angle between the tangent lines at x to the curves (a + Γ), (b + Γ). Clearly, (4.14)
where ∼ means that the ratio of the two sides is in between two positive finite constants for all a, b ∈ B . Further, using that the curvature is the speed of the change of the angle of the tangent vector (since we use arc length parametrization) and using also that the length L of Γ is so small that the curvature of Γ at any point of Γ is almost the same as at P we obtain that (4.17)
Putting together (4.16), (4.14) and (4.17) we obtain that (4.15) holds.
Having a look at the right hand side of Figure 2 then applying Taylor theorem we get
, where y and z are the intersection of λ and tangent lines to a+r(s 0 ), b+r(s 1 ) respectively at their point of intersection x. Putting these together, we get that if for an λ ∈ U we have
This yields that hypothesis H2 holds assuming that (4.12) holds. One can see that the general case easily follows from this. 
. Now we verify (5.2). Fix an arbitrary δ > 0 and ε > 0. Then we can find a δ-cover
For every i we can choose U i , j
with squares of sides |U i |.
That is
is a 2δ-cover of E × S
1
. Hence,
Since this holds for all δ > 0 we obtain that (5.2) holds.
Our Theorem 5.1 is analogous to the following theorem of Besicovitch [2, Theorem 6.13]: Theorem 5.3 (Besicovitch). We write proj α for the orthogonal projection on the plane to the angle α line. Let E be an irregular 1-set on the plane. Then
Our approach is based on this analogy. Namely, we decompose E + S 1 into its intersections with vertical lines
By Fubini theorem it is enough to prove that
To do so, we define a family of maps {Φ α } α , Φ α : E → α (analogous of proj α in Besicovitch's Theorem) in such a way that Φ α (E ) ⊂ (E + S 1 ) ∩ α . It will be very easy to see that although this inclusion is proper it is enough to prove that
To verify this, we extend Besicovitch's method from the family of orthogonal projections proj α α to the family of our mappings {Φ α } α . This approach is based on the observation that both of the families proj α α and {Φ α } α satisfy the so-called transversality condition (see [12, Theorem 5.1] ).
Without loss of generality we may always assume in this section that E is a 1-set contained in the unit square
Before we present the proof of Theorem 5.1 in Section 5.1.6 we introduce a couple of notions and study their properties.
5.1.1. The family {Φ α } α . In this section we always assume that 0 < α < 2 and we define the admissible pairs of (x, α)
The α-admissible x's are 
In order to use Besicovitch's result [2, Lemma 6.11] stating that H 1 -almost all points of an irregular 1-set are points of radiation (see Definition 5.17 below) we need to establish a connection between the pairs (x, α) ∈ A and (x, θ) ∈ E × [0, π) which corresponds sets of
-zero measure.
Correspondence between (x, α) and (x, θ(x, α)).
Definition 5.5. Fix an (x, α) ∈ A. Observe that by the definitions of Φ α (x) and A, we
. We define θ(x, α) (see Figure 3) as follows: Let (5.10)
where e 1 is the coordinate unit vector in the direction of the x-axis and x = (x 1 , x 2 ) are the Descartes coordinates of x. We define
Clearly τ :
, π is a bijection and τ 
The proof is immediate from the Fubini Theorem since for every x 1 the map θ → x 1 + cos θ − 
In the proof of the theorem, the following isomorphism will play an important role: . We define Ψ x for y and z as the element of C θ (x) ∩ S(x, r ) which is the closest (see Figure 4) , where r = y − x or r = z − x respectively. Elementary coordinate geometry yields that the expression for Ψ x is as follows:
Observe that , Ψ x is not 1-1, only piecewise injective. Namely, we define the injective branches of Ψ x : (5.14) Ψ 
More precisely,
Similarly,
Consequently, Fact 5.9. The following maps are bijections: For every I ⊂ (0, π) closed interval we can find an r I > 0 such that
A wedge is a good wedge if it satisfies (5.19). Now we define the circular wedge W r (x, I ) as follows: let W r (x, I ) be a good wedge. Set 
x (E ) is also an irregular 1-set.
Proof. We prove part (1). Fix an arbitrary x ∈ R

2
. For symmetry we may assume that With this substitution we get
Hence by the Mean Value Theorem, the monotonicity of the sin function and the fact that | sin(x)| ≤ |x| we get
Putting together (5.23) and (5.27) we obtain that ∆ ≤
(1−c)r 2 3 . Using this and (5.30) we get 
12
< 2(1 − cos δ 1 ).
his yields that the denominator of the second fraction in (5.31) 
Proof of part (2) . This is immediate from the first part of this Lemma.
Proof of part (3).
By (1), Ψ x sends rectifiable curves into rectifiable curves and the image of a set of H 
Definition 5.12 (Wedge density and circular wedge density, B-good points)
. Let E be a closed irregular 1-set on the plane.
• The wedge density d (x, I , E ) and the circular wedge density d (x, I , E ) of a set E at the point x ∈ E with respect to the interval I ⊂ [0, π) are defined by (5.35)
• We say that x ∈ E is a B-good (circular B-good) point of E if for any I ⊂ [0, π) we have
respectively.
We verify the following simple fact. 
Proof. For any closed intervals I 1 ⊂ I 
-set and let x ∈ E be a B-good point of E . Then x is also a B-good point of E x , where
Proof. Fix an I ⊂ [0, π) and let 0 < r < r I (r I was defined in (5.19)). Then we have 
We assumed that x is a B-good point of E . Then by Fact 5.13, x is also a circular Bgood point of E . By (5.21), Ψ Besicovitch called a direction θ condensation a direction of a set E at a point x ∈ E if on some scales, we can find a lot of points of E close to x in the direction θ or in directions nearby θ. Below we recall Besicovitch's definitions and we define their counterparts for circular wedges. (1) For an x ∈ E the set of condensation directions of first kind T 1 x (E ) (circular condensation directions of first kind T 1 x (E ) ) respectively are defined as follows: 
where d (x, I , E ) and d (x, I , E ) were introduced in Definition 5.12. (3) The set of all condensation directions at x are:
Following Besicovitch, we say that an x ∈ E is a point of radiation or point of circular radiation of E if
respectively. We write Rad(E ), ( Rad(E )) for the set of points of radiation (circular radiation) of E .
Fact 5.18. Let E ⊂ R 2 be a closed irregular 1-set. Then
Proof. For i = 1 this follows from the fact that a small interval of L θ (x) centered at x is mapped by Ψ x onto a small arc of C θ (x) also centered at x. For i = 2: First recall that it follows from Lemma 5.11 that the mapping Ψ 
( Actually this is not the assertion of [2, Lemma 6.11] but this is what is proved there.)
It is immediate from this Proposition and Lemma 5.15 that:
Hence, 
Then we apply the observation (5.47) to complete the proof of the Proposition.
Corollary 5.22. Let G be the good pairs of (x, α) ∈ A. That is
Proof. It follows from (5.51) and Fact 5.6 that
Then the assertion follows from Fubini Theorem.
Definition 5.23.
• We say that an α ∈ (0, 2) is good if it satisfies (5.54).
• For a good α let
Moreover let
It follows from Corollary 5.22 that for a good α
5. Proof. Fix an arbitrary α which is good in the sense of Definition 5.23. Let
As it was discussed in Section 5.1.1 it is enough to verify that 
The distance between Φ α (x) and Φ α (z) is less than const · r · |I | Proof of Lemma 5.24 . In our argument at some place we need to use (see Figure 7 ) that the angle between the vertical line α and the arc Φ α (x),U , (U is defined on Figure 7 and below) is uniformly separated from zero. This happens exactly when α− x 1 is separated from 1. This does not hold on A α (see (5.8) ). To this end we present G 2 α as the countable union of its subsets G 2,τ α (defined below) such that this property holds on each of these sets G
That is A = A 
where const > 0 depends only on τ.
Proof of the Fact. The proof is visualized on Figure 7 . Let z ∈ W r (x, I ) with polar coordinates z P x . We need to prove that (5.63)
For symmetry, it is enough to verify this for one of the extremal points of W r (x, I ). In our argument this extremal point z which is the intersection of S(x, r ) and C θ 1 (x), the unit circle through x with tangent line L θ 1 (x), where I = (θ 1 , θ 2 ) and the angle of the center Figure 7) . We introduce • ρ: the length of the arc on the unit circle C θ 1 between x and z and • ϕ := |θ − θ 1 |: the angle between the straight lines L θ and L θ 1 .
Clearly, (5.64) ρ < 2r and |ϕ| < |I |.
Consider the "triangle" T := (Φ α (x),U , Φ α (z)) on the rigth hand side (zoomed in part) of Figure 7 . This T is actually not exactly a triangle since two of its sides are not segments but arcs but if r and |I | are very small then these arcs are very close to be straight line segments. Observe that then we obtain from the "triangular" T by elementary geometry that
This completes the proof of (5.63) and in this way also comletes the proof of the Fact 5.26.
From here the proof of (5.61) goes exactly as the corresponding part of [2, Theorem 6.13]. Namely, fix an arbitrary m and define
Now we want to prove that 
Using that the system {J i } i is disjoint and the definition of V m we obtain that
Now we use that m > 0 can be arbitrarily large and ε > 0 can be arbitrarily small and we obtain that (5.61) holds for i = 2 and as explained before this implies that (5.58) holds.
Proof of Lemma 5.24. Now we verify that (5.61) holds for i = 1. (x) ).
) is the set of those elements of S(Φ α (x), 1) which are located in East Western direction from Φ α (x). This is the one-quarter of the circle which goes throughout x and centered at Φ α (x) (see Figure 8 ). Let as call it C (x) (recall that α is fixed). From now on we always assume that
This means by definition that
Clearly,
where e 2 = (0, 1) is the unit cooedinate vector in the direction of y-axis. For the translation invariance of the Lebesgue measure, in oderer to prove that
To this end, we introduce a map (see Figure 8 ). For an x ∈ A α we define H α (x) in the following three steps: • We define λ α (x) as the horizontal half-line through Θ α (x) to the left from Θ a (x).
• Let H α (x) be the element of λ α (x) with abscissa (first coordinate in the Descartes coordinate system) α − φ(x).
Using that x = α − sin ϕ(x), η(x) − cos(ϕ(x)) we obtain that
Hence for x = (x 1 , x 2 ) ∈ A τ α :
Simple calculation shows that
Let proj 90 be the 90
• -projection (projection parallel to the horizontal lines) on the plane, to vertical line α . Observe that 
This completes the proof of (5.73), so it also completes the proof of the Lemma 5.24.
As we discussed earlier the proof of Theorem 5.1 follows from Lemma 5.24 and 5.25. Let α and Φ α and be as in (5.5) and in Definition 5.4 respectively (see Figure 3) . Using that 1 4 ≤ α − x ≤ • If there is a regular 1-set A ⊂ E with H • Otherwise E can be presented as a countable union of irregular 1-sets E n . Then we apply Theorem 5.1 for each of them to obtain that L We write A λ for the attractor of the original system given in (6.1) and A α i λ is the attractor of the projected system. Since the linear parts of the mappings of the original system are diagonal (they are homothopies) therefore we have (6.2) A
We choose the translation parameters t k, j such that
• the Strong Separation Condition (SSC) holds. That is for (k 1 , j 1 ) = (k 2 , j 2 ) we have S k 1 , j 1 ,λ (A λ ) ∩ S k 2 , j 2 ,λ (A λ ) = .
• t
holds for all i = 1, . . . , n.
Then by the well known Hutchinson Theorem (see [2] ) we have Proof of Theorem 3.5. The fact that dim H (C (1/4)+N θ ) = 2 can be seen as follows: Hochman's Theorem [5] implies that proj θ (C (1/4)) = 1 for all irrational θ. Then we apply part (d) of Lemma 3.1. All other assertions of Theorem 3.5 are immediate combinations of Kenyon's Theorem above and Lemma 3.1.
