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Abstract: We consider the problem of estimating a high-dimensional multivariate
normal mean vector when it is sparse in the sense of being nearly black. Optimal-
ity of Bayes estimates and posterior concentration properties corresponding to a very
general class of continuous shrinkage priors on the unknown mean vector are studied
in this work. The class of priors considered is rich enough to include a wide vari-
ety of heavy tailed prior distributions including the horseshoe which are in extensive
use in sparse high-dimensional problems. In particular, the three parameter beta nor-
mal mixtures, the generalized double Pareto priors, the inverse gamma priors and the
normal-exponential-gamma priors fall inside this class. We work under the frequentist
setting where the data is generated according to a multivariate normal distribution
with a fixed unknown mean vector. Under the assumption that the number of non-
zero components of the mean vector is known, we show that the Bayes estimators
corresponding to this general class of priors attain the minimax risk (possibly up to a
multiplicative constant) corresponding to the l2 loss. It is further shown that the pos-
terior distributions arising out of this general class of one-group priors contract around
the underlying true mean vector at the minimax optimal rate for appropriate choice of
the global shrinkage parameter depending on the proportion of non-zero components
of the underlying mean vector. Moreover, we provide conditions on the choice of the
global shrinkage parameter for which these posterior distributions contract around the
corresponding Bayes estimates at least as fast as the minimax risk with respect to
the l2 norm. We also provide a lower bound to the total posterior variance for an im-
portant subclass of this general class of shrinkage priors that includes the generalized
double Pareto priors with shape parameter α = 1 and the three parameter beta normal
mixtures with parameters a = 0.5 and b > 0 (including the horseshoe) in particular.
The present work is inspired by the recent work of van der Pas et al. (2014) on the
posterior contraction properties of the horseshoe prior under the present set-up. We
extend their results for this general class of priors and come up with novel unifying
proofs which work for a very broad class of one-group continuous shrinkage priors. This
work shows that the general scheme of arguments in van der Pas et al. (2014) can be
used in greater generality.
1. Introduction
With rapid advancements in modern technology and computing facilities, high throughput
data have become common place in real life problems across diverse scientific fields such as
genomics, biology, medicine, cosmology, finance, economics and climate studies. As a result
inferential problems involving a large number of unknown parameters are coming to the fore.
Problems where the number of unknown parameters grows as least as fast as the number of
observations are typically called high-dimensional. In such problems, often times it is also
true that only a few of these parameters are of real importance. For example, in a high
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dimensional regression problem, it is often true that the proportion of non-zero regressors
or regressors with large magnitude is quite small compared to the total number of candi-
date regressors. This is called the phenomenon of sparsity. A common Bayesian approach to
model sparse high-dimensional data is to use a two-component point mass mixture prior for
the parameters and they put a positive mass at zero (to induce sparsity) and a heavy tailed
continuous distribution (to identify the non-zero coefficients). These are also referred to as
“spike and slab priors” or two-groups priors. This is a very natural way of modeling data of
this kind from a Bayesian view point. See Johnstone and Silverman (2004) and Efron (2004)
in this context.
Use of the two-groups prior, although very natural, poses a very daunting task compu-
tationally. Note that the cardinality of the model space becomes 2n where n is the number
of parameters involved, and even for moderately large n like 50, it is practically impossi-
ble to study posterior probabilities of the different models. Sometimes it is also possible
that most of the parameters are very close to zero, but not exactly equal to zero. So in
such a case a continuous prior may be able to capture sparsity in a more flexible manner.
Due to these reasons, significant efforts have gone into modeling sparse high-dimensional
data in recent times through hierarchical one-group continuous priors, which are also called
one-group shrinkage priors. Bayesian analysis is computationally much more tractable than
the two-group prior in such cases and easily implementable through standard MCMC tech-
niques. But more importantly, these priors are suitable to capture sparsity since they accord
a significant chunk of probability around zero while they have tails which are heavy enough
to ensure a priori large probabilities for large parameter values. In general, such priors are
expressed as multivariate scale-mixtures of normals that mix over two levels of parameters
appearing in the scale, referred to as a “global” shrinkage parameter and a “local” shrink-
age parameter. While the global shrinkage parameter accounts for the overall sparsity in the
data by shrinking the noise observations to the origin, the local shrinkage parameters are
helpful in detecting the obvious signals by leaving the large observations mostly unshrunk.
A great variety of one-group shrinkage priors have appeared in the literature over the
years. Notable early examples are the t-prior in Tipping (2001), the double-exponential prior
in Park and Casella (2008) and Hans (2009) and the normal-exponential-gamma priors in
Griffin and Brown (2005). Very recently Carvalho et al. (2009, 2010) introduced the horse-
shoe prior, which has very appealing properties. Subsequently, many other one-group priors
have been proposed in the literature, e.g, in Polson and Scott (2011, 2012), Armagan et al.
(2011), Armagan et al. (2012) and Griffin and Brown (2010, 2012, 2013). The class of “three
parameter beta normal” mixture priors was introduced in Armagan et al. (2011), while the
“generalized double Pareto” class of priors was introduced by Armagan et al. (2012). The
three parameter beta normal mixture family of priors encompasses among others the horse-
shoe, the Strawderman-Berger and the normal-exponential-gamma priors. Very recently,
a different class of one-group priors named Dirichlet-Laplace (DL) priors have been intro-
duced in Bhattacharya et al. (2014). They investigated its various theoretical properties and
demonstrated its good performances through extensive simulations.
As commented in Castillo and van der Vaart (2012), the Bayesian approach to sparsity
is not driven by the ultimate goal of producing estimators that attain the minimax rate
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or for that matter posterior distributions with rate of contraction same as the minimax
rate. However, for theoretical investigations, minimax rate can be taken as a benchmark
and this is a motivation to study this kind of optimality properties for the Bayesian ap-
proach to sparsity. In an important article, Johnstone and Silverman (2004) focused on the
case where a two-groups prior is used to model the mean parameters. They showed that if
the unknown proportion of non-zero means is estimated by marginal maximum likelihood
and a coordinate-wise posterior median estimate is used, the resulting estimator attains the
minimax rate with respect to lq loss, q ∈ (0, 2]. In Castillo and van der Vaart (2012), the
full Bayes approach was studied where they found conditions on the two-groups prior that
ensure contraction of the posterior distribution at the minimax rate.
In recent times, researchers have started to investigate various theoretical properties of
Bayes estimates and testing rules based on one-group continuous shrinkage priors. Amongst
various such one-group priors, the horseshoe prior has acquired a prominent place in the
Bayesian literature and it has been used extensively in inferential problems involving spar-
sity. Carvalho et al. (2010) have theoretically showed good performance of the horseshoe es-
timator (the Bayes estimate corresponding to the horseshoe prior) in terms of the Kullbuck-
Leibler risk when the true mean is zero. Datta and Ghosh (2013) showed a near oracle
optimality property of multiple testing rules based on the horseshoe estimator in the con-
text of multiple testing. Ghosh et al. (2015) extended their work by theoretically showing
that the multiple testing rules based on a general class of tail robust shrinkage priors enjoy
similar optimality properties as the horseshoe. They also considered an empirical Bayes ap-
proach by plugging in an estimate of the global variance component into the definition of
such multiple testing rules, and showed that the resulting empirical Bayes procedure enjoys
similar optimality property. This general class of shrinkage priors is rich enough to include
among others, the three parameter beta normal priors, the generalized double Pareto priors,
the inverse gamma priors, and the normal-exponential-gamma priors, the horseshoe prior
and the Strawderman-Berger prior, in particular.
In an important recent article, van der Pas et al. (2014) showed that for the problem of
estimation of a sparse normal mean vector, the horseshoe estimator asymptotically achieves
the minimax risk with respect to the l2 loss, possibly up to a multiplicative constant and
the corresponding posterior distribution contracts around the true mean vector at this rate.
Moreover, they showed that the corresponding posterior distribution contracts at least as
fast as the minimax rate around the posterior mean. This was shown assuming that the
number of non-zero means is known and the global shrinkage parameter tends to zero at
an appropriate rate as the dimension grows to infinity. They also provide conditions under
which the horseshoe estimator combined with an empirical Bayes estimate of the global vari-
ance component still attains the minimax quadratic risk even when the number of non-zero
means is unknown. In a beautiful recent article, Bhattacharya et al. (2014) showed that for
the estimation of a sparse multivariate normal mean vector, under the quadratic risk func-
tion, the posterior arising from the Dirichlet-Laplace prior attains a minimax optimal rate
of posterior contraction, that is, the corresponding posterior distribution contracts at the
minimax rate for an appropriate choice of the underlying Dirichlet concentration parameter.
See also Bickel et al. (2009) for the minimax risk properties of the Lasso estimator which
is the least squares estimator of the regression coefficients with an L1 constraint on the
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regression coefficients. It was later shown by Castillo et al. (2014) that the corresponding
entire posterior distribution contracts at a much slower rate, thus indicating an inadequate
measure of uncertainty in the estimate.
A natural question to ask, and also posed in section 6 of van der Pas et al. (2014), is what
aspects of the shrinkage priors are essential towards obtaining optimal posterior concentra-
tion properties as obtained for the case of the horseshoe prior. As mentioned earlier, in the
context of simultaneous testing of a large number of independent normal means, Ghosh et al.
(2015) considered a general class of heavy-tailed shrinkage priors and showed certain opti-
mality properties of the multiple testing rules induced by the corresponding Bayes estimates.
Polson and Scott (2011) suggested that in sparse problems, one should choose the prior dis-
tribution corresponding to the local shrinkage parameter to be appropriately heavy-tailed
so that large signals can escape the “gravitational pull” of the corresponding global variance
component and are almost left unshrunk which is essential for the recovery of large signals
when the data is sparse. It is to be mentioned in this context that priors with exponential
or lighter tails, such as the Laplace or the double-exponential prior and the normal prior,
fail to meet this condition.
Motivated by this, we consider in this article, the problem of estimating a sparse multi-
variate normal mean vector based on a very general class of “tail-robust” one-group priors
that is rich enough to include a wide variety of shrinkage priors, such as, the three parameter
beta normal mixtures (which generalizes the horseshoe prior in particular), the generalized
double Pareto prior, the inverse-gamma priors, the half-t priors and many more. We work
under the framework when the number of non-zero components of the unknown mean vector
is assumed to be known and the global shrinkage parameter is treated as a tuning parameter
that we are free to choose and which tends to zero at an appropriate rate as the dimension
grows to infinity. It is shown that when the underlying multivariate normal mean vector
is sparse in the nearly-black sense, the Bayes estimates corresponding to this general class
of priors asymptotically attain the minimax-quadratic risk, possibly up to a multiplicative
factor and the corresponding posterior distributions contract around the true mean vector
at the minimax optimal rate. Moreover, we provide conditions on the choice of the global
shrinkage parameter for which these posterior distributions contract around the correspond-
ing Bayes estimates at least as fast as the minimax risk with respect to the l2 norm. We also
provide a lower bound to the corresponding posterior variance for an important subclass
of this general class of shrinkage priors that include the generalized double Pareto priors
with shape parameter α = 1, the three parameter beta normal mixtures with parameters
a = 12 and b > 0 (including the horseshoe in particular), the inverse gamma prior with shape
parameter (α = 12 ) and many other shrinkage priors. This lower bound helps us to deduce
further insights about the posterior spread of the aforesaid sub-family of tail robust priors
and also regarding the choice of the global shrinkage component. An important contribu-
tion of our theoretical investigation is showing that shrinkage priors which are appropriately
heavy-tailed (to be defined in Section 2), are able to attain the minimax optimal rate of
contraction, provided that the global tuning parameter is carefully chosen. We provide a
general unifying argument that works for this general class under consideration and thus
extends the work of van der Pas et al. (2014).
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We organize the paper as follows. In Section 2, we describe the problem and the gen-
eral class of shrinkage priors under consideration. Section 3 contains the main theoretical
results, that estimators arising out of this general class of shrinkage priors attain the mini-
max quadratic risk up to some multiplicative constant and that the corresponding posterior
distribution results in a minimax optimal rate of posterior contraction around the truth. Sec-
tion 4 contains some concluding remarks. Proofs of the main theorems and other supporting
results essential for their derivation are given in the Appendix.
Notations and Definition
In this paper, we adopted the same convention of notation used in van der Pas et al. (2014).
Let {An} and {Bn} be two sequences of positive real numbers indexed by n. We write
An ≍ Bn to denote 0 < limn→∞ infn AnBn 6 limn→∞ supn AnBn < ∞ and An . Bn to denote
that there exists some c > 0 independent of n such that An 6 cBn.
Definition 1.1. A positive measurable function L defined over some (A,∞), A > 0, is said
to be slowly varying or is said to vary slowly (in Karamata’s sense) if for every fixed α > 0,
L(αx) ∼ L(x) as x→∞.
A simple sufficient condition for a positive measurable function L to be slowly varying is
that L(x)→ c as x→∞, for some c ∈ (0,∞).
2. A General Class of Tail Robust Shrinkage Priors
Suppose that we observe an n-component random observation (X1, · · · , Xn) ∈ Rn, such that
Xi = θi + ǫi for i = 1, · · · , n, (2.1)
where the unknown parameters θ1, · · · , θn denote the effects under investigation and ǫ =
(ǫ1, · · · , ǫn) ∼ Nn(0, In).
Let l0[pn] denote the subset of R
n given by,
l0[pn] = {θ ∈ Rn : #(1 6 j 6 n : θj 6= 0) 6 pn}. (2.2)
Suppose we want to estimate the true mean vector θ0 = (θ01, · · · , θ0n) when θ0 is known
to be sparse in the “nearly black sense”, that is, θ0 ∈ l0[pn] with pn = o(n) as n→∞. The
corresponding minimax rate with respect to the l2-norm for estimating θ0 is given by (see
Donoho et al. (1992)),
inf
θˆ
sup
θ0∈l0[pn]
Eθ0 ||θˆ − θ0||2 = 2pn log
( n
pn
)
(1 + o(1)), as n→∞. (2.3)
In (2.3) above and throughout this paper Eθ0 denotes an expectation with respect to the
Nn(θ0, In) distribution. Our goal is to obtain an estimate of θ0 from a Bayesian view point
with some good theoretical properties. As stated already in the introduction that a natural
Bayesian approach to model (2.1) is to use a two-component point mass mixture prior for
the θi’s, given by,
θi
i.i.d.∼ (1− π)δ{0} + π · f, i = 1, · · · ,m. (2.4)
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where δ{0} denotes the distribution having probability mass 1 at the point 0, and f de-
notes an absolutely continuous distribution over R. See Mitchell and Beauchamp (1988)
and Johnstone and Silverman (2004) in this context. It is usually recommended to choose a
heavy tailed absolutely continuous distribution f over R so that large observations can be
recovered with higher degree of accuracy. Johnstone and Silverman (2004) used a t distribu-
tion in this context and used an empirical Bayes approach in order to estimate the unknown
mixing proportion π via the method of marginal maximum likelihood and showed that if the
coordinate-wise posterior median estimate is used, the resulting estimator of θ0 attains the
minimax rate with respect to the lq loss, q ∈ (0, 2]. Castillo and van der Vaart (2012) stud-
ied the full Bayes approach where they found conditions on the two-groups prior that ensure
contraction of the posterior distribution at the minimax rate. A detailed list of other empir-
ical Bayes approaches to the two-group model can be found in Castillo and van der Vaart
(2012), Efron (2008) Jiang and Zhang (2009), Yuan and Lin (2005) and references therein.
As already mentioned in the introduction that although the two groups prior (2.4) is
considered to be the most natural formulation for handling sparsity from a Bayesian view
point, it offers a daunting computational challenge in high dimensional problems because
of the enormously large model space (in this case it is 2n). Due to this reason, the one-
group formulation to model sparse data has received considerable attention from researchers
over the years, mostly due to the ease of their computational tractability. Polson and Scott
(2011) showed that almost all such shrinkage priors can be expressed as multivariate scale-
mixture of normals which makes the computation based on these one-group shrinkage priors
much easier compared to the corresponding two-group formulation. Standard Markov-chain
Monte Carlo techniques are available in the Bayesian literature for the computation of
the corresponding Bayes estimates of the underlying model parameters. In this article, we
consider Bayes estimators based on a general class of one-group shrinkage priors given
through the following hierarchical one-group formulation:
Xi|θi ∼ N(θi, 1), independently for i = 1, · · · ,m
θi|(λ2i , τ2) ∼ N(0, λ2i τ2), independently for i = 1, · · · ,m
λ2i ∼ π(λ2i ), independently for i = 1, · · · ,m
with π(λ2i ) being given by,
π(λ2i ) = K(λ
2
i )
−a−1L(λ2i ), (2.5)
where K ∈ (0,∞) is the constant of proportionality, a is a positive real number and L :
(0,∞)→ (0,∞) is a measurable, non-constant slowly varying function. For the theoretical
development in this paper, we assume that the function L(·) in (2.5) satisfies the following:
Assumption 2.1.
1. limt→∞ L(t) ∈ (0,∞), that is, there some exists c0(> 0) such that L(t) > c0 for all
t > t0, for some t0 > 0, which depends on both L and c0.
2. There exists some 0 < M <∞ such that supt∈(0,∞) L(t) 6M.
Each λ2i is referred to as a local shrinkage parameter and the parameter τ
2 is called
the global shrinkage parameter. For the theoretical treatment of this paper, we assume the
global shrinkage parameter τ to be known. We would like to mention here that a very broad
class of one-group shrinkage priors actually fall inside this above general class. For example,
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it can be easily seen that the celebrated horseshoe prior is a member of this general class
under study by simply taking a = 0.5 and L(t) = t/(1 + t) in (2.5) satisfying both the
conditions of Assumption 2.1. Ghosh et al. (2015) observed that the three parameter beta
normal mixtures (which include the horseshoe and the normal-exponential-gamma priors as
special cases) and the generalized double Pareto priors can be expressed in the above general
form by showing that the corresponding prior distribution of the local shrinkage parameters
can be written in the form given in (2.5) with the corresponding L(·) satisfying Assumption
2.1. It is easy to verify that some other well known shrinkage priors such as the families
of inverse-gamma priors and the half-t priors are also covered by this general class of prior
distributions under consideration. We would like to mention in this context that the above
general class exclude priors such as the double-exponential or Laplace prior or the normal
prior which have exponential or lighter tails.
From Theorem 1 of Polson and Scott (2011) it follows that the above general class of one-
group priors will be “tail-robust” in the sense that for any given τ > 0, E(θi|Xi, τ2) ≈ Xi,
for large Xi’s, which means for such priors large observations will be almost left unshrunk
even when the global shrinkage parameter τ is too small. We shall elucidate this fact in
some greater detail in the Appendix. It was suggested in Polson and Scott (2011) that the
global shrinkage parameter τ should be small so that small Xi’s or the noise observations
can be shrunk towards the origin while the prior distribution of the local shrinkage pa-
rameters λ2i should have heavy tails so that large signals can escape the effect of τ
2 and
almost remain unshrunk. Thus (2.5) should result in a prior distribution for the θi’s which
has a high concentration of mass near the origin but have thick tails at the extremes to
accommodate large signals. Polson and Scott (2011) also showed that for priors having ex-
ponential or lighter tails, such as the Laplace or the double-exponential prior, even the large
Xi’s will always be shrunk towards the origin by some non-diminishing amount for small val-
ues of τ , which is certainly not desirable for the recovery of large signals in sparse situations.
Now for a general global-local scale mixture of normals we have,
θi|(Xi, λ2i , τ2) ∼ N((1− κi)Xi, (1− κi)), κi = 1/(1 + λ2i τ2),
independently for i = 1, · · · ,m, so that for each i, the posterior mean of θi is given by,
E(θi|Xi, λ2i , τ2) = (1− κi)Xi, . (2.6)
Next, using the iterated expectation formula it follows that,
E(θi|Xi, τ2) = (1 − E(κi|Xi, τ2))Xi. (2.7)
The resulting posterior mean E(θ|X, τ) = (E(θ1|X1, τ2), · · · , E(θm|Xm, τ2)) will be the
Bayes estimator arising out of the general class of shrinkage priors (2.5) and will be denoted
by Tτ (X). For notational convenience, we shall denote E(θi|Xi, τ2) by Tτ (Xi). It will be
shown in the next section that when θ0 is sparse in the “nearly black sense” and a ∈ [ 12 , 1),
the estimator Tτ (X) of θ0 will asymptotically attain the minimax rate in (2.3) up to some
multiplicative constant and that the posterior distribution contracts at least around the true
θ0 at the minimax rate for suitably chosen τ depending on
pn
n .
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3. Theoretical Results
In this section, we present the theoretical results involving the mean square error for the
Bayes estimates arising out of the general class of one-group shrinkage priors under study,
with a ∈ [ 12 , 1), and the spread of the corresponding posterior distributions. It is assumed
that the number of non-zero components pn of the unknown mean vector is known. Theorem
3.1 gives an upper bound on the mean square error for the Bayes estimates arising out of the
general class one-group priors under consideration. Using this upper bound, it follows that
for various choices of the global shrinkage parameter τ , depending on the proportion of non-
zero means pnn , the aforesaid Bayes estimates attain the minimax risk with respect to the
l2-norm, possibly up to a multiplicative constant. Theorem 3.2 gives an upper bound to the
total posterior variance for the one-group priors under study. Theorem 3.3 provides an upper
bound to the rate of contraction around the true mean vector for the posterior distributions
corresponding to the aforesaid class of priors, which shows minimax optimal contraction
property around the true mean vector for these posterior distributions. However, the same
may not be true for contraction around the corresponding Bayes estimates. Theorem 3.4
provides condition on the choice of the global shrinkage parameter τ that ensures that the
resulting posterior distributions contract around the corresponding Bayes estimates at least
as fast as the minimax-quadratic risk. Theorem 3.5 provides a lower bound to the total
posterior variance for an important subclass of this general class of shrinkage priors that
gives more insight about the spread of the posterior distribution around these estimators for
various choices of τ . We provide some novel unifying arguments that work for a broad class
of one-group shrinkage priors. However, we follow the broad architecture of the proofs of
the main theorems of van der Pas et al. (2014). Lemmas A.3 - A.5, given in the Appendix,
on which Theorems 3.1 - 3.3 crucially hinge upon, are completely independent of the work
of van der Pas et al. (2014). However, proofs of Lemma A.6 and Theorem 3.5 have been
derived following some key arguments of van der Pas et al. (2014). This shows that the
general scheme of arguments in van der Pas et al. (2014) can be used in greater generality.
Theorem 3.1. Suppose X ∼ Nn(θ0, In). Then the estimator Tτ (x) based on the general
class of shrinkage priors (2.5), with 12 6 a < 1, satisfies
sup
θ0∈l0[pn]
Eθ0 ||Tτ (X)− θ0||2 . pn log
( 1
τ2a
)
+ (n− pn)τ2a
√
log
( 1
τ2a
)
(3.1)
if τ → 0, as n→∞, pn →∞ and pn = o(n).
Proof. See Appendix. 
An important consequence of Theorem 3.1 is that, for 12 6 a < 1, the Bayes estimators
based on the general class of one-group priors under study, attain the minimax quadratic
risk up to some multiplicative factor for various choices of the global shrinkage parameter
τ . For example, by taking τ =
(
pn
n
)α
, α > 1, in the upper bound in (3.1), it follows that
the worst case l2-risk for the Bayes estimates as considered in Theorem 3.1 can at most be
of the order of pn log
(
n
pn
)
up to a multiplicative factor, the factor being 4aρ2α, while it is
always bounded below the minimax risk 2pn log(n/pn)(1 + o(1)) as n→∞. In particular,
sup
θ0∈l0[pn]
Eθ0 ||Tτ (X)− θ0||2 ≍ pn log
( n
pn
)
. (3.2)
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It should also be noted that there are other choices of τ , such as, τ = pnn
√
log(n/pn),
which satisfy (3.2) also. It is worth noting in this context that for priors like horseshoe or
standard double Pareto for which a = 0.5, the aforesaid multiplicative factor becomes 2ρ2α
which is an improvement over the the corresponding multiplicative factor 4α as obtained
by van der Pas et al. (2014) for the horseshoe prior, provided ρ > 1 is chosen in such a
way that ρ2 < 2. Therefore, we see that the Bayes estimators based on this general class
of priors, with a ∈ [ 12 , 1), performs well as a point estimator, since each of them attains
the minimax risk (2.3) up to some multiplicative constant, provided the global shrinkage
parameter is carefully chosen. One possible explanation for such good performance of these
priors is their ability to squelch the noise observations back to the origin, while leaving the
large observations almost unshrunk, for appropriately chosen τ . Moreover, smaller values
of a typically result in a prior distribution with heavier tails. For example, for the inverted
beta families, a = 0.5 yields Cauchy like tails. See Polson and Scott (2012) in this context.
Similar discussion on how the choice of the parameter a controls the tail behavior of the
generalized double Pareto priors can also be found in Armagan et al. (2012). Recall that for
the generalized double Pareto priors, we have a = α/2, where α denotes the corresponding
shape parameter (see Ghosh et al. (2015)). Armagan et al. (2012) recommended using the
standard double Pareto distribution as a default prior specification which has Cauchy like
tail and for which one has a = 0.5. Thus, Theorem 3.1 extends the asymptotic minimaxity
property of the horseshoe estimator obtained by van der Pas et al. (2014) over a large class
of heavy tailed one-group shrinkage priors and can be considered as an important theoretical
justification for the use of such priors when a ∈ [ 12 , 1).
The next theorem gives an upper bound related to the total posterior variance corre-
sponding to our general class of heavy tailed shrinkage priors.
Theorem 3.2. Suppose X ∼ Nn(θ0, In). Then the variance of the posterior distribution
corresponding to the general class of shrinkage priors (2.5), with 12 6 a < 1, satisfies
sup
θ0∈l0[pn]
Eθ0
n∑
i=1
V ar(θ0i|Xi) . pn + (n− pn)τ2a
√
log
( 1
τ2a
)
. (3.3)
if τ → 0, as n→∞, pn →∞ and pn = o(n).
Proof. See Appendix. 
It should be noted that, for the general class of priors under study, with a ∈ [ 12 , 1), the up-
per bound in (3.3) is sharper as compared to that given in Theorem 3.2 of van der Pas et al.
(2014) for the horseshoe prior. Theorems 3.1 and 3.2 together allow us to find a sharp upper
bound on the rate of contraction of the full posterior distribution around the underlying
true mean vector as given by the following theorem.
Theorem 3.3. Under the assumptions of Theorem 3.2, if τ =
(
pn
n
)α
, with α > 1, then
sup
θ0∈l0[pn]
Eθ0Π
(
θ : ||θ − θ0||2 > Mnpn log
( n
pn
)|X)→ 0, (3.4)
for every Mn →∞ as n→∞.
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Proof. A straight forward application of Markov’s inequality coupled with the results of
Theorem 3.1 and Theorem 3.2 leads to (3.4). 
Note that (3.4) implies that the posterior distributions contract around the true mean
vector at a rate that can be at most of the order of the minimax rate in (2.3). On the other
hand, it was shown in Ghosal et al. (2000) that the posterior distributions cannot contract
faster than the minimax rate around the truth, that is, the rate of contraction cannot be
of a smaller order compared to the minimax rate in (2.3). Hence, the rate of contraction
around the true mean vector of the posterior distributions arising out of the general class of
priors under consideration, with a ∈ [ 12 , 1), must be the of the order of the minimax optimal
rate in (2.3), up to some multiplicative factors.
It should, however, be noted that, for τ =
(
pn
n
)α
, with α > 1, the upper bound in (3.3)
results in a rate that is of a smaller order as compared to the minimax rate in (2.3). Consider,
for example, the horseshoe or the standard double Pareto prior where one has a = 0.5. Then
taking τ = pnn in (3.3), it follows that,
sup
θ0∈l0[pn]
Eθ0Π
(
θ : ||θ − Tτ (X)||2 > Mnpn
√
log
( n
pn
)|X)→ 0, (3.5)
for every Mn →∞ as n→∞. Equation (3.5) clearly shows that in such situations, the up-
per bound on the rate of contraction around the corresponding Bayes estimates, misses the
minimax rate in (2.3) by the factor
√
log(n/pn). Thus, for such choices of τ , the correspond-
ing posterior distributions contract too quickly around the corresponding Bayes estimates
to be informative. However, if for each a ∈ [0.5, 1), we choose τ = (pnn √log(n/pn)) 12a , the
resulting posterior distributions contract around the corresponding Bayes estimators at least
as fast as the minimax rate as given by the next theorem:
Theorem 3.4. Suppose X ∼ Nn(θ0, In). If corresponding to each a ∈ [0.5, 1), we take
τ =
(
pn
n
√
log(n/pn)
) 1
2a , then the corresponding posterior distribution based on the general
class of shrinkage priors (2.5), satisfies,
sup
θ0∈l0[pn]
Eθ0Π
(
θ : ||θ − Tτ (X)||2 > Mnpn log
( n
pn
)|X)→ 0, (3.6)
for every Mn →∞ as n→∞.
Proof. The proof is almost immediate by an easy application of Markov’s inequality together
with the upper bound in (3.3) by taking τ =
(
pn
n
√
log(n/pn)
) 1
2a . 
Theorem 3.4 therefore gives an upper bound on the rate of contraction of the posterior
distributions around the corresponding Bayes estimates and this bound equates the minimax
rate up to some multiplicative factor. Note that choices of τ , such as, τ = (pnn
√
log(n/pn))
1
2a ,
depends on the value of the parameter a in the definition π(λ2) in (2.5). Moreover, they
also yield the minimax optimal rate which can be verified easily using the bounds given in
Theorems 3.1 through 3.3. This suggests that corresponding to each a ∈ [0.5, 1), a good
choice of τ should be τ = (pnn
√
log(n/pn))
1
2a which should also depend on the kind of prior
distributions that are in use. It should, however, be remembered that such choices of the
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global shrinkage parameter τ lack any physical interpretation as compared to the propor-
tion of non-zero means pnn . However, from both theoretical and practical view point, one
would perhaps be more interested in using priors with a = 0.5, such as, the horseshoe or
the standard double Pareto prior. In such situations, like van der Pas et al. (2014), we also
recommend using τ = pnn
√
log(n/pn) as a default option.
To obtain a better insight about the spread of the posterior distribution around these
estimators and the effect of choosing different values of τ , let us confine our attention to
the case when the function L(·) in (2.5) is non-decreasing over (0,∞) with a = 0.5. The
corresponding subclass includes the generalized double Pareto priors with shape parameter
α = 1, the three parameter beta normal mixtures with parameters a = 0.5 and b > 0,
the inverse gamma prior with shape parameter α = 0.5 and many more. See Section 2
of Ghosh et al. (2015) in this context. The next theorem gives a lower bound to the total
posterior variance corresponding to this sub-family of priors and that provides more insight
into the effect of choosing τ depending on pnn .
Theorem 3.5. Suppose X ∼ Nn(θ0, In) and θ0 ∈ l0[pn]. Further assume that the function
L(·) given by (2.5) satisfies Assumption 2.1 and is non-decreasing over (0,∞). Then for a =
1
2 , the variance of the posterior distribution corresponding to the general class of shrinkage
priors, satisfies
n∑
i=1
Eθ0V ar(θ0i|Xi) & (n− pn)τ
√
log
(1
τ
)
, (3.7)
if τ → 0, as n→∞, pn →∞ and pn = o(n).
Proof. See Appendix. 
Observe that the bounds in Theorems 3.2 and 3.5 coincide with each other both when
τ = pnn
√
log(n/pn) and τ =
pn
n . However, τ =
pn
n yields a rate that misses the minimax
risk in (2.3) by the factor
√
log(n/pn). On the other hand, the lower bound in (3.7) is of
the order of the minimax risk in (2.3) for τ = pnn
√
log(n/pn). This again indicates that for
this sub-family of priors, the corresponding posterior distributions contract around both the
true mean vector and the corresponding Bayes estimates when τ = pnn
√
log(n/pn).
4. Discussion
We studied in this paper various theoretical properties of a general class of heavy-tailed
continuous shrinkage priors in terms of the quadratic minimax risk for estimating a mul-
tivariate normal mean vector which is known to be sparse in the sense of being nearly
black. It is shown that Bayes estimators arising out of this general class asymptotically
attain the minimax risk in the l2 norm possibly up to some multiplicative constants. Opti-
mal rate of posterior contraction of these prior distributions in terms of the corresponding
quadratic minimax rate has also been established. We provided a unifying theoretical treat-
ment that holds for a very broad class of shrinkage priors including some well-known prior
distributions such as the horseshoe prior, the normal-exponential-gamma priors, the three
parameter beta normal priors, the generalized double Pareto priors, the inverse gamma pri-
ors and many others. Another major contribution of this work is to show that shrinkage
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priors which are appropriately heavy-tailed (already defined in Section 2) are good enough
in order to attain the minimax optimal rate of contraction, provided that the global tun-
ing parameter is carefully chosen, a question that was posed in van der Pas et al. (2014).
However, as commented in van der Pas et al. (2014), for a full Bayes treatment by using a
hyperprior for the global tuning parameter τ , a pole at the origin may be required. As we
already mentioned in Section 3 that one possible reason for such good performance of the
kind of one-group shrinkage priors studied in this paper, is their ability to shrink the noise
observations back to the origin, while leaving the large signals mostly unshrunk. Moreover,
choice of the hyperparameter a also plays a significant role for optimal posterior contraction
of these priors. It should be noted that the range [ 12 , 1) of the hyperparameter a is in con-
cordance with that obtained in the context of multiple testing considered in Ghosh et al.
(2015). The present work together with Ghosh et al. (2015), suggests that a = 0.5 should be
a better choice over values of a ∈ (0.5, 1) in the definition of π(λ2i ) in (2.5). We believe that
the theoretical results in this paper can be extended further for a more general class of one-
group priors through careful exploitation of properties of general slowly varying functions
like those considered in Ghosh et al. (2015). We observed that (though not reported in this
paper) when the number of non-zero means is unknown, the Bayes estimators based on this
general class of one-group priors, combined with the empirical Bayes estimate of the global
shrinkage parameter as suggested in van der Pas et al. (2014), still attain the minimax risk
up to a multiplicative constant in the l2 norm. This follows quite easily using Lemma A.3
and the arguments used in the proof of Theorem 4.1 and Lemma A.7 in van der Pas et al.
(2014). In this sense, the present work can be considered as an extension of the posterior
concentration properties for the horseshoe prior obtained by van der Pas et al. (2014) over
a very large class of global-local scale mixture of normals. However, a more interesting and
natural question is whether the kind of one-group priors studied in this work retain such
optimal contraction properties if a hyperprior is assigned to the global shrinkage parameter
τ . This requires altogether different kinds of techniques and arguments as opposed to those
used in this paper. We hope to address this problem elsewhere in future.
Appendix
A.1. Proofs
Lemma A.1. For the general class of shrinkage priors (2.5) satisfying Assumption 2.1 the
following holds true for any 0 < a < 1:
E(1− κ∣∣x, τ) 6 KM
a(1 − a)e
x2
2 τ2a(1 + o(1)), each fixed x ∈ R,
where κ = 11+λ2τ2 denote the shrinkage coefficients and the o(1) term depends only on τ
2
such that limτ→0 o(1) = 0.
Proof. See Ghosh et al. (2015). 
Lemma A.2. For every fixed τ > 0, and each fixed η, δ ∈ (0, 1), the posterior distribution
of the shrinkage coefficients κ = 1/(1 + λ2τ2) based on the general class of shrinkage priors
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(2.5) satisfying Assumption 2.1, with a > 0, satisfies the following concentration inequality:
Pr(κ > η|x, τ) 6 H(a, η, δ)e
− η(1−δ)x
2
2
τ2a∆(τ2, η, δ)
, uniformly in x ∈ R,
where ∆(τ2, η, δ) = ξ(τ2, η, δ)L
( 1
τ2
(
1
ηδ
− 1)),
ξ(τ2, η, δ) =
∫∞
1
τ2
(
1
ηδ−1
) t−(a+ 12+1)L(t)dt
(a+ 12 )
−1
(
1
τ2
(
1
ηδ − 1
))−(a+ 12 )L( 1τ2 ( 1ηδ − 1)) , and
H(a, η, δ) =
(a+ 12 )(1 − ηδ)a
K(ηδ)(a+
1
2 )
,
where the term ∆(τ2, η, δ) is such that limτ→0∆(τ
2, η, δ) is a finite positive quantity for
every fixed η ∈ (0, 1) and every fixed δ ∈ (0, 1).
Proof. See Ghosh et al. (2015). 
Lemma A.3. Let us consider the general class of shrinkage priors (2.5) satisfying Assump-
tion 2.1, with a > 0. Then, for 0 < τ2 < 1 and given any c > 2, the absolute difference
between the Bayes estimators Tτ (x) based on the aforesaid class of shrinkage priors and an
observation x, can be bounded above by a real valued function h(·, τ), depending on c, and
satisfying the following:
For any ρ > c,
lim
τ↓0
sup
|x|>
√
ρ log
(
1
τ2a
)h(x, τ) = 0.
Proof. By definition,
| Tτ (x)− x | = |
x
∫ 1
0
κ · κa+ 12−1(1− κ)−a−1L( 1τ2 ( 1κ − 1))e−κx
2/2dκ∫ 1
0 κ
a+ 12−1(1− κ)−a−1L( 1τ2 ( 1κ − 1))e−κx2/2dκ
|
= I(x, τ), say.
Fix η ∈ (0, 1) and δ ∈ (0, 1).
Observe that
I(x, τ) 6 I1(x, τ) + I2(x, τ) (A.1)
where I1(x, τ) =| xE(κ1{κ < η} | x, τ2) | and I2(x, τ) =| xE(κ1{κ > η} | x, τ2) | .
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Now using the variable transformation t = 1τ2 (
1
κ − 1), we have the following:
I1(x, τ) = |
x
∫ η
0
κ · κa+ 12−1(1− κ)−a−1L( 1τ2 ( 1κ − 1))e−κx
2/2dκ∫ 1
0 κ
a+ 12−1(1− κ)−a−1L( 1τ2 ( 1κ − 1))e−κx2/2dκ
|
= |
x
∫∞
1
τ2
( 1η−1)
1
(1+tτ2)3/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
|
6 |
x
∫∞
1
τ2
( 1η−1)
1
(1+tτ2)3/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
t0
τ2
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
|
= J1(x, τ) say, (A.2)
Next observe that t0τ2 > t0 as τ
2 < 1. Hence L(t) > c0 for every t >
t0
τ2 . Also, the function
L is bounded by the constantM > 0. Utilizing these two observations and using the variable
transformation u = x
2
1+tτ2 in both the numerator and the denominator of J1(x, τ) in (A.2),
and writing s = 11+t0 ∈ (0, 1), we see that the term J1(x, τ) can be bounded above as follows:
J1(x, τ) 6
M
c0
| x
∫ ηx2
0
e−u/2
(
u
x2
)3/2( 1
τ2
(
x2
u − 1
))−a−1 x2
τ2u2 du∫ sx2
0 e
−u/2
(
u
x2
)1/2( 1
τ2
(
x2
u − 1
))−a−1 x2
τ2u2 du
|
=
M
c0
| 1
x
·
∫ ηx2
0 e
−u/2ua+3/2−1
(
1− ux2
)−a−1
du∫ sx2
0
e−u/2ua+1/2−1
(
1− ux2
)−a−1
du
|
Note that 0 < u < ηx2 ⇒ 0 < ux2 < η < 1⇒ 1− η < 1− ux2 < 1. Similarly, 0 < u < sx2 ⇒
1− s < 1− ux2 < 1. Therefore we have,
J1(x, τ) 6
M
c0(1 − η)1+a |
1
x
·
∫ ηx2
0 e
−u/2ua+3/2−1du∫ sx2
0
e−u/2ua+1/2−1du
|
6
M
c0(1 − η)1+a |
1
x
·
∫∞
0 e
−u/2ua+3/2−1du∫ sx2
0
e−u/2ua+1/2−1du
|
= h1(x, τ) say, (A.3)
where h1(x, τ) = C∗
[ | x ∫ sx20 e−u/2ua+1/2−1du | ]−1 for some C∗ ≡ C∗(a, η, L) > 0 which is
independent of both x and τ . Note that the function h1(x, τ) is actually independent of τ
and depends on x only.
Next we observe that,
I2(x, τ) = | xE(κ1{κ > η} | x, τ2) |
6 | xPr(κ > η | x, τ2) |
6 | xH(a, η, δ)e
−
η(1−δ)x2
2
τ2a∆(τ2, η, δ)
|
= h2(x, τ) say, (A.4)
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Let h(x, τ) = h1(x, τ) + h2(x, τ). Therefore combining (A.1), (A.2), (A.3) and (A.4), we
finally obtain for every x ∈ R and τ > 0,
| Tτ (x) − x |6 h(x, τ). (A.5)
Now observe that the function h1(x, τ) is strictly decreasing in | x |. Therefore, for any
fixed τ > 0 and every ρ > 0,
sup
|x|>
√
ρ log
(
1
τ2a
)h1(x, τ) 6 C∗[ |
√
ρ log
( 1
τ2a
) ∫ sρ log ( 1τ2a )
0
e−u/2ua+1/2−1du | ]−1
implying that
lim
τ↓0
sup
|x|>
√
ρ log
(
1
τ2a
)h1(x, τ) = 0. (A.6)
Again the function h2(x, τ) is eventually decreasing in |x|. Therefore, for all sufficiently
small τ > 0,
sup
|x|>
√
ρ log
(
1
τ2a
)h2(x, τ) 6 h2(
√
ρ log
( 1
τ2a
)
, τ).
Let β ≡ β(η, δ) = limτ→0∆(τ2, η, δ) for every fixed η, δ ∈ (0, 1). Then 0 < β <∞ which
follows from Lemma A.2. Then,
lim
τ→0
h2(
√
ρ log
( 1
τ2a
)
, τ) =
1
β
lim
τ→0
| τ−2a
√
ρ log
( 1
τ2a
)
e−
η(1−δ)
2 ρ log
(
1
τ2a
)
|
=
√
ρ
α
lim
τ→0
(
τ2a)
η(1−δ)
2
(
ρ− 2
η(1−δ)
)√
log
( 1
τ2a
)
=
{
0 if ρ > 2η(1−δ)
∞ otherwise,
whence it follows that
lim
τ→0
sup
|x|>
√
ρ log
(
1
τ2a
)h2(x, τ) =
{
0 if ρ > 2η(1−δ)
∞ otherwise, (A.7)
Combining (A.6) and (A.7) together with the fact that
lim
τ→0
sup
|x|>
√
ρ log
(
1
τ2a
)h(x, τ) 6 limτ→0 sup
|x|>
√
ρ log
(
1
τ2a
)h1(x, τ) + limτ→0 sup
|x|>
√
ρ log
(
1
τ2a
)h2(x, τ)
it follows that
lim
τ→0
sup
|x|>
√
ρ log
(
1
τ2a
)h(x, τ) =
{
0 if ρ > 2η(1−δ)
∞ otherwise, (A.8)
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Observe that by choosing η appropriately close to 1 and δ close to 0, any real number
larger than 2 can be expressed in the form 2η(1−δ) . For example, taking η =
5
6 and δ =
1
5
we obtain 2η(1−δ) = 3. Hence, given c > 2, let us choose 0 < η, δ < 1 such that c =
2
η(1−δ) .
Clearly, the choice of h(·, τ) depends on c. The preceding discussion, coupled with (A.5) and
(A.8), completes the proof of Lemma A.3. 
Remark A.1 Observe that the function h(·, τ) defined in the proof of Lemma A.3 satisfies
the following:
lim
|x|→∞
h(x, τ) = 0, for each fixed τ > 0.
This means (using Lemma A.3) that for any fixed τ > 0, we have,
lim
|x|→∞
| Tτ (x)− x |= 0. (A.9)
Equation (A.9) above shows that for the general class of tail robust priors under consid-
eration, large observations almost remain unshrunk no matter however small τ is.
Remark A.2 It should be noted that the choice of the function h as in Lemma A.3 is
not unique since it depends on c > 1. Moreover, some other function, say, h˜, can easily be
obtained through exploiting the integrals in the proof of Lemma A.3 in a different manner.
Proof of Theorem 3.1
Proof. Suppose that X ∼ Nn(θ, In), θ ∈ l0[pn] and p˜n = #{i : θi 6= 0}. Let us split the term
Eθ||Tτ (X)− θ||2 =
n∑
i=1
Eθi
(
Tτ (Xi)− θi
)2
into two parts as follows:
n∑
i=1
Eθi
(
Tτ (Xi)− θi
)2
=
∑
i:θi 6=0
Eθi
(
Tτ (Xi)− θi
)2
+
∑
i:θi=0
Eθi
(
Tτ (Xi)− θi
)2
(A.10)
We shall show now that the terms on the right hand side of (A.10) can be bounded above by
p˜n log
(
1
τ2a
)
and (n − p˜n)τ2a
√
log
(
1
τ2a
)
, respectively, up to some multiplicative constants,
for all sufficiently small τ < 1.
Non-zero means:
Let ζτ =
√
2 log
(
1
τ2a
)
.
Then,
Eθi
(
Tτ (Xi)− θi
)2
= Eθi
((
Tτ (Xi)−Xi
)
+
(
Xi − θi
))2
6 Eθi
(
Tτ (Xi)−Xi
)2
+ 1 + 2
√
Eθi
(
Tτ (Xi)−Xi
)2
=
[√
Eθi
(
Tτ (Xi)−Xi
)2
+ 1
]2
(A.11)
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where the step preceding the final step in the above chain of inequalities follows from Ho¨lder’s
inequality coupled with the fact Eθi
(
Xi − θi
)2
= 1.
Let us now fix any c > 1 and choose any ρ > c. Then, using Lemma A.3, there exists a
non-negative real-valued function h(·, τ), depending on c, such that
|Tτ (x) − x| 6 h(x, τ), for all x ∈ R (A.12)
and
lim
τ↓0
sup
|x|>ρζτ
h(x, τ) = 0. (A.13)
Once again, using the fact
(
Tτ (Xi)−Xi
)2
6 X2i , together with (A.12), we obtain,
Eθi
(
Tτ (Xi)−Xi
)2
= Eθi
[
(Tτ (Xi)−Xi
)2
1
{|Xi| 6 ρζτ}]
+ Eθi
[
(Tτ (Xi)−Xi
)2
1
{|Xi| > ρζτ}]
6 ρ2ζ2τ +
(
sup
|x|>ρζτ
h(x, τ)
)2
(A.14)
Now using (A.13) and the fact that ζτ →∞ as τ → 0, it follows that,(
sup
|x|>ρζτ
h(x, τ)
)2
= o(ζ2τ ). (A.15)
On combining (A.14) and (A.15), it follows that,
Eθi
(
Tτ (Xi)−Xi
)2
6 ρ2ζ2τ (1 + o(1)), as τ → 0. (A.16)
Note that (A.16) holds uniformly for any i such that θi 6= 0, whence we have,∑
i:θi 6=0
Eθi
(
Tτ (Xi)− θi
)2
. p˜nζ
2
τ , as τ → 0. (A.17)
Zero means:
We split up the term for the zero means as follows:
E0
[
Tτ (X)
2
]
= E0
[
Tτ (X)
21{|X | 6 ζτ}
]
+ E0
[
Tτ (X)
21{|X | > ζτ}
]
, (A.18)
where ζτ =
√
2 log
(
1
τ2a
)
.
For the first term on the right hand side of (A.18), denoting g1(a) =
KM
a(1−a) and using
Lemma A.1, we obtain,
E0Tτ (X)
21{|X | 6 ζτ} 6 g1(a)
2
√
2π
(τ2a)2
∫ ζτ
−ζτ
x2e
x2
2 dx(1 + o(1)) as τ → 0
=
2g1(a)
2
√
2π
(τ2a)2
∫ ζτ
0
x2e
x2
2 dx(1 + o(1)) as τ → 0
6
√
2
π
g1(a)
2(τ2a)2ζτ
1
τ2a
(1 + o(1)) as τ → 0
. ζτ τ
2a (A.19)
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while, for the second term using the fact that |Tτ (x)| 6 |x| for x ∈ R we have,
E0Tτ (X)
21{|X | > ζτ} 6 2
∫ ∞
ζτ
x2φ(x)dx
= 2
[
ζτφ(ζτ ) + (1− Φ(ζτ ))
]
6 2ζτφ(ζτ ) + 2
φ(ζτ )
ζτ
=
√
2
π
ζττ
2a(1 + o(1)) as τ → 0
. ζτ τ
2a (A.20)
Combining equations (A.18), (A.19) and (A.20), it follows that,
∑
i:θi=0
Eθi
(
Tτ (Xi)− θi
)2
. (n− p˜n)τ2a
√
log
( 1
τ2a
)
as τ → 0 (A.21)
Finally, on combining (A.10), (A.17) and (A.21), we have,
n∑
i=1
Eθi
(
Tτ (Xi)− θi
)2
. p˜n log
( 1
τ2a
)
+ (n− p˜n)τ2a
√
log
( 1
τ2a
)
(A.22)
The stated result now becomes immediate by observing that p˜n 6 pn. This completes the
proof of Theorem 3.1.

Lemma A.4. The posterior variance arising out of the general class of shrinkage priors
(2.5) can be represented by the following identity:
V ar(θ|x) = Tτ (x)
x
− (Tτ (x) − x)2 + x2
∫∞
0
1
(1+tτ2)5/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
(A.23)
=
Tτ (x)
x
− T 2τ (x) + x2
∫∞
0
(tτ2)2
(1+tτ2)5/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
(A.24)
which can be bounded from above by
V ar(θ|x) 6 1 + x2.
Proof. By the law of iterated variance it follows that
V ar(θ|x) = E[V ar(θ|x, κ, τ)] + V ar[E(θ|x, κ, τ)]
= E
[
(1 − κ)|x, τ] + V ar[x(1 − κ)|x, τ)]
= E
[
(1 − κ)|x, τ] + x2V ar[κ|x, τ)]
= E
[
(1 − κ)|x, τ] + x2E[κ2|x, τ] − x2E2[κ|x, τ]
=
Tτ (x)
x
− (Tτ (x) − x)2 + x2
∫∞
0
1
(1+tτ2)5/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
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which can equivalently be represented as by the following identity as well:
V ar(θ|x) = E[(1 − κ)|x, τ] + x2E[(1− κ)2|x, τ] − x2E2[1− κ|x, τ]
=
Tτ (x)
x
− T 2τ (x) + x2
∫∞
0
(tτ2)2
(1+tτ2)5/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
.
That V ar(θ|x) 6 1 + x2 now follows trivially from the above identities. 
Lemma A.5. Let us define
J(x, τ) = x2
∫∞
0
(tτ2)2
(1+tτ2)5/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)e
− x
2
2(1+tτ2) dt
, x ∈ R and τ ∈ (0, 1),
where the function L(·) is already defined in (2.5) and satisfies Assumption 2.1, with a ∈
[0.5, 1). Then, for each x ∈ R and every 0 < τ < 1, the function J(·, ·) is bounded above by,
J(x, τ) 6 2KMe
x2
2 τ2a
(
1 + o(1)), (A.25)
where the o(1) term is independent of x, and depends only on τ2 such that the term (1+o(1))
in (A.25) is positive for any 0 < τ < 1, and limτ→0 o(1) = 0.
Proof. First observe that, for each fixed τ ∈ (0, 1), the function J(x, τ) is symmetric in x,
and so is the stated upper bound in (A.25). Moreover, J(0, τ) = 0, for any 0 < τ < 1. Thus,
the stated result is vacuously true when x = and 0 < τ < 1. Therefore, it will be enough to
prove that (A.25) holds when x > 0. So, let us assume that x > 0.
Note that
J(x, τ) 6 Mx2e
x2
2
∫∞
0
(tτ2)2
(1+tτ2)5/2
t−a−1e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)dt
= KMx2e
x2
2
∫ ∞
0
(tτ2)2
(1 + tτ2)5/2
t−a−1e
− x
2
2(1+tτ2) dt
(
1 + o(1)
)
(A.26)
where in the preceding chain of inequalities we use the facts that the function L(·) is bounded
above by the constant M > 0 and
∫∞
0
1
(1+tτ2)1/2
t−a−1L(t)dt =
∫∞
0 t
−a−1L(t)dt
(
1 + o(1)
)
=
K−1
(
1+o(1)
)
as τ → 0 (which follows from Lebesgue’s Dominated Convergence Theorem).
Clearly, the o(1) term does not involve x and depends only on τ2 such that limτ→0 o(1) = 0.
It is also evident that the term (1 + o(1)) in (A.25) is always positive for any 0 < τ < 1.
Consider now the following variable transformation in the integral in (A.26):
u =
x2
1 + tτ2
.
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Then we have,
J(x, τ) 6 KMx2e
x2
2
∫ x2
0
(
1− u
x2
)2(
u
x2
)1/2(
1
τ2
x2
u
(
1− u
x2
))−a−1
e−u/2
x2
τ2u2
du
(
1 + o(1)
)
= KM(x2)1/2−ae
x2
2 τ2a
∫ x2
0
(
1− u
x2
)1−a
ua−1/2e−u/2du
(
1 + o(1)
)
(A.27)
Note that 0 < u < x2 =⇒ 0 < 1− ux2 < 1. Hence,
(
1− ux2
)1−a
< 1 as 0 < a < 1. Also, as
1
2 6 a < 1, we have, u
a−1/2 6 (x2)a−1/2.
Therefore using (A.27), we obtain,
J(x, τ) 6 KMe
x2
2 τ2a
∫ x2
0
e−u/2du
(
1 + o(1)
)
,
= 2KMe
x2
2 τ2a
(
1− e−x2/2)(1 + o(1))
6 2KMe
x2
2 τ2a
(
1 + o(1)
)
,
thereby completing the proof of Lemma A.5. 
Proof of Theorem 3.2
Proof. Suppose that X ∼ Nn(θ, In), θ ∈ l0[pn] and p˜n = #{i : θi 6= 0}. Then p˜n 6 pn. Let
ζτ =
√
2 log
(
1
τ2a
)
.
Nonzero means:
By applying the same reasoning as in the proof of Lemma A.3 to the final term of V ar(θ|x)
in (A.23), there exists a non-negative real-valued function h˜(x, τ) such that V ar(θ|x) 6
h˜(x, τ), where h˜(x, τ)→ 1 as x→∞ for any fixed τ ∈ (0, 1). If τ → 0, the function h˜(x, τ)
satisfies the following for any c > 1:
lim
τ↓0
sup
|x|>ρζτ
h˜(x, τ) = 1 for all ρ > c.
Hence V ar(θ|x) . 1, for any |x| > ζτ as τ → 0.
Let us now consider the case |x| 6 ζτ . Using the identity (A.24) and then applying Lemma
A.5, we obtain:
V ar(θ|x) 6 1 + 2KMe x
2
2 τ2a
(
1 + o(1)
)
,
where the o(1) term above is independent of x, and depends only on τ2 such that the term
(1 + o(1)) is always positive for any 0 < τ < 1, and limτ→0 o(1) = 0.
Note that e
x2
2 τ2a 6 1 when |x| 6 ζτ . Thus, V ar(θ|x) 6 1 + 2KM(1 + o(1)), for |x| 6 ζτ .
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Therefore,
EθiV ar(θi|Xi)1{|Xi| 6 ζτ} . 1 + 2KM.
Using the preceding discussion it therefore follows that for any i such that θi 6= 0,
EθiV ar(θi|Xi)
= Eθi
[
V ar(θi|Xi)1{|Xi| > ζτ}
]
+ Eθi
[
V ar(θi|Xi)1{|Xi| 6 ζτ}
]
. 1 +KM as τ → 0.
Thus, for 12 6 a < 1, we have,∑
i:θi 6=0
EθiV ar(θi|Xi) . p˜n as τ → 0. (A.28)
Zero means:
By the bound V ar(θ|x) 6 1 + x2 in Lemma A.4, we find that,
E0V ar(θ|X)1{|X|>ζτ} 6 2
∫ ∞
ζτ
(1 + x2)
1√
2π
e−
x2
2 dx
6
τ2a
ζτ
+ ζτ τ
2a. (A.29)
Again when |x| 6 ζτ , we consider the upper bound V ar(θ|x) 6 Tτ (x)x +J(x, τ) as obtained
from Lemma A.4, where the term J(x, τ) is already defined in Lemma A.5. Note that
Tτ (x)
x = E(1− κ|x, τ). Therefore, using Lemma A.1, it follows that:∫ ζτ
−ζτ
Tτ (x)
x
1√
2π
e−
x2
2 dx . τ2aζτ . (A.30)
Similarly, using Lemma A.5 we obtain,∫ ζτ
−ζτ
J(x, τ)
1√
2π
e−
x2
2 dx . τ2aζτ . (A.31)
Therefore, using (A.29), (A.30) and (A.31), we have:∑
i:θi=0
E0V ar(θi|Xi) . (n− p˜n)τ2aζτ . (A.32)
Combining equations (A.28) and (A.32), and taking supremum over θ0 ∈ l0[pn], it therefore
follows that:
sup
θ0∈l0[pn]
Eθ0
n∑
i=1
V ar(θ0i|Xi) . p˜n + (n− p˜n)τ2a
√
log
( 1
τ2a
)
.
The result then follows immediately by noting that p˜n 6 pn and pn = o(n).

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Lemma A.6. Suppose the function L(·) given by (2.5) satisfies Assumption 2.1 and is
non-decreasing over (0,∞), with a = 12 . Let us define for fixed y > 0 and for fixed k > 0,
Ik =
∫ ∞
0
(tτ2)k−
1
2
(1 + tτ2)k
t−3/2L(t)e
tτ2
1+tτ2
y
dt.
Then,
I 5
2
> L(1)τ
[
τ
y
(
ey/2 − eτ2y)+ 1√
2y
(
ey − ey/2)], for τ < 1√
2
I 1
2
6 τ
[
eτ
2y
Kτ
+ 2Meτy
( 1
τ
− 1√
τ
)
+ 2Me
y
2
( 1√
τ
−
√
2
)
+
2M
√
2
y
(
ey − e y2 )], for τ < 1
2
I 3
2
6Mτ
[
eτ
2yτ + 2e
y
2
( 1√
2
− τ)+ √2
y
(
ey − e y2 )], for τ < 1√
2
I 1
2
> L(1)τ
[
eτ
2y
(1
τ
− 1√
τ
)
+
√
2
y
(
ey − eτy)+ 1
2y
(
ey − e y2 )], for τ < 1
2
.
Proof. Note that since L is nondecreasing over (0,∞), L(t) > L(1) for all t > 1. Therefore,
I 5
2
=
∫ ∞
0
(tτ2)2
(1 + tτ2)5/2
t−3/2L(t)e
tτ2
1+tτ2
y
dt
=
1
τ
∫ ∞
0
( tτ2
1 + tτ2
)5/2
t−2L(t)e
tτ2
1+tτ2
y
dt
>
L(1)
τ
∫ ∞
1
( tτ2
1 + tτ2
)5/2
t−2e
tτ2
1+tτ2
y
dt (A.33)
Now putting u = tτ
2
1+tτ2 in (A.33) we obtain,
I 5
2
> L(1)τ
∫ 1
τ2
1+τ2
u1/2euydu
> L(1)τ
∫ 1
τ2
u1/2euydu[since τ2 < 1]
= L(1)τ
[
τ
y
(
ey/2 − eτ2y)+ 1√
2y
(
ey − ey/2)], for τ < 1√
2
where the last equality follows using the same set arguments in the proof of Lemma A.1 of
van der Pas et al. (2014).
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Next observe that
I 1
2
=
∫ ∞
0
1
(1 + tτ2)1/2
t−3/2L(t)e
tτ2
1+tτ2
y
dt
=
1
τ
∫ ∞
0
( tτ2
1 + tτ2
)1/2
t−2L(t)e
tτ2
1+tτ2
y
dt
= τ
∫ 1
0
u−3/2L
( 1
τ2
u
1− u
)
euydu [putting u =
tτ2
1 + tτ2
]
= τ
[ ∫ τ2
0
u−3/2L
( 1
τ2
u
1− u
)
euydu +
∫ 1
τ2
u−3/2L
( 1
τ2
u
1− u
)
euydu
]
(A.34)
Now observe that euy 6 eτ
2y for all u 6 τ2. Using this fact and applying the change of
variable t = 1τ2
u
1−u in the first integral on the right hand side of (A.34) we obtain,
∫ τ2
0
u−3/2L
( 1
τ2
u
1− u
)
euydu 6 eτ
2y
∫ τ2
0
u−3/2L
( 1
τ2
u
1− u
)
du
=
eτ
2y
τ
∫ 1
1−τ2
0
t−3/2√
1 + tτ2
L(t)dt
6
eτ
2y
τ
∫ ∞
0
t−3/2L(t)dt [since
1√
1 + tτ2
6 1]
=
K−1eτ
2y
τ
(A.35)
For the second integral on the right hand side of (A.34), we observe that the function L is
bounded by the constantM > 0. Using this observation and then apply the same arguments
given in the proof of Lemma A.1 of van der Pas et al. (2014), we obtain,
∫ 1
τ2
u−3/2L
( 1
τ2
u
1− u
)
euydu 6 2M
[
eτy
(1
τ
− 1√
τ
)
+e
y
2
( 1√
τ
−
√
2
)
+
√
2
y
(
ey−e y2 )] for τ < 1
2
.
(A.36)
(A.34), (A.35) and (A.36) together immediately give the stated upper bound on I 1
2
.
Again note that τ2 < u < 1 =⇒ 1τ2 u1−u > 11−τ2 which is strictly greater than 1. Hence
L
(
1
τ2
u
1−u
)
> L
(
1
1−τ2
)
> L(1) as L is nondecreasing. Using this observation and (A.34) and
then applying the same reasoning given in the proof of Lemma A.1 of van der Pas et al.
(2014), we obtain,
I 1
2
> τ
∫ 1
τ2
u−3/2L
( 1
τ2
u
1− u
)
euydu
> L(1)τ
∫ 1
τ2
u−3/2euydu
= L(1)τ
[
eτ
2y
(1
τ
− 1√
τ
)
+
√
2
y
(
ey − eτy)+ 1
2y
(
ey − e y2 )], for τ < 1
2
.
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The stated upper bound for I3/2 follows immediately by noting that L is bounded by
the constant M > 0 and subsequently by change the variable u = tτ
2
1+tτ2 followed by the
same set of arguments given in the proof of Lemma A.1 of van der Pas et al. (2014). This
completes the proof of Lemma A.6. 
Proof of Theorem 3.5
Proof. From (A.24) we have,
V ar(θ|x) > x2E
[
(1− κ)2|x, τ
]
− x2E2
[
(1− κ)|x, τ
]
= x2
[∫∞
0
(tτ2)2
(1+tτ2)5/2
t−3/2L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−3/2L(t)e
− x
2
2(1+tτ2) dt
−
(∫∞
0
tτ2
(1+tτ2)3/2
t−3/2L(t)e
− x
2
2(1+tτ2) dt∫∞
0
1
(1+tτ2)1/2
t−3/2L(t)e
− x
2
2(1+tτ2) dt
)2]
= 2y
[
I 5
2
I 1
2
−
(
I 3
2
I 1
2
)2]
by putting y = x
2
2 and rest of the proof follows by applying Lemma A.6 and the same set
of arguments given in the proof of Theorem 3.4 of van der Pas et al. (2014). 
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