Abstract. In this paper we consider a class of difference approximations to the Dirichlet problem for second-order elliptic operators with smooth coefficients. The main result is that if the order of accuracy of the approximate problem is v, and F (the right-hand side) and/ (the boundary values) both belong to Cx for X < v, then the rate of convergence is 0(hx).
0(hx).
1. Introduction. Let (R with boundary â<R be a bounded domain in euclidean .ZV-space EN. We shall be concerned with the solution of the Dirichlet problem lhUh(x) = Uh(x) 4-X bß(x, h)uh(x + ßh) = mh(F, f) which take into account both Eqs. (1.1) and (1.2). In much of the literature, it is assumed that Lh is of positive type, or ^Zß bß(x, h) ^ 0 and bß(x, h) á 0 for ß ^ 0 in (1.3), and this is the case that is considered in this paper. Similarly, the bß in (1.4) are often assumed ^ 0; we shall assume here that E IM = § t < i ß and shall say then that the pair of operators Lh and lh is of essentially positive type. For many special schemes of the type described, convergence results are given in the literature. They are generally of the form that if the discrete problem (1.3), (1.4) approximates the continuous (1.1), (1.2) with order of accuracy v, then (1. 5) \u(x) -uh(x)\ ^ Ch\
The constant C here depends on the unknown solution u ; in general one has had to assume that u, together with its derivatives of orders less than or equal to v + 2, is bounded in (R.
Thus in particular, if N = 2 and
a common approximation of (1.1) is the well-known "five-point" formula (1.6) -Ahmu(x) = h~2\iu(x) -Z u(x + ßh) \ = F(x) . I lisUi J For this operator, and for the simplest possible boundary approximations, Gerschgorin [7] proved an estimate of the form (1.5) with v = 1. Later Collatz [6] using linear interpolation near the boundary, improved the result to get (1.5) with v = 2. Using instead of (1.6) the "nine-point" formula
Bramble and Hubbard [3] showed that the operator lh in (1.4) can be chosen in such a manner that (1.5) holds for v = 4. These authors [4] also constructed operators Lu and lh in the case of a general L (N = 2) such that (1.5) holds with v = 2.
It was observed by Bahvalov [1] in an important paper, seemingly not wellknown outside the Russian literature, that the regularity demands on the solution u of the continuous problem in some cases can be relaxed by essentially two derivatives at the boundary without losing the convergence estimate (1.5) and that for still less regular u one can obtain correspondingly weaker convergence estimates. Bahvalov used his error bounds to estimate the number of arithmetic operations needed to obtain u to a prescribed accuracy. Related results were also obtained in special cases by Wasow [13] , Laasonen [8] , and by Volkov, cf. [11] , [12] , and references.
The purpose of this paper is to present a general theory which comprises all the special features mentioned. In doing so we shall express the estimates in terms of the data F and / of the problem rather than in terms of the unknown solution u; the main result will be of the type that if F and / both belong to Cx for some X > v, then an inequality of the form (1.5) holds. It will also be shown that if F and/ are in Cx for X < v, then error bounds of the form 0(hx) can be obtained. Since the effort is concentrated on the dependence of the regularity of F and/, we shall assume that the coefficients and the boundary are infinitely differentiable.
The proofs will be based on new estimates for the discrete Green's function for the operator Lh. This estimate can be thought of as a discrete analogue of the estimate / G(x, y)dô ^ Cd, x G (R for the continuous Green's function, where d(y) is the distance from y to 3(R. (In special cases such results were used by Volkov [12] .) The transition between estimates in terms of the solution and the data F and / will be made by means of the Schauder estimates for second-order elliptic differential operators; at some points it will be convenient to use interpolation properties of Lipschitz spaces. These latter types of techniques also apply to other convergence problems in difference equations (cf. Peetre and Thomée [10] and Bramble, Kellogg, and Thomée [5] ).
In a certain sense the results are not optimal as far as the regularity of F is concerned; it will be shown in a forthcoming paper by Bramble [2] that the operator Mh in (1.3) can be chosen in such a manner as to make it possible to further relax the regularity demands on F.
Preliminaries.
We start by introducing some notation. For 3TC C EN, let 6 (3Tl) be the set of real-valued continuous functions on 3TC and define [m|cot = sup \u(x)\ .
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In particular, if 3TC is a finite point-set, C(3Tl) simply consists of all real-valued functions on 3TC and \u\$ji is always finite. Since (R is a bounded domain we can by compactness cover OCR by a finite number of the sets wXj so that d(R = U5-i <*x}. Let gu) be the mapping corresponding to wXj.
We say that/ G C8(dCR) iïf(gU)) G C8(ßIy) for/ = 1, • • -, J, and define b. e. hubbard and vidar thomée |/|.,a<R = max \f(jgll))\.,ax ■ i i
The definition of / G Cz*(d(R) and |/|z,,,a<R are analogous. Consider now in the bounded domain (R the uniformly elliptic operator
We shall assume for simplicity that all coefficients are in QX(EN) and also that a0(x) £ 0. Our aim is to discuss the approximate solution of the Dirichlet problem
by finite difference methods.
We shall study finite difference approximations of L of the form
where ß = (ßi, • • -, /3jv) with integral components ßj. We assume that there are positive constants A0 and B such that bß G QX(EN X [0, A0]) and frp = 0 for \ß\ > B. We shall always assume that Lh is consistent with L so that for any x and any u sufficiently smooth \\m.Lhu{x) = Lu{x) .
A-.0
We shall further assume that Lh is of positive type; i.e. for h g A0 and x G öt we have
Mz, A) á 0 |3^0.
Let EhN be the set of mesh-points x = (mji, • • •, m^h) where m¡ are integers.
For x G -EV^, the set \y;y = x + /3A, 6/3(3;, A) ?í 0 for A ^ A0} is referred to as the set of neighbors of x; its convex hull in EN will be denoted by 9IX. We set Rh = s n #/ Ä* = iz;z G Rh, 31* C &} âAft = Rh\Rh ■
The points in Rh are called interior mesh-points; those of dRh are boundary meshpoints. We denote the set of real-valued functions defined on the above sets by 2D;,, SDÄ, and dS)h, respectively. In addition to the operator Lh which will be used at interior mesh-points, we introduce an operator lh which will be related to the boundary values,
We shall assume that b0(x, h) = 1 and that bß(x, A) = 0 for \ß\ > B and for x 4-ßh (£ Rh. No regularity will be assumed about the coefficients in h; instead we shall assume that there exists y < 1 such that (2.4) Z \Mx, A) | g 7 , iG dRh, A ^ Ao.
ß^o For the approximate solution of the Dirichlet problem (2.1), (2.2) we now consider a discrete problem (2.5) LhUh = MhF on Rh (2.6) huh = mPi on dRh.
Here iliÄ is a bounded linear operator from e((R) into SDA, ff = (F, /) G 6(<R) X e(r3(R) and mÄ is a bounded linear operator from G((R) X C(ö(R) into d£>Ä. We shall prove later (Lemma 5.3) that this problem has a unique solution for small A, and our aim is to study the convergence of this solution Uh to the solution of (2.1), (2.2). We say that the discrete problem approximates the continuous problem with order of accuracy v if for any X, p. with OáAS^O^áii there is a constant C such that
where ü denotes the restriction of u G 6((R) to d(R. By the consistency between Lh and L, ilf/, is then an approximation of the identity operator.
We can now state our main result : Theorem. Assume that the operators L, Lh, lh, Mh, and mh satisfy the above assumptions and that the discrete problem (2.5), (2.6) approximates the Dirichlet problem (2.1), (2.2) with order of accuracy v. Let Uh and u be the solutions of the discrete and continuous problems, respectively. Then for X, p S: 0, X, p. ¿¿ v, there is a constant C such that for F G Czx((R), / G Qz^dOi) we have (2.9) \u -uh\Rh Û C{Amin(X'")|i'U.x.ai + A^^l/lz,^«} .
Further, if F G CX((R) for some X > 0, andf G C(d<R), we have lim \u -uP\Rh = 0 .
The proof of this result will be given in Section 5.
3. Positive Type Operators and Green's Functions. Throughout this section we shall assume that L, Lh, and <R satisfy the assumptions of Section 2. We start with a lemma concerning the structure of positive type operators. The above lemma tells us that given any xGÄ* and any plane through x, there is a neighbor of x on each side of the plane with distance greater than or equal to 3CA from the plane and corresponding to a coefficient with 16,3(3;, A)| ä; 3C.
We can now prove the following maximum principle: Lemma 3.2. Let A á A0 where Ao is the constant in Lemma 3.1. Then if v G 2Dä satisfies Lhv ^ 0 on Rh, v ^ 0 on dÄft, we Aaye t> ^ 0 on Rh.
Proof. Assume the conclusion is false, that v has a negative minimum v(x(0)) on Rh. Since Z^ is of positive type we have v(xm) è Z (-60(3;, h )~%(x, h))v(xl0) + ßh) ß and since the coefficients on the right are nonnegative and have sum at most 1, we conclude that for all neighbors corresponding to nonzero bß, y(3;<0) -f-ßh) g v(xi0)). Using Lemma 3.1 with n = ei, we find that for one such neighbor x(1>, xia) è xp0) + 3CA. Iterating this argument we find a sequence of points x(i), j = 1, 2, • • • , such that v(xU)) g v{xw) xiu) ^ jhX + 3;i(0) .
But by the boundedness of (R, after a finite number of steps, xU) G dRh, and thus v(xU)) ¿I 0, which is a contradiction. We can now conclude: Lemma 3. Because of the assumptions on L there exists a function <f> G C2((R) satisfying Ld> Si 2, and by consistency for sufficiently small A and x G Rh, we have Lh<p{x) 5t 1. Setting v = 4> in (3.4) and using (3.5) we therefore obtain (3.6) . In order to give the next lemma which is the crucial lemma for our theorem,we shall need some further notation. Let d(x) denote as before the distance from any point x G (R to ö(R. Since we have assumed ô(R G eM then if 280 > 0 is less than the j. h. bramble, b. e. hubbard and vidar thomée minimum over ô(R of the radius of the osculating sphere, we also have d(R¡ G C°° for S < 25o and d G e°°((R \ (R2s0). For any nonnegative integer/ we define Ph.j = {x;x<E.Rh,\ Xjh < d{x) ^ § Xij + 1)A} , where X is the constant in Lemma 3.1. We shall then have the following (this is the first time any regularity of ô(R need be assumed) : Lemma 3.6. There are positive constants C and A0 such that when A ^ A0, \ Xjh < So, we have A""1 Z Ghix,y) ^Cjh. Since by (3.6 ) the quantity on the right is bounded independently of /, we get by summation over / and multiplication by A, A* Z Z Ghix, y) ú C8 Kj v£Ph,l which together with (3.10) proves the result.
4. Some Estimates for the Continuous Problem. We start by quoting some definitions and results on interpolation spaces. For generalities, see [10] and references.
Let Bj, j = 0, 1, be two Banach spaces with Bi Ç B0 so that for the corresponding norms, ||m||b" á C||m||Bi .
We set for t > 0, KQ,, u) = inf d|« -v\\B" + t\\v\\Bl) and denote for 0 < 0 < 1 by (_B0, -Si)« the subspace of B0 defined by l|w||(Bo.Bi)9 = SUP í ~6ií"(í, M) < oo . Then for u G (-Bo, Bi)« = Be we have Au G iBp, Bp)e = Bp and \\Au\\b,' ú c^c'WuUi , o < e < i.
In our applications, the Banach spaces will be of the type C((R), ex((Rä), e^dCR), etc. We shall need the following facts : Lemma 4.2. With the above notation we have for 0 ^ po Ú Pi and with p = po + 0(Pi -Po), iepom, emiä))e = ez*(Sï) (eP0(a(R), eplid(ñ))e = e*p(d<R)
where equality signifies equivalence of the respective norms. We shall now collect some well-known inequalities for the Dirichlet problem (2.1), (2.2). For proofs, see e.g. Miranda [9] . We shall always assume that L and (R satisfy the conditions in Section 2, in particular that a0 S; 0 in (R. First we have the maximum principle estimate : Lemma 4.3. There is a constant C such that for u G C2((R) Pi C((R) we have \u\<r ^ C{\Lu\<r + Maat} . Using the above interpolation lemma we shall now derive some auxiliary inequalities for the Dirichlet problem 5. The Rate of Convergence. In this section we shall establish the unique solvability of the discrete Dirichlet problem (2.5), (2.6) and discuss the rate of convergence of its solution wA to the solution u of the continuous problem (2.1), (2.2). More precisely we shall prove a sequence of lemmas leading up to the proof of our Theorem as stated in Section 2. Throughout this section we shall assume that the operators L, Lh, h, Mh, and mA satisfy the assumptions of Section 2.
We first have the following two simple estimates : Lemma 5.1. For any mesh-function u G £>a we have \u\dRh ^ t|m|äA + \hu\dRh where y < 1 is the constant in (2.4).
Proof. This is an immediate consequence of the definition of the operator ZA. Lemma 5.2. There are positive constants ho and C such that for h ^ ho and m G ¡Da we have (5.1) \u\Rh ^ C{\Lhu\Rh + \lhu\9Rh\ .
Proof. We have by Lemmas 3.4 and 3.5 Wix)\ ^ A^ Z Ghix, y)\Lhuiy)\ + Z Ghix, y)\u(y)\ (5. 2) y^Rh y^dRh 2= C\Lhu\Rh + \u\aRh, and the result therefore follows from Lemma 5.1. As a consequence we can now prove the existence of a solution of the discrete problem. Lemma 5.3 . With the h0 in Lemma 5.2, the discrete problem (2.5), (2.6) Acts a unique solution Uh for h ^ ho and arbitrary choice of F and f.
Proof. Uniqueness is an immediate consequence of Lemma 5.2 and as in Lemma 3.3, uniqueness implies existence.
We can now essentially prove the convergence result in the case of homogeneous boundary conditions: Lemma 5.4 . Assume that the discrete problem (2.5), (2.6) approximates the continuous problem (2.1), (2.2) with order of accuracy v and let X ^ 0, X 7a v. Then there is a constant C such that if F G Czx((R) and if u and uh are the solutions of (2.1), (2.2) and (2.5), (2.6), respectively, withf = 0, then (5.3) \u -uh\Rh á CA^-'Vkx.ffi .
Proof. Since Mh and mh are bounded we obtain by Lemmas 4.3 and 5.2 \u -uh\Rh ^ \u\si + \uP\Rh Ú C\F\s\ which is (5.3) in the case X = 0. For X > 0, it is clearly, by Lemmas 4.1 and 4.2, no restriction of the generality to assume that X is a noninteger. We then have u G e2+x((R) by Lemma 4.6. We want to apply Lemma 5.2 to u -uh. We have by (2.7) and Lemma 4. The result therefore follows as above from (5.2). We can now prove the following convergence result for the homogeneous equation :
Lemma 5.6. Assume that the discrete problem (2.5), (2.6) approximates the continuous problem (2.1), (2.2) with order of accuracy v and let p ^ 0, p ¿¿ v. Then there is a constant C such that iff G Cz*(d(R) and if u and Uh are the solutions of (2.1), (2.2) and (2.5), (2.6) respectively, with F = 0, then (5.6) W-UhUhúChr'^^fU^a.
Proof. As in the proof of Lemma 5.4, we first notice that by Lemmas 4.3 and 5.2, (5.6) holds for p = 0, and that we can then assume without loss of generality that p is a noninteger. By Lemma 4.8 we have u G C°((R) Pi e*'((R). We want to apply Lemma 5.5 to u -uh. We have \\Lhiu -Uh)\\Rh = \\Lhu\\Rh (5.7) r 2 2 \ C\h2 Z j\Lhu\ph,j + A2|Läm|äa + \Lhu\RS.h( . We may now apply Lemma 4.1 to the operator which takes / into A2LAw G £>a (with maximum norm) to obtain A2|Lam|äa^ CAM|/|z,",a<R, QÚPÚ2 + V.
Clearly this implies that (5.8) A2|LAM|«A ^ CAmin("'')|/|il,a<R for all p ^ 0.
The last term can be estimated by applying (2.7) and the proof of Lemma 4.7:
(5.9) \Lhu\RH,h =5 ChP\u\n>,m0ß á CA'|/|a« ^ Chm[n(^\f\,,aSi.
Consider now the sum on the right in (5.7). For y G Ph,¡ with 4ßA í= Xjh we have We can now complete the proof of the theorem. Let first X, p S: 0, X, p 5¿ v, and let uhU) and u(i),j = 1, 2, be the solutions of the discrete and continuous problems corresponding to í = (Z7, 0) and 5" = (0, /), respectively. We then obviously have u = mH) + m(2) and Uh = ma(1) + ma(2) and by Lemmas 5.4 and 5.6 we therefore get
1 /-,.n \u -uh\ith è \u -uh \Rh 4-\u -up \Rh á C{Amin<x'')|FU,x.<R + A^^I/U.M.íffi} which is (2.9).
