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1 Introduction
Let a(t, ω) be a random function on [0, 1]×Ω, (Ω,F , P ) being a probability
space. Let {ϕn(t)} be an orthonormal basis in L2([0, 1]). We consider the
following stochastic integral;
Fn(a) =
∫ 1
0
ϕn(t)a(t, ω)dWt, (1)
where W. is a standard real Brownian motion and ϕn(t) denotes the complex
conjugate of ϕn(t). (We will soon give several kinds of conditions on a(t, ω)
and the meaning of the stochastic integral.) We call Fn(a) the stochastic
Fourier coefficient (SFC in abbr.) of a(t, ω). Our problem is ”to reconstruct
a(t, ω) from the complete set of SFCs {Fn(a)}”.
In the preceding articles [5, 6], we have studied this problem in such
special case that the function a(t, ω) is restricted to the square integrable
Wiener functional, namely; We take a Wiener space for (Ω,F , P ) and denote
by L2 the subclass L2([0, 1]× Ω, dt× dP ) of all square integrable functions.
We call the element a(t, ω) of L2 a square integrable Wiener functional and
in particular a causal Wiener functional provided that a(t, ω) is adapted to
the natural filtration {Ft}t>0 associated to the Brownian motion. We assume
that an orthonormal basis {ϕn} in L2(0, 1) satisfies
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(A) sup
t∈[0,1]
|ϕn(t)| <∞ for all n.
In this case the SFC (1) is defined by Itoˆ integral.
Theorem 1 (case of causal functions, [5]). For any orthonormal basis {ϕn}
in L2(0, 1) satisfying Condition (A), every causal Wiener functional a(t, ω) ∈
L2 can be reconstructed from the complete set of SFCs of the a(t, ω).
After this result an extension to the case of noncausal Wiener functionals
was established in [6] in the following way; Let L2,1 ⊂ L2 be the subclass of
all square integrable Wiener functionals for which the Skorokhod integral is
well defined. We notice that for every a(t, ω) of the class L2,1 its stochastic
derivative Dsa(t, ω), introduced by A.Skorokhod [9] is also well defined. We
also assume that an orthonormal basis {ϕn} in L2(0, 1) satisfies Condition
(A). For any element a(t, ω) of this subclass the SFC (1) is defined by the
Skorokhod integral (See, for instance, Ogawa & Uemura [6], Nualart [4] for
the definitions of L2,1, the Skorokhod integral and the stochastic derivative
Dsa(t, ω)). Then we have the following results;
Theorem 2 (case of noncausal functions [6]).
(1) Every a(t, ω) ∈ L2,1 can be reconstructed from the set of SFCs {Fn(a),
n ∈ Z} with respect to the complete system of trigonometric functions
en(t) = exp(2π
√−1nt), n ∈ Z.
(2) Moreover if the function a(t, ω) ∈ L2,1 satisfies the condition
sup
0≤t≤1
{
E[|a(t, ω)|2] +
∫ 1
0
E[|Dsa(t, ω)|2]ds
}
<∞,
then the above result (i) holds for any orthonormal basis {ϕn} satisfying
Condition (A).
We note that Theorems 1 and 2 are verified by the reconstruction of all
kernel functions of Wiener chaos decomposition for a(t, ω) by use of appro-
priate multiple Wiener integrals.
Let a(t, ω) ∈ L2,1 and b(t, ω) ∈ L2 be noncausal functions. We next
consider a noncausal Itoˆ process of the form dXt = b(t, ω)dt + a(t, ω)dWt,
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where dWt is defined by the Skorokhod integral. We set the SFC Fn(dX) of
the differential dX by
Fn(dX) =
∫ 1
0
ϕn(t)dXt. (2)
Here we understand by the stochastic integral on the right hand side of (2)
the integral defined as the limit of Riemann sums,
lim
|∆|→0
∑
ti∈∆
ϕn(ti){X(ti+1)−X(ti)},
where ∆ = {0 = t0 < t1 < · · · < tn < tn+1 = 1} is a partition of the interval
[0, 1] and |∆| = maxi{ti+1 − ti}. It is easy to see that (2) coincides with∫ 1
0
ϕn(t)b(t, ω)dt+
∫ 1
0
ϕn(t)a(t, ω)dWt
if ϕn(t) ∈ C([0, 1]).
Given these we are now concerned with the basic question whether we can
identify the two parameters a(·, ω) and b(·, ω) of the system from the com-
plete set of SFCs {Fn(dX)}. Unfortunately, our ”multiple Wiener integrals
method” in [5, 6] is of no use to apply for dX , since we cannot distinguish
between a(·, ω) and b(·, ω) by this method.
In [7], we have discussed the reconstruction of noncausal Itoˆ process from
its stochastic Fourier coefficients with respect to the complete system of
trigonometric functions by use of the method of the Bohr convolution. On
that occasion we assume some regularities on a(t, ω) and b(t, ω) in order that
the theory of Skorokhod integrals is applicable to corresponding noncausal
Itoˆ process;
Theorem 3 (case of noncausal Itoˆ process [7]). Suppose a(t, ω) ∈ L2,2 and
b(t, ω) ∈ L2,1. Then every noncausal Itoˆ process can be identified by the
complete set of the SFCs {Fn(dX), n ∈ Z} of the differential dX with respect
to the complete system of trigonometric functions {en(t), n ∈ Z} where
en(t) = e
2π
√−1nt. More precisely, the Fourier coefficient (in the usual sense)
a˜n of the coefficient a(t, ω) is determined by the following formula of Bohr
product;
lim
N→∞
1
2N + 1
∑
k+ℓ=n,|ℓ|≤N
(∫ 1
0
a(t, ω)ek(t)dWt +
∫ 1
0
b(t, ω)ek(t)dt
)∫ 1
0
eℓ(t)dWt
=
∫ 1
0
a(t, ω)en(t)dt in L
2(Ω, dP ).
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Here L2,2 is a subclass of L2,1. See, for instance, Ogawa & Uemura [7],
Nualart [4] for the definitions of L2,2. Since the set {a˜n} reconstructs a(t, ω),
we obtain {Fn(a)} from {a˜n}. Thus we get {b˜n} from the equality b˜n =
Fn(dX)−Fn(a), which reconstructs b(t, ω).
In this note, we study Theorem 3 above under some mild conditions on
a(t, ω) and b(t, ω). For example, we assume E[(
∫ 1
0
|a(t, ω)|2dt)p/2] < ∞ for
some p ∈ (1, 2). Under this assumption, we cannot apply the Skorokhod
integral to the integrand a(t, ω), since the theory of Skorokhod integrals
deeply depends upon the Wiener Itoˆ decomposition of the integrand. Thus
we will employ another stochastic calculus, that is, the Malliavin calculus.
In this framework, Skorokhod integral is extended to the divergence, and we
can apply it to the integrand a(t, ω) above or more general integrands.
The aim of the present note is to generalize Theorem 3 above in the
framework of Malliavin calculus. In the next Section 2 we will sketch the
preparations of Malliavin calculus only for the later use. Then we will give a
statement and proof of our main result (Theorem 4) in Section 3, after some
modification to the definition of SFCs for further use. Section 4 is devoted
to the proof of the propositions by which the main theorem is verified.
2 Preliminaries
In this section we first sketch the preparations of Malliavin calculus only for
the later use. Refer, for instance, Ikeda and Watanabe [1], Shigekawa [8] for
details.
Let (Ω, P ) be the Wiener space, i.e.,
Ω = {Wt : [0, 1]→ R |Wt is continuous and W0 = 0}
and P is the standard Wiener measure. We denote the Cameron-Martin
subspace of Ω by H . Let K be a separable Hilbert space and Dαp (K) (1 <
p < ∞, α ∈ R) be Watanabe’s Sobolev spaces of K-valued (generalized)
Wiener functionals, i.e.,
D
α
p (K) = (I − L)−α/2Lp(Ω→ K, dP )
endowed with the norm ‖F (ω)‖Dαp (K) = E[|(I − L)α/2F (ω)|pK]1/p, where L
denotes the Ornstein-Uhlenbeck operator and | · |K the norm of K. We note
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that D0p(K) = L
p(Ω → K, dP ), D12(L2([0, 1])) = L2,1, D22(L2([0, 1])) = L2,2
and that Dαp (K) ⊂ Dα′p′ (K) holds if p ≥ p′ and α ≥ α′. We also note that
D
α
p (K) is the completion of P(K) under the norm ‖ · ‖Dαp (K), where P(K)
denotes the set of K-valued polynomials on Ω. If q is the conjugate exponent
of p, i.e. 1/p + 1/q = 1, then D−αq (K) is the dual space of D
α
p (K). If
F (ω) ∈ Dαp (K) and G(ω) ∈ D−αq (K), the coupling Dαp (K)〈F (ω), G(ω)〉D−αq (K)
of F (ω) and G(ω) is defined by the following;
Dαp (K)〈F (ω), G(ω)〉D−αq (K) = E[〈(I − L)α/2F (ω), (I − L)−α/2G(ω)〉K],
〈∗, ⋆〉K denoting the inner product of K. Let D : Dαp (K)→ Dα−1p (H⊗K) be
the H-differentiation, and the divergence operator D∗ : D−(α−1)q (H ⊗K) →
D
−α
q (K) be the dual operator of D, where q is the conjugate exponent of p.
Here H⊗K denotes the tensor product of H and K, i.e., the totality of linear
mappings from H to K of Hilbert-Schmidt type. If h(t, ω) ∈ Dαp (L2([0, 1]→
K, dt)), then
h(ω) = (I − L)−α/2
∫ ·
0
(I − L)α/2h(t, ω)dt ∈ Dαp (H ⊗K).
We note that ‖h‖Dαp (H⊗K) = ‖h(t, ω)‖Dαp (L2([0,1],dt)⊗K). We denote D∗h(∈
D
α−1
p (K)) by
∫ 1
0
h(t, ω)dWt. The following estimates are satisfied for some
positive constants C1 and C2:∥∥∥∥
∫ 1
0
h(t, ω)dWt
∥∥∥∥
D
α−1
p (K)
≤ C1‖h(t, ω)‖Dαp (L2([0,1],dt)⊗K), (3)
‖DF (ω)‖
D
α−1
p (H⊗K) ≤ C2‖F (ω)‖Dαp (K). (4)
We also note that the H-differentiation D accompanies the operator D· :
D
α
p (K)→ Dα−1p (L2([0, 1], dt)⊗K) in the following manner:
DF (ω)[h] = (I − L)−(α−1)/2
∫ 1
0
(I − L)(α−1)/2DtF (ω)h′(t)dt,
F (ω) ∈ Dαp (K) and h =
∫ ·
0
h′(t)dt ∈ H .
Remark 1. If h(t, ω) ∈ Dαp (L2([0, 1] → K, dt)), then
∫ 1
0
h(t, ω)dt is defined
by (I−L)−α/2 ∫ 1
0
(I−L)α/2h(t, ω)dt. Indeed, let {hn} ⊂ P(L2([0, 1]→ K, dt))
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be a sequence converging to h(t, ω) in Dαp (L
2([0, 1]→ K, dt)). Then
∥∥∥∥
∫ 1
0
hn(t, ω)dt− (I − L)−α/2
∫ 1
0
(I − L)α/2h(t, ω)dt
∥∥∥∥
Dαp (K)
=
∥∥∥∥
∫ 1
0
(I − L)α/2(hn(t, ω)− h(t, ω))dt
∥∥∥∥
Lp(K)
≦ ‖hn(t, ω)− h(t, ω)‖Dαp (L2([0,1]→K,dt)),
which tends to 0 as n goes to ∞. Note that ∫ 1
0
h(t, ω)dt = (I−L)−α/2 ∫ 1
0
(I−
L)α/2h(t, ω)dt if α ≧ 0, since∥∥∥∥
∫ 1
0
hn(t, ω)dt−
∫ 1
0
h(t, ω)dt
∥∥∥∥
Lp(K)
≦ ‖hn(t, ω)− h(t, ω)‖Lp(L2([0,1]→K,dt))
≦ ‖hn(t, ω)− h(t, ω)‖Dαp (L2([0,1]→K,dt)).
3 Stochastic Fourier Coefficients and Main
Result
Let 1 < p < ∞ and α ∈ R. Suppose a(t, ω) ∈ Dαp (L2([0, 1] → C)) and
b(t, ω) ∈ Dα−1p (L2([0, 1]→ C)). We consider the following stochastic process
X(t, ω):
dXt = b(t, ω)dt+ a(t, ω)dWt.
We set
X(A) =
∫ 1
0
1A(u)b(u, ω)du+
∫ 1
0
1A(u)a(u, ω)dWu,
where 1A(u) denotes the indicator function of a measurable set A.
Let ψ(t) be a square integrable function on [0, 1] such that ess supt∈[0,1] |ψ(t)|
< ∞. We define the integral ∫ 1
0
ψ(t)dXt in the following manner: Let
{ψn(t) =
∑
ani 1Ani (t)} be step functions converging to ψ(t) in measure,
which satisfy supn ess supt∈[0,1] |ψn(t)| < ∞. Then
∫ 1
0
ψn(t)dXt is defined
by
∑
aniX(A
n
i ). We define
∫ 1
0
ψ(t)dXt by the limit of
∫ 1
0
ψn(t)dXt if it is
independent of the choice of uniformly essentially bounded step functions
converging in mean to ψ(t).
6
We see that∫ 1
0
ψ(t)dXt =
∫ 1
0
ψ(t)b(t, ω)dt+
∫ 1
0
ψ(t)a(t, ω)dWt
holds in Dα−1p (C), because∥∥∥∥
∫ 1
0
ψn(t)a(t, ω)dWt −
∫ 1
0
ψ(t)a(t, ω)dWt
∥∥∥∥
D
α−1
p (C)
≦ C
∥∥(ψn(t)− ψ(t))a(t, ω)∥∥
Dαp (L
2([0,1]→C))
= CE
[(∫ 1
0
∣∣(ψn(t)− ψ(t))(I − L)α/2a(t, ω)∣∣2dt)p/2
]1/p
= CE
[(∫
|ψn(t)−ψ(t)|≦ǫ
∣∣(ψn(t)− ψ(t))(I − L)α/2a(t, ω)∣∣2dt
+
∫
|ψn(t)−ψ(t)|>ǫ
∣∣(ψn(t)− ψ(t))(I − L)α/2a(t, ω)∣∣2dt)p/2
]1/p
≦ CE
[(
ǫ2
∫ 1
0
∣∣(I − L)α/2a(t, ω)∣∣2dt
+
(
sup
n
ess sup |ψn(t)|+ ess sup |ψ(t)|
)∫
|ψn(t)−ψ(t)|>ǫ
∣∣(I − L)α/2a(t, ω)∣∣2dt)p/2]1/p
which converges to 0 as n→∞ and ǫ→ 0, and∥∥∥∥
∫ 1
0
ψn(t)b(t, ω)dt−
∫ 1
0
ψ(t)b(t, ω)dt
∥∥∥∥
D
α−1
p (C)
= E
[(∫ 1
0
∣∣(ψn(t)− ψ(t))(I − L)(α−1)/2b(t, ω)∣∣2dt)p/2
]1/p
converges to 0 by the same estimation as above.
For any orthonormal basis {ϕn(t)} in L2([0, 1]) such that ess supt∈[0,1] |ϕn(t)|
<∞ for all n, we define the stochastic Fourier coefficients {Fn(dX)} of the
differential dX as follows;
Fn(dX) =
∫ 1
0
ϕn(t)dXt, (ϕn(t) = the complex conjugate of ϕn(t)).
Our main result is as follows:
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Theorem 4. Let 1 < p < ∞ and α ∈ R. Suppose a(t, ω) ∈ Dαp (L2([0, 1] →
C)) and b(t, ω) ∈ Dα−1p (L2([0, 1]→ C)). Then any noncausal Itoˆ process can
be identified by the complete set of the SFC Fn(dX) of its differential dX
with respect to the complete system of trigonometric functions {en(t), n ∈ Z}
where en(t) = e
2π
√−1nt. More precisely, the Fourier coefficient (in the usual
sense) of the coefficient a(t, ω) is determined by the following formula of Bohr
product;
lim
N→∞
1
2N + 1
∑
k+ℓ=n,|ℓ|≤N
(∫ 1
0
a(t, ω)ek(t)dWt +
∫ 1
0
b(t, ω)ek(t)dt
)∫ 1
0
eℓ(t)dWt
=
∫ 1
0
a(t, ω)en(t)dt in D
α−2
p (C).
(5)
Remark 2. We can obtain {∫ 1
0
b(t, ω)en(t)dt, n ∈ Z} from (5) above. Indeed;
If {∫ 1
0
a(t, ω)en(t)dt, n ∈ Z} is obtained, then a(t, ω) can be reconstructed.
Thus we get {∫ 1
0
a(t, ω)en(t)dWt, n ∈ Z}. Since
∫ 1
0
b(t, ω)en(t)dt = Fn(dX)−∫ 1
0
a(t, ω)en(t)dWt, we obtain {
∫ 1
0
b(t, ω)en(t)dt, n ∈ Z} .
To prove the theorem above, we need multiplication formulas as follows.
Proposition 1. Let a(t, ω) ∈ Dαp (L2([0, 1] → C)) (α ∈ R) and e(t) ∈
L2([0, 1], dt). Then
∫ 1
0
a(t, ω)dWt
∫ 1
0
e(t)dWt exists in D
α−2
p (C) and the fol-
lowing equality holds in Dα−2p (C).∫ 1
0
a(t, ω)dWt
∫ 1
0
e(t)dWt =
∫ 1
0
(∫ 1
0
a(s, ω)dWs
)
e(t)dWt
+
∫ 1
0
(∫ 1
0
Dta(s, ω)e(t)dt
)
dWs +
∫ 1
0
a(t, ω)e(t)dt.
Proposition 2. Let b(t, ω) ∈ Dαp (L2([0, 1] → C)) (α ∈ R) and e(t) ∈
L2([0, 1]). Then
∫ 1
0
b(t, ω)dt
∫ 1
0
e(t)dWt exists in D
α−1
p (C) and the following
equality holds in Dα−1p (C).∫ 1
0
b(t, ω)dt
∫ 1
0
e(t)dWt =
∫ 1
0
(∫ 1
0
b(s, ω)ds
)
e(t)dWt+
∫ 1
0
∫ 1
0
Dtb(s, ω)e(t)dtds.
Proofs of Propositions 1 and 2 are given in the next section. We also
remark the following estimate on trigonometric functions (see, for instance,
[3]).
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Proposition 3. Let en(t) = e
2π
√−1nt, n ∈ Z, be trigonometric functions.
Then we have ∑
k+ℓ=n,|ℓ|≤N
eℓ(s)ek(t) = en(t)
sin(N + 1
2
)π(t− s)
sin 1
2
π(t− s) .
Set DN(t) = sin(N +
1
2
)πt/ sin 1
2
πt. Then it holds that∫ 1
0
|DN(s− t)|2dt = 2N + 1
for every s ∈ [0, 1].
Proof of Theorem 4. From Propositions 1, 2 and 3, we have
1
2N + 1
∑
k+ℓ=n,|ℓ|≤N
(∫ 1
0
a(t, ω)ek(t)dWt +
∫ 1
0
b(t, ω)ek(t)dt
)∫ 1
0
eℓ(t)dWt
=
∫ 1
0
a(t, ω)en(t)dt
+
1
2N + 1
∫ 1
0
(∫ 1
0
a(s, ω)en(s)DN(s− t)dWs
)
dWt (6)
+
1
2N + 1
∫ 1
0
(∫ 1
0
Dta(s, ω)en(s)DN (s− t)ds
)
dWt (7)
+
1
2N + 1
∫ 1
0
(∫ 1
0
b(s, ω)en(s)DN(s− t)ds
)
dWt (8)
+
1
2N + 1
∫ 1
0
∫ 1
0
Dtb(s, ω)en(s)DN (s− t)dsdt (9)
in Dα−2p (C). All we have to prove is that each of (6), (7), (8) and (9)
converges to zero if N tends to infinity. Applying (3) and Proposition 3, we
have∥∥∥∥ 12N + 1
∫ 1
0
(∫ 1
0
a(s, ω)en(s)DN(s− t)dWs
)
dWt
∥∥∥∥
D
α−2
p (C)
≦ C
1
2N + 1
∥∥∥a(s, ω)en(s)DN(s− t)∥∥∥
Dαp (L
2([0,1],dt)⊗L2([0,1],ds)⊗C)
= C
1
2N + 1
E
[(∫ 1
0
∫ 1
0
|(I − L)α/2a(s, ω)en(s)DN(s− t)|2dtds
)p/2]1/p
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≦ C
√
1
2N + 1
E
[(∫ 1
0
|(I − L)α/2a(s, ω)|2ds
)p/2]1/p
= C
√
1
2N + 1
‖a(s, ω)‖Dαp (L2([0,1]→C)).
Applying (3), Remark 1, Proposition 3 and (4), we have∥∥∥∥ 12N + 1
∫ 1
0
(∫ 1
0
Dta(s, ω)en(s)DN(s− t)ds
)
dWt
∥∥∥∥
D
α−2
p (C)
=
1
2N + 1
×∥∥∥∥
∫ 1
0
(
(I − L)−(α−1)
∫ 1
0
(I − L)(α−1)/2Dta(s, ω)en(s)DN(s− t)ds
)
dWt
∥∥∥∥
D
α−2
p (C)
≦
C
2N + 1
E

(∫ 1
0
∣∣∣∣
∫ 1
0
(I − L)(α−1)/2Dta(s, ω)en(s)DN(s− t)ds
∣∣∣∣
2
dt
)p/2
1/p
≦
C
2N + 1
E
[(∫ 1
0
(∫ 1
0
∣∣(I − L)(α−1)/2Dta(s, ω)∣∣2 ds
)
×
(∫ 1
0
|DN(s− t)|2ds
)
dt
)p/2]1/p
≦ C
√
1
2N + 1
E
[(∫ 1
0
∫ 1
0
∣∣(I − L)(α−1)/2Dta(s, ω)∣∣2 dtds
)p/2]1/p
= C
√
1
2N + 1
‖Da(s, ω)‖
D
α−1
p (L2([0,1],dt)⊗L2([0,1];C))
≦ C
√
1
2N + 1
‖a(s, ω)‖
Dαp (L
2([0,1];C)) .
Applying (3), Remark 1 and Proposition 3, we have∥∥∥∥ 12N + 1
∫ 1
0
(∫ 1
0
b(s, ω)en(s)DN(s− t)ds
)
dWt
∥∥∥∥
D
α−2
p (C)
≦ C
1
2N + 1
∥∥∥∥
∫ 1
0
b(s, ω)en(s)DN (s− t)ds
∥∥∥∥
D
α−1
p (L2([0,1]:C))
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=
C
2N + 1
E

(∫ 1
0
∣∣∣∣(I − L)(α−1)/2
∫ 1
0
b(s, ω)en(s)DN (s− t)ds
∣∣∣∣
2
dt
)p/2
1/p
=
C
2N + 1
E


(∫ 1
0
∣∣∣∣
∫ 1
0
(I − L)(α−1)/2b(s, ω)en(s)DN(s− t)ds
∣∣∣∣
2
dt
)p/2
1/p
≦
C
2N + 1
E
[(∫ 1
0
∫ 1
0
∣∣∣(I − L)(α−1)/2b(s, ω)en(s)DN (s− t)∣∣∣2 dtds
)p/2]1/p
≦ C
√
1
2N + 1
E
[(∫ 1
0
∣∣(I − L)(α−1)/2b(s, ω)∣∣2 ds)p/2
]1/p
= C
√
1
2N + 1
‖b(s, ω)‖
D
α−1
p (L2([0,1]:C))
.
Applying Remark 1, Proposition 3 and (4), we have∥∥∥∥ 12N + 1
∫ 1
0
∫ 1
0
Dtb(s, ω)en(s)DN(s− t)dsdt
∥∥∥∥
D
α−2
p (C)
=
1
2N + 1
×∥∥∥∥(I − L)−(α−2)/2
∫ 1
0
∫ 1
0
(I − L)(α−2)/2Dtb(s, ω)en(s)DN(s− t)dsdt
∥∥∥∥
D
α−2
p (C)
=
1
2N + 1
E
[∣∣∣∣
∫ 1
0
∫ 1
0
(I − L)(α−2)/2Dtb(s, ω)en(s)DN(s− t)dsdt
∣∣∣∣
p]1/p
≦
1
2N + 1
E
[(∫ 1
0
∫ 1
0
∣∣(I − L)(α−2)/2Dtb(s, ω)∣∣2 dsdt
)p/2
×
(∫ 1
0
∫ 1
0
|DN(s− t)|2dsdt
)p/2]1/p
≦
√
1
2N + 1
E
[(∫ 1
0
∫ 1
0
∣∣(I − L)(α−2)/2Dtb(s, ω)∣∣2 dsdt
)p/2]1/p
=
√
1
2N + 1
‖Db(s, ω)‖
D
α−2
p (L2([0,1],dt)⊗L2([0,1]:C))
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≦√
1
2N + 1
‖b(s, ω)‖
D
α−1
p (L2([0,1]:C))
.
Therefore each of (6), (7), (8) and (9) converges to zero if N tends to infinity,
which completes the proof.
4 Proofs of Propositions
To prove Propositions 1 and 2, we prepare the next lemma.
Lemma 1. Let F (ω) ∈ Dαp (C) (α ∈ R) and e(t) ∈ L2([0, 1], dt). Then
F (ω)
∫ 1
0
e(t)dWt exists in D
α−1
p (C) and the following equality holds in D
α−1
p (C).
F (ω)
∫ 1
0
e(t)dWt =
∫ 1
0
F (ω)e(t)dWt +
∫ 1
0
DtF (ω)e(t)dt. (10)
Proof. Let {Fn(ω)} ⊂ P(C) be a sequence converging to F (ω) in Dαp (C).
Then
Fn(ω)
∫ 1
0
e(t)dWt =
∫ 1
0
Fn(ω)e(t)dWt +
∫ 1
0
DtFn(ω)e(t)dt
holds. Since Fn(ω) converges to F (ω) in D
α
p (C), Fn(ω)
∫ 1
0
e(t)dWt converges
to F (ω)
∫ 1
0
e(t)dWt in D
α
r (C) for any r (r < p). Moreover,
∫ 1
0
Fn(ω)e(t)dWt
converges to
∫ 1
0
F (ω)e(t)dWt in D
α−1
p (C), and DtFn(ω) to DtF (ω) in D
α−1
p (
L2([0, 1] : C)). Therefore
lim
n→∞
∫ 1
0
DtFn(ω)e(t)dt =
∫ 1
0
DtF (ω)e(t)dt
in Dα−1p (C). Since both D
α
r (C) and D
α−1
p (C) are subsets of D
α−1
r (C), (10)
holds in Dα−1r (C), while the right hand side of (10) belongs to D
α−1
p (C).
Therefore (10) holds in Dα−1p (C).
Proof of Proposition 1. Since Dt
∫ 1
0
a(s, ω)dWs =
∫ 1
0
Dta(s, ω)dWs + a(t, ω),
we have∫ 1
0
a(s, ω)dWs
∫ 1
0
e(t)dWt
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=∫ 1
0
(∫ 1
0
a(s, ω)dWs
)
e(t)dWt +
∫ 1
0
(∫ 1
0
Dta(s, ω)dWs
)
e(t)dt
+
∫ 1
0
a(t, ω)e(t)dt
in Dα−2p (C) from Lemma 1. Thus all we have to do is to show that the
following Fubini-type formula holds in Dα−2p (C):∫ 1
0
(∫ 1
0
Dta(s, ω)dWs
)
e(t)dt =
∫ 1
0
(∫ 1
0
Dta(s, ω)e(t)dt
)
dWs.
Let G(ω) ∈ D−(α−2)q (C). Then
D
α−2
p (C)
〈∫ 1
0
(∫ 1
0
Dta(s, ω)dWs
)
e(t)dt, G(ω)
〉
D
−(α−2)
q (C)
=
D
α−2
p (C)
〈
(I − L)−(α−2)/2
∫ 1
0
(I − L)(α−2)/2
(∫ 1
0
Dta(s, ω)dWs
)
e(t)dt,
G(ω)
〉
D
−(α−2)
q (C)
= E
[(∫ 1
0
(I − L)(α−2)/2
(∫ 1
0
Dta(s, ω)dWs
)
e(t)dt
)
(I − L)−(α−2)/2G(ω)
]
=
∫ 1
0
E
[(
(I − L)(α−2)/2
(∫ 1
0
Dta(s, ω)dWs
)
e(t)
)
(I − L)−(α−2)/2G(ω)
]
dt
=
∫ 1
0 D
α−2
p (C)
〈(∫ 1
0
Dta(s, ω)dWs
)
e(t), G(ω)
〉
D
−(α−2)
q (C)
dt
=
∫ 1
0
∫ 1
0
D
α−1
p (C)
〈Dta(s, ω)e(t), DsG(ω)〉
D
−(α−1)
q (C)
dsdt
=
∫ 1
0
∫ 1
0
E
[(
(I − L)(α−1)/2Dta(s, ω)e(t)
)
(I − L)−(α−1)/2DsG(ω)
]
dsdt
=
∫ 1
0
E
[(∫ 1
0
(I − L)(α−1)/2Dta(s, ω)e(t)dt
)
(I − L)−(α−1)/2DsG(ω)
]
ds
=
∫ 1
0 D
α−1
p (C)
〈
(I − L)−(α−1)/2
∫ 1
0
(I − L)(α−1)/2Dta(s, ω)e(t)dt,
DsG(ω)
〉
D
−(α−1)
q (C)
ds
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=
D
α−2
p (C)
〈∫ 1
0
(I − L)−(α−1)/2
(∫ 1
0
(I − L)(α−1)/2Dta(s, ω)e(t)dt
)
dWs,
G(ω)
〉
D
−(α−2)
q (C)
=
D
α−2
p (C)
〈∫ 1
0
(∫ 1
0
Dta(s, ω)e(t)dt
)
dWs, G(ω)
〉
D
−(α−2)
q (C)
which is the desired result.
Proof of Proposition 2. Substituting
∫ 1
0
b(s, ω)ds to F (ω) in (10), we have
∫ 1
0
b(t, ω)dt
∫ 1
0
e(t)dWt
=
∫ 1
0
(∫ 1
0
b(s, ω)ds
)
e(t)dWt +
∫ 1
0
Dt
(∫ 1
0
b(s, ω)ds
)
e(t)dt.
Therefore it is enough to show that∫ 1
0
Dt
(∫ 1
0
b(s, ω)ds
)
e(t)dt =
∫ 1
0
∫ 1
0
Dtb(s, ω)e(t)dtds
holds in Dα−1p (C). Let G(ω) ∈ D−(α−1)q (C). Then we have
D
α−1
p (C)
〈∫ 1
0
Dt
(∫ 1
0
b(s, ω)ds
)
e(t)dt, G(ω)
〉
D
−(α−1)
q (C)
= E
[(∫ 1
0
(I − L)(α−1)/2Dt
(∫ 1
0
b(s, ω)ds
)
e(t)dt
)
(I − L)−(α−1)/2G(ω)
]
=
∫ 1
0
E
[
(I − L)(α−1)/2Dt
(∫ 1
0
b(s, ω)ds
)
e(t)(I − L)−(α−1)/2G(ω)
]
dt
=
∫ 1
0 D
α−1
p (C)
〈
Dt
∫ 1
0
b(s, ω)ds,G(ω)e(t)
〉
D
−(α−1)
q (C)
dt
=
Dαp (C)
〈∫ 1
0
b(s, ω)ds,
∫ 1
0
G(ω)e(t)dWt
〉
D
−α
q (C)
= E
[(
(I − L)α/2
∫ 1
0
b(s, ω)ds
)
(I − L)−α/2
∫ 1
0
G(ω)e(t)dWt
]
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= E
[(∫ 1
0
(I − L)α/2b(s, ω)ds
)
(I − L)−α/2
∫ 1
0
G(ω)e(t)dWt
]
=
∫ 1
0
E
[
(I − L)α/2b(s, ω)(I − L)−α/2
∫ 1
0
G(ω)e(t)dWt
]
ds
=
∫ 1
0
Dαp (C)
〈
b(s, ω),
∫ 1
0
G(ω)e(t)dWt
〉
D
−α
q (C)
ds
=
∫ 1
0
∫ 1
0 D
α−1
p (C)
〈
Dtb(s, ω), G(ω)e(t)
〉
D
−(α−1)
q (C)
dtds
=
∫ 1
0
∫ 1
0
E
[
(I − L)(α−1)/2Dtb(s, ω)(I − L)−(α−1)/2G(ω)e(t)
]
dtds
= E
[∫ 1
0
∫ 1
0
(I − L)(α−1)/2Dtb(s, ω)e(t)dtds(I − L)−(α−1)/2G(ω)
]
=
D
α−1
p (C)
〈∫ 1
0
∫ 1
0
Dtb(s, ω)e(t)dtds,G(ω)
〉
D
−(α−1)
q (C)
,
which completes the proof.
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