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4Введение
Пептидные соединения (пептиды) — это вещества, молекулы которых содержат два
и более остатков аминокислот, соединенных в цепь пептидными связями. Существуют
живые организмы, способные продуцировать природные пептидные соединения, оказы­
вающие сильное подавляющее действие на рост и размножение бактерий – натураль­
ные антибиотики. В связи с проблемой резистентности существующих антибиотиков
к грамм-положительным бактериям и недавними успехами, связанными с открытием
теиксобактина – антибиотика, активного в отношении данных бактерий, задача иден­
тификации природных пептидных соединений вновь становится задачей высокой важ­
ности в сфере протеомики. Она заключается в следующем: для исследуемого образца в
базе необходимо найти наиболее близкое по структуре к нему пептидное соединение. В
связи с тем, что схожесть структур во многих случаях влечет за собой схожесть свойств
соединений, решение данной задачи помогает в исследовании новых образцов.
Самым распространенным инструментом для идентификации пептидных соедине­
ний является масс-спектрометрия: исследуемый образец режется на части при помощи
химических реакций, после чего измеряется масса каждого полученного фрагмента,
и в дальнейшем исследуется полученный массив масс, который называют спектром
[1]. Тогда задача идентификации пептидного соединения сводится к тому, чтобы найти
наиболее похожий спектр теоретического пептида из базы на полученный по образцу
экспериментальный спектр и оценить эту похожесть.
Для случая пептидных соединений линейной структуры, существует метод MS­
GF+ [2], решающий задачу, используя комбинаторные методы. Однако в случае при­
родных пептидных соединений, зачастую имеющих сложную нелинейную структуру,
метод MS-GF+ не может быть применен, и задача решается только вероятностными
подходами.
В [3] был предложен новаторский подход под названиемMS-DPR (Mass Spectrometry
Direct Probality Distribution), работающий при определенных ограничениях, наложен­
ных на структуру химических соединений, и основанный на методе Монте-Карло на
марковских цепях. Тем не менее, данный метод не дает никакой информации о точно­
сти полученных оценок, а также сильно зависит от длины марковской цепи, строящейся
в процессе работы метода.
5В данной работе был предложен алгоритм, который также основывается методе
Монте-Карло на марковских цепях: доказано что оценки по данному методу являются
асимптотически несмещенными. В добавление к этому предложен критерий остановки
построения марковской цепи, который позволяет получить длину траектории, достаточ­
ную для получения оценки заданной точности.
6Глава 1
Постановка задачи
Будем считать, что мера схожести экспериментального спектра 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 на тео­
ретический спектр известного пептида 𝑃 из базы вычисляется при помощи некоторой
функции 𝑆𝑐𝑜𝑟𝑖𝑛𝑔(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚, 𝑃 ). Ясно, что спектр, вычисленный по пептидному соеди­
нению 𝑃 зависит от его фрагментации в масс-спектрометре, а значит, при различных
схемах фрагментации 𝑃 значения 𝑆𝑐𝑜𝑟𝑖𝑛𝑔(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚, 𝑃 ) будут различны. Опишем мо­
дель фрагментации пептидных соединений, предложенную в [3].
1.1. Модель фрагментации пептидных соединений
Фиксированную химическую структуру пептидного соединения 𝑃 будем представ­
лять в виде слабо-связного ориентированного графа 𝐺 = (𝑉,𝐸), вершинами которого
будут аминокислоты, а ребрами — химические связи между ними. Множество вершин
графа 𝐺 будем обозначать за 𝑉 (𝐺), а множество ребер за 𝐸(𝐺). Для подграфа 𝐺′ ⊂ 𝐺
будем определять его массу как
𝑀𝑎𝑠𝑠(𝐺′) =
∑︁
𝑣∈𝑉 (𝐺′)
𝑀𝑎𝑠𝑠(𝑣), (1.1)
где 𝑀𝑎𝑠𝑠(𝑣) — масса вершины 𝑣. Соответственно, масса всего графа 𝑀𝑎𝑠𝑠(𝐺) будет
равняться сумме масс всех аминокислот, входящих в данное соединение.
Теперь, ребро в графе будем называть мостом, если при его удалении граф стано­
вится несвязным. Пару ребер будем называть tc-ребрами (от two-cut), если оба ребра
не являются мостами, но при этом их совместное удаление делает граф несвязным.
Обозначим 𝒞𝑏 — множество всех мостов графа 𝐺, 𝒞𝑡𝑐 — множество всех его tc­
ребер. Их объединение 𝒞 = 𝒞𝑏 ∪ 𝒞𝑡𝑐 будем называть множеством разрезов. Все одноэле­
ментные подмножества множества 𝒞 (то есть мосты и пары tc-ребер) будем называть
соответственно разрезами.
Теперь каждому разрезу 𝐶 ′ ∈ 𝒞 можно сопоставить такой подграф 𝐺′ = 𝐺(𝐶 ′), что
𝐸(𝐺′) = 𝐸(𝐺) ∖𝐶 ′, a 𝑉 (𝐺′) = 𝑉 (𝐺). По определению разрезов, полученный подграф 𝐺′
распадается на две компоненты связности 𝐺1(𝐶 ′) и 𝐺2(𝐶 ′), которым по формуле (1.1)
можно сопоставить их массы 𝑚𝑏 = 𝑀𝑎𝑠𝑠(𝐺1(𝐶 ′)) и 𝑚𝑦 = 𝑀𝑎𝑠𝑠(𝐺2(𝐶 ′)).
7Таким образом по графу 𝐺 и множеству 𝒞 можно сформировать вектора 𝑚𝑏 =
(𝑚
(1)
𝑏 , . . . ,𝑚
(|𝒞|)
𝑏 ) и 𝑚𝑦 = (𝑚
(1)
𝑦 , . . . ,𝑚
(|𝒞|)
𝑦 ), где 𝑚(𝑖)𝑏 = 𝑚(𝐺1(𝐶
(𝑖))), 𝑚(𝑖)𝑦 = 𝑚(𝐺2(𝐶(𝑖))), а
𝐶(𝑖) ∈ 𝒞.
Вектор 𝑚𝑏 в дальнейшем будем называть теоретическим спектром и положим
𝑆 = 𝑚𝑏. Заметим, что по 𝑀𝑎𝑠𝑠(𝐺) и вектору 𝑚𝑏 можно вычислить вектор 𝑚𝑦.
Теоретический спектр может быть представлен иным образом. Сформируем мат­
рицу 𝐻 = {ℎ𝑖𝑗} размера |𝒞| × |𝑉 (𝐺)| по следующему правилу:
ℎ𝑖𝑗 =
⎧⎪⎨⎪⎩1, если 𝑗 ∈ 𝑉 (𝐺1(𝐶
(𝑖)))
0, иначе
.
Тогда, теоретический спектр имеет вид 𝑆 = 𝐻𝜇, где 𝜇 — вектор масс аминокислот
(вершин графа 𝐺).
1.2. Вероятностная модель спектра пептида
Пусть 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 — спектр исследуемого образца, вычисленный экспериментально,
𝑃 — пептидное соединение с известной структурой. Граф 𝐺 — граф химической струк­
туры пептида 𝑃 .
Обозначим заℳ множество векторов, удовлетворяющих следующему условию:
ℳ =
⎧⎨⎩(︀𝜇1, . . . , 𝜇|𝑉 (𝐺)|)︀ , | 𝜇𝑖 > 0,
|𝑉 (𝐺|∑︁
𝑖=1
𝜇𝑖 = 𝑀𝑎𝑠𝑠(𝐺)
⎫⎬⎭ . (1.2)
Данное множество представляет собой всевозможные пептидные соединения, имеющие
одинаковую массу и химическую структуру. Отсюда, нашей задачей является оценка
вероятности
𝑝 = P(𝑆𝑐𝑜𝑟𝑖𝑛𝑔(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚,𝐻𝜇) ≥ 𝑡), (1.3)
где 𝜇 — случайная величина, равномерно распределенная на множествеℳ, 𝑡 — некото­
рый заранее фиксированный порог. В дальнейшем будем обозначать:
𝑆𝑐𝑜𝑟𝑒(𝜇) := 𝑆𝑐𝑜𝑟𝑖𝑛𝑔(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚,𝐻𝜇).
8Глава 2
Метод Монте-Карло на марковских цепях
2.1. Метод Монте-Карло и метод существенной выборки
Стандартным методом для вычисления оценок вероятности вида (1.3) является
метод Монте-Карло. Рассмотрим случайную величину 𝜉, определенную на некотором
вероятностном пространстве (Ω,ℱ ,P) с распределением 𝒫 и соответствующей плотно­
стью 𝑓 относительно меры 𝜈. Обозначим 𝑝 = P(𝜉 ∈ 𝐴).
Определение 1. Пусть 𝑥1, . . . , 𝑥𝑁 — независимые одинаково распределенные случай­
ные величины с распределением 𝒫. Оценкой величины 𝑝 по методу Монте-Карло назы­
вается ̂︀𝑝𝑀𝐶 = 1
𝑁
𝑁∑︁
𝑖=1
1l{𝑥𝑖 ∈ 𝐴}.
Дисперсия такой оценки D(̂︀𝑝𝑀𝐶) = 𝑝(1−𝑝)𝑁 сходится к 0 при 𝑁 →∞, однако относи­
тельная ошибка
RE(̂︀𝑝MC) = D(̂︀𝑝MC)𝑝2 = 𝑝(1− 𝑝)𝑁𝑝2 = 1𝑁𝑝 − 1𝑁 −→∞, (2.1)
при 𝑝 → 0. Из формулы (2.1) следует, например, что при ̂︀𝑝MC ≈ 10−10 для получения
RE(̂︀𝑝MC) ≈ 10−2 нужно иметь последовательность 𝑥𝑖 длиной в 1014. Поэтому обычный
метод Монте-Карло является очень трудоемким для задачи оценки редких событий.
Одним из способов уменьшения относительной ошибки является метод существен­
ной выборки. В предложенных выше обозначениях положим 𝒬 — некоторое распреде­
ление, определенное на (Ω,ℱ) с соответствующей функцией распределения 𝑄 и плот­
ностью 𝑞 относительно меры 𝜈. Предположим также, что существует производная Ра­
дона-Никодима 𝑑𝒫/𝑑𝒬, которая в случае существования плотностей 𝑓 и 𝑞 имеет вид
𝑑𝒫/𝑑𝒬 =
⎧⎪⎨⎪⎩
𝑓(𝑥)
𝑞(𝑥)
, 𝑞(𝑥) ̸= 0
0, 𝑞(𝑥) = 0
.
Определение 2. Пусть 𝑥1, . . . , 𝑥𝑁 — одинаково распределенные случайные величины
с распределением 𝒬. Оценкой Монте-Карло по методу существенной выборки для ве­
9роятности 𝑝 будем называть величину
̂︀𝑝𝐼𝑆 = 1
𝑁
𝑁∑︁
𝑖=1
𝑓(𝑥𝑖)
𝑞(𝑥𝑖)
1l{𝑥𝑖∈𝐴}.
Замечание 1. Оценка является состоятельной, так как по закону больших чисел,
̂︀𝑝𝐼𝑆 = 1
𝑚
𝑚∑︁
𝑖=1
𝑓(𝑥𝑖)
𝑞(𝑥𝑖)
1l{𝑥𝑖∈𝐴}
P−−−→
𝑚→∞
∫︁
𝐴
𝑓(𝑥)
𝑞(𝑥)
𝑑𝑄 =
∫︁
𝐴
𝑓(𝑥) 𝑑𝜈 = E𝐹1l{𝑋𝑛∈𝐴} = 𝑝.
Предположим теперь, что плотность 𝑞 имеет конкретный вид, а именно зависит от
плотности 𝑓 и весовой функции 𝑤:
𝑞(𝑥) = 𝑐𝑤(𝑥)𝑓(𝑥), (2.2)
где 𝑐 > 0 — нормирующая константа. Тогда оценка по методу существенной выборки
имеет следующий вид:
̂︀𝑝𝐼𝑆 =
𝑁∑︀
𝑛=1
1l{𝑥𝑛∈𝐴}/𝑤(𝑥𝑛)
𝑁∑︀
𝑛=1
1/𝑤(𝑥𝑛)
. (2.3)
То есть при таком виде моделирующей плотности 𝑞 получаем, что оценка по методу
существенной выборки не будет зависеть от вида плотностей 𝑓 и 𝑞, но будет зависеть
от вида весовой функции 𝑤.
2.2. Метод Метрополиса-Гастингса
Чтобы построить оценку по методу существенной выборки с моделирующей плот­
ностью вида (2.2), нужно уметь моделировать случайные величины c распределением
𝒬. Данная задача является нетривиальной из-за того, что нормирующая константа 𝑐
неизвестна и веса могут быть произвольными. Вместо этого мы будем строить марков­
скую цепь (𝑥𝑛)𝑛≥1 со стационарным распределением, равным 𝒬, при помощи метода
Метрополиса-Гастингса [4]: он удобен тем, что не требует вычисления константы нор­
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мировки 𝑐. Ниже представлено формальное описание алгоритма.
Algorithm 1: Алгоритм Метрополиса-Гастингса
Input: Текущее состояние 𝑥𝑖, переходная плотность 𝛾(· | 𝑥)
Output: Следующее состояние 𝑥𝑖+1
1 Моделируется случайная величина 𝑦 с условным распределением 𝛾(·|𝑥 = 𝑥𝑖)
2 Моделируется случайная величина 𝑟, равномерно распределенная на
промежутке [0; 1]
3 Вычисляется доверительная вероятность 𝛼 = min
(︁
𝑞(𝑦)𝛾(𝑥𝑖|𝑦)
𝑞(𝑥𝑖)𝛾(𝑦|𝑥𝑖) , 1
)︁
4 Если 𝑟 < 𝛼, то 𝑥𝑖+1 ← 𝑦, иначе 𝑥𝑖+1 ← 𝑥𝑖
Замечание 2. Данный алгоритм удовлетворяет уравнению детального баланса [5].
Стационарным распределением полученной в результате работы алгоритма марков­
ской цепи является 𝒬.
2.3. Описание алгоритма построения ̂︀𝑝𝐼𝑆
Таким образом, общая идея алгоритма сводится к следующему:
1. Определенным образом оцениваются значения весовой функции 𝑤.
2. При помощи метода Метрополиса-Гастингса моделируется марковская цепь со ста­
ционарным распределением 𝒬 с плотностью 𝑞 вида (2.2).
3. Вычисляется оценка интересующей нас вероятности по формуле (2.3).
В следующей главе описаны особенности данного алгоритма для задачи оценки веро­
ятности (1.3): представлен способ оценки значений весовой функции 𝑤, предложен вид
переходной плотности для метода Метрополиса-Гастингса.
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Глава 3
Особенности реализации построения ̂︀𝑝𝐼𝑆
Итак, используем описанный подход для оценки вероятности (1.3).
1. В качестве плотности 𝑓 будем рассматривать плотность равномерного распреде­
ления на множествеℳ.
2. Положим 𝑞(𝜇) = 𝑐𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇))𝑓(𝜇), то есть весовая функция 𝑤 зависит от значений
функции 𝑆𝑐𝑜𝑟𝑒.
3. Заметим, что если задать значения весовой функции как
𝑤(𝑆) ≈ 1
P(𝑆𝑐𝑜𝑟𝑒(𝜇) = 𝑆)
, (3.1)
в предположении, что функция 𝑆𝑐𝑜𝑟𝑒 принимает значение на дискретном множе­
стве, то при моделировании векторов масс 𝜇 с такой плотностью 𝑞, распределение
значений 𝑆𝑐𝑜𝑟𝑒(𝜇) будет близко к равномерному на множестве [𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎𝑥] всевоз­
можных значений 𝑆𝑐𝑜𝑟𝑒.
То есть выбор весов таким образом уменьшает относительную ошибку оценки
RE(̂︀𝑝IS).
3.1. Оценка весовой функции по методу Ванга-Ландау
Для построения оценки такой весовой функции ̂︀𝑤 будем использовать алгоритм
Ванга-Ландау [6]. Данный алгоритм является адаптивной модификацией метода Метро­
полиса-Гастингса и позволяет оценить требуемые веса одновременно с моделированием
траектории цепи. Однако получающаяся в результате работы алгоритма цепь, вообще
говоря, не является марковской, так как зависит от всей «истории» цепи. В связи с
этим данный алгоритм используется только для оценки значений весовой функции 𝑤.
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Ниже приведено формальное описание этого алгоритма.
Algorithm 2: Алгоритм Ванга-Ландау
Input: Количество значений функции 𝑆𝑐𝑜𝑟𝑒, максимальное количество шагов
для метода Метрополиса-Гастингса на каждой итерации 𝑀𝑚𝑎𝑥,
диапазон [𝐿𝐶𝑚𝑖𝑛;𝐿𝐶𝑚𝑎𝑥], 𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎𝑥
Output: Оценки ln(𝑤)
1 𝐿𝐺𝑊 [𝑆𝑚𝑖𝑛, . . . , 𝑆𝑚𝑎𝑥] ← 0, 𝐻𝑖𝑠𝑡[𝑆𝑚𝑖𝑛, . . . , 𝑆𝑚𝑎𝑥] ← 0
2 𝐿𝐶 ← 𝐿𝐶𝑚𝑎𝑥, 𝑀 = 0 – счетчик шагов
3 while 𝐿𝐶 > 𝐿𝐶𝑚𝑖𝑛 do
4 Моделируется текущее значение 𝜇 ∈ℳ, вычисляется 𝑆𝑐𝑜𝑟𝑒(𝜇).
5 while 𝑀 < 𝑀𝑚𝑎𝑥 или 𝐻𝑖𝑠𝑡 не соответствует «критерию равномерности»
do
6 Шаг метода Метрополиса-Гастингса с 𝑞(𝜇) = 𝑐𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇))𝑓(𝜇), где
𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇)) = 𝐿𝐺𝑊 [𝑆𝑐𝑜𝑟𝑒(𝜇)− 𝑆𝑚𝑖𝑛 + 1]. В результате этого шага
получается новое состояние цепи ?˜?.
7 𝐿𝐺𝑊 [𝑆𝑐𝑜𝑟𝑒(?˜?)] ← 𝐿𝐺𝑊 [𝑆𝑐𝑜𝑟𝑒(?˜?)]− 𝐿𝐶,
𝐻𝑖𝑠𝑡[𝑆𝑐𝑜𝑟𝑒(?˜?)] ← 𝐻𝑖𝑠𝑡[𝑆𝑐𝑜𝑟𝑒(?˜?)] + 1.
8 end
9 𝐿𝐶 ← 𝐿𝐶/2 и обнулить 𝐻𝑖𝑠𝑡, 𝑀 .
10 end
Замечание 3. Будем считать, что гистограмма удовлетворяет «критерию равно­
мерности», если для всех 𝑖 ∈ {𝑆𝑚𝑖𝑛, . . . , 𝑆𝑚𝑎𝑥} выполняется 𝐻𝑖𝑠𝑡[𝑖] > 20 и 𝐻𝑖𝑠𝑡[𝑖] боль­
ше, чем 70% и меньше, чем 130% от среднего значения по гистограмме.
3.2. Выбор переходной плотности 𝛾
В методе Метрополиса-Гастингса кандидата на следующее значение марковской
цепи будем моделировать следующим образом:
пусть 𝜇 = (𝜇1, . . . , 𝜇|𝑉 (𝐺)|) ∈ ℳ — текущее состояние. Пронумеруем ребра графа 𝐺 и
смоделируем следующее состояние ?˜? таким образом:
1. Промоделируем равномерно распределенный индекс 𝑖 на {1, . . . , |𝐸(𝐺)|} и выберем
ребро 𝑒𝑖 ∈ 𝐸(𝐺). Положим 𝑣1 = 𝑏𝑒𝑔(𝑒𝑖), 𝑣2 = 𝑒𝑛𝑑(𝑒𝑖) как начало и конец ребра 𝑒𝑖.
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2. Положим 𝜇𝑏𝑒𝑔 ← 𝑚(𝑣1), 𝜇𝑒𝑛𝑑 ← 𝑚(𝑣2).
3. Смоделируем равномерно случайную величину 𝛿 на [−𝜇𝑏𝑒𝑔;𝜇𝑒𝑛𝑑].
4. Положим ?˜?𝑏𝑒𝑔 ← 𝜇𝑏𝑒𝑔 + 𝛿, ?˜?𝑒𝑛𝑑 ← 𝜇𝑒𝑛𝑑 − 𝛿, и ?˜?𝑖 ← 𝜇𝑖 для остальных 𝑖.
Замечание 4. Можно проверить, что для данной переходной плотности выполняет­
ся уравнение детального баланса [5].
Замечание 5. При таком выборе переходной плотности 𝛾 доверительная вероят­
ность 𝛼 в методое Метрополиса-Гастингса для моделирования марковской цепи со
стационарным распределением 𝒬 и плотностью 𝑞(𝜇) = 𝑐𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇))𝑓(𝜇) будет иметь
вид
𝛼 = min
(︂
𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇))
𝑤(𝑆𝑐𝑜𝑟𝑒(?˜?))
, 1
)︂
.
Иными словами, на каждом шаге мы отдаем предпочтение тому вектору масс, чей
весовой коэффициент значения 𝑆𝑐𝑜𝑟𝑒 больше.
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Глава 4
Оценка дисперсии и критерий остановки
4.1. Способы вычисления дисперсии
Теперь по описанному выше алгоритму мы можем получить оценку ̂︀𝑝𝐼𝑆 для веро­
ятности (1.3). Однако необходимо уметь вычислять точность ̂︀𝑝𝐼𝑆.
В предположении, что выполняется центральная предельная теорема [7] для мар­
ковской цепи 𝜇1, . . . , 𝜇𝑁
√
𝑁(̂︀𝑝𝐼𝑆 − 𝑝) 𝒟====⇒
𝑁→+∞
𝒩 (0, 𝜎2𝑝), (4.1)
для некоторого 𝜎2𝑝 > 0, и зная некоторую строго состоятельную оценку ̂︀𝜎2𝑁 величины
𝜎2𝑝 (̂︀𝜎2𝑁 п.н.−−−−→
𝑁→+∞
𝜎2𝑝), мы можем построить доверительный интервал:
𝐶𝑁 = (̂︀𝑝𝐼𝑆 − 𝑧𝛿/2̂︀𝜎𝑁/√𝑁 ; ̂︀𝑝𝐼𝑆 + 𝑧𝛿/2̂︀𝜎𝑁/√𝑁), (4.2)
где 𝑧𝛿/2 — квантиль нормального распределения 𝒩 (0, 1) уровня 𝛿/2. Тогда точность
оценки ̂︀𝑝𝐼𝑆 будет охарактеризована шириной этого доверительного интервала
𝑤𝛿 = 2𝑧𝛿/2̂︀𝜎𝑁/√𝑁.
Существуют различные способы вычисления ̂︀𝜎2𝑁 вдоль траектории марковской це­
пи [8]. Одним из таких методов них является метод overlapping batch means (OBM),
принцип которого основан на разбиении траектории 𝜇1, . . . , 𝜇𝑁 на 𝑁 − 𝑏𝑁 + 1 пере­
крывающихся отрезков длины 𝑏𝑁 и вычислении интересующей оценки на каждом из
отрезков
̂︀𝑝(𝑗)𝐼𝑆 =
𝑏𝑁∑︀
𝑖=1
1l{𝜇𝑖+𝑗∈𝐴}/𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇𝑖+𝑗))
𝑏𝑁∑︀
𝑖=1
1/𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇𝑖+𝑗))
. (4.3)
Тогда оценка дисперсии будет иметь вид
̂︀𝜎2𝑁 = 𝑁𝑏𝑁(𝑁 − 𝑏𝑁)(𝑁 − 𝑏𝑁 + 1)
𝑁−𝑏𝑁∑︁
𝑗=0
(︁̂︀𝑝𝐼𝑆 − ̂︀𝑝(𝑗)𝐼𝑆)︁2 .
В [8] показано, что такая оценка является сильно состоятельной оценкой дисперсии.
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Тем не менее, этот метод не может оценивать дисперсию рекурсивно, и следователь­
но, если траектория цепи увеличивается последовательно (𝑁 , 2𝑁 ,. . . ), то при каждом
увеличении длины траектории необходимо полностью пересчитывать оценку и поэто­
му хранить всю траекторию. Поэтому в случае, когда длина траектории становится
очень большой, данный подход становится трудоемким по времени и требует хранения
массива большой длины.
Однако появились методы, позволяющие рекурсивно пересчитывать оценку дис­
персии 𝜎2𝑝 за 𝑂(1) по времени и памяти. Метод [9], появившийся исторически раньше
остальных, использует следующий алгоритм: пусть (𝑎𝑘)𝑘∈N — строго возрастающая по­
следовательность целых чисел, 𝑎1 = 1 и 𝑎𝑘+1 − 𝑎𝑘 −→ ∞ при 𝑎𝑘 → ∞. Определим
последовательность (𝑡𝑖)𝑖∈N: 𝑡𝑖 = 𝑎𝑘 при 𝑎𝑘 ≤ 𝑖 < 𝑎𝑘+1. Тогда оценка дисперсии имеет вид
̂︀𝜎2𝑁 = 𝑁∑︁
𝑖=1
(︁̂︀𝑝𝐼𝑆 − ̂︀𝑝(𝑗)𝐼𝑆)︁2 / 𝑁∑︁
𝑖=1
(𝑖− 𝑡𝑖 + 1),
где
̂︀𝑝(𝑖)𝐼𝑆 =
𝑖∑︀
𝑘=𝑡𝑖
1l{𝜇𝑘∈𝐴}/𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇𝑘))
𝑖∑︀
𝑘=𝑡𝑖
1/𝑤(𝑆𝑐𝑜𝑟𝑒(𝜇𝑘))
.
В данной работе используется разработанный позднее подход [10] базирующийся
на идее, описанной в [9], с тем дополнением, что размер отрезков корректируется при
помощи второй последовательности {𝑏𝑘}, 𝑎𝑘−𝑏𝑘 > 0, определяющей количество элемен­
тов в 𝑘−ом отрезке.
В [10] показано, что оценки являются состоятельными и имеют среднеквадратиче­
ское отклонение такого же порядка, как и оценки, полученные при помощи OBM.
4.2. Варианты критерия остановки
В практических задачах необходимо уметь вычислять вероятности (1.3) для кол­
лекции пар (𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚, 𝑃 ). Поэтому нет возможности находить достаточное для постро­
ения оценки заданной точности 𝑁 для каждой конкретной траектории.
В [11] был предложен автоматический критерий остановки, основанный на том,
что моделирование траектории прекращается, когда отношение ширины доверительно­
го интервала 𝐶𝑁 к оценке дисперсии вдоль траектории меньше заданного порога.
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Формально, обозначим теоретическую дисперсию вдоль траектории за 𝜆𝑝. Заме­
тим, что 𝜆𝑝 ̸= 𝜎2𝑝 из-за того, что случайные величины, входящие в марковскую цепь,
коррелированные. Положим ̂︀𝜆𝑁 п.н.−−−−→
𝑁→+∞
𝜆𝑝.
Дополнительно введем обозначение
𝑁𝜀 = inf{𝑛 ≥ 0 : 𝑤𝛿/2
√
𝑁 ≤ 𝜀̂︀𝜆𝑁}.
Тогда при 𝑁 → ∞ и 𝜀 → 0 моделирование прекратится п.н. и при 𝑁 → ∞ имеет
место сходимость
P(𝑝 ∈ 𝐶𝑁𝜀) → 1− 𝛿,
где 𝐶𝑁 определено в (4.2).
Полезная модификация этого подхода основывается на том, что часто нужно не
вычислить 𝑝 максимально точно, а понять, выполняется ли неравенство
𝑝 < 𝑝0, (4.4)
где 𝑝0 — фиксированный порог, который часто значительно больше оцениваемых веро­
ятностей 𝑝 (например 𝑝0 ≈ 10−7 при 𝑝 < 10−10). Таким образом, если для какого-то 𝜀0
выполняется 𝑝0 ̸∈ 𝐶𝑁𝜀0 , то из этого автоматически вытекает (4.4) или обратное неравен­
ство с вероятностью 1− 𝛿 при 𝑁 →∞.
Поэтому в данной постановке задачи моделирование будем прекращать, когда 𝑝0
в первый раз выйдет за пределы доверительного интервала 𝐶𝑁𝜀𝑖 , где {𝜀𝑖} — убываю­
щая последовательность. Такая модификация позволяет существенно уменьшить длину
моделируемой траектории, так как она будет зависеть от 𝑝0 ≫ 𝑝.
4.3. Теоретические аспекты в рамках исследуемой задачи
Для того, чтобы пользоваться оценкой дисперсии и критерием остановки, необхо­
димо, чтобы марковская цепь 𝜇1, . . . , 𝜇𝑁 удовлетворяла определенным свойствам: ста­
ционарным распределением должно являться распределение 𝒬; должен выполняться
закон больших чисел, чтобы оценка ̂︀𝑝𝐼𝑆 была состоятельной оценкой вероятности (1.3);
а также должна выполняться центральная предельная теорема (4.1) для возможности
вычисления дисперсии и доверительных интервалов.
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4.3.1. Дискретный случай
Сначала рассмотрим следующую марковскую цепь. Предположим, что простран­
ство состояний — этоℳd = {(𝑚1, . . . ,𝑚|𝑉 (𝐺|), | 𝑚𝑖 > 0,
|𝑉 (𝐺)|∑︀
𝑖=1
𝜇𝑖 = 𝑀}, где все 𝑚𝑖 ∈ N,𝑀
фиксировано. Переходная плотность 𝛾 в методе Метрополиса-Гастингса имеет следую­
щий вид (текущее состояние (𝑚1, . . . ,𝑚|𝑉 (𝐺)|), следующее состояние (?˜?1, . . . , ?˜?|𝑉 (𝐺)|)).
1. Равномерно моделируется индекс 𝑖 на множестве {1, . . . , |𝑉 (𝐺)|}.
2. Равномерно моделируется случайная величина 𝛿 на множестве
{−𝑚𝑖 + 1, . . . ,𝑚(𝑖+1) mod |𝑉 (𝐺)| − 1}.
3. Положим
?˜?𝑖 ← 𝑚𝑖 + 𝛿, (4.5)
?˜?𝑖+1 ← 𝑚𝑖+1 − 𝛿, (4.6)
?˜?𝑘 ← 𝑚𝑘, 𝑘 ̸= 𝑖, 𝑖 + 1. (4.7)
Такая цепь является дискретным аналогом марковской цепи, полученной в предло­
женном алгоритме. Ясно, что пространство состояний данной цепи конечно и дискретно
(количество целых точек в ограниченной области в R|𝑉 (𝐺)|).
Теорема 1. Данная марковская цепь является эргодической.
Доказательство. Апериодичность цепи очевидна по структуре алгоритма. Теперь дока­
жем неприводимость данной цепи. Покажем, что вероятность перейти из произвольного
состояния 𝜇 в некоторое произвольное состояние ?˜? положительная. В силу того, что на
каждом шаге метода Метрополиса-Гастингса мы с ненулевой вероятностью переходим
в новое состояние, то достаточно предложить последовательность 𝑚(1), . . . ,𝑚(𝑘), такую
что𝑚(1) ∼ 𝛾(· | 𝑚), . . . , ?˜? ∼ 𝛾(· | 𝑚(𝑘)), иными словами, предъявить последовательность
действий вида (4.7).
Во-первых, заметим, что (4.7) реализует всевозможные транспозиции вектора (а
значит из любой перестановки вектора можно получить исходный за конечное число
шагов).
Докажем наше утверждение по индукции (𝑛 = |𝑉 (𝐺)|):
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1. База 𝑛 = 2. Очевидно, что из вектора 𝑚 = (𝑚1,𝑚2) можно получить вектор
(𝑚1,𝑚2), взяв 𝑖 = 1 и 𝛿 = ?˜?1 − 𝑚1. Условие ?˜?1 − 𝑚1 ∈ {−𝑚1 + 1, . . . ,𝑚2 − 1}
переписывается в виде ?˜?1 ∈ {1, . . . ,𝑀 − 1}, что всегда верно.
2. Теперь покажем, что если вектора 𝑚 = (𝑚1, . . . ,𝑚𝑛) и ?˜? = (?˜?1, . . . , ?˜?𝑛) не име­
ют общих элементов, то за конечное число шагов из вектора 𝑚 можно получить
вектор, имеющий один общий элемент c ?˜?. Рассмотрим некоторую пару (𝑚𝑖,𝑚𝑗).
В силу того, что нашим преобразованием реализуются транспозиции, можем счи­
тать не умаляя общности 𝑗 = 𝑖 + 1,𝑚𝑖 < 𝑚𝑗. После преобразования (4.7) каждый
из этих элементов может перейти в диапазон {1, . . . ,𝑚𝑖+𝑚𝑗−1}. Значит, если если
в какой-то паре (?˜?𝑘, ?˜?ℓ) хотя бы один из элементов лежит в данном промежутке,
то из (𝑚𝑖,𝑚𝑗) можно получить пару, имеющую общий элемент с (?˜?𝑘, ?˜?ℓ). А такая
пара обязательно существует, в противном случае все элементы ?˜? больше 𝑚, что
противоречит равенству сумм
∑︀
?˜?𝑖 и
∑︀
𝑚𝑖.
3. Теперь можно последовательно применить описанный выше шаг, уменьшая коли­
чество не совпадающих элементов на единицу, пока их не станет два.
Таким образом, марковская цепь является неприводимой и апериодичной, а следова­
тельно является эргодической.
Следствие. Для представленной марковской цепи выполяется центральная предель­
ная теорема и закон больших чисел.
В случае, когда пространство состояний становится непрерывным, ситуация услож­
няется. Сначала введем несколько определений, для того, чтобы предъявить необходи­
мые условия для ЗБЧ и ЦПТ в данном контексте [12].
4.3.2. Сведения из теории марковских цепей
Пусть (𝑋𝑛)𝑛≥0 — марковская цепь, определенная на множестве X, с переходным
распределением 𝑃 . Иными словами
𝑃 (𝑥,𝐴) = P(𝑋𝑛 ∈ 𝐴 | 𝑋𝑛−1 = 𝑥),
𝑃 𝑛(𝑥,𝐴) = P(𝑋𝑛 ∈ 𝐴 | 𝑋0 = 𝑥),
для некоторого борелевского множества 𝐴.
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Определение 3. Марковская цепь (𝑋𝑛)𝑛≥0 называется 𝜙-неприводимой, если для
меры 𝜙 выполняется
𝜙(𝐴) > 0 =⇒
∑︁
𝑛
𝑃 𝑛(𝑥,𝐴) > 0, 𝑥 ∈ X.
Определение 4. Множество 𝐶 ⊂ X называется small-множеством, если суще­
ствуют 𝛿 > 0, 𝑛 > 0 и вероятностная мера 𝜈, сосредоточенная на множестве 𝐶,
такие что
𝑃 𝑛(𝑥, ·) ≥ 𝛿𝜈(·), 𝑥 ∈ 𝐶. (4.8)
Определение 5. Марковская цепь (𝑋𝑛)𝑛≥0 называется апериодичной, если для всех
small-множеств 𝐶, таких что 𝜙(𝐶) > 0, наибольший делитель констант 𝑛 из (4.8)
равен единице.
Определение 6. Марковская цепь (𝑋𝑛)𝑛≥0 называется Харрис-рекуррентной, если
существует 𝐴 ⊂ X, 𝛽 > 0, 𝑚 ≥ 1 и вероятностная мера 𝜓 на X, такие что
1. P𝑥(𝑇𝐴 <∞) = 1, 𝑥 ∈ X, где 𝑇𝐴 = inf{𝑛 ≥ 0 | 𝑋𝑛 ∈ 𝐴}
2. P𝑥(𝑋𝑚 ∈ ·) ≥ 𝛽𝜓(·), 𝑥 ∈ 𝐴.
Если марковская цепь является 𝜙-неприводимой, апериодичной и Харрис-рекур­
рентной, то говорят, что она является Харрис-эргодической.
Предположим что марковская цепь является Харрис-эргодической со стационар­
ным распределением 𝜋. В таком предположении выполняется сильная сходимость [12]
||𝑃 𝑛(𝜇leb, ·)− 𝜋(·)|| −→ 0, 𝑛→∞,
где 𝑃 𝑛(𝜇leb, ·) = ∫︀
X
𝑃 𝑛(𝑥,𝐴)𝜇leb(𝑑𝑥) и || · || — норма полной вариации.
Определение 7. Говорят, что марковская цепь сходится с геометрической скоро­
стью сходимости, если
||𝑃 𝑛(𝑥, ·)− 𝜋(·)|| ≤𝑀(𝑥)𝑡𝑛,
где 𝑀(𝑥) — некоторая неотрицательная функция, а 0 < 𝑡 < 1.
Имеет место следующая теорема [12]:
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Теорема 2. Рассмотрим марковскую цепь (𝑋𝑛)𝑛≥0 со стационарным распределением
𝜋 и функцию 𝑓 : X −→ R. Пусть 𝑉 : X −→ [1;∞). Если существуют константы
𝑑 > 0, 𝑏 <∞ и 0 ≤ 𝜏 < 1, такие что∫︁
𝑉 (𝑦)𝑃 (𝑥, 𝑑𝑦)− 𝑉 (𝑥) ≤ −𝑑[𝑉 (𝑥)]T + 𝑏1l{𝑥∈𝐶}, 𝑥 ∈ X, (4.9)
где 𝐶 — small-множество, и при этом 𝑓 2(𝑥) ≤ 𝑉 (𝑥) для всех 𝑥 ∈ X, то 𝜎2𝑓 ∈ [0;∞), и
если 𝜎2𝑓 > 0, то для любого начального распределения
√
𝑁(
1
𝑁
∑︁
𝑖
= 1𝑁𝑓(𝑋𝑖)− E𝜋𝑓) 𝐷−→ 𝒩 (0, 𝜎2𝑓 ).
4.3.3. Непрерывный случай
Утверждение 1. Марковская цепь, полученная в предложенном алгоритме является
𝑞-неприводимой.
Доказательство. Для каждого вектора 𝜇𝑖 ∈ ℳ существует открытое множество 𝐴𝑖
такое, что 𝛾(𝜇 | 𝜇𝑖) > 0, 𝜇 ∈ 𝐴𝑖. Ясно, что
⋃︀
𝑖
𝐴𝑖 покрывает все множество ℳ. В силу
того, что ℳ является компактным, то из такого покрытия можно выбрать конечное
подпокрытие. А значит, 𝑃 𝑛(𝑥,𝐴) > 0 для любого 𝑥 ∈ℳ, 𝐴 ∈ ℬ(ℳ).
Имеет место следующее утверждение [13].
Теорема 3. Любая 𝜙-неприводимая марковская цепь, для которой выполняется 𝑃 (𝑥, {𝑥}) >
0, является апериодичной.
Так как доверительная вероятность 𝛼 положительная, то условие теоремы выпол­
няется.
С учетом того, что марковская цепь является апериодичной, из доказательства
неприводимости следует, что вероятность достичь некоторого множества 𝐴 из начально­
го состояния 𝑥 равна единице, а значит, предложенная марковская цепь также явлется
Харрис-рекуррентной, а значит, и Харрис-эргодической.
Замечание 6. Таким образом, для полученной марковской цепи выполняется закон
больших чисел. Для того чтобы получить центральную предельную теорему, необхо­
димо проверить условие геометрической сходимости и условие (4.9).
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Глава 5
Численные результаты
5.1. Одиночные идентификации
Корректность работы алгоритма проверялась на нескольких пептидах линейной
и циклической структуры. Линейные пептиды были выбраны таким образом, чтобы
оценки вероятности (1.3) можно было получить при помощи метода Монте-Карло за
разумное количество времени.
В качестве соединений циклической структуры были выбраны несколько примеров
из [3], а именно (10, 20, 40), (10, 20, 40, 80), (10, 20, 40, 80, 160), (10, 20, 40, 80, 160, 320), и
(10, 20, 40, 80, 160, 320, 640), а также белок Surfactin.
Введем следующие обозначения:
1. ̂︀𝑝𝑀𝐶 — оценки, полученные при помощи стандартного метода Монте-Карло.
2. ̂︀𝑝𝐼𝑆 — оценки, полученные по представленному методу.
3. ̂︀𝑝𝐷𝑃𝑅 — оценки, полученные в методе MS-DPR, описанном в [3]. Заметим, что
данный метод не позволяет сосчитать дисперсию оценки, поэтому доверительные
интервалы в таблицах не представлены.
Верификация алгоритма осуществлялась следующим образом:
1. Были сосчитаны оценки ̂︀𝑝𝑀𝐶 c 𝑁 = 50 · 106; ̂︀𝑝𝐼𝑆 при помощи критерия остановки
c 𝜖 = 0.02; ̂︀𝑝𝐷𝑃𝑅 были получены с настройками MS-DPR по умолчанию.
2. Для ̂︀𝑝𝑀𝐶 и ̂︀𝑝𝐼𝑆 были получены доверительные интервалы, которые можно видеть
в таблице 5.2.
Результаты представлены в таблицах 5.1 и 5.2. Из них можно видеть, что доверительные
интервалы для ̂︀𝑝𝐼𝑆 лежат внутри доверительных интервалов по методу Монте-Карло
и часто имеют меньшую ширину. Также можно заметить, что ̂︀𝑝𝐷𝑃𝑅, напротив, лежат
вне левой границы доверительных интервалов. Такое смещение оценок влечет за собой
ложные «идентификации».
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Длины𝑁 = 50·106 оказалось недостаточно, чтобы оценить ̂︀𝑝𝑀𝐶 для (10, 20, 40, 80, 160),
(10, 20, 40, 80, 160, 320), and (10, 20, 40, 80, 160, 320, 640), а также метод MS-DPR не смог
оценить ̂︀𝑝𝐷𝑃𝑅 для последнего пептида.
Таблица 5.1. Сравнение методов Монте-Карло, MCMC и MS-DPR: оценки
Пептид ̂︀𝑝𝐼𝑆 ̂︀𝑝𝑀𝐶 ̂︀𝑝𝐷𝑃𝑅
PPAEDSQK 4.87 · 10−7 4.20 · 10−7 6.6 · 10−7
PPAEDSQK 1.40 · 10−6 1.52 · 10−6 6.5 · 10−7
GQGDPGSNPNK 4.70 · 10−7 6.40 · 10−7 1.5 · 10−8
HSNAAQTQTGEANR 2.39 · 10−6 2.22 · 10−6 4.9 · 10−8
GEEEPSQGQK 1.03 · 10−6 1.04 · 10−6 3.6 · 10−7
(10, 20, 40) 0.00184 0.00184 0.00197
(10, 20, 40, 80) 7.35 · 10−6 7.34 · 10−6 9.36 · 10−6
(10, 20, 40, 80, 160) 6.76 · 10−9 N/A 4.49 · 10−9
(10, 20, 40, 80, 160, 320) 1.74 · 10−12 N/A 1.56 · 10−12
(10, 20, 40, 80, 160, 320, 640) 4.08 · 10−16 N/A N/A
Surfactin 1.18 · 10−5 1.13 · 10−5 1.01 · 10−5
Теперь, с 𝑁 , полученным по критерию остановки, мы получили оценки по ̂︀𝑝𝑀𝐶 .
Учитывая, что теперь размер выборки одинаковый, мы сравнили дисперсии ̂︀𝑝𝐼𝑆 и ̂︀𝑝𝑀𝐶 .
Заметим, что величины 𝑁 , полученной из критерия остановки, было недостаточно для
линейного пептида GQGDPGSNPNK, поэтому размер выборки пришлось увеличить.
В таблице 5.3 представлены результаты сравнения дисперсий. Результаты показывают,
что чем меньше оцениваемая вероятность, тем больше отношение дисперсии ̂︀𝜎2𝑀𝐶 к ̂︀𝜎2𝑀𝐶 .
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Таблица 5.2. Сравнение методов Монте-Карло, MCMC и MS-DPR: 95% доверительные интер­
валы
Пептид Доверительный интервал, ̂︀𝑝𝐼𝑆 Доверительный интервал, ̂︀𝑝𝑀𝐶
PPAEDSQK 4.74 · 10−7 4.99 · 10−7 2.40 · 10−7 6.00 · 10−7
PPAEDSQK 1.36 · 10−6 1.43 · 10−6 1.18 · 10−6 1.86 · 10−6
GQGDPGSNPNK 4.53 · 10−7 4.87 · 10−7 4.18 · 10−7 8.62 · 10−7
HSNAAQTQTGEANR 2.30 · 10−6 2.48 · 10−6 1.81 · 10−6 2.63 · 10−6
GEEEPSQGQK 9.96 · 10−7 1.07 · 10−6 7.57 · 10−7 1.32 · 10−6
(10, 20, 40) 1.80 · 10−3 1.88 · 10−3 1.82 · 10−3 1.85 · 10−3
(10, 20, 40, 80) 7.12 · 10−6 7.58 · 10−6 6.60 · 10−6 8.10 · 10−6
(10, 20, 40, 80, 160) 6.4 · 10−9 7.10 · 10−9 N/A N/A
(10, 20, 40, 80, 160, 320) 1.51 · 10−12 1.97 · 10−12 N/A N/A
(10, 20, 40, 80, 160, 320, 640) 3.60 · 10−16 4.55 · 10−16 N/A N/A
Surfactin 1.14 · 10−5 1.22 · 10−5 1.03 · 10−5 1.23 · 10−5
Таблица 5.3. Сравнение методов Монте-Карло и MCMC: дисперсии
Пептид ?ˆ?2𝐼𝑆 ?ˆ?2𝑀𝐶 ?ˆ?2𝑀𝐶/?ˆ?2𝐼𝑆 𝑁
PPAEDSQK 2.09 · 10−10 4.94 · 10−7 2358.98 5000000
PPAEDSQK 1.25 · 10−9 1.11 · 10−6 890.33 3400000
GQGDPGSNPNK 2.33 · 10−10 1.49 · 10−7 639.49 20000000*
HSNAAQTQTGEANR 5.56 · 10−9 2.24 · 10−6 403.23 2800000
GEEEPSQGQK 1.23 · 10−9 7.89 · 10−7 642.19 3800000
(10, 20, 40) 5.47 · 10−4 1.88 · 10−3 3.43 1500000
(10, 20, 40, 80) 9.93 · 10−8 7.60 · 10−6 76.53 7500000
Surfactin 1.15 · 10−7 1.00 · 10−5 86.96 2000000
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5.2. База данных GNPS
Предложенный алгоритм позволяет оценить указанную вероятность для некоторо­
го экспериментального спектра 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑖 и пептида с известной структурой 𝑃𝑗. Одна­
ко на практике мы имеем множество экспериментальных спектров {𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑖}𝑖 и базу
данных пептидных соединений различной структуры и массы {𝑃𝑗}𝑗.
Таким образом, в случае поиска спектра по базе данных, необходимо уметь оцени­
вать вероятность
P(𝑆𝑐𝑜𝑟𝑖𝑛𝑔(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚, 𝑃 ) > 𝑡),
где 𝑃 из множества всех возможных спектров, зная лишь оценки вероятностей (5.2).
Данная проблема аналогична проблеме множественных сравнений (при проверке ста­
тистических гипотез), и стандартной техникой, которая используется в задачах такого
рода, является оценка так называемого False Discovery Rate (FDR). Зафиксировав неко­
торый порог 𝛼, определим
FDR(𝛼) =
E𝑉𝛼
𝑅𝛼
,
где 𝑅𝛼 — количество спектров 𝑆𝑗 из базы, таких что P(𝑆𝑐𝑜𝑟𝑒(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑖, 𝑆𝑗) > 𝑡) < 𝛼,
где 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑖 — некоторый экспериментальный спектр, 𝑉𝛼 — количество тех спектров
из 𝑆𝑗, которые действительно имеют «схожую» структуру с исследуемым образцом
𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑖.
Оценка F̂DR величины FDR(𝛼) строится следующим образом [14]: база делится на
две части — target и decoy. При этом часть target состоит из теоретических масс-спек­
тров известных пептидов, а decoy заполнена (некоторыми специально построенными,
см. [14]) случайными векторами. Тогда оценка F̂DR вычисляется следующим образом:
F̂DR(𝛼) =
𝑉
target
𝛼
𝑉
target
𝛼 + 𝑉
decoy
𝛼
,
где 𝑉 target𝛼 , 𝑉
decoy
𝛼 — количество спектров 𝑆𝑗 из target и decoy баз соответственно,
таких что P(𝑆𝑐𝑜𝑟𝑒(𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑖, 𝑆𝑗) > 𝑡) < 𝛼.
В таблице 5.4 представлены результаты оценки F̂DR для разных 𝛼, полученные по
базе Global Natural Products Social Molecular Networking (GNPS) [15]. Это база откры­
того доступа, предназначенная для совместного использования необработанных, обра­
ботанных и идентифицированных тандемных масс-спектрометрических данных, позво­
ляющая поддерживать улучшенные аннотации.
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Таблица 5.4. Сравнение методов MSDPR и МСМС на данных GNPS
MSDPR MCMC
− log10 𝛼 target decoy 𝐹𝐷𝑅 % target decoy 𝐹𝐷𝑅 %
7 762 188 19.78 744 179 19.39
8 619 110 15.08 610 104 14.56
9 505 52 9.33 473 51 9.73
10 443 33 6.93 415 30 6.74
11 393 21 5.07 354 20 5.34
12 354 15 4.06 312 12 3.70
13 322 11 3.30 271 7 2.51
14 293 11 3.61 238 2 0.83
15 264 7 2.58 201 1 0.49
16 238 5 2.05 169 0 0.0
17 211 2 0.93 138 0 0.0
18 188 0 0.0 104 0 0.0
19 157 0 0.0 87 0 0.0
20 139 0 0.0 76 0 0.0
В практических задачах интерес представляют «идентификации» с очень малень­
ким уровнем значимости 𝛼. Заметим, что в таблице 5.4 для 𝛼 ∈ [10−12; 10−17] оценка
F̂DR полученная по методу MCMC меньше, чем полученная в MS-DPR.
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Заключение
Таким образом, в данной работе был предложен алгоритм оценки вероятности
(1.3) для пары («Экспериментальный спектр», «Теоретический пептид»). Был проде­
монстрирован способ оценки ее дисперсии и предложен критерий остановки моделиро­
вания траектории марковской цепи, чтобы ее длины было достаточно для построения
оценки заданной точности.
Корректность работы полученного алгоритма была показана на наборе пептидов
различной структуры и проведено сравнение с существующим методом MS-DPR. Со­
гласно результатам, полученный метод имеет меньший FDR для низких порогов значи­
мости, что доказывает применимость метода в задачах биоинформатики.
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