Abstract-Prediction of protein subcellular localizations is a key step to determinate the functions of proteins. The experimental methods are both expensive and time-consuming. Therefore, many machine learning based computational approaches were proposed in the last two decades. Recently, it is proved that the number of proteins with multiple sites is rising. To determinate the subcellular localizations of this kind of proteins is a more difficult problem. Generally, dataset construction, feature representation, algorithm design and validation test are the four main aspects need to be considered in developing the predicting algorithms. This paper reviewed these four topics in detail. Although a great success has been got by many researchers, there are still a lot of problems need to study deeply.
INTRODUCTION
According to cellular anatomy, a cell is constituted by many different components, such as cytoskeleton, mitochondrion, Golgi apparatus, etc. These parts are specialized to carry out different functions in a cell. Actually, most of these functions are performed by the proteins in it. However, to perform their functions properly, these proteins must be in the "designated regions of a cell," usually termed "subcellular locations." Otherwise, some kinds of diseases, such as Alzheimer and cancer, would occur [1] . So, knowledge of protein subcellular locations is very useful for both basic research and drug development.
The problem of predicting subcellular localizations of proteins needs to study deeply. First, the traditional methods to settle this problem, such as cell fractionation, X-ray crystallography, nuclear magnetic resonance, electron microscopy and fluorescence microscopy, are both expensive and time-consuming. Second, the number of the new-found proteins is growing exponentially (as shown in Fig. 1 ). Third, the gap between the sequence-known and the function-known proteins is becoming larger and larger (as depicted in Table I ) [2] . Finally, existing of proteins with multiple sites has been a common phenomenon in fact [3] .
Under this serious situation, it is high desirable to develop the computational methods to help to address this problem. In fact, a great progress has been made in this field in the last two decades [4, 5, 6, 7] . In 2005, Chou [8] and Gardy [9] began to study the problem of predicting the subcellular localizations of proteins with multiple sites, respectively. Now, this investigation has become a hot and challenging topic. In this paper, the four aspects including dataset construction, feature representation, algorithm design, and validation test, are reviewed in details.
II. DATASET CONSTRUCTION
Dataset construction is a basic and important problem. It is necessary to construct a dataset to train the learning International Conference on Computer Science and Service System (CSSS 2014) machine. Protein sequences in the dataset are mainly collected from UnProtKB/Swiss-Port and some other special databases, such as NPD and PPDB. There are two steps in constructing a dataset. The first step is to get the protein sequences using some searching tools, and the second one is to remove the sequences that do not meet the criteria using some screen programs. Most researchers use the existing datasets proposed in some papers for convenience and comparison. The quality of the dataset influences the performance and generalization ability of the predicting algorithm significantly. The two measurements of a dataset are Label Density and Label Diversity.
Though the number of protein sequences is very large in the post-genome era, there are even two difficult problems which need the further study. One is the number of some kinds of protein sequences is inadequate actually. Just because of this problem, the second one which named imbalance of classes occurred. Although some kinds of methods are proposed [2] , such as active learning and semisupervised learning, it still requires the better approaches to deal with this situation.
III. FEATURE REPRESENTATION
A protein is composed of some amino acids and its sequence can be formulated by the following representation.
where P represents the protein sequence,
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R is the first reside, 2 R the second, and so forth. Amino acids have many properties, such as physicochemical properties, sequence properties, annotation properties, etc. In order to extract the feature from the sequence, some informative properties must be used. The fact is that too many features would bring about the disaster of high dimension. On the contrary, too few features would make some important information lost. So, how to extract and represent the features is a vital problem. Some widely used feature descriptors are shown below.
A. Sorting Signal Features
According to molecular biology, in a protein, there is a sorting signal which is composed of about 15 to 70 amino acids located in N-or C-terminal along the sequence. This signal conducts the protein to transport to the correct locations. The subcellular locations can be predicted through this kind of signal [10] .
B. Sequence Features
In 1986, Nakashima proposed amino acid composition (AAC) to represent protein features. This representation had been widely used in the past. However, the correlations between amino acids were lost completely. In order to keep these correlations, Chou proposed pseudo amino acid composition (PseAAC) [11] representation in 2001. This descriptor puts the correlations factors into the feature vector. Actually, PseAAC is a general form of feature representation and many transformations have been studied [12] . Several tools which can calculate PseAAC have been developed. The representative ones are PseAAC [13] , PseAAC-Builder [14] and Propy [15] .
C. Annotation Features
Chou and his colleague began to use functional domain (FunD) [16] to study predicting protein subcellular localizations. FunD utilizes the annotation information in feature representation. First, it needs to determinate the length of the feature vector according to the number of annotations in FunD database. And then a searching process for the homology sequences of the query protein will be executed. Finally, a feature vector will be built on the base of these homology sequences. Gene ontology (GO) [17] is another annotation which describes a protein in three parts, function, biology process and cell composition. The method of building the feature vector is similar to FunD. The difference lies in the database. In fact, FunD and GO may be not available when the homology sequences are not found in the corresponding databases. In this case, PseAAC or other forms would be used instead.
Except the above feature extracting methods, there are many other descriptors (e.g. position specific scoring matrix (PSSM), protein-protein interaction (PPI) and motif) were used in this field. Although a number of feature representations have been proposed, the more informative features are still need the deeper exploration. Simultaneously, the representing forms and measurements also need study.
IV. ALGORITHM DESIGN
The high complexity of protein data result in the difficulty of designing the predicting algorithms with good performance. Computational approaches have been put forward for many years. Most of them are based on machine learning. To deal with the proteins with multiple sites, multi-label learning and ensemble with other related intelligent computing algorithms have become a very popular way on this topic.
A. Basic Machine Learning Algorithms
The K nearest neighbor (KNN) algorithm is a simple, intuitive and effective classification algorithm. This algorithm finds out the k neighbors in the given dataset of the query protein based on the distance measurement firstly. On the base of these k neighbors, this algorithm counts the number of every class, and classifies the query protein to the majority class. OET-KNN and Fuzzy-KNN are the variants of KNN.
Artificial neural network (ANN) is a model which simulates the work mechanism of human brain and contains many neurons which are connected each other through different weights. BP, RBF and some other kinds of ANN are widely used in present [18] .
Support vector machine (SVM) is suitable to solve the small sample, high-dimension and non-linear problems. The statistical learning theory and VC dimension are the core concepts of SVM. A main part to design SVM is to find a proper kernel function. With the aid of kernel function, a non-linear classification problem in a low dimension space can be transformed to a linear one after mapped it to a high dimension space. Recently, algorithms based on SVM are emerged massively [19, 20] .
Additionally, decision tree (DT), Bayes method, Hidden Markov Model (HMM), Covariant Discrimination Algorithm (CDA), Gauss Process, Wavelet Transform, etc., were all used in the past.
B. Multi-Label Learning Algorithms
Multi-label learning is fit to settle the problems having the multiple sematic meanings. Proteins with multiple sites are categorized to this case. To cope with the multiple sites, the correlations among labels must be considered. There are about three types which are the first-order strategy, the second-order strategy and the high-order strategy, to settle this problem. These algorithms are classified into two categories. One is problem transformation methods, and the other is algorithm adaption methods. For the former, representative algorithms include first-order approaches Binary Relevance and Classifier Chains, second-order approach Calibrated Label Ranking, and high-order approach Random k-labelsets. For the latter, representative algorithms include first-order approaches ML-KNN [21] and ML-RBF [22] , second-order approach Rank-SVM, and high-order approach LEAD [23] . In recent years, multi-label learning algorithms are widely used in predicting the subcellular localizations of proteins with multiple sites [24, 25] .
C. Ensemble Learning Algorithms
The ensemble learning uses several algorithms to solve one problem on the base of an effective integration of these algorithms. Generalization ability is the most important goal for ensemble learning. There are three main aspects which are generating individual classifiers with large differences, ensemble strategy of these classifiers and the synthesis of output from each classifier, in design an ensemble learning algorithm. Dietterich designed the Error Correcting Output Codes (ECOC) algorithm. Freund and Schapire proposed the famous AdaBoost algorithm, and Breiman proposed the Bagging algorithm, respectively. Despite the successes have been gained [26] , the ensemble learning is still a very hot topic nowadays, and many problems are not solved successfully yet. There is a huge study space needs to research deeply. It is high desirable to develop the more effective algorithms to deal with the multiplex proteins.
V. VALIDATION TEST
After the dataset construction, feature representation and algorithm design are all finished, the following step is to test the predicting algorithm, and hence to validate the performance and the generalization ability of the predicting algorithm. This topic contains two parts, test method and evaluation metrics.
A. Test Methods
Self-consistency test and cross-validation test are the two basic test methods. The latter can be classified into independent dataset test, sub-sampling test and jackknife test [27] . Among the above test methods, jackknife is regarded as the most objective one. But it is more timeconsuming than others. After the test result got, the following metrics can be used to measure the performance of the predicting algorithm.
B. Evaluation Metrics
Let N be the number of samples in the test dataset, M the number of all single labels, i L and * i L the actual and predicted label set of protein i respectively, and  the module of a set. The five metrics are formulated as follows.
 Subset-accuracy 
VI. CONCLUSION
Proteins with multiple sites are essentially the multiple semantic objects. The multi-label algorithms are suitable to solve this kind of problem. A high quality dataset is the base of this problem. An informative feature representation and an algorithm with good performance are the core parts of this problem. An appropriate test method can give an objective judgment to the predicting algorithm. The computational approach is a feasible way to solve this problem. Because the data of proteins are so massive, complex and imbalanced that it is very difficult to deal with. There are still so many topics to be studied deeply in this field. These issues must be studied from a "system" point of view. The research of protein subcellular localizations is benefit to the development of cellular biology, proteomics, system biology and bioinformatics. At the same time, this research would promote the improvement of machine learning.
