Abstract-A Skilligent robot must be able to learn skills autonomously to accomplish a task. "Skilligence" is the capacity of the robot to control behaviors reasonably, based on the skills acquired during run-time. Behavior control based on Bayesian networks is used to control reasonable behaviors. To accomplish this, subgoals are first discovered by clustering similar features of state transition tuples, which are composed of current states, actions, and next states. Here, features used in clustering are produced using changes of the states in the state transition tuples. Parameters of Bayesian networks and utility functions are learned separately using state transition tuples belonging to each subgoal. To select the best action while executing a task, the expected utility of each subgoal is calculated by the expected utility function and the robot chooses the action that maximizes expected utility calculated by the maximum expected utility (MEU) function. The MEU function is based on the conditional probabilistic distributions of Bayesian networks and utility functions. We also propose a method for reconstructing learned networks and increasing subgoals by incremental learning.
I. INTRODUCTION
A Skilligent robot must be able to learn skills autonomously to accomplish a task. "Skilligence" is described as the capacity of a robot to control behaviors reasonably, based on the skills acquired during run-time. To control behavior reasonably, we propose a method based on Bayesian networks. The reasons for using Bayesian networks are as follows. A Bayesian network is a directed graph in which each node is annotated with quantitative probability information. It is usually easy for a domain expert to decide what direct influences exist in the domain. Once the topology of the Bayesian network is established, we need only specify a conditional probability distribution for each variable, given the parents. The combination of the topology and the conditional distributions are sufficient to specify the full joint distribution for all the variables [1] . The Bayesian network readily handles situations where some data entries are missing. Also, it can be used to learn causal relationships, and can deal with problems based on uncertain or incomplete knowledge [2] . To construct a Bayesian network, subgoals are first discovered by clustering similar features of state transition tuples, which are composed of current states, Chernova et al. [3] proposed a method for effective learning from demonstration techniques that enable complex robot behaviors to be taught from a small number of demonstrations. They used multiple Gaussian mixture models to develop a behavior policy in order to execute a task. Since subgoals for a task were not considered in their approach, new models are necessary if a goal configuration is changed. Lebeltel et al. [4] proposed a method for programming robots based on Bayesian inference and learning called Bayesian robot programming (BRP). BRP is a simple and generic framework suitable for robot programming in the presence of incompleteness and uncertainty. They used a simplification of the joint distribution as a product of simpler distributions; this is called decomposition. However, the method is only used to decompose variables of a state, not skills, and is programmed by human.
Lazkano et al. [5] proposed a method for using a Bayesian network as a learning technique to manage task execution in mobile robotics. That research showed that Bayesian networks are valuable learning mechanisms, capable of dealing with the uncertainty and variability inherent in such systems. However, they did not consider subgoals in the execution of a task. Chong et al. [6] proposed a method using a dynamic Bayesian network as a decision process to aid a mobile robot in planning its surveillance route. Combined with the prior and utility values, the expected cost for each segment of a building is obtained from the Bayesian estimate to aid in planning an optimal route for the mobile robot. However, Chong did not discuss how to generate actions to conduct surveillance in each building segment.
Dearden et al. [7] proposed a forward model to predict the effects of a robot's actions on its own motor system and its environment. This research described a system whereby actions can be learned and represented as a Bayesian network. The learned forward model can be used by the robot to imitate human movement. Those robots learn only the causal association between the motor commands and the robot state, and which observations are associated with each object. Thus, this model is difficult to apply to sequences of behaviors. Prodanov et al. [8] proposed a probabilistic model based on a Bayesian network framework for error handling in human-robot spoken dialogue systems under adverse audio conditions. They focused on modeling error-handling processes in spoken dialogue systems, which include complex combinations of different multimodal information sources. However, because they did not consider subgoals, their system must reconstruct networks for an entire task when Thus, there has been relatively little study on using Bayesian networks with subgoals to learn skills. In this paper, we propose a method based on Bayesian networks for discovering subgoals to control behaviors effectively, a method by which a robot can achieve a task goal for any starting task configuration. We also propose a method for reconstructing learned networks and increasing subgoals by incremental learning.
The organization of this paper is as follows. Section II describes the details of subgoal discovery. Section III explains a method of behavior control based on Bayesian networks. Section IV presents simulations and experimental results to verify the validity of discovering subgoals and our Bayesian network behavior control for a task using the Dribbling-BoxInto-a-Goal (DBIG) skill and Obstacle-Avoidance-WhileDribbling-Box (OAWDB) skill. Finally Section V provides concluding remarks.
II. DISCOVERY OF SUBGOALS
The task environments for service robots are usually dynamic and human-centered [9] . Skills can change according to the working conditions in order to achieve a task goal in these environments. Such skills are usually provided by teaching, reinforcement learning, or human programmers. Most of them, however, require building a new skill or a policy in order to go from a current situation to a goal for achieving a task, which would be costly when exceptional cases occur frequently. If a robot is able to discover subgoals autonomously, it will be able to complete a task by selecting subgoals, or by producing a subgoal from the current situation. This is more time-and cost-efficient than learning the new skills required for the entire task, saving effort for building a new skill, or reducing the search-space [10] . Sutton [11] , Mannor [12] , Shen [13] , McGovern [14] , Fukazawa [15] , and Kaelbling [16] have referred to the necessity of the subgoal in their research. By discovering subgoals, a robot is able to explore more effectively and accelerate learning in relation to other tasks in the same or similar environments in which the same subgoals are useful [17] .
To discover such subgoals to complete a task, the robot must extract states for the successful task completion from task episodes that include various types of successful task episodes. Then, state transition tuples are generated using extracted states. Subgoals are discovered by clustering similar features of state transition tuples.
A. Task Description Space and Collection of Successful Episodes
Task description space (TDS) is a space for describing the task for which a subgoal generator understands what task is given. Both a physical space (P space ) and a configuration space (C space ) [18] are components of our proposed TDS. Tentative behavior sequences are found in a C space and evaluated in a P space . Unlike the original C space , our state vectors of C space may prevent a state in the C space of TDS from keeping one-to-one correspondence with a state of the P space as shown Fig. 1 . That is, a state in the C space of TDS may not be physically meaningful. Thus, a state must be checked to see whether it is physically meaningful. This is done using the P space . Employing the C space helps the subgoal generator to easily obtain a number of versatile successful task episodes from which a generic subgoal can be acquired. A state S of the C space for a task can be defined as
where d o1o2 is the distance between object o 1 and object o 2 , a o1o2 is the angle between object o 1 and object o 2 , d on−1on is the distance between object o n−1 and object o n , and a on−1on is the angle between object o n−1 and object o n . A path in our TDS from an initial state (S init ) to a goal state (S goal ) can be found by applying the optimal path-planning algorithm in such a way that states to be tested are chosen in the C space , and then those states are checked as physically possible states in the P space . 
B. State Transition Tuple and Clustering
We produce state transition tuples by using extracted TDS states. Let T SAS be the state transition tuple defined as
where S is a next state, S is a current state, and A is an action which forces S to become S as shown Fig. 2 
It is recalled that there may be a lot of different T SAS for various task episodes and different T SAS can have the same F SAS . Thus, those state transition tuples are classified in such a way that T SAS with the same F SAS are in the same cluster. Here, each cluster will be regarded as a subgoal as shown Fig. 3 . A robot needs to control behaviors reasonably in executing a task. For this, we proposed a method to select the best action based on the maximum expected utility (MEU) function, which is calculated using probabilistic models of Bayesian networks and utility functions [19] . The probability models are separately learned using state transition tuples belonging to each subgoal as shown Fig. 4 . This approach has at least three advantages. First, the subgoal helps to produce simpler distributions of Bayesian networks. Second, it is possible to reconstruct and increase networks and utility functions of subgoals easily and incrementally. Third, this has no influence on different subgoals in the course of incremental learning or when exceptions occur.
A. Parameter Learning of Hybrid Bayesian Network
We use a probabilistic graphical model known as a Bayesian network to encode the dependencies between the current states, the actions, and the effects of those actions (i.e., the next states) to calculate the MEU function. The structure of a Bayesian network is based on two assumptions. First, the structure is assumed to be already known from a collection of a large amount of data. Second, all variables of a state are assumed to be independent. That is, a variable of a next state S is only dependent on a variable of a current state S and an action A as shown Fig. 5 . Our Bayesian network is constructed with two continuous variables (variables of a current state and a next state) and a discrete variable (a variable of an action) as shown in Fig. 6 . This is called a hybrid Bayesian network. Probabilistic distributions P (S |S, A) based on the Bayesian network are specified to calculate a MEU function. A discrete parent node A (an action) of the distribution is handled by explicit enumeration [1] . That is, all variables of a state are separately affected by each action. Therefore, probabilistic distributions of our Bayesian network can be composed adequately using linear distribution. The most common choice of linear distribution is the linear Gaussian distribution, in which the child has a Gaussian distribution whose mean μ varies linearly with the value of the parent and whose standard deviation σ is defined as
where S is a next state, S is a current state, and A is an action. The parameters of the next state S distribution are specified as a function of the current state S. The conditional distribution for S is specified by naming the linear Gaussian distribution and providing the parameters a, b, and σ. These parameters are defined as
An example of a linear Gaussian distribution of a variable belonging to a state is shown as Fig. 7 , based on Eqs. (5) to a state in each subgoal will be used for calculating the MEU function.
B. Learning of the Utility Function
We must learn the utility function as well as parameters of the Bayesian network to calculate the MEU function. However, the MEU function is clearly infeasible for long sequences [1] . Therefore, the utility function is defined as
where S g is a goal state, S is a next state, and S is a current state. If |S g − S | and |S − S| are equal to 0, then their values are 1. This utility function has a higher value in the case where a next state approaches a current state and a goal state simultaneously as shown Fig. 8 . It is possible to deal with long sequences using the utility function. Next, we will define the MEU function. The MEU function is calculated by probabilistic distributions of Bayesian networks and utility functions during run-time. It is possible to select the best action to execute a task. The MEU function is defined as
where S are possible outcome states of an action A (next state), A is the action that is executed in the current state, S is the available evidence of an agent about the world (current state), and α is the best action that is chosen by the MEU [20] . We calculate the maximum expected utility value of each subgoal using Eq. (8). And, we also select the best action of a subgoal that has the maximum value of the MEU function.
C. Incremental Learning
Subgoals are discovered by clustering state transition tuples from various episodes. Probabilistic distributions of Bayesian networks and utility functions of each subgoal are learned for executing a task. An intelligent robot must be able to reconstruct its knowledge reasonably and to increase it incrementally according to the situation at hand. Therefore, we propose a method for incremental learning based on subgoals. New TDS states are acquired by incremental learning. Incremental learning can be used as a technique for reinforcement learning, teaching, programming, or planning. The TDS states generate state transition tuples using Eq. (2). Features are produced in state transition tuples using Eqs. are re-learned. If both features are different, then a new state transition tuple is added in a new subgoal, and new Bayesian networks and utility functions are constructed as shown in Fig. 9(a) . Such incremental learning occurs when values of the MEU are below the threshold [3] as shown Fig. 9(b) .
IV. SIMULATIONS AND EXPERIMENTS
To show the validity of our proposed method, a task using the DBIG and OAWDB skills was simulated and tested experimentally. The robot first learned two skills before executing the task. The DBIG skill requires the robot to dribble boxes to a goal across a room, and the OAWDB skill requires the robot to dribble boxes while avoiding obstacles. The robot must repeatedly execute similar actions in the course of executing a task. To evaluate our proposed methods, we first performed simulations with the same simulator used the P space . The starting configuration for each test was randomly selected so that it was completely different to those of the episodes at the time of subgoal discovery. C space of the DBIG and OAWDB skills was a 6-dimensional space and a 12-dimensional space, respectively, as shown Fig. 10 . A state S of the C space for the DBIG skill can be defined as
where d rb is the distance between the robot and the box, a rb is the angle between the robot and the box, d rg is the distance between the robot and the goal, a rb is the angle between the robot and the goal, d bg is the distance between the box and the goal, and d bg is the angle between the box and the goal. State S of the C space for the OAWDB skill can be defined as
where d rb is the distance between the robot and the box, a rb is the angle between the robot and the box, d rg is the distance between the robot and the goal, a rg is the angle between the robot and the goal, d bg is the distance between the box and the goal, a bg is the angle between the box and the goal, d ro is the distance between the robot and the obstacle, a ro is the angle between the robot and the obstacle, d bo is the distance between the box and the obstacle, a bo is the angle between the box and the obstacle, d og is the distance between the obstacle and the goal, and a og is the angle between the obstacle and the goal. To learn each skill, the state S of the C space is used for collecting successful episodes and constructing a Bayesian network. Successful episodes were collected by using the A * algorithm in the TDS as shown in Fig. 11 . The results summarized in Table I show the process of subgoal discovery using the successful episodes. Figure 12 shows the results of the experiments where the DBIG and OAWDB skills were executed with designed subgoals and our behavior control based on Bayesian networks.
Several experiments were carried out to evaluate the performance of our methods. First, the DBIG and OAWDB skills were used in an environment with sensing errors that had normal distributions N (0, 1) and N (0, 2). The skills were executed with a success rate of greater than 90% in spite of sensing errors. Secondly, the robot executed a task in a dynamically changing environment using subgoals for the DBIG and OAWDB skills as shown Fig. 13 . The task was successfully completed even after an obstacle was added in the middle of the task execution. This is an example showing that even in dynamically changing environments, a task can be completed by selected subgoals that were already discovered. Finally, the robot executed the task using a small number of subgoals (less than 5) for each skill. This task was executed with a success rate of less than 50%. To improve the success rate, the number of subgoals was increased by incremental learning to more than 30. The success rate of the task increased to 90%. Figures 14 and 15 show the entire flow of the previously proposed discovery of subgoals, behavior control based on Bayesian networks, and incremental learning. 
V. CONCLUSION AND FURTHER WORKS
We have proposed a method for the autonomous discovery of subgoals for executing behaviors reasonably that a Skilligent robot could use to accomplish a task for any set of starting conditions. The proposed methods were made by extracting TDS states from episodes and by formulating a set of behaviors associated with such states. The states were then constructed to be subgoals of TDS states with their associated behavior sets, and were used to select a behavior from the MEU function through learning the Bayesian network and utility functions. Our method is robust as the behavior control based on Bayesian networks has been designed by taking into consideration how to act and how to amplify in relation to a number of possible states within episodes, a feature that helps robots cope with unexpected state transitions.
There are some points to be investigated in future work. The proposed method will be applied to various kinds of skills for service robot tasks. In addition, learning methods incorporating negative episodes will be investigated.
