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Abstract
This paper is devoted to study the following Choquard equation{
(−△)α/2u = (|x|β−n ∗ up)up−1, x ∈ Rn,
u ≥ 0, x ∈ Rn,
where 0 < α, β < 2, 1 ≤ p < ∞, and n ≥ 2. Using a direct method of moving planes, we
prove the symmetry and nonexistence of positive solutions in the critical and subcritical case
respectively.
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1 Introduction
We study the following Choquard equation involving the fractional Laplacian{
(−△)α/2u = (|x|β−n ∗ up)up−1, x ∈ Rn,
u ≥ 0, x ∈ Rn,
(1.1)
where 0 < α, β < 2, 1 ≤ p <∞ and n ≥ 2.
The fractional Laplacian in Rn is a nonlocal pseudo-differential operator taking the form
(−△)α/2u(x) = Cn,αPV
∫
Rn
u(x)− u(y)
|x− y|n+α
dy = Cn,α lim
ε→0
∫
Rn\Bε(x)
u(x)− u(y)
|x− y|n+α
dy, (1.2)
∗Corresponding author.
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where Cn,α is a normalization constant. This operator is well defined in S, the Schwartz space
of rapidly decreasing C∞ functions in Rn. In this space, it can also be equivalently defined in
terms of the Fourier transform
F [(−△)α/2u](ξ) = |ξ|αFu(ξ),
where Fu is the Fourier transform of u. One can extend this operator to a wider space of
distributions:
Lα = {u : R
n → R |
∫
Rn
|u(x)|
1 + |x|n+α
dx <∞}.
Then in this space, we defined (−△)α/2u as a distribution by
〈(−△)α/2u(x), φ〉 =
∫
Rn
u(x)(−△)α/2φ(x)dx, ∀φ ∈ C∞0 (R
n).
In our paper, let
v(x) = |x|β−n ∗ up =
∫
Rn
up(y)
|x− y|n−β
dy, (1.3)
and act (−△)β/2 on both side of (1.3), we obtain
(−△)β/2v(x) = up(x).
Then, (1.1) is equivalent to

(−△)α/2u = v(x)up−1(x), x ∈ Rn,
(−△)β/2v = up(x), x ∈ Rn,
u ≥ 0, v ≥ 0, x ∈ Rn.
(1.4)
Hence, to study (1.1), it is sufficiently to investigate (1.4).
In recent years, the fractional Laplacian has attracted much attention. It appears in diverse
physical phenomena, such as anomalous diffusion and quasi-geostrophic flows. It also has various
applications in probability and finance. In particular, the fractional Laplacian can be understood
as the infinitesimal generator of a stable Le´vy diffusion process and appear in anomalous dif-
fusions in plasmas, flames propagation and chemical reactions in liquids, population dynamics,
geographical fluid dynamics, and American options in finance. For readers who are interested
in the application of the fractional Laplacian, please refer to [1], [2] and the references therein.
In [3], the authors considered the following fractional Laplacian equation
(−△)α/2u = up, x ∈ Rn, (1.5)
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they used the extension method to deduce the nonlocal problem into a local one in a higher
dimensional half space Rn × [0,∞), then applied the method of moving planes to show the
symmetry of U(x, y) in x, then derived the nonexistence of positive solutions in the subcritical
case.
In [4], the authors developed a direct method of moving planes for the fractional Laplacian,
and using this method, they derived the symmetry and nonexistence of positive solutions for{
(−△)α/2u = up,
u ≥ 0,
in Rn and Rn+.
In [21], the authors studied the system involving the fractional Laplacian

(−△)α/2u = f(v(x)), x ∈ Rn,
(−△)β/2v(x) = g(u(x)), x ∈ Rn,
u ≥ 0, v ≥ 0, x ∈ Rn.
First, they used the iteration method to establish the maximum principles for system, then
derived the symmetry of non-negative solutions by the direct method of moving planes without
any decay assumption at infinity.
In our paper, we first establish the maximum principles by the iteration method introduced
by [21], and then used the direct method of moving planes introduced by [4] to derive the
symmetry of positive solutions and then deduce the nonexistence of positive solutions.
The following is our main theorems.
Theorem 1.1. (Decay at Infinity) Let Ω be an unbounded region in Σλ. Assume ϕ ∈ Lα ∩
C
1,1
loc (Ω), φ ∈ Lβ ∩ C
1,1
loc (Ω) and ϕ(x), φ(x) are lower semi-continuous. If

(−△)α/2ϕ(x) + C2(x)ϕ(x) + C3(x)φ(x) ≥ 0 in Ω,
(−△)β/2φ(x) + C1(x)ϕ(x) ≥ 0 in Ω,
ϕ(x), φ(x) ≥ 0 in Σλ\Ω,
ϕ(xλ) = −ϕ(x) in Σλ,
φ(xλ) = −φ(x) in Σλ,
(1.6)
with
C1(x), C3(x) ∼
1
|x|α+β
, C2(x) ∼
1
|x|2α
, for |x| large, (1.7)
and
C1(x), C2(x), C3(x) < 0.
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Then there exists a constant R0 > 0 such that if
ϕ(x0) = min
Ω
ϕ(x) < 0, φ(x1) = min
Ω
φ(x) < 0, (1.8)
then at least one of x0 and x1 satisfies
|x| ≤ R0. (1.9)
Theorem 1.2. (Narrow Region Principle) Let Ω be a bounded narrow region in Σλ, such
that it is contained in {x|λ − δ < x1 < λ} with small l. Suppose that ϕ(x) ∈ Lα ∩ C
1,1
loc (Ω),
φ(x) ∈ Lβ ∩ C
1,1
loc (Ω) and ϕ(x), φ(x) are lower semi-continuous. If C1(x), C2(x) and C3(x) are
bounded from below in Ω, then

(−△)α/2ϕ(x) + C2(x)ϕ(x) + C3(x)φ(x) ≥ 0 in Ω,
(−△)β/2φ(x) + C1(x)ϕ(x) ≥ 0 in Ω,
ϕ(x), φ(x) ≥ 0 in Σλ\Ω,
ϕ(xλ) = −ϕ(x) in Σλ,
φ(xλ) = −φ(x) in Σλ,
(1.10)
then for sufficiently small δ, we have
ϕ(x), φ(x) ≥ 0, x ∈ Ω. (1.11)
Furthermore, if ϕ = 0 or φ(x) = 0 at some point in Ω, then
ϕ(x) = φ(x) ≡ 0 almost everywhere in Rn. (1.12)
These conclusions hold for unbounded region Ω if we further assume that
lim|x|→∞ϕ(x), φ(x) ≥ 0. (1.13)
Theorem 1.3. Let 0 < α, β < 2, nn−α ≤ p ≤
n+β
n−α . Assume u ∈ Lα ∩ C
1,1
loc and v ∈ Lβ ∩ C
1,1
loc
satisfy (1.1). Then,
(i) in the subcritical case nn−α ≤ p <
n+β
n−α , (1.1) has no positive solution;
(ii) in the critical case p = n+βn−α , the positive solutions must be radially symmetric and
monotone decreasing about some point in R.
2 Proof of Theorem 1.1 and 1.2
We first give some basic notations. Let
Tλ = {x ∈ R
n | x1 = λ, λ ∈ R}
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be the moving plane,
Σλ = {x ∈ R
n | x1 < λ}
be the region to the left of the plane, Σ˜λ = R
n\Σλ, and
xλ = (2λ − x1, x2, ..., xn)
be the reflection of the point x = (x1, x2, · · ·, xn) about the plane Tλ.
2.1 Decay at Infinity
Proof. By the definition of the fractional Laplacian (1.2),
(−△)β/2φ(x1) = Cn,βPV
∫
Rn
φ(x1)− φ(y)
|x1 − y|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σ˜λ
φ(x1)− φ(y)
|x1 − y|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σλ
φ(x1)− φ(y
λ)
|x− yλ|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σλ
φ(x1) + φ(y)
|x1 − yλ|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σλ
φ(x1) + φ(y)
|x1 − yλ|n+β
dy
≤ Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − yλ|n+β
dy + Cn,βPV
∫
Σλ
φ(x1) + φ(y)
|x1 − yλ|n+β
dy
≤ Cn,β
∫
Σλ
2φ(x1)
|x1 − yλ|n+β
dy.
Fix λ, from the fact x1 ∈ Σλ and |x1| sufficiently large,∫
∑
λ
1
|x1 − yλ|n+β
dy ≥
∫
{x1≥0}
1
|x1 − yλ|n+β
dy
=
1
2
∫
Rn
1
(|x1|+ |yλ|)n+β
dy
=
1
2
∫ ∞
0
∫
B0r
1
(|x1|+ |r|)n+β
dσdr
=
1
2
∫ ∞
0
wn−1r
n−1
(|x1|+ |r|)n+β
dr
=
wn−1
2|x1|β
∫ ∞
0
tn−1
(1 + t)n+β
dr, r = t|x2|
∼
C
|x1|β
. (2.14)
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Then,
(−△)β/2φ(x1) ≤
C
|x1|β
φ(x1) < 0. (2.15)
Combining this with (1.6), we can show
ϕ(x1) < 0, (2.16)
and
φ(x1) ≥ −CC1|x1|
βϕ(x1). (2.17)
We know there exists x0 such that
ϕ(x0) = min
Ω
ϕ(x) < 0.
From a similar argument as in (2.14), we can show
(−△)α/2ϕ(x0) ≤
C
|x0|α
ϕ(x0). (2.18)
From (1.6) and (2.17), we can deduce
0 ≤ (−△)α/2ϕ(x0) + C2(x0)ϕ(x0) + C3(x0)φ(x0)
≤
C
|x0|α
ϕ(x0) + C2(x0)ϕ(x0) + C3(x0)φ(x1)
≤
C
|x0|α
ϕ(x0) + C2(x0)ϕ(x0)− CC3(x0)C1(x1)|x1|
βϕ(x1)
< 0.
The last inequality follows from assumptions (1.7). This is a contradiction. Then (1.9) must be
true for at least one of x0 and x1.
2.2 Narrow Region Principle
Proof. If (1.11) does not hold, because φ(x) is lower semi-continuous, there exists x1 ∈ Ω¯ such
that
φ(x1) = min
Ω¯
φ(x) < 0.
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By the definition of (−△)β/2, we have
(−△)β/2φ(x1) = Cn,βPV
∫
Rn
φ(x1)− φ(y)
|x1 − y|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σ˜λ
φ(x1)− φ(y)
|x1 − y|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σλ
φ(x1)− φ(y
λ)
|x− yλ|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σλ
φ(x1) + φ(y)
|x1 − yλ|n+β
dy
= Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − y|n+β
dy + Cn,βPV
∫
Σλ
φ(x1) + φ(y)
|x1 − yλ|n+β
dy
≤ Cn,βPV
∫
Σλ
φ(x1)− φ(y)
|x1 − yλ|n+β
dy + Cn,βPV
∫
Σλ
φ(x1) + φ(y)
|x1 − yλ|n+β
dy
≤ Cn,β
∫
Σλ
2φ(x1)
|x1 − yλ|n+β
dy.
Let D = B2δ(x1) ∩ Σ˜λ, then ∫
Σλ
1
|x1 − yλ|n+β
dy
≥
∫
D
1)
|x1 − y|n+β
dy
≥
1
10
∫
B2δ(x1)
∫
D
1)
|x1 − y|n+β
dy
∼
C
δβ
. (2.19)
Thus,
(−△)β/2φ(x1) ≤
Cφ(x1)
δβ
< 0. (2.20)
Combining this with (1.10), we have
−C1(x1)ϕ(x1) ≤
Cφ(x1)
δβ
. (2.21)
We know there exists a x2 such that
ϕ(x2) = min
Ω¯
ϕ(x) < 0.
Similar to (2.19), we can derive that
(−△)α/2ϕ(x2) ≤
Cϕ(x2)
δα
< 0.
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By (1.10), for δ sufficiently small, we have
0 ≤ (−△)α/2ϕ(x2) + C2(x2)ϕ(x2) +C3(x2)φ(x2)
≤
Cϕ(x2)
δα
+C2(x2)ϕ(x2) + C3(x2)φ(x1)
≤
Cϕ(x2)
δα
+C2(x2)ϕ(x2)− C3(x2)C1(x1)Cδ
βφ(x1)
≤
Cϕ(x2)
δα
+C2(x2)ϕ(x2)− C3(x2)C1(x1)δ
βCφ(x2)
=
Cϕ(x2)
δα
(1 +
C2(x2)δ
α
C
− C3(x2)C1(x1)δ
αδβ)
< 0,
which is a contradiction. To prove (1.12), we suppose there exists x¯ ∈ Ω such that
φ(x¯) = 0.
Then,
(−△)β/2φ(x¯) = Cn,βPV
∫
Rn
φ(x¯)− φ(y)
|x¯− y|n+β
dy
= Cn,βPV
∫
Σλ
−φ(y)
|x¯− y|n+β
dy +Cn,βPV
∫
Σ˜λ
−φ(y)
|x¯− y|n+β
dy
= Cn,βPV
∫
Σλ
−φ(y)
|x¯− y|n+β
dy +Cn,βPV
∫
Σλ
−φ(yλ)
|x− yλ|n+β
dy
= Cn,βPV
∫
Σλ
−φ(y)
|x¯− y|n+β
dy +Cn,βPV
∫
Σλ
φ(y)
|x¯− yλ|n+β
dy
= Cn,βPV
∫
Σλ
( 1
|x¯− yλ|n+β
−
1
|x¯− y|n+β
)
φ(y)dy. (2.22)
If φ(x) 6= 0, (2.22) implies that
(−△)β/2φ(x¯) < 0.
Combining this with (1.10), we can derive
ϕ(x¯) < 0,
which is a contradiction with (1.11). Therefore φ(x) is identically 0 in Σλ. Since
φ(xλ) = −φ(x), x ∈ Σλ,
it shows that
φ(x) = 0, x ∈ Rn,
then
(−△)β/2φ(x) = 0, x ∈ Rn.
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From (1.10), we know
ϕ(x) ≤ 0, x ∈ Σλ.
We already proved
ϕ(x) ≥ 0, x ∈ Σλ.
It must hold
ϕ(x) = 0, x ∈ Σλ.
Combining this with the fact
ϕ(xλ) = −ϕ(x), x ∈ Σλ,
we have
ϕ(x) ≡ 0, x ∈ Rn.
From a similar argument, we can show if ϕ(x) is 0 at one point in Σλ, then φ(x) and ϕ(x) are
identically 0 in Rn.
3 The Symmetry of Positive Solutions
Without any decay conditions on u and v, we are not able to carry the method of moving planes
on u and v directly. To circumvent this difficulty, we make a Kelvin transform. For any x0 ∈ R
n,
let
u(x) = 1|x−x0|n−αu(
x−x0
|x−x0|2
+ x0),
v(x) = 1
|x−x0|n−β
v( x−x0
|x−x0|2
+ x0).
Without loss of generality, let x0 = 0, then
u(x) = 1|x|n−αu(
x
|x|2 ),
v(x) = 1
|x|n−β
v( x
|x|2
).
Thus,
(−△)α/2u(x) =
1
|x|n+α
(−△)α/2u(
x
|x|2
),
=
1
|x|n+α
v(
x
|x|2
)up−1(
x
|x|2
),
=
1
|x|α+β−(p−1)(n−α)
v(x)up−1(x).
In a similar way, we have
(−△)β/2v(x) =
1
|x|α+β−(p−1)(n−α)
up(x).
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Let γ = α+ β − (p− 1)(n − α), and (1.4) becomes

(−△)α/2u(x) = |x|−γv(x)up−1(x), x ∈ Rn,
(−△)β/2v = |x|−γup(x), x ∈ Rn,
u ≥ 0, v ≥ 0, x ∈ Rn.
(3.23)
We first give some basic notations before starting moving the planes. Then we start moving
planes on system (1.4).
Let
Tλ = {x ∈ R
n | x1 = λ, λ ∈ R}
be the moving plane,
Σλ = {x ∈ R
n | x1 < λ}
be the region to the left of the plane, and
xλ = (2λ − x1, x2, ..., xn)
be the reflection of the point x = (x1, x2, · · ·, xn) about the plane Tλ.
Assume that (u, v) solves the fractional system (1.4). To compare the values of u(x) with
u(xλ) and v(x) with v(xλ), we denote{
Uλ(x) = u(x
λ)− u(x),
Vλ(x) = v(x
λ)− v(x).
Then system (1.4) becomes

 (−△)
α/2Uλ(x) =
1
|xλ|γ
v(xλ)up−1(xλ)− 1|x|γ v(x)u
p−1(x),
(−△)β/2Vλ(x) =
1
|xλ|γ
up(xλ)− 1|x|γu
p(x).
(3.24)
3.1 Proof of Theorem 1.1
Now,we start moving planes.
3.1.1 Subcritical Case nn−α ≤ p <
n+β
n−α .
Step.1: We show that when λ sufficiently negative,
Uλ(x), Vλ(x) ≥ 0, ∀x ∈ Σλ \ {0
λ}. (3.25)
10
We claim that for λ sufficiently negative, there exists a constant C such that
Uλ(x), Vλ(x) ≥ C > 0, x ∈ Bε(0
λ)\{0λ},
we will prove it in Appendix. Hence, there must be a point x¯ such that
Uλ(x¯) = min
x∈Σλ
Uλ(x) < 0.
Moreover,
(−△)α/2Uλ(x¯)
= Cn,αPV
∫
Rn
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy
= Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy + Cn,αPV
∫
Σ˜λ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy
= Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy + Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y
λ)
|x¯− yλ|n+α
dy
= Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy + Cn,αPV
∫
Σλ
Uλ(x¯) + Uλ(y)
|x¯− y|n+α
dy
≤ Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− yλ|n+α
dy + Cn,αPV
∫
Σλ
Uλ(x¯) + Uλ(y)
|x¯− y|n+α
dy
= Cn,αPV
∫
Σλ
2Uλ(x¯)
|x¯− yλ|n+α
dy.
From a similar argument in (2.15), we have
(−△)α/2Uλ(x¯) ≤
CUλ(x¯)
|x¯|α
< 0. (3.26)
We claim that
Vλ(x¯) < 0. (3.27)
Indeed, if not, Vλ(x¯) ≥ 0. From (3.24), we have
(−△)α/2Uλ(x¯)
=
1
|x¯λ|γ
v(x¯λ)up−1(x¯λ)−
1
|x¯|γ
v(x¯)up−1(x¯)
≥
1
|x¯λ|γ
v(x¯λ)up−1(x¯λ)−
1
|x¯|γ
v(x¯)up−1(x¯λ)
≥
1
|x¯λ|γ
v(x¯λ)up−1(x¯λ)−
1
|x¯|γ
v(x¯)up−1(x¯λ)
≥
1
|x¯|γ
up−1(x¯λ)Vλ(x¯)
≥ 0.
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This is a contradiction with (3.26). Then (3.27) holds. And from (3.27), we know there exists
x˜ such that
Vλ(x˜) = min
Σλ
Vλ(x) < 0.
Similar to (3.27), we can obtain
Uλ(x˜) < 0.
Therefore,
(−△)α/2Uλ(x¯)
=
1
|x¯λ|γ
v(x¯λ)up−1(x¯λ)−
1
|x¯|γ
v(x¯)up−1(x¯)
=
1
|x¯λ|γ
v(x¯λ)up−1(x¯λ)−
1
|x¯|γ
v(x¯)up−1(x¯λ) +
1
|x¯|γ
v(x¯)up−1(x¯λ)−
1
|x¯|γ
v(x¯)up−1(x¯)
≥
1
|x¯|γ
[
v(x¯λ)up−1(x¯λ)− v(x¯)up−1(x¯λ)
]
+
1
|x¯|γ
[
v(x¯)up−1(x¯λ)− v(x¯)up−1(x¯)
]
=
1
|x¯|γ
up−1(x¯λ)Vλ(x¯) + (p − 1)
1
|x¯|γ
v(x¯)ξp−2Uλ(x¯), ξ ∈ [u(x¯
λ), u(x¯)]
≥
1
|x¯|γ
up−1(x¯)Vλ(x¯) + (p− 1)
1
|x¯|γ
v(x¯)u¯(x¯)p−2Uλ(x¯), (3.28)
and
(−△)β/2Vλ(x˜)
=
1
|x˜λ|γ
up(x˜λ)−
1
|x˜|γ
up(x˜)
=
1
|x˜λ|γ
up(x˜λ)−
1
|x˜|γ
up(x˜λ) +
1
|x˜|γ
up(x˜λ)−
1
|x˜|γ
up(x˜)
= (
1
|x˜λ|γ
−
1
|x˜|γ
)up(x˜λ) + p
1
|x˜|γ
ηp−1Uλ(x˜), η ∈ [u(x˜
λ), u(x˜)]
≥ p
1
|x˜|γ
up−1(x˜)Uλ(x˜).
Let
C1(x˜) = p
1
|x˜|γ
up−1(x˜)
∼
1
|x˜|γ
1
|x˜|(n−α)(p−1)
∼
1
|x˜|α+β
, |x˜| large enough,
C2(x¯) = (p− 1)
1
|x¯|γ
v(x¯)u¯(x¯)p−2
∼
1
|x¯|γ
1
|x¯|n−β
1
|x¯|(n−α)(p−2)
∼
1
|x¯|2α
, |x¯| large enough,
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and
C3(x¯) =
1
|x¯|γ
up−1(x¯)
∼
1
|x¯|γ
1
|x¯|(n−α)(p−1)
∼
1
|x¯|α+β
, |x¯| large enough.
Then by Theorem 1.1, if λ sufficiently negative, there must be one of Uλ(x) and Vλ(x) positive
in Σλ\{0
λ}. Without loss of generality, we assume
Uλ(x) ≥ 0, x ∈ Σλ\{0
λ}.
And we claim that
Vλ(x) ≥ 0, x ∈ Σλ\{0
λ}.
If not, there exists x˜ such that
Vλ(x˜) = min
Σλ
Vλ(x) < 0.
Then from a similar argument, we can show
0 >
CVλ(x˜)
|x˜|β
≥ (−△)β/2Vλ(x˜) ≥ p
1
|x˜|γ
x¯p−1(x˜)Uλ(x˜) > 0.
This is a contradiction. This completes Step 1.
Step.2: Step 1 provides a starting point, from which we can now move the plane Tλ to the
right as long as (3.25) holds to its limiting position.
Let
λ0 = {λ ≤ 0 | Uµ ≥ 0, Vµ ≥ 0,∀x ∈ Σµ\{0
µ}, µ ≤ λ}.
By definition,
Uλ0(x), Vλ0(x) ≥ 0, ∀x ∈ Σλ0\{0
λ0}.
(i): If λ0 = 0, we can move Tλ from +∞ to the left and show that
Uλ0(x), Vλ0(x) ≤ 0, x ∈ Σλ0\{0
λ0},
with λ0 = 0. We obtain
U0(x) = V0(x) ≡ 0, x ∈ Σ0.
For more general Kelvin transform, through a similar argument we can show that
λ0 = x
0
1,
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and
Uλ0(x), Vλ0(x) ≡ 0, x ∈ Σλ0 .
Since the x1 direction and x
0 can be chosen arbitrarily, we have actually shown that u¯ and v¯ is
radially symmetric about any point in Rn. For any x1, x2 ∈ Rn, let the midcenter be the point
of Kelvin transform
x0 =
x1 + x2
2
,
and
y1 =
x1 − x0
|x1 − x0|2
+ x0, y2 =
x2 − x0
|x2 − x0|2
+ x0.
Then,
u¯(y1) = u¯(y2), v¯(y1) = y¯2.
Thus,
u(x1) = u(x2), v(x1) = v(x2).
Since x1, x2 is chosen arbitrarily, u and v must be constant. From (1.1), we know
(−△)α/2u = 0,
and
(|x|β−n ∗ up)up−1 > 0,
a contradiction. Hence, (u, v) = (0, 0).
(ii): If λ0 < 0, there must be two cases.
Case i:
Uλ0(x) = Vλ0(x) ≡ 0, ∀x ∈ Σλ0\{0
λ0}.
Indeed, we suppose there exists x¯ such that
Uλ0(x¯) = min
Σλ0
Uλ0(x) = 0.
Then it must be true that
Uλ0(x) ≡ 0, ∀x ∈ Σλ0 . (3.29)
If not,
(−△)α/2Uλ0(x¯) = Cn,αPV
∫
Rn
−Uλ0(x¯)
|x¯− y|n+α
dy < 0.
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On the other hand,
(−△)α/2Uλ0(x¯)
=
1
|x¯λ0 |γ
v(x¯λ0)up−1(x¯λ0)−
1
|x¯|γ
v(x¯)up−1(x¯)
≥
1
|x¯λ0 |γ
v(x¯λ0)up−1(x¯λ0)−
1
|x¯|γ
v(x¯)up−1(x¯λ0)
≥
1
|x¯λ0 |γ
v(x¯λ0)up−1(x¯λ0)−
1
|x¯|γ
v(x¯)up−1(x¯λ0)
≥
1
|x¯|γ
up−1(x¯λ0)Vλ0(x¯)
≥ 0,
which is a contradiction. This proves (3.29).
Since
Uλ0(x) = −Uλ0(x
λ0),
we have
Uλ0(x) ≡ 0, x ∈ R
n.
Then,
0 = (−△)α/2Uλ0(x)
=
1
|xλ0 |γ
v(xλ0)up−1(xλ0)−
1
|x|γ
v(x)up−1(x)
=
1
|xλ0 |γ
v(xλ0)up−1(x)−
1
|x|γ
v(x)up−1(x),
we can derive that
v(xλ0) ≤ v(x), x ∈ Σλ0 .
Combing this with the fact
v(xλ0) ≥ v(x), x ∈ Σλ0 .
We can deduce
Vλ0(x) ≡ 0, x ∈ R
n.
From a similar argument, we can also have if Vλ0(x) = 0 somewhere, then
Uλ0(x) = Vλ0(x) ≡ 0, x ∈ R
n.
Therefore, for all x ∈ Rn,
0 = (−△)α/2Uλ0(x)
=
1
|xλ0 |γ
v(xλ0)up−1(xλ0)−
1
|x|γ
v(x)up−1(x),
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and
0 = (−△)β/2Vλ0(x)
=
1
|xλ0 |γ
up(xλ0)−
1
|x|γ
up(x).
We can easily deduce that
u¯(x) = v¯(x) ≡ 0, x ∈ Rn.
Then
u(x) = v(x) ≡ 0, x ∈ Rn.
Case ii:
Uλ0(x), Vλ0(x) > 0, ∀x ∈ Σλ0\{0
λ0}.
We show that the plane Tλ can be moved further right. To be more rigorous, there exists some
ε > 0, such that for any λ ∈ (λ0, λ0 + ε), we have
Uλ(x), Vλ(x) ≥ 0, x ∈ Σλ\{0
λ},
This is a contradiction with the definition of λ0, so this case will not happen.
Indeed, first we claim that for λ0 < 0 and ε sufficiently small,
Uλ0(x), Vλ0(x) ≥ C > 0, x ∈ Bε(0
λ0)\{0λ0},
this will be proved in Appendix. Then there exist δ > 0 small and a constant C > 0 such that
Uλ0(x), Vλ0(x) ≥ C > 0, x ∈ (Σλ0−δ\{0
λ0}) ∩BR(0).
Since Uλ(x), Vλ(x) are continuous about λ, then
Uλ(x), Vλ(x) ≥ 0, x ∈ (Σλ0−δ\{0
λ0}) ∩BR(0).
Suppose Uλ(x) < 0, x ∈ Σλ\{0
λ}, then there must exist x¯ such that
Uλ(x¯) = min
Σλ
Uλ(x) < 0.
From a similar argument in the proof of Decay at Infinity, we have
Vλ(x¯) < 0, x ∈ Σλ\{0
λ}.
Then there exists x˜ such that
Vλ(x˜) = min
Σλ
Vλ(x) < 0.
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By Theorem 1.1 (Decay at Infinity), one of x¯ and x˜ must be in BR(0). Without loss of generality,
we assume
|x¯| < R.
Hence,
x¯ ∈ (Σλ\Σλ0−δ) ∩BR(0).
If x˜ ∈ (Σλ\Σλ0−δ) ∩BR(0), then by (3.26), we have,
(−△)α/2Uλ(x¯) ≤
CUλ(x¯)
(δ + ε)α
< 0.
Similarly,
(−△)β/2Vλ(x˜) ≤
CVλ(x˜)
(δ + ε)β
< 0.
Then,
0 ≤ (−△)α/2Vλ(x¯) + C2(x¯)Uλ(x¯) + C3(x¯)Vλ(x¯)
≤
CUλ(x¯)
(δ + ε)α
+ C2(x¯)Uλ(x¯) + C3(x¯)Vλ(x˜)
≤
CUλ(x¯)
(δ + ε)α
+ C2(x¯)Uλ(x¯) + C3(x¯)Vλ(x˜)
≤
CUλ(x¯)
(δ + ε)α
+ C2(x¯)Uλ(x¯)− C3(x¯)C1(x˜)(δ + ε)
βUλ(x˜)
≤
CUλ(x¯)
(δ + ε)α
+ C2(x¯)Uλ(x¯)− C3(x¯)C1(x˜)(δ + ε)
βUλ(x¯)
=
CUλ(x¯)
(δ + ε)α
{1− C3(x¯)C1(x˜)(δ + ε)
α+β}+ C2(x¯)Uλ(x¯)
Through an identical argument in Theorem 1.2 (Narrow Region Principle), we have
Uλ(x), Vλ(x) ≥ 0, x ∈ (Σλ\Σλ0−δ) ∩BR(0).
It implies that x˜ ∈ (Σλ\Σλ0−δ) ∩BR(0) will not be happen.
If x˜ ∈ BcR ∩ Σλ, then
0 >
CUλ(x¯)
(δ + ε)α
≥ (−△)α/2Uλ(x¯)
≥
1
|x¯|γ
up−1(x¯)Vλ(x¯) + (p− 1)
1
|x¯|γ
v(x¯)u¯p−2(x¯)Uλ(x¯)
≥
1
|x¯|γ
up−1(x¯)Vλ(x˜) + (p− 1)
1
|x¯|γ
v(x¯)u¯p−2(x¯)Uλ(x¯),
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and,
0 >
CVλ(x˜)
|x˜|β
≥ (−△)β/2Uλ(x˜)
≥ p
1
|x˜|γ
up−1(x˜)Uλ(x˜)
≥ p
1
|x˜|γ
up−1(x˜)Uλ(x¯).
Through a simple calculation, we have
Vλ(x˜) ≥ |x˜|
β−γu¯p−1(x˜)Uλ(x¯),
and,
Uλ(x¯) ≥ (δ + ε)
α
{ 1
|x¯|γ
up−1(x¯)Vλ(x˜) + (p− 1)
1
|x¯|γ
v(x¯)u¯p−2(x¯)Uλ(x¯)
}
≥ (δ + ε)α
{ 1
|x¯|γ
up−1(x¯)|x˜|β−γu¯p−1(x˜)Uλ(x¯) + (p− 1)
1
|x¯|γ
v(x¯)u¯p−2(x¯)Uλ(x¯)
}
.
Then,
1 ≤ (δ + ε)α
{ 1
|x¯|γ
up−1(x¯)|x˜|β−γu¯p−1(x˜) + (p− 1)
1
|x¯|γ
v(x¯)u¯p−2(x¯)
}
= (δ + ε)α
{ 1
|x¯|α+β
up−1(
x¯
|x¯|2
)
1
|x˜|α
up−1(
x˜
|x˜|2
) + (p− 1)
1
|x¯|2α
v(
x¯
|x¯|2
)up−2(
x¯
|x¯|2
)
}
. (3.30)
For a fixed λ0 < 0, when ε is sufficiently small, we have λ < λ + ε <
λ0
2 . Since λ0 ∈ Σλ,
it deduces that |x¯| > −λ02 . Notice that |x˜| > R, then
1
|x¯|α+β
up−1( x¯
|x¯|2
) 1|x˜|αu
p−1( x˜
|x˜|2
) + (p −
1) 1
|x¯|2α
v( x¯
|x¯|2
)up−2( x¯
|x¯|2
) is bounded. This shows that (3.30) must not be true for δ sufficiently
small. This implies this case also will not happen.
3.1.2 Critical Case p = n+βn−α .
Step.1: We show that when λ sufficiently negative,
Uλ(x), Vλ(x) ≥ 0, ∀x ∈ Σλ \ {0
λ}. (3.31)
We claim that for λ sufficiently negative, there exists a constant C such that
Uλ(x), Vλ(x) ≥ C > 0, x ∈ Bε(0
λ)\{0λ},
we will prove it in Appendix. Hence, there must be a point x¯ such that
Uλ(x¯) = min
x∈Σλ
Uλ(x) < 0.
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Moreover,
(−△)α/2Uλ(x¯)
= Cn,αPV
∫
Rn
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy
= Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy + Cn,αPV
∫
Σ˜λ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy
= Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy + Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y
λ)
|x¯− yλ|n+α
dy
= Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− y|n+α
dy + Cn,αPV
∫
Σλ
Uλ(x¯) + Uλ(y)
|x¯− y|n+α
dy
≤ Cn,αPV
∫
Σλ
Uλ(x¯)− Uλ(y)
|x¯− yλ|n+α
dy + Cn,αPV
∫
Σλ
Uλ(x¯) + Uλ(y)
|x¯− y|n+α
dy
= Cn,αPV
∫
Σλ
2Uλ(x¯)
|x¯− yλ|n+α
dy.
From a similar argument in (2.15), we have
(−△)α/2Uλ(x¯) ≤
CUλ(x¯)
|x¯|α
< 0. (3.32)
We claim that
Vλ(x¯) < 0. (3.33)
Indeed, if not, Vλ(x¯) ≥ 0. From (3.24), we have
(−△)α/2Uλ(x¯)
= v(x¯λ)up−1(x¯λ)− v(x¯)up−1(x¯)
≥ v(x¯λ)up−1(x¯λ)− v(x¯)up−1(x¯λ)
≥ up−1(x¯λ)Vλ(x¯)
≥ 0.
This is a contradiction with (3.32). Then (3.33) holds. And from (3.33), we know there exists
x˜ such that
Vλ(x˜) = min
Σλ
Vλ(x) < 0.
Similar to (3.33), we can obtain
Uλ(x˜) < 0.
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Therefore,
(−△)α/2Uλ(x¯)
= v(x¯λ)up−1(x¯λ)− v(x¯)up−1(x¯)
= v(x¯λ)up−1(x¯λ)− v(x¯)up−1(x¯λ) + v(x¯)up−1(x¯λ)− v(x¯)up−1(x¯)
= up−1(x¯λ)Vλ(x¯) + (p− 1)v(x¯)ξ
p−2Uλ(x¯), ξ ∈ [u(x¯
λ), u(x¯)]
≥ up−1(x¯)Vλ(x¯) + (p − 1)v(x¯)u¯(x¯)
p−2Uλ(x¯), (3.34)
and
(−△)β/2Vλ(x˜)
= up(x˜λ)− up(x˜)
= p
1
|x˜|γ
ηp−1Uλ(x˜), η ∈ [u(x˜
λ), u(x˜)]
≥ pup−1(x˜)Uλ(x˜).
Let
C1(x˜) = pu
p−1(x˜)
∼
1
|x˜|(n−α)(p−1)
∼
1
|x˜|α+β
, |x˜| large enough,
C2(x¯) = (p− 1)v(x¯)u¯(x¯)
p−2
∼
1
|x¯|n−β
1
|x¯|(n−α)(p−2)
∼
1
|x¯|2α
, |x¯| large enough,
and
C3(x¯) = u
p−1(x¯)
∼
1
|x¯|(n−α)(p−1)
∼
1
|x¯|α+β
, |x¯| large enough.
Then by Theorem 1.1, if λ sufficiently negative, there must be one of Uλ(x) and Vλ(x) positive
in Σλ\{0
λ}. Without loss of generality, we assume
Uλ(x) ≥ 0, x ∈ Σλ\{0
λ}.
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And we claim that
Vλ(x) ≥ 0, x ∈ Σλ\{0
λ}.
If not, there exists x˜ such that
Vλ(x˜) = min
Σλ
Vλ(x) < 0.
Then from a similar argument, we can show
0 >
CVλ(x˜)
|x˜|β
≥ (−△)β/2Vλ(x˜) ≥ px¯
p−1(x˜)Uλ(x˜) > 0.
This is a contradiction. This completes Step 1.
Step.2: Step 1 provides a starting point, from which we can now move the plane Tλ to the
right as long as (3.31) holds to its limiting position.
Let
λ0 = {λ ≤ 0 | Uµ ≥ 0, Vµ ≥ 0,∀x ∈ Σµ\{0
µ}, µ ≤ λ}.
By definition,
Uλ0(x), Vλ0(x) ≥ 0, ∀x ∈ Σλ0\{0
λ0}.
Case.i: λ0 < 0. Similar to the subcritical case, one can show that
Uλ0(x), Vλ0(x) ≥ 0, x ∈ Σλ0\{0
λ0}.
It follows that x0 is not a singular point of u¯ and v¯ and hence
u(x) = O(
1
|x|n−α
), v(x) = O(
1
|x|n−β
), |x| → ∞
This enables us to apply the method of moving plane to u and v directly and show that u and
v are symmetric about some point in Rn.
Case.ii: λ0 = 0. Then by moving the planes from +∞, we derive that u¯ and v¯ are symmetric
about the origin, and so do u and v. In any case, u and v are symmetric about some point in
Rn.
This completes the proof.
4 Appendices
Lemma 4.1. For λ negative large, there exists a constant C > 0, such that
Uλ(x), Vλ(x) ≥ C > 0, x ∈ Bε(0
λ)\{0λ}. (4.35)
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Proof. For x ∈ Σλ, as |x| → −∞, it is easy to see that
u(x)→ 0. (4.36)
To prove (4.35), it is sufficient to show
uλ(x) ≥ C > 0, x ∈ Bε(0
λ)\{0λ}.
Or equivalently,
u(x) ≥ C > 0, x ∈ Bε(0)\{0}.
Let η be a smooth cut-off function such that η ∈ [0, 1] in Rn, supp η ⊂ B2 and η ≡ 1 in B1. Let
(−△)α/2φ(x) = η(x)v(x)up−1(x).
Then,
φ(x) = Cn,−α
∫
Rn
η(y)v(y)up−1(y)
|x− y|n−α
dy = Cn,−α
∫
B2(0)
η(y)v(y)up−1(y)
|x− y|n−α
dy.
It is trivial for |x| sufficiently large,
φ(x) ∼
1
|x|n−α
. (4.37)
Since {
(−△)α/2(u− φ) ≥ 0, x ∈ BR,
(u− φ)(x) ≥ 0, x ∈ BcR,
(4.38)
by the maximum principle, we have
(u− φ)(x) ≥ 0, x ∈ BR,
thus
(u− φ)(x) ≥ 0, x ∈ Rn.
For |x| sufficiently large, from (4.37), one can see that for some constant C > 0,
u(x) ≥
C
|x|n−α
. (4.39)
Hence for |x| small
u(
x
|x|2
) ≥ C|x|n−α,
and
u(x) =
1
|x|n−α
u(
x
|x|2
) ≥ C.
Together with (4.36), it yields that
Uλ(x) ≥
C
2
> 0, x ∈ Bε(0
λ) \ {0λ}. (4.40)
Through an identical argument, one can show that (4.40) holds for Vλ(x) as well.
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Lemma 4.2. Let (u, v) be a pair of nonnegative solutions of (1.4), and u¯, v¯ be the Kelvin
transform of u and v, then u¯ and v¯ also satisfy
 u¯(x) =
∫
Rn
|y|−γ v¯(y)u¯p−1(y)
|x−y|n−α dy
v¯(x) =
∫
Rn
|y|−γ u¯p(y)
|x−y|n−β
dy
and vice versa.
Proof. It is easy to see (u¯, v¯) is a pair of nonnegative solutions to (3.23). From (1.3), we have
v¯(x) =
∫
Rn
|y|−γ u¯p(y)
|x− y|n−β
dy.
Then, we only need to show
u¯(x) =
∫
Rn
|y|−γ v¯(y)u¯p−1(y)
|x− y|n−α
dy.
We first show that
u¯(x) = c1 +
∫
Rn
|y|−γ v¯(y)u¯p−1(y)
|x− y|n−α
dy. (4.41)
Let
u¯R(x) =
∫
BR(0)
GR(x, y)|y|
−γ v¯(y)u¯p−1(y)dy, (4.42)
where GR(x, y) is the Green’s function of fractional Laplacian on BR(0).
It is easy to see that{
(−△)α/2u¯R(x) = |x|
−γ v¯(x)u¯p−1(x), in BR(0)\{0},
u¯R(x) = 0, on B
c
R(0).
(4.43)
Let ϕR(x) = u¯(x)− u¯R(x), from (3.23) and (4.43), we have{
(−△)α/2ϕR(x) = 0, in BR(0),
ϕR(x) ≥ 0, on B
c
R(0).
By the Maximum Principle, we derive
ϕR(x) ≥ 0, x ∈ R
n. (4.44)
Therefore, when R→∞,
u¯R(x)→ u˜(x) =
∫
Rn
|y|−γ v¯(y)u¯p−1(y)
|x− y|n−α
dy, (4.45)
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Moreover,
(−△)α/2u˜(x) = |x|−γ v¯(x)u¯p−1(x), x ∈ Rn, (4.46)
Now let Φ(x) = u¯(x)− u˜(x). From (1.1) and (4.46), we have{
(−△)α/2Φ(x) = 0, x ∈ Rn,
Φ(x) ≥ 0, x ∈ Rn.
From Proposition 2 in [30], we have
Φ(x) = c1.
Thus we proved (4.41).
Next, we will show that c1 = 0. If c1 > 0, then from (4.41) and the fact p ≥
n
n−α , we have
v(x) =
∫
Rn
|y|−γup(y)
|x− y|n−β
dy ≥
∫
Rn
c
p
1|y|
−γ
|x− y|n−β
dy =∞.
But it is impossible. Hence c1 = 0. Therefore,
 u¯(x) =
∫
Rn
|y|−γ v¯(y)u¯p−1(y)
|x−y|n−α
dy,
v¯(x) =
∫
Rn
|y|−γ u¯p(y)
|x−y|n−β
dy.
We complete our proof.
Lemma 4.3. For λ0 < 0, if either of Uλ0 , Vλ0 is not identically 0, then there exist some constant
C and ε > 0 small such that
Uλ0(x), Vλ0(x) ≥ C > 0, x ∈ Bε(0
λ0) \ {0λ0}.
Proof. From Lemma 4.2, we have the integral equation
Vλ0(x) = vλ0(x)− v(x)
= Cn,β
∫
Σλ0
(|yλ0 |−γ u¯p(yλ0)− |y|−γ u¯p(y))(
1
|x− y|n+β
−
1
|x− yλ0 |n+β
)dy
≥ Cn,β
∫
Σλ0
u
p
λ0
(y)− up(y)
|y|γ
· (
1
|x− y|n+β
−
1
|x− yλ0 |n+β
)dy.
Since
Uλ0(x) 6≡ 0, x ∈ Σλ0 ,
there exists some x0 such that Uλ0(x0) > 0. Thus, for some δ > 0 small, it holds that
u
p
λ0
(y)− up(y) ≥ C > 0, y ∈ Bδ(x0).
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Therefore,
Vλ0(x) ≥
∫
Bδ(x0)
Cdy ≥ C > 0. (4.47)
In a same way, one can show that Uλ0(x) also satisfies (4.47).
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