Abstract: Tracking of a square trajectory 12.6 m x 12.6 m by a two-link flexible robot manipulator is performed repetitively for both inverse dynamics control (IDC) and fuzzy logic control (FLC). Repetitive learning inverse dynamics control (RLIDC) achieves no improvement in tracking but repetitive learning fuzzy logic control (RLFLC) achieves greater precision where cyclic tracking enables the fuzzy inference system to self-adapt and further reduce tracking errors.
INTRODUCTION
The strict requirement for minimal vibration and precision control of a two-link flexible robot manipulator in spacecraft operations is emphasized in previous work (Banerjee and Singhose, 1998; Green and Sasiadek, 2000a, b) for tracking a square trajectory. Banerjee and Singhose (1998) used an input shaped inverse kinematics technique while comparable results were obtained using various fuzzy control techniques (de Silva, 1995; Green and Sasiadek, 2000a, b) . Green and Sasiadek (2000a, b) used two fuzzy controllers to substitute for the robot nonlinear dynamics equations and a single tracking cycle was obtained. In Banerjee and Singhose (1998) trajectory periodicity studies were included.
Repetitive control (RC) occurs when periodic signals input to the system and is a natural control problem encountered in many engineering applications including space robotics. A vast amount of literature exists on robot learning control of which iterative learning control (ILC) pioneered by Arimoto, et al. (1984) , plays a significant part. Repetitive learning control (RLC) is ILC where initial states of the robot are not reset at the start of each iteration. Essentially RLC is a simple technique requiring less a priori knowledge of the controlled system and capable of modifying control input error signals automatically based on prior iterations. The aim is to track a trajectory as close as possible to that commanded by increasing the number of iterations. Principal works are (Goldsmith, 2000; Hara, Yamamoto, Omata and Nakano, 1988; Horowitz, 1993; Sison and Chong, 1996; Weiss, 1997; Yamamoto, 1993) . Typically, they include adaptive algorithms that successively improve performance to achieve asymptotic zero error tracking based on the betterment learning laws proposed by Arimoto, et al (1984) . FLC studies were conducted (Bonarini, 1994; Layne and Passino, 1992) on learn behaviours which include techniques to modify the relationship between inputs and outputs through control actions based on a reference model and reinforcement learning algorithms and, evolutionary learning techniques for populations of fuzzy rules (ELF) based on genetic algorithms.
In this paper, the result of previous work by Green and Sasiadek (2000a, b ) is extended to demonstrate the effects of repeated learning. Trajectories obtained for five iterations, given in Figs. 6, 7, 8 and 9 , show a distinct advantage of RLFLC over RLIDC.
FLEXIBLE ROBOT MANIPULATOR
The two-link flexible robot manipulator shown in Fig. 1 has a shoulder joint revolute 2π rad and an elbow joint oscillating ~3/2π rad. Robot motion and vibration modes are restricted to the x-y plane. Robot manipulator dynamics, physical constants and control parameters are those used in Banerjee and Singhose, (1998). The nonlinear robot dynamics equations are given in vector form as: (2) ( ) [ diag 67 4, 67. Fig. 4 , is typical for all fuzzy variables in the Fuzzy Inference System (FIS). 
+1 amplitude transient vibrations at direction switches in the 1 st iteration, followed by slight reduction in th 2 nd iteration and then reverts back to the 1 st iteration trajectory for all successive iterations, albeit stable. A large amplitude vibration occurs at the start point. In contrast, RLFLC trajectories, in Fig. 9 , tracked after the 1 st iteration shows a distinct improvement with only a very slight transient vibration at one switch. This improved performance is maintained for all subsequent iterations. On average, each RLIDC trajectory was tracked in 5 min 35 sec and each RLFLC trajectory tracked in 6 min 8 sec for the first, and 7 min 17 sec for subsequent iterations.
Pr precision obtained by substituting robot dynamics equations with FLCs over conventional control methods. Whereas, in this paper, the same FLC technique extends to repeated tracking without initial state reset and implementation of a complex fuzzy reference model design with a learning mechanism, i.e. fuzzy inverse model and fuzzy rule modifier. As only one set of fuzzy rules is used for each link, the ELF technique is not considered. When RLIDC is used without the application of an adaptive control algorithm, there is no improvement in tracking. In contrast the RLFLC trajectory converges close to that commanded after the first repeat cycle, thereby improving upon results obtained in previous work for a single tracking cycle. It has a demonstrated ability to self-adapt upon periodic tracking and asymptotically converge closer to a zero error trajectory without some estimated learning gain or modification of the rule base. 
