Laboratory mice are staples for evo/devo and genetics studies. Inbred strains provide a uniform genetic background to manipulate and understand gene-environment interactions, while their crosses have been instrumental in studies of genetic architecture, integration and modularity, and mapping of complex biological traits. Recently, there have been multiple large-scale studies of laboratory mice to further our understanding of the developmental basis, evolution, and genetic control of shape variation in the craniofacial skeleton (i.e. skull and mandible). These experiments typically use micro-computed tomography (micro-CT) to capture the craniofacial phenotype in 3D and rely on manually annotated anatomical landmarks to conduct statistical shape analysis. Although the common choice for imaging modality and phenotyping provides the potential for collaborative research for even larger studies with more statistical power, the investigator (or lab-specific) nature of the data collection hampers these efforts. Investigators are rightly concerned that subtle differences in how anatomical landmarks were recorded will create systematic bias between studies that will eventually influence scientific findings. Even if researchers are willing to repeat landmark annotation on a combined dataset, different lab practices and software choices may create obstacles for standardization beyond the underlying imaging data. Here, we propose a freely available analysis system that could assist in the standardization of micro-CT studies in the mouse. Our proposal uses best practices developed in biomedical imaging and takes advantage of existing open-source software and imaging formats. Our first contribution is the creation of a synthetic template for the adult mouse craniofacial skeleton from 25 inbred strains and five F1 crosses that are widely used in biological research. The template contains a fully segmented cranium, left and right hemi-mandibles, endocranial space, and the first few cervical vertebrae. We have been using this template in our lab to segment and isolate cranial structures in an automated fashion from a mixed population of mice, including craniofacial mutants, aged 4-12.5 weeks. As a secondary contribution, we demonstrate an application of nearly automated shape analysis, using symmetric diffeomorphic image registration. This approach, which we call diGPA, closely approximates the popular generalized Procrustes analysis (GPA) but negates the collection of anatomical landmarks. We achieve our goals by using the open-source advanced normalization tools (ANT) image quantification library, as well as its associated R library (ANTsR) for statistical image analysis. Finally, we make a plea to investigators to commit to using open imaging standards and software in their labs to the extent possible to increase the potential for data exchange and improve the reproducibility of findings. Future work will incorporate more anatomical detail (such as individual cranial bones, turbinals, dentition, middle ear ossicles) and more diversity into the template.
Introduction
Procrustes methods was developed as a formal statistical technique to study large-scale evolutionary shape changes between organisms in the 1980s and early 1990s (Siegel & Benson, 1982; Bookstein, 1989; Rohlf & Slice, 1990; Goodall, 1991) . This technique was later adopted by geneticists interested in studying the genetic and phenotypic covariation of complex traits, or in mapping genetic loci responsible for quantitative phenotypes, especially in model organisms such as laboratory mice (Klingenberg et al. 2001 (Klingenberg et al. , 2004 Cheverud et al. 2008; Klingenberg, 2008; Leamy et al. 2008; Wolf et al. 2008) . The cited studies showed that the shape of a complex morphological trait (such as a skull or mandible) is a highly polygenic trait. A consequence of these studies was the realization that detecting the genomic locus responsible for the variation usually requires a large sample size, because each variant explains only a small portion of the total shape variation. These earlier pioneering studies were also confined to mandible and dentition and were limited to 2D pictures because of the difficulty of capturing the more complex shapes and the costs associated with obtaining high-resolution 3D data in large numbers at the time. With the reduction of cost in high throughput genomic and imaging methods, we have seen a resurgence in studies that use large samples to investigate genotype/phenotype covariation, QTL or association mapping, and genetic architecture for the skull and mandible shape, but this time in 3D (Burgio et al. 2009; Pallares et al. 2014 Pallares et al. , 2015 Pallares et al. , 2016 Maga et al. 2015; Gonzalez et al. 2016; Navarro & Maga, 2016; Percival et al. 2016) . Although acquired data were in 3D, all cited studies continued to use anatomical landmarks captured by trained experts, limiting the throughput of these studies. In addition to throughput, another major concern is the well-known potential for bias in how landmarks are selected and annotated between experts (Percival et al. 2014 ). This hampers the potential for collaboration, since the only way datasets from different studies can be integrated is to re-annotate them by the same observer. Some researchers proposed using a template-based annotation of the landmarks to speed up the digitization process through automated image registration (Schunke et al. 2012; Bromiley et al. 2014; Young & Maga, 2015) . While this solves some aspects of the throughput problem, it does not address the investigator-specific choice of anatomical landmarks on the skull, or how to deal with the missing landmarks due to differences in anatomy or development.
This heavy reliance of anatomical landmarks for quantitative phenotyping of craniofacial variation in mouse and other model organisms is in stark contrast to the clinical studies of similar nature in humans, in which standardization of the workflows and the use of common reference atlases is the norm (Mazziotta et al. 2001; Desikan et al. 2006; Evans et al. 2012; Hawrylycz et al. 2012; Mandal et al. 2012; Tustison et al. 2014; Lorenz et al. 2015; Mangin et al. 2016) . Although the difference can be attributed to groups leading the research (radiologists or biomedical imaging experts in clinical studies, geneticists or evolutionary biologists in non-human organisms), there is now ample experience in neuroimaging that can be translated to the model organisms in general, as has been done in the analysis of murine MRI (Johnson et al. 2010; Kuan et al. 2015) .
Here we attempt to standardize the workflows associated with mouse volumetric imaging in context of craniofacial development and genetics studies. We turned to open source advanced normalization tools (ANTs), and the associated image analysis package ANTsR to build a segmented adult mouse skull and mandible (hereafter craniofacial) template. The template contains label maps for the skull, left and right hemi-mandibles, and proximal cervical vertebrae and can be used to automatically segment any of these structures for post-weaned (3 weeks) mice. Our primary goal is to present the template and segmentation workflow, but we also demonstrate an application of image-based shape analysis, which we termed diffeomorphic generalized Procrustes analysis (diGPA), using state-ofthe-art image registration, segmentation and templatebuilding tools for morphometric analysis available in ANTs and ANTsR.
We used the ANTs image analysis library to perform the image preprocessing and template-building. ANTs is considered a state-of-the-art medical image registration and segmentation toolkit and is supplemented by ANTsR, an emerging statistical tool supporting standardized multimodality image analysis in the popular R environment (R Core Team 2014). ANTs depends on the Insight ToolKit (ITK), a widely used medical image processing and registration library (Yoo et al. 2002; Avants et al. 2014 ). The ANTs library provides convenient and user-friendly interfaces with a variety of transformation types that range from lowdimensional (translation, rotation, affine) to very highdimensional deformable maps at a resolution that matches that of the input images. Our use of ANTs image registration proceeds in a stepwise manner from a multi-start rigid registration (invariantImageSimilarity) to remove global orientation and positional differences, to affine registration to remove further translations, rotational, scaling and shearing effects, and finally to the symmetric normalization (SyN) deformable registration. SyN is a diffeomorphic image registration algorithm, which captures both large deformation shape differences and subtle shape details. SyN produces a 'digital diffeomorphism', i.e. a high-resolution invertible mapping that allows the template to be mapped to the target and the target to be mapped to the template in a symmetric manner. The performance advantages of SyN were demonstrated in two public and complementary (MRI and CT) unbiased evaluations that included over 45 competitive teams (Klein et al. 2009; Murphy et al. 2011 ).
Materials and methods

Imaging
One 8-week-old female each from 25 inbred and five F1 crosses were commercially acquired from the Jackson Laboratory (Bar Harbor, ME). Song et al. 2007 ). The ANTs implementation of this multi-start method (called invariantImageSimilarity) is particularly suitable for this application because the orientation in which the target sample is scanned may be very different from the template. That is, the anterior-posterior axis may be up to 180°out of alignment, in which case the target will not be appropriately aligned using a traditional rigid registration. Multi-start runs several registration instances, each of which is initialized at an incrementally different pitch, roll and yaw in 3D space (Song et al. 2007 ). The best result, as measured by image similarity to the template, is used to initialize the final affine and deformable registration to the template. The key parameter to invariantImageSimilarity is the search increment for pitch, roll and yaw. We found 90 o to be sufficient for all samples included in the study, except one, for which we used 45 o rotations.
All animal procedures used in the study were reviewed and approved by the Institutional Animal Care and Use Committee of the Seattle Children's Research Institute (protocol # 13733).
Template-building and segmentation
The ANTs package provides a template-building script (https:// github.com/stnava/ANTs/blob/master/Scripts/antsMultivariateTempla teConstruction.sh) which estimates the best average shape and appearance template from an input population of images. ANTs template-building methodology repeatedly alternates between estimating a template and computing deformation fields, via SyN, that map the cohort to the template, until convergence. A detailed explanation of parameters that can be adjusted (such as image similarity metric, iterations, smoothing) is available within the script. For our template-building, we used the default settings with the exception of turning off the bias field correction option, as it is not applicable to microCT images. In this study, four iterations of shape and appearance refinement produced a template that was sufficiently detailed to identify and segment cranial bones. One of us (A.M.M.) manually segmented the template using the editor module of the open source 3D Slicer program (Fedorov et al. 2012) . Segmentation proceeded first with disarticulation of the skull, left and right hemi-mandibles and cervical vertebrae from each other. Then, the cranial foramina and other openings were manually plugged; the foramen magnum was closed by drawing a straight line between its superior and inferior margins in each sagittal slice that it was visible. Finally, endocranial space was segmented using a flood-fill function. The labels for plugs were removed in the final version of the segmented templates (Fig. 2) .
Extension of Procrustes analysis to image data
Here, we describe the parallels between classical generalized Procrustes analysis and our proposed, automated GPA-like shape The same specimen after the implemented image processing pipeline. The specimen was rigidly aligned to the synthetic template, and the segmented template was used to further mask non-skull elements, after which all unnecessary space was removed. The orthogonal slice views now correspond to canonical anatomical planes (transverse, sagittal and coronal, counterclockwise from top). The dataset is now about the 1/8th of the original volume size at the same spatial resolution. Fig. 2 Rendering of the synthetic template (right) and its segmented label map (left).
centroid size and then rotating them to minimize a metric called 'Procrustes distance' (PD) through multiple iterations. In each iteration, a transient mean shape configuration is calculated and each sample is rotated to minimize the PD with respect to this mean. Subsequently, the mean shape coordinates are updated (Dryden & Mardia, 2008) . After all shape configurations are aligned, Procrustes residuals for each shape configuration are calculated by subtracting the mean shape from the aligned Procrustes coordinates. In most applications of geometric morphometric methods these Procrustes superimposed coordinates are subjected to a principal component analysis (PCA) to summarize and visualize the major axes of shape variation.
Diffeomorphic GPA implements the above GPA steps but replaces landmarks with images as the shape features of interest. The diGPA first performed a similarity transform (rotation, translation and isotropic scaling) to the template to remove the translational, rotation and uniform size differences, which is the equivalent of the GPA superimposition (step 1). This was followed by an affine + deformable registration, in which the resultant affine matrices and the deformation fields are saved separately to facilitate independent analysis of each one (step 2). Deformable registration was based on the SyN algorithm. A total warp field was calculated by concatenating affine and deformable transforms into a single deformation field (step 3). Due to the high-dimensionality of deformable mapping, we then applied a fast and efficient implementation of PCA (Martinsson et al. 2011 ) to find the major axes of skull variation in both the total warp field (diGPA_total_PCA) and SyN warp field derived from deformable registration alone (diGPA_-SyN_PCA).
Skulls of the same samples included in the diGPA were previously manually annotated by one of us (A.M.M.) using 3D Slicer for a different study. In all, 51 landmarks were used to annotate the skull. Descriptions of the landmarks along with their position on the skull were provided as Supporting Information Figures S1 and S2 . Six of these landmarks could not be accurately determined in three strains due to differences in anatomy. Since GPA requires the full set of landmarks in all specimens, we opted to remove the six landmarks from this analysis in order to retain all 51 samples. After the GPA, we proceeded with PCA, which used the tangent space approximation of the Procrustes coordinates after GPA superimposition of manual landmarks (GPA-PCA). GPA was run in the R statistical package using the geomorph library (Adams & Otarola-Castillo, 2013) . We also annotated the same 51 landmarks on the synthetic cranium template and used the deformations to warp the annotated landmarks (via the inverse mapping) back to the original samples, thereby creating pseudo landmarks (pseudo_LM). We applied GPA to these pseudo landmarks and conducted the PCA in the same manner described above (pseudoGPA.PCA). Finally, to compare the landmark estimates of this semi-automated landmarking procedure directly with our manually annotated landmarks, we combined these two landmark datasets and conducted a joint GPA (jointGPA).
With the exception of manual and pseudo landmarks, the dimensionalities of the datasets were orders of magnitude different. Therefore, to compare the outcomes of different analyses, we simply look at their correlation in principal component (PC) space for selected PCs. Table 2 summarizes the list of shape analyses conducted in this study.
A reproducible example of the automated segmentation and diGPA pipeline, along with the downsampled test data, low resolution and full-resolution versions of synthetic template can be downloaded as supplementary information (Data S1) from GitHub repository (https://github.com/muratmaga/mouse_CT_atlas). Both the ANTs image registration and processing library, as well as the ANTsR R package can be downloaded for free from https://github.c om/stnava/. All examples provided were run on a Linux platform. In addition to the 30 strains used in the template, the provided sample data contained 21 strains (16 inbred, five F1s) that were not part of the template (Table 1) but which were scanned in the same facility with the same protocol at different times. 3D renderings of all samples included in the study are provided in Figures S1 and S2. To speed up the calculations, all samples were downsampled to 0.141 mm isotropic voxels. This approximation may limit our measurement of high-resolution effects but should not impact detection of the major axes of shape variation.
Results
In our test platform equipped with two E5-2687Wv2 processors, the complete image processing and registration workflow for 51 samples took approximately 5.7 h. More than 90% of the time was spent on skull image registrations for shape analyses. The breakdown of the tasks were as follows: approximately 1 min for removal of non-CF elements from the images, 15 min for aligning all samples to the template, 10 min for segmentation of skull, left and right mandibles, and endocranial space as individual structures. The remainder of the time was spent on registering segmented skulls to the skull-only template to conduct shape analysis. The ITK library, which ANTs and ANTsR are based on, is multi-threaded and is capable of maximizing processor core usage, depending on the user specification. Figure 3 shows the scatter of the landmarks after a joint superimposition of manual and pseudo LM datasets. Manually annotated landmarks show a wider spread than pseudo LMs collected from the template. The difference is striking for LMs on the premaxilla and nasal sutures (2, 3), premaxilla and maxilla suture in palatal view (29, 30, 31) and for LMs on the lateral aspect of neurocranium (15, 17, 18, 20, 22, 25) . A Procrustes ANOVA conducted on the joint dataset (jointGPA) showed the systematic error between manual and pseudoLMs datasets to be significant (P < 0.001). Using the Procrustes distances of individual samples to the consensus shape as a measure of total shape variation, a paired signed Wilcoxon rank test showed that manually annotated groups have greater Procrustes distances compared with the pseudo landmark group (P < 0.001). Skull centroid sizes from the manual and pseudoLMs were highly correlated (R = 0.984, Fig. 4A ). Although the magnitude of shape variation was different, the structure of variance decomposition was remarkably similar between the two. All PCs explained similar magnitude of variance between two datasets (Fig. 5A,B) . PC1 scores were also highly congruent between two datasets (R = 0.902, Fig. 6A ). No other corresponding PCs were as highly correlated.
Manual LMs vs. pseudo LMs GPA
LM-GPA vs. diGPA results
GPA_PCAs and diGPA_SyN_PCA had a similar variance structure; variance explained by each component was very similar in both sets of results (Fig. 5A,C) . On the other hand, PC1 of the total warp field accounted for 57% of the variation in the dataset, and its top three PCs accounted for 75% of the variation in the data in all (Fig. 5D ). Since the dimensionality of the image-based and landmark-based analyses differed by orders of magnitudes, we investigated correlations between the results of ordination in respective PCA spaces to evaluate the similarities and differences between the two groups of statistical shape analyses. Correlations between the PC scores for the first 10 PCs were calculated. In all pairs of comparisons, the strongest correlation was always between corresponding first PCs (plotted in Fig. 6 ). diGPA_SyN_PCA was more congruent with the GPA results than was the total warp field result (R 0.823 vs. 0.547). This difference may be related to the fact that diGPA_SyN_PCA focuses on variation after global scaling effects are removed, similar to classical GPA. No other PC pair was as strongly correlated. Correlation coefficients for the remaining PCs are provided as Supporting Information Table S1 . For image-based analysis, the skull size was calculated as the number of voxels that represent bone after thresholding the image. These counts were highly correlated with the centroid sizes calculated from the landmarks after a log-transform (Fig. 4B , R = 0.933).
Discussion
High-resolution 3D small animal imaging presents unique challenges for both qualitative and quantitative phenotyping. The first challenge is that samples are usually scanned in orientations that minimize the time and costs associated with scanning. Lack of a standardized reference system presents a challenge to the investigator, who may be looking for structural differences in the anatomy of a previously unknown model of a craniofacial disorder. In this case, the investigator will be looking at cross-sections that are drastically different from sample to sample and have no anatomical basis for direct comparison, unless specimens are manually oriented. Our suggestion to register all targets rigidly in a synthetic template removes this obstacle for the mouse craniofacial skeleton. By simply superimposing full volumes in 3D, the investigator can get a 'feel' for the structural differences far more quickly, which he/she then can statistically test using distances, landmarks or image-based analysis.
Another challenge is the extreme resolution of the microCT scanners. The skull length of a post-weaned mouse (3 weeks or older) varies from 18 to 25 mm (Maga 2016) . At 35 lm isotropic resolution, this results in image stacks of 512-750 slices. Although such detail might be important to capture and document, in the end it is rarely used in studies that investigate skull or mandible shape through GPA. A common approach in these studies is to manually crop the field of view to contain only the structure of interest, then convert it to a polygonal surface via isosurfacing, and finally record 3D coordinates of anatomical landmarks from the reconstructed surface. Depending on the dimensions and the resolution of the 3D image, downsampling might be Fig. 5 Variance explained in different PCA. GPA PCA is based on manually annotated landmarks; pseudo LM PCA is based on warping the template landmarks to the targets using the image registration transforms. diGPA_SyN_PCA: only the deformable (SyN) component of the registration results is used; diGPA_Total Warp_PCA uses the total warp field from the combined affine and deformable components of the registration.
necessary during the conversion from voxel to surface data. Along the way, all the potential information regarding the structural differences that may exist outside of the anatomical landmarks is excluded from the analysis, which might be a concern if the goal of the study is to capture the total shape of the structure of interest.
There are limitations to the current synthetic template. Our primary goal was to obtain a template that will enable us to conduct automated segmentation of the entire skull and hemi-mandibles; as such, the turbinate system in mouse is not segmented at its full complexity. Although the template was intended to be informative for Mus musculus at the subspecies level, it is overwhelmingly represented by M. musculus domesticus-derived strains. There is a notable lack of wild-derived inbred strains, with the exclusion of CAST/EiJ, M. musculus castaneus (Kirby et al. 2010) . The current iteration of the template consists of only female representatives of strains. However, we note that we have been using this version of the template in our lab to segment skulls and mandibles from a wide range of mice (both wildtype and mutants) from 4 to 12 weeks in age with no obvious indication of the template performing poorly for the male sex. Our in-house testing with publicly available datasets also shows that the template performs well with datasets originating from different scanning facilities with different microCT scanners. A note of caution: the template and associated imaging pipeline may not perform satisfactorily for mice younger than 4 weeks of age, especially neonates, or if the target is severely malformed. In such cases, a new dataset-specific template may be required to achieve high quality results.
Landmark-based vs. image-based shape analysis
For the current dataset, image-based and landmark-based shape analysis seems to agree about the major axis of variation in the dataset. The statistically significant difference in the magnitude of shape variation between LM-GPA and pseudoLM-GPA might be related, due to a potentially larger observer error in manual landmarking. Without the availability of a well-characterized reference dataset, one which was repeatedly annotated by multiple groups, it is difficult to infer the sources of variation in manual annotations.
The difference in GPA-vs. diGPA-based analyses also might be due to differences in the anatomy considered (sparse surface landmarks vs. the entire skull for imagebased analysis). Landmark-based shape analyses make the assumption that information at landmarks predicts variation at inter-landmark regions (Marquez et al. 2012) , which might be a strong assumption to make depending on the anatomy considered.
In addition to removing the potential observer bias and associated variation from the phenotyping process, there are some other benefits of image-based shape analysis compared with landmark-based statistical shape analyses. Obviously, the ability to capture the entire shape of the organism is a major benefit. Although the individual computations can be time-consuming, tasks can be parallelized easily and the throughput can be increased. Another important aspect of the presented workflow is the full reproducibility within the R statistical environment, starting from the data creation, not just at the analysis level.
As with any method, there are downsides to consider as well. A damaged specimen can potentially be landmarked, unless the damage is at the region that is being measured or annotated. A damaged or a partial specimen can also be used in diGPA but would require additional image processing steps to mask the damaged/missing regions in the impacted samples and/or, potentially, the template. Perhaps more importantly, the shape variation between the groups being compared might be too extensive to be captured by fully automated image registration methods, although this limitation could likely be remedied by additional efforts (such as using a phenotypically diverse cohort to build the template or guiding the registration with a few carefully selected landmarks) in this application domain.
Use of the singular value decomposition (SVD) and its close relative, PCA, is perhaps the most common dimensionality reduction method in statistics and machine learning. Both efficient implementations and mature approaches to visualization make the method accessible and interpretable in a broad range of applications. Nonetheless, several limitations exist. Primarily, the basis produced by SVD is severely limited by the number of samples. In relation to this, the basis is not sparse in the feature space. Both concerns may be addressed by methods such as sparse PCA. However, these methods introduce additional parameters that may not be intuitive to select (e.g. weights for sparseness penalties) or algorithms may not be implemented efficiently enough to be effective in datasets that may be large in sample size. Additional investigation on these fronts is necessary.
Conclusions
We demonstrated the utility of a synthetic template in standardization of the workflow associated with structural imaging of mouse craniofacial skeleton. The standardization, as well as the use of open-source image processing and analysis software, offers an improved venue for largescale collaboration between laboratories conducting craniofacial genetics research in mice and requiring high-throughput for phenotypic screens.
Although we foresee that landmark-based statistical shape analyses will continue to dominate areas where the focus is variation at the inter-species (or even higher taxonomical) level, we expect that image-based shape analysis may have more to offer for studies within species (or populations) from which volumetric imaging data can be easily obtained. The adult mouse craniofacial skeleton was the focus of this study, but it is important to note that the template-building library in ANTs and the associated statistical analysis package ANTsR, can be adjusted to a wide variety of model organisms. Fig. S1 . Landmarks annotated from the specimens. Fig. S2 . 3D renderings of all strains used in the study. Figure 6 of the main text.
