An Affective Virtual Agent for Natural Human-Agent Interaction by Pontier, M.A. et al.
An affective virtual agent for natural human-agent interaction 
 
Matthijs Pontier, Marco Otte, Johan Hoorn 
VU University Amsterdam, Center for Advanced Media Research Amsterdam,  
De Boelelaan 1083, 1081HV Amsterdam, The Netherlands, Phone: +31 (0) 205989468  
E-mail: matthijspon@gmail.com, m.otte@vu.nl, j.f.hoorn@vu.nl 
 
Keywords: Affect models, Affective robots, Emotional intelligence 
 
In earlier studies [1], aesthetics of the design and moral fiber of a virtual character partially determined user 
involvement with it. We used these empirical results to model agents that in their turn would build up affect for 
their users much the same way as humans do for agents [2].  
ENCODE COMPARE RESPOND
SIT UATIO NS FEAT URE S A PPRAIS AL                     AP PRA ISAL RESP ONSE
DOMAINS                         PROCESS COV ERT OV ERT
In
te
gr
at
ed
 m
od
el
current
va lence
weighted
features
ethics
affordances
aesthetics
epistemics
current
state
pred icates
future
state
predicates
af
fe
ct
ive
 st
at
es
“emotions”
“mood”
? Features are matched against goals,  concerns, beliefs, intenti ons, etc. of  self and others (allows tak ing perspect ives)
involvement
distance
sa
tisfaction
situation
modification
future
valence
relevance
?
affective decision m
aking
situat ion select ion
positive approach
negative
 ap
proach
chang
e
avoid
experiential behavioral
physiological
(e.g.,  arousal, heart -beat,  ……………., sweat,  blush)
response modulation
cogni tive change
attentional deployment
similarity
? Relevance and valence (gray area) are the variables in the appraisal frames
?
use intentions
ap
p
ra
isa
l
fra
me
s
Us er 
fe at ure
Af fords Robot 
goal  s ta te
Posit ive / 
Ne ga tive
Fac ilita tes
/ In hib its
De sire d / 
Un de sire d
 
Figure 1: The affect model used by the agent 
 
Through simulations, we tested these models for internal consistency and were successful in establishing the 
relationships among the factors as suggested by the earlier user studies [3]. We confronted our agent system with 
real users to check whether users recognize that our agents function in similar ways as humans do. 
Through a structured questionnaire, users informed us that they recognized that our agents evaluated the user's 
aesthetics and moral stance while building up a level of involvement with the user and a degree of willingness to 
interact with the user again [4].  
In future research, we plan to focus on more factors, such as affordances and realism, compare the performance 
of several emotion models with each other and  a Wizard of Oz condition of human-human interaction, which 
allows for making stronger claims to the behavioral fidelity of an agent’s affective response mechanisms. 
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