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Abst ract - -S imulated  annealing with different ypes of acceptance probabilities is widely used in 
stochastic optimization. Based on the Metropolis algorithm describing thermal relaxation, threshold 
accepting was developed to speed up the computation. Tsallis statistics generalizes the Metropolis 
acceptance probability by introducing a new parameter q E R, where for q --* 1, the Metropolis 
statistics i recovered. In this paper, we will show that not only the Metropolis acceptance probability 
is a limit case of Tsallis statistics, but threshold accepting can also be considered as limit case of 
a modified Tsallis acceptance probability for q --* -c~. © 2002 Elsevier Science Ltd. All rights 
reserved. 
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In stochastic optimization, random walk algorithms with different types of acceptance prob- 
abil ities are used to find the ground state or other energetically low-lying states of complex 
systems or other optimization problems. The prototype of these algorithms is the classical sim- 
ulated.anneal ing algorithm, introduced by Kirkpatr ick et al. [1] and Cerny [2], which is based 
on the Metropolis acceptance probabil ity [3]. The Metropolis acceptance probabil i ty is widely 
used to simulate thermal equilibrium properties of physical systems. In the Metropolis algo- 
r ithm, a ' random walker' walks through the state space of the system in such a fashion that 
it populates the states in the stationary distribution case according to the desired Boltzmann 
distribution. 
Technically, to each state a, an energy Ea is assigned. On the state space, a neighbourhood 
relation, also called move class, is given, i.e., to each state a a set of neighbours N(ct) is de- 
fined. The neighbourhood relation has to be symmetric, i.e., if a E N(f~), then/3 E N(a) also. 
Such a relation defines an undirected graph structure on the state space. On this graph, the 
random walk takes place. Being in a certain state a of the system, the random walker chooses 
a new state/3  out of its neighbours and accepts the new state as the next state with a certain 
acceptance probabil i ty Pza. This probabil i ty depends on the energy difference AE  --- E~ - Ea 
between the new and the old state and the temperature T with which the system should be in 
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equilibrium. In the Metropolis algorithm, this acceptance probability is 
1, if AE < 0, 
PMe(AE) : e -AE/T ,  if AE > 0, (1) 
where T is measured in terms of energy, i.e., kB = 1. 
In the implementation f the algorithm, the computation of the acceptance probability needs 
the evaluation of an exponential function in each step of the random walker. Dueck et al. [4] 
and Moscato and Fontanari [5] changed the Metropolis acceptance probability when stepping 
upwards in energy from an exponential to a step function, i.e., 
PTA(AE)={ 1, i fAE<T,  
O, if AE > T. (2) 
By removing the computation of the exponential function, the algorithm became faster, and it 
even seems to yield the same if not better solutions than the Metropolis algorithm when used as 
an optimization algorithm. The algorithm with acceptance probabilities (2) is called threshold 
accepting. 
Another technique has come up in the context of the discussion of the generalized thermody- 
namics [6]. Penna [7] and Tsallis and Stariolo [8] introduced an acceptance probability of the 
form 
{ 1 i _~E_)  ififAE<0'AE and 
1/(1--0) 
pq(AE)= 1- (1 -q )  , i fAE>0and(1-q)  _~1, (3) 
0, >0 (1 -q ) -~>l ,  
depending on an additional parameter q E R \ {1}. The random walk algorithm with these 
Tsallis acceptance probabilities, we call Tsallis algorithm further on. For q = 1, equation (3) is 
not defined, but one can show that in the limit q ~ 1, the acceptance probability (3) converges 
to the Metropolis probability (1). Thus, the Metropolis algorithm is a limit case of the Tsallis 
algorithm. 
In the literature, threshold accepting and the Tsallis algorithm are always considered as in- 
dependent modifications of the Metropolis algorithm. Here we want to show that the Tsallis 
algorithm can be modified to cover all three statistics (Tsallis, Metropolis, threshold), since this 
modification contains not only Metropolis as limit case, but also threshold accepting. 
A main property of the Metropolis acceptance probability (1) and threshold accepting (2) is 
that the integral over the probabilities to go upwards in energy is always equal to the temperature 
// // f PMe (X) dx =-  e -x /T  dx = T e x dx = T oo  
and 
]0 ]0 T Pin(x) dx = dx = T. 
For the Tsallis acceptance probabilities (3), this property is not satisfied, as will be shown in the 
following. A first substitution yields 
/0 -;) Pq(x) dx = 1 - (1 - q) 1/(1-q) dx - 1 - q - -  ~0 +~ x 1/(1-q) dx, 
where the plus sign in the upper border of the integral is related to q > 1 and the minus sign is 
related to q < 1. Now let us distinguish between three cases. 
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q < 1. In this case, we get 
~0 °° dx = - - -  Pq (x) T 1 -q  x(2_q)/(l_q)[:=oOO = 2 T 1 - -q  2---q" = -q"  
q > 1, q ¢ 2. Here we have 
T fo rq< 2, 
~0 °° T 1-q.x(2_q)/(l_q)l::o = 2 -q '  
Pq(x) dx= 1 -q  2 -q  co, fo rq>2.  
q=2.  In this case, the solution of the integral is different: 
/0 /o ,::o P2(x) dx= T" -dx  = T lnx  =co.  x 
Hence, for the Tsallis algorithm, the probability to go upwards in energy for parameters q >_ 2 
is infinity. Thus, further on we consider only the case q < 2. Then we can modify the Tsallis 
acceptance probability by introducing a new temperature parameter T ~ = T/ (2  - q). In this way, 
we get a new acceptance probability 
{li v/ 1 - q 1/(1-a) Pq( = 1 
O, 
if AE  <_ 0,. 
i fAE>0and 1 -qAE < 1, 2 -q  T I - 
i fAE>0and 1 -qAE - ->1.  
2 -q  T '  
(4) 
The above computations show that this new acceptance probability with temperature parame- 
ter T '  has, analogously to Metropolis or threshold accepting, the property that the integral over 
the probabilities to go upwards in energy is equal to the temperature. 
Furthermore, as a result of changing the temperature parameter, the limit properties of the 
new acceptance probability (4) for q --* - co  are different from those of the Tsallis acceptance 
probabil ity (3). In the original form, the Tsallis acceptance probability converges in this limit to 
a step function 
[ 1, i fAE_0 ,  
P-oo(AE)  / 0, if AE  > 0, 
independent of T, where only downward moves in energy are allowed. Such a behaviour corre- 
sponds to zero temperature or a quench in the Metropolis case (1). 
The new acceptance probability (4) shows a different behaviour for q ~ -co .  Here we get 
1, ( if AE_< 0, 
1 - q AE~ 1/(1-q) 
]5-~( AE)= ql~mcc 1 ~-q -~7)  , i f0<AE<T' ,  
0, if AE  > T'.  
Because of limq--,-oo((1 - q)/(2 - q)) = 1 and limq--.-oo(1/(1 - q)) = 0, this is equivalent o 
1, i fAE_< T', 
/5-°°(AE) ---- 0, if AE  > T'. 
Hence, with this new temperature parameter T' ,  the limit q ~ -co  is also a temperature- 
dependent acceptance probability. Furthermore, it coincides with the threshold accepting prob- 
ability (2). 
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Figure 1. (a) Tsallis acceptance probability (3) and (b) new acceptance probabil- 
ity (4) for q = 0, -1, -10, -100 (from solid to dotted lines). 
Thus, rescaling the temperature T in the Tsallis algorithm to T ~ = T/ (2  - q) has two major 
advantages. First, for every q < 2, the new acceptance probabil ity (4) has, analogously to 
Metropolis and threshold accepting, the property fo  Pq(x)dx = T', and secondly, the threshold 
acceptance probabil i ty can then be interpreted as limit case q ~ -oc  of the new acceptance 
probabi l i ty (4). 
Both properties can be i l lustrated when plotting the acceptance probabil it ies (3) and (4) for 
different q values, as shown in Figure 1. Obviously, in Figure la,  the area under the graphs for 
the acceptance probabil it ies decreases to zero as q ~ -oc ,  whereas this area stays constant in 
Figure lb. For q ~ oc, both acceptance probabilities converge to a step function, but the position 
for the step is different. For Tsallis, the step is at zero and for the new acceptance probability, 
the step occurs at AE/T  = 1, i.e., AE  = T. 
The new acceptance probabil ity (4) allows us to consider the Metrolopis, Tsallis, and threshold 
accepting algorithms in a unified way. All three algorithms have proved to be successful in 
stochastic optimization. The unified approach shown in this paper opens the way for investigating 
which of them is most suitable for finding opt ima of complex systems. 
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