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Abstract—Context: Software has become more complicated, 
dynamic, and asynchronous than ever, making testing more 
challenging. With the increasing interest in the development of 
cloud computing, and increasing demand for cloud-based 
services, it has become essential to systematically review the 
research in the area of software testing in the context of cloud 
environments. Objective: The purpose of this systematic 
mapping study is to provide an overview of the empirical 
research in the area of software cloud-based testing, in order to 
build a classification scheme. We investigate functional and 
non-functional testing methods, the application of these 
methods, and the purpose of testing using these methods. 
Method: We searched for electronically available papers in 
order to find relevant literature and to extract and analyze 
data about the methods used. Result: We identified 69 primary 
studies reported in 75 research papers published in academic 
journals, conferences, and edited books. Conclusion: We found 
that only a minority of the studies combine rigorous statistical 
analysis with quantitative results. The majority of the 
considered studies present early results, using a single 
experiment to evaluate their proposed solution. 
Keywords-systematic mapping study; cloud software testing 
methods; software testing; empirical studies 
I.  INTRODUCTION  
Systematic review (SR) is a methodology that aims to be 
reliable, exhaustive, and auditable to allow researchers to 
collect evidence on a particular research question, topic area, 
or subject of interest [1][2]. The SR plays a major role in 
supporting academic research as well as enriching practices 
in software engineering [3]. The SR process starts with the 
development and validation of a review protocol [1]. The 
review protocol provides a plan for the process of conducting 
a review, including study selection and data extraction, with 
the aim to answer the research questions [4]. The protocol 
preparation is followed by locating potentially relevant 
studies in an automatic or manual way, selecting primary 
studies based on inclusion and exclusion criteria, extracting 
data, and reporting the SR, including its limitations [1]. A 
mapping study is a form of SR which provides a 
classification of the relevant research for a particular subject 
without necessarily assessing the quality of each study [1].  
Software testing is one of the main technical activities in 
the software development cycle, which consumes more than 
30% of a project’s budget, effort, and time [5]. When the 
budget and time are not sufficient to cover all test cases, 
suites, and scenarios, an efficient strategy that involves tools 
and technical solutions will be key to enhancing and 
speeding up the testing process. 
Cloud computing provides integrated services that help to 
create an environment for speeding up the development 
process by allowing organizations to transfer some of the 
development processes -such as testing, deployment, 
installations, and tracking failures- into the cloud. In the 
context of testing, cloud computing has been described as a 
resource that offers virtualization, storage, and software 
services that can reduce the time and cost of managing and 
applying large test suites [8]. Virtualization can be used in 
large-scale testing [9], and the cloud can support on-demand 
test laboratories [10]. Furthermore, it can be used for auto-
run and management of test suites [11]. On the other hand, 
the cloud has changed the way services are delivered. As 
cloud-based services have grown in popularity, so has the 
need for testing those services.  
This work presents a mapping study which addresses the 
functional and non-functional testing methods on/using 
cloud-based services. The study provides an overview of 
primary studies, published in the period of 2010-2015, that 
evaluate cloud testing methods. Our methodology is based 
on a well-defined protocol to build a structure and 
classification scheme to analyze the research area of cloud-
based testing. Our mapping study collected 247 research 
papers from which a total of 69 primary studies reported in 
75 research papers were selected. We look at how methods 
are applied, and what is being tested using those methods. 
Several papers that report the same study are included as a 
group. We identify each study using the notation [S+ID] 
where ID is the numeric identifier of the study- the studyID 
is included at the end of the bibliographic data of each 
appropriate paper in the reference list. 
The rest of the paper is organized as follows: Section II 
presents related work. A description of the research 
methodology is presented in Section III, while Section IV 
presents and analyses the mapping study results. Finally, we 
present our discussion and conclusions in Section V. 
II. RELATED WORK 
There have been a number of literature surveys and 
reviews and one mapping study within the software cloud 
testing area. A systematic mapping study is reported in two 
research papers, [6][12], using the 5W+1H model for 
reporting systematic reviews. Studies are categorized based 
on research questions, authors and countries, research 
objectives, research ideas, patterns of papers on different 
types of cloud service and publication type, immediacy of 
article citation, and article inter-relevance. The mapping 
study does not include clear inclusion/exclusion criteria, 
however. Further, the study covers published papers dated 
during the period 2010-2012.  
Some literature surveys have been published in 
conferences and journals. In particular, one study focuses on 
publications dated during the period 2009-2012 and 
classifies relevant literature according to the type of testing 
activities for cloud services and the type of application 
domains [7]. An overview of research related to cloud testing 
tools, types, and challenges, and a comparison of testing 
tools are presented in [13]. A survey that identifies the need 
for cloud testing tools and presents the current testing 
methods and tools has also been published [14]. Studies 
[15][16] provide an overview of software testing as a service 
(TaaS), while literature survey [17] highlighting the current 
situation of security measurement and testing on the cloud. 
Study [18] discusses SaaS testing on the cloud, including 
tools, issues, challenges, and needs.  
We checked that all of the primary studies that are 
reported in these reviews were located by our search process 
and either complied with our inclusion criteria or were 
excluded based on our selection criteria. We found no 
comprehensive mapping studies about cloud software 
testing.  
III. RESEARCH METHOD  
Here we describe our systematic mapping methodology, 
as recommended by [1], to provide an overview of empirical 
studies about cloud software testing methods, to answer the 
research questions, and reveal the current situation regarding 
the research topic. A protocol was developed and updated 
throughout the study.  
A. Research questions  
The major focus of this study is to determine and classify 
the available information regarding functional and non-
functional cloud testing methods, and the subject and 
attributes of the testing methods. The research questions 
addressed by this mapping study are: 
Question 1: What types of functional and non-functional 
testing methods have been evaluated on/using cloud-based 
services? 
Question 2: How were these testing methods applied, 
and what was being tested? 
B. Search and Selection Process 
An initial search was performed using ScienceDirect, 
ACM Library, IEEE Xplore, Springer, and Wiley, 
identifying publications’ sources and dates for the topic of 
the study. This led to the selection of relevant journals and 
conference proceedings, as well as the targeted publication 
period (2010-2015).  
The search strategy included manual and automatic 
searches. Relevant high-ranking (based on ISI impact factor 
and reputation) journals and conference proceedings were 
selected in the domains of software testing or cloud 
computing. Some high-ranking magazines such as IEEE 
Software were excluded, because no empirical studies 
related to cloud software testing methods were found during 
the initial search, and the search and selection process stages. 
A manual search is more time-consuming than an 
automated search. However, it gives better completeness in 
terms of the number of relevant studies found [1]. Two 
manual searches were conducted: one in the journals, and the 
other in the conference proceedings. An automated search of 
the International Conference on Software Engineering 
(ICSE) proceedings and the IEEE Cloud community 
conferences proceedings was conducted. The search strings 
were: “(Cloud OR Cloud services) AND (Testing)” and 
(Testing Cloud services). The snowballing method was used 
at the end of the second stage of the selection process in 
order to find more primary studies. The selected journals are: 
Automated Software Engineering; Journal of Systems and 
Software; Information and Software Technology; ACM 
Trans. on Soft. Eng. and Methodology; Software Testing, 
Verification, and Reliability; Software Quality Journal; 
Empirical Software Engineering; Software: Practice and 
Experience; Journal of Software: Evolution and Process; 
Journal of Cloud Computing; IEEE Trans. Softw. Eng.; and 
IEEE Trans. on Services Computing. Conference 
proceedings are: ISSTA; IEEE/ACM ASE; IEEE ICST; 
IEEE/ACM ISBCC; IEEE/ACM ICSE; IEEE SERE; ACM 
SoCC; ACM FSE; IEEE SOSE; and IEEE Cloud Computing 
Community Conference List Proceedings. 
C. Study Selection 
Our inclusion criteria were: peer-reviewed research 
papers (more than 5 pages) based on empirical research; 
experimental reports, case studies, or feasibility studies, 
with evidence; published between 2010-2015; describe 
testing methods used for cloud-based testing and provide an 
evaluation of the method used. The selection involved a 
three-stage process: screening based on the paper title, 
abstract, and keywords; reading the whole paper by the lead 
researcher to check exclusion criteria; and applying 
snowballing to included primary studies' list of references, 
and repeating stages 2 and 3 on the added studies. 
D. Data Extraction 
Data for all studies was extracted by Al-Said Ahmad, 
while the second and third authors performed extraction for a 
random sample of studies. Data was compared and 
reconciled as necessary. In addition to publication data, the 
extracted data are: type of study- e.g. experiment, case study, 
feasibility study; study aims and objectives; security testing 
options- vulnerability scan and assessment, security review, 
security audit, penetration test, or INP (if not provided); 
scalability testing options- scalability testing, scaling-up, 
scaling-down, or INP; performance testing options- load 
testing, stress testing, endurance testing, or INP; reliability 
testing options - regression testing, load testing, or INP; 
model-based testing options- model-based security testing, 
model-based assessment, model-based performance testing, 
or INP; injection-based testing options- mutation testing, 
fault injection, or INP.; functional testing options - functional 
testing or INP; test coverage options- percentage of coverage 
or INP.; number of experiments (examples) and case studies, 
with a brief description; validation method options- 
simulation and modeling, cross-validation, qualitative data 
analysis, quantitative data analysis, or by a single example; 
and prototype study or not. 
TABLE I.  STUDIES UNDER TESTING METHODS 
Category Studies # 
Functional testing 
S1, S2, S3, S4, S5, S7, S8, S11, 
S12, S14, S15, S17, S19, S20, S24, 
S27, S28, S30, S32, S34, S35, S36, 
S38, S42, S44, S48, S50, S51, S52, 







S5, S7, S12, S21, S23, S25, S26, 
S33, S49, S46, S47, S53, S57 13 
Security review  S5, S7, S24, S26, S41, S47 6 
Security audit S5, S7, S46 3 





S3, S28, S37, S39, S48, S65, S66, 
S69 8 
Scaling-up  S13, S31, S42, S45, S53, S60, S62, S67 8 




S1, S3, S4, S6, S8, S9, S10, S11, 
S13, S14, S17, S18, S19, S20, S24, 
S28, S29, S31, S36, S37, S39, S43, 
S45, S40, S48, S50, S51, S59, S60, 
S61, S63, S65, S66, S67 
34 
Stress testing S9, S15, S18, S31  4 
Endurance 




testing S4, S9, S30, S34, S42, S50 6 
Load testing  S1, S3, S11, S42, S48, S56, S59 7 
Model-based 
testing 
Assessment S1, S8, S15, S27 4 
performance  S29 1 
security testing S5, S25 2 
injection-
based testing 
Mutation testing S25, S52 2 
Injection-based 
testing  
S1, S3, S5, S6, S11, S19, S35, S36, 
S37, S40, S47, S53, S54, S56 14 
IV. RESULT AND ANALYSIS  
A. Overview of result  
We identified 69 primary studies reported in 75 research 
papers related to evaluated testing methods using cloud-
based services and resources. The search was conducted 
using our methodology, and obtained a total of 247 papers. 
92 papers entered phase 1 of the search and selection 
process. 17 papers failed to meet our inclusion criteria during 
the data extraction. 70 papers were found via snowballing 
and 48 papers were eliminated due to the exclusion criteria. 
Of the 75 papers, 13 papers (19%) came from journals, 57 
papers (75%) came from conference proceedings, and 5 
papers (6%) were book chapters.      
30 (43%) primary studies used quantitative data analysis; 
however, 20 of these did not report specific statistical tests. 6 
(9%) studies used simulation and modeling techniques, 3 
studies used cross-validation, one study used qualitative data 
analysis, and another study used both qualitative and 
quantitative data analysis. About 41% (28) of the primary 
studies evaluated their method using an example, and six of 
those studies provided some numerical data.  
40 (58%) of the studies are feasibility studies, providing 
results about a limited scope and often partial 
implementation of the proposed approach or methodology, 
without considering a real-world scenario or complex 
software under test (SUT). There are 32 (47%) studies which 
describe a complete prototype implementation and there are 
11 (16%) studies which present a single complete case study. 
There are only 18 (26%) studies which describe more 
extensive experiments (e.g. multiple case studies). 
B. Results for Research Question 1 
The primary studies were classified according to the 
testing methods, i.e., functional and non-functional. Table I 
shows the classification scheme that we developed after 
applying the methodology described in section III, which 
was based on the used testing methods. We classified the 
studies into seven main categories. Of the 69 studies, 36 
(52%) studies involved functional testing methods, 55 (80%) 
studies involved non-functional testing methods, 14 studies 
focused only on functional testing, and 33 studies focused 
only on non-functional testing. Table I presents the studies 
included for this classification.  
In the context of non-functional testing, 16 (23%) studies 
covered security testing, while 35 (51%) used one or more 
types of performance testing, 17 (25%) studies applied 
scalability testing methods, 12 (17%) studies used reliability 
testing, 13 studies applied mutation testing and injection-
based testing to test non-functional features, and three 
studies applied a model-based technique to test a non-
functional feature. 
C. Results for Research Question 2 
The studies were classified into eight groups (see Table 
II). Where a study could be included in more than one group, 
we based our decision on the main purpose of the study. 
Studies that had a purpose that was not related to any of the 
other seven groups were labelled under ‘other ways of 
testing’.  
TABLE II.  MAIN PURPOSE OF STUDIES  
Category Studies (S) # 
Web services/app testing S18, S21, S31, S43, S58, S59, S63, 
S65, S66, S67 
10 
Mobile testing S23, S24, S44, S48, S53, S61, S68 7 
Vulnerability and security 
configuration testing 
S7, S12, S16, S25, S26, S33, S41, 
S46, S47, S49, S57 
11 
Benchmarking S6, S9, S10, S13, S20, S36, S37, S40 8 
Testing SaaS S5, S11, S19, S28, S30, S38, S39, 
S42, S45, S64 
10 
Testing cloud services S3, S8, S14, S15, S22, S27, S29, S32, 
S60, S62 
10 
Large-scale testing S1, S2, S17, S35, S51, S52, S54 7 
Other ways of testing S4, S34, S50, S55, S56 6 
1) Web services and web application testing 
The feasibility study [19] examined the performance of 
web applications running on the three types of Amazon EC2 
instances. Based on httpref (performance testing tool) PHP 
script workload and in-cloud load generator, the system 
stability was checked by generating load requests on the web 
server for a whole week.  The study [20] presents a 
framework integrated with benchmarking and monitoring 
tools. A number of smaller-scale experiments are carried out 
to test performance and scalability of a web application using 
different instance types to measure the response time, 
compute units, and throughput. A framework for web 
security in the cloud [21], which examines vulnerability 
scanning for web applications, proposes a prototype TaaS 
framework for security testing, and is evaluated through 
experiments using 456 web applications, with 21,141 critical 
vulnerabilities detected. A prototype hybrid cloud testing 
platform called AGARIC is presented in [22] that uses both 
cloud resources and human resources to test web 
applications in a scalable way. Two experiments were 
conducted: one with 10 computers and a local server to test a 
simulated application and another one using resources 
deployed in LAN and dokuwiki.org as the SUT.  
ASTORIA [23], a prototype for automatic testing of 
performance and scalability on rich Internet applications, 
was tested with 1,000 virtual users in Amazon EC2. The 
study [24] presents an experiment for static testing the 
performance of web applications to measure their reliability. 
They use two VMs using VMware, and generated and 
executed test cases automatically by JMeter tool. Four 
studies present testing for SOA applications and web 
services using cloud-based resources. The first [25], is a 
feasibility study presenting a prototype to capture web 
service change at runtime by using functional regression 
testing to verify the selected services. The second [26] 
provides a cloud-based scalable PaaS for a dynamically 
chosen node in the IaaS layer. They use load testing for 
scaling-up and down in a case study of their previous work 
[27], WS-TaaS, testing the load capacity of three real web 
services. They simulate the service environment, applying 
959 slices for deploying WS-TaaS on PlanetLab and using 
50 nodes as the test node. The study [28] concerns cloud-
based performance testing for web services. It reports 
prototype experiments in Amazon EC2 with 100 test tasks 
for 3 performance test methods, with each task assembled 
with 2 web services. 
2) Mobile testing 
Five studies present a TaaS framework for mobile 
testing, and two studies report testing of mobile applications. 
One study presents a TaaS framework for mobile 
development [29], evaluating the framework with one 
example and implementing a web user interface using a 
VAADIN framework, Google App Engine application, and 
Jersey RESTful web services. A simulation-based mobile 
testing environment [30], emulating mobile devices using 
VMs and IaaS is evaluated using analytical techniques.  A 
prototype mobile TaaS framework [31] is tested using a 
functional approach, comparing the result with two other test 
script generations. An automated TaaS is presented in [32], 
with a feasibility case study to evaluate it using private cloud 
services, with 9 mobile devices, 5 mobile applications and 
84% test case coverage. The study [33] uses a prototype 
framework for load balancing implemented with OpenStack 
with 63 hosts and 400 requests, comparing the proposed 
method with other algorithms. A white-box automated 
security testing approach [34] for cloud-based Android apps 
is evaluated by an example run over 1,000 test cases using 
100 parallel instances. The study [35] presents a testing 
approach with experiments evaluated on a combination of 
1,000+ emulated instances and 10 actual devices. 
3) Vulnerability and security configuration testing 
A real-life case study [36] with six design stages is 
evaluated using a sequence of interviews. [37] presents a 
penetration TaaS, with two case studies that let 
POTASSIUM capture the exact SUT into a mirror and save 
it as a live snapshot. They ran a penetration test against the 
snapshot using a cluster of three different memory size 
Ubuntu VMs. An automated risk assessment framework 
(Nemesis) is presented in [38], involving vulnerability 
assessment by using their previous work [39]. To evaluate 
their approach, a cloud environment and its services are 
designed using OpenStack, applying the framework on 10 IT 
products. A security testing approach is presented in [40] 
targeting two situations. First they aim to determine the 
vulnerabilities of Ubuntu Server with the OpenStack node; 
second they aim to determine the vulnerabilities of cloud 
instances with different operating systems. A prototype 
framework for vulnerability assessment in cloud systems is 
presented in [39] and [41], with one example about 
developing an automated process for their proposed 
approach. Security validation as a service is presented in 
[42], with two hosts providing the proposed service to two 
midsize business processes, repeating the requests every 15 
minutes for security validation. A vulnerability scan and 
assessment approach is presented in [43] with four test cases: 
two cases for security assessment from inside the cloud, and 
two from outside the cloud. The study [44] presents a 
prototype model-based security testing approach. The 
authors employed risk analysis to test the cloud environment, 
which is evaluated by one example using VMware’s vCloud.  
The study [45] presents an approach for detecting 
security vulnerabilities by checking for software updates and 
scanning virtual machines, with one experiment using 
Debian penetration suite, repeated 20 times. Another 
vulnerability assessment approach [46], applies three 
different scenarios to explain how the cloud affects the 
security vulnerability. A model-driven approach is shown in 
[47] to facilitate the creation of security configurations. The 
approach is assessed by applying it to a model developed 
using the Oryx tool. 
4) Benchmarking 
The study [48] presents a benchmarking-as-a-service 
framework that automatically scales the injection load 
platform. Three experiment scenarios were performed, with 
two SUTs selected to test in these scenarios. The study 
presented in two research papers [49], [50] introduces 
performance and scalability testing of SaaS using IaaS. The 
experiments measure the performance of two SaaS 
applications using three public clouds, and three private 
clouds, evaluating both the scaling up and out in Amazon 
EC2, and scaling out in Emulab and Open Cirrus. The study 
[51] presents a modeling framework (ROAR) for automated 
cloud resource allocation, optimization, and benchmarking. 
In two experiments using Amazon and Google clouds, they 
use the ROAR to deploy multi-tier applications to cloud 
providers and an auto-scaling engine. The study [52] 
presents C-MART, a benchmark application emulating a 
web application running in the cloud. C-MART is run 
against datacenter benchmarks comparing the results. The 
study [53] proposes a cloud-based load testing model for 
cloud infrastructure. The validation involved two 
experiments for benchmarking as a service using two e-
commerce systems (TPC-W), one with MySQL and the 
other with NoSQL. The study [54] presents a toolset called 
DS-Bench, which operates through benchmarks and fault 
injectors that simulate the overload in system resources, 
aiming to measure dependability.  
A framework is presented in [55] to facilitate 
performance comparisons of cloud data serving systems, 
using 6 server machines to verify the scalability of YCSB. 
They run one experiment with PNUTS on a 47 server 
clusters with a database that contains 120 million records. A 
benchmark for virtualized and cloud environments is 
presented in the study [56]. They run several experiments 
using Libvirt, oVirt, Sar, Faban, KVM, and Collectd. 
5) Testing SaaS 
In the context of testing SaaS, [57] introduces a novel 
model-driven security engineering approach for multi-tenant 
SaaS applications. To evaluate the proposed approach, they 
applied it to seven open-source web-based applications 
developed using ASP.Net. The study [58] presents Trio, an 
open-source Java prototype topology robustness indicator 
that simulates failure sequences. By using a domain-specific 
language (CloudML), Trio is used to evaluate the robustness 
of various topologies through a number of experiments. The 
study [59] presents an approach to automate performance 
testing of cloud applications and a prototype based on load-
testing tools and using IBM's WAIT expert system. Two 
experiments were conducted: one to evaluate the overhead 
using JPetStore and IBM WebSphere Portal applications, the 
other to evaluate the productivity of the approach by 
injecting three common performance issues in JPetStore.  
TaaS with tools are presented in [60], which describes a 
single case study with 100% test coverage. Using the 
OrangeHRM (SaaS) application with two functional features, 
and two black-box test methods, system-level test cases have 
been designed for each feature. The prototype study [61] 
aims to improve the test effectiveness and efficiency of SaaS 
using a regression testing approach with 61%-72% test 
coverage. The study reports one case study using two 
versions of an industrial application. They generate test cases 
from the requirements scenarios and execute each test case 
manually.  A prototype testing approach to detect scalability 
bottlenecks in NoSQL schemas is presented in [63]. 
Concurrent writes are generated by running a servlet on 
Google App Engine. A case study uses an article-oriented 
scenario, creating one single article, and a series of 20, 100, 
500, and 1,000 write requests runs against the single article. 
The study [63] presents a code generation tool for automated 
performance testing of distributed applications in IaaS called 
Expertus. Experiments were performed using three SaaS 
solutions deployed on five IaaS solutions.  
A prototype approach to support SaaS continuous testing 
and policy enforcement is presented in [64]. The study 
describes one case study using test cases generated from 
Metadata. The test cases are ranked based on their 
importance, WebStra’s framework ranking, and their history. 
They establish a test oracle by voting and automatically 
analyse the oracle using statistical techniques. The study [65] 
presents a testing model that evaluates SaaS performance 
and analyses scalability in the cloud. A case study is reported 
using Amazon EC2 with 4 load configuration scenarios. An 
automated integration testing approach of SaaS is introduced 
in [66]. A prototype of unit testing framework is described 
using Windows Azure and Visual Studio 2010. 
6) Testing Cloud Services 
The study [67] presents a tool for automated quality of 
service and scalability analysis for system reliability testing 
using load variation and fault injection. Experiments were 
performed to evaluate the proposed tool using seven user 
loads to measure the scalability and the quality of the SUT. 
A study presented in two research papers [68], [69] uses 
integration testing of data-centric and event-based dynamic 
service compositions. Four distributed performance test 
experiments were run on a single virtual machine using 
Ubuntu Linux. A testing framework for test scripts and test 
case generation that measures service performance, called 
CLTF, is presented in [70]. The authors applied the 
framework to over 1,300 realistic cloud services from 50 
projects collected from the enterprise private PaaS cloud.  
A prototype model-based assessment approach is 
presented in [71]. They evaluated the proposed approach 
with a case study simulating system prototypes in the face of 
hostile environment conditions. Another study [72] presents 
a cloud service selection model through a set of experiments. 
They used 59 real cloud services to do real-time performance 
evaluation. The study [73] presents a prototype testing 
framework for cloud platforms and infrastructures. To 
evaluate their framework a case study was conducted with 18 
Google App Engine test cases. A prototype platform is 
presented in [74] for testing services and users. The platform 
enables the setting up of unit testing by selecting the most 
suitable unit testing method and cloud service, test case 
generation, execution, and reporting testing result in an 
automatic way. Another prototype framework for cloud 
services test cases generation is introduced in [75], with one 
experiment. The system is separated into a web service 
semantics side that generates test cases from source code and 
transmits these to the UDDI side that allows the users to 
discover cloud services. Paper [76] presents a simulated 
cloud service based testing approach. The study proposes a 
solution for testing and quality estimation for both bottleneck 
detection and fault diagnosis using an offline testing 
technique. The study [77] presents a scalability testing 
approach to model the performance for cloud-based services 
at different abstraction levels. The paper constructs 
preliminary models for IaaS, and the benchmark program 
(SaaS) on the cloud using Amazon resources and services.  
7) Large-scale Testing 
The study [78] presents a model-based testing approach 
using a local cloud to test the global properties of a large-
scale system. An experiment was conducted on two clusters 
of 32 nodes to validate the functionality of two popular 
clouds’ open-source distributed hash tables, data insertion, 
and retrieval. An analysis of crowdsourcing testing methods 
for a large-scale system by using INP is presented in [79]. 
Three experiments are presented: to determine the min-time 
test case combinations, to compare the proposed approach 
with the performance of CPLEX ILP formulation, and to 
evaluate the performance of the proposed testing approach.  
The study [80] presents peer-to-peer load testing 
approaches to isolate bottleneck problems in a large-scale 
system. The experiments used load testing validate 
performance having point-to-point connection between the 
test driver and the SUT, or using tools that provide a test 
driver to allow submission of operations based on load type, 
with one machine to simulate the SUT and five others to 
simulate the clients. The study [81] presents an investigation 
of cloud computing to facilitate the testing of large-scale 
software. They evaluate the proposed mutation functional 
testing using a case study on Google Chrome and Amazon 
EC2 with 820 implemented mutations. 
The study [82] presents a case study of resource 
management infrastructure to enable integration testing of 
distributed real-time and embedded system applications. 
They used a modelling tool (CUTS) to evaluate an 
infrastructure-level system (RACE) scenario in the Emulab 
test cloud. A study is reported in three research papers about 
D-Cloud [9], [83], [84], a simulated Eucalyptus-based testing 
environment for large-scale distributed systems. The authors 
apply D-Cloud to two real systems: a highly available server 
system and RI2N. The study [85] is a feasibility study that 
introduces a framework for testing the IaaS-based delivery 
model, which is evaluated by using FaultVM and D-Cloud.  
8) Other ways of testing 
The study [86] presents an automated verification 
approach for virtual machine patches with 3 stages of 
experiments. An approach to manage, compose and test 
services on the cloud is presented in [87]. The study provides 
limited data on the results. Test case generation using JUnit 
is presented in [88], with three series of experiments. They 
determined the performance of the JUnit test execution using 
one machine, then they used HadoopUnit to coordinate 
testing on four nodes in a cluster, finally they tested the 
reduction of map tasks by increasing the workload of each 
map task. A simulation test case generation using parallel 
symbolic execution is presented in [89] based on MC/DC 
test cases and suite generation with six case examples.  
Cloud9 [90], [91] is a prototype platform for automated 
testing of real-world applications that run on Amazon EC2, 
private clusters, and multi-core machines. 5 case studies are 
reported, using different operating systems and simulated 
services. Scalability Explorer, an automated framework for 
scalability testing is presented in [92], introducing scalability 
testing as TaaS through one experiment to evaluate a web 
service-based distributed matrix multiplication system hosted 
on Amazon EC2. 
V. DISCUSSION AND CONCLUSION  
This systematic mapping study has discussed 69 software 
cloud testing unique primary studies reported in 75 research 
papers. The paper presents a state-of-the-art analysis of 
existing cloud-based testing methods that were 
experimentally evaluated during the period 2010-2015. This 
was done methodically by following a well-defined protocol.  
It is possible that not all relevant studies were located 
However we used the related review papers to validate our 
search for primary studies. We used multiple reviewers to 
check the quality of the extracted data. 
The majority of the studies present only preliminary 
results, often describing an example of the software cloud-
based testing methods or a simple application experiment to 
evaluate the proposed approach. Many of the considered 
studies rely on limited scope or relatively simple 
implementations and case studies. Only a minority of the 
studies used quantitative analysis combined with rigorous 
statistical tests. The considered studies spread relatively 
evenly across the testing topic categories that we used in this 
paper. Many of the studies present early work and results 
that their authors expect to lead to further more extensive 
studies. Often the assessment of the proposed solutions is 
based on a single experiment. These indicate growing 
interest across the field of cloud related testing and also the 
potential for much more research to follow the early results. 
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