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Infinite families of superintegrable systems
separable in subgroup coordinates
Daniel Le´vesque, Sarah Post and Pavel Winternitz
Abstract. A method is presented that makes it possible to embed a subgroup
separable superintegrable system into an infinite family of systems that are integrable
and exactly-solvable. It is shown that in two dimensional Euclidean or pseudo-
Euclidean spaces the method also preserves superintegrability. Two infinite families
of classical and quantum superintegrable systems are obtained in two-dimensional
pseudo-Euclidean space whose classical trajectories and quantum eigenfunctions are
investigated. In particular, the wave-functions are expressed in terms of Laguerre and
generalized Bessel polynomials.
1. Introduction
The purpose of this paper is to show how infinite families of superintegrable systems
are obtained from individual known ones which allow separation of variables in at least
one subgroup type coordinate system. In this paper we restrict to two-dimensional
spaces that are real forms of the complex Euclidean space E2(C). The systems obtained
in real Euclidean space are already well known [5, 16, 41, 43, 45]. We also obtain two
infinite families of superintegrable and exactly-solvable systems on the pseudo-Euclidean
plane, E1,1, previously obtained in [17]. These systems are related by coupling constant
metamorphosis and we investigate their classical and quantum systems in depth.
We recall that a superintegrable system is one that allows more integrals of motion
than degrees of freedom. The number of functionally independent classical integrals in
an n-dimensional space is at most 2n− 1. A superintegrable system in two-dimensions
will allow precisely 3 independent integrals.
Superintegrable systems are rare. As a matter of fact, Bertrand’s Theorem [2, 8]
tells us that the only spherically symmetric superintegrable potentials are V (r) = α/r
or V (r) = αr2 (in any dimension). On the other hand, these are the two most important
potentials in physics.
Superintegrable systems in classical mechanics are of interest mainly because, in
these systems, all bounded trajectories are closed and the motion is periodic [36]. In
quantum mechanics, the energy levels are degenerate and superintegrable systems have
been conjectured to be exactly solvable [44]. We recall that in quantum mechanics
a system is called exactly solvable if its entire energy spectrum can be calculated
algebraically and its wave function are polynomials in the appropriate variables,
ar
X
iv
:1
20
7.
69
76
v1
  [
ma
th-
ph
]  
30
 Ju
l 2
01
2
Infinite families of superintegrable systems separable in subgroup coordinates 2
multiplied by an overall gauge factor (the ground state wave function) [9, 44, 48].
Both in classical and quantum mechanics, the integrals of motion for superintegrable
systems form interesting non-Abelian algebras (under Poisson or Lie commutations,
respectively). The algebras are polynomial ones [4, 11, 30, 32] that exceptionally simplify
to Lie or Kac-Moody algebras [3].
Until recently, most studies of superintegrable systems concentrated on quadratic
superintegrability, i.e. the case where all integrals of motion are at most second-
order in the momenta, see e.g [7, 19, 20, 21, 31]. Second-order superintegrability is
related to multi-separability in the Hamilton-Jacobi and Schro¨dinger equations. Indeed,
in real Euclidean spaces, superintegrability and multi-separability are in one-to-one
correspondence.
It was shown in [7] that exactly four families of quadratically superintegrable
systems exist in E2(R). One of them allows separation of variables in two subgroup
type coordinates, namely
H1 = p
2
r +
1
r2
p2θ + ω
2r2 +
α
r2 cos2 θ
+
β
r2 sin2 θ
(1.1)
= p2x + p
2
y + ω
2
(
x2 + y2
)
+
α
x2
+
β
y2
(polar and Cartesian coordinates), two in one subgroup and one non-subgroup type,
namely
H2 = p
2
x + p
2
y + ω
2(x2 + 4y2) + βy +
α
x
, (1.2)
(cartesian and parabolic) and
H3 = p
2
r +
1
r2
p2θ +
α
r
+
1
r2
(
β
cos2 θ
+
γ
sin2 θ
)
, (1.3)
(polar and parabolic). The fourth system allows separation in two different parabolic
systems and is not relevant to this article.
2. Adding a parameter to integrable systems that separate in
subgroup-type coordinates
Let us first consider the two-dimensional Euclidean space E2(C) with its isometry group
E(2,C) and its Lie algebra e(2,C) ∼ {L3, P1, P2}. This algebra has three non-equivalent
one-dimensional subalgebras, {P1}, {P1+iP2} and {L3}. Diagonalizing P1, P1+iP2 or L3
simultaneously with the Laplace operator ∆ = P 21 +P
2
2 corresponds to the introduction
of subgroup coordinates, namely cartesian {u, v}, light-cone {ξ = u+ v, η = u− v} and
polar {ρ = √u2 + v2, θ = arctanu
v
} coordinates, respectively.
A classical Hamiltonian on E2(C) separable in orthogonal subgroup type
coordinates (i.e. Cartesian or polar coordinates) will have the following form
H = p21 + f1(q1) + ψ(q1)X, X = p
2
2 + f2(q2), (2.1)
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where (q1, q2), (p1, p2) are the classical coordinates and the conjugate momenta on four-
dimensional phase space. In these coordinates, the kinetic energy, or free Hamiltonian,
is
∆ = p21 + ψ(q1)p
2
2. (2.2)
and V = f1(q1) + ψ(q1)f2(q2) is the potential. In E2(C), the only two inequivalent
choices for ψ are
ψ =
{
1 Cartesian coordinates
1/q21 polar coordinates
(2.3)
There is a natural quantized version of (2.1) obtained by taking (q1, q2) as the position
operator and (p1, p2) as the momentum one, though there may be quantum corrections
to (2.1).
We observe immediately that system (2.1) is integrable and that X is an integral
of motion. Further, if we introduce a parameter k by replacing X → k2X, the obtained
system remains integrable but the metric associated with the kinetic energy is changed.
The system is mapped back into flat space by making an additional change of variables
q2 → kq2, p2 → (1/k)p2. The new Hamiltonian and integral of motion are
H = p21 + f1(q1) + ψ(q1)X, X = p
2
2 + k
2f2(kq2). (2.4)
The kinetic energy is the same as in (2.1), however, the potential term f2 has acquired
a parameter k. The Hamiltonian (2.4) represents an infinite family of integrable
Hamiltonians which are separable in the original coordinate system (q1, q2).
Let us know apply the above procedure to known two-dimensional superintegrable
systems. Starting from the system (1.1) in polar coordinates, we arrive at the TTW
system
HTTWk = p
2
r +
1
r2
p2θ + ω
2r2 +
k2
r2
[
α
cos2 kθ
+
β
sin2 kθ
]
. (2.5)
It is integrable and exactly solvable and was conjectured to be superintegrable for
rational k [45, 46]. Several authors then proved that (2.5) is superintegrable for all
rational k, both in classical and quantum mechanics [24, 26, 42] (without any quantum
corrections).
The system (1.1) is also separable in Cartesian coordinates and the same procedure
applied to both x and y leads to the anisotropic singular (or caged) harmonic oscillator
[5, 43]
Hanisk = p
2
x + p
2
y + ω
2(k41x
2 + k42y
2) +
α
x2
+
β
y2
. (2.6)
It is clear that this procedure applied to (1.2) in cartesian coordinates will give a subcase
of (2.6) and in fact (1.2) is a member of the infinite family (2.6).
Finally, starting from the deformed Coulomb system (1.3), we arrive at the system
HPWk = p
2
r +
1
r2
p2θ +
K
r
+
αk2
r2 cos2 kθ
+
βk2
r2 sin2 kθ
(2.7)
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which was proven [41] to be superintegrable and equivalent via coupling constant
metamorphosis to the TTW system (2.5) (with k → 2k). Thus, (2.5), (2.6) and (2.7)
are the only infinite families of superintegrable systems, obtained in this manner, in
E2(C) that also exist in the real Euclidean space E2 = E2(R).
Two further superintegrable systems exist in E2(C) that are separable in one
orthogonal subgroup type system of coordinates (polar coordinates) and one non-
subgroup type (hyperbolic coordinates). The corresponding Hamiltonians in Cartesian
coordinates are
HDO = p21 + p
2
2 + ω
2(x21 + x
2
2) + α
x21 + x
2
2
(x1 − ix2)4 + β
1
(x1 + ix2)2
(2.8)
and
HDC = p21 + p
2
2 +
K√
x21 + x
2
2
+ α
1
(x1 + ix2)2
+ β
1√
x21 + x
2
2(x1 − ix2)
.(2.9)
These two systems were identified as E7 and E17 in [25]. They separate in polar
coordinates on E2(C)
x1 + ix2 = re
iθ, x1 − ix2 = re−iθ,
and we have
HDO = p2r +
1
r2
p2θ + ω
2r2 +
1
r2
(
αe4iθ + βe2iθ
)
, (2.10)
HDC = p2r +
1
r2
p2θ +
K
r
+
1
r2
(
αe2iθ + βeiθ
)
. (2.11)
In real Euclidean space, HDO and HDC would be respectively a deformed harmonic
oscillator and a deformed Coulomb potential and the deforming potential in both cases
is complex.
Still in complex Euclidean space, let us introduce a parameter putting θ → kθ. This
preserves one second order integral and separation of variables in polar coordinates.
Following the procedure outlined above with a scaling of the coupling constants, we
obtain the integrable families [?]
HDOk = p
2
r +
1
r2
p2θ + ω
2r2 +
1
r2
(
αe4ikθ + βe2ikθ
)
(2.12)
HDCk = p
2
r +
1
r2
p2θ +
K
r
+
1
r2
(
αe2ikθ + βeikθ
)
. (2.13)
The two Hamiltonians HDOk and H
DC
k are related by coupling constant metamorphosis
[15, 27, 29]. In fact, if we consider the Hamilton-Jacobi for HDOk
p2r +
1
r2
p2θ + ω
2r2 +
1
r2
(
αe4ikθ + βe2ikθ
)
= E, (2.14)
and solve the equation for ω, we obtain
1
r2
(
p2r +
1
r2
p2θ
)
− E
r2
+
1
r4
(
αe4ikθ + βe2ikθ
)
= −ω2. (2.15)
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The change of variables ρ = r2/2, φ = 2θ, changes the left-hand side of (2.15)
into the Hamiltonian (2.13) in the new polar coordinates ρ, φ with K = −E/2 and the
constants α, β scaled by 1/4.
Just as in the previous known examples of infinite families of Hamiltonians, there is
no guarantee that the infinite family is superintegrable. The superintegrability of each
of the families must be verified. In the following sections, we prove that the system
(2.12) is superintegrable in both the classical and quantum case and hence so is (2.13)
as a result of the coupling constant metamorphosis.
3. Infinite families of superintegrable systems in the pseudo-Euclidean
plane
Let us now restrict to the real pseudo-Euclidean plane E1,1 and study the system (2.12).
In cartesian coordinates, we have
HDOk = p
2
1 + p
2
2 + ω
2
(
x21 + x
2
2
)
+
1
x21 + x
2
2
[
α
(
x1 + ix2
x1 − ix2
)2k
+ β
(
x1 + ix2
x1 − ix2
)k]
. (3.1)
Let us put
x1 = u, ix2 = v, u, v ∈ R. (3.2)
We obtain a Hamiltonian in E1,1 namely
Hk = p
2
u−p2v+ω2(u2−v2)+
1
u2 − v2
(
α
(
u+ v
u− v
)2k
+ β
(
u+ v
u− v
)k)
, α, β ∈ R.(3.3)
Without loss of generality, we can assume that k > 0 and either α = β = 0 or α 6= 0;
indeed α = 0 is equivalent to α 6= 0, β = 0 with k → k/2. In the former case, u, v are
allowed to take all real values. In the latter case, we require that u2 − v2 be positive
unless k is a positive integer. If k is a positive integer, the requirements are relaxed so
that it is only required that u− v 6= 0.
The Hamiltonian (3.3) allows separation of variables in pseudo-polar coordinates
u = r cosh γ, v = r sinh γ,
r2 = u2 − v2, tanh γ = v
u
,
with r ∈ R for the ”time-like” region of the pseudo-Euclidean plane. In the ”space-
like” region, we must interchange u and v. An equivalent but more convenient set of
coordinates in E1,1 are modified pseudo-polar coordinates
ρ = u2 − v2, σ = u+ v
u− v , u =
σ + 1
2
√
ρ
σ
, v =
σ − 1
2
√
ρ
σ
, (3.4)
−∞ < ρ <∞, −∞ < σ <∞, ρ
σ
= (u− v)2 ≥ 0. (3.5)
These coordinates cover E1,1 with the line u−v = 0 removed. The Hamiltonian in these
coordinates is
Hk = 4ρp
2
ρ − 4
σ2
ρ
p2σ + ω
2ρ+
1
ρ
(
ασ2k + βσk
)
. (3.6)
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We shall show below that the corresponding Hamiltonian system is superintegrable
both in classical and quantum mechanics for all rational values of the constant k. The
potential in (3.6) is real and finite for 0 < ρ < ∞, 0 < σ < ∞ and we restrict to this
region when either α or β is different from zero.
4. The classical system
4.1. Separation of the Hamilton-Jacobi equation. Trajectories
In this section, we solve for bounded trajectories of the Hamiltonian system (3.6) in the
case that α 6= 0. The case of α = β = 0 is the harmonic oscillator in E1,1, similar to the
one in E2 although the energy can take negative values. The trajectories can be directly
obtained from separation of variables in the coordinates u, v as discussed in Appendix
A.
Consider a bounded trajectory in the following regime,
0 ≤ ρ1 ≤ ρ ≤ ρ2, 0 ≤ σ1 ≤ σ ≤ σ2. (4.1)
We write the Hamilton-Jacobi equation for Hk as in (3.6) as
4ρ
(
∂
∂ρ
S
)2
− 4σ
2
ρ
(
∂
∂σ
S
)2
+ ω2ρ+
1
ρ
(
ασ2k + βσk
)
= E, (4.2)
and separate variables, putting
4ρ2
(
∂S1
∂ρ
)2
+ ω2ρ2 − Eρ = 4σ2
(
∂
∂σ
S2
)2
− ασ2k − βσk = A (4.3)
with
S = S1(ρ) + S2(σ)− Et, A ∈ R.
The functions S1 and S2 are
S1(ρ) = −1
2
∫ ρ2
ρ
√
−ω2 + Eτ−1 + Aτ−2dτ + c1, ρ > 0. (4.4)
S2(σ) = −1
2
∫ σ2
σ
√
Aτ−2 + ατ 2k−2 + βτ k−2dτ + c2, σ > 0. (4.5)
To calculate the trajectories, we solve the equations
∂S
∂E
=
∂S1
∂E
− t = δ1, (4.6)
∂S
∂A
=
∂S1
∂A
+
∂S2
∂A
= δ2 (4.7)
where δ1 and δ2 are arbitrary real constants. Beginning with (4.6), we obtain
t+ δ1 = −1
4
∫ ρ2
ρ
dτ√−ω2τ 2 + Eτ + A. (4.8)
Immediately from this equation, we see that unless ω2 > 0, the trajectories will be
unbounded at t → ∞. Further, since the polynomial −ω2ρ2 + Eρ + A is negative for
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large r, the integrand (4.8) will take real values if and only if the polynomial has two
distinct real roots. With this requirement, the integrated form of (4.8) is
ρ =
1
2ω2
[
E −
√
D1 sin
(
−4ω(t+ δ1) + arcsin
(−2ω2ρ2 + E√
D1
))]
, (4.9)
D1 = E
2 + 4ω2A > 0.
From these equations, we see that the limits on the values of ρ are
ρ1 =
E −√D1
2ω2
≤ ρ ≤ ρ2 = E +
√
D1
2ω2
(4.10)
and hence the equation for ρ simplifies as
ρ =
1
2ω2
[
E +
√
D1 cos (4ω(t+ δ1))
]
. (4.11)
Note that that ρ has a period of pi/2ω in t. In the case that α = β = 0, we have the
trajectories for the harmonic oscillator, compare with (A.5). In this case A is positive
and so ρ1 ≤ 0 ≤ ρ2. On the other hand, if we assume either α or β is non-zero, this leads
to the requirement ρ > 0 which implies both E ≥ 0 and A ≤ 0, as well as E2+4ω2A ≥ 0.
Next, we solve the equation (4.7) in the sector where ρ, σ > 0. The first relevant
integral is,
∂S1
∂A
=
−1
4
∫ ρ2
ρ
dτ
τ−2
√−ω2 + Eτ−1 + Aτ−2 (4.12)
with
∂S1
∂A
=
1
4
√−A
[
arcsin
(
2Aρ−1 + E√
D1
)
− pi
2
]
, A < 0, (4.13)
The second relevant integral in (4.7) is, for k 6= 0
∂S2
∂A
=
−1
4
∫ σ2
σ
dτ
τ 2
√
Aτ−2 + ατ 2k−2 + βτ k−2
,
=
1
4k
∫ σ2
σ
d(τ−k)√
Aτ−2k + βτ−k + α
, (4.14)
which is integrated as
∂S2
∂A
=
1
4k
√−A
[
arcsin
(
2Aσ−k + β√
D2
)
− arcsin
(
2Aσ−k2 + β√
D2
)]
, (4.15)
D2 = β
2 − 4αA > 0, σ2 = β +
√
D2
2|A| .
Thus, all bounded trajectories satisfy E ≥ 0 and A ≤ 0 with
β −√D2
2|A| ≤ σ1 ≤ σ
k ≤ σ2 ≤ β +
√
D2
2|A| , β > 0, α < 0. (4.16)
The condition D2 > 0 provides a fundamental restriction on the values of the separation
constant, namely
0 < −A ≤ β
2
4α
. (4.17)
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We are now in a position to calculate the trajectories. Let us define new variables
Z =
2Aρ−1 + E√
D1
, Wk =
2Aσ−k + β√
D2
(4.18)
and the constant
Γk = k
(
4δ2
√−A+ pi
2
)
+ arcsin
(
2A(−β +√D2) + β√
D2
)
. (4.19)
Putting (4.13) and (4.15) into (4.7), we obtain an equation for the trajectories, namely
arcsinWk + k arcsinZ = Γk (4.20)
or equivalently
σ−k =
−1
2A
[
β −
√
D2 sin (−k arcsinZ + Γk)
]
. (4.21)
We already know from (4.11) that ρ and hence Z has period τ = pi
2ω
. Since arcsin is
a multivalued function, equation (4.21) does not prove that σ has the same period, or
that it is periodic at all. On the other hand, if k is rational, equation (4.21) can be
reduced to a single valued implicit function of ρ and σ and this proves that the motion
is periodic. Put
k = p/q, p, q ∈ N. (4.22)
We rewrite (4.20) as
cosCk = cos [q arccosWk + p arccosZ] , Ck = (p+ q)
pi
2
− qΓk. (4.23)
Making use of the Chebyshev polynomials defined as,
Tn(x) = cos (n arccos(x)) , Un(x) =
sin ((n+ 1) arccos(x))
sin arccosx
(4.24)
equation (4.23) becomes
cos(Ck) = Tq(Wk)Tp(Z)− Uq−1(Wk)Up−1(Z)
√
(W 2k − 1)(Z2 − 1). (4.25)
Using the explicit formulas for the Chebyshev polynomials
Tn(x) =
[n/2]∑
j=0
(n2j)x
n−2j(x2 − 1)j, Un(x) =
[n/2]∑
j=0
(n+12j+1)x
n−2j(x2 − 1)j
where n is a positive integer, we can now write (4.25) as
cos(Ck) =
[q/2]∑
j=0
(q2j)W
q−2j
k (W
2
k − 1)j
[p/2]∑
j=0
(p2j)Z
p−2j(Z2 − 1)j
 (4.26)
−
√
(W 2k − 1)(Z2 − 1)
[(q−1)/2]∑
j=0
(q2j+1)W
(q−1)−2j
k (W
2
k − 1)j
[(p−1)/2]∑
j=0
(p2j+1)Z
(p−1)−2j(Z2 − 1)j
 .
Let us summarize the results on the trajectories. Without loss of generality, we
have assumed k > 0 and α 6= 0.
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(i) Bounded trajectories are obtained for
0 > α, 0 ≤ β, 0 < −A ≤ E
2
4ω2
, 0 < −A ≤ β
2
2α
. (4.27)
Thus, for this system in E1,1, contrary to the case of the real Euclidean plane
E2 [45, 46], we obtain a fundamental upper bound on the value of the separation
constant A (4.27)
(ii) For rational k, all bounded trajectories are periodic.
4.2. Superintegrability of the classical system for rational k
The classical trajectories can be used to explicitly construct an integral of the motion
which is polynomial in the momenta (see e.g. [17, 26, 23, 41]). The additional classical
integral of the motion was first constructed in [17]. It is also possible to construct the
integral directly from the bounded trajectories by replacing the conserved quantities A
and E by their phase-space counterparts
E → H, A→ 4σ2p2σ − ασ2k − βσk. (4.28)
The relevant quantities are
Z =
4ρ2p2ρ + 4σ
2p2σ + ω
2ρ2 − ασ2k − βσk
ρ
√
D1
, (4.29)
Wk =
8σ2−kp2σ − 2ασk − β√
D2
, (4.30)√
(1− Z2)(1−W 2k ) =
16σ1−kpρpσ(ασ2k + βσk − 4σ2p2σ)√
D1D2
. (4.31)
D1 = H
2 + 4ω2(4σ2p2σ − ασ2k − βσk)2 (4.32)
D2 = β
2 − 4α(4σ2p2σ − ασ2k − βσk). (4.33)
Using the parity properties of the Chebyshev polynomials, the following function on
phase space is a constant of the motion which is polynomial in momenta of total degree
no greater than 2p+ 2q,
L =
√
D1
p√
D2
q
[
Tq(Wk)Tp(Z)− Uq−1(Wk)Up−1(Z)
√
(W 2k − 1)(Z2 − 1)
]
. (4.34)
Here we see the explicit link between the integrals of motion and the bounded
trajectories. As discussed elsewhere, see e.g. [26], this is not necessarily the integral
of motion of lowest degree in the momenta. Nevertheless, this integral shows that the
Hamiltonian (3.6) is classically superintegrable for rational k.
4.3. Examples of trajectories
We shall now calculate and plot the trajectories directly from (4.25). For k = p/q
integer,(4.25) becomes
cos(Cp) = WpTp(Z)− Up−1(Z)
√
(W 2p − 1)(Z2 − 1) (4.35)
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k = 1 k = 2 k = 3
Figure 1. Trajectories of specific cases for k integer. The constants are chosen to be
A = −1, α = −2, β = 6, E = 20, ω = 3 and δ2 = pi/32.
k = 1/3, δ2 = 3pi/12 k = 1/2, δ2 = pi/6 k = 3/2, δ2 = pi/12
Figure 2. Trajectories of specific cases for rational k. The constants are chosen to be
A = −3/2, α = −1, β = 3, E = 20 and ω = 4.
and trajectories for k = 1, 2 and 3 satisfy:
k = 1 : cos(C1) = W1Z −
√
(W 21 − 1)(Z2 − 1)
k = 2 : cos(C2) = W2(2Z
2 − 1)− 2Z√(W 22 − 1)(Z2 − 1)
k = 3 : cos(C3) = W3(4Z
3 − 3Z)− (4Z3 − 1)√(W 23 − 1)(Z2 − 1).
The trajectories are plotted in figure 1 with constants chosen as indicated in accordance
with (4.27)
The trajectories for k = 1/3, 1/2 and 3/2 satisfy:
k = 1
3
: cos(C1/3) = (4W
3
1/3 − 3W1/3)Z − (4W 21/3 − 1)
√
(W 21/3 − 1)(Z2 − 1)
k = 1
2
: cos(C1/2) = (2W
2
1/2 − 1)Z − 2W1/2
√
(W 21/2 − 1)(Z2 − 1)
k = 3
2
: cos(C3/2) = (2W
2
3/2 − 1)(4Z3 − 3Z)− 2W3/2(4Z2 − 1)
√
(W 23/2 − 1)(Z2 − 1).
The trajectories are plotted in figure 2 with constants chosen as indicated in accordance
with (4.27)
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5. The quantum system
In quantum mechanics, the Hamiltonian on pseudo-Euclidean space E(1, 1) is
Hk = −4ρ ∂
2
∂ρ2
− 4 ∂
∂ρ
+
4σ2
ρ
∂2
∂σ2
+
4σ
ρ
∂
∂σ
+ ω2ρ+
1
ρ
(
ασ2k + βσk
)
. (5.1)
The integral associated with separation of variables is
L1 = −4σ2 ∂
2
∂σ2
− 4σ ∂
∂σ
− ασ2k − βσk. (5.2)
Here again, we assume that k > 0 and α is not zero.
5.1. Wave functions and energy spectrum
We look for wavefunctions which are also eigenfunctions of the integral L1 and hence
allow separation of variables
HkΨ = EΨ, L1Ψ = AΨ, Ψ = R(ρ)S(σ). (5.3)
The functions R(ρ) and S(σ) satisfy the following equations[
4ρ
∂2
∂ρ2
+ 4
∂
∂ρ
− ω2ρ+ A
ρ
+ E
]
R(ρ) = 0, (5.4)[
4σ2
∂2
∂σ2
+ 4σ
∂
∂σ
+ ασ2k + βσk + A
]
S(σ) = 0, (5.5)
respectively.
Equation (5.4) can be solved in terms of the confluent hypergeometric function and
indeed we have two solutions
R±(ρ) = e−
1
2
ωρ(ωρ/2)±
√−A
2 1F1
(
1
2
±
√−A
2
− E
4ω
, 1±√−A;ωρ
)
, (5.6)
that are linearly independent as long as 1±√−A is not an integer [10]. The requirement
that the solution be continuous at the origin necessitates the choice of R+ only. The
requirement that R(ρ) be square integrable implies that the 1F1 must be a polynomial.
This provides the quantization condition
1
2
+
√−A
2
− E
4ω
= −m, i.e. E = 2ω(2m+ 1 +√−A), m ∈ Z. (5.7)
The bound state eigenfunction R(ρ) can alternatively be expressed in terms of the
Laguerre polynomials as
R(ρ) = e−
1
2
ωρ(ωρ)
1
2
√−AL
√−A
m (ωρ). (5.8)
Equation (5.5) can also be reduced to that for the confluent hypergeometric series
by putting
S(σ) = e
√−ασk
2k
(√−ασk
k
)√−A2k
1F1
(
1
2
− β
4
√−αk +
√−A
2k
, 1 +
√−A
k
;
√−ασk
k
)
, (5.9)
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(the other solution is singular at σ = 0). Square integrability again necessitates that
the 1F1 functions should reduce to a polynomial and we obtain a quantization condition
for the eigenvalue A, namely 1
2
− β
4
√−αk +
√−A
2k
= −n i.e.
An = −k2
(
β
2k
√−α − 2n− 1
)2
, α < 0, β > 0. (5.10)
Note that α and β satisfy the same bounds as in the classical case (4.27). We see that
the quantized Hamiltonian (5.1) only allows a finite number of bound states. Indeed,
the condition
√−An > 0 implies
n ≤ 1
2
(
β
2k
√−α − 1
)
. (5.11)
In particular, the ground states exists only if
β
2k
√−α ≥ 1. (5.12)
In analogy with the classical case, the separation constant A can take values only in
a finite range (in this case a quantized one). Let us define N as the largest integer
satisfying (5.11) and define
B =
β
2k
√−α − 2N − 1. (5.13)
We then have√
−An = k[B + 2(N − n)]. (5.14)
The functions S(σ) of (5.9) can be expressed in terms of the Laguerre polynomials as
S(η) = e−
η
2 η
B
2
+N−nLB+2(N−n)n (η), η =
√−ασk
k
. (5.15)
Changing variables in (5.5), we see that S(η) satisfies a self-adjoint differential equation,
namely
∂
∂η
(
η
∂
∂η
S
)
+
(
1
4kη
A+
1
4
η +
β
4k
√−α
)
S = 0. (5.16)
It follows that the eigenfunctions Sn corresponding to different values of n are mutually
orthogonal ∫ ∞
0
SnSn′
dη
η
= Nnδn,n′ . 0 ≤ n, n′ ≤ N. (5.17)
We mention that this orthogonality does not follow from the orthogonality of the
Laguerre polynomials Lαn in (5.15) since the index α depends on the lower index n.
On the other hand, the functions S(σ) solving (5.5) are directly related to the
generalized Bessel polynomials yn(x, a, b) introduced by Krall and Fink [28]. They satisfy
the equation
x2y′′ + (ax+ b)y′ = n(n+ a− 1)y, y = yn(x, a, b). (5.18)
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Indeed, let us parameterize α in (5.5) as
α = − β
2
4k2(a− 2) , a 6= 2, (5.19)
change variables putting
s =
k√−ασk =
1
η
(5.20)
and express the solution of (5.5) as
Sn(s) = s
a−12e−
1
2sBn(s, a, 1). (5.21)
The polynomials Bn(s, a, 1) satisfy (5.18) and are hence the generalized Bessel
polynomials defined as [28, 14]
Bn(s, a, b) =
n∑
k=0
Cn,k (n+ k + a− 2)(k)
(x
b
)
(5.22)
where Cn,k is the binomial coefficient and
z(k) = z(z − 1) . . . (z − k + 1),
is a Pochhammer symbol. Note that the orthogonality of the Bessel polynomials over a
finite range of indices is consistent with the results of [6].
5.2. Superintegrability of the quantum system for rational k
Let us now use the recurrence relation approach of Kalnins, Kress and Miller [22] to
show that the quantum Hamiltonian is superintegrable. The main results of section 5.1
are that the energy and separation constant for the system are
Em,n = 2ω
(
2m− 2kn+ 1− k + β
2
√−α
)
, (5.23)√
−An = k
(
−2n+ β
2
√−αk − 1
)
(5.24)
and the wave functions are given by
Ψm,n = Rm,n(ξ)Sn(η), (5.25)
with
Rm,n(ξ) = cme
− ξ
2 ξk(
B
2
+N−n)Lk(B+2N−2n)m (ξ), ξ = ωρ (5.26)
Sn(η) = dne
−η/2η
B
2
+N−nLB+2N−2nn (η), η =
√−ασk
k
. (5.27)
For rational k = p/q, we can exploit the degeneracy of the energy with respect to the
transformations
m→ m+ p, n→ n+ q
m→ m− p, n→ n− q
to show that such a system is superintegrable. The additional integral of motion will
be constructed from ladder operators for the associated Laguerre polynomials.
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As can be observed from (5.26) and (5.27), the appropriate ladder operators for the
wavefunctions can be constructed from ladder operators for the Laguerre polynomials
that shift the degree by one and the parameter by two. To obtain such ladder operators,
we take combinations of the following ladder and shift operators, see e.g. [1],
∂
∂x
Lan(x) = −La+1n−1(x), (5.28)[
x
∂
∂x
+ (a− x)
]
Lan(x) = (n+ 1)L
a−1
n+1(x), (5.29)[
x
∂
∂x
+ a
]
Lan(x) = (n+ a)L
a−1
n (x), (5.30)[
∂
∂x
− 1
]
Lan(x) = −La+1n (x). (5.31)
Taking (5.28) composed with (5.31) and (5.29) composed with (5.30), modulo the
eigenvalue equation for the Laguerre polynomials[
x
∂2
∂x2
+ (1 + a− x) ∂
∂x
+ n
]
Lan(x) = 0, (5.32)
yields first-order operators with the appropriate action on the Laguerre polynomials.
Conjugating by an appropriate factor, gives the following ladder operators[
(1 + a)
∂
∂x
+
2n+ a+ 1
2
− a(1 + a)
2x
]
e−
x
2x
a
2Lan(x)=−e−
x
2x
a
2
+1La+2n−1(x) (5.33)[
(1− a) ∂
∂x
+
2n+ a+ 1
2
− a(a− 1)
2x
]
e−
x
2x
a
2Lan(x)=(n+1)(n+a)e
−x
2x
a
2
−1La−2n+1(x). (5.34)
For the function Rm,n(ξ), the ladder operators (5.33), (5.34) take the following
forms
K√−An,Em,n =
(
1 +
√
−An
)
∂ξ − Em,n
4ω
− 1
2ξ
√
−An(1 +
√
−An) (5.35)
K−√−An,Em,n =
(
1−
√
−An
)
∂ξ − Em,n
4ω
+
1
2ξ
√
−An(1−
√
−An). (5.36)
The action of the K’s on the functions Rm,n is as follows
K√−An,Em,nRm,n = −Rm−1,n−1/k
K−√−An,Em,nRm,n = −(m+ 1)(m+
√
−An)Rm+1,n+1/k.
Thus, to raise or lower the index m by p, we need only to apply the operator p times
Kp√−An,Em,n ≡ K√−An+2(p−1),Em,n · · ·K√−An+2,Em,nK√−An,Em,n
Kp−√−An,Em,n ≡ K−√−An−2(p−1),Em,n · · ·K−√−An−2,Em,nK−√−An,Em,n .
Note that after each successive application, we change the operator by adding 2 to√−An but the quantity Em,n is unchanged in each iteration. Note that by adding or
subtracting p from
√−An we change n by q√
−An ± 2p = p
q
(
−2n+ β
2
√−αk − 1
)
± 2p = √−An∓q, (5.37)
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and so the action of these operators Kp is given by
Kp√−An,Em,nRm,n = (−1)
pRm+p,n+q (5.38)
Kp−√−An,Em,nRm,n = (m+ 1)p(1−m−
√
−An)pRm−p,n−q. (5.39)
Similarly, we have raising and lowering operators for the functions Sn(η) given by
J√−An/k =
(
1 +
√
−An/k
)
∂η − β
4
√−αk −
1
2k2η
√
−An(k +
√
−An) (5.40)
J−√−An/k =
(
1−
√
−An/k
)
∂η − β
4
√−αk +
1
2k2η
√
−An(k −
√
−An). (5.41)
The action on the basis is
J√−An/kSn = −Sn−1
J−√−An/kSn = −(n+ 1)(−n+
β
2
√−αk − 1)Sn+1.
Again, the repeated application of the ladder operators is defined as
Jq√−An/k ≡ J√−An/k+2(q−1) · · · J√−An/k+2J√−An/k,b
Jq−√−An/k,b ≡ J−√−An/k−2(q−1) · · · J−√−An/k−2J−√−An/k,
with action on Sn as
Jq√−An/kSn = (−1)
qSn−q (5.42)
Jq−√−An/kSn = (n+ 1)q(n−
β
2
√−αk )qSn+q. (5.43)
Thus, we have created parameter dependent raising and lowering operators which
map between wave fucntions with the same energy values given by
T1 = K
p√−An,aJ
q√−An/k,b (5.44)
T2 = K
p
−√−An,aJ
q
−√−An/k,b. (5.45)
To remove the dependence of these operators on the indices m,n, first we push the
constant Em,n to the right and then replace with the operator H. Thus, when the
resulting operator acts on a wave function Ψm,n, it takes the value of the energy Em,n
Next, we note that after this replacement, the resulting operators
Ts = T1 + T2, Ta =
1√−An
(T1 − T2), (5.46)
are polynomials in An (and hence the index n) and so we can again push this constant
to the right and replace it with the first integral of the motion
An → L1 = −∂2s − αe4ks − βe2ks
to remove the dependence of the operator on n. In this way, we have removed the
dependence of the operators on the quantum numbers m and n and so
[Ts, Hk]Ψm,n = [Ta, Hk]Ψm,n = 0, ∀m,n. (5.47)
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By a standard arguments as given in [22], the identities hold in general (not only on the
solutions of the Schro¨dinger equation)
[Ts, Hk] = [Ta, Hk] = 0, (5.48)
Thus, we have proven that the system is superintegrable.
6. Conclusions
In Section 2 we have proposed a method for expanding an integrable and exactly
solvable system that separates in subgroup type coordinates into an infinite family
of such systems. In the article, we have shown that in two-dimensional flat spaces the
expanded family remains in the same space (E2(C), E2 or E1,1) and that the method also
preserves superintegrability. The method can also be used in higher-dimensional spaces
and in non-flat ones. It will always embed a given integrable and exactly solvable system
into a parameterized family of such systems. In general, it will however not preserve the
structure of the space, i.e. it can change the metric. There is also no guarantee that when
applied to a given superintegrable system, the method will preserve superintegrability.
In Sections 3 and 4, the superintegrability of the classical and quantum system
is demonstrated. For the classical system, the additional integral of the motion was
constructed from the bounded trajectories thus proving the converse of the theorem of
Nekhoroshev [36] for this system. For the quantum system, the exact-solvability of the
wave-functions was used to construct the additional integral, thus proving the converse
of the conjecture of Tempesta, Turbiner and Winternitz [44] for this system.
The exact-solvability of the quantum system (5.1) in terms of generalized
Bessel polynomials, provides yet another instance of the deep connection between
superintegrable systems and orthogonal polynomials. Beyond the classical families of
orthogonal polynomials known to be associated with superintegrable systems, there
have been recent advances in discovering the connection between superintegrable
systems and new families of orthogonal polynomials. In particular, new families of
superintegrable systems associated with the q → −1 limit of q-Jacobi polynomials
[40] and with exceptional Jacobi polynomials [39]. The connection between these
two fields is evidenced in the methods of constructing the integrals of the motion
from the ladder operators for the polynomials, as above and in [22, 33, 34], as well
as in the representation theory of the algebras generated by such integrals see e.g.
[18, 38]. Expanding the connection even further, are recent results linking other special
functions, including elliptic and Painleve´ functions, to superintegrable systems, see e.g.
[12, 13, 35, 32, 34, 47].
Appendix A. Trajectories of the harmonic oscillator in E1,1
We give the trajectories of the harmonic oscillator in E1,1, which were previously studied
in [37]. In Cartesian coordinates the Hamiltonian is simply the difference of two one-
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dimensional oscillators
HO = p2u + ω
2u2 − p2v − ω2v2. (A.1)
The trajectories, up to rotation of the plane and translations in time, are given by
u(t) = a sin 2ωt, v(t) = b cos 2ωt, (A.2)
pu(t) = ωa cos 2ωt, pv(t) = −bω sin 2ωt. (A.3)
The energy can take positive and negative values and is defined by
E = ω2(a2 − b2). (A.4)
In the coordinate system (ρ, σ) the trajectories are given by
ρ(t) = a2 sin2 2ωt− b2 cos 2ωt,
σ(t) =
a sin 2ωt+ b cos 2ωt
a sin 2ωt− b cos 2ωt,
pρ(t) =
ω(a2 + b2) sin 2ωt cos 2ωt
2(a2 sin2 2ωt− b2 cos 2ωt)
pσ(t) =
ωab(a sin 2ωt− b cos 2ωt)
2(a sin 2ωt+ b cos 2ωt)
(A.5)
with the separation constant A ≡ 4σ2p2σ taking values A = ω2a2b2.
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