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Summary. Presently heterogeneous devices provided with several communications in-
terfaces are everywhere, with this, we are increasingly coming in contact with ”shared”
computer-enhanced devices such as cars, portable media players, or home appliances,
commonly called ubiquitous computing environments. These environments require spe-
cial properties that traditional computing does not support, such as a proper resource
management which plays an important role in pervasive computing where adaptation
and dynamic reconfiguration of resources take place. This work presents a new adaptive
resource management approach that supports adaptation for the required resources.
We use a component-based model to abstract system’s ubiquitous resources in a trans-
parent and uniform way to the applications.
Keywords: Resource management, component, ubiquitous, heterogeneous.
1 Introduction
Nowadays pervasive computing environments are increasing and covering from
small areas like home, transports, and museums to large open spaces like shop-
ping centers, technology parks, or universities. These smart spaces are popu-
lated with several mobile or ﬁxed heterogeneous devices provided with diﬀerent
resource capacities: from large servers (lot of memory, CPU, I/O, fast connec-
tivity, etc.) to small sensors with limited and scarce resources. Such devices are
provided with one or several communication technologies like WiFi, Bluetooth,
IrDA, or Zigbee which enable interactive collaboration among them. Mobile
phones, MP3 players, PDA’s, and Laptops are an example of these devices.
Mobility, spontaneous networking, collaboration and other important factors
are leading research to explore new forms of interaction, management of de-
vices or designing new applications in order to ﬁt in these environments [2, 7],
as depicted in Figure 1a. We also need to consider additional characteristics
to manage this hardware diversity like operating system (OS) heterogeneity.
Devices comes with a wide variety of system software (close or open) working
at diﬀerent protection levels, diﬀerent programming models, or customized for
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Fig. 1. The left chart shows the new pervasive applications according to the hetero-
geneity in environments and ubiquitous devices. The right chart gives an example of
software heterogeneity and openness.
speciﬁc platforms as shown in Figure 1b. The inherent complexity in the diversity
of devices and network connectivity that pervasive environments entail opens the
door to novel resource management paradigms, where devices are dynamically
combined in diﬀerent ways to use and exploit each of their resources.
The main contribution of this work is a composable adaptive resource manage-
ment (CARM) approach, which supports dynamic adaptation for the required
resources. In the context of our proposal, a “resource” means any shared entity
that an application relies on in their execution. Typical resources are memory,
processor, and communications.
The proposed new adaptive resource management oﬀers important beneﬁts,
we point out some of them:
• Eﬃciency: Eﬀective and eﬃcientmanagement of the system’s pool of resources
within a pervasive computing environment such as memory and storage.
• Composition: Combine resources into a seamless whole when required.
• Integration: Incorporation of devices into pervasive computing environments
with the objective of resources availability without any manual intervention.
• Optimization: Better resource utilization.
For these beneﬁts, we have identiﬁed the following set of features in our
system:
• Extensibility: Pervasive resources are shown as an extensible virtual hardware
architecture.
• Transparency: Applications should be unaware that they are using remote
resources without application modiﬁcation.
• Uniformity: The management of pervasive resources is independent from
diﬀerent system types. Resource access could be at diﬀerent system levels
(e.g. user/kernel level).
• Adaptability: The resources should be dynamically reconﬁgurable and capable
of adapting automatically to the addition or removal of resources at runtime
to handle resource variation due to user mobility and because of the changing
environment.
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• Portability: The system should be easily portable to multiple architectures
and operating systems.
The rest of the paper is organized as follows. In Section 2, we present the
adaptive resource management methodology. Section 3 discusses the ongoing
work. Section 4 compares our work to related work and Section 5 summarizes
the main conclusions of this work.
2 Composable, Adaptive Resource Management
Methodology
The trend in current and future pervasive applications (e.g. games) is to consume
much more resources such as memory or computing processing. As devices are
spread and embedded in pervasive environments, applications are able to use its
resources by opportunistically annexing friendly devices they encounter, improv-
ing the application life-cycle using its available resources in a transparent and
uniform manner. To cope with these needs we propose a composable adaptive
resource management (CARM) infrastructure. The CARM infrastructure deals
with the resource-hungry applications which usually need more resources than
what is currently available; by working at diﬀerent system levels (user/kernel)
depending on the OS openness, and speciﬁcally on the ubiquitous computing
resources management.
CARM interacts directly with ubiquitous devices to provision shared hard-
ware resources among applications, providing high-level management of memory,
processor, and other resources. This requires a layer to be present on user devices
that will control its shared resources in the pervasive computing environment.
Such layer is responsible for keeping the CARM up to date about the resources
status available at each device.
2.1 Resources Classification
A common feature in pervasive environments today is that they consist of mul-
tiple devices with diﬀerent capacities, functionalities and objectives. We can
diﬀerentiate at least three resource levels. The ﬁrst level corresponds to self-
contained resources (i.e. embedded) in its own personal device such as memory,
CPU, or storage. The second level corresponds to those resources which are sur-
rounded to its personal device (e.g. earphones, digital pen, or camera). Finally,
at the third level there are several resources provided by the environment itself
like printers, displays, or wireless hotspots.
In our work we will refer to resources at level 1. At this level, devices can
share and borrow available resources to other devices in its environment, which
in consequence will use these resources to meet its goals.
2.2 Resource as a Component
To model ubiquitous resources in a uniform way, we use a componentization
approach [10]. Resources are treated as individual components, which are placed
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along the host system. Each component encapsulates speciﬁc behavior (depend-
ing of resource type) and provides a virtual view of the speciﬁed resource and a
secure runtime environment to support applications. For example, when a new
resource enters into the system, a new component instance is created to manage
remote memory segments or remote code execution. When the resource leaves
the system or the task is ﬁnished, the component is destroyed. Each component
can operate as required (server or client) and does not depend on the operating
system or device models; the structure of a component is depicted in Figure 2.
Next we deﬁne three diﬀerent types of components:
1. Server component: Its main function is to publish and manage available host
resources.
2. Client components: These components requests for available ubiquitous re-
sources (when needed). When a new resource is localized, encapsulates the
required resource and presents a virtualized instance to applications.
3. Host components: These components work internally (client/server) and have
other speciﬁc tasks such as optimizing communication paths, monitor bat-
tery level or CPU load, etc.
All components share the same properties:
• Dynamic un/loading: components are un/loading dynamically when required
by the applications or system itself and according to the changing pervasive
environment.
• System placement : due to the diﬀerent protection levels (user/kernel mode),
each component can be placed at diﬀerent software layers hiding heterogene-
ity and complexity to the host system and to the applications.
• Communication channels: each component has communication mechanisms
to send/receive messages to other local components (e.g. IPC) or to remote
components (e.g. sockets).
The component mechanism allows changes to the underlying implementation
without requiring changes to the applications, i.e. transparency. Additionally, the
platform will facilitate the creation and integration of new components (compo-
nent discovery and downloading) through a modular plug-in architecture. The
basic component architecture is composed of three modules named: runtime
execution, component abstraction layer and messaging. The runtime execution
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Fig. 2. Internal component architecture design
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module is the core system functionality (e.g. virtual memory management). The
component abstraction layer hides implementation and speciﬁc hardware de-
tails. The messaging module provides the communication mechanisms to send
and receive data from other components.
To deal with hardware and software diversity (diﬀerent architectures and op-
erating systems), components will use virtualization techniques to abstract away
resource heterogeneity and complexity [8]. In particular, we will apply the idea
of virtualization to the management of the availability of pervasive resources.
Virtualization introduces a layer of abstraction, which means that components
have to snoop out what resources are available and try to adapt an application
to use them.
2.3 Component Management Architecture
It is important to mention that components functionality need not to primarily
come in the form of software architecture, a lot of components can be deployed
in hardware, ﬁrmware or downloadable drivers. It will be up to individual OSs
the most suitable form of deployment. That’s why in this component-based en-
vironment, we need additional software infrastructure to control and support
components in the system.
So far, we have identiﬁed seven diﬀerent modules, which are necessary to
manage all components in the system:
• Component Repository (CR): This module keeps all runtime information re-
garding to all available components. The runtime information includes in-
stance id, component state, access locking, etc.
• Activity Manager (AM): This module monitors component activity and in-
forms to the CH the current changes which in turn take the appropriate
action.
• Component Handler (CH): This module acts as a Component Loader and
is responsible for component launch (conﬁguration and registration), main-
tenance of component runtime information and maintenance of component
life cycle. When the Loader launches and component instance, it adds the
information of the component instance to the runtime information table. At
initialization, all components are recognized and available to the client.
• Messaging (inter/intra): The messaging module provides services for com-
ponents to send and receive messages over arbitrary message delivery mech-
anisms such as IPC or sockets. The messaging module is built on a modular,
plug-in architecture for the ﬂexibility and extendability of the messaging
systems: i.e. consider several interfaces (WiFi, Bluetooth, etc.) and several
protocols (TCP, etc.).
• Component Discovery (CD): The discovering of new components in the en-
vironment is the main task in this module. CD also is built on a modular,
plug-in architecture for the ﬂexibility and extendability of the discovery sys-
tem: i.e. considering diﬀerent mechanisms (Bluetooth inquiry, UPnP, OSGi,
etc.).
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• Resources Monitoring (RM): This module keeps track of the current devices
status, informing to the CH when a new device appear or disappear.
• Publish/Subscribe (PS): Publish the available components in the system or
it subscribes to required components in remote nodes.
Because there is no strict line between components running in kernel and user
space mode, each component can run in a separate or shared address space with
either kernel or user-space privileges. The component manage architecture will
provide a transparent mechanism to allow this interoperability among local or
remote components dealing with the protection modes and system layers.
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Fig. 3. General component management architecture design
3 Ongoing Work
The complexity of resource management over dynamic and heterogeneous en-
vironments dictates novel solutions integrated with high- and low-level data,
providing management conﬁgurability while hiding low-level mechanisms and
implementation details. We are deﬁning the methodology to build and manage
components and how they can be matched to pervasive resources.
Currently we are tuning and extending the methodology proposed and de-
veloping mobile components on top of it. As an example we are looking into
components which are able to optimize resource usage like power management
by distributing computation and networking. Additionally, we are seeking for
new applications to show the utility of our proposal in a pervasive computing
environment.
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4 Related Work
The interest in pervasive computing environments has given rise to a prolifera-
tion of systems that allow resources to be dynamically discovered and utilized.
Recent research shows how to adapt component-based applications in mobile
environments but not tackle directly the resource management considering dif-
ferent protection levels, heterogeneous platforms and operating systems.
D. Preuveneers and Y. Berbers [1] proposed a self-adapting middleware to
optimize resource usage in a component-based application. The main diﬀerence
with our work is that they do not consider heterogeneous platforms and their
middleware runs inside a Java Virtual Machine. Also, in the middleware com-
munity, there exist many technologies, which are developer oriented. UPnP[9],
OSGi[6], or Jini[5] are an example of this kind of middleware capable of manag-
ing pervasive resources from applications. The main diﬀerence with our proposal
is that we do not modiﬁed or build an application depending on a speciﬁc pro-
gramming model. Instead, we present resources to the existing applications in a
transparent manner.
In the operating systems community, THINK [4] project oﬀers a component
library, namely Kortex that contains some elementary components for building
operating systems (e.g. memory allocators, schedulers, ﬁle systems, etc). The
TinyOS [3] is another example of existing component-based OS, which is targeted
on small-embedded devices (sensors). We share similarities in the way that we see
each resource as a component but we do not build an operating system, instead
we help the operating system to manage pervasive resources (when needed)
eﬃciently and transparent to the applications.
Finally, we took some ideas from the virtualization community, the µDenali
[11] project virtualizes each hardware resource as a component to share with
each guest operating system. In our proposal we look for pervasive resources
and apply similar concepts of virtualization so the system and the applications
use virtual resources without noticing if there are remote or local. We also imple-
ment each resource as a component but we improve resource utilization through
optimizations or eﬃcient usage of shared resources.
5 Conclusions
In this work we presented an adaptive resource management infrastructure for
pervasive computing environments, which enables resources eﬃcient usage and
the improvement application life-cycle. Our CARM proposal is designed to run
in diﬀerent levels of operating systems, which provides the features and mech-
anisms necessary to develop components. Our proposal permits the interoper-
ability among heterogeneous platforms in a transparent and uniform manner to
the applications and to the user itself.
We have only given a preliminary sketch of our work and until now we have
oﬀered the basis for signiﬁcant improvements in resource management. Resource
management in a pervasive computing environment is a challenging area and
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we believe that our methodology of componentization is a promising approach.
Furthermore, we are actively examining and developing suitable mechanisms to
support and evaluate its use and practice.
In general, the work described here can be viewed as part of widespread re-
search eﬀorts to make OSs more adaptive and extensible in pervasive computing
environments. Our work is complementary to the above-mentioned related work
but which in addition is primarily focused on a mechanism for managing generic
resources in a highly dynamic and heterogeneous system.
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