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Abstract: The two expected average costs used in the theory of semi-Markov control
processes with a Borel state space are considered. Under some stochastic stability con-
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1 The model
In this paper we study two basic optimality criteria used in the theory of semi-Markov
control processes (see [4, 12, 19], for instance). According to the first one, the average
cost is the lim sup of the expected total costs over a finite number of jumps divided by the
expected cumulative time of these jumps. According to the second definition, the average
cost is the lim sup of the expected total costs over the finite deterministic horizon divided
by the length of the horizon. We shall call them (following Feinberg [4]) the ratio-average
cost and time-average cost, respectively.
Some partial results on the equivalence of the two criteria were given in the books by
Ross [19] and Puterman [18], but only for countable state space models and stationary
policies. A fairly complete treatment of the problem for semi-Markov control models
with countably many states can be found in [20]. The main objective in this paper is to
prove the equivalence of the mentioned criteria in a Borel state space framework. A more
detailed presentation of the perspective in which our research is done is given at the end
of this section.
We shall use the following terminology. A Borel subset, say S, of a complete, separable
metric space is called a Borel space, and it is equipped with the Borel σ-algebra, denoted
by B(S).
A semi-Markov control model operates as follows. The process is observed at time
t = 0 to be in some state x0 = x ∈ X, where X is Borel state space. At that time an
action a0 = a ∈ A(x) is chosen, where A(x) is a compact set of actions available in state
x. The set of all actions is A and is also assumed to be a Borel state space. By
K := {(x, a) : x ∈ X, a ∈ A(x)}
we define the admissible pair set as a Borel subset of X ×A.
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If the current state is x and action a is selected, then the immediate cost of c1(x, a) is
incurred and the system remains in state x0 = x for a random time T with the cumulative
distribution depending only on x and a. The cost of c2(x, a) per unit time is incurred until
the next transition occurs. Afterwards the system jumps to the state x1 = y according
to the probability measure (transition law) q(·|x, a). This procedure yields a trajectory
(x0, a0, t1, x1, a1, t2, . . .) of some stochastic process, where xn is the state, an is control
variable and tn is the time of the nth transition, n = 0, 1, . . . .
Remark 1: In this work we shall slightly abuse the notation. Namely, the state and
action variables will be denoted by small letters xn and an as their values. Other random
variables defined on the space of all trajectories will be written by means of the capital
letters, e.g. Tn - the random time of nth transition, for n = 1, 2, . . . with T0 := 0.
Let Hn be the space of admissible histories up to the nth transition:
Hn := (K×[0,+∞))n×X where H0 = X.
An element hn of Hn is called a partial history of the process and is of the form
hn := (x0, a0, t1, . . . , xn−1, an−1, tn, xn).
A control policy (or policy) is a sequence π = {πn}, where each πn is a conditional
probability πn(·|hn) on the control set A(xn), given the entire history hn such that
πn(A(xn)|hn) = 1 ∀hn ∈ Hn, n = 0, 1, . . . .
The class of all policies is denoted by Π.
Let F be the set of all Borel measurable mappings f : X 7→ A such that f(x) ∈ A(x)
for each x ∈ X. It is well known that F is nonempty if the sets A(x) are compact (Corollary
1 in [3]). A sequence π = {πn}, n = 0, 1, . . . is a (nonrandomized) stationary policy iff
there is some f ∈ F such that πn(·|hn) is concentrated at f(xn) ∈ A(xn) for all hn ∈ Hn
and n = 0, 1, . . . . Thus any stationary policy π = (f, f, . . .) can be identified with f ∈ F.
Let (Ω,F) be the measurable space consisting of the sample (or trajectory) space
Ω := (X×A×[0,+∞))∞ and the corresponding product σ-algebra F . According to the
theorem of C. Ionescu Tulcea (Proposition V.1.1 in [13] or Chapter 7 in [1]), for each
initial state x0 = x ∈ X and each policy π ∈ Π, there exists a unique probability measure
P πx on F such that for all B ∈ B(A), D ∈ B(X) and hn = (x0, a0, t1, . . . , xn−1, an−1, tn, xn)
in Hn, n = 1, 2, . . . ,
P πx (x0 = x) = 1,
P πx (an ∈ B|hn) = πn(B|hn),
P πx (xn+1 ∈ D|hn, an, tn+1) = q(D|xn, an).
Moreover,
P πx (Tn+1 − Tn ≤ t|hn, an) = P anxn (Tn+1 − Tn ≤ t).
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We remind that the last equality is a consequence of our assumption that the conditional
distribution of the difference Tn+1−Tn given the whole history up to the nth pair (xn, an) ∈
K depends only on xn and an. As usual, by E
π
x we shall denote the expectation operator
with respect to the probability measure P πx .
Further, set τ(x, a) for the mean holding (sojourn) time, i.e.
τ(x, a) :=
∫ ∞
0
tP ax (dt) = E
a
xT.
Recall that T is the random time spent in state x.
Let π ∈ Π, x ∈ X and t ≥ 0 be fixed. Put
N(t) := max{n ≥ 0 : Tn ≤ t}
as the counting process. Later on, we shall make some assumptions under which P πx (N(t) <
∞) = 1 (see Remark 2). Now we can define the two kind of expected average costs as
J(x, π) := lim sup
n→∞
Eπx
(∑n−1
k=0 c(xk, ak)
)
EπxTn
, (1)
and
j(x, π) := lim sup
n→∞
Eπx
(∑N(t)
k=0 c(xk, ak)
)
t
, (2)
where
c(x, a) := c1(x, a) + τ(x, a)c2(x, a).
We will need the following assumptions:
B Basic assumptions:
(i) for each x ∈ X , the set A(x) is compact metric space;
(ii) for each x ∈ X , c(x, ·) is lower semicontinuous on A(x);
(iii) for each x ∈ X and every Borel set D ⊂ X, the function q(D|x, ·) is continuous on
A(x);
(iv) for each x ∈ X , τ(x, ·) is continuous on A(x), and there exist positive constants b
and B such that
b ≤ τ(x, a) ≤ B
for all (x, a) ∈ K;
(v) there exist a constant L > 0 and a Borel measurable function V : X 7→ [1,∞) such
that |c(x, a)| ≤ LV (x) for every (x, a) ∈ K;
(vi) for each x ∈ X, the function
∫
X
V (y)q(dy|x, ·)
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is continuous on A(x).
GE Geometric ergodicity assumptions:
(i) there exists a Borel set C ⊂ X such that for some λ ∈ (0, 1) and η > 0, we have
∫
X
V (y)q(dy|x, a) ≤ λV (x) + η1C(x)
for each (x, a) ∈ K; V is the function introduced in (B, v);
(ii) the function V is bounded on C, i.e.
vC := sup
x∈C
V (x) <∞;
(iii) there exist some δ ∈ (0, 1) and a probability measure µ concentrated on the Borel set
C with the property that
q(D|x, a) ≥ δµ(D)
for each Borel set D ⊂ C, x ∈ C and a ∈ A(x).
For any Borel measurable function u : X 7→ R we define the weighted norm as
‖u‖V := sup
x∈X
|u(x)|
V (x)
.
By L∞V we denote the Banach space of all Borel measurable functions u for which ‖u‖V
is finite.
We also make two additional assumptions on the sojourn time T :
R Regularity condition:
there exist ǫ > 0 and β < 1 such that
P ax (T ≤ ǫ) ≤ β
for all x ∈ C and a ∈ A(x).
I Uniform integrability condition:
lim
t→∞ supx∈C
sup
a∈A(x)
P ax (T > t) = 0.
Assumption (GE) is basic for this paper. Inequality (GE, i) is called the ”drift
inequality” and the set C satisfying (GE, iii) is called ”small set” [10]. They imply that
the embedded state process {xn} governed by a stationary policy is a positive recurrent
aperiodic Markov chain with the unique invariant probability measure, denoted by πf
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(consult Theorem 11.3.4 and page 116 in [10]). Moreover, {xn} is V -uniformly ergodic
(Theorem 2.3 in [11]), that is, there exist θ > 0 and α ∈ (0, 1) such that
∣∣∣ ∫
X
u(y)qn(dy|x, f)−
∫
X
u(y)πf(dy)
∣∣∣ ≤ V (x)‖u‖V θαn
for every u ∈ L∞V and x ∈ X , n ≥ 1. Here qn(·|x, f) denotes the n-stage transition
probability induced by q and a stationary policy f. Condition (GE) is often used in the
theory of control processes and stochastic games on Borel state spaces [5, 17].
Assumptions (R, I) are not imposed on the processs, when we work with the ratio-
average criterion (1). However, if we do wish do deal with the time-average cost (2),
condition (R) is needed. It ensures that the infinite number of transitions does not occur
in a finite interval [19]. Note also that conditions (R), (I) do not coincide with assumption
(B, iv). (R) implies only that τ(x, a) > ǫ(1− β) for x ∈ C. The reader who is interested
in examples is referred to [19, 21].
The literature that deals with semi-Markov control processes under ratio-average cost
is very wide, see e.g. [6, 12, 18, 19, 20, 21] and references therein. There are only few
papers examining the time-average cost [4, 12, 18, 19, 20, 23]. The reason lies in the fact
that it is somewhat easier to study the ratio-average cost. Generally, these two criteria
may have nothing to do with each other. In other words, they may lead to different cost
and optimal policies. Such situations happen even if the state space is countable and there
are no ergodic (recurrence) properties of the transition probabilities induced by stationary
policies. Ross [19] first observed that the two expected costs coincide for stationary policies
if the embedded Markov chain satisfies some strong recurrence condition. Much stronger
result was given by Scha¨l [20], who assumed certain stochastic stability assumptions and
proved that the optimal expected costs are same in both approaches mentioned above.
Moreover, Scha¨l showed that the average optimality equation is the same in both cases
and has a solution. We point out that Scha¨l’s paper was devoted to semi-Markov control
processes with countable state space. The optimality equations for semi-Markov decision
models with ratio-average criterion (1) and Borel state spaces were derived quite recently
[6, 7]. In this work, our goal is to generalize the result of Ross for (uncountable) Borel state
space. Under the V -geometric ergodicity assumption [10], we shall prove that criteria (1)
and (2) coincide when the process is induced by stationary policies. At the same time we
show that the optimality equation, established in [6, 7, 24] for the models with the cost
(1) remains valid for the time-average cost (2).
As in earlier papers [19, 20], some parts of our proof employs basic facts from renewal
theory. Certain consequences of V -geometric ergodicity given in [10, 11] enable us to
apply the optional sampling theorem of Doob [14], which is the core of the proof.
For convenience of the reader we recall the optimality equation, which is our point of
departure. The proofs are given in [6, 7, 24]. They are based on different methods.
Proposition: Let (B, GE) hold. Then there exist a function h ∈ L∞V and a constant g
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such that
h(x) = min
a∈A(x)
[
c(x, a) +
∫
X
h(y)q(dy|x, a)− gτ(x, a)
]
(3)
for all x ∈ X. Moreover,
g = inf
π∈Π
J(x, π) = J(x, f ∗),
where f ∗ ∈ F is a Borel measurable selector of minima on the right side of (3), for each
x ∈ X.
2 Main result
We begin with presenting our main result in this paper:
Theorem: Assume (B,GE,R,I). Then
(a)
g = inf
π∈Π
j(x, π),
(b)
j(x, f) = J(x, f) for each f ∈ F.
Corollary: Any f ∗ ∈ F as in Proposition is average optimal with respect to time-
average criterion (2).
The above results are new. As already noted, some precedessors of our theorem were
established in [19, 20], but only for semi-Markov control models with countable state
spaces.
Our proof owes much to Ross [19] and Scha¨l [20], especially in the parts connected
with renewal theory. In order to apply the optional sampling theorem, we have to study
some consequences of the stochastic stability (V -geometric ergodicity) assumptions and
certain measurability issues.
1. Some corollaries of ”drift inequality.” For the set C we define the first return
time on C as
NC := min{n ≥ 1 : xn ∈ C}.
If we do wish to distinguish different return times, we write NC(k) for the random time
of kth visit to C: these are defined inductively by
NC(1) := NC
6
and
NC(k) := min{n > NC(k − 1) : xn ∈ C}.
Lemma 1: Let (GE, i) hold and let {xn} denote the state space process under arbitrarily
fixed policy π ∈ Π. Then for each initial state x ∈ X , any function u ∈ L∞V and n ≥ 1 we
obtain
(a)
Eπx (|u(xn)|;NC ≥ n) ≤ ‖u‖V λn−1 (λV (x) + η1C(x)) ,
(b)
lim sup
n→∞
Eπx (|u(xn)|;NC ≥ n) = 0,
(c)
Eπx |u(xn)| ≤ ‖u‖V λnV (x) + η
(
1 + . . .+ λn−1
)
.
Proof: Parts (a) and (c) can be obtained by iteration of (GE, i) on the set X \ C, and
X, respectively. Part (b) follows from (a). ✷
Our next lemma has a well–known counterpart in the theory of Markov chains called
Comparison Theorem [10]. The proof is based on Dynkin’s Formula and proceeds along
the same lines as in [10], pages 263-264.
Lemma 2: Suppose that nonnegative functions V, r, s satisfy the relationship∫
X
V (y)q(dy|x, a) ≤ V (x)− r(x) + s(x).
Then for each x ∈ X, π ∈ Π and any stopping time S, we have
Eπx
[S−1∑
k=0
r(xk)
]
≤ V (x) + Eπx
[S−1∑
k=0
s(xk)
]
Lemma 3: If assumption (GE, i) holds, then the following bounds are satisfied for all
x ∈ X :
(a)
Eπx

NC−1∑
n=0
V (xn)

 ≤ ψ(x) := 1
1− λV (x) +
η
1− λ1C(x),
(b)
EπxNC ≤ φ(x) :=
1
ln(1/λ)
(
lnV (x) +
η
λ
1C(x)
)
.
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Proof: (a) It follows from Lemma 2 for the stopping time NC and the functions r :=
(1− λ)V, s := η1C .
(b) From Jensen’s inequality and (GE, i), it follows that
∫
X
lnV (y)q(dy|x, a) ≤ lnV (x) + lnλ+ η
λ
1C(x)
and the rest is obtained by applying Lemma 2. ✷
2. An analysis of returns to the set C. For any π ∈ Π, t ≥ 0 and x ∈ X, let
Mπx (t) := E
π
x
( ∞∑
m=1
1[xm∈C,Tm≤t]
)
=
∞∑
m=1
P πx (xm ∈ C, Tm ≤ t)
be the expected number of visits in the small set C during the time interval [0, t].
Define the distribution function H in the following way:
H(t) :=
{
β , t ∈ [0, ǫ)
1 , t ≥ ǫ,
where β and ǫ are taken from assumption (R). For t < 0 set H(t) := 0. The corresponding
renewal function is given by
M(t) :=
∞∑
n=0
Hn∗(t),
where Hn∗ is the n-fold convolution of H (H0∗ := 1 on [0,+∞] and H0∗ := 0 for t < 0).
By (R), we have
P πx (TNC ≤ t) ≤ P πx (T1 ≤ t) ≤ H(t),
for each x ∈ C. Making use of this fact and using standard methods from renewal theory,
one can show the following facts.
Lemma 4: For π ∈ Π, x ∈ X and t, h ≥ 0, we have:
(a) Mπx (t) ≤M(t) <∞,
(b) Mπx (t+ h)−Mπx (t) ≤M(h),
(c) if additionally z(t) is a bounded, nonincreasing, and nonnegative function such
that limt→∞ z(t) = 0, then
lim
t→∞
1
t
∫ t
0
z(t− u)Mπx (du) = 0.
Proof: (a) This part follows from [19], and the fact that {Tn+1 − Tn}, n = 0, 1, . . . are
conditionally independent random variables given the history of the states and actions
process.
8
(b) The proof is similar to that of part (a); see also [2].
(c) Use (a) and (b) and the fact that M(t)
t
→ 1
ǫ(1−β) , when t → ∞ (see Key Renewal
Theory in [19]). ✷
3. The proof of Theorem. We start with some helpful notation. For any n ≥ 1,
we write Fn for the σ-algebra of all events up to the nth state. Let ξ be a stopping time
relative to {Fn}. By Fξ, we denote the σ-algebra of all events up to the stopping time ξ,
i.e., Fξ := {D ∈ F : [ξ = n] ∩D ∈ Fn, ∀n ≥ 0}.
In this section we accept all our assumptions. For clear-sighted analysis, we divide the
proof into a sequence of Lemmas.
Let hn = (x0, a0, t1, . . . , an−1, tn, xn) ∈ Hn. We put h′n := (x0, a0, t1, . . . , an−1, tn). For
any policy π ∈ Π and m ≥ 1, the conditional policy is formally defined by setting
πn[h
′
m](·|hn) := πn+m(·|h′m, hn).
By Eπ[h
′
m]
xm
, we denote the (conditional) expectation operator corresponding to the condi-
tional probability measure induced by π[h′m], the transition law q and the holding time
distribution. In a similar way, we define π[x0, a0], E
π[x0,a0]
x0
etc.
Let h′n be fixed. Put h˜n := xn and h˜m := (xn, an, tn+1, . . . , tm, xm) for m > n. Identify
(h′n, h˜m) with hm. With any conditional policy π[h
′
m] we associate the usual policy πˆ =
{πˆm}, where
πˆm(·|h˜m) = πm(·|(h′n, h˜m)) = πm(·|hm).
Here xn is treated as the initial state. Below we present a simple auxiliary result.
Lemmma 5: Let u : Ω 7→ R be a Borel measurable function such that Eπx |u| <∞, x ∈ X,
π ∈ Π. Then
(a)
u∗(x) := sup
π∈Π
Eπxu(x0, a0, T1, . . .)
is universally measurable function,
(b)
Eπ[h
′
n]
xn
u(xn, an, Tn+1, . . .) = E
πˆ
xn
u(xn, an, Tn+1, . . .) ≤ sup
π∈Π
Eπxnu(xn, an, Tn+1, . . .).
Proof: For part (a) see [1, 22]. Part (b) is obvious. ✷
Lemma 6: For any π ∈ Π, x ∈ X and t ≥ 0, we have:
(a)
Eπx

N(t)∑
n=0
|c(xn, an)|

 ≤ Lψ(x) + LψCM(t) <∞,
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(b)
Eπx

N(t)∑
n=0
τ(xn, an)

 ≤ Bφ(x) +BφCM(t) <∞,
with ψ and φ as defined in Lemma 3 and ψC := supx∈C ψ(x), φC := supx∈C φ(x) (see
(GE, ii)). The constants L, B are from (B, iv,v).
Proof: (a)
Eπx

N(t)∑
n=0
|c(xn, an)|

 = Eπx

NC−1∧N(t)∑
n=0
|c(xn, an)|


+
∞∑
m=1
Eπx

Eπx

NC(m+1)−1∧N(t)∑
n=NC(m)
|c(xn, an)|
∣∣∣FNC(m)



 =
Eπx

NC−1∧N(t)∑
n=0
|c(xn, an)|

+
∞∑
m=1
Eπx

Eπ[h′m]xm

NC−1∧N(t−Tm)∑
n=0
|c(xn, an)|

 ; xm ∈ C, Tm ≤ t

 ≤
Lψ(x) + LψCM(t) <∞,
The second equality is due to the strong Markov property generalized to arbitrary poli-
cies (see [20] for a similar argument). The conclusion follows from Lemmas 3(a), 4(a) and
5(b). The proof of part (b) is similar to that of part (a). ✷
Remark 2: If we replace |c(x, a)| by |c(x, a)|+ 1 in the proof of Lemma 6(a), we obtain
Eπx

N(t)∑
n=0
(1 + |c(xn, an)|)

 ≤ (L+ 1)ψ(x) + (L+ 1)ψCM(t) <∞.
Hence, it follows that EπxN(t) <∞ and consequently N(t) <∞ P πx -a.e.
Lemma 7: For any π ∈ Π, x ∈ X, we have:
lim
t→∞
1
t
EπxV (xN(t)+1) = 0.
Proof:
Step 1. For convenience, we put
wπx(t) := E
π
x (V (xN(t)+1);NC > N(t) + 1),
which can be rewritten as
wπx(t) = E
π
x

NC−2∑
n=0
ω(xn, an, t− Tn)

 , (4)
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with
ω(x, a, t) := Eax(V (y); y 6∈ C, T > t).
Here y denotes the next state. Recall that T is the sojourn time in the state x.
Step 2. We claim that wπx(t) is nonincreasing in t. This fact follows immediately from the
optional sampling theorem. For this note that
(I) V (xn)1[NC>n], n ≥ 1 is supermartingale with respect to Fn:
Eπx
(
V (xn+1)1[NC>n+1]|Fn
)
≤ Eπx
(
V (xn+1)1[NC≥n+1]|Fn
)
≤ λV (xn)1[NC≥n+1] ≤ V (xn)1[NC>n];
(II)
wπx(t) ≤
∞∑
n=1
Eπx
(
V (xn)1[NC>n]
)
≤ λV (x) + η1C(x)
1− λ <∞;
(III)
lim
n→∞E
π
x
(
V (xn)1[NC>n];N(t) ≥ n
)
≤ lim
n→∞E
π
x
(
V (xn)1[NC>n]
)
= 0.
It is easy to see that (II) and (III) follow from Lemma 1(a),(b).
Applying the optional sampling theorem [9, 14] to the above uniformly integrable
supermartingale, where N(t1) + 1 ≤ N(t2) + 1 (t1 < t2) are two stopping stopping times,
we get
wπx(t1) ≥ wπx(t2)
for all x ∈ X and π ∈ Π.
Step 3. Put
wx(t) := sup
π∈Π
wπx(t) (5)
for x ∈ X, t ≥ 0. By Lemma 4(b), wx(t) is universally measurable in x for each t ≥ 0.
Note that by (4)
wπx(t) = E
π
x

NC−2∑
n=0
ω(xn, an, t− Tn)

 = Eπx (ω(x, a0, t) + 1[x1 6∈C,T1≤t]wπ[x,a0]x1 (t− T1)
)
.
(6)
Denoting T1 by T and x1 by y, we obtain
wπ[x,a0]y (t− T )1[y 6∈C,T≤t] = wπ[x,a0]y (t− T )1[y 6∈C,0≤T≤ t
2
] + w
π[x,a0]
y (t− T )1[y 6∈C, t
2
<T≤t]. (7)
Taking into account (5) and Lemma 5(b), we observe that
wπ[x,a0]y (t− T ) ≤ wy(t− T ).
This, (7) and the monotonicity of the function t 7→ wy(t) (Step 2) imply that
wπ[x,a0]y (t− T )1[y 6∈C,T≤t] ≤ wy(t− T )1[y 6∈C,0≤T≤ t
2
] + (8)
wy(t− T )1[y 6∈C, t
2
<T≤t] ≤ wy
(
t
2
)
1[y 6∈C] + wy(0)1[y 6∈C, t
2
<T ].
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By Lemma 5(a), both functions wy(0) and wy(
t
2
) are universally measurable on the state
space. Expressions (6) and (8) yield
wπx(t) ≤ sup
a∈A(x)
ω(x, a, t) + Eπx
(
wy
(
t
2
)
1[y 6∈C]
)
+ Eπxwy(0)1[y 6∈C, t
2
<T ]. (9)
By (I), for ε > 0 there exists a constant S > 0 such that for t > S
sup
x∈C
sup
a∈A(x)
P ax (T > t) ≤
ε
3k[λvC + η]
,
where k is an integer satisfying
k >
1
lnλ
ln
ε(1− λ)
3[λvc + η]
.
Let x ∈ C and t > 2S. We obtain the following upper bounds
sup
x∈C
sup
a∈A(x)
ω(x, a, t) ≤ ε
3k
(10)
and
Eπx
(
wy(0)1[y 6∈C, t
2
<T ]
)
≤ sup
x∈C
sup
a∈A(x)
(∫
X
wy(0)1[y 6∈C]q(dy|x, a)
∫ ∞
t
2
P ax (dt
′)
)
≤ ε
3k
. (11)
From (9), (10), and (11), we get
wπx(t) ≤ 2
ε
3k
+ sup
a∈A(x)
∫
X
wy
(
t
2
)
1[y 6∈C]q(dy|x, a). (12)
Put
γ(y) := wy
(
t
2
)
1[y 6∈C],
for y ∈ X. Then ‖γ‖V <∞ and γ is universally measurable. By Lemma 8.3.7(a) [5] and
F 3.9 [15], the function
a 7→
∫
X
γ(y)q(dy|x, a)
is continuous on A(x). Note also, that
x 7→
∫
X
γ(y)q(dy|x, a)
is universally measurable, Proposition 7.46 [1] or F 3.8 [15]. Hence, by F 2.7 [15], there
exists a universally measurable control function u such that
max
a∈A(x)
∫
X
γ(y)q(dy|x, a) =
∫
X
γ(y)q(dy|x, u) (13)
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for each x ∈ X. By (12) and (13), we have
wx(t) = sup
π∈Π
wπx(t) ≤ 2
ε
3k
+
∫
X
wy
(
t
2
)
1[y 6∈C]q(dy|x, u).
Iteration of the last inequality (k − 1) times together with Step 2(II) and Lemma 1(a)
(which is also valid for universally measurable policies) gives
sup
x∈C
sup
π∈Π
wπx(t) ≤
2ε
3
+ sup
x∈C
Eux
(
wxk
(
t
2k
)
;NC > k
)
(14)
≤ 2ε
3
+ sup
x∈C
Eux
(
λ
1− λV (xk);NC > k
)
≤ ε.
Step 4. Set
zπx(t) := E
π
x (V (xN(t)+1);NC ≥ N(t) + 1),
and
z(t) := sup
x∈C
sup
a∈A(x)
zπx (t).
Proceeding analogously as in Step 2, we note that z(t) is a nonincreasing function in t
and z(t) <∞. Moreover, using the strong Markov property and Lemma 5(b), we obtain
EπxV (xN(t)+1) = z
π
x (t)+
∞∑
m=1
Eπx
(
Eπx
[
V (xN(t)+1);NC(m+ 1) ≥ N(t) + 1 > NC(m)
∣∣∣FNC(m)])
≤ zπx (t) +
∞∑
m=1
Eπx
(
Eπ[h
′
m]
xm
[
V (xN(t−Tm)+1);NC ≥ N(t− Tm) + 1
]
; xm ∈ C, Tm ≤ t
)
≤ zπx (t) +
∞∑
m=1
Eπx
(
sup
x¯∈C
sup
πˆ∈Π
Eπˆx¯
[
V (xN(t−Tm)+1);NC ≥ N(t− Tm) + 1
]
; xm ∈ C, Tm ≤ t
)
= zπx (t) +
∫ t
0
z(t− u)Mπx (du).
Step 5. Now it remains only to prove that limt→∞ z(t) = 0. This follows from
z(t) ≤ sup
x∈C
sup
π∈Π
wπx(t) + sup
x∈C
sup
π∈Π
Eπx
(
V (xN(t)+1);NC = N(t) + 1
)
,
and
sup
x∈C
sup
π∈Π
Eπx (V (xNC );NC = N(t) + 1) ≤ vC sup
x∈C
sup
π∈Π
P πx (TNC > t)
≤ vC sup
x∈C
sup
π∈Π
Eπx (TNC )
t
≤ BφC
t
.
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The sequence of inequalities is due to assumption (GE,ii), Markov inequality and Lemma
1(b) (see also (B, iv)), respectively. Hence, by (14) and the last expression z(t) → 0 as
t→∞.
The desired assertion is a consequence of
EπxV (xN(t)+1) ≤ zπx (t) +
∫ t
0
z(t− u)Mπx (du) (by Step 4),
Lemma 4(c) and the fact that
zπx(t) ≤
λ+ η
1− λV (x),
which follows from Lemma 1(a). ✷
Lemma 8: For any π ∈ Π, x ∈ X, we have:
lim
t→∞
1
t
EπxTN(t)+1 = 1.
Proof: Note that
t
t
≤ Eπx
TN(t)+1
t
≤ E
π
xTN(t) + E
π
x (TN(t)+1 − TN(t))
t
≤ t+B
t
,
where B is from assumption (B, iv). The last inequality is due to the fact that [N(t)+1 =
n] ∈ Fn and
Eπx (TN(t)+1 − TN(t)) =
∞∑
n=1
Eπx (Tn+1 − Tn) 1[N(t)+1=n]
=
∞∑
n=1
Eπx
(
Eπx
[
(Tn+1 − Tn) 1[N(t)+1=n]
∣∣∣Fn])
=
∞∑
n=1
Eπx
(
τ(xn, an)1[N(t)+1=n]
)
≤ B. ✷
Proof of Theorem: (a) We claim that
Sn :=
n−1∑
k=0
(c(xk, ak)− gτ(xk, ak)) + h(xn)
is a submartingale with respect to Fn. This follows from the optimality equation (3),
because
h(x) ≤ c(x, a)− gτ(x, a) +
∫
h(y)q(dy|x, a).
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In order to apply optional sampling theorem for this submartingale, where N(t) + 1 is a
stopping time, we have to check that
(I) Eπx |SN(t)+1| is well defined;
(II) Eπx [|Sn|;N(t) ≥ n] tends to zero, when n→∞.
For (I), it holds
Eπx |SN(t)+1| ≤ Eπx

N(t)∑
k=0
|c(xk, ak)|

+ gEπx

N(t)∑
k=0
τ(xk, ak)

+ ‖h‖VEπxV (xN(t)+1).
These expressions are finite by Lemmas 6 and 7 (h ∈ L∞V ). Furthermore,
Eπx (|Sn|;N(t) ≥ n) ≤
Eπx

N(t)∑
k=0
(|c(xk, ak)|+ gτ(xk, ak);N(t) ≥ n)

+ ‖h‖VEπx (V (xn);N(t) ≥ n).
Taking into account Remark 2, these terms go to zero by Lemma 6 (the first one) and by
Lemma 1(b) (the second one). Finally, we obtain
h(x) ≤ Eπx

N(t)∑
k=0
(c(xk, ak)− gτ(xk, ak))

+ Eπxh(xN(t)+1)
and consequently,
g
1
t
EπxTN(t)+1 ≤
1
t
Eπx

N(t)∑
k=0
c(xk, ak)

+ Eπx
(
h(xN(t)+1)
t
)
− h(x)
t
.
The left side tends to g (Lemma 8), whilst the right side goes to j(x, π), defined in (2)
(Lemma 7).
(b) Let f ∈ F be fixed. Then there exists a function hf ∈ L∞V for which Poisson’s equation
holds, i.e.
hf (x) = c(x, f) +
∫
X
hf (y)q(dy|x, f)− J(x, f)τ(x, f).
The arguments used above in particular imply that
S ′n :=
n−1∑
k=0
(c(xk, f)− J(x, f)τ(xk, f)) + hf(xn)
is a uniformly integrable martingale. (We recall that by our assumption (GE), the ratio-
average cost is independent of the initial state for each stationary policy [5].) Applying
Doob’s theorem, we get
hf (x) = E
f
x

N(t)∑
k=0
(c(xk, f)− J(x, f)τ(xk, f))

+ Efxhf(xN(t)+1).
15
This gives the result. ✷
Remark 3: In the proof it is assumed that τ(x, a) < B (B, iv). However, the optimality
equation (3) remains true, if we allow for unbounded mean holding time, i.e.
τ(x, a) < B1V (x),
for some constant B1. The direct proof is provided in [24]. The reader can also follow the
proof given in [7] with slight modification of the constants in Theorem 1. Then, the minor
corrections in the proof of Lemmas 5(b) and 7 give the equivalence of expected average
costs, (1) and (2), for stationary policies.
Remark 4: Our main theorem has some relevance to studying stochastic games with
Borel state space. Namely, the results given in [8, 16] for semi-Markov games remains
also valid for time-average criterion (2).
Acknowledgment: I wish to thank Prof. Eugene Feinberg and Prof. Andrzej S. Nowak
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Lemma 8 in [1] is incorrect. Its proof requires additional assumption. Uniform integrability
condition (I) on p. 329 should be formulated as follows.
I Uniform integrability condition:
(i) limt→∞ supx∈C supa∈A(x) P ax (T > t) = 0.
(ii) There exists a decreasing function κ such that κ(0) ≤ B, κ(+∞) = 0 and
EaxT1[T>t] ≤ κ(t)
for all (x, a) ∈ K. B is a constant from assumption (B, iv).
Similar assumption to (I, ii) has been also used in [2, 3].
Lemma 8: For any pi ∈ Π, x ∈ X, we have:
lim
t→∞
1
t
EπxTN(t)+1 = 1.
Proof: Note that
t
t
≤ Eπx
TN(t)+1
t
≤ E
π
xTN(t) + E
π
x (TN(t)+1 − TN(t))
t
≤ 1 + E
π
x (TN(t)+1 − TN(t))
t
.
We show that the last term on the right-hand side in the above display tends to 0. Indeed,
observe that
Eπx (TN(t)+1 − TN(t)) =
∞∑
n=0
Eπx (Tn+1 − Tn) 1[N(t)=n]
=
∞∑
n=0
Eπx
(
Eπx
[
(Tn+1 − Tn) 1[Tn≤t<Tn+1]
∣∣∣Fn])
=
∞∑
n=0
Eπx
(
Eπx
[
(Tn+1 − Tn) 1[t−Tn<Tn+1−Tn]
∣∣∣Fn] 1[0≤t−Tn])
=
∞∑
n=0
Eπx
(
Eπ[hn]xn
[
T1[t−Tn<T ]
]
1[0≤t−Tn]
)
≤
∞∑
n=0
Eπx
[
κ(t− Tn)1[Tn≤t]
]
= Eπx

N(t)∑
n=0
κ(t− Tn)


= Eπx

N(t−
√
t)∑
n=0
κ(t− Tn) + 1[N(t−√t)+1≤N(t)]
N(t)∑
n=N(t−√t)+1
κ(t− Tn)


1
≤ Eπx

N(t−
√
t)∑
n=0
κ(
√
t) + 1[N(t−√t)+1≤N(t)]
N(t)∑
n=N(t−√t)+1
κ(0)


≤ κ(
√
t)Eπx (N(t−
√
t) + 1) +BEπx (N(t)−N(t−
√
t))
From Lemma 6(b) in [1] it follows that
κ(
√
t)Eπx (N(t−
√
t) + 1) ≤ κ(
√
t)(φ(x) + φCM(t) + 1),
where φ is defined in Lemma 3(b) in [1]. Furthermore, from the proof of Lemma 4(c) in [1], we
get that
κ(
√
t)(φ(x) + φCM(t) + 1)
t
→ 0 as t→∞.
Let us now consider the second term. Observe that by the strong Markov property it follows
that
Eπx
(
N(t)−N(t−
√
t)− 1 + 1
)
= 1 + Eπx
[
Eπx
(
N(t)−N(t−
√
t)− 1
∣∣∣FN(t−√t)+1)]
= 1 + Eπx
[
E
π[h
N(t−
√
t)+1]
x
N(t−
√
t)+1
(
N(t)−N(t−
√
t)− 1
)]
≤ 1 + Eπx
[
E
π[h
N(t−
√
t)+1]
x
N(t−
√
t)+1
N(t− t+
√
t)
]
≤ 1 + Eπx
[
φ(xN(t−√t)+1) + φCM(
√
t)
]
,
where the second inequality is due to Lemma 6(b) in [1] (put τ ≡ 1). Since v ≥ 1, we have that
Eπxφ(xN(t−√t)+1) ≤ C1EπxV (xN(t−√t)+1)
with C1 := −1/ lnλ(1 + η/λ)). Now by Lemma 7 in [1] and the argument used in the proof of
Lemma 4(c) in [1], it follows that
0 ≤
Eπx
(
N(t)−N(t−√t)
)
t
≤ 1
t
+ C1
EπxV (xN(t−√t)+1)
t−√t
t−√t
t
+ φC
M(
√
t)√
t
1√
t
→ 0.
This proves the assertion. ✷
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