With the increase of e-commerce platforms and online applications, businessmen are looking to have a rating 3 and review system through which they can easily reveal the feelings of customers related to their products and services. It 4 is undeniable from the statistics that online ratings and reviews charm new customers as well as increase sales by means 5 of providing confidence, ratification, opinions, comparisons, merchant credibility, etc. Although considerable research 6 has been devoted to the sentiment analysis for review classification, rather less attention has been paid to the text 7 preprocessing which is a crucial step in opinion mining especially if convenient preprocessing strategies are found out to 8 increase the classification accuracy. In this paper, we concentrate on the impact of simple text preprocessing decisions in 9 order to predict fine-grained review rating stars whereas the majority of previous works focused on the binary distinction 10 of positive vs. negative. Therefore, the aim of this research is to analyze preprocessing techniques and their influence, 11 at the same time explain the interesting observations and results on the performance of a five class-based review rating 12 classifier.
texts specifically related to a product or a service. Below are some of these preprocessing methods step by step. Tokenization can be defined as splitting up a text into the desired list of practical pieces called tokens such as 3 words, phrases, symbols or other units or even whole sentences in order to work on the text more effective. It is 4 considered an important process of Natural Language Processing because of being an input for the next process. 5 We use whitespace, punctuations and sometimes line breaks to get tokens. For most cases, we use whitespace. 6 There are a couple of tokenizers in Natural Language Toolkit (nltk) which is a platform to work on human 7 language data. One of them is Regexp tokenizer. This tokenizer split a sentence using regular expression for 8 matching tokens. For instance, if we use RegexpTokenizer ("[\w ] + ") for a sentence like, "We'll go on a picnic 9 tomorrow.". We will get a result like:["We", "ll", "go", "on", "a", "picnic", "tomorrow"]. The second one 10 is TreebankWord tokenizer. This tokenizer split the sentence according to the regular expression but treats 11 to the punctuations as a word, so it splits commas, apostrophes, quotation marks, etc. For instance, if we 12 use TreebankWordTokenizer() for the same sentence above, we will get a result like, ["We", " ' ", "ll", "go", 13 "on", "a", "picnic", "tomorrow", "."]. The third one is WordPunct tokenizer. This tokenizer split the sentence 14 according to this \w + |[ \ w\s]+ regular expression. For instance, if we use WordPunctTokenizer() for the same 15 sentence above, we will get a result like, ["We", " ' ", "ll", "go", "on", "a", "picnic", "tomorrow", "."]. As it 16 is seen we got the same result as TreebankWord tokenizer, of course for the given sentence. There are more 17 tokenizers in nltk tool to use according to the need. classification because of being treated as a dimension in the feature set for each word. But sometimes especially 23 emoticons can have a slightly good effect on the sentiment score according to the searching area [19] . The 24 research in [20] shows that the importance of emoticons on polarity sentiment classification especially in social 25 networks is undeniable and their popularity is getting higher and higher.
26
In most literature, URLs do not have any information to analyze regarding sentiments in texts. For in-27 stance, when considering the following sentence, "I hate all those disgusting meals from www.mydeliciousmeals.com 28 if you want better you can click www.besteverdinner.com" actually the comment is negative but because of the 29 words of links it may become a positive review. Thus, researchers want to remove URLs from texts to avoid 30 such situations. But for some specific application URLs can be effective for providing insights about the text 31 in a way that is not easily obtainable from the context. 3.3. Expanding abbreviations and acronyms 33 We can say that abbreviation is a shortened form of words and most of the time, their full meaning is given at 34 the first used place. We widely use the abbreviation to avoid repetition of words that are used too many times 35 in a text and to save space. Usually, they are formed by getting first few letters such as Aug. for August, CA.
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for California, univ. for university, etc. Sometimes they are formed by omitting letters such as TX. for Texas, The difference between abbreviation and acronym is that acronyms are formed by getting the first letters (Age / Sex / Location), F2F (Face to Face), BTW (By the Way), XOXOXOX (Hugs, kisses,. . . ), PAL (Parents 10 are listening), BRB (Be right back) are just some of them and they are used too much in daily life conversations.
11
The ability to expand abbreviations and acronyms is crucial for many natural language processing applications 12 and to find out the information contained in documents for information retrieval [21] . 
Word correction and multiword expressions 14
Word correction which is also called misspelling checking is a method that identifies misspelled words in 15 order to change with their most possible similar words. For this purpose, the misspelled word is checked 16 whether it is presented in the dictionary or not. If it is not, the algorithm tries to provide the best similar 17 word of it [22] . There are some types of misspelling such as keyboard errors ("yur" -"your", "allways" -18 "always", etc.), cognitive errors ("piece"-"peice", "sipritual"-"spiritual", "freindly"-"friendly" etc.), phonetic 19 errors ("calander"-"calender", "katalog"-"catalog", etc.), etc. There are some tools (e.g. nltk, word2vec, python grammer-check) for checking the misspelled words in 24 texts according to the different languages. Some of them provide the best option, while others offer more than 25 one alternatives to the users classifying by types of misspelling. And some of them also check grammatical 26 mistakes by examining everything forms incorrect use of a person to subject-verb agreement.
27
Another important challenge in Natural Language Processing is multiword expressions which are generally 28 difficult to trace from their individual words. They can be metaphorical expressions such as "killing time", 29 "broke someone heart", "time is a thief", etc. or verbal idioms such as "give away", "made out", "take off", 30 "come along with", etc. or phrasal verbs or stereotyped comparisons such "as nice as pie", "swear like a 31 trooper", "cold as stone", etc [24], or some well-known group of words such as "United Kingdom", "Galaxy 32 note 9", "Citizen of Humanity", ect. and so on. Thus, tokenizing such multiword expressions for text mining 33 causes words to lose their meaning in the sentences. Consequently, getting these types of multiword as a single 34 word can increase the performance of the classifier. There are some studies specifically on this topic [6, 24, 25] 35 to show their effects on text mining. The study [25] investigates two empirical methods to integrate multiword 36 expressions in a real constituency-parsing context. In general, stopwords mean the most common words in a language, for us in English such as "and", "an", "at", 39 etc. which are considered unnecessary and useless in text mining applications. These words can be pronouns 40 (I, me, my, mine, myself, etc.), prepositions (on, in, next to, behind, under, around, etc.) , conjunctions (once, 1 until, when, why, since, after, etc.), articles (a, an, the), auxiliary verbs (be, do, have, will, can, may, etc.), etc.
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Most of the studies show that stopwords should be removed from the corpus without losing valuable information 3 before the feature selection because of their negative effects on to the performance of sentiment classifier. But 4 sometimes removing the stopwords might reduce the accuracy of classification such as documents or texts related 5 to prepositions, conjunctions, auxiliary verbs, etc. So, removing stopwords can make the matching impossible 6 but as we said, generally due to reducing the size of the feature set comparatively, it has a good effect in 7 text mining. Normally, researchers use compiled lists (Rainbow list, Van stoplist, Smart stopwords list, etc.) 8 provided by text mining tools but sometimes researchers create and then use those predefined lists according 9 to their application. In this study, we use nltk tools but also, we modified the stopwords list according to our 10 text structure.
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There are some methods to eliminate stopwords from a text. The basic one is using pre-compiled lists 12 as we mentioned. The other one is finding the most frequent words which are not needed for matching in the 13 texts. For instance, if you study on restaurants reviews, the word "food" or "meal" generally will not give 14 meaningful results because these words are used in both negative and positive reviews. Maybe these words 15 can be used with the combination of other words, namely bigrams or Ngrams combinations such as "terrible 16 tasting", "food tastes bad", "never had a bad meal", etc. Actually, this is another preprocessing method but for 17 some researchers it can be under the branch of stopwords elimination. One another method is selecting words 18 that occurred rarely and are not related to your texts. There are some additional methods that are examined 19 and studied in. 20 3.6. Stemming
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The aim of the stemming is to take words in a way in which they occur in a text so that reduce them to root 22 forms by removing of their affixes such as prefixes (cutting off the beginning of the word) and suffixes (cutting 23 off the end of the word) according to some grammatical rules. In this way, they can be used as an indexing unit 24 in the related research area. Although stemming algorithms in most application tools are commonly developed 25 for English, there is a need for appropriate editing according to the language being studied because of differences 26 in language structure. Nowadays, many different algorithms can be also used for some other languages.
27
Stemming is applied for a couple of reasons. One of them is to reduce the derivatives of the same root 28 words to the common representations to increase the performance of classification. One of the other reasons is 29 to reduce the size of the feature set so that the number of dimensions is reduced. 30 We can apply stemming to derivatives of the word such as number (cat, cats), tense (play, played, playing), 31 gender (actor, actress), pronouns (I, me, my, mine), person (hate, hates), aspect (become, became), etc. For 32 instance, the words select, selected, selecting, selects all can be stemmed to the word "select". As it is seen, 33 we cut off the end of the words which are semantically related to their root form. In this way, we reduce the 34 number of words in memory space and save time.
35
When applying stemmer, we should consider some points which are important and required for a powerful 36 natural language processing application. One of them is overstemming which occurs when the words have the 37 same root but not having the same meaning. For example, "general" and "generation" can have the same 38 root "gener". Similarly, "organization" and "organs" have the same root "organ" and this situation decreases 39 the accuracy of the classifier. One another is understemming which occurs in some stemmer algorithms. For 40 example, the stemmer takes the words "cooks" and "cooked" can be reduced to "cook", while "cookery" and 41 they can be reduced to "cookeri" or "absorbtion" and "absorbing" are stemmed to "absorpt" and "absorb".
This causes corresponding documents to not be returned.
1 Natural Language Toolkit platform uses a couple of stemmers such as PorterStemmer, LancasterStemmer, 2 RegexpStemmer, Snowball Stemmer, etc. For example, while the PorterStemmer reduces the word "cookery" 3 to "cookeri", LancasterStemmer reduces to "cookery". But if you want to use RegexpStemmer, you should 4 determine your affix. For instance, when you use RegexpStemmer('ing'), it brings the word "cooking" as 5 "cook" but you need to be careful in case the word has a prefix such as the word "ingrain", it will be returned 6 as "rain". Both stemming and lemmatization are language preprocessing methods to provide that different versions of 9 a word are not left out. Even they are closely related to each other, lemmatization is more complex than 10 stemming because it reduces derivationally related word form to its dictionary form categorized by a part of 11 speech as well as by inflected form. Namely, stemming is applied without checking the position of the word in 12 the sentence. So, if the user queries the plural and singular form of a word such as "mice" and "mouse", when 13 the stemmer brings them as "mice"/"mic" and "mous", the lemmatization brings "mice" and "mouse" both as lemmatizing means that converting the word to its dictionary form or morphologically related form. For example, 21 for the sentence like, "I loved cats, dogs, frogs, and geese secretly". Lemmatizer will bring it as, "i love cat dog frog and goose secretly". We informed the lemma function that "love" is a verb, "cats", "dogs", "frogs",
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"geese" are noun and "secretly" is an adverb, and then we get the above result. Whereas if we use stemming 24 for the sentence, it will return as, "I lov cat dog frog gees secret". Namely, stemming returns the root of the 25 word whereas lemmatizing returns dictionary form according to the position of the word in the sentence. Lowercasing is one of the first stages of preprocessing for text mining. All letters are converted to the lowercase 28 to prevent case sensitivity. In this way, we can increase the performance of classifier without considering non-29 consistence of texts. Even though this simple preprocessing technique provides the easiest and important help 30 to the classification, sometimes doing this might create some problems by increasing ambiguity. For example,
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As it is seen, Ngram takes each word with the adjacent word. According to the frequency of these 23 adjacent words, the content of the text is estimated, and the classification is made according to the result. If 24 we had done the same example for trigram, we would get an output like, [('ngram', 'contiguous', 'sequence'), 25 ('contiguous', 'sequence', 'words'), ('sequence', 'words', 'text')]. As it is seen, at this time Ngram takes three 26 consecutive words. And again, according to the frequency of these adjacent words, the class of the text is 27 decided. According to the studied field, the number of the N can be changed but, in this study, we use the 28 combinations of the Ngrams from one to three. In this paper, the dataset we use to evaluate the preprocessing methods is a real e-commerce dataset extracted 31 from Yelp in June 2018. It is available at https://www.yelp.com/dataset. We work on two datasets. The first 32 one contains full review text data including the user id that wrote the review and the business id the review 33 is written for and the second one contains business data including location data, attributes, and categories. 2000 training reviews are selected from each rating category.) and 1000 reviews are applied for testing (200 24 testing reviews are selected from each rating category) in order to see the performance of the classifier. 25 To get stable results from the effects of a random selection of reviews, we run each experiment by selecting 26 20 times shuffled reviews for each preprocessing method. Namely, for each run, a different subset of reviews is 27 selected from the pool of all available five rating categories. In this part, we report the results obtained after tokenizing the text of the reviews as we mentioned above. In 30 addition to those techniques, we also used WhitespaceTokenizer which is simply used for tokenizing the text 31 according to the white space between the words. WhitespaceTokenizer method can be considered as the result 32 without any preprocessing. In other words, at least this basic tokenizer form must be applied on the data before 33 the other preprocessing method can be performed. Therefore, for the rest of the preprocessing methods, we 34 choose space tokenizer to create dictionary with the 1-to-3 ngrams in order to get directly simple effects of the 35 methods. In this part, we report the results obtained after removing emoticons and punctuations separately. We don't 7 apply the removing URLs method due to a lack of the remarkable number of reviews as we observed from 8 reviews text.
36

9
To see the effects of emoticons on the rating stars, we investigate the usage of emoticons in the text 10 reviews. For this purpose, we create a simple word replacer in order to change emoticons to words. In this way, 11 our program can find a relationship with the combination of words. For example, we replace the emoji ":)" as 12 a "smile", ":(" as a "sad", ":-o" as a "surprised", etc. which are commonly used in messaging applications and 13 social media. As shown in Table 5 after running the methods 20 times shuffled reviews, the average accuracy result of 15 replaced emoticons is sometimes worse than without the execution of the method if we compare with the results 16 base form without preprocessing. Actually, this result shows us there are no significant effects of this method 17 for categorizing the rating stars of the reviews unlike the effects in messaging applications and social media as 18 proved in some researches. Almost the same result for the removing punctuations even after we execute multiple 19 times for each method. In this part, we try to find some abbreviations and acronyms in the reviews of the restaurants but unfortunately,
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there is no remarkable number of the most common words of this specific field in the text of the reviews. Thus, 23 we use general abbreviations and acronyms which are the most commonly used in messaging applications and 24 social media. For example, omg (Oh my God), Lol (Laughing out Loud), 2moro (Tomorrow), B3 (Blah, Blah, class for this purpose and choose space tokenizer for the review text in order to get direct simple effects of the 1 method.
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The accuracy results are 0.263 (KNN), 0.305 (DT), 0.393 (RF), 0.484 (LR), 0.470 (SGD), 0.498 (NB), 3 0.453 (SVM) after running the methods 20 times shuffled reviews, the average classifiers accuracy results of 4 expanding abbreviations and acronyms are not better than without execution of the method significantly if 5 we compare to the results with the base form given Table 4 . result. Actually, this result shows us there are 6 no significant effects of this method for the categorizing the rating stars of the reviews unlike the effects in 7 messaging applications and social media as proved in some researches. In this part, we report the result obtained after executing the auto corrector of python on each review text 10 for the misspelled words in order to change with their most possible similar words. As we mentioned above, 11 misspelled words are checked according to the English language. We don't apply the removing Multiword
12
Expression method due to a lack of the remarkable number of reviews as we observed from reviews text.
13
The accuracy results are 0.243 (KNN), 0.254 (DT), 0.321 (RF), 0.412 (LR), 0.393 (SGD), 0.421 (NB), 14 0.401 (SVM) after running the methods 20 times shuffled reviews, the average accuracy result of the word 15 correction is much worse than other methods. As we observed from the output of the program, the tool 16 which we used is not successful at all for the text of the reviews. Consequently, this result shows us there are 17 no significant effects of this method for the categorizing the rating stars of the reviews unlike the effects in 18 messaging applications and social media as proved in some researches. In this part, we report the result obtained after removing the stopwords in each review text using nltk stopwords.
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As we mentioned above, stopwords are checked according to the English language. As shown in Table 6 after running the methods 20 times shuffled reviews, the average accuracy results of 23 the stopwords elimination is better than other methods especially the modified stopwords list (like not removing 24 comparative adverbs such as good, better, best) method according to our text structure is slightly better than 25 directly removing stopwords. As we observed from the output of the program after executing numbers of times, 26 we conclude that this method has a significant effect on the categorizing the rating stars of the reviews. Stemmer and their efficiencies on the restaurant reviews. We reduce words to root forms by removing prefixes 30 and suffixes according to some grammatical rules of the nltk stemmers. We execute the stemmer algorithms on 31 space tokenizer base form in order to get directly simple effects of them. As shown in Table 7 after running the methods 20 times shuffled reviews, all the stemmer algorithms 1 slightly change the average accuracy results, especially for Logistic Regression and Naive Bayes classifiers in a 2 good way. In general, these results show us there are no significant effects of these methods for categorizing the 3 rating stars of the reviews as we expected. This time we investigate effects of the lemmatizer on the restaurant reviews. Again, we execute the lemmatizer 6 algorithms on space tokenizer base form in order to get directly simple effects of them. As shown in Table 8 after running the methods 20 times shuffled reviews, the lemmatizer without 8 indicating the word position does not change the accuracy results significantly but the lemmatizer with position 9 increases the accuracy results even we execute the program multiple times. As we observed from the output of 10 the program, these results show us there are no significant effects of this method for the categorizing the rating 11 stars of the reviews as we expected but indicating the position of the word for the lemmatizer gives us better 12 results. In this part, we report the result obtained after executing the lowercasing on each review text to increase the 15 performance of classifier without considering non-consistence of texts. We execute our lowercasing 20 times 16 shuffled reviews and on space tokenizer base form in order to get directly simple effects of the method. before if we compare to the results with the base form given Table 4 . As we observed from the output of the 20 program after executing multiple times, this result shows us there are significant effects of this method for the 21 categorizing the rating stars of the reviews. Because of treating each word as a dimension in the feature set, 22 having the same words in different case cause the models to be confused and loss of time. 23 5.9. Classifier performance based on removing common words 1 In this part, we report the result obtained after removing the common words on each review text to increase 2 the performance of the classifier. We execute the algorithm on 20 times shuffled reviews and on space tokenizer 3 base form in order to get directly simple effects of the method. than before if we compare to the results with the base form given Table 4 . As we observed from the output of 7 the program after executing multiple times, this result shows us there are significant effects of this method for 8 the categorizing the rating stars of the reviews. Because the classifier confuses the class of rating when seeing 9 those common words in the review text. In this part, we report the result obtained after executing some combination of Ngram. In the beginning, we 12 apply each Ngram alone, and then we apply a combination of three in order to see the effect of each combination.
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Same as before, each obtained result is the average of 20 times shuffled restaurant reviews. In this part, we report the results obtained after executing some combination of preprocessing methods in 21 order to see effects of executing order. For this purpose we use lemmatization, stopwords, and lowercasing 22 preprocesing methods which have a positive effect on chosen classifiers on the review data set as we mentioned 23 above. In order to see the difference between preprocessing orders we execute all the combination of three 24 methods, respectively. This time we don't shuffle the review set to see the effects of executing order of three 25 methods on the same dataset.
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As shown in Table 10 , we observed from the output of the program after executing multiple times, 27 executing order of the preprocessing methods affect the accuracy results of any classifier by almost 2 % . In 28 addition, when we compare the accuracy results of each classifier with the base form, the preprocessing methods 29 
