Abstract-Channel rendezvous is a vital step to form a cognitive radio network (CRN). It is intractable to guarantee rendezvous for secondary users (SUs) within a short finite time in asynchronous, heterogeneous, and anonymous CRNs. However, most previous heterogeneous algorithms rely on explicit SUs' identifiers (IDs) to guide rendezvous, which is not fully distributed. In this paper, we exploit the mathematical construction of sunflower sets to develop a single-radio sunflower set (SSS)-based pairwise rendezvous algorithm. We propose an approximation algorithm to construct disjoint sunflower sets. Then, the SSS leverages the variant permutations of elements in sunflower sets to adjust the order of accessing channels instead of SUs' IDs, which is more favorable for anonymous SUs in distributed environments. We also propose a multiradio-sunflower-set-based pairwise rendezvous algorithm to bring additional rendezvous diversity and accelerate the rendezvous process. Moreover, for the case with more than two SUs, we propose a multiuser collaborative scheme in which SUs cooperatively exchange and update their channel-hopping sequences until rendezvous. We derive the theoretical upper and lower bounds of rendezvous latency of the proposed algorithms. Extensive simulation comparisons with the state-of-the-art blind-rendezvous algorithms are conducted, incorporating the metrics of maximum and expected time-to-rendezvous. The simulation results show that our algorithms can achieve rendezvous faster than previous works.
I. INTRODUCTION
T HE cognitive radio network (CRN), as a paradigm for dynamic spectrum access, is an effective technique to improve efficiency in the usage of the limited licensed spectra. Secondary users (SUs) in the CRN are allowed to adaptively switch their operating channels and opportunistically share spectra with colocated primary users (PUs) provided that SUs do not cause unacceptable interference to PUs.
Prior to data transmissions, one SU must first undertake the channel rendezvous procedure in which the in-range SUs who want to start or rebuild a communication link try to operate on the same common available channel and exchange control information accordingly [1] . Channel rendezvous thus plays a crucial role for network connectivity. However, the intended neighboring SUs have no consensus about which common channel to switch to simultaneously, which imposes great challenges to the rendezvous problem in multichannel CRNs. Further challenges include the following. i) Asynchronous local clock. Synchronous algorithms (e.g., CACH [2] and QLCH [3] ) assume that SUs are in-sync with each other. However, due to the difficulty in achieving clock synchronization between spatially dispersed SUs, it is thus necessary to support the asynchronous scenario for the rendezvous schemes. ii) Heterogeneous local available channels. Homogeneous algorithms (e.g., ROP [4] and DSMMAC [5] ) assume that the SUs have the capability to perceive and access the same range of channels. 1 However, due to temporal and spatial variations in channel usage, nonuniform propagation of wireless signals, and inherent hardware variations in radio transceivers, the ranges of accessible channels at different SUs are prone to be heterogeneous [6] . Thus, heterogeneous rendezvous algorithms are needed. iii) Anonymous SUs' information. Onymous algorithms (e.g., Sym-ACH [7] and Framework in [8] ) rely on distinct SUs' identifiers (IDs) to achieve rendezvous. However, SUs in distributed environments are anonymous in most cases, and they do not possess an explicit ID. Moreover, SUs are easy to be attacked by adversaries once their IDs are exposed. Thus, anonymous algorithms without any individual identities are favorable. iv) Symmetric roles between SUs. Asymmetric-role algorithms (e.g., Asym-ACH [7] and CSAC [9] ) need to predetermine the roles of transmitters and receivers, and different roles will switch channels according to different rules. This method can usually reduce the rendezvous latency, but a priori knowledge of roles is unrealistic, and it is impossible to design different rules for each SU particularly when there are a great many SUs. Therefore, symmetric-role algorithms are applicable in practice.
To address the rendezvous problem, traditional works (e.g., [10] and [11] ) simply utilize a common control channel (CCC) and assume that the CCC is always available to all SUs. However, the availability of the CCC may be easily affected by the dynamic activities of PUs. Moreover, the CCC may become congested under heavy loads and is vulnerable to jamming attacks [12] .
Therefore, the study on blind-rendezvous algorithms without requiring a predetermined CCC or a centralized controller has attracted much attention recently. To date, channel hopping (CH) is considered a promising solution to the rendezvous problem. As the randomly generated CH sequences cannot guarantee rendezvous [13] , most blind-rendezvous algorithms construct the CH sequences ingeniously, trying to achieve deterministic rendezvous within a finite time. Two primary metrics to evaluate the algorithms are maximum and expected time-to-rendezvous (MTTR/ETTR). MTTR is the required time by which the algorithm can guarantee rendezvous, even in the worst case.
According to the channel information utilized by the CH sequences, blind-rendezvous algorithms can be classified into two categories: global-channel-based (GC) algorithms and localchannel-based (LC) algorithms. GC algorithms utilize all channels in the CRN to design CH sequences, which are usually adopted by the homogeneous model. LC algorithms utilize only local available channels to design CH sequences, which are more practical in distributed environments and are adopted by the heterogeneous model. The CH sequence period of the LC algorithm is shorter than that of the GC algorithm. As a result, LC algorithms can usually achieve rendezvous faster particularly when one SU can only perceive a small amount of available channels. In addition, most previous works have been focusing on the single-radio rendezvous issue, which means that each SU can only access one channel in each time slot. As the multiradio wireless devices become realistic and popular, the cost of multiradio transceivers is dropping sharply as well. The multiradio rendezvous issue is of immediate significance and is worthy of study. In the multiradio scenario, one SU can access multiple channels at the same time, which can bring additional rendezvous diversity and significantly expedite the rendezvous process.
In this paper, we only utilize the unrestricted local available channels to generate periodic CH sequences, which can guarantee rendezvous in the asynchronous, heterogeneous, anonymous, and symmetric-role scenarios. We build a connection between the CH rendezvous algorithm and a mathematical construction termed the sunflower set [14] . The sunflower set is an important combinatorial set theory, which has applications to circuit complexity, hardness of approximation, and so on. The main question regarding s-sunflowers is how large a collection of sets containing s disjoint sunflower sets can be. However, few of the classical sunflower theory can address the rendezvous issue in heterogeneous CRNs. In this paper, we transform the design of CH sequences into a construction of sunflower set. We regard the elements in the disjoint sunflower sets as the time slots in one period of CH sequences, and the sunflower set that contains the unique element indicates the accessed channel in that time slot.
The contributions of this paper are summarized as follows.
• We present an effective approximation algorithm to construct disjoint sunflower sets, in which the interleaved permutations of elements (i.e., time slots) are utilized to adjust the order to access channels.
• We propose a single-radio sunflower-set-based (SSS) pairwise rendezvous algorithm. We prove that the theoretical MTTR of SSS is upper bounded by O(P 2 ) time slots (P is the smallest prime number not smaller than the number of local available channels) and lower bounded by Ω (N A N B /G 2 ) time slots (N A and N B are the numbers of local available channels of SU A and SU B , respectively, and G is the number of channels commonly available to SUs).
• We propose a multiradio sunflower-set-based (MSS) pairwise rendezvous algorithm. We prove that the theoretical MTTR of MSS is 1/(mn) of SSS (m and n denote the numbers of radios equipped at SU A and SU B , respectively), and the lower bound of MSS is
• We propose a multiuser collaborative rendezvous scheme by incorporating the SSS/MSS algorithm. We prove that the upper bound of the collaborative scheme is (M−1) times of the MTTR of the pairwise SSS/MSS algorithm, and the lower bound is
) time slots (M denotes the total number of neighboring SUs; N I and N M denote the numbers of available channels for an arbitrary SU I and SU M , respectively; and C IM denotes the mutual common channel set between SU I and SU M excluding the common channel set among all SUs).
• We compare the proposed pairwise and multiuser SSS/MSS algorithms with several state-of-the-art blindrendezvous algorithms through extensive simulations and demonstrate the efficiencies of our algorithms.
The rest of this paper is organized as follows. Section II reviews the state of the art related to the channel rendezvous problem. Section III introduces the network model and problem definition.Section IV presents the notion of sunflower lemma and provides an approximation algorithm to construct sunflower sets. Section V presents the pairwise SSS algorithm and analyzes its theoretical performance. Section VI presents the pairwise MSS algorithm and analyzes its theoretical performance. Section VII presents the multiuser collaborative scheme and analyzes its theoretical performance. Section VIII demonstrates the simulation results. Finally, Section IX concludes this paper.
II. RELATED WORK
To date, the majority of existing solutions for channel rendezvous is pairwise direct one-hop communication. Pairwise rendezvous algorithms also consist of single-radio and multiradio scenarios.
A. Pairwise Single-Radio Rendezvous Algorithms
Most previous pairwise rendezvous algorithms aim at solving the homogeneous model. The JS algorithm [15] is a typical work that generates periodic CH sequences by following the jump and stay patterns. In each period, JS continuously switches channels during the jump pattern (2P time slots) and then stays on a specific channel during the stay pattern (P time slots). The EJS algorithm [16] is modified from JS, in which the jump pattern is prolonged to 3P time slots. EJS achieves shorter MTTR/ETTR than JS when SUs own asymmetric channels. ASYNC-ETCH [17] is an asynchronous rendezvous algorithm with various CH sequences that can increase the opportunities to rendezvous and can utilize all channels fairly, which is at the cost of a large MTTR. In [18] , a synchronous rendezvous algorithm termed RCCH and two asynchronous rendezvous algorithms termed ARCH and SARCH are proposed. However, the channel number N of RCCH and ARCH is restricted to be even, and the SARCH algorithm whose period is 2(2N + 1) 2 time slots requires 2N + 1 to be prime. The FRCH algorithm [19] generates CH sequences of 2N + 1 time slots in each period, which is much shorter than the previous, and, therefore, can achieve rendezvous faster. However, FRCH can achieve deterministic rendezvous only when N = ((5 + 2α)r − 1)/2 (α is a nonnegative integer, and r is an odd integer larger than 3). The SSB algorithm [20] , whose period is only 2N − 1 time slots, hops in a bottom-up and top-down manner. In terms of MTTR/ETTR, SSB outperforms FRCH and EJS. However, SSB fails to achieve rendezvous when N = ((3 + 2α)r + 1)/2 [21] . The DRDS algorithm [22] generates CH sequences according to disjoint relaxed difference sets, which can achieve a constant approximation to the lower bound [i.e., Ω(N 2 )] of any blind-rendezvous algorithms. HS [23] is another fastrendezvous algorithm applicable to multiple SUs, which can coordinate the CH sequences when SUs rendezvous pairwise. Nevertheless, all of the above algorithms assume that the global channels are known to all SUs, which is impractical in distributed environments.
Recently, as the number of heterogeneous wireless devices has been increasing, rendezvous algorithms for the heterogeneous model have received a great concern. HH [6] and ICH [24] are two pioneering heterogeneous algorithms. However, both HH and ICH suffer the limitation that each SU has the capability of sensing a range of consecutive channels. HH even requires that the observable consecutive channels are all available to SUs. The MTP algorithm [25] relaxes the assumption that each SU can only access a range of consecutive channels. MTP relies on a slow-moving pointer and a fast-moving pointer that move back and forth to discover each other. However, MTP assumes that the number of global channels is known, which is not fully distributed. Moreover, the rendezvous efficiency of MTP is not high particularly when the spectrum is fully available. A-HCH [26] is a thorough heterogeneous algorithm without the assumption of a consecutive channel set. From the perspective of group theory, A-HCH combines fast and slow CH sequences according to SUs' IDs. A-HCH yields a relatively shorter ETTR than HH while guaranteeing the maximum number of rendezvous channels. CBH [27] is another representative heterogeneous algorithm with only local channel information. CBH converts SUs' IDs into distinct bit strings, which are then utilized to guide rendezvous. However, both A-HCH and CBH rely on SUs' IDs to construct CH sequences, Table I compares several representative single-radio rendezvous algorithms in terms of MTTR. Here, N is the number of global channels; P is the smallest prime number not smaller than N ; N A and N B are the numbers of local available channels of SU A and SU B , respectively; G is the number of common available channels; l is the length of the choice sequence in A-HCH; ψ is the degree of the symmetrization class in A-HCH; P A and P B are the smallest prime numbers not smaller than N A and N B , respectively; p is equal to max{P A , P B }; l p is a constant determined by SUs' IDs (see [27] for details); and * denotes that the conclusion is only valid for some values of N (see [19] and [21] for details).
B. Pairwise Multiradio Rendezvous Algorithms
With the rapid development of wireless network devices, multiradio transceivers become increasingly popular. SUs equipped with multiple radios can access more channels at the same time, which indicates that the rendezvous process can be accelerated. There have been a few works considering the multiradio rendezvous issue. In [28] , a channel-hopping scheme (CHS) for the multiradio scenario is proposed. The CHS is based on Galois theory and requires the channel number P to be a prime number. An important conclusion of the CHS is that √ P radios are required to achieve the best opportunities for rendezvous. However, the CHS cannot guarantee rendezvous in the asynchronous scenario. The RPS algorithm [29] is extended from the JS algorithm. RPS reserves a radio as a dedicated radio and stays on a specific channel for a while. As for the other general radios, RPS will keep on switching channels. Then, the rendezvous can be expected between the dedicated and general radios. The EAR algorithm [30] is also extended from the JS algorithm. Channels are sorted according to their qualities, and better channels are accessed more often. However, no deterministic MTTR of EAR is given. The Mc-Broadcast algorithm [31] is designed based on Langford pairing. Mc-Broadcast enables a base station to deliver broadcasts to other SUs over multiple channels via the CH process. of radios equipped at SU A and SU B , respectively; N is the closest integer to N that satisfies N ≡ 0 or 1 (mod 4); and denotes that the MTTR holds when the base station is equipped with less than 2N radios.
The aforementioned algorithms focus on pairwise rendezvous. As more than two SUs may go through the rendezvous process simultaneously in practice, we will review existing multiuser rendezvous algorithms in Section II-C.
C. Multiuser Rendezvous Algorithms
Some existing multiuser rendezvous algorithms (e.g., JS [15] and DRDS [22] ) simply utilize the CH information synchronization technique. Once SUs achieve pairwise rendezvous, they will exchange their CH information (e.g., IDs and local clocks) and synchronize their CH sequences. Afterward, the encountered SUs will switch channels by utilizing the same CH sequence. This manner incurs intolerable rendezvous delay particularly when the number of neighboring SUs is large. As a countermeasure, some algorithms (e.g., [23] , [32] , and [33] ) adopt the cooperation and relay framework. The CH sequences can be adjusted via the relay neighboring SUs, and the rendezvous delay can be significantly reduced under such framework. However, existing cooperative algorithms are applied to some nondistributed scenarios, such as the known number of global channels and the differentiation of roles (i.e., sender and receiver).
Different from previous works, we aim at designing fully distributed rendezvous (FDR) algorithms with improved rendezvous efficiency for all combinations of singleradio/multiradio and pairwise/multiuser scenarios.
III. MODEL AND PROBLEM DEFINITION
Here, we present the network model and rendezvous problem definition in heterogeneous CRNs.
A. Network Model
We consider a CRN with N orthogonal licensed channels. The global channel set is denoted as C = {0, 1, . . . , N − 1}. Each channel in C represents one certain frequency band (e.g., 470-476 MHz in a TV broadcast spectrum [34] ). The network time is divided into time slots of equal length (e.g., t = 10 ms according to IEEE 802.22). As it is unrealistic to require spatially dispersed SUs to have synchronized clocks without the message exchange process among them, SUs may start hopping according to their own local clocks. As a countermeasure, the duration of each time slot is prolonged to 2t to ensure an overlap of t, even when the time slots are misaligned. Then, SUs can successfully complete the processes of beaconing, handshaking, establishing a link, and so on, if they access the same available channel in the same time slot. The timeto-rendezvous (TTR) is utilized to evaluate the rendezvous performance.
We consider a multiuser rendezvous scenario where M(M 2) SUs are within the communication range of each other and are trying to establish connections. Each SU is equipped with one or more radios with the capability of sensing the channel status. We assume that each SU can accurately acquire its local available channels after the periodic spectrum-sensing procedure. We also assume that the channel availabilities will not change during the rendezvous procedure. We take the TV spectrum, for example. PUs only occupy their licensed TV channels at certain times every day regularly, and the channel status is slowly time varying compared with the TTR. Let C I ∈ C denote the available channel set of SU I (I = A, B, . . . , M). In heterogeneous CRNs, each SU may own a distinct available channel set. Let C = I C I denote the common available channel set among all the M SUs, and let G = | C|. These M SUs can rendezvous with each other only if C = ∅ (i.e., G 1).
B. Definition of Channel Rendezvous
We define the problem of FDR as follows.
FDR-M:
Given M SUs in a heterogeneous CRN, they are guaranteed to switch to the same available channel in the same time slot with asynchronous local clocks, heterogeneous local available channels, anonymous SUs' IDs, and symmetric roles among these SUs.
To cope with the FDR-M problem, we first focus on the fundamental pairwise rendezvous problem (FDR-2) and then extend FDR-2 to FDR-M in Section VII.
FDR-2: Let s t
A denote the channel that SU A accesses at time slot t and δ denote the clock drift between SU A and SU B in the asynchronous scenario.
i) Single-radio scenario: Assume that SUs are equipped with one radio, the CH sequences of SU A whose period is T can be denoted as
The channel rendezvous problem in the single-radio scenario can be formulated as follows: Next, we provide an example of the CH sequences of the CHS algorithm [28] in Fig. 1. Assume C A = C B = {0, 1, . . . , 4}, m = 2, and n = 1. However, there is no overlap between the CH sequences of two SUs. That is, the CHS algorithm cannot guarantee rendezvous in the asynchronous scenario.
The task of this paper is to design deterministic rendezvous strategies to tackle the FDR-2 and FDR-M problems.
IV. SUNFLOWER SETS
Here, we first introduce the notion of sunflower lemma and then present an approximation algorithm to construct sunflower sets.
A. Sunflower Lemma
Sunflower lemma [14] is one of the most fascinating conclusions in extremal set theory. Let N denote a natural number and [N] denote the set of integers {1, 2, . . . , N}. A family F is a collection of subsets of the ground set [N]. F is said to be h-uniform if each of its members has exactly h elements. A sunflower S withP petals is a family {A 0 , A 1 , . . . , AP −1 } with the requirement that every pair of distinct sets in S has the same intersection, i.e., A i A j = A u A v (i, j and u, v are distinct subscripts). The core of S is denoted as the set Y :=
TheP sets A i \ Y are petals and are required to be nonempty and distinct. Note that a family of pairwise disjoint sets is a sunflower (with an empty core). As given in the sunflower lemma [14] 
h , then F contains a sunflower S withP petals.
For a given N, there are many different sunflower sets. However, not all of them can be utilized to design CH sequences. The permutations of elements in the sunflower sets play a critical role in guaranteeing rendezvous. We propose an effective approximation algorithm to generate a permutation of the sunflower elements and leverage the permutation to determine the accessed channel in a particular time slot. The details will be described in Section IV-B.
B. Construction of Sunflower Sets
Here, an approximation algorithm with the time complexity of O(P 2 ) is provided to construct sunflower sets. Algorithm 1 constructs a sunflower S = {A 0 , A 1 , . . . , AP −1 } of the ground set [N] , where N = 6P 2 , andP is a prime number not smaller than 3. Under such construction, S hasP petals, and each petal of S has exactly 6P elements. The design intuition is that N can be regarded as the period of the CH sequence, the elements in the sunflower sets can be regarded as the time slots in one period, and each sunflower set can be regarded as a channel. The accessed channel in some time slot can be obtained by the index of the sunflower set that contains the specific time slot. As only one channel can be accessed in each time slot in the single-radio scenario, the disjoint property of sunflower sets can achieve this objective. As for how to convert the sunflower sets into CH sequences and how such CH sequences guide rendezvous, we will give out the descriptions later in Section V.
As shown in line 3 of Algorithm 1, each petal in S has 2P initial elements. As for the other 4P elements in each petal, they will be supplemented by the calculations in line 19. Line 3 can allocate every continuous 2P elements orderly to the same petal A i , and the modular operations in lines 5 and 6 can allocate every other 4P elements to theP distinct petals with no redundancy. For example, when N = 54 andP = 3, the three different petals are shown as follows (the labels with underlines denote initial elements, whereas the others denote supplemented elements): The following theorem verifies that Algorithm 1 can construct a sunflower.
Theorem 1: The set family S = {A 0 , A 1 , . . . , AP −1 } constructed in Algorithm 1 is a sunflower.
Proof: See Appendix A.
V. SINGLE-RADIO ALGORITHM FOR FULLY DISTRIBUTED RENDEZVOUS-2
Here, we propose a single-radio sunflower-set-based (SSS) pairwise rendezvous algorithm and then analyze its theoretical performance. 
A. Algorithm Design
The information utilized in SSS is only the local available channels without any extra aid such as SUs' IDs or asymmetric roles to break the symmetry between SUs. Let N A = |C A | denote the number of local available channels for SU A . We first obtain the smallest prime number P A not smaller than N A and then construct a sunflower with P A petals, and each petal contains exactly 6P A elements. Afterward, the CH sequence is generated based on the sunflower sets. The label of the accessed channel is obtained by the index of the sunflower petal that contains the element that is calculated by line 6 in Algorithm 2. If the sunflower petal index is larger than the maximum channel label, it will be remapped by the modulus operation in line 8. Algorithm 2 is formally presented as follows.
For example, assume C A = {2, 3, 5}, P A = 3, and that the CH sequence for SU A in one period (T A = 6P 2 A ) is shown in Fig. 2 . From the given example, it can be found that one period is divided into P A frames, which can be regarded as the P A petals of the corresponding sunflower. Each frame is further divided into six subframes, and each subframe contains P A elements. Therefore, there are totally 6P A elements in one frame. The arrangement of six subframes in each frame instead of three subframes is to ensure overlaps between two asynchronous SUs, which resembles the double length 2t of each time slot to ensure an overlap of t, even when they are misaligned. The first two subframes will access the (( t/6P A + 1) mod N A )th channel in C A , which constitute the static phase. The remaining four subframes will incessantly hop among local available channels, which constitute the dynamic phase. Specially, if we arrange the local available channels in a circle ascendingly as the clock, the third subframe (2P A (t mod 6P A ) < 3P A − 1) will switch channels clockwisely with the hopping step of (((P A − 1)/2) mod P A ) according to Algorithm 1. The fourth subframe (3P A (t mod 6P A ) < 4P A − 1) will switch channels counterclockwisely with the hopping step of (((P A + 1)/2) mod P A ). The fifth subframe (4P A (t mod 6P A ) < 5P A − 1) will switch channels clockwisely with the hopping step of (((P A + 1)/2) mod P A ). The sixth subframe (5P A (t mod 6P A ) < 6P A − 1) will switch channels counterclockwisely with the hopping step of (((P A − 1)/2) mod P A ).
B. Performance Analysis on Upper Bound
Lemma 1: Each channel in one subframe of the dynamic phase appears at least once and at most twice.
Proof: See Appendix B. Lemma 2: Each distinct channel in the P A static phases in one period appears at least once and at most twice.
Proof: See Appendix C. Theorem 2: Two SUs (SU A and SU B ) performing the SSS algorithm can achieve rendezvous in, at most, 6P A time slots in the symmetric scenario.
Proof: The symmetric scenario means C A = C B and P A = P B . For two asynchronous SUs, assume that SU B starts hopping later than SU A for δ(δ 0) time slots.
2 Let δ T = δ mod T A (T A = 6P 2 A ) denote the relative clock drift between two periods of SU A and SU B . Let δ F = δ mod 6P A denote the relative clock drift between two frames of SU A and SU B . Next, we prove the theorem in five cases.
Case 1) 0 δ T < 2P A , and 0 δ F < 2P A . As shown in Fig. 3(a) (the gray square denotes the static subframe, whereas the white square denotes the dynamic subframe), SU A and SU B are initially both in the static phase, and the channels in their first two subframes are the same. Therefore, SU A and SU B can achieve rendezvous in the first time slot after they both start hopping. Case 2) 2P A δ F < 5P A . As shown in Fig. 3(b Fig. 3(c) , SU A and SU B may not achieve rendezvous during the static phase due to the fact that they may be in different frames, and the accessed static channels are different. In this case, the rendezvous can be expected in the dynamic phase in two subcases.
Case 3.1) SU A and SU B hop in different directions. Without loss of generality, assume that SU A switches channels in the clockwise direction and that SU B switches channels in the counterclock direction. Let α A , α B denote the indexes of the initial channels for SU A and SU B , respectively (e.g., in Fig. 2 , channel 2 is the first channel in C A ), and β A , β B denote their hopping steps. Let t * denote the time from when both SUs start hopping to when the rendezvous is achieved. The following equation should be satisfied if they rendezvous in the dynamic phases:
where the items in both sides of the given equation denote the indexes of the rendezvous channels in C A (i.e., C B ).
Let κ = (β A + β B ) −1 denote the multiplicative inverse element under the modulus operation (i.e., (β A + β B ) · κ mod P A = 1). Thus
we can derive the indexes of the rendezvous channels.
Specially, when β A = β B , we have
Therefore, the indexes of the rendezvous channels in C A (i.e., C B ) are
From the given discussion, there exist rendezvous channels between SU A and SU B when they hop in different directions. Case 3.2) SU A and SU B hop in the same direction with different hopping steps. Then, we will prove that for any integers α A , α B ∈ [0, P A ), there exists an integer t 
As a result, there exists a time slot t * = κ · (α B − α A ) mod P A that satisfies the assumption.
As the subframes in the dynamic phase are interleaved with different directions, SU A and SU B can achieve rendezvous within one frame of 6P A time slots. Case 4) δ T 6P A , and 0 δ F < P A . As shown in Fig. 3(d) , similar with case 3, the rendezvous cannot occur in the static phase in the sense that the initially accessed static channels may be different. The rendezvous can be expected in the dynamic phase and can be achieved within one frame (6P A time slots) as analyzed in case 3 and Case 5) δ T 6P A , and P A δ F < 5P A . As shown in Fig. 3 (e), similar with case 2, the rendezvous can be achieved between the dynamic phase of SU A and the static phase of SU B .
To sum up, the upper bound of rendezvous latency in the symmetric model is MTTR = 6P A time slots.
Theorem 3: Two SUs (SU A and SU B ) performing the SSS algorithm in heterogeneous CRNs can achieve rendezvous in, at most, 6P Proof: We will prove the theorem by considering three cases.
Case 1) C A = C B and P A = P B . In this case, the lengths of each frame and period of SU A and SU B are still the same since P A = P B .
Case 1.1) 0 δ T < 2P A , and 0 δ F < 2P A . In contrast with the symmetric model, C A = C B means SU A and SU B may not access the same channel when they are both in the static phase. From Lemma 2, the channels in the P A static phases in one period will cover all the local available channels. As SU A and SU B share at least one common available A time slots, each channel can act as the initial channel at least once, and all different orders of accessing channels can appear at least once. As analyzed in case 3 in Theorem 2, there exists a combination of (α A , β A ; α B , β B ) that enables SU A and SU B to access the same channel.
As for the other cases discussed in Theorem 2, they can be explained in a similar way.
As a result, when C A = C B and P A = P B , the upper bound of the SSS algorithm is MTTR = 6P 2 A time slots.
When P A = P B , without loss of generality, we suppose P A > P B . Then, the following two cases are considered.
Case 2) P A 2P B . In this case, the rendezvous can be achieved between the static phase of SU A and the dynamic phase of SU B , as shown in Fig. 4(a) . Within one period of 6P 2 A time slots, there exists a static subframe that SU A accesses a fixed channel available to SU B . Considering two consecutive static subframes, P A 2P B means 2P A 4P B . Therefore, the exserted length of the static subframe of SU A is large enough to cover one dynamic subframe of SU B . According to Lemma 1, the rendezvous is achieved. As a result, when P A 2P B , the upper bound of the SSS algorithm is MTTR = 6P 2 A time slots. Case 3) P B < P A < 2P B . As shown in Fig. 4(b) , the exserted length of the static subframe of SU A is not large enough to cover one dynamic subframe of SU B . However, the rendezvous can still be expected between one static phase of SU A and one dynamic phase of SU B . We will prove the deterministic rendezvous by considering the opposite scenarios. Let x, y denote the frame labels of SU A and SU B when they rendezvous. Let τ A = 6P A · x denote the time from initial hopping time to the start of the rendezvous frame. Then, the static phase of the xth frame for SU A is within the range of [τ A , τ A + 2P A ). Likewise, the static phase of the yth frame for SU B is within the range of [τ B , τ B + 2P B ). Let φ = T A mod 6P B denote the deviation between two static phases of SU A and SU B . As P B < P A < 2P B , we have φ = 0. The conditions that SU A fails to rendezvous in the static phase can be divided into two subcases. Case 3.1) 0 < φ < P B . In this subcase, after SU A passes through the static phase for, at most, P B /φ times, the value of φ can avoid to fall within the range of (0, P B ). Case 3.2) 5P B < φ < 6P B . In this subcase, after SU A passes through the static phase for, at most, P B /(6P B − φ) times, the value of φ can avoid to fall within the range of (5P B , 6P B ).
As a result, when P B < P A < 2P B , the upper bound of the SSS algorithm is MTTR = 6P 
Similarly, the expectation of ξ B (c
From the calculation principles of expectation, we have
Assume that the G common available channels between two SUs can intersect with each other within the duration of T * and choose T ∞ T * . For a specific common available channel c * , according to (2), we have
From the average value inequality, the following inequality can be derived: 
As a result, T *
VI. MULTIRADIO ALGORITHM FOR FULLY DISTRIBUTED RENDEZVOUS-2
Here, we explore how to improve rendezvous performance by using multiradio transceivers. We propose a multiradio sunflower-set-based (MSS) pairwise rendezvous algorithm and then analyze its theoretical performance.
A. Algorithm Design
It is difficult to support concurrent channel switchings of several wireless links in one single radio due to interference. Exploiting the multiradio capability is an efficient way to make concurrent hoppings possible. When SU A is equipped with m radios, we use the SSS algorithm to generate periodic CH sequences for the first radio. As it is not expected that the radios equipped at the same SU will switch to the same channel in the same time slot to make full use of the radio resources, we will cyclically rotate the sequence of the previous radio by 2P A time slots for the remaining (m − 1) radios. Let rotate(S A , Δ) denote the sequence that is Δ time slots ahead from S A . For example, if S A = {0, 1, 2}, then rotate(S A , 1) = {1, 2, 0}. The arrangement of Δ = 2P A is to try to make the m radios access different channels in the same time slot. Considering that the first two subframes in each frame access a fixed channel, only in the case of Δ = 2P A can we achieve this objective. Following the example in Fig. 2, Fig. 5 shows the cyclic CH sequences of multiple radios in one frame.
The MSS algorithm is formally presented in Algorithm 3. 
B. Performance Analysis
The MSS algorithm can guarantee rendezvous in heterogeneous CRNs due to the deterministic property of the SSS algorithm. In fact, MSS can further reduce the rendezvous latency.
Theorem 5: Two SUs (SU A and SU B ) performing the MSS algorithm can achieve rendezvous in, at most, MTTR(SSS)/mn time slots (m and n denote the numbers of radios equipped at SU A and SU B , respectively).
Proof: The CH sequence of the first radio is generated by the SSS algorithm, and the CH sequence of the next radio is cyclically rotated by 2P A time slots from the previous radio. As the period for SU A is T A = 6P 2 A , 3P A radios are needed to cyclically rotate a whole period. That is, channel s t A when m = 1 will be accessed at time slot t/3P A when m = 3P A . Thus, when 2 m 3P A , channel s t A (m = 1) will appear at time slot t/m . Likewise, this also holds for SU B . SU A and SU B hop in parallel; they will end up hopping one period at time slot T A /m and T B /n , respectively. This way, their common CH sequence period is 1/mn of the single-radio scenario. Therefore, the MTTR of MSS is MTTR(SSS)/mn. Theorem 6: Two SUs (SU A and SU B ) performing the MSS algorithm can achieve rendezvous in, at least,
2 ) time slots. The proof is similar to Theorem 4, and we omit it here.
VII. ALGORITHM FOR FULLY DISTRIBUTED RENDEZVOUS-M
Here, we propose a distributed multiuser collaborative rendezvous scheme and then analyze its theoretical performance.
A. Algorithm Design
To tackle the FDR-M problem, we propose to utilize the SSS or the MSS algorithm to carry on completely distributed hopping for SUs, and the encountered SUs will form a collaborative group. Once a new SU joins the collaborative group, the group members exchange and store each other's CH information via the local broadcast process [35] . The group members switch Fig. 6 . Example of the multiuser collaborative rendezvous scheme. channels independently, according to their original SSS or MSS CH sequences. Thus, these group members can constitute a group of CH sequences with abundant channel diversity. Afterward, if any member in the group visits the same available channel as the newly joined SU, this member will inform the others to adjust their CH sequences and access the same common available channel in the next time slot. Therefore, the multiuser rendezvous is achieved. The above collaborative scheme can usually speed up the rendezvous process. The rationale is that any two SUs can also share some mutual common available channels except the channels commonly available to all SUs [let C IJ denote the mutual common available channel set between any two SUs (SU I and SU J ) excluding C]. Moreover, this group of CH sequences has more rendezvous opportunities over C IJ as compared with only C.
The collaborative SSS/MSS algorithm is presented in Algorithm 4.
In Fig. 6 , the collaborative rendezvous process of three SUs is shown. Suppose that C A = {2, 3, 5}, C B = {2, 4, 5}, C C = {3, 4, 5}, and C = {5}. Moreover, any two of these three SUs also share some mutual common channels (i.e., C AB = {2}, C AC = {3}, and C BC = {4}). SU A and SU B can achieve rendezvous in the 12th time slot and then form a collaborative group. SU C starts hopping the latest and achieves rendezvous with SU A in the 15th time slot, in which SU A and SU C exchange and store each other's CH information. Afterward, SU A will notify all the encountered SUs to switch to the common channel 5 in the next time slot. The given procedure repeats until all neighboring SUs achieve rendezvous. If we adopt the pairwise rendezvous scheme, SU B and SU C can only rendezvous in the 21st time slot, which is much later than the collaborative scheme.
B. Performance Analysis
Here, we also analyze the rendezvous latency of the multiuser collaborative algorithm in terms of upper and lower bounds. We only discuss the performance of the single-radio scenario for simplicity. As for the performance of the multiradio scenario, it can be derived by the preceding theorems in Section VI-B.
Theorem 7 Proof: The worst case of the multiuser collaborative scheme is that all SUs only share C with no mutual common available channels (i.e., C IJ = ∅). As any SU may hop on an exclusive channel that is unavailable for the other SUs, they cannot rendezvous with each other over C IJ in advance, and the collaborative scheme does not take effect. Thus, the collaborative algorithm reduces to (M − 1) times of pairwise rendezvous. So far, we have proved the first part of Theorem 7.
As for the lower bound, the best case of the multiuser collaborative scheme is that any two SUs share the same number of mutual common available channels (i.e., ∀ I, J, K,
Thus, each of the previous encountered (M-1) SUs has the same probability to discover the Mth newly joined SU. For any SU I from the previous encountered SUs, SU I and SU M totally share (G + |C IM |) common channels. The probability for SU I and SU M to access the same common channel is (G + |C IM |)/(N I · N M ). Thus, the probability for each of the previous encountered SUs to rendezvous with
VIII. SIMULATIONS
Here, we compare the performance of the proposed algorithms to several representative rendezvous algorithms through simulation studies.
A. Pairwise Single-Radio Scenario
We compare the proposed SSS algorithm with two representative GC algorithms termed SSB [20] and HS [23] as well as two representative LC algorithms termed A-HCH [26] and CBH [27] . Note that SSB and HS are originally designed for the asymmetric model, and we extend them to the heterogeneous model. We assume that there are totally N = 40 channels in the CRN. We randomly select N A and N B channels as the local available channels perceived by SU A and SU B , respectively. The initial hopping time of each SU is also randomly selected. In the simulations, we fix the value of N and vary the value of G. Note that G must satisfy the following two conditions: N A + N B − G N , and 1 G min{N A , N B }. For each value of G, the simulation results are achieved through more than 10 000 independent runs, and we take the maximum/expected value of rendezvous time as MTTR/ETTR. We present the simulation studies in two aspects: 1) N A and N B are two close integers and not coprime, 2) N A and N B differ greatly and are coprime.
In the first aspect, we set N A = 20 and N B = 25. Thus, G may vary from 5 to 20. Fig. 7(a) shows the comparisons on MTTR under such parameters. It is evident that the MTTRs of all the algorithms generally decrease as the value of G increases. The reason is that SUs have more opportunities to rendezvous when G is large. For the two GC algorithms, when the value of G is small (i.e., G 9), SSB performs better than HS. As the value of G increases (i.e., G 10), HS can achieve rendezvous much faster. As for the LC algorithms, the MTTR of A-HCH is so much longer than others that some values cannot be displayed in Fig. 7(a) . The reason is that when N A and N B are two close integers, the product of N A and N B is much larger than that of two integers with a great difference (e.g., 25 − 20 < 28 − 15 and 25 × 20 > 28 × 15). Furthermore, the MTTR of A-HCH (lN A N B /ψG) is mainly determined by the product of N A and N B ; therefore, A-HCH does not perform well under such parameters. Meanwhile, when the value of G is small (i.e., G 15), CBH does not show its superiority. As the value of G increases (i.e., G 16), CBH obtains shorter MTTRs than HS, SSB, and A-HCH. As for our SSS algorithm, SSS can obtain the best performance under almost all values of G. Fig. 7(b) shows the comparisons on ETTR. When the value of G is small, the gap among different algorithms is large. HS and CBH perform much better than A-HCH and SSB. Moreover, our SSS algorithm can still obtain the shortest ETTR. As the value of G increases, the gap among different algorithms becomes much smaller. It is worth mentioning that when the value of G is large (i.e., G 11), A-HCH performs quite well, which is basically comparable to SSS.
In the second aspect (N A and N B differ greatly and are coprime), we set N A = 15 and N B = 28. Thus, G may vary from 3 to 15. Fig. 8(a) shows the comparisons on MTTR under such parameters. The downward trends are similar to Fig. 7(a) . When the value of G is small (i.e., G < 5), the gap among different algorithms is quite large. The MTTRs of HS and A-HCH are much longer than others. Furthermore, the MTTR of our SSS algorithm is the shortest until G > 8. As explained in the first aspect, the product of N A and N B is much smaller when N A and N B differ greatly. Therefore, A-HCH gradually shows its superiority. When G 9, A-HCH can even achieve slightly shorter MTTRs than SSS. Fig. 8(b) shows the comparisons on ETTR. In this set of simulation, the LC algorithm of CBH does not show its advantage. The reason is that the rendezvous latency of CBH is mainly determined by max{N A , N B } 2 , and the difference between these two aspects of simulations is 28 2 > 25 2 . Conversely, A-HCH can achieve the shortest ETTR when G 10. When the value of G approaches min{N A , N B }, SSS is slightly better than A-HCH. To sum up, in the single-radio scenario, the performance of SSS is more stable than others since it is not greatly impacted by the varying values of G. Furthermore, SSS can achieve rendezvous much faster than others in most cases. Moreover, among the three LC algorithms, SSS does not need the extra information of SUs' IDs, whereas A-HCH and CBH need this extra information. Thus, SSS is more privacy preserving and favorable for anonymous SUs in distributed environments.
B. Pairwise Multiradio Scenario
In this scenario, if any two different radios of SU A and SU B access the same available channel in the same time slot, the rendezvous is achieved. We present the simulation studies in two aspects: 1) comparing the performance of MSS with SSS by varying the number of radios and 2) comparing MSS with other multiradio algorithms. Simulations are also conducted by fixing the value of N and varying the value of G. Here, we set N A = 20 and N B = 25 in both aspects.
In the first aspect, we vary the parameter pair (m, n) to show the impact of the number of radios. Assume that SU A and SU B are equipped with an equal number of radios within the range of [1, 3] . Fig. 9(a) and (b) shows the comparisons on MTTR and ETTR, respectively. When the number of radios per SU is increased from 1 to 2, the MTTR has an average reduction of 69.13%, and the ETTR has an average reduction of 74.75%. When the number of radios per SU is increased from 2 to 3, the MTTR has an average reduction of 51.81%, and the ETTR has an average reduction of 58.68%. Thus, MSS can significantly reduce the rendezvous latency.
In the second aspect, we compare the proposed MSS algorithm with two existing multiradio algorithms termed RPS [29] and Mc-Broadcast [31] . Note that RPS and Mc-Broadcast belong to GC algorithms, and the unavailable channels will be randomly replaced with local available channels. Assume that SU A and SU B are equipped with different numbers of radios (m = 3, n = 2). Fig. 10(a) shows the comparisons on MTTR. It can be observed that the MTTR of MSS is shorter than RPS under all values of G. However, MSS does not outperform Mc-Broadcast when G 15. Only when G increases to [16, 20] can MSS outperform Mc-Broadcast. Even so, Mc-Broadcast is not quite a flexible algorithm. The reason is that the extended Langford pairing utilized by Mc-Broadcast only holds when N ≡ 0 or 1 (mod 4). Although the value of N can be adjusted by the padding or downsizing scheme [31] , the flexibility is still influenced. Fig. 10(b) shows the comparisons on ETTR. The trends are similar to Fig. 10(a) , but the differences are much smaller. When G increases to [13, 20] , MSS can achieve shorter ETTRs than Mc-Broadcast.
C. Multiuser Single-Radio Scenario
In this scenario, we compare the proposed collaborative SSS algorithm with two representative multiuser algorithms termed DCH [23] and CBH [27] . Fig. 11 , it is obvious that the MTTR and ETTR of the collaborative SSS algorithm are always shorter than those of CBH and DCH under all values of G. In Fig. 12(a) and (b) , there exist some fluctuations. The reason is that all SUs can start hopping at any time, and the local available channels for them are randomly selected in each independent run. Fig. 12 shows that our algorithm performs best regarding MTTR/ETTR under all values of G. Thus, we conclude that the collaborative SSS algorithm is a time-efficient multiuser rendezvous algorithm.
D. Multiuser Multiradio Scenario
Similar to Section VIII-B, we still select RPS [29] and Mc-Broadcast [31] algorithms as the benchmarks. We take the case of M = 3 for example to compare the rendezvous performances. The simulation parameters are given as follows: N = 40, N A = 28, N B = 25, and N C = 20, and these three SUs are equipped with two, two, and three radios, respectively. Fig. 13 shows the MTTR and ETTR in the multiuser multiradio scenario. It can be observed that the ETTR of the collaborative MSS algorithm is slightly shorter than RPS, but dominated by Mc-Broadcast. On the other hand, the MTTR of the MSS algorithm is always shorter than RPS and Mc-Broadcast, despite the fluctuations. Moreover, considering the disadvantages of RPS and Mc-Broadcast explained in Section VIII-B, we conclude that the collaborative MSS algorithm can improve the rendezvous efficiency in the worst case.
IX. CONCLUSION
In this paper, we have proposed two efficient pairwise rendezvous algorithms for heterogeneous CRNs only utilizing the unrestricted local available channels to generate CH sequences, which are more favorable in distributed environments. Using an approximation construction of disjoint sunflower sets, the proposed SSS algorithm can successfully enable SUs to rendezvous with an intended neighbor with the time complexity of O(P 2 ) (P is the smallest prime number not smaller than the number of local available channels) in the single-radio scenario. We have also presented the MSS algorithm for the multiradio scenario to speed up the rendezvous process, the MTTR of which is 1/mn as that of SSS (m and n denote the numbers of radios equipped at two SUs, respectively). To cope with the multiuser rendezvous issue, we have further proposed a multiuser collaborative scheme, which improves the rendezvous efficiency by virtue of the channel diversity of relay neighbors. Extensive simulations have verified that the proposed pairwise and multiuser SSS/MSS algorithms without any global information or SUs' IDs can achieve better performances than existing algorithms. In the future research, we will investigate the rendezvous strategies for large-scale multihop heterogeneous CRNs. One period contains P A static phases. The static phase, whose length is 2P A time slots, will access the fixed (( t/6P A + 1) mod N A )th channel in C A . As there are N A local channels, similar with Lemma 1, each distinct channel appears, at least, P A /N A = 1 time in the P A static phases in one period and, at most, P A /N A = 2 times.
