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Spatial nonhomogeneous periodic solutions induced by
nonlocal prey competition in a diffusive predator-prey model∗
Shanshan Chen†, Junjie Wei‡, Kaiqi Yang
Department of Mathematics, Harbin Institute of Technology,
Weihai, Shandong, 264209, P.R.China.
Abstract
The diffusive Holling-Tanner predator-prey model with no-flux boundary con-
ditions and nonlocal prey competition is considered in this paper. We show the
existence of spatial nonhomogeneous periodic solutions, which is induced by non-
local prey competition. In particular, the constant positive steady state can lose
the stability through Hopf bifurcation when the given parameter passes through
some critical values, and the bifurcating periodic solutions near such values can be
spatially nonhomogeneous and orbitally asymptotically stable. This phenomenon
is different from that in models without nonlocal effect.
Keywords: Predator-prey model; Nonlocal competition; Hopf bifurcation; Spa-
tial nonhomogeneous periodic solutions.
1 Introduction
During the past twenty years, bifurcations and spatiotemporal patterns for homoge-
neous reaction-diffusion equations have been studied extensively, see [7, 13, 17, 18, 22,
24, 25, 28, 29, 31, 32] and references therein. In particular, spatially homogeneous and
nonhomogeneous periodic orbits can occur through Hopf bifurcation. To our knowl-
edge, for homogeneous reaction-diffusion equations, the constant positive steady state
can lose the stability when the given parameter passes through some Hopf bifurcation
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and 11371111)
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values, and the bifurcating periodic solutions near such values are always spatially
homogeneous. The spatially nonhomogeneous periodic orbits can also occur through
Hopf bifurcation, but they are always unstable. This phenomenon was firstly obtained
by Yi et al. [31] for the following diffusive predator-prey model with Holling type-II
predator functional response,

∂u
∂t
− d1∆u = u
(
1−
u
k
)
−
muv
1 + u
, x ∈ Ω, t > 0,
∂v
∂t
− d2∆v = −θv +
muv
1 + u
, x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0.
(1.1)
Due to the instability, it is hard to obtain spatially nonhomogeneous periodic orbits
numerically for homogeneous reaction-diffusion equations.
It has been pointed out that there is no real justification for assuming that the
interaction between individuals of a species is local, and the individuals at different
locations may compete for common resource or communicate either visually or by
chemical means [8, 11]. Models with nonlocal competition effect have been studied
extensively, see [2, 3, 9, 10, 12, 14] for results on traveling wave solutions and [1,
6, 11, 26, 30] for existence and bifurcations of steady states. Recently, considering
nonlocal competition of prey, Merchant and Nagata [20] proposed the following nonlocal
Rosenzweig-MacArthur predator-prey model,

∂u
∂t
= d1∆u+ au
(
1−
1
k
∫
Ω
K(x, y)u(y, t)dy
)
−
buv
u+m
, x ∈ Ω, t > 0,
∂v
∂t
= d2∆v − dv +
cuv
u+m
, x ∈ Ω, t > 0,
(1.2)
and nonlocal Holling-Tanner predator-prey model,

∂u
∂t
= d1∆u+ au
(
1−
1
k
∫
Ω
K(x, y)u(y, t)dy
)
−
buv
u+m
, x ∈ Ω, t > 0,
∂v
∂t
= d2∆v + cv
(
1−
ev
u
)
, x ∈ Ω, t > 0.
(1.3)
When Ω = (−∞,∞), they showed that the nonlocal competition can induce complex
spatiotemporal patterns. For one-dimensional bounded domain (0, ℓπ), Chen and Yu
[5] chose K(x, y) = 1/ℓπ as in [11] and obtained that the constant positive steady state
of model (1.2) can also lose the stability when the given parameter passes through
some Hopf bifurcation values, but the bifurcating periodic solutions near such values
can be spatially nonhomogeneous. This phenomenon is different from that in model
(1.1) without nonlocal effect. However, the properties of Hopf bifurcation, such as the
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bifurcation direction and stability of the bifurcating periodic solutions, have not been
solved theoretically.
In this paper, we mainly consider model (1.3) with nonlocal competition of prey, and
show the existence and properties of Hopf bifurcation. We remark that if K(x, y) =
δ(x − y), then model (1.3) is reduced to the classical Holling-Tanner predator-prey
model, for which the steady states, Hopf bifurcations and Turing instability were in-
vestigated in [16, 19], and the global stability of the positive constant equilibrium was
considered in [4, 21, 23]. As in [5, 11], we choose Ω = (0, ℓπ), K(x, y) = 1/ℓπ, and then
model (1.3) with no-flux boundary conditions and nonnegative initial values takes the
following form:

∂u
∂t
= d1uxx + au
(
1−
1
kℓπ
∫ ℓπ
0
u(y, t)dy
)
−
buv
u+m
, x ∈ (0, ℓπ), t > 0,
∂v
∂t
= d2vxx + cv
(
1−
ev
u
)
, x ∈ (0, ℓπ), t > 0,
ux(0, t) = vx(0, t) = 0, ux(ℓπ, t) = vx(ℓπ, t) = 0, t > 0,
u(x, 0) = u0(x) > 0, v(x, 0) = v0(x) > 0,
(1.4)
where u(x, t) and v(x, t) stand for the densities of the prey and predator at time t
and location x respectively, and parameters a, b, c, e, k, ℓ, d1 and d2 are all positive
constants. Specifically, ℓ is the spatial scale; d1 and d2 are the diffusion rates of the
prey and predator respectively; k represents the carrying capacity of the prey; b and
e measure the interaction strength between the predator and prey; a and c are the
intrinsic growth rates of the prey and predator respectively; and m measures the prey’s
ability to evade attack, see [27] for more detailed biological explanation. By using the
following rescaling,
t˜ = at, u˜ =
u
m
, v˜ =
ev
m
,
denoting
β˜ =
m
k
, b˜ =
b
ae
, c˜ =
c
a
, d˜1 =
d1
a
, d˜2 =
d2
a
,
and dropping the tilde sign, system (1.4) can be simplified as follows:


∂u
∂t
= d1uxx + u
(
1−
β
ℓπ
∫ ℓπ
0
u(y, t)dy
)
−
buv
u+ 1
, x ∈ (0, ℓπ), t > 0,
∂v
∂t
= d2vxx + cv
(
1−
v
u
)
, x ∈ (0, ℓπ), t > 0,
ux(0, t) = vx(0, t) = 0, ux(ℓπ, t) = vx(ℓπ, t) = 0, t > 0,
u(x, 0) = u0(x) > 0, v(x, 0) = v0(x) > 0.
(1.5)
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Here parameters d1, d2, β, b, c and ℓ are all positive. Denote
X := {(u, v)T : u, v ∈ H2(0, ℓπ), ux|x=0,ℓπ = vx|x=0,ℓπ = 0}, (1.6)
and we can adopt the framework of [15] to investigate the Hopf bifurcation of model
(1.5) by using b as a bifurcation parameter. Actually, the bifurcation parameter we
choose is equivalent to parameter b.
The rest of the paper is organized as follows. In Section 2, we show the existence
of Hopf bifurcation for model (1.5). In Section 3, we investigate the stability and
direction of bifurcating periodic solutions via the center manifold theorem and normal
form theory[15]. Finally, some numerical simulations and spatially nonhomogeneous
patterns are presented in Section 4. Throughout the paper, we denote by N the set of
all positive integers, and N0 = N ∪ {0}.
2 Stability and Hopf bifurcation
In this section, we study the stability of the constant positive equilibrium and associated
Hopf bifurcation for model (1.5). Obviously, model (1.5) always has a unique constant
positive equilibrium, denoted by (λ, λ), where λ ∈ (0, 1/β) satisfies (1−βλ)(1+λ) = bλ.
Therefore, λ is equivalent to parameter b and strictly decreasing with respect to b.
Linearizing system (1.5) at positive equilibrium (λ, λ), we obtain

∂w
∂t
= d1wxx −
βλ
ℓπ
∫ ℓπ
0
w(y, t)dy +
λ(1− βλ)
1 + λ
w − (1− βλ)z, x ∈ (0, ℓπ), t > 0,
∂z
∂t
− d2zxx = cw − cz, x ∈ (0, ℓπ), t > 0,
wx(0, t) = zx(0, t) = 0, wx(ℓπ, t) = zx(ℓπ, t) = 0, t > 0.
(2.1)
By a direct computation, we obtain the sequence of the characteristic equations with
respect to (λ, λ) as follows:
µ2 − Tn(λ)µ+Dn(λ) = 0, n ∈ N0, (2.2)
where
T0(λ) = −c+
λ(1− β − 2βλ)
1 + λ
, D0(λ) = βcλ+
c(1− βλ)
1 + λ
, (2.3)
and for n ∈ N,
Tn(λ) =− c+
λ(1− βλ)
1 + λ
−
(d1 + d2)n
2
ℓ2
,
Dn(λ) =
c(1− βλ)
1 + λ
+
[
d1c−
d2λ(1− βλ)
1 + λ
]
n2
ℓ2
+
d1d2n
4
ℓ4
.
(2.4)
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In the following, we use parameter λ as a bifurcation parameter to study the stability
of (λ, λ) and the associated Hopf bifurcation for model (1.5). Note that λ ∈ (0, 1/β),
and equilibrium (λ, λ) is locally asymptotically stable, if Tn(λ) < 0 and Dn(λ) > 0 for
each n ∈ N0. It follows from [31] that Hopf bifurcation value λ0 satisfies the following
condition:
(H1): There exists n ∈ N0 such that
Tn(λ0) = 0, Dn(λ0) > 0, and Tj(λ0) 6= 0, Dj(λ0) 6= 0 for j 6= n, (2.5)
and the unique pair of complex eigenvalues α(λ)± iω(λ) near λ0 satisfy
α′(λ0) 6= 0. (2.6)
Denote
D(λ, p) =
c(1− βλ)
1 + λ
+
[
d1c−
d2λ(1− βλ)
1 + λ
]
p+ d1d2p
2,
and then Dn(λ) = D
(
λ,
n2
ℓ2
)
for n ≥ 1, where Dn(λ) is defined as in Eq. (2.4). The
following result gives a necessary and sufficient condition for D(λ, p) > 0.
Lemma 2.1. D(λ, p) > 0 for all p ≥ 0 if and only if
d1
d2
>
1− βλ
c
(
1−
√
1
λ+ 1
)2
, (2.7)
where λ ∈ (0, 1/β), and (λ, λ) is the unique constant positive equilibrium of model
(1.5).
Proof. Obviously, D(λ, p) > 0 for all p ≥ 0 if and only if one of the following two
conditions is satisfied
(1) d1c−
d2λ(1− βλ)
1 + λ
≥ 0, or
(2) d1c−
d2λ(1− βλ)
1 + λ
< 0, and
[
d1c−
d2λ(1− βλ)
1 + λ
]2
− 4d1d2
c(1− βλ)
1 + λ
< 0.
Therefore, D(λ, p) > 0 for all p ≥ 0 if and only if
d1c−
d2λ(1− βλ)
1 + λ
> −2
√
d1d2c(1− βλ)
1 + λ
,
which is equivalent to Eq. (2.7). This completes the proof.
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Denote
p1(λ) =
1− βλ
c
(
1−
√
1
λ+ 1
)2
, p2(λ) =
λ(1− βλ)
1 + λ
, and p3(λ) =
λ(1− β − 2βλ)
1 + λ
.
(2.8)
We can easily obtain the following properties on pi(λ) for i = 1, 2, 3, and here we omit
the proof.
Lemma 2.2. (I) There exists λ1 ∈ (0, 1/β), which is the unique positive root of
β
(
1−
√
1
λ+ 1
)
= (1− βλ)(λ+ 1)−
3
2 ,
such that p′1(λ1) = 0, p
′
1(λ) < 0 for λ ∈ (λ1, 1/β), p
′
1(λ) > 0 for λ ∈ (0, λ1), and
maxλ∈[0,1/β] p1(λ) = p1(λ1).
(II) There exists λ2 :=
√
β + 1
β
−1 such that p′2(λ2) = 0, p
′
2(λ) < 0 for λ ∈ (λ2, 1/β),
p′2(λ) > 0 for λ ∈ (0, λ2), and maxλ∈[0,1/β] p2(λ) = p2(λ2).
(III) Assume that β ≤ 1. There exists λ3 :=
√
β + 1
2β
−1 such that p′3(λ3) = 0, p
′
3(λ) <
0 for λ ∈ (λ3, 1/β), p
′
3(λ) > 0 for λ ∈ (0, λ3), and maxλ∈[0,1/β] p3(λ) = p3(λ3).
From Lemmas 2.1 and 2.2, we have:
Theorem 2.3. Assume that d1/d2 > p1(λ1), where p1(λ) and λ1 are defined as in Eq.
(2.8) and Lemma 2.2 respectively. Then D(λ, p) > 0 for any λ ∈ (0, 1/β) and p ≥ 0,
and consequently, Dn(λ) > 0 for each n ∈ N0 and any λ ∈ (0, 1/β).
Now, we show the occurrence of Hopf bifurcation for β ≥ 1.
Theorem 2.4. Suppose that d1/d2 > p1(λ1), β ≥ 1, and define
ℓn = n
√
d1 + d2
p2(λ2)− c
if p2(λ2)− c > 0, (2.9)
where pi(λ), λi(i = 1, 2) are defined as in Eq. (2.8) and Lemma 2.2 respectively. Then
the following two statements are true.
(i) If c ≥ p2(λ2), or c < p2(λ2) but ℓ ∈ (0, ℓ1), then (λ, λ) is locally asymptotically
stable for λ ∈ (0, 1/β).
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(ii) If c < p2(λ2) and ℓ ∈ (ℓ1,∞), then there exist two points λ
H
1,+ and λ
H
1,− satisfying
T1(λ
H
1,−) = T1(λ
H
1,+) = 0 and 0 < λ
H
1,− < λ2 < λ
H
1,+ < 1/β, (2.10)
where T1(λ) is defined as in Eq. (2.4), such that (λ, λ) is locally asymptotically
stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and unstable for λ ∈
(
λH1,−, λ
H
1,+
)
. Moreover,
system (1.5) undergoes Hopf bifurcation at (λ, λ) when λ = λH1,+ or λ = λ
H
1,−, and
the bifurcating periodic solutions near λH1,+ or λ
H
1,− are spatially nonhomogeneous.
Proof. It follows from β ≥ 1 that T0(λ) < 0 and D0(λ) > 0 for any λ ∈ (0, 1/β). Since
d1/d2 > p1(λ1), we see that Dn(λ) > 0 for any λ ∈ (0, 1/β) and each n ∈ N0. Note
that if c ≥ p2(λ2), or c < p2(λ2) but ℓ ∈ (0, ℓ1), then Tn(λ) < 0 for any λ ∈ (0, 1/β)
and each n ∈ N. Therefore, (λ, λ) is locally asymptotically stable for λ ∈ (0, 1/β).
When ℓ ∈ (ℓ1,∞), there exist two points λ
H
1,+ and λ
H
1,− such that T1
(
λH1,±
)
=
0, T1(λ) > 0 for λ ∈
(
λH1,−, λ
H
1,+
)
, and T1(λ) < 0 for λ ∈
(
0, λH1,−
)
∪
(
λH1,+, 1/β
)
.
Therefore, (λ, λ) is locally asymptotically stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and
unstable for λ ∈
(
λH1,−, λ
H
1,+
)
. When λ is near λH1,+ (respectively, λ
H
1,−), the unique
pair of eigenvalues α(λ) ± iω(λ) satisfy α(λ) = T1(λ)/2 and α
′
(
λH1,+
)
= p′2
(
λH1,+
)
/2
(respectively, α′
(
λH1,−
)
= p′2
(
λH1,−
)
/2). From Lemma 2.2, we see that α′
(
λH1,+
)
< 0
and α′
(
λH1,−
)
> 0. Therefore, λH1,+ and λ
H
1,− are both Hopf bifurcation points, and
the bifurcating periodic solutions are spatially nonhomogeneous. This completes the
proof.
The case that β < 1 is more complex. We first consider the case that β < 1 and
c > p3(λ3). In this case, T0(λ) < 0 for any λ ∈ (0, 1/β). Therefore, we have the similar
results as in the case of β ≥ 1, and here we omit the proof.
Theorem 2.5. Suppose that d1/d2 > p1(λ1), β < 1 and c > p3(λ3), where pi(λ), λi(i =
1, 3) are defined as in Eq. (2.8) and Lemma 2.2 respectively. Then the following two
statements are true.
(i) If c ≥ p2(λ2), or p3(λ3) < c < p2(λ2) but ℓ ∈ (0, ℓ1), where p2(λ), λ2 are defined
as in Eq. (2.8) and Lemma 2.2 respectively, and ℓ1 is defined as in Eq. (2.9),
then (λ, λ) is locally asymptotically stable for λ ∈ (0, 1/β).
(ii) If p3(λ3) < c < p2(λ2) and ℓ ∈ (ℓ1,∞), then (λ, λ) is locally asymptotically
stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and unstable for λ ∈
(
λH1,−, λ
H
1,+
)
, where
λH1,− and λ
H
1,+ are defined as in Eq. (2.10). Moreover, system (1.5) undergoes
Hopf bifurcation at (λ, λ) when λ = λH1,+ or λ = λ
H
1,−, and the bifurcating periodic
solutions near λH1,+ or λ
H
1,− are spatially nonhomogeneous.
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Then we consider the case that β < 1 and c < p3(λ3). In this case, there exists two
points λH0,− and λ
H
0,+ satisfying
T0(λ
H
0,−) = T0(λ
H
0,+) and λ
H
0,− < λ3 < λ
H
0,+. (2.11)
These two points are possible Hopf bifurcation points, and the bifurcating periodic
solutions are spatially homogeneous.
Theorem 2.6. Suppose that d1/d2 > p1(λ1), β < 1, and c < p3(λ3), where pi, λi(i =
1, 3) are defined as in Eq. (2.8) and Lemma 2.2 respectively. Define
ℓ˜+n = n
√
d1 + d2
βλH0,+
and ℓ˜−n = n
√
d1 + d2
βλH0,−
, (2.12)
where λH0,− and λ
H
0,+ are defined as in Eq. (2.11).
(i) For λH0,+ > λ2, where λ2 is defined as in Lemma 2.2, the following results hold.
(i1) If ℓ ∈ (0, ℓ˜
+
1 ), then (λ, λ) is locally asymptotically stable for λ ∈ (0, λ
H
0,−) ∪
(λH0,+, 1/β) and unstable for λ ∈ (λ
H
0,−, λ
H
0,+). Moreover, system (1.5) under-
goes Hopf bifurcation at (λ, λ) when λ = λH0,+ or λ = λ
H
0,−, and the bifurcating
periodic solutions near λH0,+ or λ
H
0,− are spatially homogeneous.
(i2) If ℓ ∈ (ℓ˜
+
1 , ℓ˜
−
1 ), then λ
H
0,− < λ
H
1,− < λ2 < λ
H
0,+ < λ
H
1,+, where λ
H
1,− and λ
H
1,+
are defined as in Eq. (2.10), and (λ, λ) is locally asymptotically stable for
λ ∈ (0, λH0,−)∪(λ
H
1,+, 1/β) and unstable for λ ∈ (λ
H
0,−, λ
H
1,+). Moreover, system
(1.5) undergoes Hopf bifurcation at (λ, λ) when λ = λH0,− or λ = λ
H
1,−, and
the bifurcating periodic solutions near λH0,− (respectively, λ
H
1,+) are spatially
homogeneous (respectively, spatially nonhomogeneous).
(i3) If ℓ ∈ (ℓ˜
−
1 ,∞), then λ
H
1,− < λ
H
0,− < λ2 < λ
H
0,+ < λ
H
1,+, and (λ, λ) is locally
asymptotically stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and unstable for λ ∈(
λH1,−, λ
H
1,+
)
. Moreover, system (1.5) undergoes Hopf bifurcation at (λ, λ)
when λ = λH1,+ or λ = λ
H
1,−, and the bifurcating periodic solutions near λ
H
1,+
or λH1,− are spatially nonhomogeneous.
(ii) For λH0,+ < λ2, the following results hold.
(ii1) If ℓ ∈ (0, ℓ1), where ℓ1 is defined as in Eq. (2.9), then (λ, λ) is locally
asymptotically stable for λ ∈ (0, λH0,−) ∪ (λ
H
0,+, 1/β) and unstable for λ ∈
(λH0,−, λ
H
0,+). Moreover, system (1.5) undergoes Hopf bifurcation at (λ, λ)
when λ = λH0,+ or λ = λ
H
0,−, and the bifurcating periodic solutions near λ
H
0,+
or λH0,− are spatially homogeneous.
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(ii2) If ℓ ∈ (ℓ1, ℓ˜
+
1 ), then λ
H
0,− < λ
H
0,+ < λ
H
1,− < λ2 < λ
H
1,+, and (λ, λ) is locally
asymptotically stable for λ ∈ (0, λH0,−) ∪ (λ
H
0,+, λ
H
1,−) ∪ (λ
H
1,+, 1/β) and un-
stable for λ ∈ (λH0,−, λ
H
0,+) ∪ (λ
H
1,−, λ
H
1,+). Moreover, system (1.5) undergoes
Hopf bifurcation at (λ, λ) when λ = λH0,− or λ = λ
H
1,+, and the bifurcating
periodic solutions near λH0,− (respectively, λ
H
1,+) are spatially homogeneous
(respectively, spatially nonhomogeneous).
(ii3) If ℓ ∈ (ℓ˜
+
1 , ℓ˜
−
1 ), then λ
H
0,− < λ
H
1,− < λ
H
0,+ < λ2 < λ
H
1,+, and (λ, λ) is locally
asymptotically stable for λ ∈ (0, λH0,−) ∪ (λ
H
1,+, 1/β) and unstable for λ ∈
(λH0,−, λ
H
1,+). Moreover, system (1.5) undergoes Hopf bifurcation at (λ, λ)
when λ = λH0,− or λ = λ
H
1,−, and the bifurcating periodic solutions near
λH0,− (respectively, λ
H
1,+) are spatially homogeneous (respectively, spatially
nonhomogeneous).
(ii4) If ℓ ∈ (ℓ˜
−
1 ,∞), then λ
H
1,− < λ
H
0,− < λ
H
0,+ < λ2 < λ
H
1,+, and (λ, λ) is locally
asymptotically stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and unstable for λ ∈(
λH1,−, λ
H
1,+
)
. Moreover, system (1.5) undergoes Hopf bifurcation at (λ, λ)
when λ = λH1,+ or λ = λ
H
1,−, and the bifurcating periodic solutions near λ
H
1,+
or λH1,− are spatially nonhomogeneous.
Proof. We only prove part (ii), and part (i) can be proved similarly. A direct compu-
tation yields
T1(λ
H
0,±) = βλ
H
0,± −
(d1 + d2)n
2
ℓ2
,
T1(λ2) = max
λ∈(0,1/β)
T1(λ) = p2(λ2)− c−
(d1 + d2)n
2
ℓ2
,
and ℓ1 < ℓ˜
+
1 < ℓ˜
−
1 . Therefore,
(1) if ℓ ∈ (0, ℓ1), then T1(λ) < 0 for any λ ∈ (0, 1/β);
(2) if ℓ > ℓ1, then T1(λ) = 0 has two positive roots λ
H
1,+ and λ
H
1,− such that T1(λ) > 0
for λ ∈ (λH1,−, λ
H
1,+) and T1(λ) < 0 for λ ∈ (0, λ
H
1,−) ∪ (λ
H
1,+, 1/β). Moreover,
λH0,− < λ
H
0,+ < λ
H
1,− < λ2 < λ
H
1,+ for ℓ ∈ (ℓ1, ℓ˜
+
1 ), λ
H
0,− < λ
H
1,− < λ
H
0,+ < λ2 < λ
H
1,+
for ℓ ∈ (ℓ˜+1 , ℓ˜
−
1 ), and λ
H
1,− < λ
H
0,− < λ
H
0,+ < λ2 < λ
H
1,+ for ℓ ∈ (ℓ˜
−
1 ,∞).
Note that when λ is near λHi,±, the unique pair of eigenvalues α(λ) ± iω(λ) sat-
isfy α(λ) = Ti(λ)/2, and consequently, α
′
(
λH1,±
)
= p′2
(
λH1,±
)
/2, and α′
(
λH0,±
)
=
p′3
(
λH0,±
)
/2. Therefore α′
(
λHi,+
)
< 0 and α′
(
λHi,−
)
> 0 for i = 0, 1, and part (ii) is
proved.
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Remark 2.7. To investigate the effect of the non-locality, we revisit the classical Holling-
Tanner predator-prey model without nonlocal effect,

∂u
∂t
= d1uxx + u (1− βu)−
buv
u+ 1
, x ∈ (0, ℓπ), t > 0,
∂v
∂t
= d2vxx + cv
(
1−
v
u
)
, x ∈ (0, ℓπ), t > 0,
ux(0, t) = vx(0, t) = 0, ux(ℓπ, t) = vx(ℓπ, t) = 0, t > 0,
u(x, 0) = u0(x) > 0, v(x, 0) = v0(x) > 0.
(2.13)
For the case of β > 1, a direct calculation implies that there exist no Hopf bifurcation
points for model (2.13), which satisfy assumption (H1), (see also [16]). However, it
follow form Theorem 2.4 that under certain conditions Hopf bifurcation can occur for
model (1.5) with nonlocal effect, and the bifurcating periodic solutions are spatially
nonhomogeneous. Therefore, Hopf bifurcation is more likely to occur with the nonlocal
competition of prey. Similar results can be obtained for the case of β < 1.
Remark 2.8. It follows from Theorems 2.4-2.6 that, if d1/d2 > p1(λ) and c < p2(λ),
then, for sufficiently large ℓ, (λ, λ) is locally asymptotically stable for λ ∈
(
λH1,+, 1/β
)
∪(
0, λH1,−
)
and unstable for λ ∈
(
λH1,−, λ
H
1,+
)
. Moreover, system (1.5) undergoes Hopf
bifurcation at (λ, λ) when λ = λH1,+ or λ = λ
H
1,−, and the bifurcating periodic solutions
near λH1,+ or λ
H
1,− are spatially nonhomogeneous. Therefore, spatial nonhomogeneous
periodic solutions are more likely to occur with large spatial scale ℓ.
3 The direction and stability of Hopf bifurcation
From discussions in Section 2, we see that, under certain conditions, model (1.5) under-
goes Hopf bifurcation at (λ, λ) when λ = λH1,+ or λ = λ
H
1,−, and the bifurcating periodic
solutions are spatially nonhomogeneous. In this section, we will adopt the framework
of Hassard et al. (see Chapter 5 in [15]) to investigate the direction of Hopf bifurcation
and the stability of the bifurcating spatially nonhomogeneous periodic solutions.
Setting U˜(x, t) = (u˜(x, t), v˜(x, t))T = (u(x, t) − λ, v(x, t) − λ)T , and dropping the
tilde sign, system (1.5) can be transformed as follows:
dU(t)
dt
= L(λ)U + F (λ, U), (3.1)
10
where
L(λ)U =
(
d1uxx −
βλ
ℓπ
∫ ℓπ
0
u(y, t)dy + λ(1−βλ)
1+λ
u− (1− βλ)v
d2vxx + cu− cv
)
,
F (λ, U)
=
(
1−βλ
1+λ
u+ λ(1− βλ)− βu
ℓπ
∫ ℓπ
0
u(y, t)dy + (1− βλ)v − b(u+λ)(v+λ)
u+λ+1
−cu+ cv + c(v + λ)
(
1− v+λ
u+λ
)
)
,
for U = (u, v)T ∈ XC.
Letting 〈·, ·〉 be the complex-valued L2 inner product for space XC, defined by
〈U, V 〉 =
∫ ℓπ
0
(u1v1 + u2v2) dx, (3.2)
where U = (u1, u2)
T and V = (v1, v2)
T . Denote the adjoint operator of L(λ) by L∗(λ),
which satisfies 〈U, L(λ)V 〉 = 〈L∗(λ)U, V 〉 for any U, V ∈ XC. A direct calculation leads
to
L∗(λ)U˜ =
(
d1u˜xx −
βλ
ℓπ
∫ ℓπ
0
u˜(y, t)dy + λ(1−βλ)
1+λ
u˜+ cv˜
d2v˜xx − (1− βλ)u˜− cv˜
)
, (3.3)
for U˜ = (u˜, v˜)T ∈ XC. For simplicity of notations, we denote
λ∗ = λ
H
1,+ or λ
H
1,−. (3.4)
Since the formulas of Hopf bifurcation are all relative to λ = λ∗ only, we set λ = λ∗ in
Eq. (3.1) and obtain
dU(t)
dt
= L(λ∗)U + F (λ∗, U). (3.5)
It follows from Section 2 that L(λ∗) and L
∗(λ∗) has only one pair of purely imaginary
eigenvalue ±iω∗, where
ω∗ =
√
D1(λ∗), (3.6)
and other eigenvalues are all negative. Let q and q∗ satisfy
L(λ∗)q = iw∗q, L
∗(λ∗)q
∗ = −iω∗q
∗ and 〈q∗, q〉 = 1.
Since L∗(λ∗) is the adjoint operator of L(λ∗), we see that
〈L∗(λ∗)q
∗, q〉 = 〈−iω∗q
∗, q〉 = iω∗〈q
∗, q〉
=〈q∗, L(λ∗)q〉 = 〈q
∗,−iω∗q〉 = −iω∗〈q
∗, q〉,
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which leads to 〈q∗, q〉 = 0. In fact, we can choose
q = (q1, q2)
T cos
x
ℓ
, q∗ =
2
ℓπD
(q∗1, q
∗
2)
T cos
x
ℓ
, (3.7)
where
q1 = q
∗
1 = 1, q2 =
c
iω∗ +
d2
ℓ2
+ c
, q∗2 =
1− βλ∗
iω∗ −
d2
ℓ2
− c
,
D = q1q
∗
1 + q2q
∗
2 = 1−
c(1− βλ)(
iω∗ +
d2
ℓ2
+ c
)2 .
(3.8)
Decompose XC = X
c ⊕ Xs, where Xc = {zq + zq : z ∈ C} and Xs = {u ∈ XC :
〈q∗, u〉 = 〈q∗, u〉 = 0}. Here Xc and Xs are the center subspace and stable subspace of
system (3.5) respectively. Then system (3.5) in z and w coordinates takes the following
form:

dz
dt
=
d
dt
〈q∗, U(t)〉 = 〈q∗, L(λ∗)U〉 + 〈q
∗, F (λ∗, U)〉 = iω∗z + 〈q
∗, F (λ∗, U)〉,
dw
dt
= L(λ∗)w + F (λ∗, U)− 〈q
∗, F (λ∗, U)〉q − 〈q
∗, F (λ∗, U)〉q,
(3.9)
where U = z(t)q + z(t)q + w(t). It follows from [15] that system (3.9) posses a center
manifold in the following form:
w(z, z) = w20
z2
2
+ w11zz + w02
z2
2
+O(|z|3) (3.10)
with wij = (w
(1)
ij , w
(2)
ij )
T in Xs for i+ j = 2. Therefore, the flow of system (3.9) on the
center manifold can be written as:
U(t) = z(t)q + z(t)q + w(z(t), z(t)),
where z(t) satisfies
z˙(t) = iω∗z(t) + g(z, z). (3.11)
Here
g(z, z) = 〈q∗, F (λ∗, z(t)q + z(t)q + w(z(t), z(t)))〉 =
∑
2≤i+j≤3
gij
i!j!
zizj +O(|z|4). (3.12)
Note that
∫ ℓπ
0
cos3 x
ℓ
dx = 0 and
F (λ∗, U)
=
(
1−βλ∗
(λ∗+1)2
u2 − 1−βλ∗
λ∗(λ∗+1)
uv − 1−βλ∗
(1+λ∗)3
u3 + 1−βλ∗
λ∗(λ∗+1)2
u2v − βu
ℓπ
∫ ℓπ
0
u(y, t)dy
− c
λ∗
u2 − c
λ∗
v2 + 2c
λ∗
uv + c
λ2
∗
u3 − 2c
λ2
∗
u2v + c
λ2
∗
uv2
)
+O(‖U‖4XC),
(3.13)
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where U = (u, v)T ∈ XC and ‖U‖
2
XC
=
∫ ℓπ
0
u2dx+
∫ ℓπ
0
v2dx+
∫ ℓπ
0
u2xdx+
∫ ℓπ
0
v2xdx. An
easy calculation implies that
g20 = g11 = g02 = 0,
ℓπD
2
g21
=
2(1− βλ∗)
(λ∗ + 1)2
∫ ℓπ
0
cos2
x
ℓ
(
2w
(1)
11 + w
(1)
20
)
dx
−
2(1− βλ∗)
λ∗(1 + λ∗)
∫ ℓπ
0
cos2
x
ℓ
(
w
(2)
11 +
w
(2)
20
2
+ q2
w
(1)
20
2
+ q2w
(1)
11
)
dx
−
6(1− βλ∗)
(1 + λ∗)3
∫ ℓπ
0
cos4
x
ℓ
dx+
2(1− βλ∗)
λ∗(1 + λ∗)2
(q2 + 2q2)
∫ ℓπ
0
cos4
x
ℓ
dx
−
2β
ℓπ
∫ ℓπ
0
cos2
x
ℓ
dx
∫ ℓπ
0
w
(1)
11 dx−
β
ℓπ
∫ ℓπ
0
cos2
x
ℓ
dx
∫ ℓπ
0
w
(1)
20 dx
−
2c
λ∗
q∗2(1− q2)
∫ ℓπ
0
cos2
x
ℓ
(w
(1)
20 − w
(2)
20 )dx
−
4c
λ∗
q∗2(1− q2)
∫ ℓπ
0
cos2
x
ℓ
(w
(1)
11 − w
(2)
11 )dx−
4c
λ2∗
q∗2(q2 + 2q2)
∫ ℓπ
0
cos4
x
ℓ
dx
+
6c
λ2∗
q∗2
∫ ℓπ
0
cos4
x
ℓ
dx+
2c
λ2∗
q∗2(q
2
2 + 2q2q2)
∫ ℓπ
0
cos4
x
ℓ
dx.
(3.14)
Therefore, to derive the expression of g21, one need to compute w20 and w11.
It follows from system (3.9) that w(z(t), (z(t)) satisfies
w˙ =L(λ∗)w + F (λ∗, zq + zq + w(z, z))
−〈q∗, F (λ∗, zq + zq + w(z, z))〉q − 〈q
∗, F (λ∗, zq + zq + w(z, z))〉q
=L(λ∗)w + h20
z2
2
+ h11zz + h02
z2
2
+O(|z|3).
(3.15)
Then by using the chain rule
w˙ =
∂w(z, z)
∂z
z˙ +
∂w(z, z)
∂z
z˙,
we have 
w20 = [2iω∗ − L(λ∗)]
−1h20,
w11 = − [L(λ∗)]
−1 h11.
(3.16)
Since g20 = g11 = g02 = 0, we obtain that
h20 =
(
h
(1)
20 , h
(2)
20
)T
= (γ1, γ2)
T cos2
x
ℓ
,
h11 =
(
h
(1)
11 , h
(2)
11
)T
= (γ3, γ4)
T cos2
x
ℓ
,
(3.17)
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where
γ1 =
2(1− βλ∗)
(1 + λ∗)2
−
2(1− βλ∗)
λ∗(1 + λ∗)
q2, γ2 = −
2c
λ∗
(1− q2)
2,
γ3 =
2(1− βλ∗)
(1 + λ∗)2
−
(1− βλ∗)
λ∗(1 + λ∗)
(q2 + q2), γ4 = −
2c
λ∗
(1− q2)(1− q2).
(3.18)
Consequently,
w20 =
(
w
(1)
20 , w
(2)
20
)T
= (a1, a2)
T cos
2x
ℓ
+ (a3, a4)
T ,
w11 =
(
w
(1)
11 , w
(2)
11
)T
= (b1, b2)
T cos
2x
ℓ
+ (b3, b4)
T ,
(3.19)
where
a1 =
1
2
γ1
(
2iω∗ + d2
4
ℓ2
+ c
)
− γ2(1− βλ∗)
−4ω2∗ − 2iT2(λ∗)ω∗ +D2(λ∗)
, a3 =
1
2
γ1 (2iω∗ + c)− γ2(1− βλ∗)
−4ω2∗ − 2iT0(λ∗)ω∗ +D0(λ∗)
,
a2 =
1
2
γ2
(
2iω∗ + d1
4
ℓ2
− λ∗(1−βλ∗)
1+λ∗
)
+ cγ1
−4ω2∗ − 2iT2(λ∗)ω∗ +D2(λ∗)
, a4 =
1
2
γ2
(
2iω∗ −
λ∗(1−β−2βλ∗)
1+λ∗
)
+ cγ1
−4ω2∗ − 2iT0(λ∗)ω∗ +D0(λ∗)
,
b1 =
1
2
γ3
(
d2
4
ℓ2
+ c
)
− γ4(1− βλ∗)
D2(λ∗)
, b3 =
1
2
γ3c− γ4(1− βλ∗)
D0(λ∗)
,
b2 =
1
2
γ4
(
d1
4
ℓ2
− λ∗(1−βλ∗)
1+λ∗
)
+ cγ3
D2(λ∗)
, b4 =
1
2
γ4
(
−λ∗(1−β−2βλ∗)
1+λ∗
)
+ cγ3
D0(λ∗)
.
(3.20)
Substituting Eqs. (3.19) and (3.20) into the last equation of (3.14), we can compute
the value of g21 for given parameters. Then we can compute the following quantities
which determine the direction and stability of bifurcating spatially nonhomogeneous
periodic solutions:
C1(0) =
i
2ω∗
(
g11g20 − 2|g11|
2 −
|g02|
2
3
)
+
g21
2
=
g21
2
,
µ2 = −
Re(C1(0))
Re(µ′(λ∗))
, β2 = 2Re(C1(0)) = Re(g21).
Here
(1) µ2 determines the direction of the Hopf bifurcation. If µ2 > 0 (respectively,
µ2 < 0), then the bifurcating periodic solutions exist in the right neighborhood
of λ∗ (respectively, in the left neighborhood of λ∗);
(2) β2 determines the stability of bifurcating spatially nonhomogeneous periodic so-
lutions. If β2 < 0 (respectively, β2 > 0), then the bifurcating periodic solutions
are orbitally asymptotically stable (respectively, unstable).
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Since the expression of g21 is complex, we can only determine the sign of Re(g21) for
given parameters. From Theorem 2.4-2.6, we see that if d1/d2 > p1(λ1) and c < p2(λ2),
then, for sufficiently large ℓ,
(1) (λ, λ) is locally asymptotically stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and unstable
for λ ∈
(
λH1,−, λ
H
1,+
)
.
(2) system (1.5) undergoes Hopf bifurcation at (λ, λ) when λ = λH1,+ or λ = λ
H
1,−, and
the bifurcating periodic solutions near λH1,+ or λ
H
1,− are spatially nonhomogeneous.
In the following, we will consider the sign of Re(g21) with respect to Hopf bifurcation
point λH1,− or λ
H
1,+ for large ℓ. Firstly, we show the limit of λ∗, ω∗ q2, q
∗
2 and D as
ℓ→∞ for further application.
Lemma 3.1. Denote
λ∞∗ = lim
ℓ→∞
λ∗, ω
∞
∗ = lim
ℓ→∞
ω∗,
q∞2 = lim
ℓ→∞
q2, q
∗∞
2 = lim
ℓ→∞
q∗2, D
∞ = lim
ℓ→∞
D,
(3.21)
where λ∗, ω∗ q2, q
∗
2 and D are defined as in Eqs. (3.4), (3.6), (3.7) and (3.8) respec-
tively. Then
c =
λ∞∗ (1− βλ
∞
∗ )
1 + λ∞∗
, (ω∞∗ )
2 =
c(1− βλ∞∗ )
1 + λ∞∗
, q∗∞2 = −1 − i
ω∞∗
c
,
q∞2 =
c
1− βλ∞∗
− i
ω∞∗
1− βλ∞∗
=
λ∞∗
1 + λ∞∗
− i
c
ω∞∗ (1 + λ
∞
∗ )
,
D∞ =
2
1 + λ∞∗
(
1 + i
c
ω∞∗
)
=
2
1− i c
ω∞
∗
.
(3.22)
Proof. Taking the limit of equation T1(λ∗) = 0 and D1(λ∗) = ω
2
∗ as ℓ→∞, we have
c =
λ∞∗ (1− βλ
∞
∗ )
1 + λ∞∗
, (ω∞∗ )
2 =
c(1− βλ∞∗ )
1 + λ∞∗
,
which implies that
λ∞∗ (ω
∞
∗ )
2 = c2. (3.23)
Note that 〈q∗, q〉 = 0. Then
(ω∗)
2 +
(
c +
d2
ℓ2
)2
= c(1− βλ∗),
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which leads to
q∞2 = lim
ℓ→∞
c
iω∗ +
d2
ℓ2
+ c
= lim
ℓ→∞
c
c(1− βλ∗)
(
c+
d2
ℓ2
− iω∗
)
=
c
1− βλ∞∗
− i
ω∞∗
1− βλ∞∗
=
λ∞∗
1 + λ∞∗
− i
c
ω∞∗ (1 + λ
∞
∗ )
,
q∗∞2 = lim
ℓ→∞
1− βλ∗
iω∗ −
d2
ℓ2
− c
= − lim
ℓ→∞
1− βλ∗
c(1− βλ∗)
(
c+
d2
ℓ2
+ iω∗
)
=− 1− i
ω∞∗
c
.
This, combined with Eq. (3.23), implies that
D∞ = lim
ℓ→∞
(q1q
∗
1 + q2q
∗
2) =
2
1 + λ∞∗
+ i
1
1 + λ∞∗
(
λ∞∗ ω
∞
∗
c
+
c
ω∞∗
)
=
2
1 + λ∞∗
(
1 + i
c
ω∞∗
)
=
2
1− i c
ω∞
∗
.
(3.24)
By virtue of Lemma 3.1, we obtain the limits of γi as ℓ→∞ for i = 1, 2, 3, 4.
Lemma 3.2. Denote
γ∞i = lim
ℓ→∞
γi for i = 1, 2, 3, 4, (3.25)
where γi (i = 1, 2, 3, 4) are defined as in Eq. (3.18). Then
γ∞1 = i
2ω∞∗
λ∞∗ (1 + λ
∞
∗ )
, γ∞2 = −
2c
λ∞∗ (1 + λ
∞
∗ )
2
(
1− λ∞∗ + 2i
c
ω∞∗
)
,
γ∞3 = 0, γ
∞
4 = −
2c
λ∞∗ (1 + λ
∞
∗ )
,
(3.26)
where λ∞∗ and ω
∞
∗ are defined as in Eq. (3.21).
Proof. Noticing that λ∞∗ (ω
∞
∗ )
2 = c2 from Eq. (3.23), by virtue of Eq. (3.22), we see
that
γ∞1 =
2(1− βλ∞∗ )
(1 + λ∞∗ )
2 −
2(1− βλ∞∗ )
λ∞∗ (1 + λ
∞
∗ )
(
λ∞∗
1 + λ∞∗
− i
ω∞∗
1− βλ∞∗
)
=
2iω∞∗
λ∞∗ (1 + λ
∞
∗ )
,
γ∞2 =−
2c
λ∞∗
[
1
1 + λ∞∗
+ i
c
ω∞∗ (1 + λ
∞
∗ )
]2
= −
2c
λ∞∗ (1 + λ
∞
∗ )
2
(
1 + i
c
ω∞∗
)2
=−
2c
λ∞∗ (1 + λ
∞
∗ )
2
(
1− λ∞∗ + 2i
c
ω∞∗
)
,
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γ∞3 =
2(1− βλ∞∗ )
(1 + λ∞∗ )
2 −
(1− βλ∞∗ )
λ∞∗ (1 + λ
∞
∗ )
2λ∞∗
1 + λ∞∗
= 0,
γ∞4 =−
2c
λ∞∗
∣∣∣∣ 11 + λ∞∗ + i
c
ω∞∗ (1 + λ
∞
∗ )
∣∣∣∣
2
= −
2c
λ∞∗ (1 + λ
∞
∗ )
.
This completes the proof.
Then, we estimate the limits of ai and bi as ℓ→∞ for i = 1, 2, 3, 4.
Lemma 3.3. Denote
a∞i = lim
ℓ→∞
ai and b
∞
i = lim
ℓ→∞
bi for i = 1, 2, 3, 4, (3.27)
where ai, bi (i = 1, 2, 3, 4) are defined as in Eq. (3.20). Then
a∞1 =
1
3λ∞∗
−
ci
λ∞∗ ω
∞
∗ (1 + λ
∞
∗ )
, a∞2 =
λ∞∗ − 5
3 (1 + λ∞∗ )
2 −
ic(5λ∞∗ − 1)
3λ∞∗ ω
∞
∗ (1 + λ
∞
∗ )
2 ,
a∞3 =
−3 (ω∞∗ )
2 a∞1
−3 (ω∞∗ )
2 + βcλ∞∗ + 2iβλ
∞
∗ ω
∞
∗
, a∞4 =
−3 (ω∞∗ )
2 a∞2 +
βλ∞
∗
r∞
2
2
−3 (ω∞∗ )
2 + βcλ∞∗ + 2iβλ
∞
∗ ω
∞
∗
,
b∞1 =
1
λ∞∗
, b∞2 =
1
1 + λ∞∗
, b∞3 =
c2
(λ∞∗ )
2 [(ω∞∗ )2 + βcλ∞∗ ] ,
b∞4 =
c (c− βλ∞∗ )
λ∞∗ (1 + λ
∞
∗ )
[
(ω∞∗ )
2 + βcλ∞∗
] .
(3.28)
Proof. Since limℓ→∞D2(λ∗) = (ω
∞
∗ )
2 and limℓ→∞ T2(λ∗) = 0, we have
a∞1 = −
1
6 (ω∞∗ )
2 [γ
∞
1 (2iω
∞
∗ + c)− γ
∞
2 (1− βλ
∞
∗ )] . (3.29)
It follows from Eqs. (3.22) that
1− β∞∗ =
c(1 + λ∞∗ )
λ∞∗
and λ(ω∞∗ )
2 = c2. (3.30)
Then substituting γ∞1 and γ
∞
2 into Eq. (3.29), we see that
a∞1 =−
1
6 (ω∞∗ )
2
[
2iω∞∗ (2iω
∞
∗ + c)
λ∞∗ (1 + λ
∞
∗ )
+
2c2
(λ∞∗ )
2 (1 + λ∞∗ )
(
1− λ∞∗ + 2i
c
ω∞∗
)]
=
1
3λ∞∗
−
ci
λ∞∗ ω
∞
∗ (1 + λ
∞
∗ )
.
Similarly, we have
a∞2 =−
1
6 (ω∞∗ )
2
[
−
2c(2iω∞∗ − c)
λ∞∗ (1 + λ
∞
∗ )
2
(
1− λ∞∗ + 2i
c
ω∞∗
)
+
2icω∞∗
λ∞∗ (1 + λ
∞
∗ )
]
=
λ∞∗ − 5
3 (1 + λ∞∗ )
2 −
ic(5λ∞∗ − 1)
3λ∞∗ ω
∞
∗ (1 + λ
∞
∗ )
2 .
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Note that limℓ→∞ T0(λ∗) = T0(λ
∞
∗ ) = −βλ
∞
∗ and limℓ→∞D0(λ∗) = D0(λ
∞
∗ ) = (ω
∞
∗ )
2 +
βcλ∞∗ . It follows that
a∞3 =
−3 (ω∞∗ )
2 a∞1
−3 (ω∞∗ )
2 + βcλ∞∗ + 2iβλ
∞
∗ ω
∞
∗
,
a∞4 =
−3 (ω∞∗ )
2 a∞2 +
βλ∞
∗
r∞
2
2
−3 (ω∞∗ )
2 + βcλ∞∗ + 2iβλ
∞
∗ ω
∞
∗
.
(3.31)
Then we consider the limits of bi as ℓ→∞ for i = 1, 2, 3, 4. Noticing that γ
∞
3 = 0, by
virtue of Eq. (3.30), we have
b∞1 =
1
2 (ω∞∗ )
2
2c
λ∞∗ (1 + λ
∞
∗ )
c (1 + λ∞∗ )
λ∞∗
=
1
λ∞∗
,
b∞2 =
c
2 (ω∞∗ )
2
2c
λ∞∗ (1 + λ
∞
∗ )
=
1
1 + λ∞∗
,
b∞3 =
1
2
[
(ω∞∗ )
2 + βcλ∞∗
] 2c
λ∞∗ (1 + λ
∞
∗ )
c (1 + λ∞∗ )
λ∞∗
=
c2
(λ∞∗ )
2 [(ω∞∗ )2 + βcλ∞∗ ] ,
b∞4 =
c− βλ∞∗
2
[
(ω∞∗ )
2 + βcλ∞∗
] 2c
λ∞∗ (1 + λ
∞
∗ )
=
c (c− βλ∞∗ )
λ∞∗ (1 + λ
∞
∗ )
[
(ω∞∗ )
2 + βcλ∞∗
] .
(3.32)
Now, for simplicity of notations, let A1, A2 and A3 satisfy
ℓπD
2
A1 =
2(1− βλ∗)
λ∗(1 + λ∗)
∫ ℓπ
0
cos2
x
ℓ
(
2λ∗
1 + λ∗
w
(1)
11 − w
(2)
11 − q2w
(1)
11
)
dx
−
2β
ℓπ
∫ ℓπ
0
cos2
x
ℓ
dx
∫ ℓπ
0
w
(1)
11 dx−
4c
λ∗
q∗2(1− q2)
∫ ℓπ
0
cos2
x
ℓ
(w
(1)
11 − w
(2)
11 )dx,
(3.33)
ℓπD
2
A2 =
[
−
6(1− βλ∗)
(1 + λ∗)3
+
2(1− βλ∗)
λ∗(1 + λ∗)2
(q2 + 2q2)
] ∫ ℓπ
0
cos4
x
ℓ
dx
+
[
−
4c
λ2∗
q∗2(q2 + 2q2) +
6c
λ2∗
q∗2 +
2c
λ2∗
q∗2(q
2
2 + 2q2q2)
] ∫ ℓπ
0
cos4
x
ℓ
dx,
(3.34)
and
ℓπD
2
A3 =
2(1− βλ∗)
λ∗(1 + λ∗)
∫ ℓπ
0
cos2
x
ℓ
(
λ∗w
(1)
20
1 + λ∗
−
w
(2)
20
2
− q2
w
(1)
20
2
)
dx
−
β
ℓπ
∫ ℓπ
0
cos2
x
ℓ
dx
∫ ℓπ
0
w
(1)
20 dx−
2c
λ∗
q∗2(1− q2)
∫ ℓπ
0
cos2
x
ℓ
(w
(1)
20 − w
(2)
20 )dx.
(3.35)
Then g21 = A1 + A2 + A3. Based on Lemmas 3.1-3.3, we first give the estimate of A1
as ℓ→∞.
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Lemma 3.4. Denote A∞1 = limℓ→∞A1, where A1 is defined as in Eq. (3.33). Then
Re(A∞1 ) =
7c
2 (λ∞∗ )
2 (1 + λ∞∗ )
+
c
[
(ω∞∗ )
2 − βcλ∞∗
]
(λ∞∗ )
2 (1 + λ∞∗ )
[
(ω∞∗ )
2 + βcλ∞∗
] .
Proof. Note that∫ ℓπ
0
cos2
x
ℓ
cos
2x
ℓ
dx =
ℓπ
4
,
∫ ℓπ
0
cos2
x
ℓ
dx =
ℓπ
2
,
∫ ℓπ
0
cos4
x
ℓ
dx =
3ℓπ
8
. (3.36)
It follows from Eq. (3.33) that
A1 =
(1− βλ∗)
Dλ∗(1 + λ∗)
(
2λ∗
1 + λ∗
b1 − b2 − q2b1
)
+
2(1− βλ∗)
Dλ∗(1 + λ∗)
(
2λ∗
1 + λ∗
b3 − b4 − q2b3
)
−
2βb3
D
−
2c
Dλ∗
q∗2(1− q2)(b1 − b2)−
4c
Dλ∗
q∗2(1− q2)(b3 − b4).
(3.37)
By virtue of Eq. (3.30), and taking the limits at both sides of Eq. (3.37) as ℓ → ∞,
we see that
Re(A∞1 )
=
7c
2 (λ∞∗ )
2 (1 + λ∞∗ )
+
c
[
(ω∞∗ )
2 + βc
]
(λ∞∗ )
2 (1 + λ∞∗ )
[
(ω∞∗ )
2 + βcλ∞∗
] − βc2
(λ∞∗ )
2 [(ω∞∗ )2 + βcλ∞∗ ]
=
7c
2 (λ∞∗ )
2 (1 + λ∞∗ )
+
c
[
(ω∞∗ )
2 − βcλ∞∗
]
(λ∞∗ )
2 (1 + λ∞∗ )
[
(ω∞∗ )
2 + βcλ∞∗
] .
Similarly, we obtain the estimate of A2 as ℓ→∞.
Lemma 3.5. Denote A∞2 = limℓ→∞A2, where A2 is defined as in Eq. (3.34). Then
Re(A∞2 ) = −
3c
4λ∞∗ (1 + λ
∞
∗ )
2
−
3c
2 (λ∞∗ )
2 (1 + λ∞∗ )
.
Proof. It follows from (3.34) and (3.36) that
A2 =
3
4D
[
−
6(1− βλ∗)
(1 + λ∗)3
+
2(1− βλ∗)
λ∗(1 + λ∗)2
(q2 + 2q2)
]
+
3
4D
[
−
4c
λ2∗
q∗2(q2 + 2q2) +
6c
λ2∗
q∗2 +
2c
λ2∗
q∗2(q
2
2 + 2q2q2)
]
.
(3.38)
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By virtue of Eq. (3.30), and taking the limits at both sides of Eq. (3.38) as ℓ → ∞,
we see that
Re(A∞2 ) =−
3c
4λ∞∗ (1 + λ
∞
∗ )
2
−
3c
2(λ∞∗ )
2
+
3c
2λ∞∗ (1 + λ
∞
∗ )
=−
3c
4λ∞∗ (1 + λ
∞
∗ )
2
−
3c
2 (λ∞∗ )
2 (1 + λ∞∗ )
.
Then we consider the estimate of A3 as ℓ → ∞, which is more complex than that
of A1 and A2.
Lemma 3.6. Denote A∞3 = limℓ→∞A3, where A3 is defined as in Eq. (3.35). Then
Re(A∞3 ) =−
9c
4 (λ∞∗ )
2 (1 + λ∞∗ )
+
βc2
2(λ∞∗ )
2(λ∞∗ + 1)
(
βcλ∞∗ (λ
∞
∗ + 4)− (ω
∞
∗ )
2(λ∞∗ − 2)
(−3(ω∞∗ )
2 + βcλ∞∗ )
2 + 4β2(λ∞∗ )
2(ω∞∗ )
2
)
.
(3.39)
Proof. It follows from Eqs. (3.35) and (3.36) that
A3 =
c
D (λ∗)
2
[(
2λ∗
1 + λ∗
− q2
)
a1
2
−
a2
2
]
+
2c
D (λ∗)
2
[(
2λ∗
1 + λ∗
− q2
)
a3
2
−
a4
2
]
−
βa3
D
−
c
Dλ∗
q∗2(1− q2)(a1 − a2)−
2c
Dλ∗
q∗2(1− q2)(a3 − a4).
(3.40)
Taking the limits at both sides of Eq. (3.40) as ℓ→∞, we see that A∞3 = B
∞
1 +B
∞
2 +
B∞3 +B
∞
4 +B
∞
5 , where
B∞1 =
c
D∞ (λ∞∗ )
2
[(
2λ∞∗
1 + λ∞∗
− q∞2
)
a∞1
2
−
a∞2
2
]
,
B∞2 =
2c
D∞ (λ∞∗ )
2
[(
2λ∞∗
1 + λ∞∗
− q∞2
)
a∞3
2
−
a∞4
2
]
,
B∞3 =−
βa∞3
D∞
, B∞4 = −
c
D∞λ∞∗
q∗∞2 (1− q
∞
2 )(a
∞
1 − a
∞
2 ),
B∞5 =−
2c
D∞λ∞∗
q∗∞2 (1− q
∞
2 )(a
∞
3 − a
∞
4 ).
(3.41)
A direct calculation yields
B∞1 =
c
12 (λ∞∗ )
2 (1 + λ∞∗ )
−
iω∞∗
6 (λ∞∗ )
2 (1 + λ∞∗ )
,
B∞4 =
−5c
6 (λ∞∗ )
2 (1 + λ∞∗ )
− i
ω∞∗ (2λ
∞
∗ + 1)
6 (λ∞∗ )
2 (1 + λ∞∗ )
.
(3.42)
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Denote σ =
1
−3 (ω∞∗ )
2 + βcλ∞∗ + 2iβλ
∞
∗ ω
∞
∗
. Then
B∞2 +B
∞
3 +B
∞
5
=
−6 (ω∞∗ )
2
σ
(B∞1 +B
∞
4 )−
βcγ∞2
2σD∞λ∞∗
+
3β (ω∞∗ )
2 a∞1
σD∞
+
βcγ∞2 q
∗∞
2
σD∞
(1− q∞2 )
=
(ω∞∗ )
2
σ
[
9c
2 (λ∞∗ )
2 (λ∞∗ + 1)
+ i
2ω∞∗
(λ∞∗ )
2
]
+
βc2
2σ (λ∞∗ )
2 (λ∞∗ + 1)
(
1 + i
c
ω∞∗
)
+
βc2
2σ(λ∞∗ )
2(λ∞∗ + 1)
[
1− 2λ∞∗ − i(λ
∞
∗ + 4)
c
ω∞∗
]
+
βc2
σ(λ∞∗ )
2(λ∞∗ + 1)
(
λ∞∗ − i
c
ω∞∗
)
=
(ω∞∗ )
2
σ
[
9c
2 (λ∞∗ )
2 (λ∞∗ + 1)
+ i
2ω∞∗
(λ∞∗ )
2
]
+
βc2
2σ (λ∞∗ )
2 (λ∞∗ + 1)
[
2− i(λ∞∗ + 5)
c
ω∞∗
]
=−
3c
2 (λ∞∗ )
2 (λ∞∗ + 1)
− i
2ω∞∗
3 (λ∞∗ )
2 +
βc2
2σ (λ∞∗ )
2 (λ∞∗ + 1)
[
2− i(λ∞∗ + 5)
c
ω∞∗
]
−
βcλ∞∗ + 2iβλ
∞
∗ ω
∞
∗
σ
[
−
3c
2 (λ∞∗ )
2 (λ∞∗ + 1)
− i
2ω∞∗
3 (λ∞∗ )
2
]
=−
3c
2 (λ∞∗ )
2 (λ∞∗ + 1)
− i
2ω∞∗
3 (λ∞∗ )
2
+
βc2
2σ (λ∞∗ )
2 (λ∞∗ + 1)
[
λ∞∗ − 2
3
+ i
(
λ∞∗ + 7
3
)
c
ω∞∗
]
.
(3.43)
Therefore, Eq. (3.39) is derived.
Summarizing A1, A2 and A3, we can obtain the estimate of g21 as ℓ→∞.
Theorem 3.7. Denote g∞21(λ
∞
∗ ) = limℓ→∞ g21, where g21 is defined as in Eq. (3.14).
Then
Re(g∞21(λ
∞
∗ ))
=−
3c
4λ∞∗ (1 + λ
∞
∗ )
2
−
c
4 (λ∞∗ )
2 (1 + λ∞∗ )
+
c
[
(ω∞∗ )
2 − βcλ∞∗
]
(λ∞∗ )
2 (1 + λ∞∗ )
[
(ω∞∗ )
2 + βcλ∞∗
]
+
βc2
2(λ∞∗ )
2(λ∞∗ + 1)
(
βcλ∞∗ (λ
∞
∗ + 4)− (ω
∞
∗ )
2(λ∞∗ − 2)
(−3(ω∞∗ )
2 + βcλ∞∗ )
2 + 4β2(λ∞∗ )
2(ω∞∗ )
2
)
,
(3.44)
where λ∗ = λ
H
1,+ or λ
H
1,−.
Note that µ′(λH1,+) < 0 and µ
′(λH1,−) > 0. We obtain the stability on the bifurcating
spatially nonhomogeneous periodic solutions for large spatial scale ℓ.
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Theorem 3.8. Assume that d1/d2 > p1(λ1) and c < p2(λ2). Then, for sufficiently large
ℓ, (λ, λ) is locally asymptotically stable for λ ∈
(
λH1,+, 1/β
)
∪
(
0, λH1,−
)
and unstable for
λ ∈
(
λH1,−, λ
H
1,+
)
, and system (1.5) undergoes Hopf bifurcation at (λ, λ) when λ = λH1,+
or λ = λH1,−, where λ
H
1,− and λ
H
1,+ are defined as in Eq. (2.10). Moreover,
(1) if Re(g∞21(λ
∞
∗ )) > 0, where λ∗ = λ
H
1,+ (respectively, λ∗ = λ
H
1,−), and Re(g
∞
21(λ
∞
∗ ))
is defined as in Eq. (3.44), then the bifurcating spatially nonhomogeneous peri-
odic solutions from λH1,+ (respectively, λ
H
1,−) are unstable and exist in the right
neighborhood of λH1,+ (respectively, in the left neighborhood of λ
H
1,−);
(2) if Re(g∞21(λ
∞
∗ )) < 0, where λ∗ = λ
H
1,+ (respectively, λ∗ = λ
H
1,−), then the bifurcat-
ing spatially nonhomogeneous periodic solutions from λH1,+ (respectively, λ
H
1,−) are
orbitally asymptotically stable and exist in the left neighborhood of λH1,+ (respec-
tively, in the right neighborhood of λH1,−).
In the following, we give some numerical simulations to illustrate the obtained
theoretical results.
Example 3.9. To visualize the results in Theorems 2.4 and 3.8 , we choose
d1 = 0.8, d2 = 1, β = 1.5, c = 0.1. (3.45)
Then system (1.5) has a unique constant positive equilibrium (λ, λ) if and only if
λ ∈ (0, 2/3). It follows from Theorem 2.4 that, for sufficiently large ℓ, there exist
two Hopf bifurcation points λH1,− and λ
H
1,+ such that (λ, λ) is locally asymptotically
stable for λ ∈
(
0, λH1,−
)
∪
(
λH1,+, 2/3
)
and unstable for λ ∈
(
λH1,−, λ
H
1,+
)
. Moreover,
the bifurcating periodic solutions are spatially nonhomogeneous near these two Hopf
bifurcation points λH1,− and λ
H
1,+. Note that λ is equivalent to parameter b, where
(1− βλ)(1 + λ) = bλ,
and consequently, b is strictly decreasing with respect to λ. Then there exist two Hopf
bifurcation points bH1,±, which satisfy
bH1,± =
(1− βλH1,±)(1 + λ
H
1,±)
λH1,±
, (3.46)
such that the positive constant equilibrium of system (1.5) is locally asymptotically
stable for b ∈
(
0, bH1,+
)
∪
(
bH1,−,∞
)
and unstable for b ∈
(
bH1,+, b
H
1,−
)
.
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By virtue of Lemma 3.21 and Theorem 3.7, we can easily calculate
lim
ℓ→∞
λH1,+ ≈ 0.4528, lim
ℓ→∞
λH1,− ≈ 0.1472, lim
ℓ→∞
bH1,+ ≈ 1.0296, lim
ℓ→∞
bH1,− ≈ 6.0704,
limℓ→∞ g21 ≈ −0.1254 < 0 for Hopf bifurcation point λ
H
1,+, and limℓ→∞ g21 ≈ 2.0724 > 0
for Hopf bifurcation point λH1,−. Then, it follows from Theorem 3.8 that, for sufficiently
large ℓ,
(1) the bifurcating spatially nonhomogeneous periodic solutions from bH1,+ are or-
bitally asymptotically stable and exist in the right neighborhood of bH1,+;
(2) the bifurcating spatially nonhomogeneous periodic solutions from bH1,− are unsta-
ble and exist in the right neighborhood of bH1,−.
Numerically, we show that the solution converges to the stable spatially nonhomoge-
neous periodic solution, which bifurcats from bH1,+, and the periodic solution concen-
trates more on the boundary of the domain when spatial scale ℓ increases, see Fig. 1.
Example 3.10. To visualize the results in Theorems 2.6 and 3.8, we choose
d1 = 0.4, d2 = 0.6, β = 0.2, c = 0.2. (3.47)
Similarly, it follows from Theorem 2.6 that, for sufficiently large ℓ, there exist two Hopf
bifurcation points λH1,− and λ
H
1,+ such that (λ, λ) is locally asymptotically stable for λ ∈(
0, λH1,−
)
∪
(
λH1,+, 5
)
and unstable for λ ∈
(
λH1,−, λ
H
1,+
)
. Moreover, the bifurcating periodic
solutions are spatially nonhomogeneous near these two Hopf bifurcation points λH1,− and
λH1,+. Then there exist two Hopf bifurcation points b
H
1,± such that the positive constant
equilibrium of system (1.5) is locally asymptotically stable for b ∈
(
0, bH1,+
)
∪
(
bH1,−,∞
)
and unstable for b ∈
(
bH1,+, b
H
1,−
)
.
Similarly, by virtue of Lemma 3.21 and Theorem 3.7, we can also easily compute
lim
ℓ→∞
λH1,+ ≈ 3.7321, lim
ℓ→∞
λH1,− ≈ 0.2679, lim
ℓ→∞
bH1,+ ≈ 0.3215, lim
ℓ→∞
bH1,− ≈ 4.4785,
limℓ→∞ g21 ≈ −0.0033 < 0 for Hopf bifurcation point λ
H
1,+, and limℓ→∞ g21 ≈ 1.0745 > 0
for Hopf bifurcation point λH1,−. Then, it follows from Theorem 3.8 that, for sufficiently
large ℓ,
(1) the bifurcating spatially nonhomogeneous periodic solutions from bH1,+ are or-
bitally asymptotically stable and exist in the right neighborhood of bH1,+;
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Figure 1: The solution converges to the bifurcating spatially nonhomogeneous periodic
solution from bH1,+. Here b = 1.2, and initial values: u(x, 0) = 0.5 +
0.05x2
ℓ2π2
, v(x, 0) =
0.5 + 0.05 cos2 x. (Upper): ℓ = 10; (Lower): ℓ = 20.
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(2) the bifurcating spatially nonhomogeneous periodic solutions from bH1,− are unsta-
ble and exist in the right neighborhood of bH1,−.
Similarly as in Example 3.9, we also numerically show that the solution converges to
the stable spatially nonhomogeneous periodic solution bifurcating from bH1,+, and the
periodic solution concentrates more on the boundary of the domain when spatial scale
ℓ increases, see Fig. 2.
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