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Abstract 
Emergences of computers and information technological 
revolution made tremendous changes in the real world and 
provides a different dimension for the intelligent data analysis. 
Well formed fact, the information at right time and at right place 
deploy a better knowledge. However, the challenge arises when 
larger volume of inconsistent data is given for decision making 
and knowledge extraction. To handle such imprecise data certain 
mathematical tools of greater importance has developed by 
researches in recent past namely fuzzy set, intuitionistic fuzzy set, 
rough Set, formal concept analysis and ordering rules. It is also 
observed that many information system contains numerical 
attribute values and therefore they are almost similar instead of 
exact similar. To handle such type of information system, in this 
paper we use two processes such as pre process and post process. 
In pre process we use rough set on intuitionistic fuzzy 
approximation space with ordering rules for finding the 
knowledge whereas in post process we use formal concept 
analysis to explore better knowledge and vital factors affecting 
decisions.   
Keywords: Information System, Formal Concept, Context table, 
Ordering Rules, Intuitionistic Fuzzy Proximity Relation, Rough 
Sets on Intuitionistic Fuzzy Approximation Space. 
1. Introduction 
In real world, invent of computers have created a new 
space for knowledge mining. Thus, data handling and data 
processing is of prime importance in the information 
system. In the hierarchy of data processing, data is the root 
which transforms into information and further refined to 
avail it in the form of knowledge. Knowledge mining 
specifies the collection of the right information at the right 
level and utilize for the suitable purposes. It is important 
to understand that, at human level it involves a thought 
process. These thoughts are responsible to collect the raw 
data and convert it in to usable data and further to 
information for an assigned task. The real challenge arises 
when larger volume of inconsistent data is presented for 
extraction of knowledge and decision making. The major 
issue lies in converting large volume of data into 
knowledge and to use that knowledge to make a proper 
decision. Current technologies help in obtaining decisions 
by creating large databases. However, it is failure in many 
instances because of irrelevant information in the 
databases. It leads to attribute reduction. Thus, attribute 
reduction is an important factor for handling such huge 
data sets by eliminating the superficial data to provide an 
effective decision. Many methods where proposed to mine 
rules from the growing data. Most of the tools to mine 
knowledge are crisp, traditional, deterministic and precise 
in notion. Real situations are very often the reverse of it. 
The detailed description of the real system needs detailed 
data which is beyond the recognition of the human 
interpretation. This invoked an extension of the concept of 
crisp sets so as to model imprecise data that enable their 
modeling intellects. Typically, each model and method 
presents a particular and single view of data or discovers a 
specific type of knowledge embedded in the data. To carry 
on with inconsistent data certain mathematical tools of 
greater importance got developed in recent past namely 
fuzzy set [7], intuitionistic fuzzy set [6], rough set [11], 
formal concept analysis [8], and ordering rules [10] to 
name a few. Further rough set is generalized to rough sets 
on fuzzy approximation space [9], rough sets on 
intuitionistic fuzzy approximation spaces [1]. The notion 
of rough sets on intuitionistic fuzzy approximation space 
depends on the concept of intuitionistic fuzzy proximity 
relation. 
In this paper, we propose an integrated knowledge mining 
model that combines rough set on intuitionistic fuzzy 
approximation space with ordering of objects and formal 
concept analysis as a new technique for extracting better 
knowledge from the available data set. The motivation 
behind this study is that the two theories aim at different 
goals and summarize different types of knowledge. Rough 
computing is used for prediction whereas formal concept 
analysis is used for description. Therefore, the 
combination of both leads to better knowledge mining 
model. However, for completeness of the paper we explain 
the basic concepts of rough sets in section 2, rough sets on 
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intuitionistic fuzzy approximation spaces in section 3. In 
section 4, we discuss order information table followed by 
formal concept analysis in section 5. We present our 
proposed model in section 6 and is further analyzed in 
section 7. The paper is concluded in section 8. 
2. Foundations of Rough Sets 
The theory of rough sets has been under continuous 
development for over few decades and a fast growing 
group of researchers and practitioners are interested in this 
methodology. The methodology is concerned with the 
classificatory analysis of imprecise, uncertain or 
incomplete data. The main advantage of rough set theory 
proposed by Pawlak [15] is that it does not need any 
preliminary or additional information about data. On the 
other hand, handling vagueness is one of the motivations 
for proposing the rough set theory [15]. Objects that 
belong to the same category of the information are 
indiscernible [12, 13, 14]. Thus information associated 
with objects of the universe generates an indiscernibility 
relation and is the basic concept of rough set theory. This 
fact leads to the definition of a set in terms of lower and 
upper approximations, where approximation space is the 
basic notion of the rough set theory. 
Let U be a finite nonempty set called the universe. 
Suppose R U U  is an equivalence relation defined on 
U. Thus, the equivalence relation R partitions the set U 
into disjoint subsets [15]. Elements of same equivalence 
class are said to be indistinguishable. Equivalence classes 
induced by R are called elementary sets or elementary 
concepts. The pair ( , )U R is called an approximation space. 
Given a target set ,X U  we can characterize X by a pair 
of lower and upper approximations. We associate two 
subsets RX and RX called the R–Lower and R–Upper 
approximations of X respectively and are given by 
       { / : }RX Y U R Y X          (1) 
and { / : }RX Y U R Y X           (2) 
The R–boundary of X, ( )RBN X is given by ( )RBN X   
RX RX . We say X is rough with respect to R if and 
only if RX RX or ( )RBN X  . X is said to be R – 
definable if and only if RX RX or ( )RBN X  . 
3. Rough Sets on Intuitionistic Fuzzy 
Approximation Spaces 
As mentioned in the previous section, the basic rough set 
depends upon equivalence relations. However, such types 
of relations are rare in information system containing 
numerical values. This leads to the dropping of the 
transitivity property of an equivalence relation and making 
reflexivity and symmetry property lighter. It leads to fuzzy 
proximity relation and thus rough sets on fuzzy 
approximation spaces [9]. The fuzzy proximity relation is 
further generalized to intuitionistic fuzzy proximity 
relation [6]. Thus rough sets on intuitionistic fuzzy 
approximation spaces introduced by Tripathy [1] provides 
a better model over rough set and rough set on fuzzy 
approximation space. The different properties of rough 
sets on intuitionistic fuzzy approximation spaces were 
studied by Acharjya and Tripathy [5]. However, for 
completeness of the paper we provide the basic notions of 
rough sets on intuitionistic fuzzy approximation spaces. 
We use standard notation  for membership and  for 
non-membership functions associated with an 
intuitionistic fuzzy set.  
Definition 3.1 An intuitionistic fuzzy relation R on a 
universal set U is an intuitionistic fuzzy set defined on 
U U . 
Definition 3.2 An intuitionistic fuzzy relation R on U is 
said to be an intuitionistic fuzzy proximity relation if the 
following properties hold. 
( , ) 1 and ( , ) 0R Rx x x x x U           (3) 
( , ) ( , ), ( , ) ( , ) ,R R R Rx y y x x y y x x y U            (4) 
Definition 3.3 Let R be an intuitionistic fuzzy (IF) 
proximity relation on U. then for any ( , ) ,J    where 
 ( , ) , [0, 1] 0 1J and          , the ( , )  -
cut  ,' 'R   of R is given by 
 , ( , ) ( , ) and ( , )R RR x y x y x y         
Definition 3.4 Let R be an IF-proximity relation on U. 
We say that two elements x and y are ( , )  -similar with 
respect to R if ,( , )x y R   and we write ,x R y  . 
Definition 3.5 Let R is an IF-proximity relation on U. 
We say that two elements x and y are ( , )  -identical 
with respect to R for ( , ) ,J   , written as ( , )xR y  if 
and only if ,x R y   or there exists a sequence of elements 
1 2 3, , , , nu u u u in U such that , 1 1 , 2 2 , 3, , ,x R u u R u u R u       
,, .nu R y   In the last case, we say that x is transitively 
( , )  -similar to y with respect to R.  
It is also easy to see that for any ( , ) J   , ( , )R    is 
an equivalence relation on U. We denote * ,R   the set of 
equivalence classes generated by the equivalence relation 
( , )R    for each fixed ( , ) J   .  
Definition 3.6 Let U be a universal set and R be an 
intuitionistic fuzzy proximity relation on U. The pair 
( , )U R is an intuitionistic fuzzy approximation space (IF-
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approximation space). An IF-approximation space ( , )U R  
generates usual approximation space ( , ( , ))U R    of 
Pawlak for every ( , ) J   .  
Definition 3.7 The rough set on X in the generalized 
approximation space ( , ( , ))U R   is denoted by 
,,( , ),X X     where 
         *, ,{ and } X Y Y R Y X           (5) 
and   *, ,{ and }X Y Y R Y X             (6) 
Definition 3.8 Let X be a rough set in the generalized 
approximation space ( , ( , ))U R   . Then we define the 
( , )  -boundary of X with respect to R denoted by 
, ( )BNR X   as , ,, ( )BNR X X X       . 
Definition 3.9 Let X be a rough set in the generalized 
approximation space ( , ( , ))U R   . Then X is ( , )  -
discernible with respect to R if and only if , ,X X     
and X is ( , )  -rough with respect to R if and only if 
, ,X X    . 
4. Order Information Table 
The basic objective of inductive learning and data mining 
is to learn the knowledge for classification. It is certainly 
true for rough set theory based approaches. However, in 
real world problems, we may not be faced with simply 
classification. One such problem is the ordering of objects. 
We are interested in mining the association between the 
overall ordering and the individual orderings induced by 
different attributes. In many information systems, a set of 
objects are typically represented by their values on a finite 
set of attributes. Such information may be conveniently 
described in a tabular form. Formally, an information table 
is defined as a quadruple: 
  ( , , { : }, { : })a aI U A V a A f a A   ,  
where U is a finite non-empty set of objects called the 
universe and A is a non-empty finite set of attributes. 
For every , aa A V is the set of values that attribute a  
may take and :a af U V is an information function 
[2]. In practical applications, there are various 
possible interpretations of objects such as cases, 
states, patients, processes, and observations. Attributes 
can be interpreted as features, variables, and 
characteristics. A special case of information systems 
called information table where the columns are labeled 
by attributes and rows are by objects. For example: 
The information table assigns a particular value ( )a x  
from aV  to each attribute a  and object x  in the 
universe U. With any P A  there is an associated 
equivalence relation ( )IND P  such that 
2( ) {( , ) , ( ) ( )}IND P x y U a P a x a y      
The relation ( )IND P  is called a P-indiscernibility relation. 
The partition of U is a family of all equivalence classes of 
( )IND P  and is denoted by ( )U IND P  or U P . If 
( , ) ( )x y IND P , then x  and y  are indiscernible by 
attributes from P. For example, consider the information 
Table 1, where the attribute 1a  represents the availability 
of research and development facility; 2a  represents the 
adoption of state of art facility; 3a  represents the 
marketing expenses, and 4a  represents the profits in 
million of rupees. 
. Table 1. Information table 
Object R&D 
facility 
( 1a ) 
State of 
art facility 
( 2a ) 
Marketing 
expenses 
( 3a ) 
Profits in 
million 
Rs. ( 4a ) 
1o  No Yes High 200 
2o  Yes No High 300 
3o  Yes Yes Average 200 
4o  No Yes Very high 250 
5o  Yes No High 300 
6o  No Yes Very high 250 
An ordered information table (OIT) is defined 
as OIT {IT,{ : }}a a A  where, IT is a standard 
information table and a  is an order relation on 
attribute a. An ordering of values of a particular 
attribute a naturally induces an ordering of objects: 
  { } ( ) ( )a a a ax y f x f y     
where, { }a denotes an order relation on U induced by the 
attribute a. An object x is ranked ahead of object y if and 
only if the value of x on the attribute a  is ranked ahead of 
the value of y on the attribute a . For example, information 
Table 1 is considered as ordered information table if  
1
2
3
4
: Yes No
: Yes No
: Very high High Average
: 300 250 200
a
a
a
a
 
 
  
  
  
For a subset of attributes P A , we define: 
 
{ }
( ) ( )
( ) ( )
P a a a
a a aa P
a
a P
x y f x f y a P
f x f y

  
 

 

 
 
In practical applications, there are various possible 
interpretations of objects such as cases, states, patients, 
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processes, and observations. Attributes can be interpreted 
as features, variables, and characteristics. A special case of 
information systems called information table where the 
columns are labeled by attributes and rows are by objects. 
For example: However in real life applications, it is 
observed that the attribute values are not exactly identical 
but almost identical. This is because objects characterized 
by the almost same information are almost indiscernible in 
the view of available information. At this point we 
generalize Pawlak’s approach of indiscernibility. Keeping 
view to this, the almost indiscernibility relation generated 
in this way is the mathematical basis of rough set on fuzzy 
approximation space and is discussed by Tripathy and 
Acharjya [4]. This is further generalized to rough set on 
intuitionistic fuzzy approximation space by Tripathy [1]. 
Also, generalized information table may be viewed as 
information tables with added semantics. For the problem 
of knowledge mining, we introduce order relations on 
attribute values [2]. However, it is not appropriate in case 
of attribute values that are almost indiscernible. 
In this paper we use rough sets on intuitionistic fuzzy 
approximation space to find the attribute values that 
are ( , )  -identical before introducing the order 
relation. This is because exactly ordering is not 
possible when the attribute values are almost identical. 
For 1, 0   , the almost indiscernibility relation, 
reduces to the indiscernibility relation. Therefore, it 
generalizes the Pawlak’s indiscernibility relation. 
5. Basics of Formal Concept Analysis 
Formal Concept Analysis has been introduced by R. Wille 
[8] is a method of analyzing data across various domains 
such as psychology, sociology, anthropology, medicine, 
biology, linguistics, computer sciences and industrial 
engineering to name a few. The basic aim of this theory is 
to construct a concept lattice that provides complete 
information about structure such as relations between 
object and attributes; implications, and dependencies. At 
the same time it allows knowledge acquisition from (or 
by) an expert by putting very precise questions, which 
either have to be confirmed or to be refuted by a 
counterexample. 
5.1 Formal Context and Formal Concept 
In this section we recall the basic definitions and notations 
of formal concept analysis developed by R. Wille [8]. A 
formal context is defined as a set structure ( , , )K G M R  
consists of two sets G and M while R is a binary relation 
between G and M, i.e. R G M  . The elements of G are 
called the objects and the elements of M are called the 
attributes of the context. The formal concept of the formal 
context ( , , )G M R  is defined with the help of derivation 
operators. The derivation operators are defined for 
arbitrary X G  and Y M  as follows: 
 { : }X a M uRa u X          (7) 
{ : }Y u G uRa a Y          (8)  
A formal concept of a formal context ( , , )K G M R  is 
defined as a pair ( , )X Y  with X G , ,Y M  ,X Y   
and Y X  . The first member X, of the pair ( , )X Y  is 
called the extent whereas the second member Y is called 
the intent of the formal concept. Objects in X share all 
properties Y, and only properties Y are possessed by all 
objects in X. A basic result is that the formal concepts of a 
formal context are always forming the mathematical 
structure of a lattice with respect to the subconcept-
superconcept relation. Therefore, the set of all formal 
concepts forms a complete lattice called a concept lattice 
[8]. The subconcept-superconcept relation can be best 
depicted by a lattice diagram and we can derive concepts, 
implication sets, and association rules based on the cross 
table. Now we present the cross table of the information 
table given in Table 1 in Table 2, where the rows are 
represented as objects and columns are represented as 
attributes. The relation between them is represented by a 
cross. The lattice diagram is presented in figure 1. 
Table 2 Cross table of the information system 
 
 
 
 
Fig. 1  Lattice diagram of the information system 
6. Proposed Knowledge Mining Model 
In this section, we present proposed knowledge mining 
model that consists of problem definition, target data, 
preprocessed data, processed data, data classification, 
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ordered information table, knowledge, and computation of 
the chief attribute as shown in Figure 2. Problem 
definition and acquiring of prior knowledge are the 
fundamental steps of any model when the right problem is 
identified. The pattern of data elements or the usefulness 
of the individual data element change dramatically from 
individual to individual, organization to organization, or 
task to task because of the acquisition of knowledge and 
reasoning may involve vagueness and incompleteness. 
 It’s difficult to obtain the useful information that is hidden 
in the huge database by an individual. Therefore, it is 
essential to deal with incomplete and vague information in 
classification, concept formulation, and data analysis 
present in the database. In this model we use intuitionistic 
fuzzy proximity relation, ordering rules, and formal 
concept analysis to identify the chief attribute instead of 
only fuzzy proximity relation as discussed in [2]. In the 
preprocess we use intuitionistic fuzzy proximity relation 
as it provides better knowledge over fuzzy proximity 
relation as stated in [3]. Finally, formal concept analysis 
on these knowledge are inclined to explore better 
knowledge and to find out most important factors 
affecting the decision making process. 
 
Fig. 2  Proposed knowledge mining model 
7. Study on Ranking Institutions 
For demonstration of our model we take into consideration 
an information system of a group of institutions of any 
country where we study the ranking of institution and the 
parameters influencing the rank. In Table 3 below, we 
specify the attribute descriptions that influence the ranking 
of the institutions. The institutes can be judged by the 
outputs, which are produced. The quality of the output can 
be judged by the placement performance of the institute 
and is given highest weight with a score 385 which comes 
to around 24% of total weight. To produce the quality 
output the input should be of high quality. The major 
inputs for an institute are in general intellectual capital and 
infrastructure facilities. Accordingly the scores for 
intellectual capital and an infrastructure facility are fixed 
as 250 and 200 respectively that weight 15% and 12% of 
total weight. The student placed in the company shall 
serve the company up to their expectation and it leads to 
recruiter’s satisfaction and is given with a score of 200 
which comes around 12%. At the same time students 
satisfaction and extra curricular activities plays a vital role 
for prospective students is given with a score 60 and 80 
respectively of weight 4% and 6% of the total weight. We 
have not considered many other factors that do not have 
impact on ranking the institutions and to make our 
analysis simple  
The membership and non-membership functions have 
been adjusted such that the sum of their values should lie 
in [0, 1] and also these functions must be symmetric. The 
first requirement necessitates a major of 2 in the 
denominators of the non-membership functions. 
Table 3  Attribute descriptions  table 
 
We consider a small universe of 10 institutions and 
information related to it are given in the following Table 
4. 
Table 4  Small universe of information system 
 
Intuitionistic fuzzy proximity relation 1R  corresponding to 
attribute ‘IC’ is given in Table 5. 
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Table 5  Intuitionistic fuzzy proximity relation for attribute IC 
 
Intuitionistic fuzzy proximity relation 2R  corresponding 
to attribute ‘IF’ is given in Table 6. 
Table 6  Intuitionistic fuzzy proximity relation for attribute IF 
 
Intuitionistic fuzzy proximity relation 3R  corresponding 
to attribute ‘PP’ is given in Table 7. 
Table 7  Intuitionistic fuzzy proximity relation for attribute PP 
 
Intuitionistic fuzzy proximity relation 4R corresponding to 
attribute ‘RS’ is given in Table 8. 
Table 8. Intuitionistic fuzzy proximity relation for attribute RS 
 
Intuitionistic fuzzy proximity relation 5R corresponding to 
the attribute ‘SS’ is given in Table 9. 
Table 9  Intuitionistic fuzzy proximity relation for attribute SS 
 
Intuitionistic fuzzy proximity relation 6R  corresponding 
to attribute ‘ECA’ is given in Table 10. 
Table 10   Intuitionistic fuzzy proximity relation for attribute ECA 
 
On considering the degree of dependency values 
0.92  , 0.08   for membership and non-membership 
functions respectively we have obtained the following 
equivalence classes. 
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,
1 2 3 4 5 6 7 8 9 101
,
1 2 3 4 5 6 7 8 9 102
,
1 2 4 3 5 6 7 8 9 103
,
1 2 3 4 5 6 7 8 9 104
,
15
/ {{ , , },{ , },{ , , },{ , }}
/ {{ , , },{ , , },{ },{ , , }}
/ {{ , , },{ , },{ },{ , , , }}
/ {{ , , , , , , , , , }}
/ {{ ,
U R i i i i i i i i i i
U R i i i i i i i i i i
U R i i i i i i i i i i
U R i i i i i i i i i i
U R i i
 
 
 
 
 




 2 3 5 4 6 7 8 9 10
,
1 5 2 3 4 6 7 8 9 106
, , },{ , , , , },{ }}
/ {{ , },{ },{ , },{ , },{ },{ , }}
i i i i i i i i
U R i i i i i i i i i i  
 
From the above analysis, it is clear that the attribute ECA 
classify the universe into six categories. Let it be low, 
average, good, very good, excellent, and outstanding and 
hence can be ordered. Similarly, the attributes IC, IF, and 
PP classify the universe into four categories. Let it be low, 
moderate, high and very high and hence can be ordered. 
The attribute SS classify the universe into three categories 
namely good, very good, and excellent. Since the 
equivalence class ,4/U R
   contains only one group, the 
universe is ( , )   -indiscernible according to the attribute 
RS and hence do not require any ordering while extracting 
knowledge from the information system. Therefore, the 
ordered information table of the small universe Table 4 is 
given in Table 11. 
Table 11  Ordered information table of the small universe 
 
IC
IF
PP
SS
ECA
: Very high High Moderate Low
: Very high High Moderate Low
: Very high High Moderate Low
: Excellent Very good Good
: Outstanding Excellent Very good Good
Average Poor
   
   
   
  
    

 
Now, in order to rank the institutions we assign weights to 
the attribute values. In order to compute the rank of the 
institutions ; 1, 2, ,10ki k   we add the weights of the 
attribute values and rank them according to the total sum 
obtained from highest to lowest. However, it is identified 
that in some cases the total sum remains same for certain 
institutions. It indicates that these institutions cannot be 
distinguished from one another according to the available 
attributes and attribute values. In such cases, using further 
analysis techniques actual ranking of the institutes can 
also be found out. On considering the weights of 
outstanding, excellent, (very high, very good), (high, 
good), (moderate, average) and (low, poor) as 6, 5, 4, 3, 2 
and 1 respectively the ordered information table for 
ranking the institutions is given in table 12. 
Table 12  Ordered Information table for ranking institution 
 
From the computation given in Table 12 shows that the 
institution 1i belongs to the first rank whereas 3i and 5i  
belongs to third rank. Similarly, the ranks of the other 
institutions can also be obtained from the Table 12. 
In the second part of post process initially, we group the 
institutions based on their rank. Since the difference of the 
total sum between the first three ranks is much less, we 
combine these four institutions into a single cluster 1 for 
our further analysis. Similarly, we combine the institutions 
having rank 4, 5, and 6 as another cluster 2. The rest of the 
institutions are combined and is the final cluster 3 for our 
analysis. Formal concept analysis can do the data 
classification. However, data was already classified in this 
study. The purpose of this research is to use formal 
concept analysis to diagnose the relationship among 
attributes belonging to the different clusters. Now we 
present the context table in Table 13 and in figure 3, the 
lattice diagram for order information Table 12. 
Table 13  Context table for order information table 
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Fig. 3  Lattice diagram for order information table 
We generate the implication set for each cluster and are 
presented in Table 14. Further we find the chief attribute 
influencing each cluster of institutions by considering the 
highest frequency obtained in the subconcept 
superconcept table. For reference, we have presented 
implication relation Tables 15, 16, and 17 for cluster 1, 2, 
and 3 respectively.  
Table 14  Implication set for all the clusters 1, 2, and 3 
 
Table 15  Implication relation table for cluster 1 
 
Table 16  Implication relation table for cluster 2 
 
Table 17  Implication relation table for cluster 3 
 
 
Those highest frequency superconcepts expressed the most 
important information. In particular, the chief attributes 
that influence cluster 1 are 11A and 21A  as the frequency is 
high as obtained in the implication relation table 15. The 
next influencing factor in the same cluster is 31A . It 
indicates that the institutions to be in cluster 1 must be 
having IC, IF, and PP as very high. Similarly, the 
influencing factors for cluster 2 obtained from implication 
table 16 are 13A  (IC moderate), 64A  (ECA good), and 
22A (IF high). Finally, the chief factors that influence 
cluster 3 obtained from implication Table 17 are 14A  (IC 
low), and 66A  (ECA poor). 
8. Conclusions 
Rough sets on intuitionistic fuzzy approximation spaces 
introduced in [1], which extends the earlier notion of basic 
rough sets on fuzzy approximation spaces. Ordering of 
objects is a fundamental issue in decision making and 
plays a vital role in the design of intelligent information 
systems. The main objective of this work is to expand the 
domain application of rough set on intuitionistic fuzzy 
approximation space with ordering of objects and to find 
the chief factors that influence the ranking of the 
institutions. Our knowledge mining model depicts a layout 
for performing the ordering of objects using rough sets on 
intuitionistic fuzzy approximation spaces and the 
computation of the chief attributes that influence the rank 
with formal concept analysis. We have taken a real life 
example of ranking 10 institutes according to different 
attributes. We have shown how analysis can be done by 
taking rough set on intuitionistic fuzzy approximation 
space with ordering rules and formal concept analysis as a 
model for mining knowledge. 
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