Abstract: We provide a brief overview of both Bayes and classical model selection. We argue tentatively that model selection has at least two major goals, that of finding the correct model or predicting well, and that in general both these goals may not be achieved in an optimum manner by a single model selection rule. We discuss, briefly but critically, through a study of well-known model selection rules like AIC, BIC, DIC and Lasso, how these different goals are pursued in each paradigm. We introduce some new definitions of consistency, results and conjectures about consistency in high dimensional model selection problems.
Introduction
We provide a brief history of model selection starting with the work of Jeffreys (1961) , Cox (1961 Cox ( , 1962 , Akaike (1974) and Schwarz (1978) at the begining of Section 2. Each of these writers had a well-defined purpose for model selection, which was either choosing the true model or choose a model that predicts optimally in some well-defined sense. The actual method adopted in each case also depends on the paradigm chosen, Bayesian or classical.
For a given θ, if the goal is to choose the true model, one hopes to be consistent in the sense that one chooses the model containing true θ. The precise definition is given later in terms of the Bayes factor or likelihood ratio. Similarly, for optimal prediction, one needs to develop an oracle, i.e., a lower bound to risk of all candidate procedures, which is asymptotically attained by the model selection rule under consideration. These ideas are illustrated by AIC and BIC. Then we compare AIC and BIC, and also discuss more recent rules like DIC and Lasso. These discussions are in Subsections 2.1, 2.2 and 2.3. George and Foster (2000) . Their formulation takes care of issues relating to both complexity and multiplicity. We also discuss some optimality results of Mukhopadhyay and Ghosh (2003) in the setting of George and Foster (2000) .
Subsection 2.4 deals briefly with Parametric Empirical Bayes model selection as introduced by
In Sections3, we discuss high dimensional Bayes model selection. We review what is known, propose new definitions of consistency, which may be easier to prove and which make better sense in situations such as Scott and Berger (2010) . We also prove new results including a theorem under the new definition of consistency and make a couple of conjectures on consistency as usually defined.
Sections4 deals with Bayes prediction and cross-validation, with more stress on the latter. Our main result in this section is Theorem 2, which is the the result mentioned in the Abstract. We also argue that the recently proposed cross-validatory Bayes factor of Draper and Krnjajic (2010) is actually not very different from the usual Bayes factor for fixed p and moderate or large n, but leads to interesting differences in model selection. We point this out in the hope that these major issues will be thoroughly discussed among Bayesians. Section 5 introduces the reader to the closely related topic of multiple testing, which can in fact be regarded as model selection, and has been one of the fastest growing areas of theoretical and applied statistics.
Each section has something new to offer, a history and an overview in Sections 2 and 5, an attempt to find new directions in Section 3 and a new result in Section 4.
Early History of Bayes and Classical Model Selection
To the extent that Bayes model selection, with the goal of choosing the correct model, is an extension of or identical with testing of two hypotheses, Bayes model selection may be said to have begun with the work of Jeffreys in 1939, see Jeffreys (1961) . The Bayes test, as well as an approximation to it due to Lindley, is mentioned in Cox (1961) . Cox (1961 Cox ( , 1962 ) pioneered model selection in classical statistics, but without bringing in the novel concept of penalization for complexity of a model. Cox (1961) and Cox (1962) , one considers two separated hypotheses, i.e. hypotheses or models having the property that no density in one is obtainable as a limit of densities in the other.
Both in
Cox does not specify the notion of convergence but in a follow up study, Ghosh and Subramanyam (1975) , suggest that the limit may be taken in the sense of convergence in L 1 -norm. This is equivalent to requiring the two sets of densities can be covered by two disjoint L 1 -open sets. An alternative definition, depending on n, is given towards the end of the previous reference.
Essentially, Cox's model selection rule is based on the maximized likelihood of data under each model. Subramanyam and Ghosh, vide Subramanyam (1979) , show that the true model is rejected with exponentially small probability. To show this, one has to use results on large deviations.
They verify the conditions for one of Cox's examples, where the true model is either Geometric or
Poisson.
It is remarkable that both in Jeffreys (1961) and Cox (1961 Cox ( , 1962 ) the goal is the same -to choose the correct model. It is equally remarkable that, starting with AIC, choosing the correct model has not been a goal in classical model selection, at least not explicitly.
If one reads Akaike's early papers and resolves the ambiguities in the light of the subsequent pioneering theoretical papers of Shibata (1984) , it becomes clear that the objective is to choose a model so that one predicts optimally the data on the dependent variables in an exact new replicate of the design for the given data. Assuming the true model is more complex than the assumed linear models, Shibata's calculations, and also the calculations in Li (1987) and Shao (1997) , show that the special form of penalty associated with AIC has an intimate role in this kind of optimal prediction. Optimality is proved through a lower bound to the predictive loss or risk of all so called penalized likelihood rules that may be used in this problem and then showing AIC attains the lower bound asymptotically because of its special penalty. This lower bound would now be called an oracle, a term which was probably introduced later formally in the model selection literature by Johnstone and Donoho (1994) . It has been shown by van de Geer (2005) that there is a close connection between the penalty of a predictive model selection criteria and the oracle it may attain.
In Bayes model selection, the picture is far more mixed. One sees papers of both kinds, selecting the correct model or predicting well. The rich literature on Bayes model selection is reviewed in Clyde and George (2004) .
A historian of model selection may well speculate about this curious divergence in development.
To us it seems this may be due to the clarity of all aspects, including goals of inference, that one finds readily in the Bayesian paradigm.
In the first of the next two subsections, we first introduce Bayes model selection through Bayes factors and then Schwarz's BIC. In the next subsection we discuss a few popular model selection rules based on penalized likelihood.
Bayes Rule for Selection of True Model: BIC, Consistency in Bayes model selection
Assume first that we have two models M i , i = 1, 2. With M i , we associate a parameter space Θ i , a density f i (x 1 , x 2 , · · · , x n |θ i ) for the data x = (x 1 , x 2 , · · · , x n ) ∈ R n and a prior π i (θ i ) for θ i . We assume the families {f i (x|θ i ), θ i ∈ Θ i }, i = 1, 2 are separated in the sense explained earlier.
Assume the Bayesian has also prior probabilities λ 1 , λ 2 for M 1 and M 2 , λ 1 + λ 2 = 1. Let
Then the posterior probability of M i , given x, is proportional to λ i m i (x). Hence one would select M 2 if it is more likely than M 1 given data, i.e., if
and the other way if the ratio is < 1. Jeffreys (1961) has suggested a scale of numerical values for different levels of relative credibility of the two models. The Bayes rule is easily extended when we have k separated models.
The usual default choice for λ 1 , λ 2 is λ 1 = λ 2 = 1 2 , in which case our selection criterion becomes:
The ratio 
where p i , equal to the dimension of Θ i , is a measure of the complexity of M i , andθ i is the MLE under model M i . Thus log m i can be approximated by
which may be interpreted as a penalized maximum likelihood corresponding to a model. The bigger the dimension of Θ i the bigger is the penalty, in tune with the scientific principle of parsimony. One selects a model by maximizing equation (1) with respect the model M i , i.e., by choosing suitable density f i . This is the user's guess for the unknown true model. Thus Bayesian model selection through Bayes factors automatically obeys the principle of parsimony. It tries to compensate for the fact that the bigger the Θ i , the bigger we expect the maximum likelihood to be.
As theoretical validation of use of Bayes factor in a problem, one tries to prove consistency in some sense. Below is the usual definition adopted by Bayesians, but we do not know of a reference.
We first consider the case of two separated models M 1 , M 2 with our usual notation. The nested case will be discussed in the next section.
Definition of Consistency. We say consistency holds at θ ∈ Θ 2 if under θ, log BF 21 → ∞, in probability. On the other hand consistency holds at θ ∈ Θ 1 , if log BF 21 → −∞, in probability.
Consistency in this sense will appear in our discussions many times. Also in Section 3 a definition of an alternative notion will be given. It will be used only in the example following that definition.
AIC and BIC
We start this subsection by digressing a little on nested models and some issues that arise when one of two nested models have to be selected. M 1 is said to be nested in M 2 if Θ 1 ⊂ Θ 2 and for θ ∈ Θ 1 , f 1 (x j |θ) = f 2 (x j |θ). This is a very different situation from the separated models that we have been considering earlier. If θ ∈ Θ 2 but / ∈ Θ 1 , we may say M 2 is true and the density is f 2 (x|θ).
But what about the case where θ ∈ Θ 1 and hence θ ∈ Θ 2 also? Here both models are correct, so which one do we choose? Bayesians suggest that on grounds of parsimony one should choose the
What about priors over M 1 and M 2 ? Typically, we have priors π 1 (θ 1 ) on M 1 and π 2 (θ 2 ) on M 2 such that π 2 (θ 2 ) is a density with respect to Lebesgue measure on Θ 2 and hence assigns zero probability to Θ 1 . Typically, π 1 (θ 1 ) has a density with respect to Lebesgue measure on Θ 1 ⊂ Θ 2 , so it assigns zero probability to Θ 2 ∩ Θ c 1 . The problem of selection of one of two nested models has puzzled philosophers of science. They For linear models with normal error and known variance σ 2 , AIC proposed by Akaike (1974) is
One has to multiply BIC by two or divide AIC by two to make them comparable. The expression (2) is maximized over models to get the best predictive model. Prediction is made by using the mle under the chosen model.
The first term of AIC is taken to be twice the more intuitive first term of BIC, because the difference of the first terms for AIC for two models has asymptotically a χ 2 -distribution if the smaller model is true. We could have done the same for BIC by doubling the penalty.
We recall that though AIC and BIC look similar, they are meant to do very different things.
AIC predicts optimally, while, as pointed out above, BIC is a Bayesian criterion for selecting the true model. Each will perform poorly if used for a purpose for which it was not meant.
We now turn to an example of a simple linear model, with normal error N(0,1)
Suppose we wish to choose between M 1 : µ = 0 and M 2 : µ is arbitrary, i.e., Θ 1 = {0}, Θ 2 = R. If we use AIC to select the true model, then it is easy to verify that we are actually using a test with Type 1 error = P {χ 2 1 > 2} > .05, i.e., the test is more liberal than the usual most liberal test. So, there is no parsimony if we use AIC in a testing problem.
On the other hand suppose we use BIC. BIC is very parsimonious and can be shown to choose the correct model with probability tending to one, at least for fixed p and n → ∞. If we have linear models and our goal is prediction, AIC will be predictively optimal as discussed earlier. For ease of reference we consider Shao (1997) . Note that Shao's theorem is proved in the context of general linear models, and the main assumption is that the true linear model is not in the model space. Shao's theorem is an illustration of Box's famous remark that all models are false but some are useful. Moreover Shao's theorem shows AIC helps one identify the most useful model from the point of view of prediction. The proof is based on an oracle. Chakrabarti and Ghosh (2007) have used a similar oracle property of AIC to show heuristically that it is an adaptive, asymptotically minimax, estimate of the unknown non-parametric regression function f in the following model,
Computation in Chakrabarti (2004) shows AIC is competetive with popular best methods in nonparametric regression.
On the basis of comparison of AIC and BIC, we suggest tentatively that model selection rules should be used for the purpose for which they were introduced. If they are used for other problems, a fresh justification is desirable. In one case, justification may take the form of a consistency theorem, in the other some sort of oracle inequality. Both may be hard to prove. Then one should have substantial numerical assessment over many different examples.
DIC and Lasso
In this subsection we make a few remarks about DIC and Lasso, both of which have been relative late comers, but both of which are very popular.
Deviance Information Criteria (DIC) has been developed by Bayesian authors, (Spiegelhalter et. al., 2002) , in an effort to generalize AIC, using the Kullback-Liebler divergence instead of squared error loss. To some extent this has been done earlier also. However, DIC also tries to find a form of penalty that can take care of hierarchical models as well as latent parameter models. It seems DIC is really suitable for prediction but it has also been used for choosing the correct model. Also, there have been doubts about the penalty. Interested readers should read both the discussion and the reply of the authors.
For variable selection in linear regression problems shrinkage estimators like ridge regression are very popular. Following the idea of shrinkage as in ridge regression, the Lasso method introduced by Tibshirani(1994) , tries to minimize the least square error of the regression with an upper bound on the L 1 norm of the parameter vector. The estimate is defined by,
In this connection it is worth mentioning (Candes and Tao, 2007) assumption and some other rather stringent conditions. But we get a lot of insight about Lasso from its oracle inequality, as pointed out towards the end of this paragraph. The Lasso constraint |β j | ≤ t is equivalent to the addition of a penalty term r |β j | to the residual sum of squares (Murray et. al. (1981) ). While an explicit mathematical relation between t and r is not available, the basic idea of convex optimization makes it easy to move from the one to the other. One may use both versions of Lasso. This can be written as follows, 
where s is the number of non-zero components in β 0 , and c(s), c 1 (s) are constants depending on For prediction it is best not to select a single model but rather average over best predictions from all models, i.e., use the so called predictor based on model average. Assuming conditional independence of current data x and future data x f , given θ, calculate the model average prediction Finally computation is a major concern, specially when both the dimensions of models and the number of models are very large. Many algorthims are available, see e.g. Clyde and George (2004).
Parametric Empirical Bayes (PEB) Model Selection
A great advantage of the PEB approach is that it often makes theoretical calculations surprisingly easy. Such calculations would be almost impossible with a Full Bayes or Classical approach. Typically, PEB is applied when the likelihood is a product of the likelihood of individual parameters.
Typically, this structure is utilized by choosing a prior that makes the parameters independent, given some hyperparameters, through which borrowing of strength across different X i 's occur. Up to this, PEB and Hierarchical Bayes (HB) have the same structure. Now they part ways. HB puts a prior on the hyperparameters while PEB treats them as unknown hyperparameters to be estimated as follows. Morris (1983) . The relative simplicity of PEB comes at a price.
There is no adjustment for the uncertainty in the inference due to hyperparameters. HB takes care of the full uncertainty.
We illustrate with the PEB approach to model selection due to George and Foster (2000) , as applied to nested models, and some optimality results for nested models due to Mukhopadhyay and Ghosh (2003) that follow from the approach of George and Foster (2000) . Throughout, the covariates are assumed to be mutually orthogonal. The data consist of independent r.v.'s
where ǫ ij 's are iid N (0, σ 2 ). We take σ 2 = 1 for simplicity. We do not know which model is true.
Also p is large.
Assume now the unknown parameters β 1 , β 2 , · · · , β q are iid N (0, c/r). PEB approach is to estimate c from data and put a prior π(q) on q, 1 ≤ q ≤ p. A typical choice of π(q) would be the uniform.
The likelihood of (q, c)'s, with β j 's integrated out is
where
Since c is not known, one choice is to fix q and maximize the conditional likelihood with respect to c. The conditional mle of c is given bŷ
We now take π(q) uniform on 1 ≤ q ≤ p. Then the PEB rule will choose M q if q maximizes Λ(q, c) after replacing c byĉ q , leading to model selection criterion
where log + ( ) = max {log( ), 0}. Since c is not known we replace c byĉ as discussed before and plug inĉ for c. Barbieri and Berger (2000) later published as Barbieri and Berger (2004) . The form of the predictor (least squares or Bayes) has a substantial effect on model selection. The optimality of AIC, discussed earlier, assumes the predictors are based on least squares estimators of regression coefficients.
In their original paper George and Foster (2000) , consider models,
where γ indexes all the subsets of x 1 , · · · , x p , where X γ is the n × q γ matrix whose columns are the q γ variables in the γ-th subset.
For model M γ , the prior π(β γ , γ) = π(β γ )π(γ). Here π(β γ ) is the Zellner-Siow prior for nonzero β's penalizing the complexity of the model and π(γ) = w qγ (1 − w) p−qγ is a binomial prior with 0 ≤ w ≤ 1, penalizing multiplicity. This may be the first time both complexity and multiplicity are recognized and penalized for model selection. George and Foster (2000) show how various model selection rules, including both AIC and BIC, can be derived in a unified way through this approach.
However, this would ignore the goal of AIC as choosing a model M q that leads to best prediction.
Consistency in High Dimensional Model Selection
Technically, consistency of model selection in high dimensional problems is usually very hard to prove, because our knowledge of the asymptotic behavior of the Bayes factor under a fixed θ is still quite meagre. For fixed (or slowly increasing) dimensions we have approximations like the BIC.
These are no longer generally available in the high dimensional case.
In this section we try to do three things. We first discuss in detail a high dimensional model selection problem proposed by Stone (1978) In Subsection 3.1 we try to initiate a change in our perspectives. We first attempt to pose a few general questions, make conjectures and suggest how they may be answered. It is no more than a modest attempt to inspire others to take up the challenges of consistency in model selection and, through that effort, get a better insight about high dimensional model selection. The two competing models are M 1 : µ = 0 and M 2 : µ ∈ R p . The dimension p → ∞.
Berger et. al. (2003) show that the BIC is a very bad approximation to the marginal under one of the models, and hence its inconsistency is unrelated to consistency of Bayes factors in general.
We reproduce a table (Table 1) Berger and Pericchi (1996) . It turns out that the Bayes factor for the multivariate Cauchy prior is consistent under both M 1 and M 2 , but is not consistent under the smooth prior. At the time this paper was written, the paper pioneered a study of consistency of Bayesian model selection as well as use of BIC to approximate a Bayes factor in high-dimensional problem. In retrospect one understands consistency much better and some more insight as well as new results can be provided. We do this below.
We first note that the two models are nested, the parameter space under M 1 is a singleton, namely it has only the point with all coordinates equal to zero, and finally though this point is not contained in Θ 2 , it lies inΘ 2 . This is basically like testing a sharp null and with a disjoint but not topologically separated alternative, i.e., we can not find two disjoint open sets, one containing 
The gamma mixing measure puts positive mass near precision parameter t = ∞, i.e., in the σ-space, near σ = 0, making even small differences detectable (under both M 1 and M 2 ). Hence π c (µ) is a consistent prior. On the other hand
has inconsistent posterior (under M 2 ) because it is supported on the set (0,1), with t = ∞, i.e. Consider the general family of priors So far in this paper we have been using consistency as defined in Section 2.1. We now define a new notion of consistency, which is simply consistency of Bayes factors under the two marginals of
Definition of (P 1 , P 2 )-consistency Let P 1 and P 2 be the infinite-dimensional marginal distributions of X i 's under M 1 and M 2 . We say consistency holds, iff under the true infinite-dimensional marginal distributions P 1 , P 2 , log BF 21 → −∞ and ∞ in probability. We call this (P 1 , P 2 )-consistency to distinguish from usual consistency.
This should be particularly attractive, if the data (X 1 , · · · , X n ) have been generated as assumed in Scott and Berger (2010), i.e., under P 1 or P 2 as true, not an unknown θ. If this model is correct, a large enough data is expected to choose the correct model with very high probability.
We prove (P 1 , P 2 )-consistency for Stone's example. (4) with 0 < t < ∞ w.p. 1 under g(t). Then (P 1 , P 2 )-consistency holds.
Theorem 1 Assume the general family of priors in equation
Proof Conditionally, for fixed value of the precision parameter t, under M 2 ,
a.s. Since t > 0 with probability one, under P 2 (obtained by integrating out t),
On the other hand, under P 1 ,
The above facts show P 1 and P 2 are orthogonal (i.e., P 1 and P 2 are supported on disjoint subsets of the sample space {X i }) and hence, by standard facts about likelihood ratios (Kraft, (1955) Very roughly speaking, in estimation one uses diffuse improper or diffuse proper priors, so that most of the information in the posterior come from the data, not the prior. In particular the undetermined constants in an improper prior gets canceled because it appears in both the numerator and denominator of the basic Bayes Formula: Bayes factor which may be called "objective".
These new Bayes factors are more stable but raise a new issue which is still not fully understood.
How much of the data should be used to make the prior stable (by computing the posterior and treating the posterior as a data based prior) and how much of the data should be used for inference?
We first heard this question from Prof. L. Pericchi. This is a deep and difficult question. It has been discussed in Chakrabarti and Ghosh (2007) . In the next subsection we turn to the problem involving what level of cross-validation should be chosen if we are in the M-closed case.
The cross-validatory Bayes factors have a long history, suggested by Bernardo and Smith (1994).
They were extended by Gelfand and Dey (1994), who in turn had drawn on Geisser (1975) . Consistency issues were studied by Chakrabarti and Ghosh (2006) , assuming these Bayes factors as given We make a few tentative comments about their work. Draper and Krnjajic (2010) seem to be giving up the usual Bayes factors or replace them with cross-validatory Bayes factors. Also they seem to make simplistic assumptions about asymptotics in model selection. When n goes to infinity, p will usually tend to infinity, but not necessarily so. Moreover the rate of growth of p/n can vary a lot, leading to very different kinds of asymptotics. In particular if p tends to infinity sufficiently slowly, the results will be like those for fixed p and n → ∞.
It will be interesting to compare the cross-validatory BF of Draper and Krnjajic (2010) and
Intrinsic Bayes factor in the same problem. Also, our general view for fixed dimensional parameter and moderate n, is that the cross-validatory BF does not differ much from the usual BF. The following heuristics might clarify why this is likely. We consider X 1 , . . . , X n ∼ N (θ, 1) and competing models M 1 : θ = 0 and M 2 : θ > 0, with a standard prior N (µ, σ 2 ) for θ. The leading term of the marginal under M 1 , by Laplace approximation can be written as,
A heuristic cross validatory replacement of this will be
The fact (x j −x −j ) 2 = (x j −x) 2 ( n n−1 ) 2 has the effect of reducing the marginal under alternative, making it conservative under θ = 0. The leading term of cross-validatory BF increases a bit, suggesting it will work better. This has been confirmed by using cross-validatory BF and BF, with simulation studies. We have seen that under M 2 they differ by a very small value in log-scale, but that the small difference plays a critical role under M 1 . Under M 1 , CV BF 12 is greater than one for 80% cases choosing the correct model compared to none of them in case of BF 12 , but we are looking at cases where the Bayes factor is very close to one.
We can justify the above claims for the cross-validatory Bayes factor of Draper and Krnjajic (5) to
The proof of the equation 11 in Mukhopadhyay et. al. (2005) is given in the appendix of that paper.
How to choose the size of cross-validation : some preliminary results
Following Chakrabarti and Ghosh (2007), we will review the high-dimensional normal linear model setup as described in equation (3), with the same competetive models M 1 and M 2 described there. The study in Chakrabarti and Ghosh (2007) was done under the Zellner-Siow prior, but our results hold for any other priors under the following assumption. We assume that
, where π(μ k ) and π(μ r ) are the prior density evaluated at the mle of µ depending on k and r replicates.
For cross-validatory Bayes factor we use k out of r replicates for each µ i to make the prior proper.
A formal definition appears in equation (6) below. Here we will try to prove the consistency of a proxy to CV BF 21 obtained by using the popular KWP-Laplace approximation for high dimensional problems. Under Assumption 1, below we apply this approximation to both BF r 21 and BF k 21 with p as dimension of parameter space and r and k as sample size.
Here "ps" stands for pseudo. We will prove posterior consistency under both models M 1 and M 2 for CV BF ps 21 . To prove the consistency under model M 2 , we assume as in Chakrabarti and Ghosh (2007) , the following.
Theorem 2 Let p, k, r → ∞. Under Assumptions 1 and 2, for both M 1 and M 2 , log CV BF
chooses the correct model, with probability tending to one, for all 0 ≤ c < 1, when k/r → c.
Proof Suppose first, model M 2 is true, then for fixed value of p, log CV BF
The function f (x) = x − log x is increasing for x > 1. Using Assumption 2, when k → ∞, r → ∞,
we have for sufficiently large p, r and k, P (rC k → ∞ but p tends to infinity at a slower rate than k and r − k, this prevents it from becoming a real high-dimensional problem. Then further study is needed.
Multiple Testing : General Issues
In recent years multiple testing has emerged as a very important problem in statistical inference, because of its applicability in understanding large data sets. One of the major fields of applications is bioinformatics, where multiple testing is extensively applied for the analysis of gene expression, proteomics or genome wide association studies (GWAS). The following subsections deal with Full Bayes, Empirical Bayes (EB) and the classical approach to multiple testing based on FDR (False Discovery Rate). Multiple testing can be reformulated as model selection. This has been known in the early literature on this subject, see for example Hodges (1956).
The Full and Empirical Bayes Approaches for multiple testing
The Empirical Bayes approach is very popular in the context of analyzing the microarray data.
It is well understood that due to a very small number of replicates standard maximum likelihood estimates of the variance of the individual gene expression are very imprecise. Therefore the Bayes hierarchical model is often used and the standard deviation for each of the respective t-statistics is estimated based on the Empirical Bayes approach. The method is implemented in the package LIMMA (Smyth (2004) ), which became a standard tool for practical microarray analysis.
More advanced Empirical Bayes approach is proposed in Datta and Datta (2005) , who use the kernel density estimate to estimate the marginal density of z i = Φ −1 (p i ), where Φ(·) is the cdf of the standard normal distribution and p 1 , . . . , p m are p-values for consecutive test statistics. Then, assuming that z i ∼ N (θ i , 1), where θ i = 0 corresponds to the null hypothesis, the authors calculate the Empirical Bayes estimate for θ i and use resampling to decide on the corresponding threshold.
As shown in Datta and Datta (2005) , in many cases their method offers a substantially larger power than the popular Benjamini-Hochberg procedure (BH, Benjamini-Hochberg (1995) ), which however happens at the price of some increase of FDR.
Many contemporary multiple testing procedures are based on a two component mixture model, used e.g. in Berry (1988) , Efron et al. (2001) or Efron and Tibshirani (2002) . Such a mixture model assumes that test statistics X 1 , . . . , X m are iid rv's and their marginal cdf F (x) can be modeled as (7) F
where F 0 (x) and F A (x) denote the cdfs of the null and alternative distributions, respectively, and p is the expected proportion of alternatives among all tests.
A variety of Empirical Bayes methods, both parametric and nonparametric, have been proposed for the estimation of the unknown functions and parameters in (7) for model selection correct for multiplicity by using a fixed prior distribution on p.
Sparsity and limitations of multiple testing procedures
In many applications of multiple testing it is assumed that the proportion of alternatives among all tests p is very small. In the asymptotic context this assumption is often summarized by letting 
Application to high dimensional multiple regression
The relationship between multiple testing and the problem of model selection in high-dimensional multiple regression has been extensively discussed e.g. n the random correlations would gradually disappear and the true genes could be appropriately ranked, one should recognize that simulating 40 causal genes is just a toy approximation for a true complexity of GWAS. It is currently believed that complex, quantitative traits are often influenced by a huge number of very weak genes, so called polygenes. In this situation the basic assumption of Fan and Lv (2008) that the true number of regressors is smaller than n is no longer satisfied.
In this case the task of localizing important genes relies rather on identifying large outliers than testing that a given regression coefficient is zero. We believe that under this scenario "strong" genes can be appropriately identified by SIS only if their individual effects exceed the summary effect of polygenes. Developing precise conditions for the identifiability of such strong regressors remains an interesting topic for future research.
Comparing more than two experimental conditions
In many real life problems scientists observe certain characteristics over a period of time or under a set of ordered conditions. Then the major point of interest is detecting some significant trends.
In case when many characteristics are observed at the same time this leads to a multiple testing While in principle the multidimensional directional multiple testing problem can be addressed by the appropriate extension of the mixture model and application of the Bayes or empirical Bayes approach, we are not aware of any specific Bayesian solution. Surely, this is a promising topic for a further research.
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