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ABSTRACT
Collaborative Appearance-Based Place Recognition and Improving Place Recognition
Using Detection of Dynamic Objects
by
Juan Pablo Muñoz
Adviser: Scott Dexter
This dissertation makes contributions to the problem of Long-Term Appearance-Based
Place Recognition. We present a framework for place recognition in a collaborative scheme
and a method to reduce the impact of dynamic objects on place representations. We demon-
strate our findings using a state-of-the-art place recognition approach.
We begin in Part I by describing the general problem of place recognition and its im-
portance in applications where accurate localization is crucial. We discuss feature detection
and description and also explain the functioning of several place recognition frameworks.
In Part II, we present a novel framework for collaboration between agents from a pure
appearance-based place recognition perspective. Using this framework, multiple agents can
efficiently share partial or complete knowledge about places and benefit from their team-
work. This collaborative framework allows agents with limited storage and memory capacity
to become useful in environment exploration tasks (for instance, by enabling remote recogni-
tion); includes procedures to manage an agent’s memory load and distributes knowledge of
places across agents; allows the reuse of knowledge from one agent to another; and increases
the tolerance for failure of individual agents. Part II also defines metrics which allow us to
measure the performance of a system that uses the collaborative framework.
Finally, in Part III, we present an innovative method to improve the recognition of places
in environments densely populated by dynamic objects. We demonstrate that we can improve
the recognition performance in these environments by incorporating high-level information
from dynamic objects. Tests conducted using a synthetic dataset show the benefits of our
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approach. The proposed method allows the system to significantly improve the recognition
performance in the photo-realistic dataset while reducing storage requirements, resulting
in up to 23.7 percent less storage space than the state-of-the-art approach that we have
extended; smaller representations also reduced the time required to match places. In Part
III, we also formulate the concept of a valid place representation and determine the quality
of the observation based on dynamic objects present in the agent’s view.
Of course, recognition systems that are sensitive to dynamic objects incur additional com-
putational costs to recognize those objects. We show that this additional cost is outweighed
by the benefits that incorporating dynamic object detection in the place recognition pipeline.
Our findings can be used in many applications, including applications for navigation, e.g.
assisting visually impaired individuals with navigating indoors, or autonomous vehicles.
My committee is composed of the following professors: Professor Scott Dexter, my men-
tor, whose research is at the intersection of computing and social phenomena; Professor
Robert Haralick, a distinguished professor of Computer Science at the City University of
New York; Professor Ioannis Stamos, an expert in Computer Vision; Professor Suzanne
McIntosh, an expert in Big Data Analysis. I am very grateful to all of them for their
evaluation of my research.
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Part I
Appearance-based Place Recognition
1

Chapter 1
Introduction
Despite recent innovations in sensor technology, machine learning, and parallel comput-
ing, we still struggle to program computers to recognize places as well as people do, mostly
because appearances of places are constantly changing. Among other difficulties that a ma-
chine encounters when attempting to recognize a place is the fact that places are usually
populated with dynamic objects—such as people, animals, and vehicles in transit—that are
included in the sensor readings of the agent, and then inappropriately become part of the
representation of a place, later degrading the matching process. There is also the question
of what to do with the visual information that has been collected and how this information
can be shared with other agents in a collaborative fashion.
Two decades ago, referring to general recognition tasks, Flickner [10] challenged the
Computer Vision community by describing how a three-year-old child can easily identify
all the dogs in a book, while a computer struggled to accomplish this task. Even though
computers outperform humans in long-term memory and computational power, we are still
more adept at assigning meaning to the contents of an image. Recently, Deep Learning
approaches have amazed us with outstanding results in image classification tasks, and there
is the expectation that these approaches will soon reach human-level recognition.
3
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In the particular case of place recognition, human beings visit many places every day
and are able to quickly recognize them, despite not committing all the details of the lo-
cation to memory. We are capable of remembering visited places by using compact, lossy
representations. An interesting example of how humans quickly process visual information,
sometimes discarding important features, is the Invisible Gorilla experiment [11], in which
research participants failed to notice a person dressed as a gorilla that was in plain field
of view for a few seconds because their attention was focused on other visual information.
In this experiment, the video showed the person in the gorilla costume dancing in between
people passing basketballs, and the subjects were asked to count the number of passes for
one of the teams. Similarly, when humans visit a particular place, we generally remember
only a few details of the place, but those details are usually enough to help us recognize that
place when we return.
In 1948, Claude Shannon revolutionized the way that we think about information and
gave us a Theory of Communication [12]. His formalization of the concept of information
paved the way for an exponential growth in research on information transmission and re-
trieval. Just a few years after Shannon presented his theory, in 1951, Calvin Mooers [13] was
already proposing algorithms for organizing and retrieving information from text documents.
Mooers’s innovative idea was to assign a descriptor to important features of the document
based on a vocabulary (a.k.a. codebook). Computer programs use descriptors when repre-
senting places or describing other entities captured by their sensors. In this dissertation,
descriptors will be referred to by several other names, e.g., visual words. But we will see
that at the core of a place representation, there is always a set of descriptors.
It took over 40 years for Computer Vision researchers to implement Mooers’s ideas. In
1997, Gupta et al. [14] proposed extending Mooers’s ideas to retrieving a digital image or
video from a collection based on a query made by the user. Computer Vision research has
made significant advances since Gupta first applied Mooers’s ideas. Nevertheless, extracting
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semantic information from images remains a difficult challenge. Images cannot be processed
exactly the way that we process text documents. As Gupta says, “The information sought
is inherently in the form of imagery that a textual language, however powerful, is unable to
express adequately, making query processing inefficient” [14] (p. 72). Hence the phrase, “a
picture is worth a thousand words”.
If we look at the image retrieval systems that were available just 25 years ago, like IBM’s
QBIC System [10] or MIT’s Photobook [15], and compare them with the state of the art
Deep Learning approaches that have been winning all the image classification competitions
in the last few years [16], we can see how far software has progressed in terms of classifying
images and videos. QBIC was revolutionary in the sense that it was able to retrieve images
similar to the image provided in a query based on only a few features: color, texture, and
shapes. In terms of user interaction, it allowed the user to use sketches and drawings as a
starting point for finding matches.
In this dissertation, we will see that recognizing places subsumes retrieving an image
from a collection, but place recognition systems take into account other information, like the
last known location of the agent, or, as we will see in Part III, how the presence of dynamic
objects may affect the recognition of a place the next time we visit it.
In practical terms, the problem of appearance-based place recognition lies in deciding
whether an agent is visiting a new location or if its current location was previously known
to the agent. Algorithms that confront the problem of recognizing places are very useful
in many robotics and computer vision applications. Take, for instance, a robot that is able
to navigate to a destination based on the clues given from its visual sensors. It could, for
instance, construct a topological structure [17] in which two locations sharing a link in the
graph are located adjacently in the world. This robot can greatly benefit from confirming
whether it has arrived at a previously visited place, enabling it to navigate by leveraging
the information stored in the topological graph. Or imagine a scenario in which a visually
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impaired person enters a new building; she pulls out her smartphone and the device guides
her to her destination [2] [3]. This latter application is an example of the importance of
appearance-based place recognition, which is more significant in environments where agents
cannot rely on Global Positioning System (GPS), or other sensory data, to confirm that they
might be in a previously visited place.
Contributions
The research presented in this study makes the following contributions:
1. Formulation of a collaborative place recognition framework where multiple agents share
knowledge about places and benefit from their teamwork. The framework:
• allows agents with limited storage and memory capacity to become useful in en-
vironment exploration tasks (for instance, by enabling remote recognition);
• enables procedures to manage an agent’s memory load and distributes knowledge
of places across agents;
• allows the reuse of knowledge of places from one agent to another;
• increases the tolerance for failure of individual agents (redundancy).
We include metrics to evaluate the performance of the group of agents.
2. A novel method to improve the recognition of places in environments densely populated
by dynamic objects. Tests conducted using urban datasets show the benefits of our
approach. We demonstrate that by incorporating high-level information from dynamic
objects, we:
• improve the recognition performance in environments populated by dynamic ob-
jects, recognizing in some configurations more than 80 percent more places than
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state-of-the-art approaches in a photo-realistic dataset;
• reduce storage requirements, resulting in up to 23.7 percent less storage space
than the state-of-the-art approach that we have extended;
• improve the time required to match places.
We formulate the concept of a valid place based on dynamic objects present in the
observation.
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Chapter 2
Problem definition
In this chapter, we formalize the problem of long-term appearance-based place recogni-
tion. We define crucial concepts that will accompany us throughout this dissertation. We
begin with a definition of the problem in its more general form.
Definition 2.0.1. Appearance-based Place Recognition (or Visual Place Recognition)
refers to the problem of confirming that an agent is revisiting a place using its visual sensors.
Agents acquire knowledge of places as they explore an environment. Periodically, place
recognition algorithms assess whether or not the agent has previously visited the current
location. This assessment is aided by the computation of a confidence value and other
additional mechanisms. If an agent fails to recognize a place, the assumption is that the
agent is visiting a new place, which is added to its knowledge base.
Definition 2.0.2. A place, a.k.a. location, is a space in the real world potentially occupied
by an agent, a. From this location, an agent can perceive a fragment of the real world using
its sensors. In this study, we are interested in agents that capture monocular digital images
from these locations.
Definition 2.0.3. Image space, I, refers to the finite set of all the possible digital images
that can be captured by the visual sensor of an agent, a, at a predetermined resolution
11
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(W × H), number of channels, c, each channel with a color bit depth, b. The size of the
image space, I, is,
|I| = 2(b×c)(W×H) (2.1)
Definition 2.0.4. A visual place is a member, Ii, of the image space, I.
An agent processes visual data from its sensors and attempts to recognize a place at
a particular rate λ. Hence, visual places could be thought of as “linked.” That is, each
observation is preceded by the one before it and followed by the one after. This information
(neighboring visual places) may be useful in some applications. Several visual places may
correspond to the same place in the real world (Figure 2.1). Several places in the real world
may have a single visual place associated with them; a problem known as perceptual aliasing.
The agent may or may not have knowledge of metric information about its position, nor the
position of visual places, in the real world.
Place recognition frameworks have taken different approaches for the selection of the
value of the parameter λ that determines the rate in which agents attempt to recognize
visual places. If the system has access to odometry information, λ could be defined in terms
of the displacement of the agent, e.g., an agent can attempt to recognize a place every 0.50
cm. In other cases, λ could be defined in units of time that reflect the interval between each
attempt to recognize a place.
Definition 2.0.5. A place representation, pr, is an encoding of a visual place, Ii ∈ I.
The observations captured by an agent, a, are encoded using a predetermined representation
scheme, rs (Equation 2.3), for storage and later matching with other place representations.
A place representation, pr, is composed by a n-tuple of feature descriptors, vi, i = 1, ..., n:
pr = (v1, ..., vn). (2.2)
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Definition 2.0.6. A place representation scheme, rs, is a transformation of a visual place,
Ii ∈ I, into a place representation, pr ∈ PR.
rs : I → PR. (2.3)
We denote PR to be the set of all possible place representations that can be generated
from I using rs,
PR = {pr | ∀x(x ∈ I → pr = rs(x)}. (2.4)
Notice that this transformation may result in Ii = pri when the place representation
scheme does not further encode the original image, i.e., rs is the identity function,
rs(x) = x. (2.5)
Notice, as well, that several visual places from different places in the real world may
result in the same place representation. rs can be thought of as a dimensionality reduction
procedure in which a rich and complex visual place, Ii, may be described with a simpler
representation, pr.
When rs produces a place representation, pr, from a single observation, Ii, we say that
pr is pose-based. It may be the case that rs takes several observations to produce a single
place representation, pr. When this is the case, we designate that pr is virtual location-
based [18]. In this document, we are focused only in pose-based place representations.
Place recognition relies not only on effective representations of places but also on main-
taining sets of these representations (related either spatially or temporally) of places that an
agent has encountered.
We will discuss in more detail prevalent algorithms for feature detection and description
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Figure 2.1: Two observations that correspond to the same place. The place representa-
tions generated from these two observations may be the same or different depending on the
representation scheme in use. Images from the Malaga dataset [1].
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in Chapters 3 and 4. That discussion will help us better understand the process of generating
place representations.
Definition 2.0.7. A map, M , is the set of all visual places data structures from observations
captured and representations generated by an agent.
From a system’s implementation perspective, it is convenient to think of an agent’s ob-
servation of a place in broader terms. In particular, an agent’s observations can be organized
as a graph, in which each node is associated with one or more locations in image space, and
their corresponding representations and properties. That is, as a data structure (Table 2.1)
that may hold other information in addition to the representation of the observation:
Visual Place Data Structure
ID Unique identifier of the visual place
Timestamp Timestamp of observation
Neighbors Set of adjacent visual places
Place Representation Encoding of the observation, pr ∈ PR
Table 2.1: Visual Place Data Structure
Information about adjacent visual places gives us a convenient way of describing the
stream of data from the sensors. In some place recognition algorithms, it may be useful to
know that image t came after image t− 1.
This data structure can be extended to contain additional information, e.g., metric infor-
mation. For clarity, we denote this data structure as vp, to distinguish this data structure
from the underlying place representation, pr.
Graph Representation: Using the above data structure as a vertex of a graph G, a
sequence of visual place data structures generated from observations of agent a can also be
described in graphical form. Each node is associated with one or more locations in image
space. The last node, i.e., last observed visual place data structure in the graph has NULL as
the value for the ID of the next visual place. Such a graph is a common way of representing
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an agent’s map.
vp0start vp1 ... end
λ λ λ
Definition 2.0.8. Revisiting a place is a constrained optimization procedure in which an
algorithm searches for the “optimal” solution (best matching place representation) from a set
of solutions, i.e., PR. The criterion that we want to minimize is the dissimilarity between
the current place representation, prcurr, and any other possible representation in PR−prcurr.
The goal of this procedure is to minimize the objective function f ,
pr∗ = argmin
pri∈(PR−prcurr)
f(prcurr, pri), (2.6)
where f , the objective function, is the bivariate function,
f : {prcurr} × (PR− prcurr)→ R, (2.7)
that takes as input, the current observation, represented by prcurr, and compares it to another
observation represented by pri ∈ PR − prcurr, producing a real number that represents the
dissimilarity between two place representations.
The objective function is also subject to a set of k external constraints, C:
C = {c1, ..., ck}. (2.8)
An always present constraint in place recognition, c1, is that the “best” solution has to
come from previous observations by the agent, i.e., from the map,
pri ∈ (MPR − prcurr), (2.9)
where M is the current map defined above, and MPR are the place representations stored in
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that map, i.e., MPR ⊂ PR. The map contains data structures generated from the set of an
agent’s observations up to the current observation made by the agent.
Another common constraint, c2, is that when the objective function, taking as input the
place representation of the current observation and the “best” match has to have an output
below a similarityTh threshold:
f(prcurr, pr
∗) < similarityTh. (2.10)
The intuition for this threshold is that, without this constraint, the objective function
will always return some “best” match from the map. However, we are only interested in
candidates that have a high degree of similarity to the place representation used for the
query; places that are too dissimilar are not viable solutions.
A sometimes present constraint, c3, is that any candidate match for a place has to be
beyond k places of separation from the current place. Thinking graphically, we say that the
geodesic distance between any candidate node (visual place) and the node corresponding to
the current observation has to be above a threshold, sometimes called the recency threshold.
The intuition for this threshold is that observations of places that are closer in time may
highly resemble the current observation. Depending on the application of the place recogni-
tion algorithm, we may be interested only in candidates from the query that reflect that the
agent has traversed some distance (in time or space) before going back to the same place.
The agent confirms that it is revisiting a place if there is a solution to the optimization
procedure that satisfies the constraints in C. If no solution was found in the set of place
representations in the map, MPR, then the current observation becomes a new member of
M . A new visual place data structure is instantiated. This new data structure is associated
with a new node in G.
Revisiting a place can be depicted graphically as an edge that is going from the current
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place node to the matched visual place node. The following graph illustrates the agent
positively matching the place representations pr1 and pr3, using their respective visual place
structures. The node in light gray indicates the current observation of the agent.
vp0start vp1 vp2 vp3
λ λ λ
When deciding whether an agent is revisiting a place, a place recognition algorithm is
confronted with a problem of data association, in which the agent relates features of the
current place representation with features from representations stored in the map. If the
procedure determines that an agent is visiting a new place, i.e., no good match has been
found, then a new visual data structure is instantiated. Otherwise, the agent associates the
current observation with the match, and an update of the place representation is required.
An incorrect data association, i.e., concluding that the agent is revisiting a place when it
is not, can have catastrophic consequences. No place recognition approach is perfect. Hence,
there are two paths that could be taken: (1) make the place recognition algorithm more
robust or (2) have a robust back-end component that is capable of rejecting incorrect data
associations.
FAB-MAP [19] is the classic example of an approach that focuses on making the place
recognition component more robust. It models the problem as a recursive Bayesian estima-
tion problem (Equation 2.11), in which at each step the system computes the probability of
being at location Li, given all the observations, Zk, up to that point in time. In this frame-
work, new locations are initialized using prior probabilities obtained from training data. We
will discuss FAB-MAP in detail in Chapter 5.
p(Li | Zk) = p(Zk | Li,Z
k−1)p(Li | Zk−1)
p(Zk | Zk−1) . (2.11)
On the other side of the spectrum, we have approaches that embrace the fact that place
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recognition algorithms, particularly those that run in real time, are not perfect; and may
make incorrect data associations [20]. Those algorithms let back-end components correct
any imperfect data association made during the place recognition step. These approaches
usually rely on additional constraints, for instance, odometry information. If the back-
end component detects an incorrect data association, it can force a rearrangement of the
topological graph of visual places.
Agents do not exist in a vacuum; they pursue goals, and act, sometimes reactively,
sometimes based on internal models, to what they perceive in the world. They function in
a space that sometimes is denoted as the environment.
Definition 2.0.9. An environment, e, is a bounded space in the world where an agent
collects observations.
The significance of performing correct data associations is related to another problem
in which an agent, often because of sensor errors, appears to be in a completely different
location. This is the so called kidnapped robot problem. This problem refers to instances in
which an agent may be suddenly moved to a different location. In those cases, the readings
from the agent’s sensors will produce a “jump” that can confuse and even crash mapping
and localization algorithms.
If the agent knows a map of its environment a priori, then we are dealing with the
simpler problem of localization, that is, the use of sensory information to establish the
agent’s location in the map. However, if the agent does not know a map of the environment
in advance, then we are dealing with a more complicated problem in which the agent has to
simultaneously map and localize itself, and that is when the kidnapped robot problem really
becomes catastrophic.
Now that we have introduced some fundamental concepts, we can specify the general
procedure that an agent may follow when recognizing places.
Definition 2.0.10. A visual place recognition algorithm is a set of procedures that check,
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at a predetermined rate, whether an agent is revisiting a place. Following the definitions so
far presented in this document, it has the following components:
• image specifications;
• a representation scheme;
• an environment to be explored by the agent;
• an objective function, a.k.a. dissimilarity function that has to be minimized;
• a set of constraints (including a set of thresholds) for deciding whether the agent is
revisiting a place;
• a predetermined heuristic to be used when updating the underlying place representa-
tion, and the container data structure.
Once an agent has confirmed that it is revisiting a place, it has to rearrange its map.
Definition 2.0.11. Procedure: Map Update. The following procedure updates the map and
merges the revisited visual place data structures. This procedure is composed of several
subprocedures.
Subprocedure 1 - Links update
Input: The two data structures corresponding to the revisited place: the old visual place
data structure, vpi and the data structure generated from the current location, vpk.
Output: Updated links between data structures (updated edges in graph).
∀x(x ∈ vpk.prevPs :
x.nextPs ∪ vpi, vpi.prevPs ∪ x)
(2.12)
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In the graph representation, the revisited node becomes the current place (highlighted in
gray), i.e., the current location in image space for the agent,
vp0start vp1 vp2
Subprocedure 2 - Place representation update.
Upon revisiting a place, and depending on the application in which place recognition is
used, there may also be the need to update the corresponding underlying place representa-
tion. In Chapter 5, we will discuss how some popular frameworks for place recognition update
their place representation. In general, place recognition algorithms use different heuristics
to update their place representation. The goal is to produce a new single representation, pr′i,
from the two matching representations: the old pri and the current prk. This is accomplished
using a transformation procedure, cp.
pr′i ← cp(prk, pri) (2.13)
The transformation procedure may end up with a new representation that combines both
pri and prk. Another heuristic may propose that the current representation, prk, is the most
accurate representation of the place, hence using this representation for the update. Other
approaches may represent the location as a probabilistic model, for instance, FAB-MAP [19],
mentioned above, updates its location model by updating the belief about scene elements at
each location.
Another proposed heuristic attempts to contain in a single representation characteristics
from both matching representations. The rationale behind this heuristic is that the current
place representation, prk, may contain features that can improve the original representation.
An observation of a place visited during the day may result in a place representation com-
pletely different from an observation of the place visited late at night. According to this
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view, fusing these representations will result in a more robust representation that can be
used when the agent is visiting the place at different times [21].
There is another alternative heuristic, in which each new generated representation is kept
in a stack. The place data structure is modified to have a collection of representations of the
same place instead of a single representation that is updated upon revisiting. The rationale
behind this heuristic is that every single representation of the place contains important
information that can neither be discarded nor combined with another representation. That
is, each representation describes one possible configuration of the same place under different
physical configurations.
Subprocedure 3 - ID and timestamps update.
The index of visual places is decreased by one to take into account the removal of the
merged data structures. The timestamp of the revisited place may be updated to record the
last time that the visual place was modified. The current place, i.e., the revisited place, is
the starting point for the agent to continue its exploration,
vp0start vp1 vp2
vp3
Evaluation of Appearance-based Place Recognition Algo-
rithms
Precision and recall are two metrics used to evaluate the performance of place recog-
nition algorithms (and binary classifiers in general). In Chapter 5, we will discuss different
approaches that use these metrics to assess their methods in a particular environment. We
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will define these metrics now.
Definition 2.0.12. Precision refers to the ratio between true positives and the sum of true
posives plus true negatives. That is, precision tells us how correct the predictions made by
the place recognition procedure were:
Precision =
# of relevant representations retrieved
# of relevant represent. retrieved + # of irrelevant represent. retrieved
.
(2.14)
For instance, one hundred percent precision means that every time that the place recog-
nition algorithm concluded that it was revisiting a place, the agent was indeed revisiting
those places, i.e., all the predictions were correct.
Definition 2.0.13. Recall is the ratio between true positives and the sum of true positives
and false negatives. Recall tells us that the place recognition algorithm recognized a number
of places from the total number of places that it was supposed to recognize in a test dataset:
Recall =
# of relevant representations retrieved
# of relevant representations retrieved + # of relevant representations not retrieved
.
(2.15)
For instance, if a place recognition algorithm matched only half of the total number of
place revisits contained in the dataset, then recall is 50%.
Precision and recall are inversely related; that is, as precision increases, recall decreases.
Next we describe a measure, the F-Score, that allows us to assess this trade-off. The F-Score
produces a single number that reflects the performance of a place recognition algorithm.
Definition 2.0.14. In general, the equation for the F-Score is
Fw = (1 + w
2)× Precision× Recall
(w2 × Precision) + Recall , (2.16)
where w is a control parameter that tells us whether we want to give more weight to precision
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or to recall. That is, w < 1 gives more weight to precision, while w > 1 gives more weight
to recall. The F-Score allows one to tinker with these weights given to precision and recall.
For instance, the F1-Score gives equal weight to both, while the F2-Score gives more weight
to recall than precision. As an example, the F1-Score is defined as follows:
F1 = 2× Precision× Recall
Precision + Recall
. (2.17)
Ground truth for place recognition algorithm evaluation
In order to evaluate an appearance-based place recognition algorithm, there is a need for
ground truth data. That is, given a dataset, e.g., a sequence of digital images, ground truth
data indicates the correct predictions that the place recognition algorithm should produce if
executed on the dataset.
Ground truth data can take the form of a list of images in the dataset that close a
loop, i.e., the agent revisits the places associated with those images. If pose information
is available, ground truth data may take the form of a list of IDs of images and the pose
information associated with those images. We will see more examples of ground truth data
in the experiments’ sections at the end of Parts II and III.
The goal in the design of an appearance-based place recognition algorithm is, in general, to
maximize the area of the precision-recall curve (Figure 2.2) for a particular environment. The
performance of the algorithms in question will differ depending on the type of environment
in which they are executed, the method for collecting the visual information, and particular
requirements of precision and recall for other processes that an agent executes.
Comparison of Appearance-based Place Recognition Algorithms
The performance of two place recognition algorithms in environment e is compared using
ground truth data and,
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Figure 2.2: Example of precision-recall curves for two hypothetical recognition algorithms.
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• the precision and recall metrics of each of the algorithms;
• the mean time required by an algorithm to attempt to recognize a place;
• the storage size of the map (database) at the end of visiting an environment;
• a combination of the metrics above.
2.1 Additional Considerations
At the core of many place recognition algorithms is the assumption that a place is a
discrete location in the environment that usually has enough distinctive information. These
places are usually recognized by matching a representation of the current image frame with
an element of a previously collected set of representations extracted from image frames of
previously visited places.
From Definition 2.0.5, the reader may conclude that place representations are usually
generated from single image frames. However, this is not always the case. Innovative ap-
proaches have been proposed that create more complex representations from the relationship
of contiguous frames. That is, researchers have explored describing places in terms of the
fusion of multiple discrete visual sensory information adjacent in time. An example of these
kinds of alternative descriptions are virtual locations, in which a representation is constructed
based on the overlapping features detected in multiple frames (Covisibility Maps) [18] [22].
Earlier approaches used the intersection between well-defined areas, e.g., rooms, to represent
a place [23] [24].
In terms of the perceived visual features, there are approaches that statistically decide
whether a certain location is more meaningful than another, for instance, based on the
density of the number of features detected [25]. Thus, the decision of labeling a location as
a place is entirely based on the posterior analysis of the features detected.
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The matching of whole images, even when using low-resolution representations of these
images [26] [27] [28], is often an inefficient and sometimes expensive operation. Additionally,
reducing the dimension of the image may also discard crucial information about the place.
Relatively recent successful approaches usually rely on matching only a selected set of local
descriptors extracted from the image [7] [8] [20] [29] [30] [31]. These descriptors are extracted
efficiently using a myriad of approaches [6] [32] [33], including the use of machine learning
techniques [34] [35]. Approaches have been proposed to further reduce these representations
using quantization of the original descriptors [36] [37]. This quantization step speeds up
the matching procedure; however, often with a cost in terms of the quality of the final
representation. Visual Bags of Words is one example of quantization techniques that have
achieved excellent results, and that has been incorporated into many of the existing real-time
place recognition frameworks [38] [39] [40]. We discuss feature detection and description in
more detail in Chapters 3 and 4.
Appearance-based place recognition is usually framed as an information retrieval prob-
lem. However, it deals with additional complications that make this problem different from
traditional information retrieval approaches. For instance, it is usually an incremental oper-
ation, since the agent is in a continuous exploration of the environment [41].
Lowry et al. identify three common phases in Appearance-based Place Recognition sys-
tems: Image Processing, Map, and Belief Generation [42]. The reader may notice these
phases in the formal definition outlined in the previous section. First, the image needs to be
processed since dealing with the original image captured by the agent is usually too compu-
tationally expensive. Second, a map structure collects representations of the visited places.
Finally, an inference procedure makes decisions about the possibility of revisiting a place.
Next, we describe some of the challenges that systems encounter when recognizing places.
CHAPTER 2. PROBLEM DEFINITION Page 27
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
2.2 Challenges to Place Recognition
Place recognition is plagued by several challenges that are rooted in the limited infor-
mation that is obtained from processing the sensors’ data. Places change in appearance
over time. The change might be caused by the change in the positions of certain objects.
Dynamic objects present a significant challenge to place recognition. Sensors only provide
raw data about environments, and these environments are sometimes densely populated by
dynamic objects that sensor readings alone cannot discriminate. The problem is that we do
not know whether these objects will be displaced to a new location by the time of the next
visit of the agent. Human beings understand that the next time that they visit an office,
a trash can might not be in the same place as the last time. Human begins are able to
minimize the effect that these dynamic objects have in our memories of places. In Part III of
this dissertation, we describe an approach to deal with dynamic objects that also improves
place representations.
Outdoor locations present a different challenge. Seasons change and with them the
appearance of some outdoor places. A good example of dramatic changes in outdoor envi-
ronments is the change in appearance of trees throughout the year. An autonomous vehicle
navigating in those environments will have to take into account and mitigate the effects of
those changes.
Without context and prior knowledge it is impossible, not only for computers but to
humans as well, to distinguish between two places with very similar appearance. In those
situations, we say that the agent has encountered a case of perceptual aliasing, that is,
the current sensory information, without background knowledge, can be matched to several
representations of places previously visited. Partial solutions to this problem involve the
incorporation in the system of additional information, for instance, the recent position in a
global map [19] [41] [43] [44].
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Another challenge is that of viewpoint change. The next time that an agent is visiting
a place, it may observe this place from a slightly different position or orientation. One goal
of most place recognition algorithms is to tolerate those changes in multiple views of the
same place. This goal is usually accomplished by using robust feature descriptors that are
invariant to minor changes in viewpoint.
Illumination plays an important role in our memories of places. Some places look com-
pletely different during the night from how they looked in a previous visit during the day [45].
One possible approach to deal with this challenge is to fuse different representations of places
taken with different levels of illumination. Johns et al. experimented with combining sensory
information obtained at different times of the day [21].
The cost of training, or a priori knowledge that Place Recognition algorithms may require,
is another common challenge. If we consider that human background knowledge has been the
result of years of experiences, we can understand the fact that algorithms will also require a
significant amount of time to train before exploring a new environment. A priori knowledge
may include the learning of a vocabulary [40], the training of a model [46] [47] [48]. It is also
important to confront the issue of continuing learning, since place recognition algorithms
incrementally learn as an agent explores an environment.
Drastic changes in the speed of an agent may affect the accuracy of some place recognition
algorithms. A few approaches require the agent to traverse a route at the same speed or
following the same trajectory that they used when learning the place. These requirements
are not practical for navigation applications where the agent may vary its speed. These
requirements are met only in a few limited situations, which makes algorithms that are
based on these assumptions not very useful.
Appearance-based place recognition approaches may perform differently depending on
the environment in which they are used. Different methods for collecting visual information
may also affect the performance of visual place recognition approaches. For instance, if the
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camera rotates only in-plane, then a simple method, e.g. BRIEF-Gist (Chapter 5), will
perform better than other more complex approaches.
Place Recognition and Simultaneous Localization andMap-
ping (SLAM)
Simultaneous Localization and Mapping (SLAM) refers to the problem in which an agent
has to localize itself without having any prior knowledge of the environment. Thus, the agent
has to localize against a map that it is simultaneously building. A crucial step in SLAM is
the so called loop closure, in which after the agent has detected that it is revisiting a place,
it performs an optimization on the map that has been constructed up to that moment. A
system that is capable of closing loops can better correct any drift that has occurred in its
estimated trajectory while navigating. Visual place recognition provides a good solution to
the loop closure problem, especially for very large environments [39] [44].
Not all SLAM approaches use appearance-based place recognition for loop detection.
Some approaches use other sensory information to keep track of the features of the envi-
ronment. For instance, the so called “metric” approaches do not always benefit from visual
information [44]. In those approaches, the agent keeps track of its poses and the landmarks
that it has visited. These kinds of approaches tend to not function as well since most of the
information that they keep is local, often discarding information that can be useful later.
For instance, a sudden and drastic change in the position of the agent, e.g. kidnapped robot
problem will greatly confuse these approaches.
Appearance-based place recognition is a good step to make SLAM algorithms more robust
[49]. Depending on the complexity of the approach, appearance-based place recognition can
be considered by itself as SLAM in image space.
CHAPTER 2. PROBLEM DEFINITION Page 30
Chapter 3
Feature Detection
The exact way in which humans represent places is still a mystery. However, from the
clues provided by neuroscience [50], we believe that this representation is not a complete
description (in the sense of storing every single piece of data gathered by our senses) of
each place that we have visited, but a reduced description that contains only a few relevant
features of the place. When implementing place recognition approaches in computers, we
follow the same route. That is, we write programs that identify the salient features in an
agent’s observation of a place, and we use those features in the future to help the agent
recognize a place. The choice of feature detection and description that is used by the system
is going to impact its performance.
In this chapter, we discuss different approaches to extract salient features in images. We
do not cover every single approach, since in the past two decades, the Computer Vision
community has developed a myriad of sophisticated feature detectors that can be used in
real-time applications, and descriptors that use only a few bits to describe the detected
features. We focus mostly on approaches that are related to place recognition.
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3.1 Global Image Features
Early research focused on extracting global features from an image, and on using these
features in image retrieval systems [10] [51] [52]. In some sophisticated approaches, the
features were extracted using mathematical decomposition, as in the case of eigenfeatures
used to detect faces in images [53]. Smith and Chang [52] explored the use of quantized color
information, color sets, to reduce the computation required when matching images based on
color blobs. Using these color sets, they were also able to perform geometric tests based on
the arrangements of the resulting blobs. They were pioneers in geometric verification in the
context of image retrieval. Their algorithm first transformed an RGB image to an HSV color
model image, and then quantized the HSV vectors into a binary representation, the color
set. Using binary back-projection, the algorithm created an image, B, with the segmented
regions that resulted from the quantization. In order to determine the similarity between
two colors, the proximity in the HSV cylinder was used.
The use of global image features, such as pixel intensity histograms, was also part of earlier
approaches to place recognition. In some cases, all the information contained in the image
was reduced to a data structure, e.g., a histogram, that then was used to match against other
images. The work of Ulrich et al. is a nice example of the state of place recognition research
at the beginning of the century [24]. They used color histograms from an omnidirectional
camera to accomplish topological localization. We describe their approach in more detail in
Chapter 5.
Algorithms for matching images using global image features, e.g., color histograms, can be
easily fooled. Completely different places can have a similar distribution of pixel intensities,
or changing the viewpoint can result in a drastic change in the distribution. Occlusion is
also the cause of great degeneration in image histograms. An new object in the view can
completely distort a histogram.
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In 2001, Krose et al. [54] used Principal Component Analysis (PCA) to create smaller
representations of images. Later in 2003, Torralba et al. [26] implemented a system that
was able to deal with 60 different locations. Their approach also used low-dimensional
representation of images. Thanks to this representation, they were able to substantially
reduce the amount of required computation. An important finding by Torralba et al. [28],
later in 2008, was the fact that humans are able to recognize scenes in color images, even
after these images have been downsized to 32x32 pixels. With grayscale images, humans need
images of at least 64x64 pixels to recognize a scene. They gathered a collection of 79,302,017
images from the Internet and associated each image with a label from the Wordnet lexical
database. They were able to show that computers are able to correctly recognize broad
categories of scenes even with such small images. However, it is important to emphasize
that the classes of scenes in this research were general classes, not specific places with a
particular location associated to each of them.
There have been other attempts to use global image descriptors for matching places,
e.g., spatial envelope [55], and image epitomes [56]. However, in the past few years, real-
time applications have favored local image features, which we cover in the next section.
The reasons for this paradigm shift was motivated by the improvement of quality in the
description of images that local feature description brought, in comparison to approaches
that used global features. Approaches for place recognition that use hand-crafted local
features have been the top performers for many years, and as we will see in the following
sections, they are still the preferred approach in many place recognition applications. More
recently, Deep Learning approaches are being explored with great expectations for their use
in place recognition applications.
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3.2 Local Feature Detection
As we discussed in the last section, image descriptions that are based on traditional global
features from images are usually not distinct enough to achieve good results in large scale
image matching. Additionally, those global approaches are often computationally expensive
and lack robustness. The work of Hannah [57] in the 1970s pioneered the work on improving
matching techniques and switched the focus of researchers to consider correlations between
smaller patches, i.e., local features, as the base for finding similarities between two images.
Using local features makes image matching algorithms more tolerant to occlusions and
viewpoint changes. Early local feature detectors required a excessive amount of time to
detect salient local features. Recent developments have made detecting these features in real
time possible.
According to Forstner [58] [59] and Scaramussa [60], a good feature detector should:
(i) be able to determine with great accuracy the position (and scale) of the keypoint;
(ii) be efficient when computing each keypoint;
(iii) be stable, robust and invariant to scale and rotation. A feature detector should be
capable of detecting features in noisy data, or when the data collected has been affected
by geometrical transformations;
(iv) be capable of detecting rare features that exists in similar places in the environment,
which is particularly challenging in man-made environments with high probability of
perceptual aliasing ;
(v) and above all, have a high degree of repeatability and distinctiveness [29].
Forstner [58] adds interpretability to the list of desired properties of local feature de-
tectors. This is a property that is usually satisfied by hand-crafted local feature detectors.
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Interpretability, i.e., explanation for why a particular feature was detected, is hard to attain
in Deep Learning approaches.
Another important breakthrough in local feature detection is corner detection. In 1980,
Hans Moravec [61] conceived a corner detector that uses as a measure of cornerness the
smallest Sum of the Squared Differences (SSD) of pixel intensities. Moravec compares a
window around each pixel with another window shifted one pixel in four directions:
Ex,y =
∑
u,v
wu,v | I(x+ u, y + v)− I(u, v) |2, (3.1)
where I(u, v) is the image intensity at image location (u, v). E is the energy function that
measures the change produced when shifting window, w. Moravec’s detector looks for local
maxima in min(E) that is above a threshold. If the patch on the image evaluated contains
a corner, then shifting the window will result in a large change.
But Moravec’s approach has extensive computational requirements, and in addition is
not isotropic. A few year later, in 1988, Chris Harris and Mike Stephens [62] proposed an
improved approach to solve Moravec’s detector deficiencies. The proposed corner (and edge)
detector is rotation invariant, since it looks for corners in any orientation, and it performs
very well in terms of repeatability and location accuracy [60].
While Moravec’s detector is anisotropic, Harris’s detector is isotropic by using an approx-
imation to the first gradients of the image, Ix(u, v) = ∂I∂x(u, v) , Iy(u, v) =
∂I
∂y
(u, v). Thus, no
shifting of windows is necessary.
While Moravec’s detector is noisy because of its rectangular window, Harris’s detector
uses a smooth circular window.
wu,v = exp(−(u2 + v2)/2σ2) (3.2)
Finally, Harris and Stephens reformulated the corner measure (R below) for the small
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shift in E:
E(x, y) = (x, y)M(x, y)T , (3.3)
where M is,
M =
A C
C B
 = ∑
u,v
wu,v
 I2x IxIy
IxIy I
2
y
 (3.4)
A is the square of the image derivatives with respect to x, and B is the square of the
image derivatives with respect to y, both convolved with the window, w. M describes the
shape of E and the eigenvalues of M are proportional to the principal curvatures of E [63].
If both eigenvalues are high, E is peaked, and any small shift will increase E. R, the corner
measure, is then a function of the eigenvalues of M, and the trace and determinant of M
can be used to avoid a decomposition of M.
R = |M| − k(trace(M))2. (3.5)
That is, we want to find locations on the image where the intensity of the pixels changes
in more than one direction. Several improvements have been proposed to the Harris detector
[62]. In 1994, J. Shi and C. Tomasi [64] built on the Harris detector and proposed changes
in the way that the score was calculated from the minimum of the two eigenvalues:
R = min(λ1, λ2) (3.6)
If the score is above a threshold, we can conclude that we have found a corner. This
change resulted in a better detection rate than the one obtained from the Harris detector.
A major breakthrough in corner detection came with the proposal of the Smallest Uni-
value Segment Assimilating Nucleus (SUSAN) principle [65] in 1997. This principle is based
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on using pixel intensity comparisons between potential corners and several pixels in their
surroundings to efficiently look for corners. SUSAN uses a circular mask that is applied to
every pixel in the image. In their seminal paper, [65], Smith and Brady used a radius of 3.4
pixels, resulting in a mask of 37 pixels. The center point of the mask is called the nucleus,
I(r0), and every other pixel in the mask, I(r), is compared against it. A function takes these
two points as arguments and outputs 1 if the value of the other pixel minus the value of the
nucleus is below or equal to the threshold,
c(r, r0) =
 1 if | I(r)− I(r0) |≤ t0 if | I(r)− I(r0) |> t, (3.7)
A running total is computed and depending on the value, the detector concludes that it
has found a corner. The work of Guiducci et al., and Trajkovii et al. [66], [67], and the SUSAN
principle described above were the inspiration for Features from Accelerated Segment Test
(FAST) [34], a more advanced detector that learns an ID3 decision tree [68] to determine
whether it has found a corner.
FAST was proposed in 2006 by Rosten and Drummond [34]. It detects keypoints in
a fraction of the time that other detectors require. This extremely efficient algorithm was
well received by the Computer Vision community, although its early versions (FAST-12) did
not perform as well as the Harris and Shi-Tomasi corner detectors in terms of repeatability
or location accuracy, especially in blurred images. Other versions (FAST-ER and FAST-9)
have shown to yield much better results, surpassing the performance of traditional corner
detectors. The FAST detector is a great solution for real-time applications that require fast
detection of local features.
The FAST detector is based on the Accelerated Segment Test (AST). It uses machine
learning to improve the principle proposed in SUSAN. The algorithm compares the intensity
of 16 pixels that form a Bresenham circle around each pixel, p, in an image. The machine
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learning component of the algorithm is in charge of learning the right order in which the
pixels should be compared. Rosten et al. use training images with corners detected using
a different corner detector as groundtruth information to learn an ID3 decision tree [68].
The ID3 algorithm constructs a decision tree by comparing the Information Gain (a.k.a.
Mutual Information) for each of the pixels in the Bresenham circle that are compared with a
corner candidate. Once it has found the location that yields the most Information Gain, the
algorithm continues to branch using the three possible values (brighter, darker and similar)
creating along the way leaf nodes (corner or non corner) until the right order for comparing
the pixels is found and the entropy of the remaining subset is zero. The Information Gain
for a particular location in the circle is defined as
H(P )−H(Pd)−H(Ps)−H(Pb). (3.8)
where H(P ) is the entropy of a boolean variable (corners or non corners) for the set P of
all pixels in the training images and having selected a location in the circle, and Pd, Ps and
Pb are three subsets of pixels at the selected location in the circle with their intensity either
darker, similar or brighter compared to p and within a threshold, t. Once the decision tree
has been constructed, its derived rules can be used to make corner decisions in other images.
Non-maximal suppression may be applied to the results to solve conflicts, e.g., multiple
adjacent corners detected. However, the problem is that FAST does not have a corner score
like the previous corner detectors that we have discussed so far. Rosten proposes to use the
value of a sum of the absolute differences between the pixels in the circle and the center
pixel. Rosten denotes this score as V :
V = max(
∑
x∈Sbright
| Ip→x − Ip | −t,
∑
x∈Sdark
| Ip − Ip→x | −t), (3.9)
where Sbright/Sdark are the sets of the pixels that are brighter / darker than the pixel at the
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center of the circle; t is a threshold; and Ip→x is the intensity of a pixel in the circle at a
relative location x. As we mentioned earlier, the tests are performed in 16 locations, i.e.,
x ∈ {1, 2, ..., 15, 16}.
The FAST detector allows researchers to implement real-time solutions, but some re-
searchers noticed that the detector could be improved. In 2010, Mair et al. [35] proposed an
improved detector called AGAST. The AGAST detector [35] is also based on the Accelerated
Segment Test (AST) used by Rosten et al. [34] in 2006. While the FAST detector relies on
a decision tree that has to be learned for each new environment, AGAST overcomes this
limitation by learning a combination of distinct decision trees.
The most popular local feature detector in the last two decades is, without a doubt, Scale
Invariant Feature Transform (SIFT) developed between 1999 and 2004 by D. Lowe [6] [32].
This feature detector (and descriptor) was used in early approaches to place recognition and
loop detection [69]. However, recent approaches like the frameworks for place recognition
described in Chapter 5, have favored relatively new feature detectors and descriptors that,
although not as robust as SIFT, are capable of detecting features in a fraction of the time
needed by SIFT. FAST and AGAST, described earlier, are examples of feature detectors that
are orders of magnitude faster than SIFT. Despite the slow process to detect local features,
SIFT features tend to be very robust.
To extract SIFT local features, Lowe uses a cascade filtering approach. First, several
images are produced by blurring the original image using a Gaussian kernel with different
standard deviations. A constant multiplicative factor, k, is used for the difference of the
standard deviation, σ, between the blurred images. The variation of the standard deviation
results in different scale spaces. The scale-space [70] [71], L, of an image is defined as
L(x, y, σ) = G(x, y, σ) ? I(x, y). (3.10)
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That is, L is the result of the convolution of the Gaussian kernel and the original image.
Next, several octaves are created by downsampling the scaled images by a factor of
two. For each octave of images, adjacent scale-space images are subtracted. This is equiv-
alent to obtaining the Difference-of-Gaussian (DoG) and convolving the result with the
original image. The Difference-of-Gaussian function is an approximation of the Laplacian-
of-Gaussian [71] [72] [73].
D(x, y, σ) = L(x, y, kσ)− L(x, y, σ), (3.11)
where k is the multiplicative factor mentioned above, and used in the creation of the different
scaled images. This procedure is repeated for each octave of images.
The next step is local extrema detection, in which each image that results from the
difference-of-Gaussian is analyzed to identify peaks in the scale space. "[E]ach sample point
is compared to its eight neighbors in the current image and nine neighbors in the scale above
and below" [6]. The sample point is considered to be a candidate keypoint if it has a greater
intensity than all of the 26 points used in the comparison. The SIFT detector keeps track of
the position, x and y, of the potential keypoint, and the standard deviation correspondent
to the scale where the keypoint is detected. Finally, Lowe proceeds to discard candidates
that exhibit low contrast or are localized in edges.
Once a keypoint has passed all the previous tests (cascade approach), it is necessary to
determine its orientation and generate a descriptor. We explain the properties of the SIFT
descriptor, including how the orientation is computed, in Chapter 4. The SIFT descriptor
can also be used to describe keypoints obtained from other detectors. For some time, it was
the best descriptor available. As we will see later on this document, we have currently other
options, e.g. FREAK [8], LATCH [33], that have excellent performance, and can be used
in applications that have time and memory constraints.
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Another popular detector developed in the first decade of the new century is Speeded
Up Robust Features (SURF) [29]. It competes with SIFT in terms of robustness and it has
proven to be more efficient. SURF is based on the concept of integral images developed
by Viola and Jones [74]. An integral image is a data structure that allows for the fast
computation of rectangular Haar-like features:
ii(x, y) =
∑
x′≤x,y′≤y
i(x′, y′), (3.12)
where ii(x, y) is the integral image of image, i, at location x, y. Viola and Jones use the
following recurrences to show that the integral image can be computed in one single pass:
s(x, y) = s(x, y − 1) + i(x, y), s(x,−1) = 0, (3.13)
ii(x, y) = ii(x− 1, y) + s(x, y), ii(−1, y) = 0. (3.14)
SURF uses integral images to obtain an approximation of the Hessian matrix of the image,
thus sometimes SURF is referred to as a “Fast-Hessian” detector by its creators [29]. Bay et
al. use box filters and integral images to approximate the second-order partial derivatives
needed to construct the Hessian matrix of a point in the image at a certain scale σ. Then,
they apply non-maximum suppression to find the keypoints. In the next chapter, we explain
the construction of the SURF descriptor.
Several other successful local feature detectors have been developed in the last decade.
However, our focus in this section has been on detectors used by the frameworks described
in Chapter 5.
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Chapter 4
Local Feature Description and
Aggregation
4.1 Local Feature Description
Once a local feature has been detected, the next step is to efficiently describe it. A good
local feature descriptor should be robust to noise and invariant to transformations. It is also
important to consider the size of the resulting representation, so we do not end up spending
a great amount of time matching these descriptors or exceeding the amount of memory
available in a limited device. Place recognition frameworks require feature descriptors that
can be computed in real-time, since agents are usually in movement, and visual sensors
provide a constant stream of data.
The descriptors discussed in this chapter are constructed based on the location of the
feature’s keypoint, and the information of several other locations in the image, sometimes
at different image scales. Using these descriptors, feature matching algorithms can locate
similar features in another image. A feature’s keypoint can be understood as the most
significant point in the detected feature.
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Let us begin with a discussion of the SIFT descriptor since it is still considered to be one
of the most sophisticated feature descriptors that has been proposed. As we discussed in the
previous chapter, when D. Lowe [6] [32] proposed his popular feature detector, SIFT, he also
included a robust way of describing the detected features. This descriptor can be used to
describe features detected by other feature detectors, but the SIFT descriptor is best used
in highly textured regions [60].
The first step to build the SIFT descriptor is to find the orientation of the detected
feature at the corresponding scale. Lowe creates a histogram of gradient magnitudes and
orientations of all the pixels in an area around the keypoint. The histogram contains 36
bins, 1 bin for each 10 degrees. Any bin that exceeds 80% of the maximum bin generates a
new descriptor with the corresponding orientation. This is one of the problems with SIFT,
as noted by [8]: if there are multiple candidates for the estimated orientation, SIFT will
generate several descriptors for the same keypoints, requiring additional steps if one wants
to use only the best candidate.
Once the orientations of the keypoints have been found, SIFT constructs a 128-dimensional
vector that describes the detected feature. This vector is the result of the combination of
histograms of local gradient orientations in a 16x16 pixels window around the keypoint,
and taking into consideration the orientation of the keypoint. Sixteen subwindows of 4x4
pixels are used, and for each smaller window, a histogram of 8 bins is filled. The resulting
128-dimensional vector has a very high footprint in memory, and the computation of the
Euclidean distance between two descriptors is also very expensive. On top of this, as dis-
cussed above, if there are multiple estimations for the orientation of the keypoint, multiple
descriptors will be generated for this same keypoint [8].
There have been attempts to reduce the size of the SIFT descriptor, e.g. by using Princi-
pal Component Analysis [75], but the computational cost of the representation reduction, and
the loss in distinctiveness of the resulting descriptor weigh negatively on those alternatives.
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SURF uses a vector of only 64 dimensions to describe a keypoint. The construction
of the SURF descriptor, similarly to SIFT, has the goal of achieving invariance to scaling
and rotation. Matching SURF descriptors is faster than using SIFT descriptors, since,
as described above, a SURF descriptor is half the size of a SIFT descriptor. The SURF
descriptor represents the distribution of Haar-wavelet responses around the keypoint, and
Integral Images [76], described earlier, are used to speed-up the approximation of those
responses. There is a version of the SURF descriptor, U-SURF, “upright SURF”, that creates
a shorter descriptor by discarding rotation information, which could be useful in applications
where the agent performs only in-place rotation, and no rotation invariance is needed, e.g.,
some cases of robotic navigation.
The great breakthrough in terms of hand-crafted feature descriptors happened with the
arrival of binary descriptors. Earlier attempts tried to convert SIFT descriptors to binary
sequences [77]. However, the real success occurred when binary descriptors were computed
directly from the image. These sequences of bits use pairwise pixel comparisons, or more
recently, comparisons between triplets of pixels (Learned Arrangements of Three Patch Codes
(LATCH) descriptor [33] discussed at the end of this section).
The binary test simply compares whether one of the pixels has greater value for a pixel
property, e.g. intensity, than the other [78].
τ(p; f(i), f(j)) =

1 f(i) < f(j)
0 f(i) ≥ f(j),
, i 6= j, (4.1)
where f(i) is the property or a concatenation of properties of the pixels that we are
comparing around p, the detected keypoint, or image patch. Multiple tests around the
keypoint result in a descriptor d of size n:
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dn(p) =
∑
1≤i≤n
2i−1τ(p; f(i), f(j)). (4.2)
One of the most important and obvious benefits for using binary descriptors is that
matching across several images can be done using the Hamming distance (Equation 4.3),
instead of the Euclidean distance, as in SIFT and SURF. For binary descriptors v1 and
v2, we can compute the Hamming distance by applying an exclusive-or (⊕) operation and
counting all the bits with a value 1 in the result:
|| v1 − v2 ||H= bitsum(v1 ⊕ v2) (4.3)
Summing the bits produced by the exclusive-or operation can be done very efficiently on
Intel and AMD processors using the POPCNT (Population Count) machine instruction from
the SSE4a set. A crucial step when designing binary descriptors is the sampling pattern that
is used to compare properties of individual or groups of pixels. Examples of properties that
are used to construct a binary descriptor are intensity of the pixel or gradient of the cell.
In 2010, Calonder et al. proposed Binary Robust Independent Elementary Features
(BRIEF) [30], one of the first binary descriptors that was computed directly from the de-
tected feature. This descriptor is constructed after the image has been converted to grayscale,
and smoothed by a Gaussian filter. The descriptor consists of a sequence of bits obtained
from comparing the intensity of pairs of pixels around the keypoint. The specification for
the pairs of pixels to be compared, i.e., the sampling pattern, must be the same for the query
and the original image, hence, allowing us to correctly match the descriptors. BRIEF is not
invariant to scale or rotation. However, extensions of this descriptor have incorporated more
information about the feature and its neighborhood, resulting in more robust descriptors,
e.g., Oriented FAST and Rotated BRIEF (ORB) [31], and Binary Robust Invariant Scalable
Keypoints (BRISK) [7], and Fast Retina Keypoint (FREAK).
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BRIEF descriptors became very popular due to the time required for generating and
matching these descriptors. In Chapter 5, we discuss place recognition frameworks, and
we will see how Sünderhauf et al. [20] implemented BRIEF-Gist, a framework that uses
a single BRIEF descriptor of a downsampled image to recognize places. If we take into
consideration that it takes only 17.3µs to compute each descriptor of 256 bits in length [30],
we can understand how useful this kind of descriptors can be for real-time place recognition
applications. The length of the BRIEF descriptor, i.e., number of pairs of pixels compared,
can be 128, 256 or 512 bits.
Later, in 2011, Rublee et al. [31] proposed an improvement to the BRIEF descriptor. As
opposed to BRIEF, this new binary descriptor, Oriented FAST and Rotated BRIEF (ORB),
is invariant to rotation, and performs as well as top descriptors like SIFT. ORB detects
keypoints using the FAST corner detector. However, Rublee et al. add an additional step to
compute the orientation of the keypoint, which was not part of the original FAST detector. In
order to do this, they first implement a Harris corner measure and select the best keypoints.
Then, they use a scale pyramid that accomplishes multi-scale features detection. Next, ORB
uses the centroid operator [79] to find the orientation of the corner. Once the keypoint has
been detected and the orientation has been computed, the ORB descriptor samples pairs of
pixels from a pre-determined distribution, and uses the result of the comparisons of pixel
intensities to build its descriptor. As opposed to BRIEF, the sampling locations are not
chosen randomly but after searching for the set of pairs that result in a high variance and
have low correlation.
Another binary descriptor that is very popular in place recognition approaches is Binary
Robust Invariant Scalable Keypoints (BRISK) [7]. It was proposed by Leutenegger et al.
in 2011. BRISK is invariant to scale and rotation, and it uses a circular sampling pattern
to compare the intensity between two pixels. As in ORB, Leutenegger et al. extend the
successful FAST corner detector. BRISK incorporates scale-space analysis, i.e., keypoints
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are not only identified in the original image, but also in the scaled versions of it. As we
saw when discussing SIFT, scaled versions of the image are obtained by the application of
Gaussian filters with different values of σ. The resulting binary descriptor has proved to yield
really good matching performance. BRISK samples points at N locations that are at equal
distance to the keypoint. The binary tests between pixels are divided into two categories:
short and long distance. Long distance comparison of pixels obtain the orientation of the
keypoint, while short distance comparisons improve the quality of the description around
the keypoint.
One of the most popular binary descriptor nowadays is Fast Retina Keypoint (FREAK)
[8]. According to its creators, this feature descriptor is “inspired by the human visual system
and more precisely the retina” [8] (pp. 510). It samples intensities and computes a cascade of
bit strings using a sampling pattern similar to the one used by the retina. According to Alahi
et al., "the human retina extracts details from images using Difference of Gaussians (DoG)
of various sizes and encodes such differences with action potentials” [8] (pp. 512). With
FREAK, the density of sampled points is greater near the center, i.e., around the keypoint,
in contrast to the construction of other binary descriptors. Sample points are smoothed
using kernels of different size. The size of kernels vary exponentially, and sampling areas
overlap. This overlapping produces redundancy and allows the FREAK descriptor to include
additional partial information about the area around the keypoint. This redundancy is one
of the reasons why Alahi et al. claim that FREAK descriptors contain more important
discriminant information than other descriptors, e.g., BRISK where the sampling areas do
not overlap.
Alahi et al. used a multi-scale AGAST keypoint detector to evaluate the performance
of FREAK. In their tests, FREAK outperformed three other descriptors, SIFT, SURF, and
BRISK. The performance of the descriptors varied depending on the feature detector that
was used. However, regardless of the detector used, FREAK ended up at the top of the
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results.
Another important descriptor that has been used in place recognition frameworks is Local
Difference Binary (LDB) [80] [81]. This descriptor performs binary tests on two patches.
These tests include the average intensity of the patches and the first-order gradients.
f(i) = {Iavg(ci), Gx(ci), Gy(ci)} (4.4)
Recently, Alcantarilla et al. [82] extended this descriptor to be invariant to scale and rotation.
Later, Arroyo et al. [78] extended this descriptor to use depth information, Davg(ci), and as
we will see in Chapter 5, using this extension, they were able to implement a robust place
recognition framework, i.e., ABLE-S [78].
f(i) = {Iavg(ci), Gx(ci), Gy(ci), Davg(ci)} (4.5)
In 2015, an interesting feature descriptor was proposed: Learned Arrangements of Three
Patch Codes (LATCH). Instead of performing a single comparison (either of single pixels
or patches) to determine the value of each bit in the binary string, i.e., the descriptor, the
LATCH descriptor uses 3 blocks: one anchor and two companions [33]. The value of a bit
is decided depending on the comparison of the Sum-of-Squared Differences (SSD) between
the anchor set and each of the companion sets. This additional comparison adds more time
to describe each keypoint, if compared with the time required by other binary descriptors.
In total, 512 triplets are used to construct the LATCH descriptor.
Other important descriptors have been developed in addition to the ones mentioned in
this section. They propose creative and efficient ways of describing local features. However,
our concern is on popular descriptors that are used in place recognition.
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4.2 Descriptor Aggregation
Once we have generated a set of descriptors from an observation, we want find a similar
set of descriptors from a previous observation. However, researchers realized that it was too
computationally expensive to match sets of raw descriptors. For instance, in the case of
SIFT descriptors, there is the requirement to compute the Euclidean distance between each
of the 128-dimensional vectors, which makes it very difficult for an application to run in real
time.
Bags of Visual Words
Bags of Visual Words is one technique for improving the time required for matching
digital images. The main idea is to cluster similar descriptors and represent these clusters
with a single integer, i.e., a visual word.Representing high-dimensional vectors with single
integers has many benefits, including speeding up the checks for similarity between two
observations. Once clusters have been identified, using unsupervised density estimation of
the original feature descriptors, Bags of Visual Words approaches use a quantizer, q, to
produce the single integer, the visual word, from the original descriptor vector x,
q : Rd → [1, k],
x 7→ q(x).
(4.6)
The quantization of the feature descriptors results in a set of Voronoi regions, each region
with a centroid representing a visual word. k-means, either hierarchical or approximate, is
often used to perform the quantization [83]. Alternatives for k-means clustering include
radius-based clustering [84] [85] [86] and agglomerative clustering [87] [88].
The idea of bag of words was developed in the context of text retrieval and text document
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analysis. The concept of a vocabulary, i.e., the set of all available visual words, is exploited
to create a vocabulary-size vector that can be efficiently used to compare the similarity
between documents. The vector can be binary to simply indicate the presence of words
in the document, or it can actually encode the number of times that a word appears in a
document. It could also be a vocabulary-size vector of weights of words in an image.
Soon after Claude Shannon proposed his Theory of Communication [12], researchers
started to propose information theoretical approaches for the retrieval of information in
documents, and it was Calvin Mooers [13] who realized that quantizing the presence of
words in a document using a descriptor was an efficient way of analyzing similarity between
documents. Computer Vision researchers attempted to use the bag of words approach as
early as 1997 [14]. However, it was the work of Sivic et al. [36], and others, [37] [89] [90] [91],
at the beginning of the new century, that really solidified the foundations of bag of words
approaches in Computer Vision. The bags of visual words approach has been continuously
improved in the past few years. The development of vocabulary trees [37] makes great
improvements in the performance, and novel memory management schemes [92] have resulted
in the applications of this approach to larger datasets. Place recognition frameworks have
successfully used bag of words to confirm that an agent is revisiting a place, and this approach
has proven to be robust to light, view-point and appearance changes of the environment.
Relatively recently, innovative approaches have made possible the use of bags of words
with binary descriptors. For instance, k-means++ [93] and k-medians clustering were suc-
cessfully used to create a vocabulary from binary descriptors, and this vocabulary made the
place recognition task more efficient than previous approaches [40].
Inverted Index/File
A common technique in bags of visual words is to create a data structure, the inverted
index, that stores the image IDs where a word is present. Using the inverted index, the
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system keeps track of which images have a particular word, speeding up the retrieval of
the corresponding images. Previous image retrieval approaches in the 1990s already used an
index to speed up the search, and B-trees were popular for dealing with image databases [10].
Visual word weight
A common approach to rank words in bags is to use Term frequency - Inverse document
frequency (TF-IDF), which assigns a weight or a score to each visual word,
tfidf(w, I) = tf(w, I) · idf(w). (4.7)
where w is the visual word that will be assigned a weight, and I is the image.
The first component, tf, the term frequency, is concerned with either the number of
times that a visual word, wi, appears in an image, the frequency of wi in the image
(count(wi)/count(wj) for every visual word wj in the image), or with its mere presence
(0 or 1). The second component, idf, focuses on the frequency of the word in the dataset.
Words that are not very common in the whole dataset receive a higher score,
idf(w) = log
N
D(w)
, (4.8)
where N is the total number of images in the training dataset, and D(w) is the number of
images in which the visual word w is present.
Term frequency-Inverse document frequency is a very popular weighting scheme in text
documents analysis. However, in the case of images, TF-IDF has been criticized for not tak-
ing into account the complexity of image data, and other measurements have been suggested
instead [19] [41] [44].
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4.3 Spatial Verification
Sharing similar sets of features is sometimes not enough to conclude that two images were
captured at the same location. Spatial verification refers to the use of additional geometrical
analysis of the spatial arrangement of the features to conclude that the two images belong
to the same place.
Spatial, or geometric, verification of keypoints in two views is accomplished by first finding
a Fundamental matrix, F, for the matching images [94] [95] [96]. F is a 3 × 3 matrix with
rank 2 and 7 degrees of freedom. Faugeras, Hartley and Luong showed that this matrix is at
the core of epipolar geometry, that is, the projective geometry that allows us to find relations
between keypoints in two views [97]. The Fundamental matrix establishes these relations
between keypoints without the prerequisite of having camera calibration information. For
keypoints, x′ and x, F describes their correspondence,
x′>Fx = 0. (4.9)
and in expanded form for each single keypoint correspondence,
x′if11xi + x
′
if12yi + x
′
if13 + y
′
if21xi + y
′
if22yi + y
′
if23 + f31xi + f32yi + f33 = 0. (4.10)
We can estimate the Fundamental matrix using the normalized 8-point algorithm [98] [99],
or an improved version of it [100]. We need to first set a matrix, A, with the information
from at least 8 correspondences, and the column vector f , of nine unknowns, that describes
the relation between each feature correspondence. The coordinates for the n feature corre-
spondences are transformed to normalize both images (0 mean, standard deviation of 1).
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Af =

x′1x1 x
′
1y1 x
′
1 y
′
1x1 y
′
1y1 y
′
1 x1 y1 1
x′2x2 x
′
2y2 x
′
2 y
′
2x2 y
′
2y2 y
′
2 x2 y2 1
...
...
...
...
...
...
...
...
x′nxn x
′
nyn x
′
n y
′
nxn y
′
nyn y
′
n xn yn 1

f = 0 (4.11)
Once we have this linear system, we proceed to compute the Singular Value Decomposition
(SVD) of A (Equation 4.12). Our goal is to use the eigen vector that corresponds to the A’s
smallest eigen value.
A = UΣVT (4.12)
We set F to be the reshaped last column vector of V. Next, we normalize F and compute
its Singular Value Decomposition, which allows us to set the lowest singular value of the
diagonal matrix to 0 to enforce that the rank of F is 2. We reconstruct F from the modified
decomposition and transform it to renormalize it to compensate for the initial normalization
of the keypoints’ coordinates.
There may be outliers in the set of correspondences. There are several robust methods for
estimating the Fundamental matrix in the presence of outliers [101]. Random Sample Con-
sensus (RANSAC) [102] is one method that can be used to discard outliers. The RANSAC
algorithm repeatedly selects a minimal sample set to instantiate a model (hypothesis), and
then tests whether elements in the entire dataset are consistent with this model. If the size
of the larger set of inliers is above a threshold, or if the maximum number of iterations has
been reached, the iterative process terminates. Otherwise, the whole process is repeated after
selecting a new minimal sample set. The RANSAC method is very robust in the presence
of outliers, as opposed to other methods, e.g., least squares.
There may still be incorrect matches that pass the geometric verification. It has been
shown that in large datasets, spatial verification often fails resulting in matching an incorrect
CHAPTER 4. LOCAL FEATURE DESCRIPTION AND AGGREGATION Page 54
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
place [103]. The geometric burstiness problem refers to the problem in which unrelated
images share similar features with consistent geometric arrangements [104]. For instance,
multiple candidate images associated with different places from the dataset may all satisfy
the geometric verification step and the place recognition algorithm may pick the wrong one.
We need additional mechanisms to solve these conflicting situations. A simple approach to
solve the problem of geometric burstiness is to count the number of inliers and assign the
match to the candidate representation that has the most inliers. Other approaches that
use weighting mechanisms have been proposed to solve the geometric burstiness problem, as
well [103].
In this chapter, we have discussed several methods for detecting, describing, and aggre-
gating local features in digital images of places. In the next chapter, we discuss various
frameworks that use these methods to perform place recognition.
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Chapter 5
Frameworks
5.1 Before FAB-MAP
The Computer Vision community has made countless attempts to solve the problem
of recognizing places . In this chapter, we focus on some recent and successful attempts.
We start with a brief discussion of place recognition approaches that preceded FAB-MAP
[19] [41], since we consider this framework to be a turning point in apperance-based place
recognition.
Almost a decade before FAB-MAP, in 2000, Ulrich et al. proposed a system for topologi-
cal localization using color histograms and nearest neighbor matching for each color channel
histogram [24]. The fact that they used a topological map, in which each node presented a
whole room, helped them avoid most of the challenges that more granular types of localiza-
tion, i.e., metric localization, have. Thus, they were able to run in real-time mainly because
of the simplicity of their approach.
Ulrich et al. first executed a training stage in which they collected several images from
the locations at a rate of one image per second (1 Hz). Training images associated with
a node in a topological graph using a label that is assigned by the user. They run their
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experiments using an omnidirectional camera, which reduces the number of images required
during the training stage and provides rotation invariance. Hence, the color histogram
computed for an image is representative of any other image captured at the same location,
but at a different orientation. The compact representation of color histograms also helps
with storage limitations and speeds up the comparison between images. To avoid brute force
search, they use the topological graph to restrict the search when comparing the current
image with images in the training set. The distance metric chosen by Ulrich et al. was the
Jeffrey divergence,
d(h,k) =
∑
i
(
hilog
2hi
hi + ki
+ kilog
2ki
hi + ki
)
, (5.1)
where h and k are two histograms, and hi and ki are their bins’ values. Using the value
resulting from computing Jeffrey divergence, a confidence value, cb, is computed for each of
the 6 color vectors, 3 RGB (normalized or not) and 3 HLS,
cb = 1− dm
mini 6=m{di} , (5.2)
where, according to Ulrich et al., “dm is the minimum matching distance of all candidate
locations, and di is the minimum matching distance of all other candidate locations.” [24].
Finally, each band’s confidence votes and the system makes a decision, concluding whether
it is confident, uncertain, or confused about its current location. Ulrich et al. were able to
obtain great results, +87.5% of correct recognition in tests conducted indoors and outdoors.
5.2 FAB-MAP - Fast Appearance Based Mapping
Cummins and Newman implemented FAB-MAP [19] [41] [43] [44], a probabilistic frame-
work for place recognition that requires linear time to determine whether an agent is visiting
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a previously learned location. This work evolved from its inception in 2007, to a robust
system described in several papers through 2011 [19] [41] [44]. Many of the other recent
approaches to appearance-based place recognition are often responses to FAB-MAP, either
improvements, alternatives, or extensions of this framework.
The FAB-MAP approach uses the Bag of Visual Words technique described in Section
4.2. One of its developers’ main concerns was to implement a robust solution to the problems
of viewpoint changes and perceptual aliasing described in Section 2.2. Another important
concern was the fact that Term frequency - Inverse document Frequency (TF-IDF) (Equation
4.7), the common approach to rank words in Bag of Visual Words approaches, does not
capture the complexity of images. Cummins and Newman proposed an alternative ranking
method and discarded the assumption that visual words are independent of each other, an
assumption that is common in approaches like TF-IDF.
To deal with the problems of perceptual aliasing and dynamic objects, FAB-MAP uses
a generative model that describes the correlation between visual words, i.e., the probability
of a visual word appearing on a scene given the presence of another visual word in the
same scene. It also models the distinctiveness of visual words, thus decreasing the effects of
perceptual aliasing.
This framework learns a Bayesian network, more specifically, a Chow-Liu tree [105] us-
ing the underlying bag-of-words structure. The Chow-Liu tree approximates a probability
distribution and captures the correlations between visual worlds. Starting from a complete
graph in which the weight of each edge is the mutual information between two variables
defined as,
MInf(zi, zj) =
∑
zi∈Ω,zj∈Ω
p(zi, zj)log
p(zi, zj)
p(zi)p(zj)
, (5.3)
the Chow Liu tree is the maximum-weight spanning tree that is extracted from this graph.
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The approximate probability distribution represented by this tree is the one that minimizes
the Kullback-Leibler divergence [106]:
DKL(P,Q) =
∑
x∈X
P (x)log
P (x)
Q(x)
. (5.4)
Initially, Cummins [19] [41] used a semi-external spanning tree approach [107] to compute
the mutual information graph and deal with the large amount of memory required by a large
scale dataset. Later in their implementation, they used a more efficient approach proposed
by Meila et al. [108] to learn the Chow Liu tree.
As it was mentioned earlier, FAB-MAP evolved throughout the years, and Cummins et
al. presented several versions, each with a new improvement to the original algorithm. Next,
we describe the steps taken by the original FAB-MAP algorithm. Observations of places are
indexed using time:
Zk = {z1, ..., z|v|}, (5.5)
where Zk is the observation at time k. Each observation is described as a binary vector, in
which each element, zq, 0 < q ≤ |v|, indicates the presence of the corresponding visual word
in the observation. Zk is the set of all the observations up to time k.
Locations are indexed using time, as well, and they are associated to an appearance
model that has been parameterized using unobservable “scene elements,” e:
Li : {p(e1 = 1 | Li), ..., p(e|v| = 1 | Li)}. (5.6)
A map is the set of all these locations. The map at time k is
Lk = {L1, ..., Lnk}. (5.7)
A detector model is specified to relate eq to zq:
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D :

p(zq = 1 | eq = 0), false positive probability
p(zq = 1 | eq = 0), false negative probability.
(5.8)
Since Cummins et al. believe that there is a correlation in the occurrence of visual words
in an image, as opposed to what has been usually assumed by other researchers, they use the
Chow Liu tree during the place inference procedure. Using the tree structure and Bayes’s
rule, they compute the probability of being at location Li at time k:
p(Li | Zk) = p(Zk | Li,Z
k−1)p(Li | Zk−1)
p(Zk | Zk−1) . (5.9)
To compute the observation likelihood, FAB-MAP assumes the independence between
Zk and Zk−1. The Chow Liu tree then can be used to compute the observation likelihood,
starting at the root, zr, and following to each child, zq, with parent zpq . This results in
p(Zk | Li) = p(zr | Li)
|v|∏
q=2
p(zq | zpq , Li). (5.10)
p(zq | zpq , Li) =
∑
seq∈{0,1}
p(zq | eq = seq , zpq)p(eq = seq | Li). (5.11)
The location prior, p(Li | Zk−1), is the result of the application of a motion model on
the previous belief giving more weight to the locations that are topologically adjacent.
The normalization term incorporates the distinctiveness of each location, making the
framework more robust to perceptual aliasing. FAB-MAP computes the normalization term
using the locations in the map, Lk, and a set of unknown locations, L¯k. The probability of
the set of unknown locations is approximated using ns random locations and Monte Carlo
sampling. They used Google Street View to collect the set of unknown locations.
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p(Zk | Zk−1) =
∑
m∈Lk
p(Zk | Lm)p(Lm | Zk−1)
+
∑
u∈L¯k
p(Zk | Lu)p(Lu | Zk−1).
(5.12)
p(Zk | Zk−1) ≈
∑
m∈Lk
p(Zk | Lm)p(Lm | Zk−1)
+p(Lnew | Zk−1)
ns∑
u=1
p(Zk | Lu)
ns
.
(5.13)
Finally, FAB-MAP performs the data association step in which new locations are added
to the map, Lk, or each belief of the appearance model of an existing location is updated.
Drawbacks of FAB-MAP
As was pointed out by Arroyo et al. [78], FAB-MAP requires an extensive time to build
the vocabulary and process the probabilities associated with it. Another drawback raised
by Sünderhauf et al. [109] is that FAB-MAP fails when there are drastic changes in the
appearance of the places. However, as it was also pointed out by Sünderhauf et al. [20],
even if other faster frameworks with fewer computational requirements have appeared more
recently, FAB-MAP is a very strong approach to detecting places with partial information.
In contrast, other approaches require the whole scene to make a decision. Lynen at al. [25]
point out that another possible drawback of FAB-MAP occurs when the agent is revisiting an
environment and captures an image from a place in-between two places stored in the FAB-
MAP database. In this case, the resulting probability value will not reach the threshold
necessary for a correct data association.
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5.3 BRIEF-Gist
In 2011, Sünderhauf et al. [20] amazed the robotics and computer vision community
by presenting BRIEF-Gist, a relatively simple approach for place Recognition. BRIEF-
Gist is extremely simple when compared to other approaches, like FAB-MAP. This solution
was conceived by relaxing the constraints that traditional Simultaneous Localization and
Mapping (SLAM) approaches tend to have, that is, SLAM systems require high accuracy in
their place recognition component. Since place recognition is an important part of SLAM,
some traditional SLAM frameworks will fail with just a few wrong data associations. This
is, according to Sünderhauf el al. [20], the reason why researchers in place recognition have
focused on developing complex place recognition modules, like FAB-MAP, that will guarantee
a high recognition rate. Sünderhauf, on the other hand, proposes that the back-end module
of the SLAM framework should be responsible for deciding which loop closure candidates to
accept, thus reducing the pressure on the place recognition routine.
Their system is based on the BRIEF-Gist descriptor, a holistic descriptor based on the
BRIEF [30] descriptor explained in Chapter 4. The descriptor is generated using only one
fixed keypoint at the center of the downsampled image.
An alternative mentioned by Sünderhauf is to partition the image in tiles and append the
descriptors for each tile into one global descriptor that can be used for matching. In their
experiments, they show that the image partitioning (tiling) version outperforms the single
patch approach in the Oxford City Dataset [19], one of the datasets used for evaluations.
These ideas of partitioning the image and computing a descriptor for each partition have
been recycled in other approaches, e.g. ABLE-S [78], which we cover in more detail later on
in this document.
BRIEF-Gist ’s simpler approach resulted in a more precise recognition and more rapid
detection rates over FAB-MAP. Sünderhauf describes three evaluations of the BRIEF-Gist
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approach using first, the New College Dataset [110], second, the Oxford City Dataset [19],
and third, the St. Lucia Dataset [111]. In the first evaluation, they used panoramic images
composed of five single images from theNew College Dataset [110]. The matching is done by
computing the mean Hamming distance (Equation 4.3) of the descriptors of each panoramic
image.
δi,j =
1
5
5∑
k=1
|| di,k − dj,k ||H . (5.14)
If δi,j for two sets of images is below a threshold τ , then Sünderhauf concludes that the
compared sets of images belong to the same place.
In the second evaluation, the dataset is composed of stereo images, and this time, Sünder-
hauf takes the mean of the sum of the Hamming distance of the difference of the descriptors
between the current and previous images, and on the left and right set of images.
δi,j =
1
2
(|| di,left − dj,left ||H + || di,right − dj,right ||H). (5.15)
What is very important about this second dataset is that it is the same dataset that was
used to measure the performance of FAB-MAP. Sunderhauf et al. show that they can reach
the same performance as FAB-MAP in a fraction of the time required by FAB-MAP.
5.4 SeqSLAM - Sequence SLAM
In 2012, Milford and Wyeth proposed SeqSLAM [112], an approach to route and place
recognition that does not require the extraction of local features, but instead, is based on
finding a good match to the current frame across sequences of downsampled images. Their
approach extends their previous work [111] [113] [114] on route recognition. SeqSLAM uses
the trajectory that was traversed when learning the environment as a constraint. Finding
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images in a local sequence of images makes this approach very effective at recognizing places
even after changes in the environment. However, a problem of this approach is that it requires
that the agent revisits places in the same order from the first time they were explored and
at a similar speed. SeqSLAM uses the sum of absolute differences (SAD) to match places.
The SeqSLAM approach first requires pre-processing of the images. Training images
are converted to grayscale and these images are then resized to 64x32 pixels, and patch
normalization is performed on them. In Niko Sünderhauf’s implementation of SeqSLAM,
OpenSeqSLAM [115], two normalizations are used:
N(x, y) =
I(x, y)− µI
σI
+ 127 (5.16)
where µI is the mean intensity of the patch and σI is the standard deviation, and,
N(x, y) =
255
max(I(x, y))−min(I(x, y))(I(x, y)−min(I(x, y))). (5.17)
The implementation uses a patch of size 8x8 pixels. The next step is the creation of a
difference matrix. This step can be done in parallel. A sum of absolute differences (SAD) is
computed for the current image against each of the training images. The resulting vector,
d, is enhanced for contrast:
dˆi =
di − d¯l
σl
. (5.18)
The contrast enhancement occurs at the local level. Thus, the mean and the standard
deviation are from a range l of templates around each component of d. Milford calls this
parameter Rwindow.
Once a new image is captured by the camera, it follows the same pre-processing steps for
each training image. The search for a match happens in the set of difference vectors that
represent images recently captured. The parameter ds indicates how far to go back in time.
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SeqSLAM calculates a score S for each trajectory and local sequence:
S =
T∑
t=T−ds
dtk. (5.19)
k is influenced by the velocity, V , in which the agent is traversing the route and the starting
point of the sequence, s. V has a range from Vmin to Vmax, with Vsteps steps. Milford excludes
the Rrecent templates in the search to exclude the most recent segment of the trajectory. k
is obtained by the following equation:
k = s+ V (ds − T + t). (5.20)
In their paper, Milford and Wyeth [112] compare SeqSLAM to FAB-MAP. SeqSLAM
performed much better than FAB-MAP. It is understandable that a feature-based approach,
like FAB-MAP, will have a poor performance in changing environments. However, Milford
and Wyeth do not acknowledge that their system must navigate almost exactly the same
route to be successful. Taking a detour, for instance, will cause SeqSLAM to be less accurate
or even crash. Some of the limitations of SeqSLAM have been addressed by other approaches,
like Cooc-MAP [21], which does not require the route to be traversed at a similar speed from
when it was learned.
5.5 Bags of Binary Words
In this section, we describe the Bags of Binary Words framework. This framework carries
particular importance in our study since we will use this approach in the implementation of
our collaborative place recognition framework in Chapter 8. We will also use this framework
when studying the impact of dynamic objects in place recognition algorithms in Chapter 13.
Following the success of other approaches that use binary features to recognize places,
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e.g., BRIEFGist, Gálvez-López et al. [40] proposed a novel approach that uses Bags of
Visual Words created from BRIEF descriptors. They claim that it is the first time that a
vocabulary tree has been built from the discretization of binary descriptor space. This is
a significant achievement, since, as it was pointed out by [25], finding the mean of a set of
binary descriptors is not a well defined operation. The final structure, a hierarchical tree,
allows them to efficiently match visual words. As discussed in Chapter 4, by using binary
descriptors, Gálvez-López et al. are able to reduce the computation time for matching sets
of words by one order of magnitude compared to the time required by popular descriptors,
e.g., SIFT and SURF. Their approach takes 22 ms on average to detect loop closures.
Gálvez-López et al. use the common inverted index, i.e., the index that keeps track
of images where a visual word is present, that is often used in bag-of-words approaches.
However, they augment this index to include the weight of the word in the image, thus, the
inverted index stores pairs < t, vit >, where t is the number of the image and vit is the weight
of the word in image t.
As comparison, the common inverted index in Bag of Visual Words is defined as
i : {It | word wi is present in It}, (5.21)
while the augmented inverted index used by Gálvez-López et al. is defined as
i : {< t, vit >| word wi is present in It and vt is the weight of wi in It}. (5.22)
Gálvez-López et al. also introduce a direct index (Equation 5.23) to store the information
about the features extracted from each image. The direct index is used to accomplish a more
efficient geometric verification of candidates for loop closure. We discuss in more detail how
the direct index is used for spatial verification below.
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i : {< nID, f >| n is a node that is ancestor to a word in image Ii, and
f is a reference to a subset of features in the image that are associated to node n}
(5.23)
Gálvez-López et al. use a L1-score (Equation 5.24) to measure the similarity between
binary bags. This score is a scaled version of the score proposed by Nister et al. [37] in his
seminal paper from 2006 about creating hierarchical trees of words.
s(v1,v2) = 1− 1
2
∣∣∣∣ v1|v1| − v2|v2|
∣∣∣∣. (5.24)
Once Gálvez-López et al. have built the hierarchical tree that represents the vocabulary,
they can proceed to query each new observation against the database. Each descriptor from
the newly captured image It traverses the hierarchical tree to find its corresponding visual
word. The score of queries to the database is normalized using the bag of words vector of
the previous image, s(vt, vt−∆t),
η(vt,vtj) =
s(vt,vtj)
s(vt,vt−∆t)
, (5.25)
and results that do not surpass a threshold are discarded.
Another important contribution from Gálvez-López et al. is the concept of islands, where
continuous groups of images that may depict the same place are used to discard spurious
candidates, and to verify for temporal consistency. This step in their approach reduces the
computation that is needed during the query stage. Islands are composed of the same number
of images indexed by time. They use a score H, defined as the sum of the normalized scores
of each image in the group:
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H(vt, VTi) =
mi∑
j=ni
η(vt,vtj), (5.26)
where VTi is the subset of images with IDs ni to mi.
The system checks for temporal consistency by confirming that the island that resulted
from the database query is temporarily consistent with k previous queries. If an island
has survived the temporal consistency test, the system subjects the individual match with
the best normalized score to the geometrical consistency test. Gálvez-López et al. use this
additional verification step to overcome the problem of perceptual aliasing that is very com-
mon in place recognition approaches. They verify the candidates for geometrical consistency,
using feature correspondence.
As mentioned above, the direct index plays an important role in checking for geometrical
consistency. Using this index, an application that uses Bags of Binary Words can quickly
access a subset of features from the candidate image. Each subset of features is associated
with a node at a predetermined level in the vocabulary tree. The features compared are only
those that are found in nodes at that level of the tree. Hence, the direct index prevents the
exhaustive comparison of all the features in the pair of images and with the structure of the
hierarchical tree approximates nearest neighbors.
When geometric verification is enabled, and once descriptors have been generated from
local features, a bag of words vector and a feature vector that stores the indexes of the
corresponding descriptors are constructed. When the descriptor is propagated down the
vocabulary tree, each feature vector is stored at the corresponding node at the predeter-
mined level in which the direct index will work. Together with features from the query
image, Gálvez-López et al. use the normalized 8-point algorithm [98] to estimate a funda-
mental matrix that has to be supported by at least 12 correspondences. Outlier removal is
accomplished using Random Sample Consensus (RANSAC) [102].
CHAPTER 5. FRAMEWORKS Page 69
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
Although the direct index accelerates the verification of geometrical consistency, it also
degrades the matching procedure. Hence, depending on the application, we may want to
avoid selecting a low value for the fixed level of the vocabulary tree in which the direct index
will work. As we get closer to the leaf nodes, the number of feature matches decreases. In
Chapter 13, we show how when selecting a low value for the direct index level, e.g., 0 or 1,
and a small number of features to be extracted from the image, the recognition results are
much worse than those obtained from an exhaustive geometric verification.
In their experiments, Gálvez-López et al. were able to show that BRIEF can be as reliable
and effective as other more sophisticated descriptors, e.g., SURF, with fewer computational
requirements. Notably, they did not change the system settings in any of their experiments,
unlike other approaches that “tune” parameters depending on the environment. Finally, As
Gálvez-López et al. pointed out, there are currently other binary descriptors, e.g. ORB and
BRISK, that could be used in their approach and that are invariant to rotation and scale.
5.6 COVISMAP - Covisibility Maps
In 2013, Stumm et al. [18] proposed an improvement to the repertoire of probabilistic
place recognition approaches. They addressed some of the limitations in previous frame-
works, such as constraining the agent to traverse the same trajectory or requiring the route
to be traversed at a similar speed to recognize a place. Instead, their approach was built
on the work on Dynamic Bags of Words by Mei et al. [22], who proposed a location model,
virtual location, that is based on the relation between landmarks across observations. The
concept of a virtual location uses a generative model and differs from the traditional dis-
cretization of the environment into images or sequence of images that are associated with
locations that the agent has visited. The traditional approaches are referred to as pose-based
implementations in the literature.
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A virtual location can be constructed not only from the landmarks observed on a single
image but also from the landmarks that are observed across several images. That is, these
virtual locations do not necessarily have to be associated with a particular image. They
are extracted from a covisibility graph. The claim is that by using this covisibility graph,
the environment is more accurately represented, and the system captures the continuous,
natural way that people experience places.
Covisibility maps are at the center of this approach and are the key for managing virtual
locations. Stumm et al. represent a covisibility map, C, by using a matrix of m landmarks
and n observations. An adjacency matrix can be obtained from the application of the unit
step function, H,
At = H(CtCt
T ). (5.27)
In the undirected graph representation of C, edges represent covisibility between land-
marks. Due to tracking features across images, the same landmark might be present in
several observations. A third structure, the inverted index mapping, is updated to speed up
the query, as it is common in other bag-of-words approaches.
There are two main steps to find candidate virtual locations for the current observation.
First, the framework creates a list of all the observations (cliques) from the inverted index
data structure, and second, it extends a list of clusters in the first step to create strongly
connected graphs, the candidate virtual locations. Once they have a set of candidate virtual
locations, Stumm proceeds to use a Bayesian approach and compute the posterior probability
for each location to decide whether the agent is revisiting a place or not:
P (Li | Zq) = P (Zq | Li)P (Li)
P (Zq) . (5.28)
The observation likelihood, P (Zq | Li), is obtained using the fact that the query obser-
vation and the observation of the virtual location are represented as binary vectors,
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P (Zq | Li) =
|V|∏
n=1
∑
α∈{0,1}
P (Zqn | en = α)P (en = α | Li), (5.29)
where P (Zqn | en = α) is the sensor detection probability and P (en = α | Li) is the likelihood
of a word present in location Li,
P (en = α | Li) = P (z
L
n | en = α)P (en = α)∑
β∈{0,1} P (z
L
n | en = β)P (en = β)
. (5.30)
In the case of normalization term for Equation 5.28, Stumm et al. discuss the fact that
it is not always computed, since in other approaches, the unnormalized values are sufficient
to make a decision. However, in the case of COVISMAP, normalization is done to deal with
perceptual aliasing, same as in FAB-MAP. To compute the normalization term, Stumm et
al. use the law of total probability, but they must compute the likelihood of the current
observation in known(Li) and unknown(L¯i) locations:
P (Zq) = P (Zq | Li)P (Li) + P (Zq | L¯,i)P (L¯i). (5.31)
L¯i is estimated in advance from a sample of locations. However, they do not specify
whether these sample locations are from the current environment or from an arbitrary envi-
ronment.
The location prior is not considered to be a critical parameter by Stumm et al. The
reason is that they want their system to be robust to sudden changes in the agent’s loca-
tion (Kidnapped robot problem). In their experiments, Stumm et al. demonstrated that
COVISMAP performs better than FAB-MAP.
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5.7 SMART - Sequence Matching Across Route Traver-
sals
The SMART framework proposed by Pepperell et al. [45] is an improved version of
SeqSLAM. Similar to SeqSLAM, SMART is a route-based place recognition algorithm. The
main innovation of this framework is the ability to recognize places that have undergone
drastic changes in their conditions. The SMART algorithm begins with a step that their
creators call Sky Blackening. Sky regions are removed from daytime images by using the
sky-ground segmentation proposed in [116]. Once the sky regions have been replaced by zero
pixels, the next step is to use variable offset image matching [117], an approach that uses the
minimization of the sum of absolute differences (SAD) of the query image and a template.
SMART relies on odometry information when learning or querying to sample patch-
normalized images at constant distant intervals. With SeqSLAM, the intervals were based on
time rather than on distance. The use of odometry makes the framework velocity invariant,
which is something that SeqSLAM could not provide. Odometry information is also very
helpful to reduce perceptual aliasing for the sequence of images considered in the search.
Images processed by SMART are normalized to reduce the effect of non-uniform illumination.
The normalization is local to each neighborhood, similar to SeqSLAM.
Pepperell et al. [45] ran several experiments with different configurations, e.g., with or
without odometry constraints. The results of these experiments show that using odometry,
sky blackening, and offset matching of up to two pixels horizontally and vertically yielded
the best results in an off-road dataset.
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5.8 ABLE-S - Able for Binary-appearance Loop-closure
Evaluation on Stereo Images
In 2014, Arroyo et al. [78] proposed a new approach, ABLE-S, that has yielded improved
performance when compared to FAB-MAP and BRIEF-Gist. Their approach uses Local
Difference Binary (LDB) descriptors [80] [81] extracted from the whole image and with the
addition of disparity information. They called this extended version of LDB, D-LDB, and
their claim is that the addition of disparity information to the descriptor reduces the effects
of perceptual aliasing. For each image patch, ci in the binary test (Equation 4.1), Arroyo et
al. [78] compute the average intensity, gradients, and average disparity:
f(i) = {Iavg(ci), Gx(ci), Gy(ci), Davg(ci)}. (5.32)
Disparity is computed using Semi Global Block Matching (SGBM) [118].
ABLE-S begins by downsampling each image to obtain a smaller image at 64x64 pixels,
and a global descriptor is obtained using this image as the input for D-LBD. The size of the
downsampled image was determined experimentally, and the size of the resulting descriptor is
256 bits based on previous research by [20] [80]. That is, they use one (global) descriptor for
the whole downsampled image. However, they mention the alternative of dividing the image
into grids and appending the descriptor for each grid into a single descriptor to represent
the image.
To detect loop closures, ABLE-S creates a vector, v, with the resulting descriptor for
each scene image and uses the Hamming distance to measure the similarity between the
descriptors:
v = (dn(p1), dn(p2), dn(p3), ..., dn(pm)). (5.33)
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The difference matrix, M, is computed using POPCNT, which is a CPU instruction that
can be used for rapid counting of bits.
Mi,j = Mj,i = POPCNT(vi ⊕ vj), (5.34)
In their evaluations using the KITTI dataset [5], ABLE-S, with the D-LDB descriptor,
outperforms BRIEF-Gist and FAB-MAP.
5.9 Frameworks based on Convolutional Neural Networks
Recently, Convolutional Neural Networks (CNN) [119] have revolutionized image clas-
sification. Since 2012, approaches that use CNN s have won, every year, the ImageNet,
image classification competition [16] [120] [121] [122] [123]. CNN s learn image features from
data, as opposed to previous approaches in this document, where image feature detection
and description was hand-crafted, i.e., human experts designed the feature detectors and
descriptors.
Chen et al. [47] first implemented a place recogntion framework using CNN s in 2014.
They approached the problem of place recognition as an image retrieval problem, with the
addition of spatio-temporal filters that make the final decision about revisiting a place based
on the hypothesis resulting from the CNN. They were able to confirm an interesting point
raised by Babenko et al. [124], who claimed that it is not the layers at the end of the network
that produce the best, most general features, but the layers in the middle. Similar results
were obtained by Sunderhauf [125].
As Chen et al. demonstrated, CNN s approaches for place recognition are currently slow,
but new software libraries and implementations have appeared that look very promising
[126] [127]. Chen’s approach can extract features and match them at a rate of 2.5 frames
per second, which, depending on the application, can be very useful.
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More recently, Sünderhauf et al. [109] proposed a place recognition system that combines
convolutional networks with region detection techniques. This combination makes their
system robust to viewpoint invariance and appearance changes. Viewpoint robustness is
obtained by using regions to describe the place instead of the whole image. CNN s showed to
be robust to appearance changes. Sünderhauf et al. claim that their system does not require
training that is specific to an environment, but the system uses a pre-trained convolutional
network implemented in Caffe [126], and which has been trained using the ImageNet dataset
[128].
The system implemented by Sünderhauf et al. [109] recognizes places by first detecting
regions on the image where potential landmarks may be located. These regions are detected
using Edge Boxes [129], the algorithm developed by Zitnick and Dóllar that uses contours
on an image to find regions of interest where objects may be located. Next, each region is
subjected to a convolutional network that generates a feature description. The next step is
to project the descriptor into a space of fewer dimensions. For this, they apply Gaussian
Random Projection [130] [131], reducing a descriptor of 64,896 dimensions into either 512,
1024, or 4096 dimensions. The resulting smaller descriptor is matched against previously
seen landmarks, and a decision is made to whether the agent is visiting a previously known
place. Image similarity for images Ia and Ib is computed by,
Sa,b =
1√
na · nb
∑
ij
1− (dij · sij), (5.35)
where dij is the cosine distance of each pair of landmark’s descriptors, and na and nb are the
number of regions detected in each respective image. The shape similarity, sij, is computed
by,
sij = exp(
1
2
(
| wi − wj |
max(wi, wj)
+
| hi − hj |
max(hi, hj)
)), (5.36)
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where wk and hk are the width and the height of each of the landmarks being matched. It is
important to mention that Sünderhauf et al. [109] do not use geometric verification. Sünder-
hauf et al. pointed out that, in the past, we could have been tempted to use SIFT, SURF,
or other hand-crafted feature descriptors to represent each potential landmark. However,
using Convolutional Neural Networks resulted in a more robust descriptor for landmarks.
For instance, they reflect on the lack of illumination invariance provided by traditional fea-
ture detectors and descriptors. Sünderhauf et al. compared their implementation against
FAB-MAP [19] [41] [44], SeqSLAM [112], and SMART [45], using viewpoint variations and
changes in appearance, outperforming all of these approaches.
One of the most interesting results from Sünderhauf et al. [109] [125] is the fact that
they do not need to traverse the whole convolutional network to obtain a robust descriptor.
They found out that the third convolutional layer produces features with a high degree of
appearance invariance [125]. The significance of this result is that they can extract the
feature descriptor in a very short time, ≈ 15 ms, since their approach does not have to
traverse the whole network to process the input. More recently, Arandjelovic et al. [132]
proposed a CNN approach that uses a Vector of Locally Aggregated Descriptors (VLAD)
layer.
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Chapter 6
Collaborative Place Recognition
6.1 Problem Definition
Long-term place recognition algorithms require significant storage and memory capacity.
These requirements usually prevent these algorithms from running in portable and non-
sophisticated devices or executing in large environments. The complexity of place recognition
algorithms is often linear on the number of places that are stored in the agent’s map. As
more and more places are added to the map, the performance of place recognition algorithms
degrades. Reducing the size of the map by discarding irrelevant information may be one
alternative to the problem of agents running out of capacity to manage their maps. However,
there is the dilemma that the information to be removed may be useful in the future. One
agent alone cannot solve these limitations.
Creating a metric map of an environment requires substantial work. Place recognition
is just one component of that process. Some approaches optimize the metric map oﬄine to
further correct errors and reduce the size of the map. Once a metric map has been optimized,
and visual place information has been better associated with pose estimates in the world,
these visual places should be available to other agents that can use them as a source for
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localization.
Machines fail, and the information collected while executing a task may be lost. A
single agent in the wild may not have the resources to back up the collected information.
Redundancy and a degree of tolerance for failure of agents are crucial features that system
developers must include in the design of real-world systems. A system must not rely on the
success of every single one of its components.
Collaboration between agents is essential to tackle the problems detailed above. As op-
posed to a cooperative scheme in which agents pursue their own goals, in a collaborative
scheme agents work together in the pursuit of a single goal that is shared across a team.
In this chapter, we extend the definition of appearance-based place recognition from Chapter
2 to collaborative schemes, in which several agents collaborate to explore the same envi-
ronment. We next present a framework for collaborative appearance-based place recognition
that attempts to solve some of the problems that are present in single-agent place recognition.
6.2 Collaborative Appearance-Based Place Recognition
Framework
We first present an outline of some of the motivations that guide this work and then
describe the framework. In Chapter 7, we will discuss the motivations for a collaborative
framework in more detail. A collaborative framework for place recognition:
• allows agents with limited storage and memory capacity to become useful in environ-
ment exploration tasks (for instance, by enabling remote place recognition);
• enables procedures to manage agent’s memory load, and distribute knowledge of places
across agents, allowing the reuse of whole maps (or subsets of visual places) from one
agent to another;
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• increases the tolerance for failure of individual agents.
We have also included metrics to evaluate the performance of the collaborative group of
agents. In the following chapters, we will also discuss a proof of concept implementation of
the framework, and the results of experiments using this framework.
Definition 6.2.1. Collaborative Appearance-based Place Recognition is the problem
of confirming that an agent is revisiting a place that has been previously visited by that
agent or any other agent in its team. Collaborating agents can share their partial or complete
knowledge of the environment.
Definition 6.2.2. The knowledge of an agent is represented as a map (database of visual
places), as defined in 2.0.7. Naturally, different agents may have different maps, so we use
Mi to represent the map corresponding to agent i. We will see later how the content of Mi
can evolve through collaborative exploration.
We extend the visual place data structure from Table 2.1 to reflect the fact that now we
have multiple interacting agents. The extended data structure can hold additional informa-
tion, e.g., associated estimated pose information. Pose information may be obtained from
an external source, e.g., visual odometry or Global Positioning System (GPS).
Definition 6.2.3. A team is a set of N agents collaborating in the exploration of environment,
e, which is denoted as,
Te = {a1, ..., aN}. (6.1)
Classes of agents
In a collaborative place recognition scheme, multiple agents interact among themselves
to recognize places previously visited by other agents. By definition, each agent has its own
goal to pursue. Hence, collaboration has to be engineered in the system to allow the pursuit
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of a common goal. Additionally, he system has to enable a smooth interaction between
agents. Before describing the different mechanisms to enable agent-to-agent communication,
we classify each agent based on their functionality and capabilities.
Definition 6.2.4. We define two main classes of agents. The first class of agents capture
new observations at a rate λ when exploring environment e. We denote this class of agents
as explorers. The second main class of agents is composed by agents that do not capture
observations from the environment, but only receive, transfer and manipulate visual place
data structures, i.e., knowledge from other agents, of any class. We denote this second class
of agents as managers.
Assumption. Explorer agents may be heterogeneous. However, we assume homogeneous
visual sensors as components of every agent in the team.
Definition 6.2.5. Manager assignment. We introduce a requirement for each agent, ae,
of the class explorers. Each agent of this class must have assigned an agent of the class
managers. This assigned agent will assist, ae, in the exploration of the environment.
ae.manager = ai, ai ∈ managers. (6.2)
A collaborative system requires a clear form of governance. The rationale behind the
manager class is that there is the need for agents that not only exchange visual informa-
tion, but also enforce behaviors in other agents, resulting in the system moving towards
accomplishing its goals.
Definition 6.2.6. We further define two subclasses of explorer agents. An agent without
enough memory, an observer, requires external assistance, i.e., collaboration, to recognize
places. The minimum requirement for an observer is to have at least the capacity to generate
visual place structures and transmit them to its manager. That is, observers cannot maintain
maps on their own since their maps are always of size 1 (current observation). The other
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subclass of the explorer class, scouts, have more memory capacity, which allows them to
maintain a map. However, scouts may run out of memory, and will require collaboration to
manage their maps. We denote by a.memory the available memory of agent a.
explorers = {a | |Ma| = 1, a.memory <= minMemoryCapacity}︸ ︷︷ ︸
observers
∪
{a | |Ma| > 1, a.memory > minMemoryCapacity}︸ ︷︷ ︸
scouts
,
(6.3)
where minMemoryCapacity is a threshold determined based on the estimated size of visual
places data structures and the requirements to process a single observation, e.g., vocabulary
size.
Definition 6.2.7. Team’s knowledge or Complete knowledge, Kt, about an environment
e at time t for the group of agents in Te is the accumulated knowledge of every single agent
in the group from the beginning of its operations up to time t. It can be described as the
union of all visual place data structures in the team, grouped in agents’ maps, and stored in
every single agent:
Kt =
|Te|⋃
i=1
Mi. (6.4)
Using our distinction of classes of agents, we partition the knowledge of the team as the
union of the knowledge of explorers and managers :
Kt = Ktexplorers ∪Ktmanagers. (6.5)
Since each agent may be unaware of all the knowledge of each other agent, there is
the possibility of one agent revisiting places already visited by other agents, without their
individual maps and associated graphs being affected.
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Definition 6.2.8. We assign each explorer agent an ID, denoted AgentID, and define a place
inverted index structure that is used by a manager to quickly find which agents (explorers)
have knowledge of a visual place. We denote this inverted index as placeInvertedIndex :
i : {AgentID | vpi ∈MAgentID}. (6.6)
Inter-agent visual place exchange
In a collaborative scheme, interaction between agents is enabled by a set of well-defined
procedures that encourage collaboration. We first formulate the different forms of exchange
of visual place information among agents and at the end of this chapter make the connection
between formulation and methods to achieve a system’s goals.
Since managers are in charge of high-level coordination in the team, these agents must
have a high degree of knowledge about other agents’ work. We define the following require-
ment to achieve this objective:
Definition 6.2.9. We introduce a requirement, observation update, for each member of the
class explorers. These agents must communicate with their assigned manager and transmit
every visual place data structure that they have generated, and that has not already been
received by their manager.
∀a(a ∈ explorers : vpUpdate(U, a.manager)) (6.7)
where vpUpdate is the procedure that periodically shares visual place data structures in a
set U of visual places that explorer a has not already shared with its manager. This update
must be executed by the explorer agent at a rate determined based on its computational
capacity and considering other tasks that the agent may also be executing when exploring
an environment.
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Definition 6.2.10. Knowledge sharing across agents. The sharing of knowledge from one
agent, b, to another agent, a, is defined as
Ma ←Ma ∪ {vp | A ⊆Mb, fA(vp) = 1}, (6.8)
where fA(vp) is a characteristic function [133] of the subset A of visual places that are shared
from agent b to agent a. For instance, A could be the set of visual places with timestamps
greater than t− 5 but less than t, that is, A = {vp | t− 5 < vptimestamp < t}.
Notice that Ma may be the empty set, i.e., Ma = ∅. After receiving A, agent a possesses
this knowledge, and it can use it to recognize places in the environment.
Definition 6.2.11. In 2.0.8, we defined revisiting a place as the optimization procedure in
which the place recognition algorithm searches for the “best” place representation that min-
imizes the dissimilarity of two place representations. We define remote place recognition
as a variant in which, given two agents, a and b, a attempts to recognize a place in b’s map,
i.e.,
pr∗ = argmin
pri∈(PR−prcurr)
f(prcurr, pri), prcurr ∈Ma, (PR− prcurr) ∈Mb. (6.9)
Hence, a may be an explorer agent of type observer with limited memory and storage
capabilities, and, collaboratively, recognizes places with the help of b. If that is the case,
the observer has a temporary map (of size 1) that is used to store the place representation,
prcurr, and transmit it to b.
Definition 6.2.12. We define a procedure for knowledge selection and removal, that is,
for selecting visual place data structures in an agent’s map based on their relevancy, and
then removing them from the agent’s map:
D = {vp | X ⊆Mi, fX(vp) = 1}. (6.10)
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Mi ←Mi −D. (6.11)
Hence, D contains all the visual place data structures in Mi that meet a particular
criterion. An example of a function to measure the relevancy of a visual place is the Euclidean
distance function, in which D is the set of visual places that have an associated pose above
a distance threshold:
dist(vpi, vpj) = ‖ < vpi.pose.x, vpi.pose.y, vpi.pose.z > −
< vpj.pose.x, vpj.pose.y, vpj.pose.z >‖2.
(6.12)
Hence, in this example, the set D above is the set,
D = {vp | dist(vp, vpk) > distThreshold}. (6.13)
Setting the value for distThreshold can be done adaptively by taking into account the
current extent of the map:
maxDist = max
vpi,vpj∈M
(dist(vpi.pose, vpj.pose)). (6.14)
distThreshold = β ×maxDist, β ∈ [0...1]. (6.15)
There may be other more convenient criteria for the selection of irrelevant visual infor-
mation; for instance, the quality of a place representation (see Part III) can be used to select
and remove parts of the map.
Definition 6.2.13. Ideally, the information removed from an agent (D above in Equations
6.10, 6.11, and 6.13) should not be completely deleted from the system, but a copy should
exist in another agent, aj. To be consistent with the observation update requirement
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defined in 6.2.9, we define a procedure visual place backup storage to transmit pending
explored places if they are about to be removed: If ai is of the class explorers, then aj is its
assigned manager:
‖Mj ∩D‖ < ‖D‖ : Mj ←Mj ∪ (D −D ∩Mj). (6.16)
That is, any visual places that are going to be forgotten by an explorer agent must be
backed up in its manager. Hence, managers become repositories of knowledge in a team.
Metrics
A collaborative place recognition framework must include metrics that allow for theoreti-
cal and practical analysis of the performance of the agents in the team. We begin by defining
a metric to measure the quality of the collection of observations that are stored across the
team. This metric can be used to remove redundancy in the collective map.
Definition 6.2.14. Quality of team exploration at time t is defined as the score ∈ [0..1]
that measures the diversity of knowledge in the set of agents of the class explorers. This
score is computed by agents of the class managers.
ExplorationQuality(Te, t) =
|Ktmanager| − |Et| − |Otexplorers|
|Ktmanager| − |Et|
(6.17)
where Et is the set of visual places at time t that are known to a manager but not to any of
its explorer agents, and Otexplorers is the set of visual places that are members of more than
one explorer agent’s map and also of the map of their assigned manager agent.
Et = {vp | vppr ∈M tPRmanager , vppr 6∈M tPRi , ai ∈ explorers}. (6.18)
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Otexplorers = {vp | vppr ∈ (M tPRi ∩M tPRj), i 6= j, {ai, aj} ∈ explorers, vppr ∈M tPRmanager}.
(6.19)
We have added a superscript t to the map of agent ai, to clarify that the maps compared
are also those at time t. One goal of the team, depending on the application, may be to
maintain a high score for its quality of exploration.
Definition 6.2.15. There is a time cost of acquisition of knowledge, i.e., a map, Mi, or
portions of it, for the receiving agent (a), and this cost is defined as
Cacq(a, SM ⊂Mi) =
∑
vp∈SM size(vp)
R
, (6.20)
where SM is the subset of visual place data structures that are received by agent a, size
is the function that measures the bit length of the visual place data structure, and R is
the average bitrate measured in bits per second (bps). In addition to the cost of receiving
knowledge from another agent, there is a cost for updating the map, which we define below.
Place representations may differ in size. This variability in size depends on the represen-
tation scheme (Equation 2.3) used by the system.
Definition 6.2.16. We define an acquisition accumulator (acqAccumulator) that keeps
track of the acquisition cost incurred by an agent.
acqAccumulatorti ← acqAccumulatort−1i + Cacq(ai,Mx)t, (6.21)
where Mx is the knowledge, if any, received by agent ai at time t.
Definition 6.2.17. The cost to attempt to recognize a place for the place representation
of the current visual place, prcurr, is defined as
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Crecog(prcurr) =
|M−r|∑
i=0
time(f(prcurr, pri)), (6.22)
where f is the objective function, and r is the recency threshold, both defined in 2.0.8,
and time measures the time required to compare the current place representation with a
representation in the map. Since it is impossible to know (without additional information)
when the agent may be revisiting a place, a place recognition algorithm may have to check
all existing representations up to the most recent representation that satisfies the recency
threshold.
Definition 6.2.18. Since the size of the knowledge of an agent may drastically fluctuate, it is
convenient to define a recognition accumulator (recAccumulator) that keeps track of
the recognition cost incurred by an agent:
recAccumulatorti ← recAccumulatort−1i + Crecog(prcurr). (6.23)
Definition 6.2.19. There is also a time cost of maintaining and updating the map that
is defined as
Cmap(prcurr) = time(g(prcurr,M)) (6.24)
where g is the function that takes the current place, prcurr, creates a visual place object,
vpcurr, and either adds it to the map or merges it with another existing place in the map.
The process for updating and maintaining the map is guided by the results of the place
recognition step, since depending on these results, an agent will either have to add the new
visual place to the map or merge the visual places corresponding to the revisited place.
Definition 6.2.20. Since the cost of maintaining the map may vary depending on the cur-
rent state of an agent, it is convenient to also define a map maintenance accumulator
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(mapAccumulator) that keeps track of the cost incurred by an agent to maintain the map
structure:
mapAccumulatorti ← mapAccumulatort−1i + Cmap(prcurr). (6.25)
Definition 6.2.21. The total cost for agent ai when exploring an environment, e, is defined
as
Ctotal(ai, e) = acqAccumulatori + recAccumulatori +mapAccumulatori. (6.26)
Definition 6.2.22. The total cost for team T exploring environment e is defined as
TeamCost(T, e) =
∑
ai∈T
Ctotal(ai, e). (6.27)
Now that we have introduced some definitions related to collaborative place recognition,
we proceed to discuss how to achieve some of the goals of systems that could benefit from
collaborative place recognition schemes.
Goals
There are a multitude of scenarios in which systems could benefit from incorporating
collaborative place recognition schemes to accomplish their goals. Such goals could include:
1) maximizing the diversity of knowledge about an environment gained by agents working in
collaboration with each other; 2) reducing the memory usage of an agent; 3) determining how
one agent benefits from the knowledge acquired by another agent; 4) enabling applications to
effectively utilize agents with limited capacity; and 5) increasing the tolerance for an agent
to fail in the field. We discuss these goals more fully below.
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Goal 1: Maximizing exploration quality
In exploration, some agents may duplicate place representations in their maps, which
degrade the quality of the collection of observations of a team, and result in the misuse of
memory resources. In this instance, the goal is to maximize the quality of exploration score,
defined in 6.2.14. In other words, the goal is to increase the diversity of knowledge in a team.
It is important to clarify that the quality of exploration metric is not a measure of how
much space in the world the team has covered during exploration, but how rich the quality
of the visual information collected by the team is. That is, an agent could have a rich map
that spans only a short distance in the world.
Since explorer agents are unaware of the knowledge of other agents, it is the manager
agent that is in charge of maximizing the quality of exploration score. The manager agent,
am, executes the algorithm below at an interval that may vary depending on the application.
For instance, the manager of a team may attempt to improve the quality of exploration score
each time that new information, i.e., one or more visual places are received from an agent,
or once every n units of time.
1: procedure MaximizeQualityOfExploration
2: Oexplorers = {vp | vppr ∈ (MPRi∩MPRj), i 6= j, {ai, aj} ∈ explorers, vppr ∈MPRmanager}
3: for vp ∈ Oexplorers do
4: A = {a | a.agentID ∈ placeInvertedIndex(vpID)}
5: D = argmaxa∈A φ(vp, a)
6: if A - D = {} then
7: D ← D − {Most relevant argmina∈A χ(vp, a)} . Leave at most one irrelevant
place.
8: end if
9: for a ∈ D do
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10: Ma − vp
11: placeInvertedIndex(vpID)← placeInvertedIndex(vpID)− a
12: end for
13: end for
14: end procedure
Explanation:
(1) The manager executes this procedure with incomplete knowledge available at t. That is,
the manager knows about all the visual places that have been shared with it by explorers
up to time t. At time t, there may be visual places that are known to explorers but not yet
to the manager.
(2) We are interested in the subset, Oexplorers, of visual places that belong to the maps of
more than one explorer and are known to the manager.
(3-5) For each visual place in Oexplorers, we find the agents, in which a property of vp max-
imizes the function φ(vp, a). This function is used to identify visual places that are less
relevant to the agent. For instance, φ(vp, a) could be the function that computes the Eu-
clidean distance from the pose associated with a visual place to the pose associated with an
agent. This function may be subject to some constraints, e.g., we may be interested only in
visual places that are further than a distance d from the agent.
(6-7) Since we are interested in maximizing the diversity of knowledge in the team, we make
sure that there is at least one agent that has knowledge of the duplicated visual places.
Hence, we use χ(vp, a) to make sure that at most one agent, the agent in which the visual
place is most relevant, keeps an instance of the duplicated visual place. The fact that we are
leaving at least one visual place with an explorer agent is related to Goal 5, in which we are
concerned with increasing the tolerance for failure of agents in the team. In this case, if the
manager fails, there will be a copy of the visual place with one of the explorers.
(9-11) Finally, we update the maps of the affected agents, and update the inverted index.
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A by-product of maximizing the quality of exploration is that removing visual place
duplicates from field agents also reduces the cumulative memory required by the subset of
explorers.
Goal 2: Reduce memory usage of an agent
It was defined in 6.2.6 that a subclass of explorers, i.e., scouts, are capable of maintaining
a map, while the other subclass, i.e., observers, are incapable of maintaining a map, mostly
due to limited capabilities. There is the concern, particularly in long-term applications, that
an explorer agent of the subclass scouts may possess place knowledge that is not present in
another explorer, and that part of this knowledge may deplete its resources. Since there is
no overlapping in agents’ knowledge, the solution proposed in Goal 1 is not applicable here.
A collaborative approach should identify information that a scout may carry in its mem-
ory, and that is irrelevant to its current state, and task. A collaborative approach should
also allow for the reallocation of information across agents to manage the memory load of
agents in the field. The goal is to minimize the memory usage of the team by moving visual
places from a field agent to a manager, hence avoiding discarding information gathered from
the environment that could be useful later to another agent.
We reduce the memory usage in scout agents, and consequently, in the rest of the team
using a set of constraints that an explorer has to satisfy before removing visual place data
structures from its map. These constraints include backing up any information that may be
removed in the manager. The following procedure removes from agent ai all visual places
that do meet a particular requirement.
1: procedure ReduceMemoryUsage(ai)
2: D = {vp | X ⊆Mi, fX(vp) = 1} . (Equation 6.10)
3: ‖Mj ∩D‖ < ‖D‖ : Mj ←Mj ∪ (D −D ∩Mj) . (Equation 6.16))
4: Mi ←Mi −D . (Equation 6.11)
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5: end procedure
where aj is the manager (with map Mj) assigned to agent ai, and D contains the visual
places that are irrelevant to agent, ai, based on a particular criterion. Examples of criteria
for determining whether or not a visual place is irrelevant are redundancies identified in the
agent’s map, the associated Euclidean distance, or the number and quality of features used
to describe a place (see Part III).
There is an additional important by-product of implementing Goals 1 and 2, which is
that, since the required time for place recognition is dependent on the size of a map, reducing
the map’s size accelerates the place recognition procedure.
Goal 3: Reduction in the total cost for an agent visiting an environment already
visited by another agent
In some applications, maximizing the quality of exploration score may not be a require-
ment. Take for instance an application in which an autonomous vehicle, agent acol (an agent
that benefits from the collaborative scheme), can reuse the database, or map, that has been
collected by another agent aind (an agent that may act individually). In this case, the sys-
tem’s concern is not how to maximize the diversity of knowledge in the team, but how an
agent acol (and other agents in the team) can benefit from receiving aind’s knowledge.
Let us denoteMaind as the database of places created by aind in environment e and that is
shared with the place manager. First, aind’s database has to be created. The cost of creating
the database is the total cost for agent aind when exploring environment e.
Ctotal(aind, e) = recAccumulatorind +mapAccumulatorind. (6.28)
We are assuming that aind has not received visual places from another agent, i.e., it does
not incur in any map acquisition cost, but that could be perfectly the case. There is also an
CHAPTER 6. COLLABORATIVE PLACE RECOGNITION Page 96
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
additional cost, β, for moving the database from aind to the place manager so that it can
be distributed to other agents. This cost could be amortized over time as more agents use
aind’s knowledge. However, it is something that should be considered when just a few agents
will reuse aind’s database.
Let us denote Z as a different set of visual places that will be used by aind and other
agents that use its database to query for matches in the original map. Let us now compare
the costs of both agents, aind and acol, for recognizing the query images in Z. The cost for
aind to process Z using its map is
Ctotal(aind, Z) = Ctotal(aind, e)︸ ︷︷ ︸
Creation of database
+
∑
pri∈Z
∑
prj∈Maind
time(f(pri, prj))︸ ︷︷ ︸
Cost of recognizing places
+
∑
pri∈Z
time(g(pri,Mind))︸ ︷︷ ︸
Cost of updating the map
.
(6.29)
In contrast, acol acquires aind’s previously created map. The cost for acol to recognize the
query images in Z using the database that it acquired from aind is
Ctotal(acol, Z) =
∑
vp∈Mind size(vp)
R︸ ︷︷ ︸
Acquisition of database
+
∑
pri∈Mind
time(g(pri,Mcol))︸ ︷︷ ︸
Recreation of database
+
∑
pri∈Z
∑
prj∈Macol
time(f(pri, prj))︸ ︷︷ ︸
Cost of recognizing places
+
∑
pri∈Z
time(g(pri,Mcol))︸ ︷︷ ︸
Cost of updating the map
+β.
(6.30)
where the recreation of the database is the cost of updating its map (Definition 6.2.19) with
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each visual place received from the place manager. β is the cost for getting aind’s database
to the place manager so it can be redistributed to other agents. This cost could be shared
by all the agents that use aind’s map, other than aind itself, and amortized over time.
We define G(aind, acol, Z) as the gain in total cost for agent acol over agent aind when
processing the same set of query visual places Z:
G(acol, aind, Z) = Ctotal(aind, Z)− Ctotal(acol, Z). (6.31)
Since the cost of recognizing places and updating the maps would be equivalent for both
agents, assuming an average time for matching two observations that is common to both
aind and acol, we can conclude that there will be less total cost for acol when
∑
vp∈Mind size(vp)
R︸ ︷︷ ︸
Acquisition of database
+
∑
pri∈Mind
time(g(pri,Mcol))︸ ︷︷ ︸
Recreation of database
+β < Ctotal(aind, e)︸ ︷︷ ︸
Creation of database
(6.32)
In this analysis, we are assuming that these agents have the same capabilities, for instance,
they require approximately the same time to process each observation. It may also be the
case that acol only queries on the received database, but it does not update its map. That is,
acol only localizes on the received map. In this case, acol will not incur the cost of updating
the map.
Moving from image retrieval to agent localization, we may assume that there is an ad-
ditional procedure in place that associates a geolocation to each visual place in the map.
Hence, the agent that receives another agent’s map has the additional benefit of localizing
using not only the database collected by aind but also the additional structures derived from
the database. If reliable pose information is associated with each visual place, it can also be
used as a criterion to reduce the search on the original map. Thus, once localized, the search
can be performed using a threshold, th, of neighboring visual places in the map. That is,
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acol searches only on the nearest places, within a certain distance from the previously visited
place, prprev, and only needs to search the whole database if it hasn’t successfully localized
after a few attempts.
When implementing camera-based localization in real-world applications, we must take
into account that agents do not behave as expected. We must include additional methods
that incorporate the possibility of the agent getting lost or learning new information from
the environment. Our analysis is from a pure image retrieval perspective. In real-world
applications, techniques from robotics, like the Multi-Hypotheses Tracking algorithm [134]
for localization must be used since there is no guarantee that the first match from the
query will always be correct. Additionally, in real-world applications, the place recognition
component may work in conjunction with other components that provide other information,
e.g., odometry, that can be used to reduce the uncertainty in the pose estimation. In Chapter
9, we demonstrate how agents would benefit from a database created by another agent.
Goal 4: Enabling applications that use agents with limited memory capacity
A common problem in long-term place recognition applications is that an explorer agent
may eventually run out of memory, i.e., scout, or the agent may solely function with limited
capacity, i.e., observer. Using remote place recognition as defined in 6.2.11, a system can
make use of explorer agents that either no longer have capacity or have always had limited
capacity.
Remote appearance-based place recognition can be used for applications in which the
localization of an agent is camera-based in a device with limited capacity. Recently, we
have developed an assistive navigation application that relies on sophisticated hardware and
software from Google’s Project Tango [135] [2] [3]. Using remote appearance-based place
recognition, a similar assistive navigation application could be executed in a device with
much more limited capacity than the capacity of a Tango device. However, this limited
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device would have to be paired in a collaborative fashion with a more powerful device that
receives place recognition requests.
Goal 5: Increase tolerance for failure of an agent
An interesting result that follows from requiring explorer agents to share their visual
places with their assigned manager, and to make sure that any visual place data structure
has been backed up before deletion (Definitions 6.2.5 and 6.2.12) is that if an explorer agent
fails during exploration, its knowledge (most of it) should not be lost; it should have been
backed up in its manager. Similarly, if a manager fails, the framework must consider having
a copy of most of its visual places distributed in explorer agents. This is one of the reasons
why in Goal 1 we were concerned with not removing all irrelevant visual places, but we left a
copy at the agent where the visual place was less irrelevant. Collaborative place recognition
increases the tolerance for agents’ failure by keeping a copy of an agent’s knowledge in other
parts of the system. This is very useful in applications in which agents are exploring inside
fragile structures, e.g., search and rescue operations where an agent, i.e., a robot, is working
on mapping and localization tasks but may be at a great risk of failure due to the conditions
of the environment. An agent’s failure without a collaborative scheme would have terrible
consequences since the information collected by the agent would most likely be lost.
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Chapter 7
Motivation and Challenges for a
Collaborative Framework
7.1 Motivation
Visual information about places is among the richest kind of information that can be
extracted from sensor data. For instance, image-to-image methods have proven to be very
robust in tasks that involve confirming that an agent is revisiting a place [49]. This visual
information could have a greater impact if instead of being managed by single agents, it is
shared across a system in which place information can reach other agents.
Collaborative place recognition allows agents with limited capabilities, such as limited
memory, to become useful in the exploration of an environment and other related tasks. In
robotics, frameworks have been proposed to enable collaboration between robots, but also
between robots and people. In the past, we contributed to the HRTeam project [136] in which
a team of robots with limited capabilities collaborated with human users in the exploration
of an environment. The robots had to accomplish tasks given by the humans and localized
using a pseudo GPS system based on overhead cameras. A collaborative place recognition
101
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
framework can greatly improve systems like the HRTeam by allowing robots to localize based
on each other’s previous observations as well as the array of overhead cameras. Agents with
limited capabilities are also becoming more prevalent due to the Internet of Things (IoT), the
network of intelligent sensors in which billions of devices interact using Machine-to-Machine
(M2M) communication [137]. Examples of applications that could benefit from collaborative
place recognition are robotics, augmented reality, vehicles, and other localization related
applications.
An important aspect of long-term place recognition is memory management. Agents
exploring an environment should be able to unload irrelevant information to meet their
memory requirements. However, the information about places that has been unloaded should
not be discarded, since it may be useful later. A collaborative place recognition scheme can
take this fact into account and enable procedures for backing up any place information that
has been discarded by an agent.
A collaborative approach should also include procedures for transferring relevant visual
place information to explorer agents. These agents can greatly benefit from having more
additional relevant information than what they have already gathered from the environment,
e.g., an agent can receive visual place information about locations that may lie ahead in its
path. Once working collaboratively, it is also important to have methods and metrics to
efficiently measure the quality of the set of observations gathered by multiple agents.
Avoiding repetitive work during the acquisition and use of visual place information can
be considered a by-product of collaboration, provided that there are mechanisms in place
that allow for a coordinated sharing of information among agents. Efficient sharing of visual
place information can have a significant impact in mapping, localization, and navigation
applications. Autonomous agents can reuse the knowledge acquired by other agents that
have previously visited an environment. Environments can be explored more efficiently and
with a cost-effective management of the resources of the system.
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When several agents work in the real world, e.g., robotics, there is always a chance that
one or more will fail. Redundancy in a team refers to mechanisms and data structures that
allow the system to recover from the failure of some of its components. This is another
important motivation for the implementation of collaborative place recognition schemes.
When exploring an environment, an agent that fails may end up losing all the information
collected. Devising an efficient framework for collaborative exploration means that if an
agent fails, most of its knowledge has been stored somewhere else in advance, making it
easier to recover the information obtained by the corrupted agent.
The input from multiple cameras has been used in cooperative 3D mapping and localiza-
tion tasks where sometimes appearance-based place recognition is part of the system. C2tam,
which uses the Cloud to share information and computing tasks [138], is one example of a
collaborative 3D mapping and localization approach. In C2tam, 3D map optimization is not
performed by the agent that captures the observations, but this costly operation is done
by another agent that is not concerned with the capturing of the visual information but on
other more computationally demanding tasks.
Similar to our approach, Oh et al. [139] proposed a collaborative appearance-based place
recognition framework using Bags of Binary Words [40]. They use a holistic approach to
feature detection using a single BRISK descriptor [7]. Oh’s approach focuses on place
information aggregation. Multiple robots then use the stored information to improve their
pose estimates.
Recent advances in mobile smartphones have motivated the development of applications
that exploit the capabilities of these devices. Most of these devices have cameras and acceler-
ators that create opportunities for sophisticated applications. However, these mobile devices
have their limitations. van Opdenbosch et al. [140] have explored the use of locally aggre-
gated binary descriptors to produce small place representations that can be efficiently sent
from a server to a mobile device. Once the mobile device has acquired these representations,
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it can use them for mobile camera-based localization. Another benefit of their approach is
that by using binary representations, they can maintain a good number of representations in
the mobile device. Hence, the device is capable of continuing to perform mobile localization
even when there is an intermittent communication with the server. We use the same dataset
that van Opdenbosch et al. used to test some aspects of our collaborative framework.
Another interesting development in mobile devices is Google’s Project Tango [135]. This
project’s goal is to enable spatial awareness in mobile devices. Appearance-based place
recognition plays an important role in the functionality of several of Project Tango’s algo-
rithms. In the past, we have used the localization capabilities of Project Tango’s devices
to develop applications that assist visually impaired people to navigate indoors [2] [3]. As
we briefly discussed in Chapter 6, collaborative appearance-based place recognition can be
very useful in these kinds of assistive navigation applications, since in contrast to Google’s
Project Tango, multiple limited-capacity devices could localize in an environment based on
their observations and queries to visual information stored in other, more powerful, devices.
7.2 Challenges to Collaborative Place Recognition
In addition to the challenges to the general problem of appearance-based place recognition
discussed in Chapter 2, collaborative schemes present the following challenges:
• Depending on the application, place information may be time sensitive. It may become
useless if it is received after the agent has visited the place. A system that implements
collaborative place recognition must address how to synchronize place information,
particularly in applications that require low latency, e.g., autonomous vehicles.
• Another challenge relates to how place information coming from multiple agents should
be aggregated. This is not an easy task because depending on how information is
organized, other modules, e.g., navigation or mapping, may be affected.
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• A collaborative place recognition framework should be able to quickly identify and
notify agents if they are duplicating their work. The framework must incorporate
mechanisms and metrics to periodically check for the duplication of data captured by
agents in the team.
• Collaboration is not free. Communication channels have to be established, and proto-
cols have to be implemented. In some environments, communication between agents
may be intermittent. A collaborative scheme should consider mechanisms for the loss
of communication between agents, and how the relevant agents must proceed once
communications are re-established, or if communications are lost for good.
• With so many pieces working in parallel in a collaborative system, it becomes difficult
to track the functioning of each of these pieces. Analysis of costs and benefits becomes
becomes difficult when considering the inherent emergent behavior that multi-agent
systems display. There is the need to create metrics that are applied in higher levels
of abstraction and that enable interaction with the system in a meaningful way.
• Security is a concern of any application in which agents interact to accomplish a goal.
Depending on the application, a breach in a communications’ channel may have devas-
tating consequences. Autonomous vehicles exchanging visual place information is one
example of applications in which an intruder can cause terrible damages.
• Human users of systems that implement collaborative place recognition may expose
private information that the system should be designed to protect.
• As any other multi-agent system, a collaborative place recognition component may be
affected by the number of agents exchanging visual information. As this number grows,
the system may behave unexpectedly.
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• Another challenge that is common in multi-agent systems refers to how the system
should react to the failure of individual agents. This challenge is also present in col-
laborative place recognition schemes.
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Chapter 8
Implementation of a Testbed for
Collaborative Place Recognition
This chapter describes the implementation of a testbed for collaborative place recognition.
The testbed is a proof of concept of the collaborative place recognition framework proposed
in Chapter 6. The tested could be expanded in the future to take advantage of the relative
recent capabilities of remote computing and storage [141] [142]. We used the testbed to
implement an assistive localization prototype and to test knowledge sharing among agents.
Components of the Testbed
The testbed is composed of two main components that implement the agents described
in Chapter 6: The place manager is an implementation of a manager and an explorer is an
implementation of the agent of the same class defined earlier. An explorer could be of one
of the subclasses: scouts and observers. The place manager is at the core of the proposed
system and it could be considered as the main repository of visual place information. This
agent administers the visual place information received from other agents and keeps track of
what places each agent in the field knows. Following the definition from Chapter 6, explorers
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are agents that capture visual information, produce place representations, and interact with
the place manager or other explorers.
Figure 8.1: Agents interact with the system through the place manager. Direct ad-hoc
communication between agents could be enabled when the place manager is not reachable.
Representation Scheme
Our choice of place representation for the testing environment is the Visual Bag of Binary
Words [40] described in Section 5.5, which is a version of the original Visual Bag of Words [36]
[37] [90] [143] [144], a representation that has proven to be very effective in appearance-based
place recognition approaches [19] [60] [145].
Each explorer agent has a feature extractor and a feature descriptor. We use ORB
features since they can be extracted quickly and produce very robust descriptions. Using the
Bags of Binary Words framework (DBoW2), local features are quantized into visual words.
Once the quantizer has converted each descriptor into a word and a weight has been assigned
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to each word, a sparse vector can be used to describe the visual words that are present in
an image. Efficient implementations of Bag-of-words use associative containers to store each
visual place representation, i.e., bagi of word ID and word weight pairs extracted from frame
i (Equation 8.1). These bags are of variable length, with an upper bound in the the number
of features extracted from a frame. The testbed uses the vocabulary of visual words that
was pre-trained by Mur-Artal et al. for ORBSLAM [146]. This vocabulary was trained
using images from outdoor and indoor spaces, which makes it very robust when recognizing
different kinds of places. The vocabulary is composed of 971,815 visual words. Each bag of
visual words is the representation of the place (pr in the problem definition in Chapter 2)
visited when frame i was captured.
bagi = {(wordID,weight)|wordID ∈ q(x), q(x) ∈ [1, k], k = card(vocabulary)} (8.1)
Inter-agent communication
Communications between agents is accomplished by creating an instance of a place recog-
nition service (PRS). An instance of this service is a member of each agent. The PRS uses
a low-level protocol for agent communication. There are several options for the implemen-
tation of inter-agent channels of communication. The Robot Operating System (ROS) [147]
is probably one of the best options to manage the exchange of information between agents.
Its Transmission Control Protocol (TCPROS) is a robust low-level communication proto-
col. Additionally, working with ROS gives us access to a myriad of external components
developed by the robotics community that can later be incorporated to a particular collabo-
rative place recognition application. Another option is to use one of the available lightweight
open-source protocols. Examples of these protocols are: Message Queueing Telemetry Trans-
port (MQTT) [148], which has shown to outperform TCPROS in several operations [149].
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Other examples of low-level communication protocols are Contrained Application Protocol
(CoAP) [150], the Advanced Message Queueing Protocol (AMQP) [151], and the Simple Text
Oriented Messaging Protocol (STOMP) [152].
The implementation of the testbed is centralized in the sense that the place manager
administers all the exchange of visual place information between agents. However, to satisfy
the goal of increasing tolerance for agent failure, it could be extended to enable explorer to
explorer communication.
If any of the explorer agents crashes or has a communication failure, most of its collected
place information has been backed up on the place manager. On the other hand, if the place
manager fails, and depending on the memory management scheme in each explorer agent,
some of the information may or may not be recovered from the union of the other agents’
individual knowledge.
Next we describe the two main protocols implemented in the testbed:
1. Bidirectional data sharing of place information: The testbed enables commu-
nication between explorer agents and the place manager. Visual place information is
shared to accomplish the goals of the framework described in Chapter 6. Agents can
share full maps of visual places or just subsets based on a particular criterion.
2. Onboard / Online Place Recognition: The implementation of the testbed enables
the recognition of places at the explorer agent side (if they are capable of maintaining a
map, i.e., they are of the class scouts) or online, i.e., remote place recognition. Remote
place recognition is mostly used by agents with limited capacity, e.g., agents of the
class observer. When using remote place recognition, the components of the system
may exchange additional information, e.g., estimated pose.
It is evident that the proof-of-concept implementation described in this chapter has the
possibility for malicious entities to infiltrate the testbed system. Real-world applications
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that extend this framework must take into account the possible consequences of infiltration
and corruption of agents’ communication, e.g., tampering on autonomous cars, could be
catastrophic. A more in depth discussion on security of the system is out of the scope of this
study.
Prototype of an Assistive Localization Application using the Collab-
orative Framework Testbed
We have used the testbed environment to design a prototype for assistive localization
that is based on the collaborative place recognition framework proposed in this study. This
assistive localization prototype is inspired by our related research on assistive navigation.
In the past few years, we developed an assistive navigation aid for the visually impaired,
Intelligent Situation Awareness and Navigation Aid (ISANA) at the City College of New
York - Robotics Lab [2] [3]. The ISANA system uses spatial information from Google’s
Area Description Files (ADF) and Computer Aided Design (CAD) files. It integrates path
planning and obstacle avoidance algorithms, and human-computer interaction techniques to
guide a user to reach a destination. The ISANA system has been successfully demonstrated in
multi-floor environments, including the North Academic Center (NAC) at The City College
of New York, and the Department of Transportation in Washington, D.C. Figure 8.2 shows
a visually impaired user receiving assistance from the ISANA system.
The localization assistant prototype based on the collaborative place recognition frame-
work could be extended in the future to become a full-fledged navigation assistant using
a similar approach to the one we used by ISANA. In ISANA, we extracted an occupancy
grid from CAD files or floorplan pictures. Using this occupancy information from the envi-
ronment, ISANA is capable of guiding a visually impaired user to the desired destination.
Figure 8.3 illustrates the process of the creation of the navigation graph that is used by the
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Figure 8.2: Visually impaired user exploring an environment with the help of ISANA [2] [3].
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Figure 8.3: Process to create a navigation graph to be used by ISANA [2] [3].
assistive navigation system.
The ISANA system runs completely on state-of-the-art devices from Google’s Project
Tango, which means that the device has enough resources to map and localize in an envi-
ronment. As we discussed in Chapters 6 and 7, one goal of collaborative place recognition is
to allow devices with limited capabilities to perform data collection and localization tasks.
As opposed to ISANA, this alternative system does not require that the device, in which the
explorer agent runs, has the sophisticated specifications of a Project Tango device.
Our localization assistant prototype is composed of a single manager, a scout in charge
of collecting the data for the map, and one or more observers (or scouts) that are assisted in
their localization. Once the scout has collected a map that has been shared with the place
manager, the system can start to provide localization information to one or more observers.
The schematics of the application are illustrated in Figure 8.4.
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Figure 8.4: Assistive localization application using the collaborative place recognition frame-
work.
In our design, a scout performs place recognition on its side and transmits the information
to the place manager. The place manager interacts with external components for metric map
creation to better estimate the poses of each received visual place. In the evaluation of our
prototype, we are using ground truth pose data instead of an external component for metric
map generation, and an observer localizes using remote place recognition.
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Chapter 9
Demonstration of the Testbed
This chapter presents results that we obtained when running the testbed described in
Chapter 8 on several datasets. We begin with using the framework as a localization assis-
tant. Our primary goal here is to demonstrate that even devices with limited capacity can
collaborate effectively in the real-time exploration of an environment. We test how remote
place recognition and onboard memory-managed place recognition would work in a real-
world application. Next, we evaluate how the testbed maximizes the quality of exploration
score to prune the maps of agents. Here, our goal is to evaluate how the testbed would
react to the system attempting to improve the distribution of places in the team. Finally,
we explore database sharing and how agents would perform when revisiting an environment
previously visited by another agent. Our goal here is to demonstrate that to obtain a benefit
in collaborative place recognition, an agent must also implement additional procedures to
better search the database received from another agent. We also show how the transfer rate
and the cost of recreating the database on the receiving agent would relate to the benefits
of the collaborative approach. These results give us better insights about different aspects
of our collaborative place recognition framework.
The tests were conducted using a Dell Precision 5510 workstation running Ubuntu 14.04LTS
115
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
with 8GiB of RAM, an Intel Core i7-6700HQ processor, and an Nvidia Quadro M1000M
GPU.
Localization Assistant
In this sequence of tests, we consider the scenario in which a limited-capacity observer
or scout is in communication with a place manager, which assists other agents to localize
themselves. We test scenarios in which the explorer has effectively unlimited local storage
as well as scenarios in which memory usage must be kept below a certain bound.
Experimental Configuration
To test the localization assistant prototype, we used the TUMIndoor dataset [4]. This
dataset has been previously used, among other things, to test mobile localization based on
Vector of Locally Aggregated Descriptors (VLAD) in conjunction with binary descriptors
[140]. The newest version of the dataset is composed of 6864 images (5148 from a Ladybug
spherical system of cameras and 1716 from Digital Single-Lens Reflex cameras (DSLR)). In
our tests, we used the images from the Ladybug cameras. Figure 9.1 shows the map of the
Technical University of Munich where the dataset was collected.
The images from the ladybug cameras in the dataset are loaded by an explorer that then
transmits the information to a place manager. To accelerate our experiments, we also have
directly uploaded the dataset images to a place manager. A back-end procedure simulates
the creation of a metric map and associates each image with a pose from the ground truth
data. That is, our place manager has a high-quality representation of the environment. Once
this visual place information is available at the place manager, one or many observers can
request localization information.
In our test, we simulate such requests with additional images from the TUMIndoor
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Figure 9.1: Map of the building where the sensor data was acquired for the TUMIndoor
dataset. Source: [4]
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dataset. We tested two scenarios: remote place recognition and onboard memory-managed
place recognition. In each case, we simulated 128 queries.
Remote localization
In this scenario, an observer captures an observation (in our test, simulated by an image
from TUMIndoor query subset) and extracts ORB features from it. A bag of binary words
is constructed to represent the place, and it is used by the observer to request localization
assistance from the place manager. Figure 9.2 illustrates the time cost for the observer
to generate ≈ 2000 ORB features and the bag of binary words (an average 26.44 ms for
converting the RGB image to grayscale, 0.35 ms, extract ORB features, 20.06 ms, and
generating the bag of words, 6.03 ms) used in the remote place recognition request.
Figure 9.2: Time cost to generate a bag of binary words from ≈ 2000 ORB features. The
resulting bag of words is used for the remote place recognition request.
The size of the payload of the remote place recognition request depends on the number of
features extracted from observation. When ≈ 2000 ORB features are extracted, the average
payload size is 41KB. Figure 9.3 shows the size of the payload transmitted from the observer
to the place manager when requesting remote place recognition.
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Figure 9.3: Size of the payload of the place recognition request when using ≈ 2000 ORB
features.
Once the place manager receives a request in the form of a place representation from an
observer, it retrieves a sequence of matches from its map and transmits the estimated pose(s)
to the observer. In our tests, the estimated poses that are sent by the place manager are the
ones obtained from the available ground truth data; that is, each image in the TUMIndoor
dataset has an associated pose. In a real-world application, the place manager would have to
interact with an external component in charge of maintaining a metric map and estimating
the pose of the observer agent based on previous observations. Since reliable information
about previous observations of the agent cannot be obtained from the TUMIndoor dataset,
in our tests, the place manager returns the pose associated with the first match of the place
recognition procedure. We also show below some results of what would happen if the place
manager would have returned the best match (in terms of pose error) from a list of candidates
from the place recognition query.
Since we have available ground truth data about the poses of each image in the dataset,
we use the Euclidean distance from the pose associated to a match to the pose associated
to a query image. This way, we have a better idea of how good the initial localization is.
The first column of Figure 9.4 shows the distance error between the ground truth pose of
the query image and the pose returned as a first match from the place manager for each
of the 128 images in the dataset. Each row corresponds to place representations generated
from the extraction of (approximately) 500, 1000, and 2000 ORB features respectively.
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Some of the errors in which the poses associated with the match and the query places
are very far apart in the world are related to the problem of perceptual aliasing described in
Chapter 2. That is, several place representations look the same, but the places in the real
world from which these representations originated are located far apart.
In this experiment, the system does not have prior information about the position of the
observer that is being assisted, thus the first match is not always correct. In a real-world
application, the system must consider several candidates, creating a set of pose hypotheses
that are tracked, and one by one eventually discarded until finding a good pose estimate.
In order to accomplish this, the real-world application would require a sequence of images
that are used to confirm or discard hypotheses. The second column of Figure 9.4 shows the
distance error between the ground truth pose of the query image, and the best pose estimated
among the first five matches returned from the place manager for each of the configurations.
The second column of the figure illustrates the importance of the use of multiple hypotheses
to determine the initial pose of the agent that is being assisted.
The variation in the size of the place representation depends on the number of ORB
features that are extracted from the image. The number of local features also has an impact
on the number of places recognized as illustrated in Figure 9.5.
Onboard Memory-Managed Localization
We also used the TUMIndoor dataset to test memory management in the team of agents.
As opposed to the previous test, here localization is meant to be obtained at the explorer.
The place manager provides the most relevant visual places based on the query received
from the explorer. The set of relevant visual places meets the memory limits at the explorer.
Since the localization task happens at the explorer, this agent could continue to use its map
for localization of future observations. The explorer and the place manager will continue to
interact to make sure that the explorer has the most relevant information available.
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Figure 9.4: Right column: Distance error using only the first match from the query results.
Left column: Distance error using the match with the shortest distance from the first five
results from the query. Each row corresponds to a different configuration in the number of
ORB features: 500, 1000 and 2000 respectively.
CHAPTER 9. DEMONSTRATION OF THE TESTBED Page 121
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
Figure 9.5: Places recognized that are within 3 meters from ground truth poses.
At first, the explorer does not have any visual places in its map. We choose an image at
random from the query dataset as its first observation. This first observation is processed
(a bag of words is produced) and a request is sent to the place manager. In return, the
place manager transmits a set of visual places whose maximum size is N + N × V , where
N is the number of “best” matches from place manager ’s knowledge and V is the number
of surrounding visual places of those matches that are no further than a distance d. The
goal is to provision the explorer agent with only visual places that are relevant to its current
estimated position and that do not exceed its memory limitations. Figure 9.6 illustrates
two examples of memory management performed by the place manager. The explorer agent
never exceeds the maximum capacity since every update of visual places is controlled by the
parameters N , V , and d.
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Figure 9.6: Memory management in the TUM dataset. The place manager transmits a
maximum ofN+N×V visual places. N visual places that correspond to the best matches and
V visual places for each of these matches that are at a distance less than d from each match.
The graphs above corresponds to (1) N = 10, V = 20, d = 1m and (2) N = 5, V = 5, d = 1m.
The explorer agent is in control of its own memory. Once it has received the initial
“seed” of places from the place manager, it can use them to localize. If new visual places are
added to its map, and the explorer ’s memory capacity is about to be exceeded, it can unload
“irrelevant” visual places using the procedure defined in Equations 6.10, 6.16 and 6.11. The
place manager would assist in the unloading of information.
In this test, our concern was to demonstrate how the place manager would provision the
initial set of visual places to the explorer without exceeding the explorer ’s memory. Each
time that the place manager receives a query visual place, it updates the contents of the
memory of the explorer agent with the most relevant information available. In practice, the
explorer agent would attempt to localize onboard in its map, and it will continue to interact
with the place manager to have available the most relevant set of visual places that are
known to the place manager.
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Quality of Exploration
The Quality of exploration (QoE) score (Definition 6.2.14) was defined as a measure of
how diverse the set of visual places gathered by a team is. A place manager is the only
kind of agent that is capable of maximizing this score since it possesses the knowledge of
most of the visual places that are known to it and to the other members of the team. To
demonstrate how the testbed would maximize the QoE score, we set up an experiment in
which the place manager provisions multiple explorer agents with a map of places in the
TUMIndoor dataset using the following procedure: a random image from the query subset
is used to find N “best” matches (similar places) with V neighbors for each of the matches.
The neighbors are at a maximum distance d. That is, the place manager “seeds” explorer
agents with a portion of the TUMIndoor dataset based on the random image chosen for that
agent. Here, we are simulating the real-world situation in which several agents have been
exploring an environment and have overlapping portions of a global map. This overlapping
decreases the QoE score, hence the place manager attempts find the best configuration that
would maximize this score.
Once visual places have been distributed by the place manager to a few explorer agents
(3 in our tests) based on their initial random locations, the place manager computes the
quality of exploration score of the team. The place manager then attempts to maximize this
score. During the execution of this procedure, the place manager instructs explorer agents
to remove visual places from their maps that may be deemed irrelevant based on a particular
criterion. In our tests, we used the Euclidean distance as a criterion for relevancy of visual
places. Hence, we made irrelevant all the places that were located further than a distance
drelevant. The following are a few instances of the effects of maximizing the exploration quality
score in the TUMIndoor dataset:
Instance of the experiment for N = 5, V = 30, d = 20m:
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Agent Random Initial Visual Place # Places Assigned # Places in Map after Procedure
0 33 153 153
1 111 155 155
2 101 154 75
Initial Quality of Exploration Score: 0.793734
After running the maximization procedure by the place manager. Criterion: re-
move most irrelevant visual places that are located further than drelevant= 6.66m from the
agent’s position.
Quality of Exploration Score: 1
Figure 9.7: Variation of quality of exploration score and map size for the tables above
Instance of the experiment for N = 10, V = 20, d = 30m:
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Agent Random Initial Visual Place # Places Assigned # Places in Map after Procedure
0 118 210 39
1 118 210 189
2 96 208 178
(Agents 0 and 1 are located next to each other at the pose associated with visual place 118)
Quality of Exploration Score: 0.512887
After running the maximization procedure by the place manager. Criterion: re-
move most irrelevant visual places that are located further than drelevant=10m from the
agent’s position.
Quality of Exploration Score: 0.953608
Figure 9.8: Variation of quality of exploration score and map size for the tables above
Instance of the experiment for N = 10, V = 20, d = 30m:
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Agent Random Initial Visual Place # Places Assigned # Places in Map after Procedure
0 41 207 183
1 104 210 168
2 88 207 186
Quality of Exploration Score: 0.837989
After running the maximization procedure by the place manager. Criterion: re-
move most irrelevant visual places that are located further than drelevant=15m from the
agent’s position.
Quality of Exploration Score: 1
Figure 9.9: Variation of quality of exploration score and map size for the tables above
The significance of maximizing the quality of exploration score is that it reduces the
duplication of visual places in explorer agents, i.e., it reduces redundancy of information.
Hence, it also reduces the total use of resources by the members of the team. However, the
maximization procedure, as described in Chapter 6, makes sure that a minimum degree of
redundancy is maintained to cover the possible failure of components of the team.
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As mentioned earlier, the place manager is the only agent that can execute the procedure
to maximize the quality of exploration score since, by definition, it possesses the knowledge
of the visual places are present in maps of the other members of the team. Depending on
the application, the place manager could execute the procedure to maximize the quality
of exploration score as soon as the it receives a new visual place from an explorer agent.
However, it may be more convenient to run the maximization procedure at a certain interval.
The inverted index of visual places (Definition 6.2.8) allows for a very efficient process for
maximizing the QoE score. Each explorer agent must update the place manager about each
new visual place inserted in their map (Definition 6.2.9). The place manager then uses the
inverted index structure to quickly know which agents’ maps possess the duplicated places.
Using the inverted index in our tests, it took an average of 9 microseconds to compute
the QoE score. It took an average of 54 microseconds to identify the visual places that, if
removed from the agents’ maps, will maximize the score.
Even with the use of the inverted index of visual places, the maximization of the QoE
score can become computationally intensive if the number of agents and visual places is large.
In practice, a place manager would execute the procedure to maximize the QoE score in
intervals. Another approach to scale the number of agents collaborating is that when teams
get too large, they could be broken down in smaller teams. Future work includes the testing
of multiple teams of agents interacting through their place managers.
Query on a database of visual places shared by another
agent
A different kind of application of collaborative place recognition is the sharing of complete
or partial knowledge from one agent to another to make the recognition of places by the latter
more efficient. That is, the goal is the transmission of whole databases or subsets of databases
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created by other agents so they can be used by a different agent. In this case, the function
of the place manager is simply to provision an existing database to an explorer agent. In
this case, we are not concerned with maximizing the QoE score since it is obvious that there
will be overlapping of the knowledge of several agents. An explorer agent uses the database
created by another agent to recognize places and improve its localization in an environment.
An example of a real-world application would be autonomous cars visiting a city explored
previously by another agent.
We used the Kitti dataset [5] to test different querying strategies once an agent has
received somebody else’s database. The sharing of databases uses the collaborative place
recognition framework, that is, an explorer agent obtains knowledge about the environment
and transmits that knowledge to the place manager. We assume that there is a back-end
component that estimates poses for each visual place. Image number distances helps (very)
roughly to approximate the euclidean distance traversed by the vehicle from on visual place
to another. Another explorer agent receives the full database and localizes on it.
Figure 9.12 shows a comparison of the times required to execute the place recognition
routine in the Kitti dataset sequence 0 [5]. First, agent A creates a database of 3290 visual
places. Agents A, B and C explore a segment of 560 additional visual places of the same
dataset. Agent A continues to add places to its database as it explores the new segment.
Agent B uses agent A’s database of places and only localizes in the new segment using A’s
database. Agent C uses agent A’s database of places to localize in the environment, but C
uses a constrained search procedure using the approximated Euclidean distance of the poses
associated with each visual place in the database. Hence, once agent C believes that it has
localized, the next time that it queries the database, it first searches around its believed
current location. If no reliable match is found, then it searches on the complete database
received from agent A.
As shown in Figure 9.12, the result of this test is that agent C is able to process the
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Figure 9.10: In red is the trajectory in the Kitty dataset [5], sequence 0, associated with the
map collected by agent A. Using A’s database of places, agents A, B and C query a different
set of visual places originated in the segment in blue.
Figure 9.11: Illustration of the test of sharing an agent’s knowledge using the framework.
Agent A creates the main database of visual places that is shared through the place manager
to other agents.
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Figure 9.12: Comparison time required for place recognition of three agents exploring the
same segment.
images significantly faster because it uses the constrained search procedure that narrows the
search of possible places based on agent A’s previously obtained database and the geolocation
information associated with each visual place in the database.
Figure 9.13 shows the mean time required by each agent to execute the Place Recognition
routine. The small difference in the average time to recognize places between agents A and B
is due to the fact that A continues to update its map with the new visual places it observes.
Agent B, on the other hand, only localizes using A’s map. Agent C searches the database
using the information from previous matches, hence often searching a fragment of the whole
database. Here it is important to remember that the time complexity of a place recognition
algorithm is linear in the size of the database. All agents produce similar matching results
and recognize all the places in the revisited segment.
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Figure 9.13: Comparison mean time required by three different agents exploring the same
segment of the dataset.
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Figure 9.14: Comparison total time required by three different agents exploring the same
dataset. Agents B, and C use the database created by agent A.
Figure 9.14 shows the total time required to process the segment of the dataset that has
been previously visited by agent A, but visited for the first time by agents B and C. Agents
B and C require additional time to receive A’s database from the place manager. The size of
A’s database is 896M. Assuming an average bitrate of 80 Mbit/s to transmit the database,
the estimated acquisition time cost for each B and C is 93 seconds. Agents B and C also
incur in a time cost to recreate the received database of ≈ 7.86 seconds.
As we have discussed in the previous three chapters, collaborative place recognition solves
several problems that are present in single-agent place recognition applications. A collabo-
rative scheme for place recognition allows agents to reduce their cognitive load by enabling
the movement of irrelevant information to other agents. It also enables the use of agents
with limited capabilities.
We have identified several opportunities for decreasing the size of the place representation
used by the testbed that can be explored in the future. The use of methods for serializing
objects, e.g., Protocol buffers (Google) or Apache Thrift, can further improve the exchange
of information and bring more benefits from the team’s collaboration. Additionally, the use
CHAPTER 9. DEMONSTRATION OF THE TESTBED Page 133
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
of Bags of Binary Words can be replaced by other place representations that may better suit
other types of applications.
In the next chapters, we describe a novel method for incorporating information about
dynamic objects to improve place representations and reduce the size of the database of
visual places. As we have seen in this chapter, a smaller database has a positive impact
in collaborative schemes since it will reduce the transmission and database reconstruction
times.
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Part III
Reducing the Impact of Dynamic
Objects in Place Recognition
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Chapter 10
Problem Definition
Appearance-based place recognition has produced outstanding results in the past decade.
However, there are still several challenges that are rooted in the limited information that
can be obtained from sensors’ data. Dynamic objects present an interesting challenge since
they affect the way that an agent perceives the world. Place representations that take into
account dynamic objects (that is, by removing dynamic objects from the representation) will
be more robust in environments populated by these objects.
Several methods have been proposed to reduce the impact of dynamic objects. However,
these methods generally treat dynamic objects as only those objects that are in motion as
the agent is capturing a sequence of observations. In this chapter, we present a new method
for incorporating information about dynamic objects into place recognition algorithms.
Definition 10.0.1. A dynamic object is an object that does not have a fixed position in a
place. A dynamic object observed in a place is not guaranteed in future observations of the
place to be present or in the same location.
It is important to consider that dynamic objects may behave as static objects if not
enough time has passed from one agent’s visit to the next. Place recognition algorithms
must take this consideration into account when using the method described in this chapter.
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In Chapter 2, we introduced fundamental concepts of appearance-based place recognition.
For convenience, we reproduce the definition of a place representation from Section 2.0.5:
Definition 10.0.2. A place representation, pr, is an encoding of a visual place, Ii ∈ I.
The observations captured by an agent, a, are encoded using a predetermined representation
scheme, rs (Equation 2.3), for storage and later matching with other place representations.
A place representation, pr, is composed by a n-tuple of feature descriptors, vi, i = 1, ..., n:
pr = (v1, ..., vn). (10.1)
Definition 10.0.3. We define the location of a feature as the coordinates for the most
significant point of the feature, a.k.a. keypoint, in image coordinates ([x, y] ∈ [0, ...,W −
1]× [0, ..., H − 1]).
For the purposes of efficient place recognition, a representation of a place must ideally
include only descriptions of features that can be observed again the next time that an agent
is visiting the place. In the following analysis, we consider only place representations that
are composed of descriptors of local features, that is, features that describe a clearly defined
area of the original image, Ii.
The representation of a visual place may contain descriptors that, when generated, were
affected by dynamic objects present in the original digital image. Dynamic objects may
occlude elements from the observed place that may have otherwise generated features during
the process of feature extraction. These features from occluded objects are not described in
the place representation. Removing from the representation of a place, pr, the description of
features that originated in dynamic objects, or that extend to dynamic objects, will improve
the quality of the representation, and consequently, the performance of the place recognition
algorithm.
As we discussed in Chapter 4, local feature description algorithms use properties of
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pixels, or image patches, that are usually located around the feature keypoint to construct
a descriptor.
Definition 10.0.4. We define the extent of the descriptor of a feature as the set of pixels,
{p1, ..., pn}, in the original image, I, that are used to describe the feature:
extent(v) = {p1, ..., pn | {p1, ..., pn} ∈ I, FD({p1, ..., pn})→ v}, (10.2)
where FD() is a procedure that constructs a descriptor, v, using information from pixels
p1, ..., pn. Examples of feature description procedures are explained in Chapter 4. The
extent of a descriptor may or may not include the keypoint of the feature. Pixels in the
original image may have been transformed, e.g., when generating a scaled version of the
original image, and transformed versions of the image may have been used to compute the
feature descriptor
Definition 10.0.5. Classes of descriptors. We distinguish each pixel in the original digital
image as being part of either a dynamic or a static object. If the extent of a descriptor, vi,
includes a pixel that belongs to a dynamic object, then we denote vi as a member of class
DC, the class of descriptors that are affected by dynamic objects. Otherwise, vi belongs to
the class SC, that is, the class of descriptors that are generated only from pixels that lie in
static objects in the original image. Hence, pr is the finite, pairwise disjoint set that contains
the union of DC and SC,
pr = DC ∪ SC. (10.3)
To determine whether a descriptor belongs to DC, we make use of the information
provided by its extent. In Definition 10.0.5, we indicated that a descriptor that contains a
single pixel that lies in a dynamic object belongs to the class DC, that is, those descriptors
that are affected by the presence of dynamic objects. We can relax this requirement by
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defining a sensitivity threshold:
Definition 10.0.6. The sensitivity threshold is the proportion of the extent of the descrip-
tor that can be used to control how sensitive membership in DC is to the dynamic content
of a descriptor. That is, if the proportion of pixels in the extent of descriptor v that are in
a dynamic object exceeds the sensitivity threshold, then the descriptor, v, belongs to DC.
With information about dynamic objects and about the descriptors in a place represen-
tation that are affected by these objects, we can define a method that an agent can use to
determine whether a place representation is worthy of being stored.
Definition 10.0.7. A valid place representation is one in which the number of feature
descriptors that are not affected by dynamic objects exceeds a threshold, placeThreshold.
That is,
isV alid(pri) =

true |prsi| > placeThreshold,
prsi = pri −DC,
i.e., ∀v(v ∈ prsi → v ∈ SC),
false otherwise.
(10.4)
Notice that the visual place data structure corresponding to a place representation that is
deemed invalid may be removed from the agent’s map depending on the goals of the system.
Setting the value for placeThreshold : This threshold is dependent on the number
of features to be extracted from the digital image (nFeatures), a common parameter used
by feature extractor algorithms. Hence, we can use the value of nFeatures and a parameter
α to determine the value of placeThreshold.
placeThreshold = α ∗ nFeatures, α = [0...1]. (10.5)
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Definition 10.0.8. The Dynamic Object Descriptor Coverage (PDyn) is the set of pixels in
the agent’s observation that belong in the extent of descriptors in DC.
PDyn(Ii) = {p | p ∈
⋃
v∈pl
extend(v), v ∈ DC}. (10.6)
Definition 10.0.9. We define a metric, staticity score to describe how well an observation
by an agent captures a place in the real world at a particular point in time and under certain
physical configuration.
Staticity(Ii) =
(W ×H)− PDyn(Ii)
W ×H . (10.7)
If the hypothesis presented in this chapter is confirmed experimentally, the goal is that
every time that an agent captures a new observation, the agent should attempt to remove
descriptors of the class DC from the generated place representation.
pri ← pri −DC. (10.8)
Determining whether a descriptor is affected by a dynamic
object
In order to determine which local feature descriptors are affected by dynamic objects, so
we can remove them from the place representation, we first need to know the locations and
approximate areas of dynamic objects in the image. To accomplish this, we use an object
detector. In Chapter 12, we discuss the object detector chosen for our implementation and
overview how object detectors work.
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Figure 10.1: Left: Examples of the locations sampled to construct various descriptors. SIFT
[6], BRISK [7] and FREAK [8]. Image sources: each respective paper. Right: Example of a
bounding box and several local features, and their sampling locations in a detected object.
For our current discussion, the essential idea is that object detectors produce bounding
boxes that enclose dynamic objects. These bounding boxes are rough approximations of the
area that dynamic objects occupy in the image. We can use these approximations to decide
whether the descriptor belongs to the class DC, and then remove the affected descriptors
from the place representation. Speaking algorithmically, we need to find a way to efficiently
combine the results of our feature detection and object detection algorithms.
One possibility is the naive approach. As we discussed in Chapter 4, feature descriptor
algorithms often build a descriptor by sampling at a set of locations around the feature
keypoint to build a descriptor. These locations have been determined in advance, so we
could use the object detection bounding box data to modify the feature description proce-
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dure. Using approximate information about the location of dynamic objects in the image,
the procedure could determine how many sampling locations are inside a dynamic object’s
area. If the sensitivity threshold is exceeded, then the procedure would conclude that the
descriptor belongs to DC, and therefore it should not contribute to the place representa-
tion. However, modification of feature description algorithms is not straightforward, and
the resulting procedure would be computationally expensive to a degree not acceptable for
real-time applications.
Heuristics relating to the sensitivity threshold offer more efficient solutions by allowing
us to identify descriptor keypoints in DC before sampling. As illustrated in Figure 10.1,
most descriptors sample locations symmetrically distributed around the feature keypoint.
So, for example, if a keypoint is located inside the bounding box of a dynamic object, we
can conclude that at least 25% of the extent of the descriptor is affected by dynamic objects.
This is an approximation, of course, as some of the bounding box contents are not dynamic.
But if the sensitivity threshold is set to 1
4
|extent(v)|, we could assign all descriptors with
keypoints inside a bounding box to the DC class. Similarly, if the sensitivity threshold is
set to 1
2
|extent(v)|, we could quickly check, first, whether the keypoint is inside a bounding
box; if so, we could quickly compute the distance from the keypoint to each corner of the
bounding box. If all these distances are greater than r, the "radius" of the sampled area,
then we can conclude that the proportion of the extent of the descriptor that is affected
by dynamic objects exceeds the sensitivity threshold. In Chapter 8 we discuss how the
implementation deals with determining the descriptors in DC and removing them from the
place representation data structure.
The following chapters discuss in more detail the motivations for using dynamic objects’
information when constructing place representation and describe experiments that show the
benefits of incorporating this information in place recognition.
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Chapter 11
Motivation and Challenges
Motivation
A number of approaches have been proposed to solve the problem of appearance-based
place recognition. These approaches range from direct perception [153] approaches to medi-
ated perception [154] approaches. Direct perception approaches make decisions about revis-
iting places directly from the raw sensory data or from low-level representations. Mediated
perception approaches, on the other hand, make a more complex model of the place and
sometimes have multiple interacting components. More recently, the needle has been mov-
ing toward mediated perception approaches, mostly because of Moore’s Law [155] and the
remarkable progress in Graphics Processing Units (GPUs), which allow for more processing
of information in less time.
Environments that are explored by autonomous agents are usually populated by dynamic
objects. For instance, a car parked on the side of the street may not be there the next time
that the autonomous agent is at that location. There are methods for tracking the local
features of these dynamic objects, and once these features have been confirmed to originate
in a dynamic object, they can be excluded from any place representation. However, these
traditional approaches require several contiguous frames to track local features.
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There have been approaches to place recognition, e.g., McManus et al. [46], that construct
their place representation based on region descriptors. Each region encapsulates distinct
characteristics of the place. In contrast, we couple object classification and localization with
low-level feature description and use this combination to improve the quality of the place
representation.
When dynamic objects are present in the agent’s observations, they can greatly distort
the underlying representation of the place. A suboptimal representation will negatively affect
the results of the matching procedure. Some research has proposed to deal with dynamic
objects by adjusting the weight of the descriptors extracted from them [44]. The challenge
of dealing with dynamic objects greatly increases in environments with a significant human
presence. There is a correlation between high traffic and the reduction in the performance
of place recognition modules.
Instead of relying on low-level data-driven approaches to determine the quality of de-
scriptors in the representation of a place, we take a highly mediated perception approach
and incorporate semantic information to improve the quality of the place representation.
Semantic information can be acquired concurrently using existing object detection and clas-
sification techniques, and then this information can be used in the decision-making step
about the quality of the descriptors.
Further use of dynamic objects information
As we will see in the following chapters, the proposed technique to improve the place
representation can benefit place recognition algorithms. However, we also identify an addi-
tional potential use of the information collected when improving the place representation.
The information about the presence of dynamic objects detected in certain areas of an envi-
ronment can be used further to create models of places that tend to have a high presence of
these objects, and this information could be used later in navigation applications.
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For example, let us imagine a robot exploring a university building. If this agent detects
the presence of people, it can alert the system about the density of people in an area. The
clients of a collaborative system could then accordingly adjust their navigation systems. The
obtained information about dynamic objects can also be transmitted to an intelligent engine
that could, for instance, infer that the agent is exploring a particular kind of space, e.g., a
kitchen or meeting room, based on the objects detected during this process.
Impact of dynamic objects on place recognition frameworks
Place recognition frameworks that use whole images or representations based on global
features, e.g., [20] [112] [156] , are particularly sensitive to dynamic objects. These objects
are factored directly into the place representation, greatly impacting the quality of the repre-
sentation. Approaches that use local features are more robust against the effects of dynamic
objects.
Many place recognition algorithms use fixed positions for feature extraction and descrip-
tion in the image, without considering that those locations may be occupied by dynamic
objects. In these approaches, place representations cannot be modified to discard those
features that are affected by dynamic objects. For instance, with BRIEFGist [20] or ABLE-
S [78], the position of the keypoint(s) and the pixels that will be sampled to construct the
descriptor (the extent of the descriptor) are predetermined. That is, because the underlying
algorithm relies on each of these descriptors with predetermined locations, even if some of
the sampled pixels belong to dynamic objects, the corresponding descriptor still cannot be
removed from the representation of the place.
We classify place representations used in place recognition algorithms into rigid and
flexible. Table 11.1 lists a few popular place recognition approaches and the class of place
representation that they use. We consider a place representation to be rigid when the
representation does not allow an easy modification to remove the impact of dynamic objects
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Place Representation
Approach Representation
FABMAP [39] Flexible
BRIEFGist [20] Rigid
SeqSLAM [112] Rigid
Bags of Binary Words [40] Flexible
Cooc-Map [21] Flexible
COVISMAP [18] Flexible
SMART [45] Rigid
ABLE-S [78] Rigid
Fast-SeqSLAM [157] Rigid
Table 11.1: Place Recognition algorithms and our classification of their respective place
representations.
present in the place. On the other hand, we consider a place representation to be flexible if
it directly allows modification by incorporating information about dynamic objects observed
by the agent.
Figure 11.1: Vocabulary tree used in the Bag of Visual Words approach.
For example, in the case of the Binary Bag-of-Words approach [40], descriptors are con-
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verted into a visual word using the Hamming distance (Equation 4.3. As we discussed earlier,
the Hamming distance can be efficiently computed with the machine instruction POPCNT-
Population Count on Intel and AMD processors). As descriptors move down the hierarchical
vocabulary tree, the path to the corresponding visual word is determined by the closest Ham-
ming distance to the next node, which is illustrated in Figure 11.1. That is, in the original
Bag of Binary Words approach [40], every descriptor, regardless of being affected or not by
a dynamic object, will be quantized into a visual word. Using descriptors extracted from
dynamic objects will end up negatively affecting the resulting place representation. Using
the method proposed in Chapter 10, a descriptor affected by dynamic objects (above the
sensitivity threshold) will not be taken into account, hence, reducing the impact of dynamic
objects in the final place representation.
Challenges
A crucial challenge that our approach faces is that since it relies on an external object
detector, it is subject to the failures that this detector may encounter. Despite the fact that
current image classification algorithms have reached outstanding levels of accuracy in the past
few years [16] [128], they sometimes produce imperfect classification, i.e., misclassification.
Another important challenge is the fact that the place algorithm that incorporates our
approach will require some prior information about how often we believe agents will revisit
the environment. In Chapter 13, we demonstrate this challenge with the Malaga dataset [1].
In this dataset, a car traverses certain routes in the city of Malaga, and since a short amount
of time has passed between each visit, most of the parked cars (dynamic objects) remain in
the same place, i.e., they behave as static objects. This fact affects the performance of our
approach. Figures 11.2 and 11.3 illustrate the problem of incorporating information from
dynamic objects while revisiting places within a short period of time between visits.
There is also the challenge of determining which dynamic objects should be detected in
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Figure 11.2: Example 1 of dynamic objects (cars parked on the street) behaving as static
objects. Source: Kitti dataset [5].
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Figure 11.3: Example 2 of dynamic objects (cars parked on the street) behaving as static
objects. Source: Kitti dataset [5].
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an environment. Some environments may have dynamic objects in a permanent or semi-
permanent position. For example, museums, which have many dynamic objects belonging to
an exhibition remain in the same place for long periods of time. It is possible imagining an
environment in which there are paintings with dynamic objects that can trigger a detection.
In those cases, there is not much benefit to detecting those kinds of dynamic objects. Similar
to other parameters that are usually given to place recognition algorithms, e.g., interval
between the generation of visual places representations (λ rate), we must indicate the classes
of dynamic objects to be detected.
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Chapter 12
Implementation
Object classification and localization
Due to relatively recent developments in Graphics Processing Units (GPUs) and Moore’s
Law, we are now capable of implementing applications for detecting objects that run in real
time and produce predictions with high accuracy. Hence, now is a good time to study the
effects of dynamic objects in place recognition.
Traditional approaches to object classification and localization in images involve the use
of hand-crafted feature detectors and descriptors, e.g., Histograms of Oriented Gradients
(HOG) [158] [159], SIFT [6] [32], sometimes combined with sliding-windows approaches, or
object proposal algorithms, e.g., [129] [160] [161]. As we saw in Chapters 3 and 4, these
features have to be designed by domain experts. Traditional methods that use these hand-
crafted features have to undergo several expensive steps to detect objects in images, and
because of their hand-crafted design, traditional methods do not generalize well.
A different class of algorithms is based on Deep Artificial Neural Networks [162], in which
the salient features are learned from massive amounts of data. Deep Neural Networks (DNN)
are Artificial Neural Networks (ANN) that have more than two layers. In image classification,
Convolutional Neural Networks (CNN) are a successful neural network architecture. As
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Figure 12.1: Error rate for the top-5 classification task in the ILSVRC competition.
shown in Figure 12.1, CNNs have dominated the ImageNet competition since 2012 [128].
The complexity of CNNs have increased dramatically in the past few years. As shown in
Figure 12.2, in 2012, Alexnet, the winner of the ImageNet competition, had 8 layers. The
winner of the 2015 competition, ResNet, had 152 layers [163].
Object detectors that are based on CNNs have also achieved outstanding performance
in the past few years. There are two main categories of detectors: Unified (Single-shot)
detectors, e.g., You Only Look Once (YOLO) [9] [164] and Single-shot Detector (SSD) [165]
and Two-stage detectors, e.g., Region-based CNN (R-CNN), Fast R-CNN [166], and Faster
R-CNN [167] . Figure 12.3 shows a comparison of these detectors [9]. mAP is the Mean
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Figure 12.2: The reduction in the error measurement has been accompanied with a drastic
increase in the number of layers used by the CNNs. In 2010 and 2011, the winners of the
competition were traditional approaches with hand-crafted features.
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Figure 12.3: Comparison of object detectors based on Deep Learning architectures. Source:
[9]
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Average Precision, a common measure of the quality of the information retrieved by an
algorithm [168]. It provides a single number that makes it easier to compare object detectors,
or any other information retrieval algorithms for that matter.
Based on the above comparison and an analysis of the requirements of our implementa-
tion, we decided to use YOLOv2 for dynamic object localization. YOLOv2 is a single-shot
detector that is several times faster than other object detectors that are also based on Convo-
lutional Neural Networks (CNNs) (Figure 12.3). YOLO is ideal for applications that require
low-latency, which is usually the case in place recognition applications.
As opposed to other object detectors that have to scan the image several times, YOLO
performs classification and localization using a single pass on the CNN. The detection of an
object is approached as a regression problem. That is, YOLO divides the image into an S x
S grid (13× 13 in the implementation that we used), and in each cell, it regresses to find B
bounding boxes with a center, x, y, a width and a height, w× h, coupled with classification
confidence values (class scores) for each of the classes.
YOLO has some deficiencies that limit our approach. For instance, there may be very
small dynamic objects, e.g., a car parked a few blocks down the street, that produce salient
features but that are not detected.
Place Representation Improvement Procedure
In Chapter 10, we formalized the proposed approach to improve place representations
based on information from detected dynamic objects. Here, we describe the steps that our
implementation follows when deciding whether to remove a descriptor. Figure 12.4 illustrates
these steps.
As with our implementation of the testbed for the collaborative place recognition frame-
work in Chapter 8, we use the Bags of Binary Words framework [40] in our implementation
to measure the impact of dynamic objects in place recognition.
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Figure 12.4: Diagram of the steps taken to remove descriptors affected by dynamic objects
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The implementation takes as input a list of classes of dynamic objects that we are inter-
ested in detecting for a particular environment. This list is based on the type of environment
that is going to be explored, i.e., indoors vs. outdoors, highway vs. city streets.
Once a new digital image has been captured, the next step is to localize dynamic objects
and produce the set of bounding boxes that enclose these objects. YOLO helps us quickly
approximate the pixels that are occupied by dynamic objects in the image. The procedure
resizes the images to 416x416 to match YOLO ’s image size. This size provides a good trade
between frames per second(fps) and mean average precision (mAP) (Figure 12.3. We used
the weights trained with the MS COCO dataset [169].
The next step is to detect local features in the incoming digital image. For real-time
applications, the FAST [34] and AGAST [35] detectors are usually a good and efficient
option. To make this implementation consistent with the testbed for Collaborative Place
Recognition described earlier in this dissertation, and because of its success in Visual Bag-of-
Word approaches, we are using the Oriented FAST and Rotated BRIEF (ORB) [31] keypoint
detector (and descriptor). As we discussed in Chapter 3, ORB uses a modified FAST detector
that adds rotation information to the descriptor.
Before quantizing the descriptor into bags of binary of words, we discard those descriptors
that overlap with bounding boxes. That is, we discard any descriptor that has approximately
more than 25% of its extent in the approximate area occupied by a dynamic object.
Once the procedure has checked all the descriptors, it uses the DBoW2 framework to
construct a bag of binary words representation of a place. These bags are then stored in
a database, which is queried every time that a new observation arrives. As opposed to
methods that use local feature tracking across several frames to discard features that may
belong to dynamic objects, our method requires only a single frame to improve the place
representation. In the next chapter, we show the results of applying this procedure on several
datasets.
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Chapter 13
Experiments
In this chapter, we present the results of experiments to test the hypothesis presented
in Chapter 10: whether incorporating real time information about dynamic objects can
be used to improve place representations, and hence, improve the overall performance of a
place recognition algorithm. As we did with the testbed for collaborative place recognition
presented in Chapter 8, we chose the Bags of Binary Words framework as the representation
scheme for visual places. We used the default weighting scheme in the DBoW2 library, i.e.,
TF-IDF, and for the scoring type, we used the default L1 score. The experiments were
conducted using a Dell Precision 5510 workstation running Ubuntu 14.04LTS with 8GiB of
RAM, an Intel Core i7-6700HQ processor, and an Nvidia Quadro M1000M GPU. To run
these experiments, we used the implementation described in Chapter 12.
We used three datasets in our experiments: the Synthia dataset [170], the Malaga dataset
[1], and the Linthescher dataset [171]. For the first two datasets, we generated a set of
alternative configurations using the table below. We used the Malaga dataset to test the
proposed approach in environments where the agent revisits places after a short time (a few
minutes). We used the third dataset (Linthescher) to test the proposed approach reacting
to frames in which dynamic objects occluded most of the observation of a place.
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Parameter Values
ORB Keypoints 300, 500, 1000, 1500, 2000
DBoW2 Geometric verification Disabled, level 0, Exhaustive check
Yolo Confidence Threshold 0.10, 0.20, 0.30, 0.40
Sensitivity Threshold 25%
Table 13.1: Values used to generate the configurations that we employed when testing the
proposed approach.
Table 13.1 lists the values that we used to generate several configurations to evaluate the
proposed approach. For the configurations that required geometric verification, we used the
default values in the DBoW2 library: the maximum number of iterations for RANSAC is
set to 500, the probability of success is 99%, the minimum number of points to support the
Fundamental matrix is set to 12 and the maximum reprojection error is set to 2.
13.1 Synthia Dataset
The Synthia dataset [170] is a set of photo-realistic frames. The dataset is composed of
several sequences. We used the SYNTHIA-RAND-CVPR-16 subset. This subset is com-
posed of images of a virtual city. Each image is generated from one of four virtual cameras,
and each camera is virtually facing every 90 degrees. As the agent moves in this city, random
images are generated at the equivalent of every 10 meters. The images in this set contain
frames with distinct illumination, textures, and varying presence of dynamic objects. Figure
13.1 shows 9 images randomly generated for one particular location. In our evaluation, we
used all the frames that corresponded to the front camera of the agent, a subset composed
of 4,485 images.
In the experiments with this dataset, we posed the problem where an agent has captured
observations of several configurations for each place (9 different configurations per place), so
that the agent already has place representations for each of these configurations stored in
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Figure 13.1: Collage of images from the Synthia dataset. All the images shown here cor-
respond to the same virtual location but with different illumination, textures, and varying
presence of dynamic objects.
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Figure 13.2: The agent has to identify other place representations that belong to the sample
place of the query image.
its database. What occurs when the agent is given a completely different representation of
a place? Can the agent match the representation to one of the other representations of the
same place in the database? The problem is illustrated in Figure 13.2. In simpler terms, we
assume that the agent has been in a virtual location several times, and now it is confronted
with a new observation of the place and must determine which place it is revisiting.
We configured our system to consider the following dynamic objects: cars, trucks, motor-
cycles, and bicycles (either moving or parked), and people (either standing in the sidewalks
or walking). We generated two databases, one using the original Bags of Binary Words al-
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gorithm, and another using our extended procedure that takes dynamic objects into account
and modifies the place representation. Figure 13.3 shows a screenshot of the system while
exploring the virtual city. The picture on the left is the current observation of the agent, and
the columns in the middle are sets of three candidates proposed by each of the versions of the
Bags of Binary Words (BoBW) approach. The left column is composed of the candidates
given by the original approach. The right column in the middle are the candidates given
by the extended approach. On the right is a representation of the approximate area that is
occupied by dynamic objects detected in the current frame. The costliest step of our method
is the object detection step. Figure 13.4 shows the time required to detect objects in each
frame, with an average time of 66.7 milliseconds per image which includes resizing the image
to match the network requirements, i.e., 416× 416 in the implementation that we used. The
average time to detect objects is expected to decrease to ≈ 22 milliseconds per image when
no image resizing is needed.
The proposed approach to improve the place representation based on information about
dynamic objects performed better than the unmodified BoBW approach in all the configu-
rations tested that correctly predicted more than 40% of the matches. The following tables
(Tables 13.2,13.3, 13.4, and 13.5) show the results of the experiments, each table taking into
account different percentages for the presence of dynamic objects in the images. We are
omitting here the results for when the confidence of the object detector was set to 0.10 and
0.40. These additional results have been posted on our website.
In each table, the first three columns show the values used for each configuration (number
of features to be extracted, confidence value for YOLO, and DBoW2 geometric verification).
The following columns are arranged in groups of three percentage values. The first value in
each group indicates the percentage in which the original approach found at least one other
image from the same place of the query place in n candidates returned by the query. The
second column is the percentage generated by the extended approach, and the third column
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Figure 13.3: Screenshot of the system processing the Synthia dataset. On the left is the
current observation. In the middle, the two columns are candidates proposed by each of
the versions of the Bags of Binary Words (BoBW) algorithm. The first column lists the
candidates for the original algorithm, while the second column lists the candidates for the
extended approach. The blue circle means that the candidate has also passed the geometric
verification. On the right, there is a visualization of the approximated space occupied by the
objects detected on the frame.
Figure 13.4: Time required to detect dynamic objects in the Synthia dataset. Total time
includes the time required to resize the image to meet network requirements. i.e., 416× 416
in the implementation that we used. The average time to detect dynamic objects is expected
to decrease to ≈ 22 milliseconds per image when no image resizing is needed.
CHAPTER 13. EXPERIMENTS Page 166
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
in each group is the percentage of improvement from the original approach.
Figure 13.5 is a visualization of part of the results. Rows in the visualizations are different
configurations of the approximate number of ORB features extracted from each image (300,
500, 1000, 1500 and 2000). Columns are different configurations for geometric verification
(geometric verification disabled, geometric verification at level 1, and exhaustive geometric
verification). Each plot shows the percentages of first matches that were correct. As the
figure and tables show, the approach that incorporates information about dynamic objects
performed better in all configurations that correctly predicted more than 40% of the matches.
The x axis of each plot contains the results for all images and images with more than 10%,
20% and 30% of dynamic objects detected. Improving a place representation also entails
reducing the time required to find matches in the database, which is illustrated in Figure
13.6.
Improving a place representation also entails reducing its original size. Figure 13.7 shows
a comparison of the size of the resulting databases for the sequence of the Synthia dataset.
Bars in red represent the sizes of the databases generated by the original Bags of Binary
Words approach, while the bars in green represent the sizes of the databases generated by
the extended approach.
13.2 Málaga Urban Dataset
We also tested the proposed approach in the Málaga urban dataset [1], which is composed
of 15 different subsets of images captured by several different sensors mounted on a car. We
used subset #10 since it contains several loops in the trajectory of the car. This subset of
the dataset contains 17,300 images captured at 20 frames per second (fps) for a total of 865
seconds. In our tests, object detection was applied to the center portion of the images, an
area of 768x768. The approach was evaluated using the same set of configurations that we
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Figure 13.5: Visualization of part of the results from Tables 13.2, 13.3, 13.4, and 13.5. The
red triangles are the percentages of correct predictions for the original Binary Bags of Words
algorithm and the green dots are the results when using information from dynamic objects.
Rows represent different configurations of the approximate number of features extracted from
each image (approximately 300, 500, 1000, 1500 and 2000), and columns are the configura-
tion used for geometric verification (geometric verification disabled, geometric verification at
level 1, and exhaustive geometric verification). The x axis of each plot represents different
percentages for the presence of dynamic objects in images (All images, +10%, +20%, and
+30%)
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Configuration 1+ correct in 4 cand. 1+ correct in 3 cand. 1+ correct in 2 cand. first match correct
keys Yolo Geom Orig. Modif. +- Orig. Modif. +- Orig. Modif. +- Orig. Modif. +-
300.0 0.20 NoGeom 63.79 68.12 6.78 59.64 64.15 7.55 53.69 58.75 9.43 42.90 47.78 11.38
300.0 0.20 Geo-0 0.85 0.47 -44.74 0.85 0.47 -44.74 0.82 0.47 -43.24 0.76 0.42 -44.12
300.0 0.20 Geo-1 4.10 2.94 -28.26 3.86 2.88 -25.43 3.63 2.63 -27.61 2.92 2.23 -23.66
300.0 0.20 Geo-2 11.10 11.30 1.81 10.41 10.77 3.43 9.43 9.81 4.02 7.22 7.98 10.49
300.0 0.20 Geo-6 35.16 34.29 -2.47 33.02 32.31 -2.16 30.26 29.28 -3.24 23.75 23.14 -2.54
300.0 0.30 NoGeom 63.81 67.76 6.18 59.51 63.57 6.82 53.78 58.19 8.21 42.79 47.36 10.68
300.0 0.30 Geo-0 0.80 0.56 -30.56 0.80 0.56 -30.56 0.80 0.56 -30.56 0.76 0.51 -32.35
300.0 0.30 Geo-1 4.19 3.30 -21.28 4.06 3.26 -19.78 3.84 2.94 -23.26 3.23 2.63 -18.62
300.0 0.30 Geo-2 11.06 11.97 8.27 10.30 11.30 9.74 9.41 10.30 9.48 7.47 8.29 11.04
300.0 0.30 Geo-6 35.09 34.67 -1.21 32.95 32.64 -0.95 30.12 29.86 -0.89 23.77 23.92 0.66
500.0 0.20 NoGeom 73.69 78.68 6.78 70.21 75.05 6.89 65.02 69.57 7.00 54.00 58.39 8.13
500.0 0.20 Geo-0 6.80 5.40 -20.66 6.69 5.31 -20.67 6.40 5.20 -18.82 5.73 4.53 -21.01
500.0 0.20 Geo-1 20.29 17.73 -12.64 19.53 17.10 -12.44 18.35 16.21 -11.66 15.18 13.76 -9.40
500.0 0.20 Geo-2 19.02 25.06 31.77 18.13 23.84 31.49 16.52 22.03 33.33 12.91 17.35 34.37
500.0 0.20 Geo-6 58.97 61.27 3.89 56.28 58.57 4.08 51.93 53.89 3.78 42.50 43.90 3.31
500.0 0.30 NoGeom 73.71 78.48 6.47 70.26 75.14 6.95 65.02 69.61 7.06 54.36 57.68 6.11
500.0 0.30 Geo-0 6.76 5.93 -12.21 6.69 5.84 -12.67 6.35 5.62 -11.58 5.55 5.02 -9.64
500.0 0.30 Geo-1 19.84 17.86 -10.00 19.09 17.15 -10.16 17.88 16.39 -8.35 14.58 13.91 -4.59
500.0 0.30 Geo-2 18.31 23.88 30.45 17.30 22.52 30.15 15.76 20.60 30.69 12.58 16.86 34.04
500.0 0.30 Geo-6 59.26 60.74 2.48 56.57 58.15 2.80 52.11 53.65 2.95 42.65 44.26 3.76
1000.0 0.20 NoGeom 81.67 85.40 4.56 78.77 82.61 4.87 74.31 78.66 5.85 63.95 68.38 6.94
1000.0 0.20 Geo-0 36.57 33.53 -8.29 35.38 32.87 -7.12 33.18 31.51 -5.04 28.18 27.31 -3.09
1000.0 0.20 Geo-1 40.56 46.09 13.63 38.55 44.30 14.92 35.47 41.47 16.91 28.74 34.27 19.24
1000.0 0.20 Geo-2 21.72 32.33 48.87 20.54 30.86 50.27 18.48 27.98 51.39 14.40 22.83 58.51
1000.0 0.20 Geo-6 78.17 81.52 4.28 75.30 78.73 4.56 70.88 74.60 5.25 61.00 64.93 6.43
1000.0 0.30 NoGeom 81.54 84.66 3.83 78.84 82.07 4.10 74.14 77.95 5.14 64.08 67.63 5.53
1000.0 0.30 Geo-0 36.39 33.67 -7.48 35.16 32.87 -6.53 33.00 31.46 -4.66 27.65 27.11 -1.94
1000.0 0.30 Geo-1 40.36 45.84 13.59 38.62 43.99 13.91 35.81 40.85 14.07 29.52 33.85 14.65
1000.0 0.30 Geo-2 22.05 31.22 41.56 20.87 29.45 41.13 19.04 26.98 41.69 15.09 21.34 41.36
1000.0 0.30 Geo-6 77.86 80.76 3.72 75.30 78.44 4.18 71.30 74.09 3.91 60.98 63.95 4.86
1500.0 0.20 NoGeom 85.04 89.25 4.96 82.94 86.85 4.70 78.80 83.10 5.46 69.54 74.23 6.73
1500.0 0.20 Geo-0 50.19 53.85 7.29 48.38 52.13 7.74 44.62 48.78 9.35 37.17 41.07 10.50
1500.0 0.20 Geo-1 45.53 55.01 20.81 43.68 52.84 20.98 40.29 49.50 22.86 33.00 40.78 23.58
1500.0 0.20 Geo-2 26.27 36.74 39.90 24.97 34.85 39.55 22.36 32.13 43.67 16.95 25.93 53.03
1500.0 0.20 Geo-6 83.32 86.93 4.34 81.11 84.57 4.26 77.32 81.25 5.07 67.92 72.40 6.60
1500.0 0.30 NoGeom 84.93 88.47 4.17 82.63 86.27 4.40 78.33 81.96 4.64 69.03 72.87 5.56
1500.0 0.30 Geo-0 50.06 54.07 8.02 48.23 51.97 7.77 44.33 48.25 8.85 37.30 40.25 7.89
1500.0 0.30 Geo-1 44.57 53.09 19.11 42.79 50.95 19.07 39.69 47.05 18.54 32.75 39.20 19.67
1500.0 0.30 Geo-2 25.91 35.59 37.35 24.73 33.87 36.97 22.19 31.06 40.00 17.75 24.79 39.70
1500.0 0.30 Geo-6 83.66 86.44 3.33 81.34 84.41 3.78 77.70 80.69 3.85 67.78 71.28 5.16
2000.0 0.20 NoGeom 87.38 90.81 3.93 84.93 88.65 4.38 81.32 84.70 4.17 73.04 76.74 5.07
2000.0 0.20 Geo-0 55.94 62.27 11.32 53.94 60.25 11.70 50.70 56.88 12.18 42.81 48.41 13.07
2000.0 0.20 Geo-1 47.36 57.19 20.76 45.75 55.45 21.20 42.34 52.11 23.06 35.05 43.55 24.24
2000.0 0.20 Geo-2 37.93 43.21 13.93 35.70 41.25 15.55 31.82 37.97 19.34 24.64 30.70 24.62
2000.0 0.20 Geo-6 86.27 89.48 3.72 84.28 87.51 3.84 80.69 83.90 3.98 72.00 75.30 4.58
2000.0 0.30 NoGeom 87.40 89.90 2.86 85.02 87.71 3.17 81.52 83.86 2.87 72.78 75.67 3.98
2000.0 0.30 Geo-0 55.96 61.56 10.00 54.16 59.38 9.63 50.90 56.08 10.16 42.92 47.16 9.87
2000.0 0.30 Geo-1 47.00 55.65 18.41 45.35 53.76 18.53 42.68 50.52 18.39 35.47 43.01 21.24
2000.0 0.30 Geo-2 38.24 41.61 8.80 36.19 39.58 9.37 32.87 36.54 11.19 25.86 29.43 13.79
2000.0 0.30 Geo-6 86.29 88.78 2.89 84.06 86.69 3.13 80.47 82.83 2.94 72.22 74.63 3.33
Table 13.2: Prediction results for the original Bags of Binary Words algorithm (Orig.) and
our extended approach (Modif.), taking into account all the images. As the table shows,
the extended approach improves the prediction results over the original approach in all the
configurations that correctly predicted more than 40% of the matches.
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Figure 13.6: Comparison of the times required to find matches in the database. Improving
a place representation also entails reducing the time required to find matches. The lines in
red represent the time required by the original Bags of Binary Words approach, while the
lines in green represent the time required by the extended approach. The graphs on the left
correspond to the configuration that uses ≈ 300 ORB features, while the graphs on the right
correspond to the configuration that uses ≈ 1500 ORB features. The first row does not use
geometric verification, while the second row does it. Dashed lines represent the average time
for each method.
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Configuration 1+ correct in 4 cand. 1+ correct in 3 cand. 1+ correct in 2 cand. first match correct
keys Yolo Geom Orig. Modif. +- Orig. Modif. +- Orig. Modif. +- Orig. Modif. +-
300.0 0.20 NoGeom 61.70 69.55 12.73 57.07 65.44 14.66 50.54 59.82 18.38 39.94 48.51 21.46
300.0 0.20 Geo-0 0.20 0.08 -60.00 0.20 0.08 -60.00 0.20 0.08 -60.00 0.20 0.08 -60.00
300.0 0.20 Geo-1 2.75 1.71 -37.68 2.47 1.63 -33.87 2.27 1.43 -36.84 1.87 1.24 -34.04
300.0 0.20 Geo-2 8.57 9.45 10.23 7.93 9.09 14.57 6.97 8.25 18.29 5.22 6.70 28.24
300.0 0.20 Geo-6 31.89 32.92 3.25 29.69 31.01 4.43 27.06 27.94 3.24 20.96 22.28 6.27
300.0 0.30 NoGeom 61.98 68.92 11.18 57.09 64.70 13.33 50.84 58.90 15.86 39.96 48.39 21.09
300.0 0.30 Geo-0 0.18 0.14 -25.00 0.18 0.14 -25.00 0.18 0.14 -25.00 0.18 0.14 -25.00
300.0 0.30 Geo-1 2.36 1.95 -17.31 2.27 1.90 -16.00 2.13 1.68 -21.28 1.77 1.36 -23.08
300.0 0.30 Geo-2 8.34 10.83 29.89 7.75 10.15 30.99 7.07 9.15 29.49 5.62 7.39 31.45
300.0 0.30 Geo-6 31.90 33.89 6.25 29.54 31.63 7.06 27.00 28.68 6.21 21.02 22.84 8.62
500.0 0.20 NoGeom 72.90 80.23 10.06 69.59 76.21 9.51 63.97 69.83 9.16 52.41 58.71 12.02
500.0 0.20 Geo-0 5.54 4.11 -25.90 5.38 4.07 -24.44 5.02 3.99 -20.63 4.66 3.47 -25.64
500.0 0.20 Geo-1 18.45 15.54 -15.77 17.78 15.03 -15.47 16.58 14.11 -14.90 13.31 12.00 -9.88
500.0 0.20 Geo-2 16.98 26.35 55.16 16.06 24.99 55.58 14.59 22.68 55.46 11.28 17.54 55.48
500.0 0.20 Geo-6 57.91 62.38 7.71 55.52 59.74 7.61 50.66 54.72 8.03 40.89 44.08 7.80
500.0 0.30 NoGeom 72.36 79.66 10.08 69.05 76.26 10.43 63.34 70.05 10.59 52.38 57.63 10.03
500.0 0.30 Geo-0 5.39 4.62 -14.29 5.30 4.53 -14.53 4.89 4.35 -11.11 4.44 3.85 -13.27
500.0 0.30 Geo-1 17.99 15.86 -11.84 17.26 15.27 -11.55 15.99 14.41 -9.92 12.60 12.28 -2.52
500.0 0.30 Geo-2 16.09 25.96 61.41 14.82 24.15 63.00 13.05 21.88 67.71 9.83 17.58 78.80
500.0 0.30 Geo-6 58.00 62.12 7.11 55.51 59.72 7.59 50.84 54.51 7.22 40.51 44.13 8.95
1000.0 0.20 NoGeom 81.03 86.09 6.25 77.96 83.02 6.49 73.46 78.72 7.16 62.93 68.23 8.42
1000.0 0.20 Geo-0 35.75 32.12 -10.14 34.52 31.33 -9.24 31.93 30.37 -4.87 26.94 26.19 -2.81
1000.0 0.20 Geo-1 39.38 47.51 20.65 37.07 45.44 22.58 33.56 42.05 25.30 27.30 34.28 25.55
1000.0 0.20 Geo-2 19.89 35.03 76.15 18.57 33.16 78.54 16.34 29.81 82.44 12.71 24.07 89.34
1000.0 0.20 Geo-6 77.40 81.83 5.72 74.25 78.64 5.90 69.79 74.37 6.57 59.43 64.29 8.18
1000.0 0.30 NoGeom 80.97 84.91 4.87 78.07 82.24 5.34 73.09 78.66 7.63 62.94 68.19 8.35
1000.0 0.30 Geo-0 36.02 32.44 -9.94 34.62 31.72 -8.38 32.31 30.18 -6.59 27.00 26.19 -3.02
1000.0 0.30 Geo-1 38.88 48.44 24.59 36.88 46.35 25.68 34.03 42.91 26.10 28.05 34.75 23.91
1000.0 0.30 Geo-2 19.89 35.02 76.08 18.53 32.85 77.26 16.72 29.72 77.78 12.87 23.15 79.93
1000.0 0.30 Geo-6 76.94 80.65 4.83 74.26 78.07 5.13 70.50 74.17 5.21 59.54 63.48 6.62
1500.0 0.20 NoGeom 84.10 89.48 6.40 81.94 86.73 5.84 77.68 82.78 6.57 68.63 74.33 8.30
1500.0 0.20 Geo-0 48.74 54.64 12.10 47.11 52.73 11.93 43.08 49.42 14.71 35.55 40.97 15.25
1500.0 0.20 Geo-1 43.32 57.87 33.58 41.33 55.28 33.75 37.90 51.38 35.54 30.65 41.89 36.67
1500.0 0.20 Geo-2 23.32 39.30 68.55 22.00 37.11 68.66 19.41 33.88 74.54 14.03 27.46 95.74
1500.0 0.20 Geo-6 82.30 87.17 5.91 79.91 84.58 5.84 76.21 80.87 6.12 67.04 72.82 8.62
1500.0 0.30 NoGeom 83.55 88.26 5.64 80.92 85.86 6.10 76.39 81.60 6.82 67.06 72.63 8.31
1500.0 0.30 Geo-0 48.16 55.60 15.43 46.26 53.33 15.28 42.27 49.80 17.79 34.48 40.96 18.79
1500.0 0.30 Geo-1 42.50 56.14 32.09 40.51 53.96 33.22 37.25 49.43 32.73 30.18 40.28 33.48
1500.0 0.30 Geo-2 23.11 38.38 66.08 21.98 36.66 66.80 19.57 33.44 70.83 15.13 26.19 73.05
1500.0 0.30 Geo-6 81.97 86.45 5.47 79.52 83.91 5.53 75.67 80.06 5.81 65.79 71.14 8.13
2000.0 0.20 NoGeom 87.13 91.27 4.76 84.77 89.12 5.12 80.83 85.09 5.28 71.86 76.76 6.82
2000.0 0.20 Geo-0 55.32 64.13 15.92 53.21 62.10 16.70 49.62 58.07 17.03 41.61 48.74 17.15
2000.0 0.20 Geo-1 45.48 60.54 33.13 43.48 58.55 34.65 39.38 54.88 39.37 31.89 45.64 43.12
2000.0 0.20 Geo-2 36.35 45.68 25.66 34.12 43.40 27.22 30.13 40.10 33.07 22.52 31.85 41.42
2000.0 0.20 Geo-6 86.05 90.20 4.82 83.86 87.88 4.80 79.95 84.10 5.18 70.75 74.81 5.75
2000.0 0.30 NoGeom 86.68 90.03 3.87 84.10 87.54 4.09 80.29 83.69 4.23 70.91 75.49 6.45
2000.0 0.30 Geo-0 54.60 64.30 17.76 52.47 61.80 17.79 49.07 57.86 17.91 40.73 48.89 20.02
2000.0 0.30 Geo-1 45.49 59.22 30.18 43.36 56.96 31.35 40.19 53.47 33.03 32.94 45.72 38.79
2000.0 0.30 Geo-2 35.52 43.18 21.56 33.57 41.01 22.13 30.00 37.88 26.28 22.52 29.81 32.39
2000.0 0.30 Geo-6 85.59 88.94 3.92 82.92 86.77 4.64 78.84 82.74 4.94 70.28 74.44 5.93
Table 13.3: These results take into account only images with more than 10% of dynamic
objects present in the image.
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Configuration 1+ correct in 4 cand. 1+ correct in 3 cand. 1+ correct in 2 cand. first match correct
keys Yolo Geom Orig. Modif. +- Orig. Modif. +- Orig. Modif. +- Orig. Modif. +-
300.0 0.20 NoGeom 62.28 71.06 14.10 57.32 67.24 17.30 49.67 60.89 22.59 39.51 49.59 25.51
300.0 0.20 Geo-0 0.16 0.00 -100.00 0.16 0.00 -100.00 0.16 0.00 -100.00 0.16 0.00 -100.00
300.0 0.20 Geo-1 2.76 1.63 -41.18 2.60 1.63 -37.50 2.44 1.38 -43.33 2.03 1.30 -36.00
300.0 0.20 Geo-2 7.97 8.62 8.16 7.32 8.46 15.56 6.42 7.56 17.72 4.72 6.10 29.31
300.0 0.20 Geo-6 31.38 32.60 3.89 28.94 30.98 7.02 26.10 27.32 4.67 19.76 20.65 4.53
300.0 0.30 NoGeom 61.46 69.78 13.53 55.98 65.11 16.30 48.38 58.82 21.59 38.24 48.07 25.73
300.0 0.30 Geo-0 0.20 0.10 -50.00 0.20 0.10 -50.00 0.20 0.10 -50.00 0.20 0.10 -50.00
300.0 0.30 Geo-1 2.94 2.03 -31.03 2.94 1.93 -34.48 2.84 1.72 -39.29 2.33 1.42 -39.13
300.0 0.30 Geo-2 8.01 10.24 27.85 7.20 9.74 35.21 6.69 8.72 30.30 5.17 6.80 31.37
300.0 0.30 Geo-6 31.24 32.96 5.52 28.50 30.53 7.12 25.15 27.08 7.66 18.76 20.79 10.81
500.0 0.20 NoGeom 72.85 82.11 12.72 69.27 77.24 11.50 63.50 69.35 9.22 51.63 57.24 10.87
500.0 0.20 Geo-0 6.10 3.98 -34.67 6.10 3.98 -34.67 5.61 3.82 -31.88 5.45 3.41 -37.31
500.0 0.20 Geo-1 18.54 15.04 -18.86 17.97 14.63 -18.55 16.83 13.74 -18.36 13.25 11.54 -12.88
500.0 0.20 Geo-2 17.40 27.32 57.01 16.59 25.93 56.37 15.04 23.09 53.51 11.63 17.80 53.15
500.0 0.20 Geo-6 57.24 63.01 10.09 54.88 60.16 9.63 49.92 54.47 9.12 40.49 42.85 5.82
500.0 0.30 NoGeom 72.52 81.24 12.03 68.66 77.59 13.00 62.98 69.78 10.79 52.13 55.98 7.39
500.0 0.30 Geo-0 6.09 4.67 -23.33 6.09 4.67 -23.33 5.48 4.36 -20.37 5.48 3.85 -29.63
500.0 0.30 Geo-1 18.46 15.42 -16.48 17.65 14.91 -15.52 16.53 14.10 -14.72 12.98 11.76 -9.38
500.0 0.30 Geo-2 16.33 26.88 64.60 15.21 24.85 63.33 13.49 22.31 65.41 10.45 17.65 68.93
500.0 0.30 Geo-6 58.01 62.27 7.34 55.48 60.04 8.23 50.81 54.36 6.99 39.66 42.39 6.91
1000.0 0.20 NoGeom 81.79 87.56 7.06 78.86 83.90 6.39 73.98 79.84 7.91 62.03 68.13 9.83
1000.0 0.20 Geo-0 36.83 31.06 -15.67 35.20 30.24 -14.09 31.87 29.43 -7.65 26.91 25.12 -6.65
1000.0 0.20 Geo-1 40.73 49.35 21.16 38.21 47.40 24.04 34.15 43.82 28.33 28.29 34.88 23.28
1000.0 0.20 Geo-2 20.73 38.13 83.92 19.11 36.50 91.06 16.50 32.68 98.03 13.33 26.42 98.17
1000.0 0.20 Geo-6 77.72 83.50 7.43 74.96 79.43 5.97 69.84 75.28 7.80 58.37 64.47 10.45
1000.0 0.30 NoGeom 82.56 85.90 4.05 79.61 82.25 3.31 74.14 79.72 7.52 62.47 68.76 10.06
1000.0 0.30 Geo-0 35.70 31.95 -10.51 33.98 31.24 -8.06 30.73 29.61 -3.63 26.17 25.46 -2.71
1000.0 0.30 Geo-1 38.95 50.00 28.39 36.51 47.97 31.39 33.06 44.02 33.13 27.28 35.50 30.11
1000.0 0.30 Geo-2 21.10 38.13 80.77 19.88 35.60 79.08 17.85 32.25 80.68 13.08 25.35 93.80
1000.0 0.30 Geo-6 77.28 82.66 6.96 74.34 78.90 6.14 69.98 74.85 6.96 58.52 62.98 7.63
1500.0 0.20 NoGeom 84.15 90.57 7.63 81.46 88.13 8.18 76.83 83.58 8.78 66.42 74.47 12.12
1500.0 0.20 Geo-0 48.70 56.18 15.36 47.15 54.07 14.66 43.01 50.00 16.26 34.47 41.06 19.10
1500.0 0.20 Geo-1 43.01 60.81 41.40 41.22 58.29 41.42 37.48 54.15 44.47 29.35 43.66 48.75
1500.0 0.20 Geo-2 23.01 43.17 87.63 21.95 40.57 84.81 19.11 36.59 91.49 13.25 29.92 125.77
1500.0 0.20 Geo-6 81.95 88.21 7.64 79.35 85.61 7.89 75.45 80.98 7.33 64.63 72.60 12.33
1500.0 0.30 NoGeom 84.28 90.26 7.10 80.93 87.53 8.15 75.66 81.95 8.31 65.42 72.21 10.39
1500.0 0.30 Geo-0 47.67 56.90 19.36 45.64 54.06 18.44 41.89 50.41 20.34 33.67 40.67 20.78
1500.0 0.30 Geo-1 42.49 59.33 39.62 40.87 56.90 39.21 37.83 51.72 36.73 29.61 40.77 37.67
1500.0 0.30 Geo-2 23.83 41.08 72.34 22.82 38.64 69.33 20.39 35.09 72.14 16.23 27.38 68.75
1500.0 0.30 Geo-6 82.25 88.24 7.27 80.22 85.09 6.07 75.46 80.22 6.32 64.10 70.59 10.13
2000.0 0.20 NoGeom 87.72 91.79 4.63 84.80 89.51 5.56 80.98 85.12 5.12 71.95 77.32 7.46
2000.0 0.20 Geo-0 56.75 66.67 17.48 54.55 64.80 18.78 50.57 60.33 19.29 41.87 50.49 20.58
2000.0 0.20 Geo-1 45.85 65.53 42.91 43.66 63.58 45.62 40.00 59.43 48.58 31.79 49.51 55.75
2000.0 0.20 Geo-2 36.18 51.54 42.47 34.15 49.19 44.05 30.00 45.37 51.22 21.63 36.83 70.30
2000.0 0.20 Geo-6 86.34 91.14 5.56 83.82 88.46 5.53 80.16 84.07 4.87 70.98 75.45 6.30
2000.0 0.30 NoGeom 87.73 90.57 3.24 84.48 88.03 4.20 80.22 83.87 4.55 70.79 76.37 7.88
2000.0 0.30 Geo-0 55.88 67.44 20.69 53.55 65.62 22.54 49.90 61.56 23.37 40.57 52.84 30.25
2000.0 0.30 Geo-1 46.15 64.00 38.68 44.52 61.26 37.59 40.87 57.40 40.45 32.96 49.19 49.23
2000.0 0.30 Geo-2 34.89 46.86 34.30 33.37 44.83 34.35 29.72 41.08 38.23 21.40 32.86 53.55
2000.0 0.30 Geo-6 86.41 89.86 3.99 83.87 87.12 3.87 79.41 83.87 5.62 70.69 75.96 7.46
Table 13.4: These results take into account only images with more than 20% of dynamic
objects present in the image.
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Configuration 1+ correct in 4 cand. 1+ correct in 3 cand. 1+ correct in 2 cand. first match correct
keys Yolo Geom Orig. Modif. +- Orig. Modif. +- Orig. Modif. +- Orig. Modif. +-
300.0 0.20 NoGeom 62.72 73.26 16.80 58.87 68.64 16.59 51.16 62.21 21.61 38.56 50.90 32.00
300.0 0.20 Geo-0 0.51 0.00 -100.00 0.51 0.00 -100.00 0.51 0.00 -100.00 0.51 0.00 -100.00
300.0 0.20 Geo-1 3.60 2.06 -42.86 3.34 2.06 -38.46 3.08 1.80 -41.67 2.31 1.80 -22.22
300.0 0.20 Geo-2 9.25 8.74 -5.56 8.23 8.74 6.25 7.20 7.97 10.71 4.63 6.17 33.33
300.0 0.20 Geo-6 32.13 33.68 4.80 29.56 31.36 6.09 26.48 26.74 0.97 18.51 20.82 12.50
300.0 0.30 NoGeom 63.12 72.43 14.74 58.47 65.78 12.50 50.50 59.80 18.42 37.87 50.17 32.46
300.0 0.30 Geo-0 0.33 0.00 -100.00 0.33 0.00 -100.00 0.33 0.00 -100.00 0.33 0.00 -100.00
300.0 0.30 Geo-1 3.32 2.33 -30.00 3.32 2.33 -30.00 2.99 2.33 -22.22 1.66 1.66 0.00
300.0 0.30 Geo-2 8.97 10.63 18.52 7.31 9.97 36.36 6.64 8.64 30.00 4.65 6.31 35.71
300.0 0.30 Geo-6 30.90 33.22 7.53 29.24 29.90 2.27 25.91 26.91 3.85 19.27 20.60 6.90
500.0 0.20 NoGeom 74.04 83.55 12.85 70.44 78.92 12.04 62.98 73.26 16.33 51.16 60.41 18.09
500.0 0.20 Geo-0 9.00 5.66 -37.14 9.00 5.66 -37.14 8.48 5.66 -33.33 7.97 4.63 -41.94
500.0 0.20 Geo-1 20.82 16.71 -19.75 20.57 16.45 -20.00 18.77 15.68 -16.44 15.17 12.85 -15.25
500.0 0.20 Geo-2 19.02 31.62 66.22 17.99 29.82 65.71 15.94 27.51 72.58 12.08 21.34 76.60
500.0 0.20 Geo-6 59.13 64.78 9.57 56.04 62.21 11.01 50.39 57.07 13.27 39.85 46.27 16.13
500.0 0.30 NoGeom 73.09 81.40 11.36 69.10 77.41 12.02 62.13 72.43 16.58 50.83 58.80 15.69
500.0 0.30 Geo-0 8.64 6.64 -23.08 8.64 6.64 -23.08 7.64 5.98 -21.74 7.64 4.98 -34.78
500.0 0.30 Geo-1 22.92 17.28 -24.64 21.93 16.94 -22.73 20.27 15.61 -22.95 15.95 12.96 -18.75
500.0 0.30 Geo-2 17.94 31.89 77.78 16.61 28.90 74.00 14.29 26.91 88.37 10.96 20.93 90.91
500.0 0.30 Geo-6 58.80 63.46 7.91 56.48 59.47 5.29 52.16 54.82 5.10 39.53 45.51 15.13
1000.0 0.20 NoGeom 82.26 86.63 5.31 80.21 83.80 4.49 74.81 79.95 6.87 61.44 67.61 10.04
1000.0 0.20 Geo-0 39.85 34.45 -13.55 39.07 33.68 -13.82 35.73 32.90 -7.91 30.33 28.79 -5.08
1000.0 0.20 Geo-1 44.47 54.24 21.97 42.67 52.19 22.29 38.05 49.10 29.05 32.39 38.30 18.25
1000.0 0.20 Geo-2 25.19 44.22 75.51 23.39 42.16 80.22 20.05 37.79 88.46 15.42 30.85 100.00
1000.0 0.20 Geo-6 76.61 81.49 6.38 74.81 79.69 6.53 69.67 75.84 8.86 58.87 65.81 11.79
1000.0 0.30 NoGeom 79.73 85.71 7.50 77.41 82.06 6.01 73.75 80.40 9.01 61.46 69.77 13.51
1000.0 0.30 Geo-0 37.87 35.88 -5.26 37.21 35.22 -5.36 33.55 33.55 0.00 28.90 29.24 1.15
1000.0 0.30 Geo-1 42.19 54.82 29.92 41.20 52.49 27.42 36.88 48.84 32.43 31.23 39.20 25.53
1000.0 0.30 Geo-2 24.92 48.50 94.67 23.59 45.18 91.55 20.60 41.20 100.00 14.29 32.23 125.58
1000.0 0.30 Geo-6 74.09 81.40 9.87 71.76 78.41 9.26 69.44 75.42 8.61 57.48 63.79 10.98
1500.0 0.20 NoGeom 82.01 90.49 10.34 79.18 88.17 11.36 73.26 83.29 13.68 64.27 75.58 17.60
1500.0 0.20 Geo-0 49.87 58.61 17.53 47.81 56.56 18.28 41.90 52.70 25.77 34.45 43.44 26.12
1500.0 0.20 Geo-1 44.47 65.04 46.24 42.67 62.47 46.39 37.53 57.33 52.74 29.56 46.53 57.39
1500.0 0.20 Geo-2 23.39 50.13 114.29 21.85 47.30 116.47 19.02 42.16 121.62 13.11 34.70 164.71
1500.0 0.20 Geo-6 79.18 86.89 9.74 76.61 83.55 9.06 72.24 80.21 11.03 62.21 72.24 16.12
1500.0 0.30 NoGeom 80.40 90.37 12.40 76.74 87.04 13.42 72.43 83.39 15.14 62.13 73.42 18.18
1500.0 0.30 Geo-0 52.16 58.80 12.74 50.17 55.81 11.26 44.85 50.50 12.59 33.89 40.86 20.59
1500.0 0.30 Geo-1 44.85 61.13 36.30 43.19 59.47 37.69 38.87 54.82 41.03 30.56 42.86 40.22
1500.0 0.30 Geo-2 26.58 46.51 75.00 25.91 43.19 66.67 22.92 38.54 68.12 16.61 31.56 90.00
1500.0 0.30 Geo-6 77.74 86.05 10.68 76.08 83.72 10.04 71.10 79.40 11.68 60.13 69.10 14.92
2000.0 0.20 NoGeom 86.63 89.46 3.26 84.83 87.66 3.33 82.26 84.32 2.50 73.52 79.18 7.69
2000.0 0.20 Geo-0 60.41 71.21 17.87 57.84 68.89 19.11 53.21 64.27 20.77 44.73 57.33 28.16
2000.0 0.20 Geo-1 48.84 69.67 42.63 46.02 67.61 46.93 41.90 63.24 50.92 34.70 56.30 62.22
2000.0 0.20 Geo-2 39.07 57.58 47.37 36.76 55.78 51.75 32.90 52.44 59.37 24.42 44.47 82.11
2000.0 0.20 Geo-6 84.06 89.46 6.42 83.55 86.63 3.69 80.21 83.03 3.53 72.24 77.12 6.76
2000.0 0.30 NoGeom 84.39 88.37 4.72 82.72 87.04 5.22 79.40 83.72 5.44 71.76 76.74 6.94
2000.0 0.30 Geo-0 55.48 70.43 26.95 55.15 68.77 24.70 52.82 64.12 21.38 42.19 56.48 33.86
2000.0 0.30 Geo-1 51.50 67.44 30.97 50.83 65.12 28.10 46.51 61.13 31.43 36.54 55.15 50.91
2000.0 0.30 Geo-2 36.88 52.16 41.44 35.55 50.17 41.12 32.56 47.84 46.94 21.26 40.20 89.06
2000.0 0.30 Geo-6 82.39 87.71 6.45 82.06 85.05 3.64 78.74 82.06 4.22 71.76 76.08 6.02
Table 13.5: These results take into account only images with more than 30% of dynamic
objects present in the image.
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Figure 13.7: Comparison of database size between the approach that uses the original rep-
resentation and the approach that uses the improved representation. At the bottom of each
bar are the number of keypoints that were used by the feature extractor. Improving a place
representation also entails reducing its original size. Bars in red represent the sizes of the
databases generated by the original Bags of Binary Words approach, while the bars in green
represent the sizes of the databases generated by the extended approach.
used for the Synthia dataset, and since both are urban datasets, we were concerned with
the same classes of dynamic objects, i.e., we configured our system to detect cars, trucks,
motorcycles, and bicycles (either moving or parked), and people (either standing in the
sidewalks or walking).
Dynamic objects behaving as static objects
The Málaga dataset is interesting because the agent revisits most of the places after a
short amount of time (a few minutes). As opposed to what occurred in the Synthia dataset,
in which dynamic objects appear and disappear from one frame to the next, in the Málaga
dataset it takes the agent only 865 seconds to visit (and revisit) all the places in its trajectory,
hence, some of the dynamic objects remained in the same place. This is illustrated in Figure
13.8 and helped us confirm our intuition that if only a short time has passed between visits,
some dynamic objects behave as static. For instance, there is a great chance that if a car
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is parked in one visit’s observation, it would still be there if the next visit happens only a
short time later. Hence, the proposed approach is best suited in applications where it is
known that the agent will revisit the environment only after a considerable time, relative to
the persistence of the dynamic objects we would expect to see, has passed from the previous
visit.
Despite the short amount of time that passed between observations of the same place,
the proposed approach detected all the loops that the original approach detected. However,
in terms of improving the original Bags of Binary Words approach, the proposed approach
did not perform as well as it did in the Synthia dataset, and it was not consistent in the
results from one loop to the next. We considered a good match to be the one in which
the pose of the matched places when detecting a loop was less than 5 meters from the
ground truth pose of the query place. Additionally, more than 5 seconds must pass between
each observation. The reason why we chose this time separation is because there are some
roundabouts that take the agent approximately that time to go around. Table 13.6 shows a
comparison of the original and the extended approaches for each of the loops. In this dataset
the benefits of using information from dynamic objects are not consistent throughtout the
agent’s trajectory. Clearly, the original approach benefited from the fact that many dynamic
objects behaved as static in this dataset. This confirms that our approach thrives when
enough time has passed so as to allow dynamic objects to change positions.
Similar to the Synthia dataset, the size of the databases was greatly reduced by the
extended approach. Figure 13.10 shows a comparison of database size for different configu-
rations.
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Figure 13.8: Matches from the Málaga dataset. From one visit to the next several of the
dynamic objects detected during the first visit remain in the same place. That is, the cars
parked on the street behave as static objects. This is beneficial for the original approach in
the short term. Nevertheless, the extended approach detected the same number of loops as
the original approach.
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Figure 13.9: Loops in the Malaga dataset.
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Configuration Loop Closure 1 Loop Closure 2 Loop Closure 3 Loop Closure 4 Loop Closure 5
Features Yolo Geom.Verif. BoBW BoBW+DO BoBW BoBW+DO BoBW BoBW+DO BoBW BoBW+DO BoBW BoBW+DO
300 0.2 NoGeom 2 3 14 13 3 6 29 31 3 0
300 0.3 NoGeom 2 1 14 13 3 6 27 32 3 0
500 0.2 NoGeom 2 2 16 15 7 9 31 33 4 2
500 0.3 NoGeom 2 2 16 16 5 9 33 33 4 2
1000 0.2 NoGeom 2 1 19 17 19 18 35 36 3 0
1000 0.3 NoGeom 2 2 19 18 17 19 35 36 2 0
1500 0.2 NoGeom 5 5 18 17 23 21 35 36 0 0
1500 0.3 NoGeom 5 5 20 17 24 22 35 36 0 0
300 0.2 Geo-0 0 0 3 0 0 0 3 0 0 0
300 0.3 Geo-0 0 0 3 1 0 0 1 0 0 0
500 0.2 Geo-0 2 1 8 7 1 2 18 10 0 0
500 0.3 Geo-0 2 2 7 7 2 0 16 10 0 0
1000 0.2 Geo-0 2 1 11 11 15 18 31 29 2 0
1000 0.3 Geo-0 2 2 9 11 15 19 32 30 2 0
1500 0.2 Geo-0 5 5 13 10 23 19 34 35 0 0
1500 0.3 Geo-0 5 5 13 12 23 22 35 36 0 0
300 0.2 Geo-6 2 3 12 10 4 6 27 29 1 0
300 0.3 Geo-6 2 1 12 10 4 6 25 28 1 1
500 0.2 Geo-6 2 2 14 12 7 8 32 34 4 1
500 0.3 Geo-6 2 2 14 11 7 10 32 32 4 2
1000 0.2 Geo-6 2 1 19 16 17 19 35 34 3 0
1000 0.3 Geo-6 2 2 19 17 18 19 35 36 3 0
1500 0.2 Geo-6 5 5 19 16 22 23 35 36 0 0
1500 0.3 Geo-6 5 5 17 16 21 22 35 35 0 0
Table 13.6: Number of matches for several configurations of the original approach (BoBW)
and the extended approach (BoBW + DO) that incorporates information about dynamic
objects to improve the place representation. The number of matches was computed using
the ground truth pose at the place where the loop closes. Matches that are closer than 5
mts. are considered to be good matches.
Figure 13.10: Comparison of databases generated using the Malaga dataset. The proposed
approach significantly reduces the size of the database. Improving a place representation also
entails reducing its original size. Bars in red represent the sizes of the databases generated
by the original Bags of Binary Words approach, while the bars in green represent the sizes
of the databases generated by the extended approach.
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Figure 13.11: Comparison of the matches found by the original (left) and extended (right)
approaches using the configuration with 1000 ORB features, 0.30 YOLO confidence, and
DBoW2 level-0 geometric check. The path traversed by the vehicle is in blue, while the
places that have been correctly recognized when revisited are in red. The extended approach
detected the same loops as the original algorithm.
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Additional Results
Performing place recognition in images that only clearly show places
An important result of incorporating dynamic objects is that images that do not clearly
show a place should not be entered into the place recognition procedure. This was confirmed
with the Linthescher dataset [171]. We used this dataset because it contains frames in
which dynamic objects occluded most of the view. Our goal here was to test how our
implementation would react to those frames in which no place is clearly shown. This dataset
is not meant to be used for place recognition since it does not present any loops that have to
be detected. However, in this case, we were not interested in detecting loops but in analyzing
the behavior of creating place representations from this environment densely populated by
dynamic objects.
We executed the Bags of Binary Words algorithm using the original and the improved
place representation. Figure 13.12 shows a comparison of the time required to run the place
recognition procedure using the original representation and the new proposed representation.
The proposed approach to improve the representation of places has a positive impact on the
place recognition procedure because the matching stage occurs at a faster rate, since fewer
descriptors are used to describe the same place. The benefit of the extended approach is clear
when the view is mostly blocked by dynamic objects, as in frames 100 and 410, where the
place recognition procedure can safely skip those frames since they do not really contain that
much information about places. In images that do not clearly show places, the algorithm
that incorporates dynamic information about objects does very little work in comparison
with the original algorithm.
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Figure 13.12: Comparison of execution time of the place recognition procedure. When
dynamic objects are taken into account, the system does not waste time attempting to
recognize places in images densely populated by dynamic objects, e.g., frames 100 and 410.
In this chapter, we have demonstrated that incorporating information about dynamic
objects can greatly improve place representations and the performance of place recognition
algorithms. The limitations of this approach are that places have to be revisited after a
suffient period of time to allow common dynamic objects to behave as such. For instance,
the presented approach can be very useful in recognizing places in a city, knowing that cars
parked on the street usually occupy different places from one day to the next. In the next
chapter we draw more conclusions and delineate potential future work.
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Chapter 14
Conclusions and Open Challenges
In this study, we have made contributions to the problem of Long-term place recognition.
We have shown how some of the challenges encountered in place recognition applications
can be confronted with the collaboration and cooperation of multiple agents. We have
proposed a collaborative place recognition framework in which interacting agents require
different specifications to fully enjoy the benefits of collaboration. We have implemented
a preliminary prototype to test some of the aspects of the proposed framework. Using
this initial prototype, we have also shown that the collaborative framework can be used to
overcome memory limitations of devices with limited capabilities by enabling mechanisms for
transferring irrelevant information from one agent to another. The framework also includes
solutions for those cases in which individual agents may fail. By design, the framework
enforces the existence of backup information in case of an agent’s failure. We have also shown
how our collaborative place recognition framework allows an assistive navigation application,
e.g., ISANA [3], to be ported in the future to devices that are not as sophisticated Google’s
Project Tango devices.
The increase in computational power now available to non-traditional devices, like mobile
and embedded devices, for instance in the form of sophisticated Graphics Processing Units
183
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
(GPUs), has enabled the combination of high-level image understanding with low-level fea-
ture detection. We have taken advantage of these developments to propose a method to
improve place representations. We have shown that this combination of high-level and low-
level information can be used to reduce the size of databases and the time required to match
places. In environments where dynamic objects are present and where the amount of time
between visits is long enough to allow for those dynamic objects to behave as such, our novel
method increases the recognition rate by incorporating information about those dynamic ob-
jects in state-of-the-art algorithms. We have also confirmed the limitations of our approach
if a relatively short period of time has passed from one visit to the next.
There is still so much to explore. For instance, in the case of agents collaborating to
recognize places, there is the question of whether using a different place representation from
the one that we used in our implementation (Bags of Binary Words) could be more beneficial
to some applications. Another interesting path to explore is that of proposing standards for
visual place exchange. Hence, allowing applications to have a clear specification and methods
to exchange visual place information.
Another open challenge is the implementation of a general library that could be used in
applications that can benefit from collaborative place recognition. The resolution of this open
challenge depends to some extent, on the experimentation with other place representations
that may be more suitable for a general library. The experimentation with communication
protocols may also affect the development of the library. Our current prototype for assistive
localization could also be greatly improved to become a full-fledged assistive navigation
application.
There is also much to explore about how to use the information obtained from the
detection of dynamic objects in place recognition to support other modules in a system. For
instance, we are currently roughly approximating the space occupied by dynamic objects
since our initial goal enabled real-time applications by using a really fast object detector. It
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would be interesting to measure the difference in performance when using other approaches,
for instance, object segmentation to have a better approximation of the area occupied by a
dynamic object. Another interesting path to explore in the future is how the information
obtained from dynamic objects can be used to further improve other modules beyond place
recognition. For instance, more sophisticated models of environments can be derived from
the collected data, thus, describing not only the appearance of places but also their tendency
to be populated by certain dynamic objects.
Finally, there is an interesting challenge in combining the solutions from Parts II and III.
We envision a collaborative scheme in which the place representations shared by the agents
can be made more robust and better capture the fundamental features of places.
Thank you,
Juan Pablo Muñoz
Graduate Center at the City University of New York
September 29, 2017
CHAPTER 14. CONCLUSIONS AND OPEN CHALLENGES Page 185
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
CHAPTER 14. CONCLUSIONS AND OPEN CHALLENGES Page 186
Bibliography
[1] J.-L. Blanco, F.-A. Moreno, and J. Gonzalez-Jimenez, “The Málaga Urban Dataset:
High-rate Stereo and Lidars in a realistic urban scenario,” International Journal of
Robotics Research, vol. 33, no. 2, pp. 207–214, 2014.
[2] J. P. Muñoz, B. Li, X. Rong, J. Xiao, Y. Tian, and A. Arditi, “Demo : Assisting
Visually Impaired People Navigate Indoors,” in IJCAI International Joint Conference
on Artificial Intelligence, (New York, NY, USA), pp. 4260–4261, 2016.
[3] J. P. Muñoz, B. Li, X. Rong, J. Xiao, Y. Tian, and A. Arditi, “An Assistive Indoor
Navigation System for the Visually Impaired in Multi-Floor Environments,” in 7th An-
nual IEEE Int. Conf. on CYBER Technology in Automation, Control, and Intelligent
Systems (IEEE-CYBER 2017), 2017.
[4] R. Huitl, G. Schroth, S. Hilsenbeck, F. Schweiger, and E. Steinbach, “TUMindoor: An
extensive image and point cloud dataset for visual indoor localization and mapping,”
in 2012 19th IEEE International Conference on Image Processing, pp. 1773–1776, sep
2012.
[5] A. Geiger, P. Lenz, C. Stiller, and R. Urtasun, “Vision meets robotics: The KITTI
dataset,” The International Journal of Robotics Research, vol. 32, no. 11, pp. 1231–
1237, 2013.
187
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[6] D. G. Lowe, “Distinctive Image Features from Scale-Invariant Keypoints,” Int. J. Com-
put. Vision, vol. 60, pp. 91–110, nov 2004.
[7] S. Leutenegger, M. Chli, and R. Y. Siegwart, “BRISK: Binary Robust invariant scalable
keypoints,” Proceedings of the IEEE International Conference on Computer Vision,
pp. 2548–2555, 2011.
[8] A. Alahi, R. Ortiz, and P. Vandergheynst, “FREAK: Fast retina keypoint,” in IEEE
Conference on Computer Vision and Pattern Recognition, IEEE Conference on Com-
puter Vision and Pattern Recognition, (New York), pp. 510–517, 2012.
[9] J. Redmon and A. Farhadi, “YOLO9000: Better, Faster, Stronger,” in CVPR 2017,
2017.
[10] M. Flickner, H. Sawhney, W. Niblack, J. Ashley, Q. Huang, B. Dom, M. Gorkani,
J. Hafner, D. Lee, D. Petkovic, D. Steele, and P. Yanker, “Query by Image and Video
Content: The QBIC System,” Computer, vol. 28, pp. 23–32, sep 1995.
[11] C. Chabris and D. Simons, The invisible gorilla: And other ways our intuitions deceive
us. Harmony, 2010.
[12] C. Shannon, “A Mathematical Theory of Communication,” The Bell System Technical
Journal, vol. 27, no. July 1948, pp. 379–423, 1948.
[13] C. N. Mooers, “Zatocoding applied to mechanical organization of knowledge,” Ameri-
can Documentation, vol. 2, no. 1, pp. 20–32, 1951.
[14] A. Gupta and R. Jain, “Visual information retrieval,” Communications of the ACM,
vol. 40, no. 5, pp. 70–79, 1997.
[15] A. Pentland, R. Picard, and Sclaroff S., “Photobook: Content-Based Manipulation of
Image Databases,” International Journal of Computer Vision, 1995.
BIBLIOGRAPHY Page 188
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[16] A. Krizhevsky, I. Sulskever, and G. E. Hinton, “ImageNet Classification with Deep
Convolutional Neural Networks,” Advances in Neural Information and Processing Sys-
tems (NIPS), pp. 1–9, 2012.
[17] F. Fraundorfer, C. Engels, and D. Nister, “Topological mapping, localization and nav-
igation using image collections,” 2007 IEEE/RSJ International Conference on Intelli-
gent Robots and Systems, pp. 3872–3877, 2007.
[18] E. Stumm, C. Mei, and S. Lacroix, “Probabilistic place recognition with covisibility
maps,” IEEE International Conference on Intelligent Robots and Systems, pp. 4158–
4163, 2013.
[19] M. Cummins and P. Newman, “FAB-MAP: Probabilistic Localization and Mapping
in the Space of Appearance,” The International Journal of Robotics Research, vol. 27,
no. 6, pp. 647–665, 2008.
[20] N. Sünderhauf and P. Protzel, “BRIEF-Gist - Closing the loop by simple means,” IEEE
International Conference on Intelligent Robots and Systems, pp. 1234–1241, 2011.
[21] E. Johns and G. Z. Yang, “Feature Co-occurrence Maps: Appearance-based localisation
throughout the day,” Proceedings - IEEE International Conference on Robotics and
Automation, pp. 3212–3218, 2013.
[22] C. Mei, G. Sibley, and P. Newman, “Closing loops without places,” IEEE/RSJ 2010
International Conference on Intelligent Robots and Systems, IROS 2010 - Conference
Proceedings, pp. 3738–3744, 2010.
[23] C. Kunz, T. Willeke, and I. R. Nourbakhsh, “Automatic mapping of dynamic office
environments,” Autonomous Robots, vol. 7, no. 2, pp. 131–142, 1999.
BIBLIOGRAPHY Page 189
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[24] I. Ulrich and I. Nourbakhsh, “Appearance-based place recognition for topological lo-
calization,” in IEEE International Conference on Robotics and Automation, no. April,
pp. 1023–1029, 2000.
[25] S. Lynen, M. Bosse, P. Furgale, and R. Siegwart, “Placeless place-recognition,” in 3D
Vision (3DV), 2014 2nd International Conference on, vol. 1, pp. 303–310, IEEE, 2014.
[26] A. Torralba, K. P. K. Murphy, W. W. T. Freeman, and M. M. A. Rubin, “Context-
based Vision System for Place and Object Recognition,” in Proceedings Ninth IEEE
International Conference on Computer Vision, vol. 1, pp. 273–280, 2003.
[27] A. Oliva, A. Oliva, A. Torralba, A. Torralba, C. Sciences, C. Sciences, C. Science,
C. Science, S. Gist, S. Gist, G. F. Keywords, and G. F. Keywords, “Building the Gist
of a Scene: The Role of Global Image Features in Recognition,” 2008.
[28] A. Torralba, R. Fergus, and W. T. Freeman, “80 million tiny images: A large data
set for nonparametric object and scene recognition,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 30, no. 11, pp. 1958–1970, 2008.
[29] H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool, “Speeded-Up Robust Features
(SURF),” Comput. Vis. Image Underst., vol. 110, pp. 346–359, jun 2008.
[30] M. Calonder, V. Lepetit, C. Strecha, and P. Fua, “BRIEF : Binary Robust Independent
Elementary Features,” European Conference on Computer Vision (ECCV), pp. 778–
792, 2010.
[31] E. Rublee, V. Rabaud, K. Konolige, and G. Bradski, “ORB: An efficient alternative
to SIFT or SURF,” Proceedings of the IEEE International Conference on Computer
Vision, pp. 2564–2571, 2011.
BIBLIOGRAPHY Page 190
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[32] D. G. Lowe, “Object recognition from local scale-invariant features,” in Computer
Vision, 1999. The Proceedings of the Seventh IEEE International Conference on, vol. 2,
pp. 1150–1157 vol.2, 1999.
[33] G. Levi and T. Hassner, “LATCH: Learned Arrangements of Three Patch Codes,”
Winter Conference on Applications of Computer Vision (WACV), vol. abs/1501.0,
2016.
[34] E. Rosten and T. Drummond, “Machine learning for high-speed corner detection,” in
European Conference on Computer Vision, vol. 1, pp. 430–443, may 2006.
[35] E. Mair, G. D. Hager, D. Burschka, M. Suppa, and G. Hirzinger, “Adaptive and Generic
Corner Detection Based on the Accelerated Segment Test,” in European Conference
on Computer Vision (ECCV’10), sep 2010.
[36] J. Sivic and A. Zisserman, “Video Google: A Text Retrieval Approach to Object
Matching in Videos,” in Proceedings of the Ninth IEEE International Conference on
Computer Vision - Volume 2, ICCV ’03, (Washington, DC, USA), pp. 1470—-, IEEE
Computer Society, 2003.
[37] D. Nistér and H. Stewénius, “Scalable recognition with a vocabulary tree,” in IEEE
Conference on Computer Vision and Pattern Recognition, vol. 2, pp. 2161–2168, 2006.
[38] M. Cummins and P. Newman, “FAB-MAP: Appearance-Based Place Recognition and
Mapping using a Learned Visual Vocabulary Model,” Proceedings of the 27th Interna-
tional Conference on Machine Learning (ICML-10), pp. 3–10, 2010.
[39] M. Cummins and P. Newman, “Appearance-only SLAM at large scale with FAB-MAP
2.0,” The International Journal of Robotics Research, vol. 30, no. 9, pp. 1100–1123,
2011.
BIBLIOGRAPHY Page 191
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[40] D. Gálvez-López and J. D. Tardós, “Bags of binary words for fast place recognition in
image sequences,” IEEE Transactions on Robotics, vol. 28, no. 5, pp. 1188–1197, 2012.
[41] M. Cummins, Probabilistic Localization and Mapping in Appearance Space. PhD thesis,
2009.
[42] S. Lowry, N. Sunderhauf, P. Newman, J. J. Leonard, D. Cox, P. Corke, and M. J. Mil-
ford, “Visual Place Recognition: A Survey,” IEEE Transactions on Robotics, vol. 32,
no. 1, pp. 1–19, 2015.
[43] M. Cummins and P. Newman, “Accelerated appearance-only SLAM,” Proceedings -
IEEE International Conference on Robotics and Automation, pp. 1828–1833, 2008.
[44] M. Cummins and P. Newman, “Invited Applications Paper FAB-MAP: Appearance-
Based Place Recognition and Mapping using a Learned Visual Vocabulary Model,” in
27th Intl Conf. on Machine Learning (ICML2010), 2010.
[45] E. Pepperell, P. Corke, and M. Milford, “All-environment visual place recognition with
SMART,” in Robotics and Automation (ICRA), 2014 IEEE International Conference
on, pp. 1612–1618, 2014.
[46] C. Mcmanus, B. Upcroft, and P. Newman, “Scene Signatures : Localised and Point-less
Features for Localisation,” Robotics:Science and Systems, 2014.
[47] Z. Chen, O. Lam, A. Jacobson, and M. Milford, “Convolutional Neural Network-based
Place Recognition,” in 2014 Australasian Conference on Robotics and Automation
(ACRA 2014), p. 8, 2013.
[48] R. Gomez-Ojeda, M. Lopez-Antequera, N. Petkov, and J. Gonzalez-Jimenez, “Training
a Convolutional Neural Network for Appearance-Invariant Place Recognition,” pp. 1–9,
2015.
BIBLIOGRAPHY Page 192
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[49] B. Williams, M. Cummins, J. Neira, P. Newman, I. Reid, and J. Tardós, “A comparison
of loop closing techniques in monocular SLAM,” Robotics and Autonomous Systems,
vol. 57, no. 12, pp. 1188–1197, 2009.
[50] L. Kauffmann, J. Bourgin, N. Guyader, C. Peyrin, G. J. Lewis, and T. C. Bates, “The
Neural Bases of the Semantic Interference of Spatial Frequency-based Information in
Scenes,” Journal of Cognitive Neuroscience, vol. 27, pp. 2394–2405, aug 2015.
[51] A. Gupta, “Visual information retrieval technology: A virage perspective,” Virage Inc.,
vol. 3, p. 1996, 1996.
[52] J. R. Smith and S.-F. Chang, “VisualSEEk: a fully automated content-based image
query system,” ACM Multimedia ’96, pp. 87–98, 1996.
[53] A. Pentland, B. Moghaddam, and T. Starner, “View-Based and Modular Eigenspaces
for Face Recognition,” in Computer Vision and Pattern Recognition, 1994. Proceedings
CVPR ’94., 1994 IEEE Computer Society Conference, no. 245, 1994.
[54] B. Kröse, “A probabilistic model for appearance-based robot localization,” Image and
Vision Computing, vol. 19, no. 6, pp. 381–391, 2001.
[55] A. Oliva and A. Torralba, “Modeling the shape of the scene: A holistic representation
of the spatial envelope,” International Journal of Computer Vision, vol. 42, no. 3,
pp. 145–175, 2001.
[56] K. Ni, A. Kannan, A. Criminisi, and J. Winn, “Epitomic Location Recognition,” pp. 1–
10, 2009.
[57] M. J. Hannah, Computer Matching of Areas in Stereo Images. PhD thesis, Stanford
University, Stanford, CA, USA, 1974.
[58] W. Förstner, “A feature based correspondence algorithm for image matching,” 1986.
BIBLIOGRAPHY Page 193
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[59] W. Förstner and E. Gülch, “A Fast Operator for Detection and Precise Location of
Distinct Points, Corners and Centres of Circular Features,” 1987.
[60] F. Fraundorfer and D. Scaramuzza, “Visual Odometry : Part II: Matching, Robust-
ness, Optimization, and Applications,” Robotics Automation Magazine, IEEE, vol. 19,
pp. 78–90, jun 2012.
[61] H. H. P. Moravec, “Obstacle Avoidance and Navigation in the Real World by a Seeing
Robot Rover,” Tech. Rep. CMU-RI-TR-80-03, sep 1980.
[62] C. Harris and M. Stephens, “A combined corner and edge detector,” in In Proc. of
Fourth Alvey Vision Conference, pp. 147–151, 1988.
[63] J. A. Noble, “Finding corners,” Image and Vision Computing Journal, vol. 6, no. 2,
pp. 2–121, 1988.
[64] J. S. J. Shi and C. Tomasi, “Good features to track,” Computer Vision and Pattern
Recognition, 1994. Proceedings CVPR ’94., 1994 IEEE Computer Society Conference
on, pp. 593–600, 1994.
[65] S. M. Smith and J. M. Brady, “SUSAN - A New Approach to Low Level Image Pro-
cessing,” International Journal of Computer Vision, vol. 23, no. 1, pp. 45–78, 1997.
[66] A. Guiducci, “Corner Characterization by Differential Geometry Techniques,” Pattern
Recogn. Lett., vol. 8, pp. 311–318, dec 1988.
[67] M. Trajkovii, M. Hedley, M. Trajkovic, and M. Hedley, “Fast corner detection,” Image
and Vision Computing, vol. 16, pp. 75–87, feb 1998.
[68] J. R. Quinlan, “Induction of Decision Trees,” Machine Learning, vol. 1, no. 1, pp. 81–
106, 1986.
BIBLIOGRAPHY Page 194
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[69] C. Valgren and a. Lilienthal, “SIFT , SURF and Seasons : Long-term Outdoor Lo-
calization Using Local Features,” Proceedings of the European Conference on Mobile
Robots ECMR, vol. 128, pp. 1–6, 2007.
[70] T. Lindeberg, Scale-Space Theory in Computer Vision, vol. 1. Kluwer Academic Pub-
lishers, 1993.
[71] T. Lindeberg, “Scale-space theory: a basic tool for analyzing structures at different
scales,” Journal of Applied Statistics, vol. 21, no. 1, pp. 225–270, 1994.
[72] P. J. Burt, Edward, and E. H. Adelson, “The Laplacian Pyramid as a Compact Image
Code,” IEEE Transactions on Communications, vol. 31, pp. 532–540, 1983.
[73] D. Marr and E. Hildreth, “Theory of Edge Detection,” Proceedings of the Royal Society
of London B: Biological Sciences, vol. 207, no. 1167, pp. 187–217, 1980.
[74] P. Viola and M. Jones, “Rapid object detection using a boosted cascade of simple
features,” in Computer Vision and Pattern Recognition (CVPR), vol. 1, pp. I—-511—
-I—-518, 2001.
[75] Y. Ke and R. Sukthankar, “PCA-SIFT: a more distinctive representation for local
image descriptors,” in Proceedings of the 2004 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition, 2004. CVPR 2004., vol. 2, pp. II–506–II–
513 Vol.2, jun 2004.
[76] M. Viola, Paul; Jones, “Robust real-time object detection,” Tech. Rep. February, 2001.
[77] G. Shakhnarovich, Learning Task-Specific Similarity. PhD thesis, MASSACHUSETTS
INSTITUTE OF TECHNOLOGY, 2005.
[78] R. Arroyo, P. F. Alcantarilla, L. M. Bergasa, J. J. Yebes, and S. Bronte, “Fast and
effective visual place recognition using binary codes and disparity information,” in
BIBLIOGRAPHY Page 195
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
2014 IEEE/RSJ International Conference on Intelligent Robots and Systems, no. Sept.,
pp. 3089–3094, sep 2014.
[79] P. L. Rosin, “Measuring Corner Properties,” Computer Vision and Image Understand-
ing, vol. 73, no. 2, pp. 291–307, 1999.
[80] X. Yang and K. T. Cheng, “LDB: An ultra-fast feature for scalable Augmented Reality
on mobile devices,” ISMAR 2012 - 11th IEEE International Symposium on Mixed and
Augmented Reality 2012, Science and Technology Papers, vol. 2, pp. 49–57, 2012.
[81] X. Yang and K.-T. Cheng, “Local Difference Binary for Ultrafast and Distinctive Fea-
ture Description,” Pattern Analysis and Machine Intelligence, IEEE Transactions on,
vol. 36, no. 1, pp. 188–194, 2014.
[82] P. Alcantarilla, J. Nuevo, and A. Bartoli, “Fast Explicit Diffusion for Accelerated Fea-
tures in Nonlinear Scale Spaces,” Procedings of the British Machine Vision Conference
2013, pp. 13.1–13.11, 2013.
[83] J. Philbin, O. Chum, M. Isard, J. Sivic, and A. Zisserman, “Object retrieval with large
vocabularies and fast spatial matching.,” in CVPR, IEEE Computer Society, 2007.
[84] K. L. Ho and P. Newman, “Detecting loop closure with scene sequences,” International
Journal of Computer Vision, vol. 74, no. 3, pp. 261–286, 2007.
[85] D. Filliat, “A visual bag of words method for interactive qualitative localization and
mapping,” in Proceedings - IEEE International Conference on Robotics and Automa-
tion, no. April, pp. 3921–3926, 2007.
[86] F. Jurie and B. Triggs, “Creating efficient codebooks for visual recognition,” Proceed-
ings of the IEEE International Conference on Computer Vision, vol. I, pp. 604–610,
2005.
BIBLIOGRAPHY Page 196
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[87] B. Leibe, K. Mikolajczyk, and B. Schiele, “Efficient clustering and matching for object
class recognition,” Learning, vol. 2, pp. 81.1–81.10, 2006.
[88] K. Mikolajczyk, T. Tuytelaars, C. Schmid, A. Zisserman, J. Matas, F. Schaffalitzky,
T. Kadir, and L. V. Gool, “A Comparison of Affine Region Detectors,” International
Journal of Computer Vision, vol. 65, no. 1-2, pp. 43–72, 2005.
[89] L. Fei-fei, P. Perona, F.-F. Li, and P. Perona, “A Bayesian Hierarchical Model for
Learning Natural Scene Categories,” in Proceedings of the 2005 IEEE Computer Society
Conference on Computer Vision and Pattern Recognition (CVPR’05) - Volume 2 -
Volume 02, CVPR ’05, (Washington, DC, USA), pp. 524–531, IEEE Computer Society,
2005.
[90] H. Jegou, M. Douze, and C. Schmid, “Packing bag-of-features,” pp. 2–9.
[91] H. Jegou, M. Douze, C. Schmid, and P. P??rez, “Aggregating local descriptors into a
compact image representation,” Proceedings of the IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, pp. 3304–3311, 2010.
[92] F. Fraundorfer, H. Stewenius, and D. Nister, “A Binning Scheme for Fast Hard Drive
Based Image Search,” 2007 IEEE Conference on Computer Vision and Pattern Recog-
nition, pp. 1–6, 2007.
[93] D. Arthur and S. Vassilvitskii, “K-means++: The Advantages of Careful Seeding,” in
Proceedings of the Eighteenth Annual ACM-SIAM Symposium on Discrete Algorithms,
vol. 8 of SODA ’07, (Philadelphia, PA, USA), pp. 1027–1035, Society for Industrial
and Applied Mathematics, 2007.
[94] O. D. Faugeras, “What can be seen in three dimensions with an uncalibrated stereo
rig?,” in European conference on computer vision, pp. 563–578, Springer, 1992.
BIBLIOGRAPHY Page 197
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[95] R. I. Hartley, Estimation of relative camera positions for uncalibrated cameras, pp. 579–
587. Berlin, Heidelberg: Springer Berlin Heidelberg, 1992.
[96] Q.-T. Luong and O. D. Faugeras, “The fundamental matrix: Theory, algorithms, and
stability analysis,” International Journal of Computer Vision, vol. 17, pp. 43–75, jan
1996.
[97] R. Hartley and A. Zisserman, Multiple View Geometry in Computer Vision. Cambridge
University Press, ISBN: 0521540518, second ed., 2004.
[98] R. I. Hartley, “In defense of the eight-point algorithm,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 19, pp. 580–593, jun 1997.
[99] H. C. Longuet-Higgins, “A computer algorithm for reconstructing a scene from two
projections,” in Readings in Computer Vision: Issues, Problems, Principles, and
Paradigms (M. A. Fischler and O. Firschein, eds.), pp. 61–62, San Francisco, CA,
USA: Morgan Kaufmann Publishers Inc., 1987.
[100] Z. Zhang, R. Deriche, O. Faugeras, and Q.-T. Luong, “A robust technique for matching
two uncalibrated images through the recovery of the unknown epipolar geometry,”
Artificial Intelligence, vol. 78, no. 1, pp. 87–119, 1995.
[101] P. H. S. Torr and D. W. Murray, “The Development and Comparison of Robust Meth-
ods for Estimating the Fundamental Matrix,” International Journal of Computer Vi-
sion, vol. 24, pp. 271–300, sep 1997.
[102] M. a. Fischler and R. C. Bolles, “Random Sample Consensus: A Paradigm for Model
Fitting with,” Communications of the ACM, vol. 24, pp. 381–395, 1981.
BIBLIOGRAPHY Page 198
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[103] T. Sattler, M. Havlena, K. Schindler, and M. Pollefeys, “Large-Scale Location Recog-
nition and the Geometric Burstiness Problem,” in 2016 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 1582–1590, jun 2016.
[104] H. Jégou, M. Douze, and C. Schmid, “On the burstiness of visual elements,” 2009 IEEE
Computer Society Conference on Computer Vision and Pattern Recognition Work-
shops, CVPR Workshops 2009, pp. 1169–1176, 2009.
[105] C. Chow and C. Liu, “Approximating Discrete Probability Distributions with Depen-
dence Trees,” IEEE Transactions on Information Theory, vol. 14, no. 3, pp. 462–467,
1968.
[106] S. Kullback and R. A. Leibler, “On Information and Sufficiency,” The Annals of Math-
ematical Statistics, vol. 22, no. 1, pp. 79–86, 1951.
[107] R. Dementiev, P. Sanders, D. Schultes, and J. Sibeyn, “Engineering an External Mem-
ory Minimum Spanning Tree Algorithm,” in Exploring New Frontiers of Theoretical
Informatics: IFIP 18th World Computer Congress TC1 3rd International Conference
on Theoretical Computer Science (TCS2004) 22–27 August 2004 Toulouse, France (J.-
J. Levy, E. W. Mayr, and J. C. Mitchell, eds.), vol. 14186, pp. 195–208, Boston, MA:
Springer US, 2004.
[108] M. Meila, “An Accelerated Chow and Liu Algorithm: Fitting Tree Distributions to
High-Dimensional Sparse Data,” in Proceedings of the 16th International Conference
on Machine Learning, no. C, pp. 249–257, 1999.
[109] N. Sunderhauf, S. Shirazi, A. Jacobson, F. Dayoub, E. Pepperell, B. Upcroft,
and M. Milford, “Place Recognition with ConvNet Landmarks: Viewpoint-Robust,
Condition-Robust, Training-Free,” Robotics Science and Systems, 2015.
BIBLIOGRAPHY Page 199
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[110] M. Smith, I. Baldwin, W. Churchill, R. Paul, and P. Newman, “The New College
Vision and Laser Data Set,” The International Journal of Robotics Research, vol. 28,
no. 5, pp. 595–599, 2009.
[111] M. J. Milford and G. F. Wyeth, “Mapping a Suburb With a Single Camera Using a
Biologically Inspired SLAM System,” IEEE Transactions on Robotics, vol. 24, no. 5,
pp. 1038–1053, 2008.
[112] M. J. Milford and G. F. Wyeth, “SeqSLAM: Visual route-based navigation for sunny
summer days and stormy winter nights,” in Proceedings - IEEE International Confer-
ence on Robotics and Automation, pp. 1643–1649, 2012.
[113] M. J. Milford, G. F. Wyeth, and D. Prasser, “RatSLAM: A Hippocampal Model for
Simultaneous Localization and Mapping,” Proceeding of the 2004 IEEE international
Conference on Robotics & Automation, pp. 403–408, 2004.
[114] M. Milford and G. Wyeth, “Persistent Navigation and Mapping using a Biologically
Inspired SLAM System,” The International Journal of Robotics Research, vol. 29, no. 9,
pp. 1131–1153, 2010.
[115] N. Sünderhauf, P. Neubert, and P. Protzel, “Are we there yet? Challenging SeqSLAM
on a 3000 km journey across all four seasons,” in International Conference on Robotics
and Automation, pp. 1–3, 2013.
[116] S. Thurrowgood, D. Soccol, R. J. D. Moore, D. Bland, and M. V. Srinivasan, “A
vision based system for attitude estimation of UAVs,” 2009 IEEE/RSJ International
Conference on Intelligent Robots and Systems, IROS 2009, pp. 5725–5730, 2009.
[117] M. J. Milford, F. Schill, P. Corke, R. Mahony, and G. Wyeth, “Aerial SLAM with a
single camera using visual expectation,” Proceedings - IEEE International Conference
on Robotics and Automation, pp. 2506–2512, 2011.
BIBLIOGRAPHY Page 200
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[118] H. Hirschmüller, “Stereo processing by semiglobal matching and mutual information.,”
IEEE transactions on pattern analysis and machine intelligence, vol. 30, no. 2, pp. 328–
41, 2008.
[119] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to
document recognition,” Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2323, 1998.
[120] P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus, and Y. LeCun, “OverFeat:
Integrated Recognition, Localization and Detection using Convolutional Networks,” in
ICLR, 2014, pp. 1–16, 2013.
[121] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hierarchies for accu-
rate object detection and semantic segmentation,” Proceedings of the IEEE Computer
Society Conference on Computer Vision and Pattern Recognition, pp. 580–587, 2014.
[122] J. Donahue, Y. Jia, O. Vinyals, J. Hoffman, N. Zhang, E. Tzeng, and T. Darrell,
“DeCAF: A Deep Convolutional Activation Feature for Generic Visual Recognition,”
Icml, vol. 32, pp. 647–655, 2014.
[123] A. S. Razavian, H. Azizpour, J. Sullivan, and S. Carlsson, “CNN features off-the-
shelf: An astounding baseline for recognition,” IEEE Computer Society Conference on
Computer Vision and Pattern Recognition Workshops, pp. 512–519, 2014.
[124] A. Babenko, A. Slesarev, A. Chigorin, and V. Lempitsky, “Neural codes for image
retrieval,” Lecture Notes in Computer Science (including subseries Lecture Notes in
Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 8689 LNCS, no. PART
1, pp. 584–599, 2014.
[125] N. Sunderhauf, F. Dayoub, S. Sareh, U. Ben, M. Michael, N. Sünderhauf, S. Shirazi,
F. Dayoub, B. Upcroft, and M. Milford, “On the performance of ConvNet features for
BIBLIOGRAPHY Page 201
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
place recognition,” in 2015 IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS), pp. 4297–4304, sep 2015.
[126] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick, S. Guadarrama,
and T. Darrell, “Caffe: Convolutional Architecture for Fast Feature Embedding,” in
Proceedings of the ACM International Conference on Multimedia, pp. 675–678, 2014.
[127] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin, S. Ghemawat,
G. Irving, M. Isard, M. Kudlur, J. Levenberg, R. Monga, S. Moore, D. G. Murray,
B. Steiner, P. Tucker, V. Vasudevan, P. Warden, M. Wicke, Y. Yu, X. Zheng, G. Brain,
I. Osdi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin, S. Ghemawat,
G. Irving, M. Isard, M. Kudlur, J. Levenberg, R. Monga, S. Moore, D. G. Murray,
B. Steiner, P. Tucker, V. Vasudevan, P. Warden, M. Wicke, Y. Yu, X. Zheng, and
Others, “TensorFlow: A System for Large-Scale Machine Learning.,” in OSDI, vol. 16,
pp. 265–283, 2016.
[128] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy,
A. Khosla, M. Bernstein, A. C. Berg, and L. Fei-Fei, “ImageNet Large Scale Visual
Recognition Challenge,” International Journal of Computer Vision, vol. 115, no. 3,
pp. 211–252, 2015.
[129] C. L. Zitnick and P. Dollár, “Edge boxes: Locating object proposals from edges,” Lec-
ture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelli-
gence and Lecture Notes in Bioinformatics), vol. 8693 LNCS, no. PART 5, pp. 391–405,
2014.
[130] S. Dasgupta, “Experiments with Random Projection,” in Proceedings of the 16th Con-
ference on Uncertainty in Artificial Intelligence, UAI ’00, (San Francisco, CA, USA),
pp. 143–151, Morgan Kaufmann Publishers Inc., 2000.
BIBLIOGRAPHY Page 202
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[131] E. Bingham and H. Mannila, “Random projection in dimensionality reduction: ap-
plications to image and text data,” International Conference on Knowledge Discovery
and Data Mining (KDD), pp. 245–250, 2001.
[132] R. Arandjelović, P. Gronat, A. Torii, T. T. T. T. Pajdla, J. Sivic, R. Arandjelovic,
P. Gronát, A. Torii, T. T. T. T. Pajdla, J. Sivic, R. Arandjelović, P. Gronat, A. Torii,
T. T. T. T. Pajdla, J. Sivic, R. Arandjelovic, P. Gronát, A. Torii, T. T. T. T. Pajdla,
and J. Sivic, “NetVLAD: CNN architecture for weakly supervised place recognition,”
CoRR, vol. abs/1511.0, 2015.
[133] M. Glaymann, N. Council, and M. Education, “Characteristic Functions and Sets,”
The Mathematics Teacher, vol. 60, no. 7, pp. 775–778, 1967.
[134] S. Thrun, W. Burgard, and D. Fox, Probabilistic Robotics (Intelligent Robotics and
Autonomous Agents). The MIT Press, 2005.
[135] J. Lee and R. Dugan, “Google Project Tango.”
[136] E. Sklar, S. Epstein, and S. Parsons, “A framework in which robots and humans
help each other,” Association for the Advancement of Artificial Intelligence Spring
Symposium, pp. 54–59, 2011.
[137] Y.-K. Chen, “Challenges and Opportunities of Internet of Things,” 17th Asia and South
Pacific Design Automation Conference, pp. 383–388, 2012.
[138] L. Riazuelo, J. Civera, and J. M. M. Montiel, “C2tam : A Cloud framework for co-
operative tracking and mapping,” Robotics and Autonomous Systems, vol. 62, no. 4,
pp. 401–413, 2014.
BIBLIOGRAPHY Page 203
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[139] J. H. Oh, G. Eoh, and B. H. Lee, “Appearance-Based Place Recognition Using Whole-
Image BRISK for Collaborative Multi-Robot Localization,” International Journal of
Mechanical Engineering and Robotics Research, vol. 4, no. 3, pp. 264–268, 2015.
[140] D. van Opdenbosch, G. Schroth, R. Huitl, S. Hilsenbeck, A. Garcea, and E. Steinbach,
“Camera-based Indoor Positioning using Scalable Streaming of Compressed Binary Im-
age Signatures,” in IEEE International Conference on Image Processing (ICIP 2014),
(Paris, France), oct 2014.
[141] D. P. Anderson, “BOINC: A System for Public Resource Computing and Storage,”
Grid Computing, 2004. Proceedings. Fifth IEEE/ACM International Workshop on,
pp. 4–10, 2004.
[142] E. Nygren, R. K. Sitaraman, and J. Sun, “The Akamai network: a platform for high-
performance internet applications,” SIGOPS Operating Systems Review, vol. 44, no. 3,
pp. 2–19, 2010.
[143] S. O. Hara and B. A. Draper, “Introduction to the bag of features paradigm for image
classification and retrieval,” no. July, pp. 1–25, 2010.
[144] J. Yang, Y.-G. Jiang, A. G. Hauptmann, and C.-W. Ngo, “Evaluating Bag-of-visual-
words Representations in Scene Classification,” in Proceedings of the International
Workshop on Workshop on Multimedia Information Retrieval, MIR ’07, (New York,
NY, USA), pp. 197–206, ACM, 2007.
[145] F. Fraundorfer, C. Wu, J.-m. Frahm, and M. Pollefeys, “Visual Word based Location
Recognition in 3D models using Distance Augmented Weighting,” 3Dpvt08, 2008.
[146] R. Mur-Artal, J. M. M. Montiel, and J. D. Tardos, “ORB-SLAM: A Versatile and
Accurate Monocular SLAM System,” IEEE Transactions on Robotics, vol. 31, no. 5,
2015.
BIBLIOGRAPHY Page 204
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[147] M. Quigley, K. Conley, B. P. Gerkey, J. Faust, T. Foote, J. Leibs, R. Wheeler, and
A. Y. Ng, “ROS: an open-source Robot Operating System,” in ICRA Workshop on
Open Source Software, 2009.
[148] A. Banks and R. Gupta, “MQTT Version 3.1.1,” tech. rep., OASIS Standard, 2015.
[149] M. H. Amaran, N. A. M. Noh, M. S. Rohmad, and H. Hashim, “A Comparison of
Lightweight Communication Protocols in Robotic Applications,” Procedia Computer
Science, vol. 76, no. Iris, pp. 400–405, 2015.
[150] K. Kuladinithi, O. Bergmann, Thomas Pötsch, M. Becker, and C. Görg, “Implemen-
tation of coap and its application in transport logistics,” Proceedings of Extending the
Internet to Low Power and Lossy Networks (IP+SN), pp. 1–7, 2011.
[151] S. Vinoski, “Advanced message queuing protocol,” IEEE Internet Computing, vol. 10,
no. 6, p. 87, 2006.
[152] “Simple Text Oriented Messaging Protocol.”
[153] J. J. Gibson, The ecological approach to visual perception. Psychology Press, 1979.
[154] S. Ullman, “Against direct perception,” Behavioral and Brain Sciences, vol. 3, no. 03,
pp. 373–381, 1980.
[155] R. R. Schaller, “Moore’s law: past, present and future,” IEEE Spectrum, vol. 34,
pp. 52–59, jun 1997.
[156] G. Dudek and D. Jugessur, “Robust place recognition using local appearance based
methods,” Robotics and Automation, no. April, pp. 1030–1035, 2000.
[157] S. M. Siam and H. Zhang, “Fast-SeqSLAM: A fast appearance based place recognition
algorithm,” Proceedings - IEEE International Conference on Robotics and Automation,
pp. 5702–5708, 2017.
BIBLIOGRAPHY Page 205
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[158] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection,” in
2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition
(CVPR’05), vol. 1, pp. 886–893 vol. 1, jun 2005.
[159] W. T. Freeman and M. Roth, “Orientation histograms for hand gesture recognition,”
tech. rep., Mitsubishi Electric Research Labs., 201, 213.
[160] P. Dollar and C. L. Zitnick, “Structured Forests for Fast Edge Detection,” 2013 IEEE
International Conference on Computer Vision, pp. 1841–1848, 2013.
[161] Z. Zhang, Y. Liu, T. Bolukbasi, M.-M. Cheng, and V. Saligrama, “BING++: a fast
high quality object proposal generator at 100fps,” arXiv, p. 1511.04511v1, 2015.
[162] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no. 7553,
pp. 436–444, 2015.
[163] K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recognition,”
CoRR, vol. abs/1512.0, 2015.
[164] J. Redmon, S. K. Divvala, R. B. Girshick, and A. Farhadi, “You Only Look Once:
Unified, Real-Time Object Detection,” CVPR 2016, 2016.
[165] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and A. C. Berg, SSD:
Single Shot MultiBox Detector, pp. 21–37. Cham: Springer International Publishing,
2016.
[166] R. Girshick, “Fast R-CNN,” in Proceedings of the 2015 IEEE International Conference
on Computer Vision (ICCV), ICCV ’15, (Washington, DC, USA), pp. 1440–1448,
IEEE Computer Society, 2015.
BIBLIOGRAPHY Page 206
Doctoral Dissertation - CUNY, Graduate Center Juan Pablo Muñoz
[167] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards Real-Time Object
Detection with Region Proposal Networks,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 39, pp. 1137–1149, jun 2017.
[168] C. D. Manning, P. Raghavan, and H. Schütze, Introduction to Information Retrieval.
New York, NY, USA: Cambridge University Press, 2008.
[169] T.-Y. Y. Lin, M. Maire, S. J. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár,
and C. L. Zitnick, “Microsoft COCO: Common Objects in Context,” in ECCV 2014:
13th European Conference, pp. 740–755, 2014.
[170] G. Ros, L. Sellart, J. Materzynska, D. Vazquez, and A. M. Lopez, “The SYNTHIA
Dataset: A Large Collection of Synthetic Images for Semantic Segmentation of Ur-
ban Scenes,” in 2016 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), no. 600388, pp. 3234–3243, 2016.
[171] A. Ess, B. Leibe, K. Schindler, and and L. van Gool, “A Mobile Vision System for
Robust Multi-Person Tracking,” in IEEE Conference on Computer Vision and Pattern
Recognition (CVPR’08), IEEE Press, jun 2008.
BIBLIOGRAPHY Page 207
