Introduction
Understanding the vast differences in income levels and economic growth rates has attracted much attention, developing many explanations for these differences. Many see these differences stemming from institutional causes as some institutions provide incentives for productive activities whereas others lead to rent seeking. 1 One example of rent seeking is corruption where public officials abuse their power in order to extract payments from firms. Such abuse commonly results in personal gain for those in command at the expense of the populace (World Bank, 1997) . Since such practices dissuade productive activities, they have the potential to lower growth (Svensson, 2005) .
Corruption has not always been viewed negatively. Earlier studies considered corruption as pro-growth because it allowed firms to avoid distortions caused by government failures. Corruption was seen as "speed up" money that facilitated productive 5 of economic freedom alters the relationship between corruption and growth. Utilizing a panel specification, they find that corruption raises economic growth in countries with high economic freedom, while corruption lowers growth in countries with low levels of economic freedom.
In a study most related to ours, Méndez and Sepúlveda (2006) also consider whether the effects of corruption upon economic growth differ between democracies and autocracies. For both a cross section and a panel using five-year windows, they split their sample into free and not-free regimes based upon the Freedom House classification and run separate regressions for each. For free countries, a nonmonotonic association between corruption and growth is found. Corruption first increases growth and then further levels of corruption decrease it. No strong association between corruption and growth is found for the not-free group. However, we find some concerns in their methodology. For one, they use the standard indices to measure corruption but these indices are ordinal measures. Taking their square to fit a quadratic relationship might not be appropriate.
1 Second, countries can move from one group to the other as democratic reforms occur or as coups undercut democracies. Yet, running separate regressions does not directly take into account this transitioning from one group to the other. Instead, a country that is free in one five-year window but not free in another five-year window is treated as distinct observations. Such an approach can describe differences in the associations between corruption and growth across political regimes, but they do not directly address what happens to this association within a country when that country undergoes political change. Third, using fixed effects can mitigate some forms of endogeneity as timeinvariant factors affecting both corruption and growth are implicitly captured.
Nevertheless, it does not address concerns that growth causes corruption or that timevarying factors influence growth, political freedom, and corruption. To address some of these concerns, we employ a panel dataset where countries are allowed to switch from a nondemocratic to a democratic regime and so we can better exploit the within country variation in the sample. In fact, we believe this is most relevant in examining the effects of corruption upon growth since one often wants to know how a change in the level of corruption affects subsequent growth rates. We also employ dynamic GMM estimation methodologies as robustness checks to better address concerns of endogeneity.
Our study also builds upon past research that examines associations between democracy and growth, albeit with little consensus. Some studies such as Levine and Renelt (1992) and Alesina et al (1996) find no direct relationship between growth and democracy. In contrast, Barro (1996) asserts a non-linear relationship between the two.
At low levels of democracy the effects upon growth are positive while at higher levels of democracy the association among the two becomes negative. Wacziarg and Tavares (2001) considered several channels through which democratization could affect growth:
human capital, physical capital, income inequality, openness, etc. Although some channels had positive associations and some negative ones, the total effect upon growth was small. More recent work, however, such as Papaioannou and Siourounis (2008) , Rodrik and Wacziarg (2005) and Giavazzi and Tabellini (2005) employ panel techniques and do find that democratization raises economic growth. 
Economic Framework
In this section we proffer various reasons why the effects of corruption could differ depending upon political regime. Although most of these explanations predict that lowering corruption should have more positive effects upon growth in autocracies, not all of them do and so how the political regime influences the effect of corruption upon growth is a priori unclear.
The first possibility recognizes that corruption is a form of rent seeking but not the only type. Svensson (2005) defines rent seeking as "the socially costly pursuit of rents, often created by governmental interventions in the economy". 1 Murphy, Shleifer and Vishny (1993) divide rent seeking into (illegal) corruption and (legal) lobbying 2 .
Past work on rent seeking often differentiates corruption from lobbying based on who is being influenced. While corruption is often associated with money given to policy enforcers, lobbying is usually associated with political campaign activities or other practices that aim to influence decision makers as they enact policies (Campos and Giovannoni, 2008) . Svensson (2006, 2010) see these two types of rent seeking as at least partially substitutable. They suggest that a firm could switch the rules through lobbying while through bribery it could bend the rules. Firms that successfully lobby the government to change the rules then need not bribe officials to bend them (as long as an official would never file a false accusation so as to extort a bribe from the 1 Rent seeking lowers social welfare because of misallocation of scarce resources in pursuing redistributive outcomes that are not socially optimal. For a detailed discussion on the effects of rent-seeking on economic outcomes see Krueger (1974) , Olson (1982) , Bhagwati (1982) , Murphy et al. (1993) and Lambsdorff (2002) . Also, North (1990) argues that rent-seeking lowers growth. 2 Of course, what is a legal activity in one country need not be legal in others.
8 firm). On the other hand, firms that can easily bribe officials might not then lobby for a change in the rules, especially if the outcomes of such attempts are greatly uncertain.
Since we consider lobbying as targeted towards decision makers (representatives/MPs) whereas corruption is targeted toward bureaucrats that enforce the rules, the aforementioned substitutability between corruption and lobbying might not be identical across countries. If opportunities for lobbying are less available in authoritarian regimes with fewer decision makers, then the degree of substitutability between the two is lower in these countries. Perhaps lowering corruption in authoritarian regimes could have greater benefits for economic growth because of the lower substitutability between corruption and lobbying in these countries.
A second reason focuses upon the type of corruption. Assume that democracies are more transparent than are authoritarian regimes due to freedom of the press. Assume that corruption exists in both types of regimes. However, the corruption that exists in democracies could be more benign since corrupt activities that greatly hurt the majority are more likely to be reported and combated. This is not to say that the frequency of corrupt activities is lower in democracies, only that its detrimental effects are smaller.
1 Therefore, a fall in corruption in an authoritarian regime could then have a more positive effect upon economic growth than in a democratic regime. Moreover, if such types of corruption in democratic regimes are so "benign" that bribes act as speed money, then combating such corruption could even lower economic growth. A fourth reason comes from the potential for growth outcomes to be more extreme in autocracies. 2 Zakaria (2003) notes that benevolent autocracies often grow faster than do democracies whereas kleptocracies and tyrannies often grow slower.
Democracies might not generally provide spectacular growth booms but they do not create growth disasters either. This suggests that the distribution of growth rates under democracies is a subset of growth outcomes under autocracies. If so, then the decrease of corruption in an autocracy can have greater growth effects because there is more potential for growth outcomes to improve as the country transitions from what Zakaria might call a "bad autocracy" to a "good" one.
All of the above reasons predict that decreasing corruption has more positive effects upon economic growth in autocracies. The final possibility predicts the opposite. Murphy, Shleifer, and Vishny (1993) argue that centralized corruption reduces income less than does decentralized corruption because of a "tragedy of the commons." A dishonest official wants to extract the highest bribe possible without driving a firm out of business thereby killing the goose laying the golden egg. But if corruption is decentralized with numerous officials demanding bribes, each official demanding a bribe and taking the others' actions as given is less likely to account for the possibility of driving firms out of business. As a group, bureaucrats set total bribe amounts too high and so drive firms out of business (or at least into informal sectors of the economy). A centralized bureaucracy operating like a monopolist will take this consideration into account. Therefore, corruption under centralized systems is likely to reduce income less.
Given that democracies often incorporate greater checks and balances resulting in less centralized concentrations of power, then "corruption regimes" could be less centralized under democracies. Decreases in corruption should then have greater growth effects in democracies.
The empirical work below will consider if the positive effects of reducing corruption upon economic growth are greater in autocracies. If so, one of the first four explanations could be true. Unfortunately, however, our empirical work does not distinguish among them. If reducing corruption is more growth enhancing in democracies, then only the final explanation is supported. 
Description of the Data and Descriptive Statistics
We use annual data from 119 countries from 1984 to 2007. Past research such as Ehrlich and Lui (1999) and Méndez and Sepúlveda (2006) consider multiyear windows (such as five-year windows) so as to better focus on growth phenomenon as opposed to business cycle movements. On the other hand, Giavazzi and Tabellini (2005) and Papaioannou and Siourounis (2008) use annual data to better pinpoint regime changes.
We follow this approach although we will also use five-year averages as a robustness check. higher levels of freedom. To derive DEM, we first take the average of these two indices.
We then rescale this average, transforming it from a one to seven interval to a six to zero 12 interval so that higher values of DEM denote more democratic freedoms. 1 As a robustness check, we also consider the Polity measure of democracy which follows a -10 to 10 range with higher values denoting stronger democracies. The Polity indicator builds upon the following components: competitiveness of political participation, competitiveness and openness of executive recruitment, and constraints on the chief executive (See Marshall and Jaeggers, 2004 for more details).
In addition to using these indices, we consider the binary variable from Papaioannou and Siourounis (2008) . They consider the Freedom House and Polity measures, but they also consider other factors in assigning countries as democracies or not. They create a dummy variable, DEM_PS, that takes the value one for a democracy and zero otherwise. 2 In their classification system, a country is only considered to have democratized if that democratization was sustained and so did not revert back to authoritarianism. Therefore, once DEM_PS becomes "one" it retains this value throughout the remainder of the sample period.
3,4
The use of a binary variable has the advantage that it better captures a change from nondemocracy to democracy since countries can only fall into one of two groups.
That is, the democracy must be sustained and so The Gambia, for example, which had been a democracy until 1994 when it became authoritarian is not coded as democratic prior to 1994. The Freedom House measures do not impose such restrictions and so they also capture democracies that were not sustained as well as transitions from democracy to autocracy. In addition to the Freedom House, the Polity IV [POLITY] index has been widely used as a measure of political institutions. Given the benefits of each measure, we will employ all three in the below specifications.
The corruption index comes from Political Risk Services, a private firm that annually publishes the International Country Risk Guide (ICRG). This index is based on the opinion of experts and captures the degree to which "high government officials are likely to demand special payments" and to which "illegal payments are generally expected throughout lower levels of government in the form of bribes connected with import and export licenses, exchange controls, tax assessments, police protection, or loans." ICRG classifies countries on a scale from 0 to 6, with 6 indicating low levels of corruption. We use the ICRG data since it is available for more years than other measures of corruption. Nevertheless, as an alternative measure for corruption, we consider the corruption indicator from the World Bank's World Governance Indicators (WGI) constructed by Kaufmann et al. (1999) . Although it only begins in 1996, it is available for more countries than is the ICRG measure. The WGI corruption index ranges from -2.5 to +2.5 where higher numbers denote a better control of corruption. We also use the Corruption Perception Index from Transparency International (CPI) to check for the 14 robustness of our findings. The CPI is available from 1995 and ranges from 0 to 10 with lower numbers indicating high levels of corruption.
Democratization often accompanies economic reforms and not controlling for these could bias upward the estimated effects of democracy upon economic growth.
Therefore, as a robustness check, we control for economic reforms utilizing the classification developed by Sachs and Warner (1995) and updated by Wacziarg and Welch (2003 Giavazzi and Tabellini (2005), we presume that REFORM is associated with more widespread liberalizations within the country. As countries liberalize, REFORM goes from zero to one.
The appendix provides further details regarding the source and the definition of these variables. It also lists our sample countries. Table 1 Panel A presents descriptive statistics. Table 1 Panel B provides correlations between the key variables in our study.
The growth rate of real GDP per capita shows significant variation between 88.74 to -64.36 as outliers are clearly present. We remove these countries from our specification to better estimate coefficients applicable to the majority of countries but the results are very similar once we include them in our sample. The bottom panel shows correlations. We observe no strong association between democracy and growth or between corruption and growth. On the other hand, corruption and democracy are significantly correlated.
1 REFORM is constructed based on five criteria. A country is considered closed as long as one of the following criteria holds: (1) average tariff rates are higher than 40%, (2) nontariff barriers covered on average more than 40% of imports, (3) it has a socialist economic system, (4) it has a state monopoly of major exports, and (5) the black market premium exceeded 20%.
However, these correlations do not necessarily imply causal links (or the lack thereof).
The next two sections more deeply consider these potential links. Finally, figure 1 shows how the cross-country averages of these variables have evolved over time. 
Methodology

The Model
We employ panel data techniques in order to capture the within country variation within the data. Consider the following empirical specification which we adapt from Ehrlich and Lui (1999) , using many of their same control variables:
where t i, denote country and time respectively. Y i,t is the log growth rate of annual real GDP per capita adjusted for PPP, for the ith country in year t. The intercepts α i and η t indicate country and year fixed effects in order to control for time invariant factors specific to a country as well as global shocks that influence all countries similarly. DEM is the Freedom House democracy index, CO is the ICRG control of corruption index, and DEM×CO is the interaction term between them. The vector X will initially be empty but later contain control variables such as the lag of the natural log of GDP per capita (GDP), the population growth rate (GPOP) as well as government purchases, investment and trade. Finally, ε denotes the error term where E ( ) = 0 for all i and t.
Potential endogeneity
Potential endogeneity problems are present in the above empirical framework.
Previous studies considered both corruption and democracy as endogenous variables. (2002) also see development (i.e. growth) as affecting corruption. Using a theoretical model, they find that low development regimes are characterized with high incidents of corruption while high development regimes are characterized with low incidents of corruption. Recent empirical studies have considered instruments to address these concerns, such as using ethnolinguistic fractionalization to instrument for corruption in a growth regression as did Mauro (1995) . However, Easterly and Levine (1997) posit that ethnic diversity has direct effects on growth, and so is perhaps not a suitable instrument for corruption. 2 The use of fixed effects, though, in our model lessens endogeneity concerns because historical factors that influence growth, democracy, and corruption are all implicitly captured by the fixed effects. Of course, fixed effects do not resolve these issues and so we will also estimate (1) using difference-GMM estimation techniques.
Nevertheless, in the remainder of this section we provide other evidence as to why democracy and corruption can be seen as exogenous in our specification. Acemoglu, Johnson, Robinson and Yared (2008) [AJRY] argue that income does not lead to democratization. We consider a panel specification similar to theirs:
where t i, denote country and time respectively. The dependent variable is the Freedom House political rights index.
From column 1 of table 2, the coefficient estimate of β 3 suggests that lagged income is insignificant. This implies that income does not cause democratization once we control for time and country fixed effects (AJRY, 2008) . Faster growing countries do not appear to be the ones becoming democratic. We perform a similar specification but we replace DEM with the control of corruption (CO) in column 2. Again, the results suggest that income does not cause corruption. These results are not panaceas for alleviating endogneity concerns but they do provide some indication that increases in income are not driving democratization or the control of corruption.
Murtin and Wacziarg (2011) take issue with the above approach in that fixed effects are ill-suited to test for whether income causes democracy as the bias due to measurement error in fixed effects models with persistent variables can lead to large biases in the coefficient estimates. They instead estimate (2) by system-GMM since they argue that difference-GMM suffers from weak instruments. Columns (3) and (4) of Table   2 show results of this system-GMM estimation using two lags of the endogenous 18 variables as instruments. As before, no evidence arises that income causes democracy or the control of corruption (although the specification in column (4) might be inappropriate due the presence of second order serial correlation.)
Unfortunately, other endogeneity concerns also arise. Several papers have considered how democracy affects corruption. Musila (2007) suggests that authoritarian countries are less prone to corruption than countries at intermediate levels of democracy, and, that beyond the threshold level of democracy, more democratic countries are less prone to corruption. Shen and Williamson (2005) suggest that democracy has a positive effect on the perceived level of corruption control. Ali and Isse (2003) also present evidence that political freedom and transparency are positively correlated with corruption control. Conversely, Ehrlich and Lui (1999) affirm that autocratic regimes could achieve growth rates equal to or higher than decentralized democracies because corruption is more constrained in the autocracies. 1 Rivera-Batiz (2002) , using a theoretical model,
shows that stronger democratic institutions influence governance by constraining the actions of corrupt executives.
In contrast, our work does not consider democracy as a causal factor of corruption. To help show that democracy does not systematically cause corruption (or the lack thereof) we disaggregate countries into two groups, presented in Table 3 . Group A consists of countries that were always autocratic throughout our sample period. Group B consists of countries that were initially autocratic but experienced some form of democratization (as determined by Papaioannou and Siourounis [2008] ) within our sample period. We then take the average change in corruption for each group 1 . For the countries remaining autocratic, CO increased by 1.18 on average. For the second group, CO increased a nearly identical 1.28 points. Therefore, the countries that democratized during the sample period did not see large distinctions in the degree of corruption compared to those countries that remained autocratic.
We also list all the countries that democratized during our sample period in Table   4 . For each country, we provide the average corruption score for the five years before and after democratization (or for fewer years for the countries where data is not available).
For some countries the corruption score went up, for others down, and for others it stayed the same. Therefore, no clear pattern emerges between democratization and changes in corruption.
Taking a step further we separate all the countries that democratized during our sample period into the five categories listed below: a) countries where the corruption index increased by more than one, b) countries where the corruption index increased but by less than one, c) countries where the corruption index decreased by more than one, d) countries where the corruption index decreased but by less than one and e) countries where the corruption index remained the same. Panel B of Table 3 indicates that democratization does not appear to have a "common" effect on corruption across the sample. Ideally, we would hope to see that corruption does not change at all after democratization and so all countries fell into group (e). However, we believe that the above frequency breakdown leads to the next best outcome --no clear relation between democratization and corruption --which supports (to some extent) our view that democratization is generally not a causal factor of corruption. 1
Robustness Checks
An additional step towards addressing endogeneity is the use of dynamic GMM estimation techniques. The specification to be estimated is of the form:
GDPi,t = αi + ηt + ζGDPi,t-1 + θXi,t + εi,t
It is a dynamic panel specification where GDP i,t is the real per capita income. X denotes the possibly endogenous variables of DEM, CO, and their interaction. We then take the first difference of (3) to arrive at the growth rate. Because of the potential endogeneity of DEM and CO, we first estimate (3) using the difference estimator of Arellano and Bond (1991) using the second lag of the endogenous variables as instruments. For these specifications, we use a Sargan test to examine whether these instruments are valid. A key assumption is that ε is not serially correlated and so we also test the residual for first and second order serial correlation. As shown below, neither the null hypothesis of valid instruments nor the null hypothesis of no second order serial correlation is rejected.
In addition, we also estimate (3) using the system-GMM estimator from Arellano & Bover (1995) and Blundell & Bond (1998) Treisman (2000) finds that corruption is lower in long-standing democracies but recent democracies are not associated with lower corruption. Presumably, our fixed effects model can capture historical conditions promoting persistent democracy and low corruption. On the other hand, recent moves to democracy --and so ones not captured by the fixed effects --do not seem to lower corruption. See also Billger and Goel (2009) where they explore the determinants of corruption using quantile regressions. They find that democracy lowers corruption but only in the most corrupt countries.
the first-differenced GMM estimator can produce biased coefficients since the lagged levels of these variables would serve as weak instruments. Alternatively, the Blundell & Bond (1998) system GMM estimates equation (3) in both first differences and levels which obtains more moment conditions thereby increasing efficiency 1 . See Blundell & Bond (1998) , Hauk and Wacziarg (2009) and Roodman (2006) for further details. Table 5 presents results of the model in (1). Before presenting the baseline specification, column 1 first considers a specification without any explanatory variables but corruption, democracy and the interactive term. Later columns will include other controls. Column 2 re-runs this initial specification but removes countries that were always democratic during the sample period. The control group of countries is now those that remained nondemocratic (instead of those that remained nondemocratic or were democratic throughout the sample period). Column 3 then considers our baseline specification whereas column 4 again removes those countries that were always democratic. For these initial regressions, we find positive coefficients for corruption and democracy. The control of corruption and the level of democracy are positively associated with economic growth. These results are in line with empirical findings from previous studies. Papaioannou and Siourounis (2008) and Rodrik and Wacziarg (2005) both find positive associations between democracy and growth. We also find a negative association between corruption and economic growth. 1 However, the coefficient on the interactive term is negative. The association between corruption and economic growth is less positive in democracies, suggesting that the benefits upon growth of controlling corruption are actually greater in authoritarian regimes.
Results
To explore the economic magnitude suggested by the coefficient estimates in column 3, consider three hypothetical countries where the level of democracy is low lower growth in strong democracies. Perhaps corruption in these strong democracies more often occurs so as to "grease the wheel" so as to facilitate productive activities.
Columns 5 and 6 replace the corruption variable from ICRG with that from the World Bank's World Governance Indicators. The latter is available only after 1996 but is available for more countries. Column 5 only uses the WGI corruption variable for the 119 countries used in other specifications whereas column 6 considers a larger set of countries. In both columns, the coefficient upon the interaction term remains negative.
Similarly, the last two columns replace the corruption variable from ICRG with that from the Transparency International. The coefficient estimates remain robust. The control of corruption raises growth in authoritarian countries but the predicted association is negative in fully democratic countries. Table 6 considers other democracy measures. The first three columns employ DEM_PS, the democracy variable from Papaioannou and Siourounis (2008) . The latter three columns consider the Polity index. The columns for each measure in Table 6 correspond to the specifications of columns 1 and 3 in Table 5 . In both cases the coefficient of the interactive term between corruption and the alternative democracy measure remains negative and statistically significant. Table 7 shows results when additional control variables are included. Column 1 adds the lag of GOV as an additional explanatory variable. Column 2 replaces GOV with one year lagged investment (INV).
Column 3 replaces GOV and lagged investment with REFORM. Again, the results do not appear to change even when we include GOV, lagged INV and REFORM in the same specification as in columns 4 and 5. Corruption, democracy, and the interaction term remain statistically significant and therefore, consistent with the results provided earlier.
1 Table 8 considers five year windows instead of annual ones to address the concerns outlined in section 4. As before, results are robust. 1 We also considered life expectancy as another control variable although many observations were missing due to a lack of data. Nevertheless, results are robust when life expectancy is included in the model. Swaleheen and Stansel (2007) report that corruption lowers growth where economic freedom is high and lowers growth where economic freedom is low. Since many democracies are considered economically free, perhaps our democracy variables are proxies for economic freedom which is the real determinant of how corruption influences economic growth. Using the same measure of economic freedom as do Swaleheen and Stansel (2007) , the coefficient upon CO, DEM and CO*DEM remain robust.
As an additional robustness check we perform dynamic GMM estimation as discussed above for DEM, POLITY, and DEM_PS as the democracy measure. Table 9 presents these results for both difference-GMM (columns 1-3) and system-GMM (columns 4-6) estimators. We run specifications with the only regressors being the lagged dependent variable, corruption, democracy and the interactive term between the two. The results of the GMM estimates are in agreement with the ones obtained from the fixed effects model for each of the three types of democracy measures. Both the coefficient estimates of control of corruption and democracy are significant and positive. In contrast, the interactive term between the two is negative and statistically significant. Lastly, all six specifications in Table 9 pass the Sargan and second order serial correlation tests.
Conclusions
This paper investigates whether the association between corruption and economic growth differs across countries. Using a fixed-effects model and annual panel data from 1984 to 2007, we regressed economic growth on various controls and three additional variables: the inverse of the level of corruption, the degree of democracy, and an interaction between the two. We find that the control of corruption and the level of democracy are positively associated with economic growth. However, the coefficient on the interactive term is negative. The association between corruption and economic growth is less positive in democracies and could even be negative. These findings are robust to changes in model specification, democracy measure, and estimation methodology.
Our findings to a large extent counter those of Méndez and Sepúlveda (2006) .
They find that corruption affects economic growth in democracies, first raising growth but then decreasing it as the incidence of corruption increases, but that corruption is not 25 strongly associated with economic growth in nondemocracies. We, on the other hand, find that corruption lowers growth more (that is, the control of corruption raises growth more) in autocracies. Corruption has bigger effects upon growth in nondemocratic countries. Therefore, our findings call into question those from Méndez and Sepúlveda (2006) and so further work is warranted in exploring how associations between corruption and economic growth differ across political regimes. Our results also counter claims that corruption is less harmful in authoritarian countries because it allows one to "grease the wheels" and avoid institutional obstacles dissuading productive activities. If anything, more evidence of greasing the wheels appears for democracies. Perhaps the types of corrupt activities undertaken in strong democracies are more benign than are corrupt activities in nondemocracies. However, we also offered other explanations in section 3 as to why controlling corruption could have greater growth effects in autocracies. Examining these possibilities in greater detail so as to better explain our empirical findings is left for future work. Note: Columns 2 and 4 exclude all the countries from our sample that were democratic throughout the sample period. Also, Columns 5-8 consider different indicators for corruption. Standard errors in parentheses: * significant at 10%, ** significant at 5%, *** significant at 1% Regressions performed utilized White heteroskedastic-consistent covariance matrices. Note: Columns 3 and 6 include all the countries from our sample. The remaining columns exclude countries that were democratic throughout the sample period. Standard errors in parentheses: * significant at 10%, ** significant at 5%, *** significant at 1% Regressions performed utilized White heteroskedastic-consistent covariance matrices. Note: Column 2, 4 and 6 exclude all the countries from our sample that were democratic throughout the sample period. Period fixed effects omitted to ease presentation.
