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NON-SOLVABILITY IN THE FLAT CATEGORY OF ELLIPTIC
OPERATORS WITH REAL ANALYTIC COEFFICIENTS
MARTINO FASSINA AND YIFEI PAN
Abstract. Let Ω ⊂ Rn, n ≥ 2, be an open set. For an elliptic differential operator L on Ω
with real analytic coefficients and a point p ∈ Ω, we construct a smooth function g with the
following properties: g is flat at p and the equation Lu = g has no smooth local solution u
that is flat at p.
1. Introduction and Main Result
Let f be a smooth complex-valued function defined on an open set Ω ⊆ Rn. We say that
f is flat at a point p ∈ Ω if its k-jet vanishes at p for all k ∈ N. Functions with this property
are ubiquitous in mathematics. For instance, any smooth function with compact support is
flat at every point of the boundary of the support (Lemma 6.6). Flat functions also play a
role in the theory of PDEs, particularly in the study of the unique continuation property. In
that context, the following question arises naturally: given a differential operator L and the
germ of a flat function f at a point p, is there always a local solution u to Lu = f that is
also flat at p? In this paper we show that the answer is negative for every elliptic operator L
with real analytic coefficients defined on an open set of Rn, where n ≥ 2. Here is our main
result (see Theorem 2.9).
Main Theorem. Let p ∈ Rn, n ≥ 2, and let L be an elliptic differential operator with real
analytic coefficients defined on an open neighborhood Ω of p in Rn. Then there exists a germ
of a flat function g at p with the property that there is no function u flat at p solving Lu = g.
Solvability here is meant in the sense of germs at p. The main theorem can also be restated
in the following way: there exists a smooth germ g vanishing to infinite order at p such that
every smooth local solution to Lu = g vanishes to finite order at p. Note that since L is
elliptic, then it is well known that smooth local solutions always exist.
We stress that this “flat non-solvability” only occurs in dimension 2 or higher: in dimension
1 local flat solutions for flat data always exist (Remark 2.11).
We believe that the phenomenon here presented will help shed light on several aspects
of complex analysis. In particular, it is well understood that flat functions are related to
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the study of unique continuation [C39, CP12, P92, Pr60, PW98]. In a future paper, we will
show how the result stated above applies to the investigation of unique continuation for the
∂¯ operator as well as to the study of minimal solutions for the ∂¯ equation. Work in progress
[FP] has also revealed the critical consequences of this phenomenon on the local geometry
of real hypersurfaces of finite type in complex dimension 2.
The paper is essentially self-contained. Our proof of the main theorem relies on classical
results in the theory of linear differential operators, for which we refer to [H63]. These
results, together with the necessary background definitions, are recalled in Section 2. There
the proof of the main theorem is also carried out. The technical parts of the proof can be
found in Sections 3 and 4. In Sections 5 and 6 we present some applications of our result
that fall within the framework of this paper.
2. Non-solvability in the flat category
Let C∞(Ω) be the ring of smooth complex-valued functions on an open set Ω ⊂ Rn and
C∞p the corresponding ring of germs at a point p ∈ Ω. Here n ≥ 2 is a positive integer that
will be fixed throughout the paper. Unless otherwise stated, all the functions considered
will be complex-valued. Since our interest is local, we will usually take p to be the origin
and denote by C∞0 the corresponding ring of smooth germs. Recall that elements of C
∞
0 are
smooth functions defined on some open neighborhood of 0, and two smooth functions f and
g coincide in C∞0 if they agree on a neighborhood of 0. The ring C
∞
0 is local with unique
maximal ideal m = {f ∈ C∞0 , f(0) = 0}. Note, for f ∈ C
∞
0 , that
f is flat at 0⇐⇒ f ∈
∞⋂
k=0
m
k. (2.1)
Notation 2.1. We denote by cf the ideal of germs of smooth functions that are flat at 0.
By (2.1) we have
cf =
∞⋂
k=0
m
k.
Taking the Taylor series expansion at the origin defines a ring homomorphism
∼ : C∞0 −→ C[[x1, . . . , xn]]
f −→ f˜
(2.2)
to the ring of formal power series C[[x1, . . . , xn]]. The map in (2.2) is clearly not injective:
its kernel is precisely the ideal of flat germs cf . In other words,
f ∈ cf ⇐⇒ f˜ = 0.
It is a classical result of Borel [B95] that the map in (2.2) is surjective, that is, every formal
power series in C[[x1, . . . , xn]] is the Taylor series at the origin of a smooth function f . We
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refer the reader to [N85] for a modern proof relying on the Whitney’s Extension Theorem.
At the risk of some redundancy, we state Borel’s result in a separate lemma for future use.
Lemma 2.2. (Borel) Let h ∈ C[[x1, . . . , xn]] be a formal power series. Then there exists a
germ f ∈ C∞0 whose Taylor expansion f˜ at 0 is such that f˜ = h.
Remark 2.3. Note that Lemma 2.2 is not useful for constructing flat functions. Indeed, for
the power series all of whose coefficients are 0, Borel’s construction yields the zero function.
Let Cω(Ω) be the ring of complex-valued real analytic functions on an open set Ω ⊂ Rn
and Cω0 the corresponding ring of germs at the origin. By definition,
f ∈ Cω0 ⇐⇒ f˜(x) converges to f(x) for x in a neighborhood of 0.
We now introduce differential operators on an open subset Ω ⊂ Rn.
Notation 2.4. We use the subscript notation for derivatives, writing ∂xj in place of ∂/∂xj .
For every multi-index α = (α1, . . . , αn) ∈ N
n, we let Dα := ∂α1x1 . . . ∂
αn
xn
. We write |α| for the
length of α, that is, |α| = α1 + · · ·+ αn.
Recall that L is a differential operator on Ω of order m with real analytic coefficients if
L =
∑
|α|≤m
aαD
α, aα ∈ C
ω(Ω). (2.3)
Definition 2.5. Let L be a differential operator with real analytic coefficients on Ω ⊂ Rn
as in (2.3). We say that L is elliptic if∑
|α|=m
aα(x)ξ
α 6= 0 for x ∈ Ω, ξ ∈ Rn \ {0}.
Example 2.6. The Laplacian ∆ =
∑n
j=1 ∂
2
xj
and its powers are elliptic operators in Rn.
The Cauchy-Riemann operator ∂x + i∂y is elliptic in R
2 ≃ C.
The next lemma is the main technical point in the paper. The proof is presented in Section
3 and requires Borel’s Lemma 2.2.
Lemma 2.7. Let L be an elliptic differential operator with real analytic coefficients defined
on an open neighborhood of the origin in Rn, where n ≥ 2. Then there exist G ∈ C∞0 and
g ∈ cf such that L(G) = g and the Taylor series expansion G˜ of G at 0 is not convergent in
any neighborhood of 0.
It is a deep classical result that elliptic differential operators with real analytic coefficients
have analytic solutions for analytic data. This statement was first proved by Petrowsky
[P39] for homogeneous operators with constant coefficients. After a number of successive
generalisations [MN57, M58a, M58b], it is nowadays a textbook result.
4 MARTINO FASSINA AND YIFEI PAN
Theorem 2.8. [H63, Theorem 7.5.1] Let L be an elliptic differential operator with real
analytic coefficients defined on an open set Ω ⊂ Rn. If g ∈ Cω(Ω) and f is a distribution on
Ω such that Lf = g in Ω in the sense of distributions, then f ∈ Cω(Ω).
We are now ready to state and prove our main theorem. The proof relies on Lemma 2.7
and Theorem 2.8.
Theorem 2.9. Let p ∈ Rn, where n ≥ 2, and let L be an elliptic differential operator with
real analytic coefficients defined on an open neighborhood Ω of p in Rn. Then there exists a
germ of a flat function g at p such that there is no smooth germ u flat at p solving Lu = g.
Proof. We can assume without loss of generality that p is the origin. Let g ∈ cf and G ∈ C
∞
0
be as in Lemma 2.7. Assume by contradiction that there exists a flat solution u ∈ cf to
Lu = g. Then G˜− u = G˜− u˜ = G˜. Recall that, by construction, the formal power series G˜
does not converge in any neighborhood of 0. Hence G− u is not analytic at 0. The function
G− u, however, satisfies L(G− u) = 0. Theorem 2.8 therefore implies G− u ∈ Cω0 , which is
a contradiction. 
Here is a special instance of Theorem 2.9 in the case of the Laplace operator and its powers
in Rn, for n ≥ 2.
Corollary 2.10. For every positive integer m, there exists a germ of a smooth function g
that is flat at 0 such that every local solution u to ∆mu = g vanishes to finite order at 0.
Remark 2.11. The hypothesis n ≥ 2 in Theorem 2.9 cannot be dropped. Indeed, in
dimension 1, every elliptic differential operator L with smooth coefficients admits local flat
solutions for flat data. To see this fact, let
L = ∂nx + an−1∂
n−1
x + · · ·+ a1∂x + a0, aj ∈ C
∞(R)
and let g ∈ cf be the germ of a flat function at the origin. Let now f be the (unique) smooth
local solution at 0 of the Cauchy problem{
Lf = g
∂jxf(0) = 0 j = 0, 1, . . . , n− 1.
We claim that f ∈ cf . Note that
∂nxf = g − an−1∂
n−1
x f − · · · − a0f. (2.4)
Evaluating (2.4) at 0 we obtain ∂nxf(0) = 0. Taking derivatives of (2.4) and exploiting the
fact that g is flat at 0, one proves inductively that ∂kxf(0) = 0 for all k. Hence f ∈ cf .
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3. Proof of Lemma 2.7
The proof of Lemma 2.7 relies on the following proposition, whose proof is in turn given
in Section 4.
Proposition 3.1. Let L be an elliptic differential operator with real analytic coefficients
defined on an open neighborhood Ω of the origin in Rn, where n ≥ 2. Then there exist a
sequence of polynomials (pk)k∈N ⊂ C[x1, . . . , xn−1], a neighborhood U of the origin in R
n and
a sequence (uk)k∈N of real analytic functions in U such that the following hold:
• For each k we have Luk = 0.
• Each uk vanishes to order k at the origin.
• For each k, the power series expansion at 0 of uk converges to uk on U .
• For each k, the polynomial pk is homogeneous of degree k and moreover uk = pk on
the hyperplane xn = 0.
Proof of Lemma 2.7. Let U ⊂ Rn, (pk)k∈N ⊂ C[x1, . . . , xn−1] and (uk)k∈N ⊂ C
ω(U) be as in
Proposition 3.1. Let Z(pk) be the zero set of pk in R
n−1. Since each Z(pk) has empty interior
in Rn−1, the Baire category theorem implies that the union
⋃
k∈N Z(pk) is nowhere dense in
Rn−1. In particular, there exists a point (x¯1, . . . , x¯n−1) ∈ R
n−1 arbitrarily close to the origin
of Rn−1 such that
pk(x¯1, . . . , x¯n−1) 6= 0 for all k.
For each k ∈ N define
bk :=
k!
|pk(x¯1, . . . , x¯n−1)|
and consider the formal power series
∑
k bkuk ∈ C[[x1, . . . , xn]]. We first note that it is well
defined. Indeed, for each integer j, only the functions uk with k ≤ j contain terms of order
j. We claim that the formal power series
∑
k bkuk does not converge in any neighborhood
of 0. To prove this fact, consider the point x¯ = (x¯1, . . . , x¯n−1, 0) and evaluate along the real
line L := {x = tx¯ | t ∈ R} ⊂ Rn. Note that L is contained in the hyperplane xn = 0. We
thus have
∞∑
k=0
|bkuk(tx¯)| =
∞∑
k=0
|bkpk(tx¯1, . . . , tx¯n−1)| =
∞∑
k=0
|bkt
kpk(x¯1, . . . , x¯n−1)| =
∞∑
k=0
|t|kk!,
which is clearly divergent for t ∈ R \ {0}. By Borel’s Lemma 2.2, there exists G ∈ C∞0 such
that G˜ =
∑
k bkpk(x). Let now g := L(G). It remains to prove that g is flat at 0. We thus
need to show, for every multi-index α ∈ Nn, that DαLG(0) = 0. By Taylor’s theorem, there
exists a neighborhood U of the origin in Rn and a smooth function η vanishing at 0 to order
at least m+ |α|+ 1 such that
G =
m+|α|∑
k=1
bkuk + η in U.
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We then have
DαLG = DαL
(m+|α|∑
k=1
bkuk + η
)
= Dα
(m+|α|∑
k=1
bkLuk
)
+DαLη in U. (3.1)
Evaluating (3.1) at 0, we obtain
DαLG(0) = Dα
(m+|α|∑
k=1
bkLuk
)
(0) +DαLη(0) = 0,
where we have exploited that Luk = 0 near 0 for each k and that η vanishes at 0 to order at
least m+ |α|+ 1. This concludes the proof. 
4. Proof of Proposition 3.1
We follow Ho¨rmander’s reasoning in the proof of [H63, Theorem 5.11].
Remark 4.1. For the special case of L homogeneous with constant coefficients, Proposition
3.1 also holds without the hypothesis of L being elliptic (and the same is therefore true for
Lemma 2.7). In order to produce a sequence (uk)k∈N of solutions to Lu = 0 with the property
that each uk vanishes to order k at the origin, one exploits the following observation. If
L =
∑
|α|=m aαD
α with aα ∈ C, and ζ = (ζ1, . . . , ζn) ∈ C
n\{0} is such that
∑
|α|=m aαζ
α = 0,
then uk := (ζ1x1+· · ·+ζnxn)
k satisfies Luk = 0. Hence the equation Lu = 0 has homogeneous
polynomial solutions of arbitrary degree. This was a commonplace 19th century observation
that we learned from Bruce Reznick [R96, pag. 180].
Notation 4.2. Throughout this section we denote by ord0(f) the order of vanishing at the
origin of a function f , by which we mean the smallest degree of a non-zero term in the Taylor
series of f at 0.
We start by choosing for each k ∈ N a homogeneous polynomial of degree k with complex
coefficients pk ∈ C[x1, . . . , xn−1]. We will build a solution to{
Lu = 0
u = pk on xn = 0,
(4.1)
and call this solution uk.
• It will follow from our construction that ord0(uk) = k.
• We will keep track of the domain of definition of uk and prove that (if the polynomials
pk are chosen appropriately) it is independent of k.
Remark 4.3. We will later see that not all sequences of polynomials pk serve our purpose,
and we will need to require more conditions on them.
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Lemma 4.4. Let L be an elliptic operator of order m defined on an open set Ω ⊂ Rn. Then,
letting β = (0, . . . , 0, m), we can write L as
L = Dβ −
∑
|α|≤m
αn<m
aαD
α. (4.2)
Proof. Let L =
∑
|γ|=m aγD
γ + . . . , where dots stand for lower order terms. Let
p(x, ξ) :=
∑
|γ|=m
aγ(x)ξ
γ, x ∈ Ω, ξ ∈ Rn.
We claim that aβ(x) 6= 0 for all x ∈ Ω. Indeed, if there exists x¯ ∈ Ω with aβ(x¯) = 0, then
p(x¯, (0, . . . , 0, 1)) = 0, thus contradicting the ellipticity of L. Since aβ is non-vanishing in Ω,
we can divide by aβ and rearrange the terms to obtain (4.2). 
Back to solving (4.1). We first make the substitution v = u− pk. We now have to solve{
L(v + pk) = 0
v = 0 on xn = 0.
(4.3)
If we write L as in Lemma 4.4, the equation L(v + pk) = 0 becomes
Dβv =
∑
|α|≤m
αn<m
aαD
αv − Lpk. (4.4)
Since pk is homogeneous of order k and L is an operator of order m, then
ord0(Lpk) ≥ max{0, k −m}.
Notation 4.5. We denote by DR a polydisc of multi-radius R = (R1, . . . , Rn) centered at
the origin, that is, DR = {(x1, . . . , xn) ∈ R
n, |xj| < Rj}.
Let DR be a polydisc such that for each α the Taylor series of aα converges in DR. It
follows immediately that the function −Lpk also admits a representation as a convergent
power series in DR, for each k and regardless of the choice of pk.
The next lemma shows how we can solve (4.3) by recursion.
Lemma 4.6. Fix k ∈ N. There exists a sequence of functions {vν}ν∈N such that{
Dβvν+1 =
∑
α aαD
αvν − Lpk
vν = 0 on xn = 0.
(4.5)
Moreover, the following properties hold:
• For each ν ∈ N, the function vν is a convergent power series in DR.
• For ν ≥ 1, we have ord0(vν) ≥ k.
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Proof. Let ν0 = 0 on DR. We look for solutions of{
Dβv1 = −Lpk
v1 = 0 on xn = 0.
(4.6)
If −Lpk(x) =
∑
γ cγx
γ in DR, then we choose the solution to (4.6) given by
v1(x) :=
∑
γ
cγx
γ+β γn!
(γn +m)!
. (4.7)
Note that the series on the right side of (4.7) is still convergent in DR. Moreover, recall that
ord0(Lpk) ≥ max{0, k −m}. Hence ord0(v1) ≥ k.
We now proceed by induction on ν. Assume that the lemma is proved for ν. We want vν+1
to solve (4.5). Let
∑
γ cγx
γ be an espression for
∑
α aαD
αvν − Lpk as a convergent power
series in DR. Then let
vν+1(x) =
∑
γ
cγx
γ+β γn!
(γn +m)!
.
We see that ord0(vν+1) ≥ m + max{ord0(vν) − m, ord0(Lpk)}. Applying the inductive hy-
pothesis, we conclude that ord0(vν+1) ≥ k. 
Remark 4.7. The sequence vν should really be called v
k
ν , since there is one sequence for
each k, or better for every polynomial pk. Note that we have not yet put any restriction on
the choice of polynomials. We will use the notation vkν whenever we want to emphasize the
dependence on pk.
With the sequence vν from Lemma 4.6 available, the proof of Proposition 3.1 follows easily
from the next lemma.
Lemma 4.8. There exists an open neighborhood U of 0 in Rn and a choice of polynomials
pk such that for each k the sequence v
k
ν converges uniformly on U .
Proof of Proposition 3.1. For each k ∈ N, let vk := limν→∞ v
k
ν . By Lemma 4.8 and Lemma
4.6, each vk is a uniform limit of analytic functions in U . Hence vk is itself analytic in U and
moreover, for every multi-index α ∈ Nn, we have
Dαvk = lim
ν→∞
Dαvkν .
If we then take limν→∞ on both sides of the following equation
Dβvkν+1 =
∑
α
aαD
αvkν − Lpk,
we see that vk solves (4.3). Tracing back our substitution, we let uk := pk + vk. Note that
each uk is analytic in U and solves (4.1). In particular, Luk = 0, as required. Now note that,
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for each multi-index α of length |α| < k, we have
Dαvk(0) = lim
ν→∞
Dαvkν(0) = 0. (4.8)
The last equality in (4.8) follows from ord0(v
k
ν) ≥ k (Lemma 4.6). We conclude that each vk
vanishes to order at least k at 0. Now consider uk = pk+vk. Recall that pk is a homogeneous
polynomial of degree k in the variables x1, . . . , xn−1. By construction, vk = 0 for xn = 0. In
particular, the Taylor series of vk at 0 does not have any term not involving the variable xn.
Hence in the sum vk + pk no cancellation occurs and uk vanishes to order exactly k at 0, as
wanted. 
The only thing left to prove is Lemma 4.8. We first state and prove two simple auxiliary
lemmas from [H63].
Lemma 4.9. Let R > 0 and g a C1 function in one real variable x defined for |x| < R.
Assume that
|g′(x)| ≤ |x|a, |x| < R, and g(0) = 0,
where a ≥ 0. It follows that
|g(x)| ≤
|x|a+1
a+ 1
, |x| < R.
Proof. The statement follows immediately from g(x) =
∫ x
0
g′(t)dt. 
Lemma 4.10. Assume that g(x) =
∑
j ajx
j , aj ∈ C is a convergent power series in |x| < R
and
|g(x)| ≤ (R− |x|)−a, |x| < R,
where a ≥ 0. It follows that
|g′(x)| ≤ e(1 + a)(R− |x|)−a−1, |x| < R.
Proof. Complexify g to a holomorphic function in |ζ | < R. Let 0 < ǫ < ρ = R − |ζ | and let
|ζ1 − ζ | < ǫ. Adding ρ on both sides of −ǫ ≤ |ζ | − |ζ1|, we obtain
ρ− ǫ ≤ ρ+ |ζ | − |ζ1| = R− |ζ1|.
Hence
(R− |ζ1|)
−a ≤ (ρ− ǫ)−a. (4.9)
Combining (4.9) and the hypothesis, we have
|g(ζ1)| ≤ (R− |ζ1|)
−a ≤ (ρ− ǫ)−a.
By Cauchy’s formula, we obtain
|g′(ζ)| ≤ (ρ− ǫ)−aǫ−1.
Letting ǫ = ρ/(1 + a), we get
|g′(ζ)| ≤ (1 + a)(1 + a−1)aρ−a−1 ≤ e(1 + a)ρ−a−1.
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
For each k ∈ N, define the sequence of differences wkν := v
k
ν+1 − v
k
ν . Since the v
k
ν satisfy
(4.5), then for every k we have
Dβwkν+1 =
∑
α
Dαwkν , ν = 0, 1, . . . (4.10)
Remark 4.11. Note that Lemma 4.8 is proved if we can show that there exists a neighbor-
hood U of 0 in Rn and a choice of polynomials pk such that for all k the series
∑
ν |w
k
ν(x)|
converges uniformly in U .
Recall that DR is a polydisc centered at 0 of multi-radius R = (R1, . . . , Rn) such that all
the functions aα admit a representation as convergent power series in DR. From now on we
assume, without loss of generality, that Rj < 1 for all j.
Notation 4.12. We denote by Djn the derivative D
γ , where γ = (0, . . . , 0, j).
Lemma 4.13. There exists a constant C and a choice of the polynomials pk such that the
following estimate holds for every k:
|Dβwkν(x)| ≤ C
ν+1|xn|
νd(x)−mν−1, x ∈ DR, ν = 0, 1, . . . (4.11)
Here d(x) =
∏n−1
j=1 (Rj − |xj |).
Proof. We will prove the lemma by induction on ν.
We choose the polynomials pk so that |Lpk| ≤ 1 in DR for all k. This is easily achieved by
replacing each pk by pk/M , where M = max{|Lpk(x)|, x ∈ DR}.
Recall that wk0 = v
k
1 − v
k
0 , v
k
0 ≡ 0 and D
βvk1 = −Lpk. Hence
|Dβwk0(x)| = |Lpk(x)| ≤ 1, x ∈ DR. (4.12)
Note that, for each i,
Ri
Ri − |xi|
≥ 1, x ∈ DR.
Letting C :=
∏n−1
i=1 Ri, we then have Cd(x)
−1 ≥ 1. Combining with (4.12), we get
|Dβwk0(x)| ≤ Cd(x)
−1, x ∈ DR, k ∈ N,
that is, (4.11) holds for ν = 0.
We now want to prove that C can be chosen sufficiently large so that (4.11) can be proved
by recursion. Assume that (4.11) holds for ν and for every k ∈ N. Repeated application of
Lemma 4.9 gives, for 0 ≤ j < m and k ∈ N,
|Djnw
k
ν(x)| ≤ C
ν+1|xn|
ν+(m−j)d(x)−mν−1
(
m−j−1∏
i=0
1
ν + i
)
, x ∈ DR. (4.13)
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Note that |xn| < 1 and
1
ν + i
≤
1
ν
, for ν ∈ N, i = 0, . . . , m− j − 1.
Hence (4.13) becomes
|Djnw
k
ν(x)| ≤ C
ν+1|xn|
ν+1d(x)−mν−1νj−m, x ∈ DR. (4.14)
To conclude the inductive step, we need to prove an estimate on |Dβwkν+1(x)| for x ∈ DR.
In virtue of (4.10), it is enough to have an estimate on each |Dαwkν(x)|, where |α| ≤ m,
αn < m. Assume that αn = j < m. A repeated application of Lemma 4.10 to (4.14) yields,
for every k ∈ N,
|Dαwkν(x)| ≤ C
ν+1|xn|
ν+1νj−me|α|−jd(x)−mν−1−|α|
(
|α|−j∏
i=1
(mν + 1 + i)
)
, x ∈ DR. (4.15)
Here we have used that (Ri − |xi|) < 1 for all i, and therefore
(Ri − |xi|)
−a < (Ri − |xi|)
−a−1 for a ≥ 0.
Equation (4.15) implies, for x ∈ DR and k ∈ N,
|Dαwkν(x)| ≤ C
ν+1|xn|
ν+1νj−mem−jd(x)−mν−1−(m−j)(mν +m+ 1)m−j
≤ Cν+1|xn|
ν+1em−jd(x)−m(ν+1)−1
(
m+
m
ν
+
1
ν
)m−j
≤ Cν+1|xn|
ν+1emd(x)−m(ν+1)−1(2m+ 1)m.
(4.16)
Let A be a constant such that
∑
α |aα| ≤ A in DR. Recalling that
Dβwkν+1 =
∑
α
Dαwkν
and combining with (4.16), we see that (4.11) holds for ν+1 provided that C is chosen large
enough so that C ≥ Aem(2m+ 1)m. 
Remark 4.14. In Lemma 4.13 we could have employed any sequence of homogeneous poly-
nomials pk for which there exists a constant M such that |Lpk| ≤M in DR for all k.
Proof of Lemma 4.8. As noted in Remark 4.11, it is enough to prove that there exists a
neighborhood U of 0 in Rn and a choice of polynomials pk such that for all k the series∑
ν |w
k
ν(x)| converges uniformly in U . We exploit the estimate proved in Lemma 4.13. Con-
sider the equation (4.14) for j = 0. Let U be the neighborhood of 0 where C|xn|/d(x)
m < 1.
Then the series
∑
ν |w
k
ν(x)| converges uniformly in U for every k ∈ N. 
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5. A local obstruction for ∂¯ on complex manifolds
Let n ≥ 1 and consider the space R2n with coordinates {x1, . . . , xn, y1, . . . , yn}. We identify
R2n with Cn in the usual way, by letting zj = xj+ iyj. Recall the definition of the derivatives
∂z¯j := ∂xj + i∂yj and ∂zj := ∂xj − i∂yj . For a smooth function f in C
n, the Cauchy-Riemann
operator ∂¯ is given by
∂¯f :=
n∑
j=1
∂z¯jf dz¯j.
The following is an immediate consequence of Theorem 2.9.
Corollary 5.1. There exists a germ of a smooth function g in C that is flat at 0 and such
that every local solution u to ∂¯u = g dz¯ vanishes to finite order at 0.
Notation 5.2. Recall that for a smooth function f we denote by f˜ its Taylor series at 0.
Corollary 5.1 can be easily generalized to several complex variables as follows.
Corollary 5.3. For every n, there exists a ∂¯-closed smooth (0, 1) form ϕ =
∑n
j=1 ϕj dz¯j in
Cn defined in a neighborhood of 0 such that:
• The functions ϕj are all flat at 0.
• Every local solution to ∂¯u = ϕ vanishes to finite order at 0.
Proof. For every j ∈ {1, . . . , n}, let ϕj = g(zj), where g is as in Corollary 5.1. Note that
every solution of ∂¯u = ϕ is of the form u = u1(z1) + · · · + un(zn) + h(z1, . . . , zn), where h
is holomorphic and each smooth function uj(zj) is a solution to ∂¯uj(zj) = g(zj)dz¯j. By our
choice of g, every uj vanishes to finite order at 0. We now want to conclude that u itself
vanishes to finite order at 0. Assume by contradiction that the Taylor series u˜ of u at 0 is
identically zero. Hence
0 = u˜ = u˜1 + · · ·+ u˜n + h˜. (5.1)
Evaluating (5.1) at (z1, 0, . . . , 0) we obtain
u˜1(z1) + h˜(z1, 0, . . . , 0) = 0. (5.2)
Since u1 vanishes to finite order at 0 and h is holomorphic at 0, then (5.2) implies that u1 is
also holomorphic at 0. This is absurd, since ∂z¯1u1 = g(z1), and g 6≡ 0. 
Notation 5.4. In this section we denote by cf the ring of germs of smooth functions in C
n
that are flat at 0. Moreover, we write c0,1f for the complex vector space of germs of smooth
(0, 1) forms whose components are flat at 0.
Corollary 5.3 shows that there exist closed forms ϕ ∈ c0,1f such that there is no function
u ∈ cf with ∂¯u = ϕ. The aim of the rest of this section is to give a characterization for
such elements ϕ presenting the “flat non-solvability” property. To this end, we introduce
below the concept of formally holomorphic functions. We then prove in Theorem 5.9 that
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∂¯u = ϕ is non-solvable in the flat category if and only if ϕ is the image under ∂¯ of a formally
holomorphic function.
Notation 5.5. When z = (z1, . . . , zn) ∈ C
n and α = (α1, . . . , αn) is a multi-index, we write
zα for the product
∏n
j=1 z
αj
j and ∂
α
z for ∂
α1
z1
∂α2z2 . . . ∂
αn
zn
.
Definition 5.6. We say that a smooth function f on Cn is formally holomorphic at a point
p ∈ Cn if there exist constants cα ∈ C such that the Taylor series of f at p is given by∑
α
cα(z − p)
α. (5.3)
In other words, in the Taylor series expansion of f at p the barred variables z¯j do not appear.
Remark 5.7. Borel’s Lemma 2.2 ensures that for each choice of coefficients cα there exists
a formally harmonic function f at p whose Taylor series at p is given by (5.3). Note that if
(5.3) converges in a neighborhood of p, then f is holomorphic at p.
As usual, since our interest is local, we will assume that p is the origin. We denote by H0
the subring of C∞0 consisting of the germs of smooth functions that are formally holomorphic
at 0.
Lemma 5.8. If f is formally holomorphic at 0, then the components of ∂¯f are flat at 0. In
other words, f ∈ H0 implies ∂¯f ∈ c
0,1
f .
Proof. Consider ∂γz ∂
β
z¯ with |γ|+ |β| = m. Since f is formally holomorphic, we can write
f =
∑
|α|≤m+1
aαz
α + η,
where η is a smooth function vanishing at 0 to order at least m+ 2. Then ∂¯f = ∂¯η, that is,
∂z¯jf = ∂z¯jη for j = 1, . . . , n. All these identities are intended in the ring of germs C
∞
0 . We
therefore have, for each j,
∂γz ∂
β
z¯ (∂z¯jf)(0) = ∂
γ
z ∂
β
z¯ (∂z¯jη)(0) = 0,
where the last equality follows from the hypothesis on the order of vanishing of η. Since the
same argument can be repeated for any derivative ∂γz ∂
β
z¯ , we conclude that each function ∂z¯jf
is flat at 0, and thus ∂¯f ∈ c0,1f . 
The next theorem is the main result of this section.
Theorem 5.9. Let ϕ ∈ c0,1f be a ∂¯-closed (0, 1) form, ϕ 6≡ 0. The following are equivalent:
(1) There exists no element u ∈ cf such that ∂¯u = ϕ.
(2) ϕ ∈ ∂¯H0.
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Proof. First assume that (1) holds and let f ∈ C∞0 be a smooth local solution to ∂¯f = ϕ.
Note that such a solution always exists by the ∂¯-Poincare´ Lemma. By (1) we have that f
vanishes to finite order at 0. We want to prove that f ∈ H0. Assume by contradiction that
the Taylor series expansion of f at 0 contains a term of the form aβγz
β z¯γ , where |γ| ≥ 1 and
aβγ ∈ C \ {0}. It follows that there exists a derivative ∂
β
z ∂
δ
z¯ with |δ| = |β| − 1 and an index
j ∈ {1, . . . , n} such that
∂βz ∂
δ
z¯(∂z¯jf)(0) 6= 0. (5.4)
Recall that ∂¯f = ϕ and that all the components of the form ϕ are flat at 0. Hence (5.4)
leads to a contradiction.
Conversely, assume that (2) holds, that is, ϕ = ∂¯f for some f ∈ H0. Since ϕ 6≡ 0, then f is
not holomorphic at 0, and its Taylor series f˜ is divergent in any neighborhood of 0. Assume
by contradiction that there exists u ∈ cf such that ∂¯u = g. Then ∂¯(f −u) = 0, so that f −u
is holomorphic at 0. In particular, the Taylor series f˜ − u converges in a neighborhood of 0.
This is a contradiction, since u ∈ cf implies f˜ − u = f˜ . 
∂¯
cc0,1f
∂¯
∂¯cf
∂¯H0
O0
cf
H0
0
Figure 1. The failure of the ∂¯-Poincare´ lemma for flat germs.
Figure 1 provides a simplified illustration of the phenomenon discussed above. The two
discs at the bottom of the picture represent respectively the ring cf of flat germs in C
n and
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the complex vector space cc0,1f of all ∂¯-closed, smooth (0, 1) forms with flat components in
Cn. Theorem 5.9 shows that the map
∂¯ : cf → cc
0,1
f (5.5)
is not surjective. The same proposition also shows that the elements of cc0,1f without a
preimage in cf are precisely those in the set ∂¯H0. In other words, the map (5.5) becomes
surjective if we enlarge the domain to include the ring of germs of formally harmonic functions
H0. Hence
∂¯ : cf ∪ H0 → cc
0,1
f
is surjective. Note that the ring H0 corresponds to the shaded region on the left side of
Figure 1. The intersection cf ∩ H0 consists of the zero function only. The ring H0 contains
as a subring the collection of holomorphic germs, denoted as O0. For every g ∈ O0 we have
∂¯g = 0, where 0 is the (0, 1) form whose components are identically zero. In Figure 1 such
form is identified with the curve between the sets ∂¯H0 and ∂¯cf .
Remark 5.10. All the statements of this section are local, and therefore hold for the ∂¯
operator on a general complex manifold.
We close this section with some remarks on the real case. Let cf denote the ring of germs of
flat functions at 0 on Rn, n ≥ 1. Let cc1f be the complex vector space of germs at 0 of closed
smooth one forms with flat components on Rn. The “flat non-solvability” phenomenon does
not occur for the real differential
d : cf → cc
1
f . (5.6)
That is, the map (5.6) is always surjective. Indeed, let f =
∑
j fjdxj be a closed one form
with flat components fj ∈ cf . Let U be an open convex neighborhood of 0 where all the
functions fj are defined. By the standard Poincare´ Lemma, there exists a function u defined
in U such that u(0) = 0 and
∂xju = fj j = 1, . . . , n. (5.7)
It is easily seen that such u is flat at 0, that is, u ∈ cf .
As a last remark, we point out that the difference in behavior between the real and the
complex case is rooted in the fact that the operator ∂¯, unlike d, has an infinite dimensional
nullspace.
6. Further Consequences
6.a. Corollaries to Theorem 2.9. Let L be an elliptic differential operator with real
analytic coefficients defined on some open neighborhood Ω of 0 in Rn, where n ≥ 2. Here
we present some easy consequences of Theorem 2.9.
Corollary 6.1. The following hold:
(1) The linear map L : cf → cf is injective but not surjective.
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(2) The induced map on the quotient spaces L : C∞0 /cf → C
∞
0 /cf is surjective but not
injective.
Proof. (1) Assume that u ∈ cf is such that Lu = 0. By Theorem 2.8, u is real analytic at 0,
and hence u ≡ 0 near 0. This proves that L : cf → cf is injective. The failure of surjectivity
was proved in Theorem 2.9.
(2) Surjectivity follows from the classical existence theory [Ni11]. To show that injectivity
fails, it is enough to consider g ∈ cf as in Theorem 2.9. In fact, for every u ∈ C
∞
0 such that
Lu = g, we have u /∈ cf . 
Corollary 6.2. For every integer N there exists a smooth germ u /∈ cf such that L
ku /∈ cf
for k = 0, . . . , N , but LN+1u ∈ cf .
Proof. Let u ∈ C∞0 be such that L
N+1u = g, where g ∈ cf is as in Theorem 2.9. 
Corollary 6.3. For each k ∈ N there is a strict inclusion Lk+1cf ⊂ L
kcf .
Proof. For k ∈ N, let h = Lkg, where g ∈ cf is as in Theorem 2.9. Assume by contradiction
that h ∈ Lk+1cf . Then there exists u ∈ cf such that L
k+1u = h. Since L is injective on cf ,
this implies that Lu = g, which is absurd by the choice of g. Hence h /∈ Lk+1cf , and the
inclusion Lk+1cf ⊂ L
kcf is strict. 
By Corollary 6.3 there is a strictly decreasing chain of C-vector spaces
cf ⊃ Lcf ⊃ L
2cf ⊃ L
3cf ⊃ . . .
We now consider the L-invariant subspace K of cf defined by K :=
⋂
k∈N L
kcf .
Proposition 6.4. Either K = {0} or K is an infinite dimensional C-vector space.
Proof. Assume that there exists a non-zero element g ∈ K. Then for every positive integer
k there exists an element fk ∈ cf such that L
kfk = g. It is easy to see that fk ∈ K for all k.
Since L : cf → cf is injective (Corollary 6.1), then fk 6≡ 0 for all k. We now claim that for
each m > 0 the set {f1, . . . , fm} is linearly independent. By contradiction, assume that
f1 = c2f2 + · · ·+ cmfm, cj ∈ C.
Then, recalling that Lfk+1 = fk for each k, we have
L 0 . . . 0
0 L . . . 0
0 . . 0
. . . .
0 . . . 0 L


f2
f3
.
.
fm
 =

c2 c3 . . . cm
1 0 . . . 0
0 1 . . . 0
. . . .
0 . . . 1 0


f2
f3
.
.
fm
 . (6.1)
Letting A be the matrix of constants that appears on the right side of (6.1) and Im−1
the identity matrix of size m− 1, we have that the vector f := (f2, f3, . . . , fm) satisfies the
elliptic system (LIm−1 −A)f = 0. Recall that elliptic systems with real analytic coefficients
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have analytic solutions for analytic data [MN57]. Hence the functions fk are analytic at 0.
Since fk ∈ cf for all k, that is, all the fk are flat at 0, then f2 = f3 = · · · = fm = 0, which is
a contradiction. 
Remark 6.5. It would be interesting to find an example of an operator L for which the
space K is infinite dimensional.
6.b. Solutions with compact support. We now present an application of the ideas in-
troduced in Section 2 to the study of compactly supported solutions of elliptic operators
with real analytic coefficients. Recall that the support of a function f , which we denote as
supp(f), is the closure of the set where f is non-zero. We write ∂ supp(f) for the boundary
of the support. The connection with flat functions is made clear in the next simple lemma.
Lemma 6.6. If f ∈ C∞(Rn) has compact support and x0 is a point of the boundary of the
support of f , then f is flat at x0.
Proof. Consider a sequence of points xj ∈ R
n \ supp(u) such that xj → x0 and observe, for
every multi-index α, that Dαf(x0) = limxj→x0 D
αf(xj) = 0. 
Proposition 6.7. Let L be an elliptic differential operator with real analytic coefficients
defined on an open set Ω ⊂ Rn. Let f be a smooth compactly supported function on Ω and
u a smooth compactly supported solution to Lu = f . Then
∂ supp(u) ⊆ supp(f) ⊆ supp(u). (6.2)
Proof. The inclusion supp(f) ⊆ supp(u) is clear. For the inclusion ∂ supp(u) ⊆ supp(f),
consider a point x0 ∈ ∂ supp(u). Since u is flat at x0 (Lemma 6.6) but not identically zero
in any neighborhood of x0, then u is not analytic at x0. Assume by contradiction that
x0 /∈ supp(f). Then f ≡ 0 in a neighborhood of x0. Hence u satisfies Lu = 0 in the sense of
germs at x0. By Theorem 2.8, u is analytic at x0, which is a contradiction. This concludes
the proof of (6.2). 
Remark 6.8. The topological relations described in Proposition 6.7 between the support of
the initial datum and the support of the solution are well known in the case of the Cauchy-
Riemann operator ∂¯ (see for example [LS18, Proposition 1.1]).
Remark 6.9. For n = 2, if we assume that supp(f) is simply connected, then (6.2) gives
supp(u) = supp(f). The operator ∂¯ on R2 ≃ C shows that in general supp(u) 6= supp(f)
if supp(f) is not simply connected. Consider the following example. Let ϕ : R → R be
a smooth non-negative function such that supp(ϕ) ⊂ [1, 2]. Let f : C → C be defined as
f(z) = zϕ(|z|2). Then f is smooth in C, supp(f) ⊆ {1 ≤ |z| ≤ 2} and
∫
C
ζ−1f(ζ) dζ¯∧dζ 6= 0.
A solution u for ∂¯u = f(z)dz is given by
u(z) = −
1
2πi
∫
C
f(ζ)
ζ − z
dζ¯ ∧ dζ.
With this choice of f we have that u(0) 6= 0, and therefore supp(u) 6= supp(f).
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