ABSTRACT
INTRODUCTION
Many applied and biological control systems involve questions concerning the phenomenon of collective synchronization in networks of coupled oscillators. This occurs when the frequencies of the oscillations become locked to a common frequency despite the variations in the natural frequencies of the individual oscillators [1] [2] [3] [4] . This is a pervasive phenomenon in biology from pacemaker cells in the heart [5, 6] to congregations of synchronously flashing fireflies [7] . Important examples in engineering and physics include arrays of lasers [8] , phase locking in microwave and RF oscillators [9] , ad hoc wireless and computer network protocols [10] , and superconducting Josephson junctions [11] .
Much of the modeling is done with the Kuramoto paradigm [12] and only addresses the case where the coupling between oscillators is identical. We propose a simplified model where the nonlinear sine interaction is replaced by a periodic piecewise-linear sawtooth wave [13] . This model exhibits synchronization behavior comparable with the Kuramoto model using sine for a finite number of oscillators by computer simulation, and is amenable to analytic computation. Most importantly, we are able to make the formation of the phase-locking explicit. Also, instead of having to use uniform coupling strengths, more general coupling strengths can be allowed in the model. Here we explicitly present the case involving two or three oscillators.
MODEL DESCRIPTION
The Kuramoto model describes the dynamics of a system of N phase oscillators θ i with natural frequencies ω i . The time evolution of the i-th oscillator is given bẏ
where K ≥ 0 is a parameter representing the coupling strength and the factor 1/N ensures that the model is well behaved as N → ∞. The sine function was chosen because it would be the first-order term in the Fourier expansion of more general interactions.
Kuramoto showed that when the number of oscillators N is infinite there is a critical coupling strength K c beyond which all oscillators become synchronized. He also obtained the value of K c for a few well known distributions of the natural frequencies. However when the coupling strength falls below K c oscillators become partially synchronized or incoherent.
Strogatz's review [14] discusses successes and remaining puzzles about the Kuramoto model. Synchronization in the large finite-N model is among the questions that still need to be answered. It seems that there were no rigorous results on the finite-N model until relatively recently [15] . Another major interest is the stability analysis of the model and the case of only a few oscillators. Using spectral graph theory [16] , a more rigorous result on the synchronization for coupling above a critical value was found.
We approximate the sine interaction of the Kuramoto model by a periodic piecewise-linear (but discontinuous) sawtooth, which is interesting in its own right and is more appropriate for some applications [10] . This allows us to investigate finite numbers of oscillators with possibly different interaction strengths and various symmetries between them. Our finite-N oscillators are modeled aṡ
where
Here ω i and k i j ≥ 0 are the natural frequency and the coupling strength, respectively, for the oscillator θ i . The dynamics of the network is similar with that of Kuramoto's Eq. (1) . The function saw(x) = x is the first-order term in the Taylor expansion of sin(x) on (−π, π) at x = 0, extended 2π-periodically so that saw(x) = x − 2π j when 2π j − π < x < 2π j + π, j ∈ Z, and saw((2 j ± 1)π) = 0, ∀ j ∈ Z. Our definition results in saw being an odd function and the average of its right-side and left-side limits at points of discontinuity.
As mentioned before, we will consider each phase component θ i ∈ S 1 , and thus Eq. (2) as a dynamical system on the torus T N . The terms sin(θ j −θ i ) and saw(θ j −θ i ) are both positive whenever the oscillator θ j is slightly ahead of the oscillator θ i , so that the term saw(θ j − θ i ) contributes to the acceleration of the oscillator θ i . Similarly, they are both negative when θ j is slightly behind θ i , so that θ i slows down. The terms are both zero when the phases differ by exactly half a period, as if diametrically opposed oscillators are equally undecided whether to speed up or slow down, as was the case with Buridan's donkey [17] . See Figure 1 .
However, the saw function is increasing on (−π, π) and so becomes increasingly larger in absolute value as the phase difference approaches either ±π. This implies that as the absolute phase difference between the oscillators
to compare similar amplitudes) contributes more to the catching up or slowing down than either sin(θ j − θ i ) or a smaller absolute phase difference would, encouraging coherence in comparison with the original Kuramoto dynamics.
We will consider here the case with input-symmetric coupling where k i j = k i so all the inputs to the i-th oscillator have the same strength. We will assume k i > 0, i = 1, . . . , N, because otherwise the system can be reduced to fewer equations. Also we arrange the equations such that k 1 is a minimum of the coupling strengths.
We will look at the phase difference between the i + 1-th oscillator θ i+1 and the first oscillator θ 1 . In the case that a synchrony or a complete phase-locking occurs, θ i+1 − θ 1 will become a constant for i = 1, . . . , N − 1.
Subtracting the first equation from each of the remaining equations in the system Eq. (2), we obtain the phase difference equationṡ
for all x, and saw(x) = x for all −π < x < π, the system Eq. (4) is the same as its linearization at any point in the region
of the unfolded torus [−π, π] N−1 . In fact, the pairs of hyperplanes |φ i − φ j | = π for i, j = 1, . . . , N − 1 divide the φ space into finite regions. Within each of these regions, the system Eq. (4) is part of a linear system restricted to that region. We will show that each of these systems either has an unique stable equilibrium in its region or does not have any equilibrium in that region. Examining the dynamical discontinuities across and along region boundaries, we will find conditions ensuring that each solution converges to the equilibrium in the region where the solution starts, or to an equilibrium in a neighboring region. In either case, the oscillators become phase-locked at an equilibrium. This will be shown to be the case when the smallest interaction strength coefficient is larger than the largest initial absolute phase difference.
TWO OSCILLATORS
Modeling with discontinuous, piecewise-smooth, or Filippov dynamics still offers some challenges, despite appearing long ago in simple mechanical systems involving stick and slip. So we will look at the cases of small groups of oscillators with some care.
In the case of N = 2 oscillators, there is only a single phase difference φ = θ 2 − θ 1 , −π < φ ≤ π, which satisfies the dynamical systeṁ
On D, the system is the linear systeṁ
which has a unique equilibrium (in R)
This potential or virtual equilibrium belongs to D (and then will actually be an equilibrium in S 1 ) when |λ|
The equilibrium φ o is stable since (k 1 + k 2 ) > 0 which is always true. Thus, any trajectory starting in D stays in D and approaches φ o , meaning that ω 1 and ω 2 become phaselocked in that case. The vector or slope field at the boundary is equal to λ, and is the arithmetic mean of the limits from either side of the discontinuity: lim φ→−π+ = λ + (k 1 + k 2 )π and lim φ→π− = λ − (k 1 + k 2 )π. This is also true in general, and follows from our choice for the values of saw(±π). There will also be an unstable equilibrium at φ = π when λ = 0.
THREE OSCILLATORS
Now we consider the case of N = 3 oscillators, the phase difference of θ 2 and θ 3 with θ 1 is φ = (φ 1 , φ 2 ) t ∈ [−π, π] 2 , belonging to the (unfolded) torus T 2 , and the difference in natural frequencies ω 2 and ω 3 with ω 1 is λ = (λ 1 , λ 2 ) t ∈ R 2 . The dynamical system Eq. (4) for the input-symmetric case iṡ The complement of the region
in the upper left corner, and
in the lower right corner, and the boundaries between them. See Figure 2 . Of course, the left and right edges φ 1 = ±π are to be identified, as well as the top and bottom edges φ 2 = ±π. The boundary ∂D also consists of two diagonal line segments φ 2 − φ 1 = ±π. When the square is wrapped up along the top and bottom to form the torus, the two lines separating D from R and L join to form a curve wrapping around the torus. See Figure 3 .
On D, the dynamical system reduces to the linear system˙
where the matrix of the linear transformation
Since the determinant |A| = 3(k 1 k 2 +k 2 k 3 +k 3 k 1 ) > 0, there will be a unique possible equilibrium in R 2 : 
This virtual equilibrium influences all dynamics on D, but actually exists only if it lies in D.
Now
, and the eigenvalues of A are One can show that the discriminant is always non-negative, and thus both of the eigenvalues are negative real numbers. The eigenvalues are distinct unless k 1 = k 2 = k 3 , in which case A is diagonalizable. Hence, the equilibrium φ o is always a stable node or sink, and never a focus or center. If max |λ i | is small enough (as when less than 2π/3 times the smallest interaction coefficient), φ o ∈ D, then the flow on D leaves D invariant and asymptotically approaches a phaselock at φ o . The fact that the flow leaves D invariant does not follow immediately since the eigenvectors at the node are usually not orthogonal, but does follow from an detailed examination of the vector field near the boundaries of D as we will describe below.
The phase-difference dynamical system on the regions L and R reduces to the linear systemṡ
respectively, where v = (−2πk 2 , 2πk 3 ) t , and A is the same matrix as before for the region D.
These systems on L and R will have unique virtual equilibria (which have the same stability as φ o ) at
respectively, where v o = (−2π/3, 2π/3) t , corresponding to oscillators phase-locked at 120 o apart. Thus, L will have a stable node equilibrium at behavior at the boundaries we can show that any trajectory starting in L will stay in L and asymptotically become phase-locked. Similarly, R will have a stable node equilibrium at φ o − v o whenever φ o ∈ R + v o , and we can show that any trajectory starting in R will stay in R and asymptotically become phase-locked.
The pre-images of these two triangular shaped regions form a six-sided star in D covering the origin φ = 0. On the intersection of these two triangles, D and L and R will all contain an equilibrium, as the case when λ is sufficiently small. See Figure 4 . On the points of the star, there will be equilibria in D and either L or R. See Figure 5 . In D, outside of the star, there will be an equilibrium only in D. See Figure 6 . When λ is sufficiently large, all equilibria are virtual only, and there will be no phase-locking.
Dynamics and bifurcations at the boundaries
On the unfolded torus [−π, π] 2 or its covering space R 2 , each of the line segments forming a boundary Σ between the regions D, L, and R have the form
for some smooth linear function H with a non-vanishing gradient ∇H( φ). The regions to either side of a boundary Σ are then given by
For example, the diagonal boundary between D and L is given by H( φ) = φ 2 − φ 1 − π = 0. H( φ) < 0 on D, and H( φ) > 0 on L. ∇H( φ) = (−1, 1) t is orthogonal to that boundary and points into L.
The vector field˙ φ = f ( φ) restricted to S 1 and S 2 will be denoted by f 1 ( φ) and f 2 ( φ), respectively. The fields f i are linear, and extend them by continuity to Σ.
Using the standard dot product in R 2 , let
The crossing set [18] is
On Σ c , the components of f 1 ( φ) and f 2 ( φ) normal to Σ have the same sign, and we expect an orbit to cross the boundary (but changing velocity discontinuously) at these points. Its complement is the sliding set
On Σ s , the normal components of f 1 ( φ) and f 2 ( φ) have opposite signs. If the vector fields are pushing in opposite directions, we would expect that the state of the system is forced to remain and slide on the boundary. A common choice, Filippov's convex method [18] , hypothesizes that the sliding dynamics on Σ will follow a convex combination of f 1 and f 2 that is tangent to Σ. On the other hand, recall that f ( φ) is the arithmetic mean of f 1 ( φ) and f 2 ( φ) for φ ∈ Σ by our choice of saw(±π) = 0. So, in the case of the vector fields pulling in opposite directions along Σ, it might seem natural to define that an orbit starting at φ ∈ Σ enters the region into which f ( φ) points, even though this choice loses the property of uniqueness for orbits going back in time.
The critical parameter values of the k i at which the vector field bifurcates along the boundary Σ, inside S i , changing from inflow to outflow, can be explicitly found by checking the linear function ∇H( φ) · f i ( φ) along the line segment Σ. A bifurcation occurs when either of these changes sign at a point on Σ. This is just a problem in linear programming, so we only need to check for zeros happening at the endpoints of Σ, i.e., at the vertices of the regions.
Thus, for example, along the diagonal boundary between D and L, interior to D,
Thus, the flow near that boundary just inside D will be away from that boundary into D (inflow) when both are negative, this happens when (λ 2 − λ 1 )/π < (k 2 + k 3 + min{k 2 , k 3 }).
And toward that boundary out of D (outflow) when both are positive, this happens when (λ 2 − λ 1 )/π > (k 2 + k 3 + max{k 2 , k 3 }). In between these two values, f 1 will be tangent to Σ at some point on that boundary (called a pseudoequilibrium), and both inflow and outflow will happen simultaneously on different parts of Σ.
DISCUSSION
Using the sawtooth function to model the nonlinear interaction of the coupled oscillators, we obtained a piecewise-linear Filippov system which can be analyzed explicitly. We have shown that phase locking occurs for
That is, synchronization is guaranteed when the coupling strengths are greater than about twice the differences of the natural frequencies of the oscillators. When the coupling strengths are not large enough in comparison to the differences of natural frequencies, synchronization can not be guaranteed.
Our results provides a constructive proof for synchronization, and can be used to determine the locked phase. All possible equilibria φ 0 of the phase difference system are given as in Eq. (5). For any set of parameters k i and ω i , the above formula can be used to calculate all possible equilibria and phase-lockings.
Finally, we have discussed the dynamics and bifurcations at the switching boundaries, where the dynamics can be discontinous, and the invariance of the regions under the flow.
