The problem of the optimal estimation is considered for the linear functional
Introduction
Gladyshev [5] studied spectral properties and representations of periodically correlated sequences by using a relationship between periodically correlated and stationary vector sequences. According to Gladyshev's results, the problem of estimation of periodically correlated sequences is reduced to the corresponding problem for stationary vector sequences. Basic results concerning the representations of periodically correlated sequences in terms of simpler random sequences can be found in the book by Hurd and Miamee [7] and in the papers by Makagon [9, 10] .
The classical methods for solving the problems of extrapolation, interpolation, and filtration for stationary processes are developed by Kolmogorov [8] , Wiener [18] , and Yaglom [19, 20] for the case where the spectral densities are known. The problem of prediction of stationary vector sequences is studied by Rozanov [17] . If the spectral densities are not known but a set of admissible spectral densities is given, then the minimax method is used for the problems of estimation. The minimax method is to minimize the error of estimation for all densities of the given class. Grenander [6] is the first who applied the minimax method to the problems of extrapolation for stationary processes. Franke [2, 3] , and Franke and Poor [4] considered the problem of minimax extrapolation and filtration for stationary sequences by using the methods of convex optimization. Moklyachuk [11] - [14] and Moklyachuk and Masyutka [15] studied the problems of extrapolation, interpolation, and filtration for stationary processes and sequences.
In this paper, we study the problem of optimal linear estimation of the linear functional
that depends on unknown values of a periodically correlated sequence ζ(j). Known are the observations of the sequence ζ(j) + θ(j) with j ≤ 0, where θ(j) is a periodically correlated sequence that is uncorrelated with ζ(j). We derive formulas for the spectral characteristic and mean square error of the estimate for the functional (1) in the case where the spectral densities of the sequence ζ(j) and noise θ(j) are known. If the densities are unknown but a set of admissible densities is given, then we present formulas for the calculation of the least favorable density and minimax spectral characteristic of the optimal linear estimate of functional (1).
Periodically correlated sequences generated by stationary vector sequences
Periodically correlated sequences are examples of the so-called stochastic sequences with periodic structure introduced in [7] .
and if there is no number T smaller than T > 0 for which equalities (2) and (3) with T instead T .
The notion of periodically correlated sequences is introduced by Gladyshev in the paper [5] . Bennet [1] uses the term cyclostationary for random periodic processes.
for all n, m ∈ Z and all j, k ∈ {0, 1, . . . , T − 1}.
In this case, the matrix
is called the correlation matrix of the stationary T -dimensional sequence ξ(n).
Theorem 2.1 (Gladyshev [5] ). A sequence ζ(n) is periodically correlated with period T if and only if there exists a T -dimensional stationary sequence ξ(n) = {ξ k (n)} T −1 k=0 such that ζ(n) admits the representation
We say that the sequence ξ(n) generates the sequence ζ(n) or, in other words, ζ(n) is generated by ξ(n).
Denote by f ξ (λ) the matrix of spectral density of a T -dimensional stationary sequence
k=0 . Let f ζ (λ) be the matrix of spectral densities of a T -dimensional stationary sequence ζ(n) constructed from the periodically correlated sequence ζ(n) by splitting in the blocks of length T . This means that a coordinate p of the vector ζ(n) is equal to [ ζ(n)] p = ζ(nT + p), n∈ Z, p = 0, 1, . . . , T − 1.
If the spectral density f ξ (λ) exists, then the spectral density f ζ (λ) exists, too, and moreover
where V (λ) is the unitary matrix whose entry (k, j) equals
Since V (λ) is continuous for λ ∈ [−π, π) and the inverse matrix to V (λ) exists, we can rewrite relation (5) as
The problem of filtration. The classical solution
Let ζ(n) and θ(n) be two uncorrelated periodically correlated random sequences with period T . Consider the problem of the optimal linear estimation of the functional
that depends on unknown values ζ(n). We estimate Aζ from observations ζ(j) + θ(j) for j ≤ 0. This problem is called the problem of linear filtration.
Let
be two uncorrelated T -dimensional stationary random sequences with period T generating the periodically correlated random sequences ζ(n) and θ(n), respectively. The T -dimensional stationary sequences ζ(n) and θ(n) are random sequences obtained by splitting the periodically correlated sequences ζ(n) and θ(n) in the blocks of length T .
The relationships between the matrices of spectral densities
of T -dimensional stationary sequences ξ(n) and η(n) and matrices of spectral densities f ζ (λ) and f θ (λ) of the stationary vector sequences ζ(n) and θ(n) are given by equalities (5) and (6), respectively. Using relationship (4) between the periodically correlated sequences and stationary vector sequences, we rewrite the functional Aζ as
Consider the problem of the optimal linear estimation of the functional
that depends on unknown values ξ(j). We estimate the functional A ξ from observations
Assume that the sequence of coefficients
defining the functional A ξ = Aζ is such that
Note that the second moment of the functional A ξ = Aζ is finite under condition (7) . Let a stationary sequence ξ(j) + η(j) admit the canonical moving average representation given by
Here and in what follows δ kl denotes the Kronecker symbol, namely δ kk = 1 and δ kl = 0 for k = l.
Then the matrix of spectral densities of the sequence ξ(j) + η(j) is of the form
according to relation (6) . Moreover the matrix admits the canonical factorization
Then the factorization (8) of the density
follows if one of the densities given by (9) or (10) is regular.
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Denote by L − 2 (f ) the subspace of L 2 (f ) generated by functions of the form
A linear estimateÂζ of the functional Aζ constructed from observations ζ(j) + θ(j) for j ≤ 0 is determined by the spectral characteristic
and can be written as
is the orthogonal random measure of the sum of the sequences ξ(j) and η(j) that generate the sequences ζ(j) and θ(j), respectively. The mean square error of the linear estimateÂζ with the spectral characteristic
For given densities f ζ (λ) and f θ (λ), the spectral characteristic h(f ζ , f θ ) of the optimal linear estimateÂζ minimizes the mean square error
Let the density of an observable stationary sequence and that of the estimated sequence admit factorizations (8) and (9), respectively. Then the spectral characteristic h(f ζ , f θ ), which is a solution of problem (12) , and the mean square error Δ(f ζ , f θ ) of the optimal estimateÂζ, are calculated as
where
If the density of the observable sequence and that of the noise admit factorizations (8) and (10), respectively, then spectral characteristic h f ζ , f θ and the mean square error Δ f ζ , f θ of the optimal estimateÂζ are given by
respectively, where
Therefore the following result holds.
Theorem 3.1. Let ζ(j) and θ(j) be two uncorrelated periodically correlated random sequences with period T . Assume that f ζ (λ) and f θ (λ) are the spectral density matrices of T -dimensional stationary sequences ζ(j) and θ(j) obtained by splitting the onedimensional periodically correlated sequences ζ(j) and θ(j) in the blocks of length T , respectively. Assume further that the spectral densities admit canonical factorizations (8) and (9) or (8) and (10) . Then the linear optimal estimate of the functional Aζ constructed from observations ζ(j) + θ(j) for j ≤ 0 is defined by equality (11) . The spectral characteristic h f ζ , f θ of this estimate is calculated by formula (13) or (16) , respectively.
The mean square error Δ f ζ , f θ is calculated by formula (14) or (17), respectively.
Corollary 3.1. Let ζ(j) and θ(j) be two uncorrelated periodically correlated random sequences with period T . Further let ζ(j) and θ(j) be T -dimensional stationary sequences obtained by splitting the one-dimensional periodically correlated sequences ζ(j) and θ(j)
in blocks of length T , respectively. Assume that one of the sequences ζ(j) or θ(j) is a vector white noise sequence whose coordinates have the variance σ 2 . Then the spectral characteristic h f ζ , f θ of the optimal linear estimate of the functional Aζ is calculated by formula (13) or (16) . The mean square error of the prediction is equal to a(1), . . . ) , 
Example 3.1. Consider two uncorrelated two-dimensional stationary sequences ξ(n) = ξ 0 (n) ξ 1 (n) and η(n) = η 0 (n) η 1 (n) , I. I. DUBOVETS KA AND M. P. MOKLYACHUK n ∈ Z, such that ξ 0 (n) is a one-dimensional stationary Ornstein-Uhlenbeck sequence with spectral density f 0 (λ) = 5/4 2π|1 − 1/2 · e −iλ | 2 , ξ 1 (n) is a one-dimensional stationary sequence that is uncorrelated with ξ 0 (n) whose density is f 1 (λ) = 3 2π |1 + e iλ | 2 , η 0 (n) is a white noise sequence with spectral density g 0 (λ) = 3 2π , and η 1 (n) is a white noise sequence that is uncorrelated with η 0 (n) whose density is g 1 (λ) = 2 π . According to Gladyshev's Theorem 2.1, one can construct two periodically correlated sequences with period T = 2 such that ζ(n) = ξ 0 (n) + e πin ξ 1 (n) and θ(n) = η 0 (n) + e πin η 1 (n).
We estimate the linear functional Aζ = αζ(0) = αξ 0 (0) + αξ 1 (0) with a(0) = α, α ∈ R, and a(k) = 0, k 1.
Evaluating the spectral characteristic h(f ζ , f θ ) by using formula (13), we obtain the estimatê
according to equality (11) . The mean square error of this estimate is evaluated from formula (14) as
The spectral density of the two-dimensional stationary sequence ζ(n) is given by (5) and equals
Analogously, the matrix of spectral densities of the two-dimensional stationary sequence θ(n) is equal to f θ (λ) = 1 2π
The minimax (robust) method of filtration
If the matrices of spectral densities f (λ) and g(λ) are known for two T -dimensional stationary sequences ζ(j) and θ(j) obtained by splitting the one-dimensional periodically correlated sequences ζ(j) and θ(j) in blocks of length T , respectively, then one can use formulas (13)- (17) to evaluate the spectral characteristic and mean square error of the optimal linear estimate of the functional Aζ. If the matrices of densities are not known but a set D = D f × D g of admissible spectral densities is given, then one can follow the minimax approach to estimate the functional that depends on periodically correlated sequences. We search an estimate that minimizes the mean square error simultaneously for all spectral densities belonging to the class D. 
The following results can be checked explicitly by using relations (8)-(17) obtained above (see [15] ). 
or the conditional extremum problem
If one of the densities, either (9) or (10), is known, then problems (19) and (20) become conditional extremum problems with respect to the sequence of the coefficients
Let the spectral density f (λ) be known and admit canonical factorization (9) . Then the spectral density g 0 (λ) also admits canonical factorizations (8), (10) and is the least favorable density for the optimal linear filtration of the functional Aζ if
and where the matrix coefficients {d 0 (k), k ≥ 0} are determined by the solution
of the conditional extremum problem
Lemma 4.3. Let the spectral density g(λ) be known and admit canonical factorization (10) . Then the spectral density f 0 (λ) also admits canonical factorizations (8) and (9) and is the least favorable density for the optimal linear filtration of the functional Aζ if π −π r θ,0 (e iλ ) b 0 (λ)V −1 (T λ)f (T λ)V (T λ) b 0 (λ) * r θ,0 (e iλ ) dλ + 1 2πT π −π r ζ,0 (e iλ ) b 0 (λ)V −1 (T λ)g(T λ)V (T λ) b 0 (λ) * r ζ,0 (e iλ ) dλ depends linearly on unknown densities f and g belonging to the set of admissible densities D and where the functions r ζ,0 (e iλ ) and r θ,0 (e iλ ) are calculated by relations (15) and (18) where ∂Δ D (f 0 , g 0 ) is the subdifferential of the convex functional Δ D (f, g) at the point (f, g) = (f 0 , g 0 ) (see [16] for detail).
