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properties of the right–invariant fields under Poisson–Lie T–plurality are used to
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1 Introduction
T-duality of strings may be realized as a canonical transformation acting on the
fields in a two-dimensional nonlinear σ–model. This model describes the worldsheet
theory of a string propagating on some target manifold equipped with a background
tensor field Fµν which is a convenient rearrangement of the metric and the Kalb–
Ramond B–field. For open strings the worldsheet has boundaries, by definition
confined to D–branes, hence the action is subject to boundary conditions. Imposing
extra symmetries, e.g., conformal invariance, restricts these conditions. They deter-
mine the dynamics of the ends of the string, and hence the embedding of D–branes
in the target space. Applying duality transformations yields the dual boundary
conditions and hence the geometry of D–branes in the dual target.
Traditional T-duality requires the presence of an isometry group leaving the σ–
model invariant, a rather severe restriction. In Poisson–Lie T–duality [1] isometries
are not necessary, provided the two dual target spaces are both Poisson–Lie group
manifolds (or at least Poisson–Lie groups act freely on them) whose Lie algebras
constitute a Drinfel’d double. That is, they are maximally isotropic Lie subalgebras
in the decomposition of a Lie bialgebra d = g
.
+ g˜, where g˜ ≡ g∗. The background
Fµν is related to the Poisson structure on the target manifold and satisfies the
Poisson–Lie condition, a restriction that replaces the traditional isometry condition.
Recently the transformation of worldsheet boundary conditions under Poisson–
Lie T–duality was derived in [2]. The key formulae were transformations of left–
invariant fields1
L˜t++(g˜) = E˜
−t(g˜) ·E−t0 · Et(g) · Lt++(g), (1)
L˜t=(g˜) = −(E˜(g˜))−1 · E−10 ·E(g) · Lt=(g), (2)
obtained from the canonical transformations derived in [3],[4]. Here g and g˜ are
elements of the groups corresponding to g and g˜, respectively, and the subscripts
++ and = refer to the worldsheet lightcone coordinates.
Poisson–Lie T–plurality [5] is a further generalization of T–duality, where the
mutually dual target spaces do not necessarily belong to the same Lie algebra de-
composition of the Drinfel’d double (i.e., they belong to different Manin triples).
In articles [6] and [7] we found classical solutions of σ–models in curved back-
grounds by applying Poisson–Lie T–plurality transformations to flat σ–models. Un-
fortunately, we were not able to control the boundary conditions necessary for string
solutions in the curved background or, more precisely, to identify the conditions for
the flat solution that transform to suitable conditions in the curved background.
Our goal here is to derive a transformation of boundary conditions under Poisson–
Lie T–plurality that could enable us to control the boundary conditions in the trans-
formed σ–model. Analogues of the formulae (1) and (2) for Poisson–Lie T–plurality
were derived in [8] so that we can easily write down the transformation of the bound-
ary conditions. As the σ–models investigated in [6], [7] and other papers of ours are
formulated in terms of right–invariant fields ∂±gg
−1 we shall use this formulation
1The dot denotes matrix multiplication, t denotes transposition, E−t ≡ (Et)−1 where E is a general
background field in the Lie algebra frame, and E0 is a constant matrix.
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In Section 2 we review Poisson–Lie T–plurality and introduce the framework
necessary for the subsequent analysis. In Section 3 we list and discuss the set of
boundary conditions required to define consistent σ–models, describing them in
terms of a gluing matrix. In Section 4 we derive the T–plurality transformation
of the gluing matrix, and show that it does not automatically yield well-defined
boundary conditions on the T–plural side. In Sections 5 and 6 we analyze two
explicit examples, one three-dimensional and one two-dimensional, demonstrating
how different D–branes transform under Poisson–Lie T–plurality. In the process,
we discuss the conditions necessary to eliminate any interdependence of the gluing
matrices on coordinates of the different target spaces involved. Finally, Section 7
contains our conclusions.
2 Elements of Poisson–Lie T–plurality
The classical action of the σ–model under consideration is
SF [φ] =
∫
Σ
d2x ∂−φ
µFµν(φ)∂+φν (3)
where F is a tensor on a Lie group G and the functions φµ : Σ ⊂ R2 → R, µ =
1, 2, . . . ,dimG are obtained by the composition φµ = yµ ◦g of a map g : Σ→ G and
components of a coordinate map y of a neighborhood Ug of an element g(x+, x−) ∈
G. For the purpose of this paper we shall assume that the worldsheet Σ has the
topology of a strip infinite in timelike direction, Σ = 〈0, π〉 × R.
On a Lie group G the tensor F can be written as
Fµν = eµa(g)Fab(g)eν b(g) (4)
where eµ
a(g) are components of the right-invariant Maurer–Cartan forms dgg−1
and Fab(g) are matrix elements of bilinear nondegenerate form F (g) on g, the Lie
algebra of G. The action of the σ–model then reads
SF [g] =
∫
Σ
d2x ρ−(g) · F (g) · ρ+(g)t (5)
where the right–invariant vector fields ρ±(g) are given by
3
ρ±(g)
a ≡ (∂±gg−1)a = ∂±φµ eµa(g), (∂±gg−1) = ρ±(g) · T, (6)
and Ta are basis elements of g. (Note that ρ±(g) is written in a condensed notation,
in full detail it would read ρ±(g(x+, x−), ∂±g(x+, x−)) since it is a map Σ→ g.)
The σ–models that are transformable under Poisson–Lie T–duality can be for-
mulated (see [1],[9]) on a Drinfel’d double D ≡ (G|G˜), a Lie group whose Lie algebra
d admits a decomposition d = g
.
+ g˜ into a pair of subalgebras maximally isotropic
2Left–invariant fields were used in [8].
3Note that while matrix multiplication is denoted by dot, for group multiplication we use concatena-
tion.
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with respect to a symmetric ad-invariant nondegenerate bilinear form 〈 . , . 〉. The
matrices Fab(g) for the dualizable σ–models are of the form [1]
F (g) = (E−10 +Π(g))
−1, Π(g) = b(g) · a(g)−1 = −Π(g)t, (7)
where E0 is a constant matrix, Π defines the Poisson structure on the group G, and
a(g), b(g) are submatrices of the adjoint representation of G on d. They satisfy
gTg−1 ≡ Ad(g) ⊲ T = a−1(g) · T, gT˜ g−1 ≡ Ad(g) ⊲ T˜ = bt(g) · T + at(g) · T˜ , (8)
where T˜ a are elements of dual basis in the dual algebra g˜, i.e., 〈Ta, T˜ b 〉 = δba. The
matrix a(g) relates the left– and right–invariant fields on G, via
(g−1∂±g) = L±(g) · T, L±(g) = ρ±(g) · a(g). (9)
The equations of motion of the dualizable σ–models can be written as Bianchi
identities for the right–invariant fields ρ˜±(h˜) on the dual algebra g˜ satisfying [9]
ρ˜+(h˜) · T˜ ≡ (∂+h˜h˜−1) = −ρ+(g) · F (g)t · a−t(g) · T˜ , (10)
ρ˜−(h˜) · T˜ ≡ (∂−h˜h˜−1) = +ρ−(g) · F (g) · a−t(g) · T˜ . (11)
This is a consequence of the fact that the equations of motion of the dualizable
σ–model can be written as the following equations on the Drinfel’d double [1],
〈 ∂±ll−1 , E± 〉 = 0, (12)
where l = gh˜ and E± are two orthogonal subspaces in d. On the other hand, the solu-
tion g(x+, x−) of the equations of motion of the action (5) gives us a flat connection
(10), (11), which is therefore locally pure gauge, and the gauge potential h˜(x+, x−)
is determined up to right–multiplication by a constant element h˜0. Therefore we
find l(x+, x−) = g(x+, x−) · h˜(x+, x−), the so–called lift of the solution g(x+, x−) to
the Drinfel’d double, determined up to the constant shift
l→ lh˜0, h˜0 ∈ G˜. (13)
In general, as was realized already in [1] and then further developed in [5], there
are several decompositions (Manin triples) of a Drinfel’d double. Let gˆ
.
+ g¯ be
another decomposition of the Lie algebra d. The pairs of dual bases of g, g˜ and gˆ, g¯
are related by the linear transformation(
T
T˜
)
=
(
p q
r s
)(
T̂
T¯
)
, (14)
where the duality of both bases requires(
p q
r s
)−1
=
(
st qt
rt pt
)
, (15)
i.e.,
p · st + q · rt = 1,
p · qt + q · pt = 0,
r · st + s · rt = 0.
(16)
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The σ–model obtained by the plurality transformation is then defined analogously
to the original one, namely by substituting
F̂ (gˆ) = (Ê−10 + Π̂(gˆ))
−1, Π̂(gˆ) = b̂(gˆ) · â(gˆ)−1 = −Π̂(gˆ)t, (17)
Ê0 = (p+ E0 · r)−1 · (q + E0 · s) = (st ·E0 − qt) · (pt − rt ·E0)−1 (18)
into (4), (5). Solutions of the two σ–models are related by two possible decomposi-
tions of l ∈ D, namely
l = gh˜ = gˆh¯. (19)
The transformed solution gˆ is determined by the original solution g(x+, x−) up to
a choice of constant shift (13).
3 Boundary conditions and D–branes
The properties of D-branes in the groups G and Gˆ can be derived from the so–
called gluing operators R and R̂, respectively; the number of their −1 eigenvalues
determines the number of Dirichlet directions and hence the dimension of the D-
branes. Moreover, the explicit form of the operator in principle yields the embedding
of a brane in the target space.
We impose the boundary conditions for open strings in the form of the gluing
operator R relating the left and right derivatives of field g : Σ→ G on the boundary
of Σ,
∂−g|σ=0,π = R∂+g|σ=0,π, σ ≡ x+ − x−. (20)
As we have to work with several choices of coordinates, we denote the matrices
corresponding to the operator R in the bases of coordinate derivatives as Rφ, Rλ,
etc., e.g.,
∂−φ|σ=0,π = ∂+φ · Rφ|σ=0,π, (21)
or
∂−λ|σ=0,π = ∂+λ ·Rλ|σ=0,π, (22)
where ∂−φ, ∂−λ are row vectors of the derivatives of the respective coordinates
(therefore matrices of operators in our notation may differ by a transposition from
expressions in other papers). Nevertheless, we suppress the indices φ, λ in expres-
sions valid in any choice of coordinates, R having the obvious meaning of the matrix
of the gluing operator, the tensor F is assumed to be expressed in the same coordi-
nates etc.
We define the Dirichlet projector Q that projects vectors onto the space normal
to the D–brane, which is identified with the eigenspace of R with the eigenvalue
−1, and the Neumann projector N , which projects onto the tangent space of the
brane. The corresponding matrices Q, N are given by the axioms
Q2 = Q, Q · R = −Q, N = 1−Q. (23)
In so–called adapted coordinates λα (where α = 1, . . . ,dimG) the gluing matrix
can be written as [10]
Rλ =
(
Rm
n 0
0 −δij
)
, m, n = 1, . . . , p+ 1, i, j,= p+ 2, . . . ,dimG. (24)
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If the B–field of the model vanishes one can choose Rm
n = δm
n. In such coordinates
the terminology becomes clearer as λi become coordinates in the Dirichlet directions,
∂τλ
i =
1
2
(∂+ + ∂−)λ
i = 0,
whereas λm are Neumann directions. This is a traditional misnomer; it is actually
a generalization of the Neumann boundary conditions
∂σλ
m =
1
2
(∂+ − ∂−)λm = 0
to the cases with nonvanishing B–field (a better notation might be free boundary
conditions, but we shall stick to the traditional “Neumann”).
To obtain the corresponding boundary conditions written in terms of right–
invariant fields ρ±(g), we must first express the gluing operator in the group coor-
dinates y as
Rφ = T (y) ·Rλ · T (y)−1,
where
T (y)µ
α =
∂λα
∂yµ
(y),
and then transform it into the basis of the Lie algebra of right–invariant fields,
Rρ = e
−1(g) ·Rφ · e(g) = e−1(g) · T (y) ·Rλ · T (y)−1 · e(g), (25)
where e(g) are the right–invariant vielbeins on G introduced in eq. (6). The bound-
ary conditions may then be expressed in terms of the right–invariant fields, as
ρ−(g)|σ=0,π = ρ+(g) ·Rρ|σ=0,π. (26)
Of course, not every operator–valued function on the target space, in our case
the group G, can be interpreted as a gluing operator, giving consistent boundary
conditions for the σ–model in question. There are several restrictions on R, derived,
e.g., in [10]. We shall briefly recall how these conditions arise and rewrite them in
a slightly more compact but equivalent form.
First, in order that the adapted coordinates exist in a particular point we must
impose
R ·Q = Q ·R . (27)
This is essentially a part of the definition of Q; otherwise Q is not fully determined
because to define a projector we need to specify its image and its kernel. Eq. (23)
defines the image of Q to be an eigenspace of R, while eq. (27) implies that the
kernel is the sum of all the remaining (generalized) eigenspaces of R. On the other
hand, condition (27) is a restriction on R since it tells us that the geometrical4 and
algebraic5 multiplicities of the eigenvalue −1 are equal. If this condition does not
4I.e., the dimension of the eigenspace.
5I.e., the multiplicity of the root of the characteristic polynomial.
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hold, one cannot find adapted coordinates (24) and the boundary conditions cannot
be split into Dirichlet and (generalized) Neumann directions.
The distribution defined by the image of the Neumann projector must be inte-
grable in order to be a tangent space to a submanifold, i.e., the brane. We find using
Frobenius theorem on integrability of distributions that the distribution must be in
involution. When expressed in terms of the matrix N of the Neumann projector
this condition reads in any coordinates,
N µκ N
ν
λ ∂[µN
ρ
ν] = 0 . (28)
In an arbitrary, non–coordinate frame, e.g., when expressed in terms of the right–
invariant fields, the condition (28) appears more complicated. It may in general
be expressed using covariant derivatives but for simplicity we shall use only the
coordinate expression (28).
Since our σ–models are studied with applications to string theory in mind, they
are often viewed as gauge fixed Polyakov actions. This imposes a further constraint
on the solutions, in the form of a vanishing stress tensor
T++ = T−− = 0
(the trace T+− vanishes automatically). Enforcing this condition not only in the
bulk but also on the boundary leads to the consistency condition that the gluing
operator preserves the metric on the target space, in other words is orthogonal with
respect to the metric. If this condition were not satisfied the σ–model would not
allow generic string solutions. Explicitly we have
R · G · Rt = G, (29)
where the metric is written as G = (F + F t)/2. Equivalently in the Lie algebra
frame {Ta} we express the metric as (F + F t)/2 and consequently we have
Rρ · (F + F t) ·Rtρ = (F + F t). (30)
We moreover require that what we identified as Dirichlet and Neumann direc-
tions are indeed orthogonal with respect to the metric on the target space,
N · G ·Qt = 0 . (31)
When the metric on the target space is positive (or negative) definite, this is an au-
tomatic consequence of (29). In the pseudo–Riemannian signature it is an additional
constraint weeding out pathological configurations.
Finally, a crucial condition follows from the field variation of the action. Since
the boundary conditions should be such that the variation of the action vanishes
not only in the bulk but also on the boundary (that is why we impose the boundary
conditions in the first place) we find by inspection of the boundary term arising in
the variation that under the assumption of locality6 we must impose
δφ ·Nφ · (F · ∂+φt −F t · ∂−φt)|σ=0,π = 0,
6I.e., the integrand itself, not only the integral
∫
∂Σ
(. . .), vanishes.
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which after the use of eq. (21) becomes
δφ ·Nφ · (F − F t ·Rtφ) · ∂+φt|σ=0,π = 0. (32)
Because δφ = δφ · Nφ (i.e., δφ is tangent to the brane), and since ∂+φt are not
further restricted, we find
N · (F − F t ·Rt) = 0, (33)
which, using eqs. (27) and (31) as well as the following consequences of the definition
of the projectors (23)
N · (1+R) = 1+R, N · (1−R) = 1−R− 2Q, (34)
can be rewritten in an equivalent form originally deduced and used in [10],
N · F ·N t −N · F t ·N t · Rt = 0. (35)
In fact, once we impose condition (27), the pair of conditions (31) and (35) are
equivalent to the condition (33). For example, assuming (33) we can establish (31)
as follows,
2N · G ·Qt = N · (F +F t) ·Qt = N · (F ·Qt−F t ·Rt ·Qt) = N · (F −F t ·Rt) ·Qt = 0,
where we have used first eq. (23) and then eq. (33). Moreover, once we have estab-
lished that the condition (31) holds we know that eqs. (33) and (35) are equivalent.
To summarize, we are lead to the following conditions on a consistent gluing
operator R,
Q2 = Q, N = 1−Q, R ·Q = Q · R = −Q,
N µκ N
ν
λ ∂[µN
ρ
ν] = 0,
R · G ·Rt = G, (36)
N · (F − F t · Rt) = 0.
Next we investigate whether or not these conditions are preserved under Poisson–
Lie T–plurality. As we shall see by investigation of explicit examples, they are not
preserved in general.
4 Poisson–Lie T–plurality transformations of
right–invariant fields and boundary conditions
The derivation of Poisson–Lie T–plurality transformations of left–invariant fields
was presented in [8] but we find it instructive to repeat it here for the right–invariant
fields. In particular we derive the formulae generalizing eqs. (1) and (2).
Let us write the right–invariant field (∂+ll
−1) on the Drinfel’d double in terms
of ρ+(g) and ρ˜+(h˜),
(∂+l l
−1) = (∂+(gh˜)(gh˜)
−1) = ρ+(g) · T + ρ˜+(h˜) · gT˜ g−1
= ρ+(g) · T + ρ˜+(h˜) ·
[
bt(g) · T + at(g) · T˜
]
.(37)
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Using the equations of motion (10) and the formula (7) for F (g) we get
(∂+l l
−1) = ρ+(g) · T − ρ+(g) · F (g)t ·
[
a−t(g) · bt(g) · T + T˜
]
= ρ+(g) · F (g)t ·
[
E−t0 · T − T˜
]
. (38)
Similarly, from the decomposition l = gˆh¯ we get
(∂+l l
−1) = ρ̂+(gˆ) · F̂ (gˆ)t ·
[
Ê−t0 · T̂ − T¯
]
. (39)
Substituting the relation (14) into eq. (38) and comparing coefficients of T̂ and T¯
with those in (39) we find the transformation of right–invariant fields under Poisson–
Lie T–plurality,
ρ̂+(gˆ) = −ρ+(g) · F t(g) ·
[
(Et0)
−1 · q − s] · F̂−t(gˆ). (40)
In the same way we can derive
ρ̂−(gˆ) = ρ−(g) · F (g) ·
[
E−10 · q + s
] · F̂−1(gˆ). (41)
The formulae (1) and (2) for T–duality are obtained if q = 1, s = 0, F (g) =
E(g−1), ρ+(g) = −L=(g−1), ρ−(g) = −L++(g−1), in agreement with the alternative
version for the σ–model action used in [2],
SE [g] =
∫
Σ
d2xL++(g) ·E(g) · Lt=(g). (42)
Substituting eqs. (40) and (41) into the gluing condition (26) we find the T–
plural boundary condition
ρ̂−(gˆ)|σ=0,π = ρ̂+(gˆ) · R̂ρ|σ=0,π, (43)
where the T–plural gluing matrix is given by
R̂ρ = F̂
t(gˆ) ·M−1− · F−t(g) ·Rρ(g) · F (g) ·M+ · F̂−1(gˆ), (44)
and
M+ ≡ s+ E0−1 · q, M− ≡ s− E0−t · q. (45)
Eq. (44) defines the transformation of the gluing matrix Rρ under Poisson–Lie T–
plurality. For Poisson–Lie T–duality, i.e., for q=r=1, p=s=0, the map (44) reduces
(up to transpositions due to the different notation for matrices) to the duality map
found in [2],
R˜ = −E˜−1 ·E−10 · E · R ·E−t · Et0 · E˜t . (46)
An obvious problem is that the transformed gluing matrix R̂ρ may depend not
only on gˆ but also on g, i.e., after performing the lift into the double gh˜ = gˆh¯ it may
depend on the new dual group elements h¯ ∈ G¯, which contradicts any reasonable
geometric interpretation of the dual boundary conditions. Nevertheless, as we shall
see in Section 5, if g and gˆ represent the maps Σ → G and Σ → Gˆ related by the
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plurality transformation, the boundary conditions (26) and (43) are equivalent in
the sense that they result in the same conditions on arbitrary functions (see e.g.
(85) ) occurring in solutions of the Euler–Lagrange equation of the action (5).
The T–plural counterparts of the Dirichlet and Neumann projectors may be
consistently introduced in the same manner as for the T-dual case [2], letting the
relations R̂ · Q̂ = Q̂ · R̂ = −Q̂ and N̂ = 1 − Q̂ define Q̂ and N̂ on Ĝ. When the
conditions (36) are satisfied also for R̂, Q̂, N̂ , then given a nonlinear σ–model on G
with well-defined boundary conditions, we find a σ–model on Ĝ with well-defined
boundary conditions.
The conformal condition (29) is preserved under the Poisson–Lie T–plurality,
i.e., eq. (30) implies
R̂φ · Ĝ · R̂φ
t
= Ĝ, R̂ρ · Ĝ(g) · R̂ρt = Ĝ(g). (47)
This is seen by using eqs. (30) and (44), as well as the identities
F (g)−t ·G(g) · F (g)−1 = E−10 + E−t0 =M± · (Ê−10 + Ê−t0 ) ·M t±, (48)
which follow from eqs. (16)–(18).
Imposing the condition (33) on the T–plural model, and working in the basis of
right–invariant fields, we may substitute eq. (44) in the left–hand side of eq. (33),
to obtain
N̂ · (F̂ − F̂ t · R̂ρ
t
) = N̂ · (F̂ − F̂ t · F̂−t · (s+E−10 · q)t ·Ct · (s−E−t0 · q)−tF̂ ), (49)
where we have defined C ≡ F−t(g) · Rρ(g) · F (g). This simplifies to
N̂ · ((s− E−t0 · q)t − (s+ E−10 · q)t · Ct) · (s− E−t0 · q)−t · F̂ .
The last two terms are by construction regular matrices and can be omitted while
investigating when the expression (49) vanishes. Consequently, the T–plural version
of condition (33) has the form
N̂ · ((s− E−t0 · q)t − (s +E−10 · q)t · Ct) = 0. (50)
To gain a better understanding of eq. (50), consider the particular case of orig-
inally purely Neumann boundary conditions, i.e., free endpoints. In this case
Rρ(g) = F
t(g) · F−1(g), i.e., C = 1, and the transformation (44) is well–defined
(i.e., R̂ρ is function of gˆ only) on any of the groups in any decomposition of the
Drinfel’d double. This means that any T–plural R̂ depends on the coordinates on
the respective group Gˆ only. In this case the condition (50) further simplifies to
N̂ · qt = 0, (51)
where again regular matrices have been omitted in the product. We conclude that
in the case of Poisson–Lie T–duality, where q = 1, the dual gluing operator satisfies
condition (33) only if it is completely Dirichlet, in which case the dual version of
(33) is trivially satisfied.
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A possible solution to this problem, considered already in [11], comes from the
fact that the condition (33) is modified if the endpoints of the string are electrically
charged. Let us modify the action by boundary terms
SF [φ]→ SF [φ] + Sboundary[φ] (52)
where
Sboundary[φ] = q0
∫
σ=0
Aµ
∂φµ
∂τ
dτ + qπ
∫
σ=π
Aµ
∂φµ
∂τ
dτ (53)
corresponds to electrical charges q0, qπ associated with the two endpoints of the
string interacting with electric field(s) present on the respective D–branes. In order
to make the following derivation easily comprehensible let us assume that the po-
tential Aµ can be in an arbitrary but smooth way extended to the neighborhood of
the respective brane7 and denote the field strength of the potential Aµ by
8
∆µν =
1
2
(
∂Aν
∂yµ
− ∂Aµ
∂yν
)
, i.e. ∆ = dA. (54)
Consequently, the equations of motion in the bulk obtained by the variation of the
action are left unchanged but we find on the boundary
δφ ·Nφ · (F − F t · Rtφ + q0∆ · (1 +Rtφ)) · ∂+φt|σ=0 = 0 (55)
together with
δφ ·Nφ · (F − F t ·Rtφ − qπ∆ · (1 +Rtφ)) · ∂+φt|σ=π = 0 (56)
instead of (32). Therefore, by similar arguments as before we find the following
conditions instead of (33)
N · (F − F t · Rt + q0∆ · (1 +Rt))|σ=0 = 0,
N · (F − F t ·Rt − qπ∆ · (1 +Rt))|σ=π = 0.
Because these conditions should hold irrespective of which of the two endpoints lies
on the considered brane (i.e. on any given brane a string may begin, end or both) we
see that the endpoints are oppositely charged (and by proper choice of convention
for Aµ we set the charge to unity)
q0 = −qπ = 1. (57)
That means that the condition (33) modified by the presence of electric charge at
the endpoints reads
N · ((F +∆)− (F +∆)t · Rt) = 0. (58)
In fact, recalling eq. (34) and writing
N · (∆−∆t ·Rt) = N ·∆ · (1+Rt) = N ·∆ ·N t · (1+Rt) (59)
7generalization to the case when this is not possible will be explained below
8recall that yµ are coordinates on G and φµ = yµ ◦ g
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we see that only derivatives of Aµ along the brane are relevant in the variation of
the action SF [φ] + Sboundary[φ], i.e. the resulting condition (58) doesn’t depend on
the way we extend Aµ outside the brane. If such an extension is impossible the
definition (54) of ∆ is obviously meaningless and must be corrected in the following
way. We introduce the embedding ι of the brane B
ι : B → G, B ≃ ι(B) ⊂ G
and construct the electric field on the brane as
∆B = dBA ∈ Ω2(B). (60)
Then we may pointwise extend ∆B|p to a two–form ∆|ι(p) with values in Ω2ι(p)(G)
(i.e. a two–form on G in the point ι(p))
∆(V,W )|ι(p) = ∆B (N (V ),N (W )) |p, p ∈ B, V,W ∈ Tι(p)G (61)
(where the natural identification TpB ≃ ι∗(TpB) = Im(N )|ι(p) is assumed). With
this understanding in mind the condition (58) remains the same as before but sup-
plemented by a consequence of (61)
∆ = N.∆.N t. (62)
Consequently, even if the target group G is foliated by D–branes, and ∆ con-
structed as a collection of ∆’s on different branes may be well–defined and smooth
on G (or its open subset), ∆ may nonetheless not be closed – only its restrictions
∆|B to the respective branes need to be closed in order to allow the potential Aµ
along the brane.
In the following we shall use the condition (58) to look for suitable background
electric field strength ∆ such that the boundary equations of motion are satisfied
in the transformed models. Taking into account (59) we see that (58) determines
∆ = N.∆.N t uniquely and generically smoothly (except when N changes rank).
The self–consistency of such a procedure of course requires that ∆ found in this
way is closed along the branes, i.e.
Nκ
νNλ
ρNµ
σ∂[ν∆ρσ] = 0 (63)
and hence9 gives rise to the potential Aµ.
We should note that the case of free endpoints, i.e., purely Neumann boundary
condition Rρ(g) = F
t(g) · F−1(g), was investigated in [11]. The approach used
there was based on symplectic geometry and it was shown that the Poisson–Lie
T–dual configuration corresponds to D–branes as symplectic leaves of the Poisson
structure on the dual group G˜ (once one fixes one end of the dual string at the
origin of G˜ using the freedom of a constant shift (13)) and that the correction ∆
in this case exists and is obtained from Semenov–Tian–Shansky symplectic form on
the Drinfel’d double as symplectic form on the symplectic leaves and is therefore
closed along the branes. Those results are in accord with the analysis here. Also
it is clear from the conclusions of [11] that in this particular case the integrability
condition (28) is automatically satisfied on the dual since the symplectic leaves are
submanifolds.
9 up to possible topological obstructions which we shall neglect here
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5 Three–dimensional example
As mentioned in Section 1, there are several explicitly solvable σ–models whose
solutions are related by Poisson–Lie T–plurality. We can construct their gluing
matrices corresponding to D-branes and check the equivalence of eqs. (26) and (43).
Here we present a three–dimensional example, where one of the solutions is flat with
vanishing B–field while the T–plural one is curved and torsionless. They are given
by a six–dimensional Drinfel’d double with decompositions into, on the one hand,
the Bianchi 5 and Bianchi 1 algebras, and on the other hand, the Bianchi 60 and
Bianchi 1 algebras. On Bianchi 5 the background is given by
E0 = F (g) =
 0 0 κ0 κ 0
κ 0 0
 , κ ∈ R. (64)
The right–invariant vielbein in a convenient parameterization g = g(yµ) of the
solvable group corresponding to Bianchi 5 is
e(g) =
 1 0 00 e−y1 0
0 0 e−y
1
 , (65)
so that the tensor field of the conformal σ–model that lives on this group reads
Fµν(y) =
 0 0 κe−y
1
0 κe−2y
1
0
κe−y
1
0 0
 . (66)
The metric of this model is indefinite and flat. The general solution of the equations
of motion is [7]
φ1(x+, x−) = − ln(−W1 − Y1),
φ2(x+, x−) = −W2+Y2W1+Y1 ,
φ3(x+, x−) = W3 + Y3 +
(W2+Y2)2
2(W1+Y1)
,
(67)
where Wj =Wj(x+), Yj = Yj(x−) are arbitrary functions.
The σ–model related to that on Bianchi 5 by Poisson–Lie T–plurality lives on
the solvable group corresponding to Bianchi 60, and its tensor field obtained from
Ê0 = F̂ (gˆ) =
 1κ 1κ κ21
κ
1
κ
−κ2
κ
2 −κ2 0
 (68)
and
ê(gˆ) =
 cosh ŷ3 − sinh ŷ3 0− sinh ŷ3 cosh ŷ3 0
0 0 1
 (69)
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reads
F̂µν(ŷ) =

1
κ
e−2by
3 1
κ
e−2by
3 κ
2e
by3
1
κ
e−2by
3 1
κ
e−2by
3 −κ2 eby
3
κ
2 e
by3 −κ2eby
3
0
 . (70)
The Ricci tensor of this metric is nontrivial so that the background is curved but
has zero Gauss curvature.
The transformation (14) between the bases of decompositions of the Lie algebra
of the Drinfel’d double into Bianchi 5
.
+ Bianchi 1 and Bianchi 60
.
+ Bianchi 1 is
given by the matrix
(
p q
r s
)
=

0 0 −1 0 0 0
0 0 0 1 1 0
−1 1 0 0 0 0
0 0 0 0 0 −1
1
2
1
2 0 0 0 0
0 0 0 −12 12 0
 , (71)
and the coordinate transformation on the Drinfel’d double that follows from this
reads (see [7])
ŷ1 = −y3 + 12 h˜2,
ŷ2 = y3 + 12 h˜2,
ŷ3 = −y1,
(72)
h¯1 = −12 h˜3 + y2,
h¯2 =
1
2 h˜3 + y
2,
h¯3 = −h˜1 + h˜2 y2,
(73)
where y, h˜, ŷ, h¯ are coordinates on the respective subgroups G, G˜, Ĝ, G¯ that cor-
respond to the different decompositions of the Drinfel’d double. Inserting eqs. (67)
and the solution of eqs. (10), (11) into eqs. (72), we obtain the solution [7] of the
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equations of motion for the σ–model in the curved background given by F̂ ,
φ̂1(x+, x−) =
1
2κ [Y1(x−)W2(x+)− Y2(x−)W1(x+)]− [W3(x+) + Y3(x−)]
−12 [W2(x+)+Y2(x+)]
2
(W1(x+)+Y1(x−)]
+ 12κ(α(x+) + β(x−)),
φ̂2(x+, x−) =
1
2κ [Y1(x−)W2(x+)− Y2(x−)W1(x+)] + [W3(x+) + Y3(x−)]
+12
(W2(x+)+Y2(x−))
2
W1(x+)+Y1(x−)
+ 12κ(α(x+) + β(x−)),
φ̂3(x+, x−) = ln(−W1(x+)− Y1(x−)),
(74)
where α, β satisfy (primes denote differentiation)
α ′ = W1W
′
2 −W2W ′1, (75)
β ′ = Y2Y
′
1 − Y1Y ′2 .
5.1 D–branes
In the following we analyze examples of D–branes for which the adapted coordinates
λα of the flat model are equal to those that bring the metric of the flat model to
the diagonal form
Fkl(λ) =
 −κ 0 00 κ 0
0 0 κ
 ,
namely
λ1(y) = λ10 −
1√
2
[
y3 +
1
2
(y2)2e−y
1
+ e−y
1
]
,
λ2(y) = λ20 + y
2e−y
1
, (76)
λ3(y) = λ30 +
1√
2
[
y3 +
1
2
(y2)2e−y
1 − e−y1
]
.
In these coordinates the gluing matrices Rλ by assumption become diagonal [10].
• D2-branes. The Dirichlet projector is zero (and the Neumann projector is the
identity) in this case and as the tensor F is symmetric it follows from eq. (33)
that the gluing matrices are
Rλ = Rφ = Rρ =
 1 0 00 1 0
0 0 1
 . (77)
The conditions (36) are trivially satisfied. The condition (26), or equivalently
(22), then gives the boundary conditions for the solution (67),
W ′j(x+)|σ=0,π = Y ′j (x−)|σ=0,π, j = 1, 2, 3. (78)
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From eq. (44) we get
R̂ρ = R̂φ =
 0 −1 0−1 0 0
0 0 1
 . (79)
This matrix has eigenvalues (-1,1,1) and the eigenvector corresponding to the
eigenvalue -1 is spacelike in the (curved) metric (70) so that the D2–brane is
transformed to a D1–brane. The Dirichlet projector obtained from eqs. (23)
and (27) is
Q̂ =
 12 12 01
2
1
2 0
0 0 0
 , (80)
and the conditions (36) are satisfied for the matrix (79). Using eqs. (74) and
(78) one can verify that
∂−φ̂|σ=0,π = ∂+φ̂ · R̂φ|σ=0,π, (81)
which is equivalent to eq. (43). Note that unlike the D1-branes and D0-branes
discussed below, in this case neither the matrix Rρ nor R̂ρ depends on elements
of the groups G and Gˆ.
• D1-branes. We have chosen the branes as coordinate planes of the flat coor-
dinates, i.e.,
Rλ =
 1 0 00 1 0
0 0 −1
 , (82)
which in y–coordinates gives the y–dependent gluing matrix
Rφ =

(y2)2
2
1
2y
2
[
(y2)2 − 2] −14e−y1 [(y2)2 − 2]2
−y2 1− (y2)2 12e−y
1
y2
[
(y2)2 − 2]
−ey1 −ey1y2 (y2)22
 . (83)
The Dirichlet projector obtained from eqs. (23) and (27) is
Q =
 14
[
2− (y2)2] 14 [2(y2)− (y2)3] 18e−y1 [(y2)2 − 2]2
1
2(y
2)2 12(y
2)2 −14e−y
1
(y2)
[
(y2)2 − 2]
1
2e
y1 1
2e
y1(y2) 14
[
2− (y2)2]
 , (84)
and the conditions (36) are satisfied. The condition (26) then gives
W ′1(x+)|σ=0,π = Y ′3(x−)|σ=0,π ,
W ′2(x+)|σ=0,π = Y ′2(x−)|σ=0,π , (85)
W ′3(x+)|σ=0,π = Y ′1(x−)|σ=0,π .
From eq. (44) we obtain R̂ρ and R̂φ, which however are too complicated to be
displayed here. The matrix R̂φ depends on the coordinates on both Ĝ and
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G and consequently on G¯, nevertheless, we have checked that the boundary
condition (43) for the solution (74) implies again the relations (85). In this
sense the conditions (26) and (43) are equivalent.
The eigenvalues of R̂φ are 1,−1 + (y2)2 ±
√
(y2)4 − 2(y2)2 so that for y2 6= 0
the projectors are Q̂ = 0, N̂ = 1, and the condition (33) is not satisfied.
On the other hand, the hypersurface y2 = 0 does not coincide with a D1–
brane in the original model since the tangent vector ∂y2 |y2=0 is Neumann.
Consequently, if at a given time the endpoint of a string is located at y2 = 0,
it might not stay there at later times. We conclude that in this case the
transformed D–brane configuration is not well–defined due to the dependence
of R̂ρ on the coordinates on G¯.
• D0-branes. We choose
Rλ =
 1 0 00 −1 0
0 0 −1
 , (86)
so that
Rφ =

(y2)2
2
(y2)3
2 + y
2 −14e−y
1 [
(y2)2 + 2
]2
−y2 −(y2)2 − 1 12e−y
1
y2
[
(y2)2 + 2
]
−ey1 −ey1y2 (y2)22
 . (87)
The Dirichlet projector is
Q =
 14
[
2− (y2)2] 14 [−(y2)3 − 2(y2)] 18e−y1 [(y2)2 + 2]2
(y2)
2
1
2
[
(y2)2 + 2
] −14e−y1(y2) [(y2)2 + 2]
1
2e
y1 1
2e
y1(y2) 14
[
2− (y2)2]
 (88)
and the conditions (36) are satisfied. The condition (26) yields
W ′1(x+)|σ=0,π = −Y ′3(x−)|σ=0,π,
W ′2(x+)|σ=0,π = −Y ′2(x−)|σ=0,π, (89)
W ′3(x+)|σ=0,π = −Y ′1(x−)|σ=0,π.
The matrix R̂φ is again rather complicated and depends on the coordinates of
both G and Ĝ, but once again using eqs. (74) and (89) one can verify that the
conditions (26) and (43) are equivalent in the sense explained above.
The eigenvalues of R̂φ are −1, 1 + (y2)2 ±
√
(y2)4 + 2(y2)2 and the Dirichlet
projector Q̂ obtained from eqs. (23) and (27) reads
Q̂ =

1
4 −14 e
2y
1
+
c
y3
2(y2)2+4
−14 14 − e
2y
1
+
c
y3
2(y2)2+4
1
4e
−2y1−cy3
(
(y2)2 + 2
) −14e−2y1−cy3 ((y2)2 + 2) 12
 . (90)
Due to (72-73), namely y2 = 12(h¯1 + h¯2), the projector Q̂ depends both on
Ĝ and G¯. The conditions (36) are again satisfied only for y2 = 0 but now
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the tangent vector ∂y2 |y2=0 is Dirichlet. We can therefore consistently restrict
ourselves in the original model to D0–branes inside the hypersurface y2 = 0.
Their plural counterparts are given by a gluing matrix of the form
R̂φ =
 12 12 −12e−by31
2
1
2
1
2e
−by3
−eby3 eby3 0
 , (91)
where we have used the coordinate transformation (72). Its eigenvalues are
(−1, 1, 1) and the eigenvector corresponding to the eigenvalue −1 is spacelike
so that the matrix (91) defines a D1–brane in the dual model.
• D(-1)-branes. We have
Rλ = Rφ = Rρ =
 −1 0 00 −1 0
0 0 −1
 . (92)
The Dirichlet projector is the identity in this case so that the conditions (36)
are trivially satisfied. The condition (26) then gives the boundary conditions
for the solution (67),
W ′j(x+)|σ=0,π = −Y ′j (x−)|σ=0,π, j = 1, 2, 3. (93)
From eq. (44) we find
R̂ρ = R̂φ =
 0 1 01 0 0
0 0 −1
 , (94)
and the T–plural Dirichlet projector is
Q̂ =
 12 −12 0−12 12 0
0 0 1
 . (95)
The conditions (36) are satisfied and the condition (93) implies both eq. (26)
and eq. (43). The matrix (94) has eigenvalues (−1,−1, 1) where +1 corre-
sponds to a spacelike direction. Hence we get a Euclidean D0–brane. Similarly
to the D2–brane case also here neither Rρ nor R̂ρ depends on elements of the
groups G and Gˆ.
5.2 Gluing matrices that produce R̂ dependent only on
Ĝ
The lesson we have learned from the previous subsection is that in some cases the
transformation of coordinates (72) may cure the problem of dependence of the glu-
ing matrix R̂ on elements of the group G¯. In particular, in our three-dimensional
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example it turned out that if D0-branes in Bianchi 5 are contained in the hypersur-
face of constant y2 located at y2 = 0 then due to eqs. (72) the plural gluing matrices
are well–defined.
In the present section we address the problem of coordinate cross–dependence
from another point of view. We shall assume that the plural gluing matrix depends
on elements of Gˆ only, i.e., it is independent of the dual coordinates on G¯, and we
derive the gluing matrices on both sides of the plurality that make this assumption
possible. Inspecting the transformation formula (44) for the gluing operator we find
that the T–plural gluing matrix R̂ρ is a function on Ĝ if and only if the matrix–
valued function
C(g) = F−t(g) · Rρ(g) · F (g)
extended to a function on the whole Drinfel’d double as CD(l) = C(g) where l = gh˜
satisfies
CD(gˆh¯) = CD(gˆ). (96)
In our particular setting, where the relations between original and new coordi-
nates on the Drinfel’d double D are given by eqs. (72) and (73), we find that (only)
the following combinations of ŷ’s can be written in terms of the original y’s,
ŷ2 − ŷ1 = 2y3, ŷ3 = −y1.
Consequently, if the original gluing matrix has the form
Rρ(g) = F
t(g) · C · F−1(g), (97)
where C = C(y1, y3), then the gluing matrices R̂ρ given by eq. (44) and R̂φ, R̂λ given
by eq. (25), can be expressed as functions on Ĝ only, i.e., they are well–defined. The
condition (30) that Rρ of the form (97) preserve the metric yields
C · (E−10 +E−t0 ) · Ct = (E−10 + E−t0 ). (98)
In other words, the matrices C belong to the representation of the groupO(n,dimG−
n) given by the constant symmetric matrix (E−10 +E
−t
0 ) with signature n.
For E0 of the form (64) we get the following possibilities,
C =
− α22β α β−ǫ α
β
ǫ 0
1
β
0 0
 , (99)
C =

(α+ǫ)2
4β
1−α2
2 γ − (α−ǫ)
2 β
2 γ2
− (α+ǫ) γ2β α (α−ǫ)βγ
− γ22β γ β
 , (100)
C =
 1β α −α2 β20 ǫ −ǫ α β
0 0 β
 , (101)
where ǫ = ±1, and α, β, γ are arbitrary functions of y1 and y3. In addition, the
matrices Rφ and R̂φ calculated from eqs. (25), (44), (97) must satisfy the conditions
(36) so that further restrictions on the matrices C are imposed.
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• Case (99): The conditions (36) for R are satisfied only if α = 0. The gluing
matrices then read
Rρ =
 0 0 1β0 ǫ 0
β 0 0
 , ǫ = ±1, β = β(y1, y3), (102)
R̂ρ =
1
2
 −ǫ −ǫ β−ǫ −ǫ −β
2
β
− 2
β
0
 , ǫ = ±1, β = β(−ŷ3, ŷ2 − ŷ1
2
). (103)
The conditions (36) are satisfied for R̂ as well. This corresponds to the trans-
formation of D1–branes to D0–branes for ǫ = +1, and D0–branes to D1–branes
for ǫ = −1.
• Case (100): The conditions (36) are satisfied for R only if α = −ǫ− 2β. The
gluing matrices then read
Rρ =

β γ − γ22β
−2(β+ǫ)β
γ
−ǫ− 2β γ
−2(β+ǫ)2β
γ2
−2(β+ǫ)β
γ
β
 , β = β(y1, y3), γ = γ(y1, y3) (104)
R̂ρ =

(β+ǫ)βκ2+γ(3β+ǫ)κ+2γ2
2κγ
(β+ǫ)βκ2+γ(β+ǫ)κ−2γ2
2κγ − (2γ+κ(β+ǫ))(β+ǫ)βκγ2
−(β+ǫ)βκ2+γ(β+ǫ)κ+2γ2
2κγ
−(β+ǫ)βκ2+γ(3β+ǫ)κ−2γ2
2κγ
(κ(β+ǫ)−2γ)(β+ǫ)β
κγ2
−γ(γ+κβ)2β γ(γ−κβ)2β β
 ,
(105)
where β = β(−ŷ3, by2−by12 ), γ = γ(−ŷ3, by
2−by1
2 ). For ǫ = −1 the dependence of β
and γ on y1, y3 is constrained by the condition (28) that yields
ey
1
γ2
(
γ
∂β
∂y3
− β ∂γ
∂y3
)
= 2β2
(
γ
∂β
∂y1
+
∂γ
∂y1
− β ∂γ
∂y1
)
. (106)
For ǫ = 1 we do not get any constraint on the functions β, γ.
The condition (33) is not satisfied for the matrix R̂ unless we replace F̂ by
F̂ + ∆̂, where N̂∆̂N̂ t = ∆̂.
For ǫ = 1
∆̂ =

0 −β
γ
−γ e−by
3
2+2β
β
γ
0 −γ e−by
3
2+2β
γ e−by
3
2+2β
γ e−by
3
2+2β 0
 (107)
and it is closed along the branes for arbitrary β, γ. This case corresponds to
the transformation of D0–branes to D1–branes.
For ǫ = −1
∆̂ =

0 −β−1
γ
−γ e−by
3
2β
β−1
γ
0 −γ e−by
3
2β
γ e−by
3
2β
γ e−by
3
2β 0
 (108)
20
and it is closed along the branes due to (106). This case corresponds to the
transformation of D1-branes to D2-branes.
• Case (101): The conditions (36) for both R and R̂ are satisfied if β = ±1 and
α = 0. This corresponds to the transformation of D2–branes to D1–branes
and D(-1)–branes to D0–branes,
Rρ = ±
 1 0 00 1 0
0 0 1
 , R̂ρ = ±
 0 −1 0−1 0 0
0 0 1
 , (109)
as presented in Section 5.1, and
Rρ = ±
 1 0 00 −1 0
0 0 1
 , R̂ρ = ±
 1 0 00 1 0
0 0 1
 , (110)
which correspond to transformations of D1–branes to D2–branes and of D0–
branes to D(-1)–branes.
Besides that the conditions (36) for R are also satisfied for
β = −ǫ, ∂α
∂y1
= 0. (111)
However, to satisfy the condition (27) for R̂, i.e. R̂ · Q̂ = Q̂ · R̂ = −Q̂ with
β = −ǫ = −1 we must set α = 0. Thus for β = −ǫ = −1 we see that in general
(i.e., for α 6= 0) the Poisson–Lie T–plurality does not preserve the condition
(27).
If α 6= 0 and β = −ǫ = 1 then we have Q̂ = 0 and the condition (27) holds
trivially. We can satisfy the condition (33) by replacing F̂ by F̂ + ∆̂ where
∆̂ =
 0 12α 0−12α 0 0
0 0 0
 . (112)
This form is closed due to (111). The gluing matrices in this case
Rρ =
 1 0 0α −1 0
−α22 α 1
 , R̂ρ =
 1− ακ4 −ακ4 ακ − α
2
4
ακ
4
ακ
4 + 1
α(ακ+4)
4κ
0 0 1
 . (113)
correspond to the transformation of D1–branes to D2–branes.
We remark that in three dimensions the integrability condition (28) is nontrivial
only if the rank of the Neumann projector N is equal to two; otherwise the dis-
tribution ∆ = Im (N) is integrable on dimensional grounds. In two dimensions,
investigated below, the condition (28) is always trivially satisfied.
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6 Two–dimensional example
The only σ–models with two–dimensional targets that can be transformed under T–
plurality with nonisomorphic decompositions of a Drinfel’d double are generated by
the semi–Abelian four–dimensional Drinfel’d double of [12]. It has decompositions
into two different pairs of maximally isotropic Lie subalgebras, namely the semi–
Abelian Manin triple with basis T1, T2, T˜
1, T˜ 2 and Lie brackets (only nontrivial
brackets are displayed)
[T1, T2] = T2, [T˜
2, T1] = T˜
2, [T˜ 2, T2] = −T˜ 1, (114)
and the so–called type B nonabelian Manin triple with basis Tˆ1, Tˆ2, T¯
1, T¯ 2 and Lie
brackets
[Tˆ1, Tˆ2] = Tˆ2, [T¯
1, T¯ 2] = T¯ 1,
[Tˆ1, T¯
1] = Tˆ2, [Tˆ1, T¯
2] = −Tˆ1 − T¯ 2, [Tˆ2, T¯ 2] = T¯ 1. (115)
A simple transformation between the bases of these two decompositions is given by
Tˆ1 = −T1 + T2, Tˆ2 = T˜ 1 + T˜ 2,
T¯ 1 = T˜ 2, T¯ 2 = T1, (116)
which corresponds to the transformation matrix
(
p q
r s
)
=

0 0 0 1
1 0 0 1
0 1 −1 0
0 0 1 0
 . (117)
The coordinate transformation on the Drinfel’d double that follows from this reads
xˆ1 = − ln(−x2 + 1), xˆ2 = − x˜
1
x2 − 1 ,
x¯1 =
x˜1 exp(x1) + x2x˜2 − x˜2
x2 − 1 , x¯
2 = − ln(−x2 + 1) + x1. (118)
We shall consider examples of two–dimensional σ–models given by the matrices
E0 =
(
1 0
0 κ
)
, Ê0 =
(
κ 1
−1 1
)
, (119)
where κ is a real constant. The corresponding tensors F , Fˆ are calculated from eqs.
(7) and (17), where
g = exp(x2T2) exp(x
1T1), gˆ = exp(xˆ
2Tˆ2) exp(xˆ
1Tˆ1). (120)
They read
F(xµ) =
(
κ (x2)2 + 1 −κx2
−κx2 κ
)
, (121)
22
F̂(xˆµ) = 1−2exˆ1κ+ κ+ e2xˆ1(κ+ 1)
(
(xˆ2)2 + κ −κ+ exˆ1(κ+ 1)− xˆ2
κ− exˆ1(κ+ 1)− xˆ2 1
)
.
(122)
Unfortunately, the metrics of both models are curved and we are not able to solve
the equations of motion. Nevertheless, we can at least find the gluing matrices that
satisfy the conditions (36). Moreover, we require that the gluing matrices depend
only on the coordinates where the σ–models live so that we have to take Rρ of the
form (97), with C depending only on x2 in order to satisfy eq. (96).
The condition (98) restricts C to the form
C =
(
ǫ1
√
1− γ2κ ǫ2γκ
γ −ǫ1ǫ2
√
1− γ2κ
)
, (123)
where γ is an arbitrary function of x2 and ǫ1, ǫ2 = ±1. The conditions (27), (31)
are then satisfied for all corresponding matrices R. The condition (33) is satisfied
only if ǫ2 = 1 or ǫ2 = −1, γ = 0.
If ǫ2 = −1, γ = 0 then the conditions (36) are satisfied for the transformed
σ–model as well. The gluing matrices are
Rρ =
(
ǫ1 0
0 ǫ1
)
, R̂ρ =
(
ǫ1 0
0 −ǫ1
)
, (124)
so that the boundary conditions for the σ–model on G are purely Dirichlet or purely
Neumann. Interpretation of the boundary condition for the σ–model on Gˆ as either
usual D0–branes or Euclidean (spacelike) D1–branes depends on the signature of
the metric, i.e., on the sign of κ.
If ǫ2 = 1 then
Rρ =
(
−ǫ1ǫ2
√
1− γ2κ γ
ǫ2γκ ǫ1
√
1− γ2κ
)
, (125)
The transformed gluing matrix R̂ρ is easily obtained from (44) but it is too compli-
cated to display here. The conditions (27), (31) are satisfied for all these matrices
R̂ρ. The condition (33) can be always satisfied by replacing F̂ by F̂ + ∆̂ where
∆̂ =
(
0 ∆̂12
−∆̂12 0
)
, (126)
∆̂12 =
1 + γ κ− ǫ1
√
1− γ2 κ+ exˆ1
(
γ (1− κ) + 2 ǫ1
√
1− γ2 κ
)
γ κ+ e2 xˆ1
(
γ (−1 + κ)− 2 ǫ1
√
1− γ2 κ
)
+ 2 exˆ1
(
− (γ κ) + ǫ1
√
1− γ2 κ
)
(127)
In the case when the denominator of ∆̂12 vanishes i.e. for xˆ
1 satisfying (recall
that γ is a function of xˆ1)
ǫ3 − ǫ1γ κ+
√
1− γ2 κ
ǫ1γ (1− κ) + 2
√
1− γ2 κ = e
xˆ1 (128)
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we get
R̂ρ = −ǫ1ǫ3
(
1 0
0 1
)
. (129)
The eigenvalues of Rρ are +1,−1 corresponding to either usual D0–branes or
Euclidean D1–branes, while the boundary conditions for the σ–model on Gˆ are
purely Neumann except for xˆ1 satisfying (128) with ǫ3 = ǫ1 in which case they are
purely Dirichlet and ∆̂12 becomes singular
10.
7 Conclusions
We have derived a formula (44) for transformation of boundary conditions under
Poisson–Lie T–plurality. The examples in Section 5.1 confirm that the formula
works for solutions of the equations of motion of the σ–models. This is not surprising
since it was derived using these equations. The problem is that the transformed
gluing matrix may depend on elements of the original group (and hence on elements
of the dual group G¯), so that only special forms of gluing matrices are transformable
under Poisson–Lie T–plurality.
To ensure that the gluing matrices transformed by Poisson–Lie T–plurality de-
pend only on the coordinates of the groups where the σ–models live we can restrict
them to the form (97)
Rρ = F
t(g) · C · F−1(g).
The matrix C must be constant or depend only on a particular subset of coordinates
on G that transform into coordinates on Gˆ.
Another problem is that not all conditions (36) for consistent D–branes are
preserved under Poisson–Lie T–plurality. We have proven that the condition (29),
i.e., R · G · Rt = G, is always preserved. In Euclidean signature this implies the
preservation of conditions (27) and (31), i.e., R · Q = Q · R and N · G · Qt = 0.
As we have seen in the investigation of the matrix C of the form (101) in Section
5.2 it is not necessarily so in the case of indefinite signature. In that case the
transformed gluing matrix may become non–diagonalizable (in the sense of non–
diagonal Jordan canonical form) and consequently the projector on (−1)–eigenspace
cannot satisfy R ·Q = Q · R. Nevertheless, when such an obstruction did not arise
the conditions (27) and (31) were satisfied in all cases investigated here also in the
indefinite signature. Similarly, the integrability condition (28) was preserved in all
examples.
On the other hand, we have seen explicitly that the condition (33), i.e., N · (F −
F t · Rt) = 0 is not preserved in general under Poisson–Lie T–plurality and that
in the transformed background it must be modified by the presence of an electric
field constrained to the branes and interacting with oppositely charged endpoints
of the string. We have moreover seen in several cases with nonconstant matrix C
in (97) that the closedness (63) of this additional electric field is intimately related
to the integrability of the Neumann distribution (28) in the original model. It is an
10whereas when (128) holds with ǫ3 = −ǫ1 we have R̂ρ = 1 and the singularity of ∆̂12 is only apparent
– it becomes an expression of the form 0
0
with a finite and well–defined limit
24
open question whether and how this behavior can be proven in general or whether
it happens just in the low dimensions investigated here.
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