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1. Introduction and statement of the result
In many problems of fluid mechanics in certain types of porous media it is assumed that the velocity v and pressure P
are related by Darcy’s law:
∇P(ρ) = −

µ
k

v, (1.1)
where µ is the viscosity of the fluid, k is the permeability of the porous medium and ρ is the density.
In [1] a modification of Darcy’s law (1.1) was considered by the addition of a standard viscosity term whose coefficient
is identified with the pure fluid viscosity as follows
∇P(ρ) = −

µ
k

v − ν1v, (1.2)
where ν is a coefficient associated to the pure fluid viscosity.
At this pointwewant to consider only themathematical structure of Eq. (1.2) and to simplify the notation, wewill choose
all the coefficients in (1.2) to be equal to 1. At a broader context, the constants should be put back in, and various limiting
cases should be studied. In this case, if the compatibility condition
v0 = −(1−∆)−1∇P(ρ0), (1.3)
is satisfied, we can write (1.2) in the form
v = −(1−∆)−1∇P(ρ). (1.4)
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Combining (1.4) and the well known continuity equation
∂tρ +∇ · ρv = 0, (1.5)
we obtain the equation
∂tρ = ∇ · (ρ(1−∆)−1∇P(ρ)), (1.6)
which is called the Brinkman flow equation. See for example [2–7] and references therein.
The Cauchy Problem associated to the Brinkman flow equation
∂tρ = ∇ · (ρ(1−∆)−1∇P(ρ)), x ∈ Rn, t ∈ R
ρ(0) = ρ0(x), (1.7)
has been studied by Arbieto and Iorio [8] in the one dimensional case and by Arbieto et al. [9] andMolina [10] for dimension
n > 1. In both cases combining parabolic regularization and Kato’s quasilinear theory [11], the authors proved global well-
posedness in Hs(Rn) for s > 1+ n/2 and for the case P(ρ) = ρ2k, k ∈ N.
In this note we are interested in the existence of the real valued solutions of the Cauchy problem associated to the one
dimensional regularized Brinkman flow equation
∂tρ = ϵ∂2x ρ + ∂x(ρ(1− ∂2x )−1∂xρ2), x ∈ R, t ∈ R
ρ(0) = ρ0(x). (1.8)
Notice that in this case we choose P(ρ) = ρ2, this choice is motivated by the work of Arbieto and Iorio [8] in which they
proved that for a sufficiently smooth solution ρ of the Cauchy problem (1.8)
d
dt
∥ρ(t)∥22 ≤
1
2
ρ(t)2 − P(ρ(t))22 . (1.9)
Thus if P(ρ) = ρ2, it follows that
d
dt
∥ρ(t)∥22 ≤ 0, (1.10)
which, in turn implies that ∥ρ(t)∥2 ≤ ∥ρ0∥2. This argument shows that P(ρ) = ρ2 is a natural choice for the function P(ρ).
In [8] Arbieto and Iorio showed that the initial value problem (1.8) is globally well-posed in Hs(R) for s > 1/2, in this
note we improve this result in the local case, more precisely we show the following result.
Theorem 1.1. For any ϵ > 0, there exists a constant a = a(ϵ) > 0, such that for any u0 ∈ L2(R), with ∥u0∥2 ≤ a, there exist
T = T (u0, ϵ) and a unique solution uϵ of the IVP (1.8) such that
uϵ(x, t) ∈ C([0, T ] : L2(R)) ∩ L2([0, T ] : H1(R)). (1.11)
Remark 1.2. Note that the local existence depends on u0 and not on ∥u0∥2 and that we only prove the existence of the
solution in L2(R) assuming small initial data.
To obtain a local existence result, we adapt to the regularized Brinkman flow equation the strategy used by Lim in [12]
to establish some well-posedness results for the Camassa–Holm equation [13].
In a future work, as an application of this work, we expect to use the result for the regularized problem (1.8) in order
to establish the existence of solutions for the Cauchy problem (1.7) with initial data in Sobolev spaces with less regularity
assumptions.
The rest of the paper is organized as follows. In Section 2 we will prove a useful estimate concerning the operator
∂x(1 − ∂2x )−1 and we will consider some estimates for the nonlinear part of the equation and a crucial estimate for the
group eϵt∂
2
x . In Section 3 we prove the local existence result using a contracting argument.
2. Preliminary estimates
In order to use a fixed point argument, it is convenient to write Eq. (1.8) in the integral form
ρ(x, t) = eϵt∂2x ρ0 +
 t
0
eϵ(t−s)∂
2
x ∂x(ρ(1− ∂2x )−1∂xρ2)(x, s)ds, (2.1)
where the operator eϵt∂
2
x , is defined for h ∈ L2(R) via the Fourier transform as follows
eϵt∂
2
x h := F −1(e−4π2ϵtξ2h(ξ)). (2.2)
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It is clear that for ϵ, T > 0 and h ∈ L2(R)eϵt∂2x h
L∞T L2x
=
e−4π2ϵtξ2h(ξ)
L∞T L2ξ
≤ ∥h∥L2x . (2.3)
We will prove some useful estimates needed in the proof of Theorem 1.1.
First, we introduce a crucial inequality involving the operator ∂x(1− ∂2x )−1.
Lemma 2.1. For every f, g ∈ L2(R),∂x(1− ∂2x )−1(gh)2 ≤ C ∥g∥2 ∥h∥2 . (2.4)
Proof. From the definition of the operator ∂x(1− ∂2x )−1, for ξ ∈ R and f , g ∈ L2(R), we have
|(∂x(1− ∂2x )−1(gh))(ξ)| = |2πξ i(1+ 4π2ξ 2)−1(gh)(ξ)|
≤ |(1+ 4π2ξ 2)−1/2(gh)(ξ)|. (2.5)
Since f (ξ) := (1+ 4π2ξ 2)−1/2 ∈ L2(R), from Plancherel’s theorem, Young’s inequality and (2.5), we deduce that∂x(1− ∂2x )−1(gh)2 ≤ (1+ 4π2ξ 2)−1/2(gh)2
≤ (1+ 4π2ξ 2)−1/22 (gh)∞
≤ C g ∗h∞
≤ C ∥g∥2 h2
≤ C ∥g∥2 ∥h∥2 . (2.6)
This finishes the proof. 
The following lemma is essential in order to estimate the nonlinear part of Eq. (2.1).
Lemma 2.2. For every ρ ∈ H1(R),∂x(ρ(1− ∂2x )−1∂xρ2)2 ≤ C ∥ρ∥22 ∥∂xρ∥2 + ∥ρ∥2 ∥∂xρ∥22 . (2.7)
Proof. We write the operator ∂x(ρ(1− ∂2x )−1∂xρ2) in the following form:
∂x(ρ(1− ∂2x )−1∂xρ2) := ρ(∂x(1− ∂2x )−1∂xρ2)+ ∂xρ((1− ∂2x )−1∂xρ2). (2.8)
Now, we estimate the L2 norm of the two terms on the right-hand side of (2.8).
By using Sobolev’s lemma, Hölder’s inequality and (2.4) we obtainρ(∂x(1− ∂2x )−1∂xρ2)2 ≤ ∥ρ∥∞ (∂x(1− ∂2x )−1∂xρ2)2
≤ 2 ∥ρ∥∞
∂x(1− ∂2x )−1((∂xρ)(ρ))2
≤ C∥ρ∥2 + ∥∂xρ∥2 ∥ρ∥2 ∥∂xρ∥2
= C ∥ρ∥22 ∥∂xρ∥2 + ∥ρ∥2 ∥∂xρ∥22 . (2.9)
On the other hand, taking into account the properties of the Fourier transform, that the function f (ξ) := ξ(1+ ξ 2)−1 ∈
L2(R), Sobolev’s lemma, Hölder’s inequality and Plancherel’s theorem we have(∂xρ)((1− ∂2x )−1∂xρ2)2 ≤ ∥∂xρ∥2 (1− ∂2x )−1∂xρ2∞
≤ C ∥∂xρ∥2
F −1(ξ(1+ ξ 2)−1ρ2)∞
≤ C ∥∂xρ∥2
ξ(1+ ξ 2)−1ρ2
1
≤ C ∥∂xρ∥2
ρ2
2
ξ(1+ ξ 2)−12
≤ C ∥∂xρ∥2
ρ22
≤ C ∥∂xρ∥2 ∥ρ∥2 ∥ρ∥∞
≤ C∥ρ∥2 + ∥∂xρ∥2 ∥ρ∥2 ∥∂xρ∥2
= C ∥ρ∥22 ∥∂xρ∥2 + ∥ρ∥2 ∥∂xρ∥22 . (2.10)
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From (2.8)–(2.10) we conclude that∂x(ρ(1− ∂2x )−1∂xρ2)2 ≤ C ∥ρ∥22 ∥∂xρ∥2 + ∥ρ∥2 ∥∂xρ∥22 .  (2.11)
As a consequence of the estimate for the operator ∂x(ρ(1− ∂2x )−1∂xρ2)we obtain the following lemma.
Lemma 2.3. Suppose that ρ ∈ C([0, T ] : L2(R)) L2([0, T ] : H1(R)) and ϵ > 0.
Then t
0
eϵ(t−s)∂
2
x ∂x(ρ(1− ∂2x )−1∂xρ2)(x, s)ds

L∞T L2x
≤ C

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

. (2.12)
Proof. By using Lemma 2.2, the properties of the group eϵt∂2x and Hölder’s inequality we have t
0
eϵ(t−s)∂
2
x ∂x(ρ(1− ∂2x )−1∂xρ2)(x, s)ds

L∞T L2x
≤ sup
t∈[0,T ]
 t
0
eϵ(t−s)∂2x ∂x(ρ(1− ∂2x )−1∂xρ2)(s)L2x ds
≤
 T
0
∂x(ρ(1− ∂2x )−1∂xρ2)(s)L2x ds
≤ C
 T
0

∥ρ(s)∥2
L2x
∥∂xρ(s)∥L2x + ∥ρ(s)∥L2x ∥∂xρ(s)∥2L2x

ds
≤ C

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

.  (2.13)
To investigate the estimates in H1(R), we need the following lemma concerning to the local smoothing property of the
group eϵt∂
2
x .
Lemma 2.4. For any ρ0 ∈ L2(R), ϵ > 0 and δ > 0, there exists T = T (ρ0, ϵ) > 0 such that∂xeϵt∂2x ρ0
L2T L
2
x
≤ δ. (2.14)
Proof. This lemma was proved by Lim in [12], we omit the details. 
Now, to simplify the notation we write
f (ρ, ∂xρ)(x, t) := ∂x(ρ(1− ∂2x )−1∂xρ2)(x, t). (2.15)
As a consequence of the proof of Lemma 2.3 we have
∥f ∥L1T L2x =
 T
0
∥f (ρ, ∂xρ)(s)∥L2x ds
≤ C

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

. (2.16)
Consider the nonlinear part of (2.1) and define uϵ = u := ρ− eϵt∂2x ρ0. It is easy to see that u is the solution of the Cauchy
problem
∂tu = ϵ∂2x u+ f (ρ, ∂xρ), x, t ∈ R
u(0) = 0, (2.17)
i.e.,
u(x, t) =
 t
0
eϵ(t−s)∂
2
x f (ρ, ∂xρ)(x, s)ds. (2.18)
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Lemma 2.5. For every ϵ > 0 and T > 0,
∥∂xu∥L2T L2x ≤ Cϵ
−1/2

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

. (2.19)
Proof. First, observe that
∥u∥L∞T L2x =
 t
0
eϵ(t−s)∂
2
x f (ρ, ∂xρ)(x, s)ds

L∞T L2x
≤ ∥f ∥L1T L2x . (2.20)
Next, we will perform the standard energy estimate on (2.17).
Multiply u to (2.17) and integrate with respect to the variable x over R, we have ∞
−∞
u∂tudx =
 ∞
−∞
uϵ∂2x udx+
 ∞
−∞
ufdx. (2.21)
After integrating by parts in (2.21) we deduce that
d
dt
 ∞
−∞
u2
2
dx+ ϵ
 ∞
−∞
(∂xu)2dx =
 ∞
−∞
ufdx. (2.22)
Again, integrating (2.22) with respect to the variable t over [0, T ], we obtain
1
2
 ∞
−∞
u2(T )dx− 1
2
 ∞
−∞
u2(0)dx+ ϵ
 T
0
 ∞
−∞
(∂xu)2dxdt =
 T
0
 ∞
−∞
ufdxdt. (2.23)
Since u(0) = 0, (2.23) allows us to conclude that
ϵ
 T
0
 ∞
−∞
(∂xu)2dxdt ≤
 T
0
 ∞
−∞
ufdxdt, (2.24)
and therefore using Hölder’s inequality and (2.20) we have
∥∂xu∥2L2T L2x ≤
1
ϵ
 T
0
 ∞
−∞
ufdxdt
≤ 1
ϵ
 T
0
∥u∥L2x ∥f ∥L2x dt
≤ 1
ϵ
∥u∥L∞T L2x ∥f ∥L1T L2x
≤ 1
ϵ
∥f ∥2
L1T L
2
x
. (2.25)
Finally, combining (2.16) and (2.25), we have
∥∂xu∥L2T L2x ≤ Cϵ
−1/2

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

.  (2.26)
Lemma 2.6. For any ρ0 ∈ L2(R), ϵ > 0 and δ > 0, there exists T = T (ρ0, ϵ) > 0 such that∂xeϵt∂2x ρ0 + ∂x  t
0
eϵ(t−s)∂
2
x f (ρ, ∂xρ)(x, s)ds

L2T L
2
x
≤ δ + Cϵ−1/2

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

. (2.27)
Proof. It is an immediate consequence of Lemmas 2.4 and 2.5. 
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3. Proof of Theorem 1.1
For all positive constants T and awe define
E(T , a) = {ρ ∈ C([0, T ] : L2(R)) ∩ L2([0, T ] : H1(R)) : |||ρ|||E := ∥ρ∥L∞T L2x + ∥∂xρ∥L2T L2x ≤ a}. (3.1)
The next theorem shows that for appropriate values of T and a, the operatorΦ defined in C([0, T ] : L2(R)) L2([0, T ] :
H1(R)) by the formula
Φ(ρ) := eϵt∂2x ρ0 +
 t
0
eϵ(t−s)∂
2
x ∂x(ρ(1− ∂2x )−1∂xρ2)(x, s)ds, (3.2)
is a contraction mapping in the complete metric space E(T , a).
Theorem 3.1. For any ϵ > 0, there exist T = T (ϵ, ρ0) > 0 and a > 0 such that the operator Φ : E(T , a) → E(T , a) is a
contraction mapping.
Proof. We first prove that the mapΦ is well defined for some appropriate positive values T and a.
Let ρ ∈ E(T , a). By the definition of the norm in E(T , a)
|||Φ(ρ)|||E = ∥Φ(ρ)∥L∞T L2x + ∥∂xΦ(ρ)∥L2T L2x . (3.3)
We will estimate each term on the right-hand side of (3.3).
• Estimate of ∥Φ(ρ)∥L∞T L2x .
By the definition ofΦ , the properties of the group eϵt∂
2
x and Lemma 2.3 we have
∥Φ(ρ)∥L∞T L2x =
eϵt∂2x ρ0 +  t
0
eϵ(t−s)∂
2
x ∂x(ρ(1− ∂2x )−1∂xρ2)(x, s)ds

L∞T L2x
≤
eϵt∂2x ρ0
L∞T L2x
+
 t
0
eϵ(t−s)∂
2
x f (ρ, ∂xρ)(x, s)ds

L∞T L2x
≤ ∥ρ0∥L2x + C

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

≤ ∥ρ0∥L2x + C(T 1/2 + 1)|||ρ|||3E
≤ ∥ρ0∥L2x + C(T 1/2 + 1)a3. (3.4)
• Estimate of ∥∂xΦ(ρ)∥L2T L2x .
By using Lemma 2.6 we obtain
∥Φ(ρ)∥L2T L2x =
∂xeϵt∂2x ρ0 + ∂x  t
0
eϵ(t−s)∂
2
x ∂x(ρ(1− ∂2x )−1∂xρ2)(x, s)ds

L2T L
2
x
≤ δ + Cϵ−1/2

T 1/2 sup
t∈[0,T ]
∥ρ(t)∥2
L2x
∥∂xρ∥L2T L2x + supt∈[0,T ] ∥ρ(t)∥L2x ∥∂xρ∥
2
L2T L
2
x

≤ δ + Cϵ−1/2(T 1/2 + 1)|||ρ|||3E
≤ δ + Cϵ−1/2(T 1/2 + 1)a3. (3.5)
Combining (3.3)–(3.5), we have
|||Φ(ρ)|||E ≤ ∥ρ0∥L2x + δ + C(T 1/2 + 1)(1+ ϵ−1/2)a3. (3.6)
Without loss of generality we can assume that T ≤ 1 and then
|||Φ(ρ)|||E ≤ ∥ρ0∥L2x + δ + 2C(1+ ϵ−1/2)a3. (3.7)
Taking a > 0 such that a2 ≤ 1
6C(1+ϵ−1/2) , ∥ρ0∥L2x ≤ a3 and δ ≤ a3 from (3.7) it follows that |||Φ(ρ)|||E ≤ a. Therefore the
operatorΦ : E(T , a)→ E(T , a) is well defined.
Now we will prove thatΦ is a contraction in E(T , a), for this, we need to estimate |||Φ(ρ)− Φ(v)|||E for ρ, v ∈ E(T , a).
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A straightforward computation shows that
∂x(ρ(1− ∂2x )−1∂x(ρ2))− ∂x(v(1− ∂2x )−1∂x(v2))
= ∂x((ρ − v)(1− ∂2x )−1∂x(ρ2))+ ∂x(v(1− ∂2x )−1(∂x(ρ2)− ∂x(v2)))
= ∂x((ρ − v)(1− ∂2x )−1∂x(ρ2))+ ∂x(v(1− ∂2x )−1(∂x((ρ + v)(ρ − v)))). (3.8)
As in the proof of Lemma 2.2 we can prove that∂x((ρ − v)(1− ∂2x )−1∂x(ρ2))2 ≤ C (∥ρ − v∥2 ∥ρ∥2 ∥∂xρ∥2 + ∥∂x(ρ − v)∥2 ∥ρ∥2 ∥∂xρ∥2
+ ∥∂x(ρ − v)∥2 ∥ρ∥22

, (3.9)
and ∂x(v(1− ∂2x )−1(∂x((ρ + v)(ρ − v))))2 ≤ C∥v∥2 ∥∂x(ρ + v)∥2 ∥ρ − v∥2 + ∥v∥2 ∥∂x(ρ − v)∥2 ∥ρ + v∥2
+ ∥∂xv∥2 ∥∂x(ρ + v)∥2 ∥ρ − v∥2 + ∥∂xv∥2 ∥ρ + v∥2 ∥ρ − v∥2 + ∥∂xv∥2 ∥∂x(ρ − v)∥2 ∥ρ + v∥2

. (3.10)
Using (3.8), (3.9), (3.10) and for ρ, v ∈ E(T , a), we can repeat the same arguments as in the proof of Lemma 2.3 and
conclude that
∥Φ(ρ)− Φ(v)∥L∞T L2x ≤ C

T 1/2 ∥ρ∥L∞T L2x ∥∂xρ∥L2T L2x ∥ρ − v∥L∞T L2x + ∥∂x(ρ − v)∥L2T L2x ∥ρ∥L∞T L2x ∥∂xρ∥L2T L2x
+ T 1/2 ∥∂x(ρ − v)∥L2T L2x ∥ρ∥
2
L∞T L2x
+ T 1/2 ∥v∥L∞T L2x ∥∂x(ρ + v)∥L2T L2x ∥ρ − v∥L∞T L2x
+ T 1/2 ∥v∥L∞T L2x ∥∂x(ρ − v)∥L2T L2x ∥ρ + v∥L∞T L2x + ∥∂xv∥L2T L2x ∥∂x(ρ + v)∥L2T L2x ∥ρ − v∥L∞T L2x
+ ∥∂xv∥L2T L2x ∥∂x(ρ − v)∥L2T L2x ∥ρ + v∥L∞T L2x + T
1/2 ∥∂xv∥L2T L2x ∥ρ + v∥L∞T L2x ∥ρ − v∥L∞T L2x

, (3.11)
and hence
∥Φ(ρ)− Φ(v)∥L∞T L2x ≤ C(1+ T
1/2)a2|||ρ − v|||E . (3.12)
Again, by using (3.8), (3.9), (3.10) and reasoning as in the proof of (2.16) and Lemma 2.5, we deduce that
∥∂x(Φ(ρ)− Φ(v))∥L2T L2x ≤ Cϵ
1/2T 1/2 ∥ρ∥L∞T L2x ∥∂xρ∥L2T L2x ∥ρ − v∥L∞T L2x
+ ∥∂x(ρ − v)∥L2T L2x ∥ρ∥L∞T L2x ∥∂xρ∥L2T L2x + T
1/2 ∥∂x(ρ − v)∥L2T L2x ∥ρ∥
2
L∞T L2x
+ T 1/2 ∥v∥L∞T L2x ∥∂x(ρ + v)∥L2T L2x ∥ρ − v∥L∞T L2x + T
1/2 ∥v∥L∞T L2x ∥∂x(ρ − v)∥L2T L2x ∥ρ + v∥L∞T L2x
+ ∥∂xv∥L2T L2x ∥∂x(ρ + v)∥L2T L2x ∥ρ − v∥L∞T L2x + ∥∂xv∥L2T L2x ∥∂x(ρ − v)∥L2T L2x ∥ρ + v∥L∞T L2x
+ T 1/2 ∥∂xv∥L2T L2x ∥ρ + v∥L∞T L2x ∥ρ − v∥L∞T L2x

, (3.13)
and therefore
∥∂x(Φ(ρ)− Φ(v))∥L2T L2x ≤ Cϵ
1/2(1+ T 1/2)a2|||ρ − v|||E . (3.14)
From (3.12) and (3.14) we have that
|||Φ(ρ)− Φ(v)|||E ≤ C(1+ ϵ1/2)(1+ T 1/2)a2|||ρ − v|||E, (3.15)
and then
|||Φ(ρ)− Φ(v)|||E ≤ M|||ρ − v|||E, (3.16)
whereM = M(T , a, ϵ) can be chosen as 0 < M < 1 with appropriate values of T and a.
This finishes the proof. 
Theorem 1.1 is an immediate consequence of Theorem 3.1, Banach’s fixed point theorem and a standard uniqueness
argument.
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