In this paper we explore the potential of repeat-pass interferometric SAR (InSAR) for land cover classification purposes. We introduce a novel approach for the generation of large-scale thematic maps, based on the use of multi-temporal data, acquired over short observation intervals (short-time-series). A larger interferometric coherence loss is expected with the increasing time difference between two interferometric acquisitions. This phenomenon is normally indicated as temporal decorrelation whose amount differs depending on the type of imaged target on ground. The basic idea is therefore to accurately model the evolution in time of the temporal decorrelation and use the estimated parameters, together with backscatter, as input features for the Random Forest machine learning classification algorithm. The work has been carried out on the case study of land cover mapping over central Europe, considering Sentinel-1 C-band interferometric stacks, acquired over a time span of about one month. Three different land cover classes have been considered: artificial surfaces as e.g. urban areas, forests, and non-forested areas as the ensemble of low vegetation, bare soil, and agricultural areas. The results show a level of agreement above 91%, when compared to the CORINE land cover map product of 2012, which has been used as external reference for both training and testing of the classification algorithm.
interferometric coherence ρ has the following expression:
where E [·] is the mathematical expectation, * the complex conjugate operator,
88
and |·| indicates the absolute value. The interferometric signal can be degraded 89 by various decorrelation sources. As shown in [16] and [17] , the coherence can 90 be described as the product of single contributions as follows:
where the different terms on the right-hand side identify the correlation factors 92 due to limited SNR (ρ SNR ), quantization noise (ρ quant ), ambiguities (ρ amb ),
93
relative shift of the Doppler spectra (ρ az ), baseline decorrelation (ρ rg ), volume 94 decorrelation (ρ vol ), and temporal decorrelation (ρ temp ).
95
It is worth noting that the volume correlation factor ρ vol , which represents 
where ρ 0 is defined as the short-term coherence and takes into account all the 116 decorrelation phenomena except from the temporal one. τ is the temporal 
On the other hand, based on previous works on target decorrelation in 122 along-track interferometry (ATI) applications [23] , [24] , a slightly different model 123 appears in [17] and describes the temporal correlation factor ρ temp only as:
As in equation 4, this model also describes the temporal decorrelation evolu-125 tion over time as a decreasing exponential, but differs from the previous ones for 
Modeling temporal decorrelation

138
In the present work we model the evolution in time of the temporal correlation 139 factor ρ temp (t) as:
with τ the target decorrelation factor and ρ LT the long term coherence. As in
141
[22], we added the latter term to the model in order to take into account that 142 some targets may not completely decorrelate even after a long time. Figure   143 1 shows the behavior of such a model for different values of τ and assuming
144
ρ LT = 0.
145
As it can be observed from equation 7, ρ temp equals 1 for t = 0 and tends to with Sentinel-1 data.
170
We propose a processing strategy that allows for the combined use of backscat- for the estimation of the temporal correlation factor. In this case, the retrieved 176 ρ temp is then projected over a 100 m × 100 m geocoded grid, which matches such as forest mapping at L band [9] or snow facies classification at X band [20] .
189
In order to retrieve the multi-temporal γ 0 , we first remove the system noise floor
190
(noise equivalent sigma nought) by using the designated Look-Up- Table ( 
where p is the current estimated pixel, and Ω(p) a 7×27 boxcar window around p.
195
Note that the window size is chosen accordingly to the azimuth and ground range 
212
Before the coherence estimation, we apply the common-band filter in azimuth
213
and range [30] , in order to avoid decorrelation due to spectral shift and baseline.
214
We assume now the local stationarity of the interferometric signal and 215 estimate the coherence with a 7×27 pixels moving average filter as:
By means of the relation between coherence, number of looks, and bias [31], we 217 further compensate for the bias within the coherence estimation.
218
The temporal correlation factor ρ temp can be finally isolated from the inter- 
where SNR 1 and SNR 2 are the signal-to-noise ratios of the master and we assume that this contribution is close to 1 and therefore negligible.
230
• ρ amb : the corresponding coherence loss can be approximated by [17] :
where AASR and RASR are the azimuth and range ambiguity-to-signal 232 ratios, respectively. In the case of S-1, the azimuth and range dis- Therefore, given all considerations above, we finally derive the temporal 247 correlation factorρ temp from the estimated coherenceρ as:
3.3. Exponential model fitting
249
At this stage, the complete set of temporal correlation factors for the entire 250 stack is computed and we map them to a 100 m × 100 m georeferenced grid. Subsequently, the model fitting is performed with a least square approach by 267 numerically solving the following functional: • case 1 :γ 0 , and θ inc ,
287
• case 2 :τ ,ρ LT , and θ inc ,
288
• case 3 :γ 0 ,τ ,ρ LT , and θ inc .
289
The local incidence angle θ inc is a very important feature since it carries Here, one can derive the confusion matrix C, which has the following form:
C is a P × P table layout (P is the total number of classes), where each row class. In particular, the total number of pixels for the j th class N j is given by:
and the overall accuracy A is then defined as:
Materials
315
For the present work, we considered a large test site located in central Europe and, in particular, over Germany. The area, depicted in figure 4, extends by 317 about 700 km × 500 km. The used data sets are described in the following. 
318
330
The product has a pixel spacing of 100 m × 100 m and a thematic accuracy 331 higher than 85%. The delivered classes are defined using a three-layer hierarchical 332 nomenclature and are summarized in table 2.
333
For the purposes of the present investigation, we grouped such classes into four 334 higher-level classes, as shown in the last column of 
395
From the histograms orientation, we notice that no relevant correlation between features is observed. • case 1 :γ 0 and θ inc ,
402
403
Figure 6: Normalized two-dimensional histograms ofγ 0 ,τ , andρ LT , for the land cover classes:
forests (FOR) (a), non-forested areas (NFR) (b), and artificial surfaces (ART) (c).
404 Figure 7 shows the derived classification map from stack 1 for case 3, where both 405 backscatter and interferometric parameters are used as input features.
406
As already mentioned, the number of trees n est and the minimum number of and artificial surfaces.
457
The reader should also be aware of the fact that the computed levels of accuracy 
483
Given the use of short-time-series, the target scene is observed for a brief 484 interval (about one month in our analysis), and the derived maps not only can 485 be related to a specific time frame, but they can also be generated at regular The analysis of short-time-series sequences, combined in a daisy chain fashion,
489
is a capability of paramount importance if we want to apply the method e.g. 
