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Abstract
Higher order link polynomials were defined by combining ingredients from link polynomials and
Vassiliev invariants. It has been proved that each nth partial derivative of the Homfly polynomials is
an nth order Homfly polynomial. This naturally raises two questions:
Question 1. Are these partial derivatives linearly independent?
Question 2. Do they span the space of higher order link polynomials?
In this paper, we give an affirmative answer to Question 1. As a by-product, we determine all the
higher order Conway polynomials.  2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Two link invariants that have been studied extensively are link polynomials and
Vassiliev invariants. In [4] we introduced higher order link polynomials as well as the
corresponding skein modules, using ingredients from both invariants. Andersen and Turaev
also introduced the same concepts independently [1]. Just like Vassiliev invariants, the set
of higher order link polynomials of a given order form a finite dimensional vector space
whose dimension is not known.
It was shown in [2] that each nth partial derivative of a given link polynomial is an
(n + 1)th order link polynomial. Thus this gives many examples of higher order link
polynomials. In fact, they are the only examples so far. This leads to two questions [2]:
Question 1. Given a link polynomial, are the partial derivatives linearly independent?
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Question 2. Do these partial derivatives span the space of all higher order link
polynomials?
For the Conway polynomial, it is proved in [2] that the higher derivatives of the Conway
polynomials are linearly independent, and they do not span the space of all higher order
Conway polynomials. Thus the answers to the two questions are, in the case of Conway
polynomials, yes for Question 1, and no for Question 2.
In this note, we answer Question 1 affirmatively for the Homfly polynomial (Theo-
rem 4.4). As a by-product, we also determine the space of all higher order Conway poly-
nomials, proving they all come from partial derivatives of the Homfly polynomial. Our
proof is motivated by work of Andersen and Turaev [1], who introduced the higher order
skein modules independently. They did an extensive study on higher order Conway skein
modules, and determined these modules except for the torsion part. To prove our linear
independence theorem, we show that the partial derivatives, evaluated at a specific class
of singular links, form a matrix with a non-zero determinant. These singular links were
used in [1]. In fact, they are the basis of the higher order Conway skein modules, modulo
torsion.
In Section 1, we give a brief review of higher order link polynomials. In Section 2, we
introduce the Leibnitz rule for link polynomials, which is useful for computing derivatives
of link polynomials for connected sums of links. In Section 3, we prove our linear
independence theorem. In Section 4, we describe the set of all higher order Conway
polynomials.
2. Preliminary
We first recall the definition of higher order Homfly polynomials [4]. By a singular link
we mean a link with finitely many self intersections, called singular crossings, each of
which is flat, meaning it has a neighborhood in which the singular link is contained in
a flat disc and has a transverse self intersection therein. Any deformation of the singular
link is required to preserve this disc. Let Lm be the set of oriented singular links with
m singular crossings that are ordered. Thus L0 is the set of oriented links. Given a link
invariant P :L0 → Z[x±1, y±1, z±1], one can extend P to a singular link invariant using
the equation
PL× = xPL+ + yPL− + zPL0 . (1)
We say that P is an nth order Homfly polynomial if PL = 0 whenever L has n + 1
singularities.
Let H be the Homfly polynomial defined by
xHL+ + yHL− + zHL0 = 0 and Hunknot = 1.
We will use both HL and H(L) to denote the Homfly polynomial of L. Let ∂
nH
∂xi∂yn−i be
a partial derivative of H . That is, if L is a non-singular link, ∂nH
∂xi∂yn−i (L)= ∂
n
∂xi∂yn−i H (L),
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and if L is a singular link, ∂nH
∂xi∂yn−i (L) is defined by resolving its singularities and using
Eq. (1).
It is proved in [2] that each nth partial derivative of the Homfly polynomial is an nth
order Homfly polynomial. Similar results hold for other link polynomials. It is also noted
that ∂H
∂z
is a linear combination of ∂H
∂x
and ∂H
∂y
since x ∂H
∂x
+ y ∂H
∂y
+ z ∂H
∂z
= 0. Thus up
to linear dependence, there are at most n+ 1 such nth partial derivatives: ∂nH
∂xi∂yn−i , where
i = 0,1, . . . , n. Let Tn be given by
Tn =
{
∂mH
∂xi∂ym−i
∣∣∣ 0 i m n}.
Then Span Tn is a subspace of the space of all nth order Homfly polynomials. The two
questions in the introduction, in the case of the Homfly polynomial, are then phrased as
follows.
Question 1. Is Tn linearly independent?
Question 2. Does Tn span the space of all nth order Homfly polynomial?
3. Leibnitz rule
Our proof depends on a calculation which uses a Leibnitz type formula for link
polynomials. Let f (t1, . . . , tk) be a k-variable function. Let {x1, . . . , xn} be a multi set
(that is, a set in which elements can be counted more than once), where each xi is one of
the tj ’s. We denote ∂
nf
∂x1···∂xn by D{x1,...,xn}f . Sometimes they are denoted by f{x1,...,xn} or
fx1···xn . Then the Leibnitz rule can be stated as
Proposition 3.1. Given multivariable functions f1, . . . , fm,
D{x1,...,xn}f1 · · ·fm =
∑
J1unionsq···unionsqJm={x1,...,xn}
DJ1f1 · · ·DJmfm,
where the sum is over all possible ways of writing {x1, . . . , xn} as a disjoint union
J1 unionsq · · · unionsq Jm.
As an example,Dxxy(fg)= fxxyg+fxxgy+fxygx+fxygx+fxgxy+fxgxy+fygxx+
fgxxy .
We show that a similar rule holds for link polynomial of connected sums of links. Let
L1, . . . ,Lm be singular links, {x1, . . . , xn} be a multi-set consisting of symbols x, y, z.
Proposition 3.2. Given m links L1, . . . ,Lm, where each Li is a (possibly singular) link,
then
D{x1,...,xn}HL1#···#Lm =
∑
J1unionsq···unionsqJm={x1,...,xn}
DJ1H(L1) · · ·DJmH(Lm).
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Proof. Let s be the number of singularities of L = L1# · · ·#Lm. We will prove the
proposition by inducting on s.
If s = 0, L is a non-singular link. We have LHS = D{x1,...,xn}H(L1) · · ·H(Lm). By the
classical Leibnitz rule, it is equal to the right hand side.
Suppose that the equation is valid when L has less than s singularities. Now assume
that L has s singularities (s > 0). Let p be one of them. Without loss of generality, we
may assume that p lies on L1. Let L+,L−,L0 be the singular oriented links obtained
from L by replacing p by a positive, negative, or no crossing, respectively. Thus L+ =
L1+#L2# · · ·#Lm. Similar equations hold for L− and L0. Then
LHS = D{x1,...,xn}H(L)
= xD{x1,...,xn}H(L+)+ yD{x1,...,xn}H(L−)+ zD{x1,...,xn}H(L0)
= xD{x1,...,xn}H(L1+#L2# · · ·#Lm)+ yD{x1,...,xn}H(L1−#L2# · · ·#Lm)
+ zD{x1,...,xn}H(L10#L2# · · ·#Lm).
By induction, it is equal to
x
∑
J1unionsq···unionsqJm={x1,...,xn}
DJ1H(L1+)DJ2H(L2) · · ·DJmH(Lm)
+ y
∑
J1unionsq···unionsqJm={x1,...,xn}
DJ1H(L1−)DJ2H(L2) · · ·DJmH(Lm)
+ z
∑
J1unionsq···unionsqJm={x1,...,xn}
DJ1H(L10)DJ2H(L2) · · ·DJmH(Lm)
=
∑
J1unionsq···unionsqJm={x1,...,xn}
[
xDJ1H(L1+)+ yDJ1H(L1−)
+ zDJ1H(L10)
]
DJ2H(L2) · · ·DJmH(Lm)
=
∑
J1unionsq···unionsqJm={x1,...,xn}
DJ1H(L1)DJ2H(L2) · · ·DJmH(Lm)= RHS.
Remark 3.3. A similar statement holds for other link polynomials, provided they are
multiplicative under connected sum.
4. Proof of linear independence
In this section, we prove that Tn is linearly independent. Following notation of [1], let
G
j
n be the singular link consisting of an unknot with j singular kinks, and n− j unknots
attached to it (Fig. 1.)
Let L =G11,L′ =G01. Thus L is the figure 8 shaped singular knot, and L′ is the Hopf
link (with linking number +1) with one crossing smashed. We have Gjn = L(j)#L′(n−j),
where L(j) =Gjj is a connected sum of j copies of L, and L′(n−j) =G0n−j is a connected
sum of n− j copies of L′.
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Fig. 1. The links Gjn.
Lemma 4.1. Hx(L)=Hy(L)=−1.Hx(L′)=− y2−z2xz − yz , Hy(L′)= x+yz . In particular,
when (x, y, z)= (1,−1,−h), Hx(L)=Hy(L)=−1, Hx(L′)=−h,Hy(L′)= 0.
Proof. This follows from a straightforward calculation. Consider the resolution at the only
singularity ofL, we haveL= L×,L+ andL− are both unknots, andL0 is the 2 component
unlink. Thus
Hx(L) = xHx(L+)+ yHx(L−)+ zHx(L0)
= 0+ 0+ z
(
−x + y
z
)
x
= z
(
−1
z
)
=−1.
The resolution at the singularity of L′ gives L′ = L×,L′+ being the Hopf link (with +1
linking number), L′− the 2 component unlink, and L′0 the unknot.
We have
Hx(L
′) = xHx(L′+)+ yHx(L′−)+ zHx(L′0)
= x
(
y2 − z2
xz
+ y
z
)
x
+ y
(
−x + y
z
)
x
+ 0 = RHS.
Calculations for Hy(L) and Hz(L) are similar.
In order to prove our linear independence theorem, we consider the (n+ 1)× (n+ 1)
square matrix A defined by
A= (aij ), 0 i, j  n,
where aij = ∂
nH
∂xi∂yn−i
(
G
n−j
n
)= ∂nH
∂xi∂yn−i
(
L′(j)#L(n−j)
)
. (2)
We wish to show that detA = 0. A direct computation of aij seems messy. But the
computation is considerably simplified when (x, y, z)= (1,−1,−h).
Lemma 4.2. When (x, y, z)= (1,−1,−h),
aij =
{
(−1)n i!(n−j)!
(i−j)! h
j , if i  j ,
0, if i < j .
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Proof. By the Leibnitz rule in Proposition 3.1, we have
aij = Hx(i)y(n−i)
(
L
′(j)#L(n−j)
)
=
∑
J1unionsq···unionsqJn={x(i),y(n−i)}
HJ1(L
′) · · ·HJj (L′)HJj+1(L) · · ·HJn(L),
where x(i) and y(n−i) denote multi-sets with i copies of x and n − i copies of y ,
respectively.
If for some k, Jk = ∅, then HJk = H , and thus HJk(L) = HJk(L′) = 0. Therefore
we need only consider terms with |Jk| > 0 for all k. Since |J1| + · · · + |Jn| = n, each
|Jk| = 1. Hence HJk is either Hx or Hy . By Lemma 4.1, Hx(L)=Hy(L)=−1, Hx(L′)=
−h,Hy(L′)= 0. The only non-zero terms occurs when J1 = · · · = Jj = {x}. If i < j , no
such a term can exist, thus ai,j = 0. If i  j , each non-zero term in aij is
Hx(L
′) · · ·Hx(L′)Hx(L) · · ·Hx(L)Hy(L) · · ·Hy(L)
= (Hx(L′))j (Hx(L))i−j (Hy(L))n−i = (−1)nhj .
The number of such terms can be determined as follows. In the set {x(i), y(n−i)}, we
first choose j x’s. There are
(
i
j
)
such choices. These j x’s are matched with j H(L′)’s to
yield (Hx(L′))j , and there are j ! such matches. The remaining i − j x’s and n− i y’s are
matched with the remaining n− j H(L)’s, and there are (n− j)! such matches. Hence the
total number of non-zero terms in aij is
(
i
j
)
j !(n− j)!, or i!(n−j)!
(i−j)! . This completes the proof
of the lemma. ✷
Lemma 4.3. With (x, y, z)= (1,−1,−h), detA= hn(n+1)/2(∏ni=1 i!)2.
Proof. By Lemma 4.2, A is a lower triangular matrix. Hence detA = ∏ni=0 aii =∏n
i=0(−1)ni!(n− i)!hi = hn(n+1)/2(
∏n
i=1 i!)2. ✷
Theorem 4.4. Tn is linearly independent.
Proof. Suppose that Tn is linear dependent for some n. Then there are cm,i ∈ Z[x±1, y±1,
z±1], not all zero, such that∑
0imn
cm,i
∂mH
∂xi∂yn−i
= 0.
We may assume that cn,i = 0 for some i , by decreasing n if needed. Let α =∑
i cn,i
∂nH
∂xi∂yn−i . Then α ∈ Span(Tn−1). Therefore α(L0)= α(L1)= · · · = α(Ln)= 0. This
gives n+ 1 identities:∑
j
aij cn,i = 0, where i = 0,1, . . . , n.
Since detA = 0, each cn,i must be zero. This is a contradiction. Thus the theorem is
proved. ✷
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5. Higher order Conway polynomials
In this section, we determine all higher order Conway polynomials explicitly, proving
that they all come from derivatives of the Homfly polynomial. More precisely, we prove
that the space of all higher order Conway polynomials over the ring Q[h±1] is freely
generated by
∂nH
∂xi∂yn−i
(1,−1,−h), where n= 0,1,2, . . . , and 0 i  n.
Recall that the Conway polynomial ∇L is defined by
∇L+ −∇L− = h∇L0 and ∇unknot = 1.
Thus ∇L(h)=HL(1,−1,−h).
The higher order Conway polynomials are defined as follows. For each link invariant PL
valued in Z[h±1], define
PL× = PL+ − PL− − hPL0 .
We say that PL is an nth order Conway polynomial if PL = 0 whenever L is a singular
link with n+ 1 singular crossings.
By an nth order Conway polynomial, we mean an invariant of oriented links PL valued
in Q[h±1], such that if we extend PL over singular links using
PL× = PL+ − PL− − hPL0,
then PL = 0 whenever L has (n+ 1) singular crossings.
For each n= 0,1,2, . . . , i = 0,1, . . . , n, let
(fn,i )(L)(h)= ∂
nH
∂xi∂yn−i
(1,−1,−h). (3)
By [2], fn,i is an nth order Conway polynomial.
Theorem 5.1. Every nth order Conway polynomial can be uniquely written as a linear
combination of fn,i (0 i  n) with coefficients in Q[h±1].
Proof. Let P be an nth order Conway polynomial, and we wish to show that there are
elements ai ∈Q[h±1] (i = 0,1, . . . , n) such that P(L)=∑aifn,i (L) for all links L.
Consider the system of linear equations
n∑
i=0
xifn,i (Lj )= P(Lj ) (j = 0,1, . . . , n), (4)
where Lj =Gn−jn . Its coefficient matrix is A= (fn,i (Lj ))0i,jn. By Lemma 4.3, detA
is invertible in Q[h±1], and thus A is invertible in Q[h±1]. Therefore Eq. (4) has a unique
solution, denoted by ai . We have
PLj =
∑
i
aifn,i (Lj ) for j = 0,1, . . . , n.
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Now let L be any link. By [1], L is a linear combination of Lj ’s, up to torsion, in the
module An/An+1. That is, L is linear combination of Lj ’s, up to singular links with n+ 1
singular crossings. Since PL is an nth order Conway polynomial, it vanishes on singular
links with n+ 1 crossings. Thus P(L)= P(∑ cjLj ). By linearity, P(L)=∑aifn,i (L).
Thus P is a linear combination of fn,i ’s. Such a linear combination is unique since
detA = 0.
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