The main idea behind self-similar groups, namely the equation g(xw) = yh(w) (1.1) appearing in [11: Definition 2.1], and the subsequent notion of restriction, namely g| x := h, depend on faithfulness, since otherwise the group element h appearing in (1.1) would not be unique and therefore will not be well defined as a function of g and x. Working with non-faithful group actions we were forced to postulate a functional dependence h = ϕ(g, x), and we were surprised to find that the natural properties expected of ϕ are that of a group cocycle.
To be precise, the ingredients needed in our generalization of self-similar groups are: a countable discrete group G, an action
of G on a finite graph E = (E 0 , E 1 , r, d), and a one-cocycle
for the action of G on the edges of E. Starting with this data (satisfying a few other natural axioms) we construct an action of G on the space of finite paths E * which satisfy the "self-similarity" equation g(αβ) = (gα) ϕ(g, α)β , ∀ g ∈ E, ∀ α, β ∈ E * .
Adopting a philosophy similar to that embraced by Katsura and Nekrashevych, we define a C*-algebra, denoted O G,E , in terms of generators and relations inspired by the above group action. The study of O G,E is, thus, the purpose of this paper. Given a self-similar group (G, X), if we consider X as the set of edges of a graph with a single vertex, and if we define ϕ(g, x) = g| x , then our O G,E coincides with Nekrashevych's O (G,X) .
On the other hand, if we are given two integer N × N matrices A and B, we may form a graph E with vertex set E 0 = {1, 2, . . . , N } and with A i,j edges from vertex i to vertex j. We may then use B to define an action of on E, by fixing all vertexes and acting on the set of edges as follows: denote the edges in E from i to j by e i,j,n , where 0 ≤ n < A i,j . Given m ∈ , we perform the Euclidean division of mB i,j + n by A i,j , say mB i,j + n =kA i,j +n graphs, groups and self-similarity with 0 ≤n < A i,j , and put σ m (e i,j,n ) = e i,j,n , so that the group element m permutes the A i,j edges from i to j in the same way that addition by mB i,j , modulo A i,j , permutes the integers {0, 1, . . . , A i,j − 1}. The quotientk on the above Euclidean division also plays an important role, being used in the definition of the cocycle ϕ(m, e i,j,n ) =k.
In possession of the graph, the action of , and the cocycle ϕ, we apply our construction and find that O G,E is isomorphic to Katsura's O A,B .
So, both Nekrashevych's and Katsura's algebras become special cases of our construction. We therefore believe that the project of studying such group actions on path spaces as well as the corresponding algebras is of great importance.
Taking the first few steps we have been able to describe O G,E as the C*-algebra of ań etale groupoid G G,E , whose construction is remarkably similar to the groupoid associated to the relation of "tail equivalence with lag" on the path space, as described by Kumjian, Pask, Raeburn and Renault in [8] .
The first similarity is that our groupoid G G,E has the exact same unit space as the corresponding graph groupoid, namely the infinite path space. The second, and most surprising similarity is that G G,E is also described by a lag function, except that the values of the lag are not integer numbers, as in [8] , but lie in a slightly more complicated group, the semi-direct product of the corona group of G by the right shift automorphism (see below for precise definitions).
The techniques we use to give O G,E a groupoid model bear heavily on the theory of tight representations of inverse semigroups developed by the first named author in [2] . In particular, from our initial data we construct an abstract inverse semigroup S G,E and show that O G,E is the universal C*-algebra for tight representations of S G,E .
As a second step we again take inspiration from Nekrashevych [10] and give a description of O G,E as a Cuntz Pimnsner algebra for a very natural correspondence M over the algebra C(E 0 ) ⋊ G.
As a result we are able to prove that O G,E is nuclear when the G is amenable.
We would like to stress that, like Nekrashevych [11: Theorem 5.1], our groupoid G G,E is constructed as a groupoid of germs. However, departing from Nekrashevych's techniques, we use Patterson's [12] notion of "germs", rather than the one employed in [11: Section 5] . While agreeing in many cases, the former has a much better chance of producing Hausdorff groupoids and, in our case, we may give a precise characterization of Hausdorffness in terms of a property we call residual freeness (see below for the precise definition).
Part of this work was done during a visit of the second named author to the Departamento de Matemática da Universidade Federal de Santa Catarina (Florianópolis, Brasil) and he would like to express his thanks to the host center for its warm hospitality.
Groups acting on graphs.
Let E = (E 0 , E 1 , r, d) be a directed graph, where E 0 denotes the set of vertexes, E 1 is the set of edges, r is the range map, and d is the source, or domain map.
By definition, a source in E is a vertex x ∈ E 0 , for which r −1 (x) = ∅. Thus, when we say that a graph has no sources, we mean that r −1 (x) = ∅, for all x ∈ E 0 . By an automorphism of E we shall mean a bijective map
such that σ(E i ) ⊆ E i , for i = 0, 1, and moreover such that r • σ = σ • r, and d • σ = σ • d, on E 1 . It is evident that the collection of all automorphisms of E forms a group under composition.
By an action of a group G on a graph E we shall mean a group homomorphism from G to the group of all automorphisms of E.
If X is any set, and if σ is an action of a group G on X, we shall say that a map
is a one-cocycle for σ, when ϕ(gh, x) = ϕ g, σ h (x) ϕ(h, x), (2.1)
for all g, h ∈ G, and all x ∈ X. Plugging g = h = 1 above we see that
for every x.
Standing Hypothesis.
Throughout this work we shall let G be a countable discrete group, E be a finite graph with no sources, σ be an action of G on E, and
be a one-cocycle for the restriction of σ to E 1 , which moreover satisfies
The assumptions that E is finite and has no sources will in fact only be used in the next section and it could probably be removed by using well known graph C*-algebra techniques.
By a path in E of length n ≥ 1 we shall mean any finite sequence of the form
where α i ∈ E 1 , and d(α i ) = r(α i+1 ), for all i (this is the usual convention when treating graphs from a categorical point of view, in which functions compose from right to left). The range of α is defined by r(α) = r(α 1 ), while the source of α is defined by
A vertex x ∈ E 0 is considered to be a path of length zero, in which case we set
For every integer n ≥ 0 we denote by E n the set of all paths in E of length n (this being consistent with the already introduced notations for E 0 and E 1 ). Finally, we denote by E * the sets of all finite paths, and by E ≤n the set of all paths of length at most n, namely
We will often employ the operation of concatenation of paths. That is, if (and only if) α and β are paths such that d(α) = r(β), we will denote by αβ the path obtained by juxtaposing α and β.
In the special case in which α is a path of length zero, the concatenation αβ is allowed if and only if α = r(β), in which case we set αβ = β. Similarly, when |β| = 0, then αβ is defined iff d(α) = β, and then αβ = α.
We would now like to describe a certain extension of σ and ϕ to finite paths.
Proposition.
Under the assumptions of (2.3) there exists a unique pair (σ * , ϕ * ), formed by an action σ * of G on E * (viewed simply as a set), and a one-cocycle ϕ * for σ * , such that, for every n ≥ 0, every g ∈ G, and every x ∈ E 0 , one has that:
, provided α and β are finite paths with αβ ∈ E n ,
, β , provided α and β are finite paths with αβ ∈ E n .
Proof. Initially notice that, once (v), (vi) and (vii) are proved, the concatenation of the paths "σ * g (α)" and "σ * ϕ * (g,α) (β)", appearing in (ix), is permitted because
1 This is evidently already included in the statement that σ * is an action, but we repeat it here to aid our proof by induction.
For every g in G, define σ * g on E ≤1 to coincide with σ g . Also, define ϕ
by (ii) and (iii). It is then clear that (i-iii) hold and it is easy to see that the remaining properties (iv-x) hold for all n ≤ 1. We shall complete the definitions of σ * and ϕ * by induction, so we assume that m ≥ 1, that
is defined, and that (i-x) hold for all n ≤ m. We then define
for all g in G, and
by induction as follows. Given α ∈ E m+1 , write α = α ′ α ′′ , with α ′ ∈ E 1 , and α ′′ ∈ E m , and put
A quick analysis, as done in the first paragraph of this proof, shows that the concatenation of "σ g (α ′ )" and "σ * ϕ(g,α ′ ) (α ′′ )", appearing above, is permitted. We next verify (iv-x), substituting m + 1 for n.
We have that the length of σ * g (α), as defined above, is clearly 1 + m, thus proving (iv). With respect to (v) we have that
As for (vi), notice that
Given x ∈ E 0 , we have that
taking care of (vii). The verification of (viii) is done as follows: for α = α ′ α ′′ , as in (2.4.1), one has
In order to prove (ix), pick paths α in E k and β in E l , where k + l = m + 1, and such that d(α) = r(β).
We leave it for the reader to verify (ix) in the easy case in which k = 0, that is, when α is a vertex. The case k = 1 is also easy as it is nothing but the definition of σ * g given in (2.4.1). So we may assume that k ≥ 2.
Writing α = α ′ α ′′ , with α ′ ∈ E 1 , and α ′′ ∈ E k−1 , we then have that αβ = α ′ α ′′ β, and hence, by definition,
. We remark that, in last step above, one should use the induction hypothesis in case k ≤ m, and the definitions of σ * and ϕ * , when k = m + 1. To verify (x) we again pick paths α in E k and β in E l , where k + l = m + 1, and such that d(α) = r(β). We once more leave the easy case k = 0 to the reader and observe that the case k = 1 follows from the definition of ϕ * . We may then suppose that k ≥ 2, so we write α = α ′ α ′′ , with α ′ ∈ E 1 , and α ′′ ∈ E k−1 . Then
Let us now prove that σ * is in fact an action of G on E n . We begin by proving that σ * g σ * h = σ * gh on E n , for every g and h in G, which we do by induction on n. This follows immediately from the hypothesis for n ≤ 1, so let us assume that n ≥ 2.
g is bijective on each E n then follows 2 from (viii), so α * is indeed an action of G on E n . Finally, let us show that ϕ * is a cocycle for σ * on E n . For this fix g and h in G and let α ∈ E n . Then, with α = α ′ α ′′ , as before,
On the other hand, focusing on the right-hand-side of (2.1), notice that
which coincides with (⋆) above. This concludes the proof.
The only action of G on E * to be considered in this paper is σ * so, from now on, we will adopt the shorthand notation gα = σ * g (α).
Moreover, since ϕ * extends ϕ, we will drop the star decoration and denote ϕ * simply as ϕ. The group law, the cocycle condition, and properties (ii, v, vi, vii, ix, x) of (2.4) may then be rewritten as follows: 2.5. Equations. For every g and h in G, for every x ∈ E 0 , and for every α and β in E * such that d(α) = r(β), one has that
It might be worth noticing that if ϕ(g, α) = 1, then (2.5.ix) reads "g(αβ) = (gα)β", which may be viewed as an associativity property. However associativity does not hold in general as ϕ is not always trivial, and hence parentheses must be used.
On the other hand parentheses are unnecessary in expressions of the form αgβ, when α, β ∈ E * , and g ∈ G, since the only possible interpretation for this expression is the concatenation of α with gβ.
Another useful property of ϕ is in order.
2.6. Proposition. For every g ∈ G, and every α ∈ E * , one has that
from where the conclusion follows.
3. The universal C*-algebra O G,E .
As in the above section we fix a graph E, an action of a group G on E, and a one-cocycle ϕ satisfying (2.3). It is our next goal to build a C*-algebra from this data but first let us recall the following notion from [15] (
s e s * e , for every x ∈ E 0 for which r −1 (x) is finite and nonempty.
3.2. Definition. We define O G,E to be the universal unital C*-algebra generated by a set
subject to the following relations:
, for every g ∈ G, and e ∈ E 1 ,
Observe that, under our standing assumptions (2.3), for every x ∈ E 0 we have that r −1 (x) is finite and nonempty. So (3.1.ii) and (3.2.a) imply that
which says that (3.2.d) follows from the other conditions. We have nevertheless included it in (3.2) in the belief that our theory may be generalized to graphs with sources.
Our construction generalizes some well known constructions in the literature as we would now like to mention.
3.3. Example. Let (G, X) be a self similar group as in [11: Definition 2.1]. We may then consider a graph E having only one vertex and such that E 1 = X. If we define
where, in the terminology of [11] , g| x is the restriction (or section) of g at x, then the triple (G, E, ϕ) satisfies (2.3) and one may show that O G,E is isomorphic to the algebra O (G,X) introduced by Nekrashevych in [11] .
3.4. Example. As in [7] , given a positive integer N , let A ∈ M N ( + ) without zero rows and let B ∈ M N ( ) be such that
Consider the graph E with E 0 = {1, 2, . . . , N }, and whose adjacency matrix is A. For each pair of vertexes i, j ∈ E 0 , such that A i,j = 0, denote the set of edges with range i and source j by
Define an action σ of on E, which is the identity on E 0 , and which acts on edges as follows: given m ∈ , and e i,j,n ∈ E 1 , let (k,n) be the unique pair of integers such that mB i,j + n =kA i,j +n, and 0 ≤n < A i,j .
Thus,k is the quotient andn is the remainder of the division of mB i,j + n by A i,j . We then put σ m (e i,j,n ) = e i,j,n .
In other words, σ m corresponds to the addition of mB i,j to the variable "n" of "e i,j,n ", taken modulo A i,j . In turn, the one-cocycle is defined by ϕ(m, e i,j,n ) =k.
It may be proved without much difficulty that O G,E is isomorphic to Katsura's [7] algebra O A,B , under an isomorphism sending each u m to the m th power of the unitary
in O A,B , and sending s e i,j,n to s i,j,n .
When N = 1, the relevant graph for Katsura's algebras is the same as the one we used above in the description of Nekrashevych's example. However the former is not a special case of the latter because, contrary to what is required in [11] , the group action might not be faithful.
We now return to the general case of a triple (G, E, ϕ) satisfying (2.3). We initially recall the usual extension of the notation "s e " to allow for paths of arbitrary length.
3.5. Definition. Given a finite path α in E * , we shall let s α denote the element of O G,E given by:
(ii) when α ∈ E 1 , then s α is already defined above,
, and α ′′ ∈ E n−1 , and set s α = s α ′ s α ′′ , by recurrence.
Commutation relation (3.2.c) may then be generalized to finite paths as follows:
3.6. Lemma. Given α ∈ E * and g ∈ G, one has that
Proof. Let n be the length of α. When n = 0, 1, this follows from (3.2.d&c), respectively. When n > 1, write α = α ′ α ′′ , with α ′ ∈ E 1 , and α ′′ ∈ E n−1 . Using induction, we then have
Our next result provides a spanning set for O G,E .
Proposition. Let
Then S is closed under multiplication and adjoints and its closed linear span coincides with O G,E .
Proof. That S is closed under adjoints is clear. With respect to closure under multiplication, let s α u g s * β and s γ u h s * δ be elements of S.
Moreover, since
we deduce that the element appearing in the right-hand-side of (3.7.1) indeed belongs to S.
In the second case, namely if β = γε, then the adjoint of the term appearing in the left-hand-side of (3.
, and the case already dealt with implies that this belongs to S. The result then follows from the fact that S is self-adjoint.
In order to prove that O G,E coincides with the closed linear span of S, let A denote the latter. Given that S is self-adjoint and closed under multiplication, we see that A is a closed *-subalgebra of O G,E . Since A evidently contains s α for every α in E ≤1 , and that it also contains u g for every g in G, we deduce that A = O G,E .
The inverse semigroup S G,E .
As before, we keep (2.3) in force.
In this section we will give an abstract description of the set S appearing in (3.7) as well as its multiplication and adjoint operation. The goal is to construct an inverse semigroup from which we will later recover O G,E .
Definition. Over the set
consider a binary multiplication operation defined by
and a unary adjoint operation defined by
The subset of S G,E formed by all elements (α, g, β), with g = 1, will be denoted by S E .
It is easy to see that S E is closed under the above operations, and that it is isomorphic to the inverse semigroup generated by the canonical partial isometries in the graph C*-algebra of E.
Let us begin with a simple, but useful result:
Proof. Focusing on the first clause of (4.1), write γ = βε,
Proposition. S G,E is an inverse semigroup with zero.
Proof. We leave it for the reader to prove that the above operations are well defined and associative. In order to prove the statement it then suffices [9: Theorem 1.1.3] to show that, for all y, z ∈ S G,E , one has that (i) yy * y = y, and
(ii) yy * commutes with zz * .
Given y = (α, g, β) ∈ S G,E , we have by the above Lemma that
proving (i). Notice also that yy
is an element of the idempotent semi-lattice of S E , which is a commutative set because S E is an inverse semigroup. Point (ii) above then follows immediately, concluding the proof.
As seen in (4.3.1), the idempotent semi-lattice of S G,E , henceforth denoted by E, is given by
Evidently E is also the idempotent semi-lattice of S E . For simplicity, from now on we will adopt the short-hand notation
The following is a standard fact in the theory of graph C*-algebras:
there exists γ such that α = γβ, e β , if there exists γ such that αγ = β, 0, otherwise.
Recall that if α and β are in E * , we say that α β, if α is a prefix of β, i.e. if there exists γ ∈ E * , such that αγ = β. It therefore follows from (4.6) that
Another easy consequence of (4.6) is that, for any two elements e, f ∈ E, one has that either e ⊥ f , or e and f are comparable. In other words
(4.8)
Recall that, according to [2: Definition 11.1], we say that e intersects f , in symbols e ⋓ f , when ef = 0.
Residual freeness and E*-unitarity.
Again working under (2.3), suppose we are given g in G and α in E * such that gα = α, and ϕ(g, α) = 1. Then, by (2.5.ix), we have that g(αβ) = αβ, whenever d(α) = r(β). Such an element g therefore acts trivially on a large set of finite words.
Occasionally this will be an annoying feature which we would rather avoid, so we make the following: 5.1. Definition. We will say that (G, E, ϕ) is residually free if, whenever (g, e) ∈ G×E 1 , is such that ge = e, and ϕ(g, e) = 1, then g = 1.
This property may be generalized to finite paths: 5.2. Proposition. Suppose that (G, E, ϕ) is residually free and that (g, α) ∈ G × E * , is such that gα = α, and ϕ(g, α) = 1, then g = 1.
Proof. Assume that there is a counter-example (g, α) to the statement, which we assume is minimal in the sense that |α| is as small as possible.
To be sure, to say that (g, α) is a counter-example is to say that gα = α, ϕ(g, α) = 1, and yet g = 1.
By (2.5.ii), α can't be a vertex, and neither can it be an edge, by hypothesis. So |α| ≥ 2, and we may then write α = βγ, with β, γ ∈ E * , and |β|, |γ| < |α|. Then
whence β = gβ, and γ = ϕ(g, β)γ, by length considerations. Should ϕ(g, β) = 1, the pair (g, β) would be a smaller counter-example to the statement, violating the minimality of α. So we have that ϕ(g, β) = 1. In addition,
It follows that ϕ(g, β), γ is a counter-example to the statement, violating the minimality of α. This is a contradiction and hence no counter-example exists whatsoever, concluding the proof.
An apparently stronger version of residual freeness is in order.
Proposition.
Suppose that (G, E, ϕ) is residually free. Then, for all g 1 , g 2 ∈ G, and α ∈ E * , one has that
Proof. Defining g = g −1 2 g 1 , observe that gα = α, and we claim that ϕ(g, α) = 1. In fact,
so it follows that g = 1, which is to say that g 1 = g 2 .
Recall that an inverse semigroup S with zero is called E*-unitary, or sometimes 0-Eunitary [9: Chapter 9] if, whenever an element s ∈ S dominates a nonzero idempotent e, meaning that se = e, then s is necessarily also idempotent.
Residual freeness is very closely related to E*-unitary inverse semigroups, as we would now like to show.
Proposition. (G, E, ϕ) is residually free if and only if S G,E is an E*-unitary inverse semigroup.
Proof. Assuming that (G, E, ϕ) is residually free, let s = (α, g, β) be in S G,E , and let e γ = (γ, 1, γ) be a nonzero idempotent in E, such that e γ ≤ s. It follows that also e γ ≤ s * s = (β, 1, β), so γ = βε, for some ε ∈ E * , by (4.6). The relation "e γ = se γ " translates into
which implies that ε = gε, and β = α. If we further notice that (5.4.1) gives ϕ(g, ε) = 1, we may conclude from (5.2) that g = 1, and hence that
is an idempotent element. This shows that S G,E is E*-unitary. In order to prove the converse, let (g, e) ∈ G×E 1 be such that ge = e, and ϕ(g, e) = 1. Then
(1, g, 1)(e, 1, e) = (ge, ϕ(g, e), e) = (e, 1, e).
Therefore the nonzero element (1, g, 1) dominates the idempotent (e, 1, e) and, assuming that S G,E is E*-unitary, we conclude that (1, g, 1) is idempotent, which is to say that g = 1.
This proves that (G, E, ϕ) is residually free.
Tight representations of S G,E .
As before, we keep (2.3) in force. It is the main goal of this section to show that O G,E is the universal C*-algebra for tight representations of S G,E .
Recall from (4.6) that e α ≤ e d(α) , for every α ∈ E * , so we see that the set
is a cover [2: Definition 11.5] for E.
defined by π(0) = 0, and
Proof. We leave it for the reader to show that π is in fact multiplicative and that it preserves adjoints.
In order to prove that π is tight, we shall use the characterization given in [2: Proposition 11.8], observing that π satisfies condition (i) of [2: Proposition 11.7] because, with respect to the cover (6.1), we have that
by (3.2.a). So we assume that {e α 1 , . . . , e α n } is a cover for a given e β , where α 1 , . . . α n , β ∈ E * , and we need to show that
In particular, for each i, we have that e α i ≤ e β , which says that there exists γ i ∈ E * such that α i = βγ i . We shall prove (6.2.1) by induction on the variable
If L = 0, we may pick i such that |γ i | = 0, and then necessarily γ i = d(β), in which case α i = β, and (6.2.1) is trivially true.
Assuming that L ≥ 1, one sees that
and observe that
π(e βe j ).
In order to prove (6.2.1) it is therefore enough to show that
for all j = 1, . . . , k.
Fixing j we claim that e βe j is covered by the set
In order to see this let x ∈ E be a nonzero element such that x ≤ e βe j . Then x ≤ e β , and so x ⋓ e α i for some i. Thus, to prove the claim it is enough to check that e α i lies in Z.
Observe that xe βe j e α i = xe α i = 0, which implies that e βe j ⋓ e α i . By (4.8) we have that e βe j and e α i are comparable, so either βe j α i or α i βe j , by (4.7). Since we are under the hypothesis that L ≥ 1, and hence that
we must have that βe j α i , from where we deduce that e α i ≤ e βe j , proving our claim.
Employing the induction hypothesis we then deduce that z∈Z π(z) ≥ π(e βe j ), verifying (6.2.2), and thus concluding the proof.
We would now like to prove that the representation π above is in fact the universal tight representation of S G,E .
6.3. Theorem. Let A be a unital C*-algebra and let ρ : S G,E → A be a tight representation. Then there exists a unique unital *-homomorphism ψ : O G,E → A, such that the diagram Proof. We will initially prove that the elements
Since the e x (defined in (4.5)) are mutually orthogonal idempotents in S G,E , it is clear that thep x are mutually orthogonal projections. Evidently thes e are partial isometries so, in order to check (3.2.a), we must only verify (3.1.i) and (3.1.ii).
With respect to the former, let e ∈ E 1 . Theñ
proving (3.1.i). In order to prove (3.1.ii), let x be a vertex such that r −1 (x) is nonempty and write r −1 (x) = e 1 , . . . , e n .
Putting q i = (e i , 1, e i ), we then claim that the set q 1 , . . . , q n is a cover for q := (x, 1, x). In order to prove this we must show that, if the nonzero idempotent f is dominated by q, then f ⋓ q i for some i. Let f = (α, 1, α) by (4.4) and notice that 0 = f = f q = (α, 1, α)(x, 1, x).
So α and x are comparable, and this can only happen when x = r(α). If |α| = 0 then necessarily α = x, so f = q, and it is clear that f ⋓ q i for all i. On the other hand, if |α| ≥ 1, we write
with α ′ ∈ E 1 , so that r(α ′ ) = r(α) = x, and hence α ′ = e i , for some i. Therefore
so f ⋓ q i , proving the claim. Since ρ is a tight representation, we deduce that
but since the q i are easily seen to be pairwise orthogonal, their supremum coincides with their sum, whencep As explained in the discussion following [2: Definition 11.6], the right-hand-side above must be interpreted as 1 because X and Y are empty. On the other hand, since the ρ(z) are pairwise orthogonal, the supremum in the left-hand-side above becomes a sum, so
In order to prove thatũ is multiplicative, let g and h be in G. Theñ
We next claim thatũ * g =ũ g −1 , for all g in G.
To prove it we computẽ
which, upon the change of variables y = g −1 x, becomes
This shows thatũ is a unitary representation, verifying (3. On the other hand
which coincides with (⋆) and hence proves (3.2.c). We leave the proof of (3.2.d) to the reader after which the universal property of O G,E intervenes to provide us with a *-homomorphism ψ : O G,E → A sending p x →p x , s e →s e , and u g →ũ g .
Now we must show that
We will first do so for the following special cases:
, for x ∈ E 0 , and g ∈ G.
In case (i) we have
As for (ii),
Under (iii),
In order to prove (6.3.1), it is now clearly enough to check that the *-sub-semigroup of S G,E generated by the elements mentioned in (i-iii), above, coincides with S G,E .
Denoting this *-sub-semigroup by T , we will first show that α, 1, d(α) is in T , for every α ∈ E * . This is evident for |α| ≤ 1, so we suppose that α = α ′ α ′′ , with α ′ ∈ E 1 , and r(α
We then have by induction that
Considering a general element (α, g, β) ∈ S G,E , let
which proves that T = S G,E , and hence that (6.3.1) holds.
To conclude we observe that the uniqueness of ψ follows from the fact that O G,E is generated by the p x , the s e , and the u g .
Given an inverse semigroup S with zero, recall from [2: Theorem 13.3] that G tight (S) (denoted simply as G tight in [2] ) is the groupoid of germs for the natural action of S on the space of tight filters over its idempotent semi-lattice. Moreover the C*-algebra of G tight (S) is universal for tight representations of S.
Corollary.
Under the assumptions of (2.3) one has that O G,E is isomorphic to the C*-algebra of the groupoid G tight (S G,E ).
Proof. Follows from [2: Theorem 13.3] and the uniqueness of universal C*-algebras.
We should notice that our requirement that G be countable in (2.3) is only used in the above proof, where the application of [2: Theorem 13.3] depends on the countability of S G,E .
We conclude by analyzing the question of Hausdorffness for G tight (S G,E ).
6.5. Proposition. When (G, E, ϕ) is residually free, one has that G tight (S G,E ) is a Hausdorff groupoid.
Proof. By (5.4) we have that S G,E is E*-unitary. The result then follows from [2: Propositions 6.2 & 6.4].
Corona Groups.
It is our next goal to give a concrete description of G tight (S G,E ), similar to the description given to the groupoid associated to a row-finite graph in [8: Definition 2.3]. The crucial ingredient there is the notion of tail equivalence with lag. In this section we will construct a group where our generalized lag function will take values. Let G be a group. Within the infinite cartesian product
formed by the elements g = (g n ) n∈AE ∈ G ∞ which are eventually trivial, that is, for which there exists n 0 such that g n = 1, for all n ≥ n 0 . It is clear that G (∞) is a normal subgroup of G ∞ .
7.1. Definition. Given a group G, the corona of G is the quotient group
Consider the left and right shift endomorphisms of
and ρ( ) n = 1, if n = 0, n−1 , if n ≥ 1. It is readily seen that G (∞) is invariant under both λ and ρ, so these pass to the quotient providing endomorphismsλ ,ρ :G →G.
For every = ( n ) n∈AE ∈ G ∞ , we have that λ(ρ( )) = , and ρ(λ( )) = (1, 2 , 3 , . . .) ≡ ,
where we use "≡" to refer to the equivalence relation determined by the normal subgroup G (∞) . Therefore bothλρ andρλ coincide with the identity, and henceλ andρ are each other's inverse. In particular, they are both automorphisms ofG.
Iteratingρ therefore gives an action of onG.
7.4. Definition. Given any countable discrete group G, the lag group associated to G is the semi-direct product groupG ⋊ρ . The reason we call this the "lag group" is that it will play a very important role in the next section, as the co-domain for our lag function.
The tight groupoid of S G,E .
We would now like to give a detailed description of the groupoid G tight (S G,E ). As already mentioned this is the groupoid of germs for the natural action of S G,E on the space of tight filters over the idempotent semi-lattice E of S G,E . See [2: Section 4] for more details.
Given an infinite word
and an integer n ≥ 0, denote by ξ| n the finite word of length n given by
Proposition.
There is a unique action
for every g ∈ G, ξ ∈ E ∞ , and n ∈ AE.
Proof. Left to the reader.
Recall from (4.5) that, for any finite word α ∈ E * , we denote by e α the idempotent element (α, 1, α) in E. Thus, given an infinite word ξ ∈ E ∞ , we may look at the subset F ξ = {e ξ n : n ∈ AE} ⊆ E, which turns out to be an ultra-filter 
is bijective, and we will use it to identify E ∞ and E ∞ . Furthermore, this correspondence may be proven to be a homeomorphism if E ∞ is equipped with the product topology. Since E is finite, E ∞ is compact by Tychonov's Theorem, and consequently so is E ∞ . Being the closure of E ∞ within E [2: Theorem 12.9], the space E tight formed by the tight filters therefore necessarily coincides with E ∞ .
Identifying E tight with E ∞ , as above, we may transfer the canonical action of S G,E from the former to the latter resulting in the following: to each element (α, g, β) ∈ S G,E , we associate the partial homeomorphism of E ∞ whose domain is the cylinder Z(β) := {η ∈ E ∞ : η = βξ, for some ξ ∈ E ∞ }, and which sends each η = βξ ∈ Z(β) to αgξ, where the meaning of "gξ" is as in (8.1).
As before we will not use any special symbol to indicate this action, using module notation instead:
(α, g, β)η = αgξ.
Before we proceed let us at least check that αgξ is in fact an element of E ∞ , which is to say that d(α) = r(gξ). Firstly, for every element (α, g, β) ∈ S G,E , we have that
This leads to a first, more or less concrete description of G tight (S G,E ), namely the groupoid of germs for the above action of S G,E on E ∞ . Our aim is nevertheless a much more precise description of it.
Recall from [2: Definition 4.6] that the germ of an element s ∈ S G,E at a point ξ in the domain of s is denoted by [s, ξ]. If s = (α, g, β), this would lead to the somewhat awkward notation [(α, g, β), ξ], which from now on will be simply written as α, g, β; ξ .
Thus the groupoid G tight (S G,E ), consisting of all germs for the action of S
Let us now prove a criterion for equality of germs.
Proposition. Suppose that (G, E, ϕ)
is residually free and let us be given elements (α 1 , g 1 , β 1 ) and (α 2 , g 2 , β 2 ) in S G,E , with |β 1 | ≤ |β 2 |, as well as infinite paths η 1 in Z(β 1 ), and η 2 in Z(β 2 ). Then α 1 , g 1 , β 1 ; η 1 = α 2 , g 2 , β 2 ; η 2 if and only if there is a finite path γ ∈ E * and an infinite path ξ ∈ E ∞ , such that
Proof. Assuming that the germs are equal, we have by [2: Definition 4.6] that
and there is an idempotent (δ, 1, δ) ∈ E, such that η ∈ Z(δ), and
It follows that η = δζ, for some ζ ∈ E ∞ . Upon replacing δ by a longer prefix of η, we may assume that |δ| is as large as we want. Furthermore the element of S G,E represented by the two sides of the equation displayed above is evidently nonzero because the partial homeomorphism associated to it under our action has η in its domain. So, focusing on (4.1), we see that β 1 and δ are comparable, and so are β 2 and δ.
Assuming that |δ| exceeds both |β 1 | and |β 2 |, we may then write δ = β 1 ε 1 = β 2 ε 2 , for suitable ε 1 and ε 2 in E * . But since |β 1 | ≤ |β 2 |, this in turn implies that β 2 = β 1 γ, for some γ ∈ E * , hence proving (iii). Therefore δ = β 1 γε 2 , so
and (iv) follows once we choose ξ = ε 2 ζ. Moreover, equation (8.3.1) reads
Computing the products according to (4.1), we get
from where we obtain
Since |g 2 ε 2 | = |ε 2 | = |ϕ(g 1 , γ)ε 2 |, we deduce from (8.3.2) that
and hence also that
proving (i). Defining g = g −1 2 ϕ(g 1 , γ), we claim that gε 2 = ε 2 , and ϕ(g, ε 2 ) = 1.
In view of (8.3.3) and (8.3.4), point (ii) follows from (5.3). Conversely, assume (i-iv) and let us prove equality of the above germs. Setting δ = β 1 γ, we have by (iv) that η := η 1 = η 2 ∈ Z(δ), so it suffices to verify (8.3.1), which the reader could do without any difficulty.
The above result then says that the typical situation in which an equality of germs takes place is α, g, β; βγξ = αgγ, ϕ(g, γ), βγ; βγξ .
Our next two results are designed to offer convenient representatives of germs.
Proposition.
Given any germ u, there exists an integer n 0 , such that for every n ≥ n 0 , (i) there is a representation of u of the form u = α 1 , g 1 , β 1 ; β 1 ξ 1 , with |α 1 | = n.
(ii) there is a representation of u of the form u = α 2 , g 2 , β 2 ; β 2 ξ 2 , with |β 2 | = n.
Proof. Write u = α, g, β; η , and choose any n 0 ≥ max{|α|, |β|}. Then, for every n ≥ n 0 we may write η = βγξ, with γ ∈ E * , ξ ∈ E ∞ , and such that |γ| = n − |α| (resp. |γ| = n − |β|). Therefore u = α, g, β; βγξ = αgγ, ϕ(g, γ), βγ; βγξ , and we have |αgγ| = |α| + |gγ| = |α| + |γ| = n (resp. |βγ| = |β| + |γ| = n).
(that is, such that the multiplication u 1 u 2 is allowed or, equivalently, such that d(u 1 ) = r(u 2 )), there are representations of u 1 and u 2 of the form u 1 = α 1 , g 1 , α 2 ; α 2 g 2 ξ , and u 2 = α 2 , g 2 , β; βξ , and in this case
Proof. Using (8.4), write
with |β 1 | = |α 2 |. By virtue of (u 1 , u 2 ) lying in G tight (S G,E ) (2) , we have that
so in fact β 1 = α 2 , and ξ 1 = g 2 ξ 2 . Then
and it suffices to put ξ = ξ 2 , and β = β 2 . With respect to the last assertion we have that u 1 u 2 = [s; βξ], where s is the element of S G,E given by
concluding the proof.
Having extended the action of G to the set of infinite words in (8.1), one may ask whether it is possible to do the same for the cocycle ϕ. The following is an attempt at this which however produces a map taking values in the infinite product G ∞ , rather than in G.
8.6. Definition. We will denote by Φ, the map Φ :
defined by the rule Φ(g, ξ) n = ϕ(g, ξ| n−1 ), for g ∈ G, ξ ∈ E ∞ , and n ≥ 1.
We wish to view Φ as some sort of cocycle but, unfortunately, property (2.5.x) does not hold quite as stated. On the fortunate side, a suitable modification of Φ, involving the left shift endomorphism λ of G ∞ , works nicely:
8.7. Proposition. Let α be a finite word in E * and let ξ be an infinite word in E ∞ such that d(α) = r(ξ). Then, for every g in G, one has that
Proof. For all n ≥ 1, we have
Another reason to think of Φ as a cocycle is the following version of the cocycle identity (2.5.b):
Proposition. For every ξ ∈ E
∞ , and every g, h ∈ G, we have that
Proof. We have for all n ∈ AE, that Φ(gh, ξ) n = ϕ(gh, ξ| n−1 )
The following elementary fact might perhaps justify the choice of "n − 1" in the definition of Φ. 8.9. Proposition. Given g ∈ G, and ξ ∈ E ∞ , one has that
Proof. By (8.1) we have that (gξ)| n = g(ξ| n ), so the n th letter of gξ is also the n th letter of g(ξ| n ). In addition we have that
We now wish to define a homomorphism (also called a one-cocycle) from G tight (S G,E ) to the lag groupG ⋊ ρ , by means of the rule α, g, β; βξ → ρ |α| Φ(g, ξ) , |α| − |β| .
As it is often the case for maps defined on groupoid of germs, the above tentative definition uses a representative of the germ, so some work is necessary to prove that the definition does not depend on the choice of the representative. The technical part of this task is the content of our next result. 8.10. Lemma. Suppose that (G, E, ϕ) is residually free. For each i = 1, 2, let us be given
Proof. Assuming without loss of generality that |β 1 | ≤ |β 2 |, we may use (8.3) to write
for suitable γ ∈ E * and ξ ∈ E ∞ . Then necessarily ξ 1 = γξ, and ξ 2 = ξ, and
◮ Due to our reliance on (8.3) and (8.10), from now on and until the end of this section we will assume, in addition to (2.3), that (G, E, ϕ) is residually free.
If is in G ∞ , we will denote by˘ its class in the quotient groupG. Likewise we will denote byΦ the composition of Φ with the quotient map 
is a well defined map. This is an important part of the one-cocycle we are about to introduce.
8.11. Proposition. The correspondence
gives a well defined map ℓ :
which is moreover a one-cocycle. From now on ℓ will be called the lag function.
Proof. By the discussion above we have that the first coordinate of the above pair is well defined. On the other hand, in the context of (8.3) one easily sees that |α 1 | − |β 1 | = |α 2 | − |β 2 |, so the second coordinate is also well defined. In order to show that ℓ is multiplicative, pick (u 1 , u 2 ) ∈ G tight (S G,E ) (2) . We may then use (8.5) to write u 1 = α 1 , g 1 , α 2 ; α 2 g 2 ξ , and u 2 = α 2 , g 2 , β; βξ .
The main relevance of this one-cocycle is that it essentially describes the elements of G tight (S G,E ), as we would like to show now.
Proof. Using (8.4), write u i = α i , g i , β i ; β i ξ i , for i = 1, 2, with |β 1 | = |β 2 |. Since
we conclude that β 1 = β 2 , and ξ 1 = ξ 2 =: ξ.
By focusing on the second coordinate of ℓ(u i ), we see that |α 1 | − |β 1 | = |α 2 | − |β 2 |, and hence |α 1 | = |α 2 |. Moreover, since
we see that α 1 = α 2 , and
The fact that ℓ(u 1 ) = ℓ(u 2 ) also implies that
and since α 1 = α 2 , we conclude thatΦ(g 1 , ξ) =Φ(g 2 , ξ), and hence that there exists an integer n 0 such that
By (8.12.1) we also have that g 1 (ξ| n ) = g 2 (ξ| n ), so (5.3) gives g 1 = g 2 , whence u 1 = u 2 .
As a consequence of the above result we see that the map
is one-to-one.
Observe that the co-domain of F has a natural groupoid structure, being the cartesian product of the lag groupG ⋊ρ by the graph of the transitive equivalence relation on E ∞ . Putting together (8.11) and (8.12) we may now easily prove:
8.14. Corollary. F is a groupoid homomorphism (functor), hence establishing an isomorphism from G tight (S G,E ) to the range of F . The range of F is then the concrete model of G tight (S G,E ) we are after. But, before giving a detailed description of it, let us make a remark concerning notation: since the co-domain of F is a mixture of cartesian and semi-direct products, the standard notation for its elements would be something like η, (u, p), ζ , for η, ζ ∈ E ∞ , u ∈G, and p ∈ . As part of our effort to avoid heavy notation we will instead denote such an element by η; u, p; ζ .
Proposition. The range of F is precisely the subset of E
∞ × (G ⋊ρ ) × E ∞ , formed by the elements (η;˘ , p − q; ζ), where η, ζ ∈ E ∞ , ∈ G ∞ , and p, q ∈ AE, are such that, for all n ≥ 1,
Proof. Pick a general element α, g, β; βξ ∈ G tight (S G,E ) and, recalling that
, p = |α|, q = |β|, and ζ = βξ, so that the element depicted in (8.15.1) becomes (η;˘ , p − q; ζ), and we must now verify (i) and (ii). For all n ≥ 1, one has that
proving (ii). Also,
proving (i) and hence showing that the range of F is a subset of the set described in the statement. Conversely, pick η, ζ ∈ E ∞ , ∈ G ∞ , and p, q ∈ AE satisfying (i) and (ii), and let us show that the element (η;˘ , p − q; ζ) lies in the range of F . Let g = p+1 , α = η| p , and β = ζ| q , so ζ = βξ for a unique ξ ∈ E ∞ . We then claim that α, g, β; βξ lies in G tight (S G,E ). In order to see this notice that
so (α, g, β) ∈ S G,E , and therefore α, g, β; βξ is indeed a member of G tight (S G,E ). The proof will then be concluded once we show that F ( α, g, β; βξ ) = (η;˘ , p − q; ζ), which in turn is equivalent to showing that
Before proving these points we will show that
This is obvious for n = 0. Assuming that n ≥ 1 and using induction, we have
Addressing (a) we have to prove that (αgξ) k = η k , for all k ≥ 1, but given that α is defined to be η| p , this is trivially true for k ≤ p. On the other hand, for k = n + p, with n ≥ 1, we have
proving (a). Focusing on (b) we have for all n ≥ 1 that
, hence taking care of (b). The last two points, namely (c) and (d) are immediate and so the proof is concluded.
As an immediate consequence we get a very precise description of the algebraic structure of G tight (S G,E ):
8.16. Theorem. Suppose that (G, E, ϕ) satisfies the conditions of (2.3) and is moreover residually free. Then G tight (S G,E ) is isomorphic to the sub-groupoid of E ∞ ×(G⋊ρ )×E ∞ given by
Recall from [8] that the C*-algebra of every graph is a groupoid C*-algebra for a certain groupoid constructed from the graph, and informally called the groupoid for the tail equivalence with lag.
Viewed through the above perspective, our groupoid may also deserve such a denomination, except that the lag is not just an integer as in [8] , but an element of the lag group G ⋊ ρ precisely described by the lag function ℓ introduced in (8.11).
The topology of G tight (S G,E ).
It is now time we look at the topological aspects of G tight (S G,E ). In fact what we will do is simply transfer the topology of G tight (S G,E ) over to G G,E via F . Not surprisingly F will turn out to be an isomorphism of topological groupoids.
Recall from [2: Proposition 4.14] that, if S is an inverse semigroup acting on a locally compact Hausdorff topological space X, then the corresponding groupoid of germs, say G, is topologized by means of the basis consisting of sets of the form Θ(s, U ), where s ∈ S, and U is an open subset of X, contained in the domain of the partial homeomorphism attached to s by the given action. Each Θ(s, U ) is in turn defined by
See [2: 4.12] for more details.
If we restrict the choice of the U 's above to a predefined basis of open sets of X, e.g. the collection of all cylinders in E ∞ in the present case, we evidently get the same topology on the groupoid of germs. Therefore, referring to the model of G tight (S G,E ) presented in (8.2), we see that a basis for its topology consists of the sets of the form Θ(α, g, β; γ) := α, g, β; ξ ∈ G tight (S G,E ) : ξ ∈ Z(γ) , (9.1) where (α, g, β) ∈ S G,E , and γ ∈ E * . We may clearly suppose that |γ| ≥ |β| and, since Θ(α, g, β; γ) = ∅, unless β is a prefix of γ, we may also assume that γ = βε, for some ε ∈ E * .
In this case, given any α, g, β; ξ ∈ Θ(α, g, β; γ), notice that ξ ∈ Z(γ), and (α, g, β)(γ, 1, γ) = αgε, ϕ(g, ε), γ , from where one concludes that α, g, β; ξ = αgε, ϕ(g, ε), γ; ξ , for all ξ ∈ Z(γ), and hence also that Θ(α, g, β; γ) = Θ αgε, ϕ(g, ε), γ; γ .
This shows that any set of the form (9.1) coincides with another such set for which β = γ. We may therefore do away with this repetition and redefine
We have therefore shown:
The collection of all sets of the form Θ(α, g, β), where (α, g, β) range in S G,E , is a basis for the topology of G tight (S G,E ).
We may now give a precise description of the topology of G tight (S G,E ), once it is viewed from the alternative point of view of (8.16):
9.4. Proposition. For each (α, g, β) in S G,E , the image of Θ(α, g, β) under F coincides with the set
and hence the collection of all such sets form the basis for a topology on G G,E , with respect to which the latter is isomorphic to G tight (S G,E ) as topological groupoids.
Proof. Left for the reader.
We may now summarize the main results obtained so far:
9.5. Theorem. Suppose that (G, E, ϕ) satisfies the conditions of (2.3) and is moreover residually free. Then O G,E is *-isomorphic to the C*-algebra of the groupoid G G,E described in (8.16) , once the latter is equipped with the topology generated by the basis of open sets Ω(α, g, β) described above, for all (α, g, β) in S G,E .
O G,E as a Cuntz-Pimsner algebra.
Inspired by Nekrashevych's paper [10] , we will now give a description of O G,E as a CuntzPimsner algebra [14] . With this we will also be able to prove that O G,E is nuclear and that G tight (S G,E ) is amenable when G is an amenable group. As before, we will work under the conditions of (2.3). We begin by introducing the algebra of coefficients over which the relevant Hilbert bimodule, also known as a correspondence, will later be constructed.
Since the action of G on E preserves length (2.4.iv), we see that the set of vertexes of E is G-invariant, so we get an action of G on E 0 by restriction. By dualization G acts on the algebra C(E 0 ) of complex valued functions 4 on E 0 . We may therefore form the crossed-product C*-algebra
Since C(E 0 ) is a unital algebra, there is a canonical unitary representation of G in the crossed product, which we will denote by {v g } g∈G .
On the other hand, C(E 0 ) is also canonically isomorphic to a subalgebra of A and we will therefore identify these two algebras without further warnings.
For each x in E 0 , we will denote the characteristic function of the singleton {x} by q x , so that {q x : x ∈ E 0 } is the canonical basis of C(E 0 ), and thus A coincides with the closed linear span of the set
For later reference, notice that the covariance condition in the crossed product reads
Our next step is to construct a correspondence over A. In preparation for this we denote by A e the right ideal of A generated by q d(e) , for each e ∈ E 1 . In technical terms
With the obvious right A-module structure, and the inner product defined by
one has that A e is a right Hilbert A-module. Notice that this in not necessarily a full Hilbert module since A e , A e is the two-sided ideal of A generated by q d(e) , which might be a proper ideal in some cases.
As already seen in (10.1), A is spanned by the elements of the form q x v g . Therefore A e is spanned by the elements of the form q d(e) q x v g , but, since the q's are mutually orthogonal, this is either zero or equal to q d(e) v g . Therefore we see that
Introducing the right Hilbert A-module which will later be given the structure of a correspondence over A, we define
Observe that if x is a vertex which is the source of many edges, say
. . , e n },
for all i, so that q x A appears many times as a direct summand of M . However these copies of q x A should be suitably distinguished, according to which edge e i is being considered. On the other hand, notice that if d −1 (x) = ∅, then q x A does not appear among the summands of M , at all.
Addressing the fullness of M , observe that
so, when E has no sinks, that is, when d −1 (x) is nonempty for every x, one has that M is full.
Given e ∈ E 1 , the element q d(e) , when viewed as an element of A e ⊆ M , will play a very special role in what follows, so we will give it a special notation, namely
There is a small risk of confusion here in the sense that, if e 1 , e 2 ∈ E 1 are such that
then (10.3) assigns q x to both t e 1 and t e 2 . However the coordinate in which q x appears in t e i is determined by the corresponding e i , so if e 1 = e 2 , then t e 1 = t e 2 . In order to completely dispel any confusion, here is the technical definition:
0, otherwise. We should notice that t e q d(e) = t e , (10.4) and that any element of M may be written uniquely as
where each y e ∈ A e . As the next step in constructing a correspondence over A, we would now like to define a certain *-homomorphism from A to the algebra L(M ) of adjointable linear operators on M . Since A is a crossed product algebra, this will be accomplished once we produce a covariant representation (ψ, V ) of the C*-dynamical system C(E 0 ), G . We begin with the group representation V . 10.6. Definition. For each g ∈ G, let V g be the linear operator on M given by V g e∈E 1 t e y e = e∈E 1 t ge v ϕ(g,e) y e , whenever y e ∈ A e , for each e in E 1 .
By the uniqueness in (10.5), it is clear that V g is well defined.
10.7. Proposition. Each V g is a unitary operator in L(M ). Moreover, the correspondence g → V g is a unitary representation of G.
Proof. Let g ∈ G. We begin by claiming that the expression defining V g above holds true whenever the y e are in A, and not necessarily restricted to A e . Since V g is clearly additive, we only need to check that V g (t e y) = t ge v ϕ(g,e) y, ∀ y ∈ A.
Observing that t e = t e q d(e) , we have
proving the claim. One therefore concludes that V g is right-A-linear.
We next claim that, for all e, f ∈ E 1 , one has
We have
ϕ(g,e) = (⋆). Starting from the right-hand-side of (10.7.1), we have
, which agrees with (⋆) above, and hence proves claim (10.7.1). If y, z ∈ A, we then have that
from where one sees that V g (ξ), η = ξ, V g −1 (η) , for all ξ, η ∈ M , hence proving that V g is an adjointable operator with V *
By A-linearity it is enough to prove that these operators coincide on the set formed by the t e 's, which is a generating set for M . We thus compute
Since it is evident that V 1 is the identity operator on M we obtain, as a consequence, that V −1 g = V g −1 = V * g , so each V g is unitary and the proof is concluded.
In order to complete our covariant pair we must now construct a *-homomorphism from C(E 0 ) to L(M ). With this in mind we give the following:
which we view as a complemented sub-module of M . In addition, we let Q x be the orthogonal projection from M to M x , so that
Observe that the Q x are pairwise orthogonal projections and that x∈E 0 Q x = 1.
be the unique unital *-homomorphism such that ψ(q x ) = Q x , ∀ x ∈ E 0 .
From our working hypothesis that E has no sources, we see that for every x in E 0 , there is some e ∈ E 1 such that r(e) = x. So Q x (t e ) = t e , whence Q x = 0. Consequently ψ is injective.
10.10. Proposition. The pair (ψ, V ) is a covariant representation of the C*-dynamical system C(E 0 ), G in L(M ).
Proof. All we must do is check the covariance condition
where σ is the name we temporarily give to the action of G on C(E 0 ). Since C(E 0 ) is spanned by the q x , it suffices to consider y = q x , in which case the above identity becomes
(10.10.1)
Furthermore M is generated, as an A-module, by the t e , for e ∈ E 1 , so we only need to verify this on the t e . We have It follows from [13: Proposition 7.6.4 and Theorem 7.6.6] that there exists a *-homomorphism Ψ :
such that Ψ(q x ) = Q x , ∀ x ∈ E 0 , and Ψ(v g ) = V g , ∀ g ∈ G.
Equipped with the left-A-module structure provided by Ψ, we then have that M is a correspondence over A.
For later reference we record here a few useful calculations involving the left-module structure of M .
10.11. Proposition. Let g ∈ G, e ∈ E 1 , and x ∈ E 0 . Then (i) v g t e = t ge v ϕ(g,e) ,
(ii) q x v g t e = [r(ge)=x] t ge v ϕ(g,e) .
Proof. We have v g t e = Ψ(v g )t e = V g (t e ) = t ge v ϕ(g,e) , proving (a). Also q x v g t e = Ψ(q x )(v g t e ) = Q x (t ge v ϕ(g,e) ) = [r(ge)=x] t ge v ϕ(g,e) .
It is our next goal to prove that O G,E is naturally isomorphic to the Cuntz-Pimsner algebra associated to the correspondence M , which we denote by O M . As a first step, we identify a certain Cuntz-Krieger E-family. (a) For every x ∈ E 0 , one has that e∈r −1 (x) t e t * e = q x . (b) e∈E 1 t e t * e = 1. ( c ) The set {q x : x ∈ E 0 } ∪ {t e : e ∈ E 1 } is a Cuntz-Krieger E-family.
Proof. We first claim that, for every x ∈ E 0 , and every m ∈ M , one has that e∈r −1 (x) t e t * e m = q x m.
To prove it, it is enough to consider the case in which m = t f , for f ∈ E 1 , since these generate M . In this case we have = Q x (t f ) = q x t f , proving the claim. This says that the pair q x , e∈r −1 (x) t e t * e is a redundancy or, adopting the terminology of [14] , that the generalized compact operator e∈r −1 (x)
Ω t e ,t e is mapped to Ψ(q x ) via Ψ (1) . Therefore
in O M , proving (a). Point (b) then follows from the fact that x∈E 0 q x = 1. Focusing now on (c), it is evident that {q x : x ∈ E 0 } is a family of mutually orthogonal projections. Moreover, for each e ∈ E 1 , we have t *
e t e = t e , t e = q d(e) , proving (3.1.i) and also that t e is a partial isometry. Property (3.1.ii) also holds in view of (a), so the proof is concluded.
Proposition.
There exists a unique surjective *-homomorphism
such that Λ(p x ) = q x , Λ(s e ) = t e , and Λ(u g ) = v g .
Proof.
By the universal property of O G,E , in order to prove the existence of Λ it is enough to check that the q x , t e , and v g satisfy the conditions of (3.2). Condition (3.2.a) has already been proved above while (3.2.b) is evidently true since v is a representation of G in C(E 0 ) ⋊ G ⊆ O M . Condition (3.2.c) is precisely (10.11.i), while (3.2.d) was taken care of in (10.2) .
Since A is spanned by the q x and the v g by (10.1), and since M is generated over A by the t e , we see that O M is spanned by the set {q x , t e , v g : x ∈ E 0 , e ∈ E 1 , g ∈ G}, so Λ is surjective.
Let us now prove that Λ is invertible by providing an inverse to it. Since A is the crossed product C*-algebra C(E 0 ) ⋊ G, one sees that (3.2.a&d) guarantees the existence of a *-homomorphism θ A : A → O G,E , sending the q x to the p x , and the v g to the u g . For each e in E 1 , consider the linear mapping
Proof. The factorization property follows immediately from (10.12.b) and an easy modification of [4: Proposition 7.1] to Cuntz-Pimsner algebras. In order to prove that Θ is an isomorphism, observe that Θ • Λ coincides with the identity map on the generators of O G,E , by (10.13), and hence Θ • Λ = id. The result then follows from the fact that Λ is surjective.
10.16. Corollary. If G is amenable then O G,E is nuclear.
Proof. The amenability of G ensures that C(E 0 ) ⋊ G is nuclear. The result then follows from (10.15) , the fact that Toeplitz-Pimsner algebras over nuclear coefficient algebras is nuclear [1: Theorem 4.6.25], and so are quotients of nuclear algebras [1: Theorem 9.4.4].
10.17. Remark. Since E 0 is finite, the nuclearity of C(E 0 ) ⋊ G is equivalent to the amenability of G. However, if the present construction is generalized for infinite graphs, one could produce examples of non amenable groups acting amenably on E 0 , in which case C(E 0 ) ⋊ G would be amenable. The proof of (10.16) could then be adapted to prove that O G,E is nuclear.
10.18. Corollary. If G is amenable and (G, E, ϕ) is residually free then G tight (S G,E ) and its sibling G G,E are amenable groupoids. Nekrashevych has proven in [11: Theorem 5.6] , that a certain groupoid of germs, denoted D G , constructed in the context of self-similar groups, is amenable under the hypothesis that the group is contracting and self-replicating. Even though there are numerous differences between D G and G G,E , including a different notion of germs and Nekrashevych's requirement that group actions be faithful, we believe it should be interesting to try to generalize Nekrashevych's result to our context.
