Abstract Given a two-dimensional correlated diffusion process, we determine the joint density of the first passage times of the process to some constant boundaries, which we assume to be either crossing or absorbing. This joint density depends on the transition densities of the process constrained to be below these levels. For general bivariate stochastic processes, closed expressions are not available. We show that the transition densities are solutions of a system of Volterra-Fredholm first kind integral equations. We propose a numerical algorithm to solve the system and thus to approximate the joint density of the first passage times, and we prove the convergence of the method. Given two correlated Wiener processes with drift, we provide explicit expressions of several distributions of interest, including the transition densities and the joint density of the passage times. A comparison between theoretical and numerical results for two correlated Wiener and a numerical illustration for two correlated Ornstein-Uhlenbeck process are carried out.
The bivariate FPT problem of other processes for either absorbing or crossing boundaries is still unsolved. Mimicking the approach used in the one dimensional case, we first write the joint FPT density in terms of functions which we show are solutions of a system of Volterra-Fredholm first kind integral equation. Then, to solve the system, we propose a numerical algorithm which does not depend on the type of boundaries and we prove its convergence. The proposed algorithm allows to avoid the prohibitive computational effort required for simulating the joint density of the FPTs [38] , to switch from Monte Carlo simulation method [24] to a deterministic numerical method and to deal with a set of modeling instances requesting bivariate FPT distributions such as the study of the joint distribution of consecutive neural action potentials (spikes) of two neurons belonging to a network as firstly proposed in [17] .
Structure of the paper
In Section 2 we introduce notations and mathematical background. In Section 3 we determine the joint FPT density of a bivariate diffusion process, in presence of either crossing or absorbing levels. The joint density depends on the joint densities of the FPT of the first crossing component and of the other component which has not yet attained its boundary. We prove that these densities are solutions of a system of VolterraFredholm integral equations [1] . In Section 4 we propose a numerical method to solve the system. In Section 5 we prove the convergence of the algorithm and study its order of convergence. In Section 6 we focus on two correlated Wiener processes with drift, correcting the formulas provided in [12] . First we calculate the transition density of the process in presence of absorbing boundaries by solving a bivariate Kolmogorov forward equation. Then we determine the joint density of the passage times. Finally, in Section 7 we apply the numerical algorithm to evaluate the joint FPT density of two correlated Wiener and OU processes in presence of absorbing levels, comparing numerical and theoretical results for Wiener.
Mathematical background
Consider a two-dimensional time homogeneous diffusion process X = (X 1 , X 2 ) (t); t > t 0 , where ' indicates vector transpose. It is solution of the stochastic differential equation dX(t) = µ(X(t))dt + Σ (X(t)) dW(t), X(t 0 ) = x 0 = (x 01, x 02 ) ,
where W (t) is a n-dimensional standard Wiener process. The R 2 -valued function µ and the (R 2 ×R n matrix)-valued function Σ are assumed to be defined and measurable on R 2 and all the conditions on existence and uniqueness of the solution are satisfied [3] .
Define the the random variable
i.e. the FPT of X i through the constant boundary B i > x 0i . Denote X a the process X before the first exit time from the strip (−∞, B 1 ) × (−∞, B 2 ), i.e. X a = {X(t); t ∈ [t 0 , min(T 1 , T 2 )]}, and X a i the process X i before the exit from (−∞, B i ), i.e. X a i = {X i (t); t ∈ [t 0 , T i ]} , i = 1, 2. For a k-dimensional diffusion process Z, define the transition cumulative distribution function (cdf) by F Z (x, t|y, s) := P(Z(t) < x|Z(s) = y), for t > s. Introduce the survival functionF Z (x, t|y, s) = 1−F Z (x, t|y, s) and denote the transition probability density function (pdf) by f Z (x, t|y, s) for s < t, x, y ∈ R k . Throughout the paper, we consider Z = X or Z = X a , for k = 1, 2, and we use the following densities:
• Transition pdf of X a 2 conditioned on T 1 = t when X a 2 starts in y 2 at time s < t, defined by
• Joint pdf of (X a 2 , T 1 ) when X a starts in y at time s < T 1 , defined by
Absorbing levels Crossing levels Fig. 1 Schematic representation of the considered diffusion processes in presence of absorbing (left figure) or crossing (right figure) boundaries B 1 = B 2 = B. In presence of absorbing boundaries, the component attaining its level is absorbed there, while the other pursues its evolution until its FPT. In presence of crossing boundaries, both components evolve until the time when both have reached their levels.
• Joint pdf of (X 2 , T 1 ), when X 1 starts in y 1 , X 2 starts in y 2 at time s, defined by
• Pdf of
Our aim is to determine
i.e. the joint pdf of
, f T2 are defined in the same way. To simplify the notation, we omit to write the starting position when y = x 0 , and the starting time when s = t 0 . Throughout the paper all the above densities are assumed to exist, to be well defined and either known in closed form or numerically evaluable. Moreover, the boundary B = (B 1 , B 2 ) > x 0 is assumed to be either absorbing or crossing. In presence of absorbing boundaries, the first component reaching its boundary is absorbed there, while the other pursues its evolution, independently on the other, till the epoch when it attains its level. Thus, the resulting process is bivariate in [0, min(T 1 , T 2 )] and univariate in [min(T 1 , T 2 ), max(T 1 , T 2 )]. In presence of crossing boundaries, both components evolve until max(T 1 , T 2 ) and thus the considered diffusion is bivariate. A schematic representation is proposed in Fig. 1 .
The distribution of (T 1 , T 2 ) depends on whether the boundary B is absorbing or crossing.
Theorem 1 In presence of absorbing boundaries, the joint density of (T 1 , T 2 ) is
In presence of crossing boundaries, the joint density of (T 1 , T 2 ) is
The proof of Theorem 1 is given in Appendix A. Both (2) and (3) depend on f (X a 2 ,T1) and f (X a 1 ,T2) , which are solutions of a system of Volterra-Fredholm integral equations:
Theorem 2 In presence of crossing boundaries, the densities f (X a 1 ,T2) and f (X a 2 ,T1) are solutions of the following system of Volterra-Fredholm first kind integral equations
where x 1 > B 1 and x 2 > B 2 . Moreover, it holds
The proof of Theorem 2 is given in Appendix B.
Remark 1
The densities f (X a i ,Tj ) , i, j = 1, 2 are the same irrespectively of the boundary conditions, since they involve the process X(t), with t ∈ [t 0 , min(T 1 , T 2 )], i.e. before the minimum time of the first crossing of the two components.
Numerical method
An analytic solution of the system (4) seems untenable for most of the diffusion processes. For this reason, we propose a numerical method which does not depend on whether the boundaries are crossing or absorbing, as argued in Remark 1. Consider a two-dimensional time interval [0,
For each component i = 1, 2, let h i and r i be the time and space discretization steps, respectively.
} we introduce the partition {(yu 1 , yu 2 ); t k1 , t k2 } where t ki = k i h i is the time discretization and yu i = B i − u i r i is the space discretization for k i = 0, . . . , N i , N i h i = Θ i , u i ∈ N, and i = 1, 2. To simplify the notation, we consider h 1 = h 2 = h and
We approximate the time integrals of (4) through the Euler method [23] , obtaining a system of integral equations forf (X a i ,Tj ) (y, t), which denotes the approximation of f (X a i ,Tj ) (y, t) due to the time discretization procedure. For x 1 < B 1 and x 2 < B 2 , we get
Let 1 A denote the indicator function of the set A. Then
Plugging (7) into (6) and differentiating with respect to x j , j = 1, 2, we get the system
Discretizing the spatial integral and truncating the corresponding series with a finite sum, we obtain
Heref (X a i ,Tj ) (y, t) denotes the approximation of f (X a i ,Tj ) (y, t) due to the time and space discretization procedures and to the truncation of the infinite sums of the space discretization.
Sincef (X a i ,Tj ) (yu i , t 0 ) = 0, we setf (Xi,Tj ) (yu i , t 0 ) = 0. The following algorithm can be used to approximate f (X a i ,Tj ) in the knots {(yu 1 , yu 2 ); t k }:
Step 1f
Step k ≥ 2
Remark 2 We choose to use the Euler method because it simplifies the notation and is easy to implement. More efficient schemes, e.g. trapezoidal formula or Gaussian quadrature formulas for infinite integration intervals, can be similarly applied, improving the rate of convergence of the error of the proposed algorithm.
Convergence of the numerical method
The error of the proposed algorithm, evaluated in the mesh points (yu i , t k ), is defined by
Mimicking the analysis of the error in [9] , we rewrite (10) as a sum of two errors. The first is given by e
, and is due to the time discretization. The second is given by E
, and is determined by the spatial discretization and by the truncation introduced at steps k ≥ 2.
Lemma 1 It holds
where the kernels are
When t = tρ, we write K i,k,ρ instead of K i,k,tρ to simplify the notation. Here a, c ∈ (−∞,
The proof of Lemma 1 is given in Appendix C.
To prove the convergence of the proposed algorithm, we need the following
, with
x ∈ (−∞, B 1 ) and y ∈ (−∞, B 2 ), such that
and C i,1 (0) and C i,2 (0) are bounded; (iii) for l = 1, 2
as r i → 0 and m i (r i )r i → ∞, where ψ l,i are positive constants;
(iv) for l = 1, 2, there exist constants Q l,i such that
The following theorem gives the convergence of the proposed algorithm. 
where r = max(r 1 , r 2 ).
The proof of Theorem 3 is given in Appendix D.
Remark 3 The numerical approximationf (X a j ,Ti) (y, tρ) can be rewritten as a function of f (X a j ,Ti) (y, tρ) and a, b, c, d ), as shown in Remark 2 in [9] . Therefore, hypotheses (i) and (iii) are in fact assumptions on f (X a j ,Ti) and K i,k,ρ .
Special case: bivariate Wiener process
Consider a bivariate X solving (1) with t 0 = 0, constant drift µ(X(t)) = (µ 1 , µ 2 ) ∈ R 2 and positive-definite covariance matrix 1) . Then X is a bivariate Wiener process with drift (µ 1 , µ 2 ) and covariance matrix
, with densities f X , f X a i and f Ti known [10] . The unknown density f X a is a solution of the two-dimensional Kolmogorov forward equation
with initial, boundary and absorbing conditions given by
respectively. The solution provided in [12] does not fulfill (13) when (µ 1 , µ 2 ) = (0, 0). Mimicking their proof, we noted that the normalizing factor
was missing. Since (16) is equal to 1 when (µ 1 , µ 2 ) = (0, 0), the results in [12] are correct for the driftless case and correspond to those provided in [24] . Summarizing these observations, in the presence of drift it holds Lemma 2 The density f X a that the process never reaches the boundary B in (0, t) is given by
wherer :=r(x) ∈ (0, ∞), φ := φ(x) ∈ (0, α) and
where Iρ(x) denotes the modified Bessel function of the first kind [37] , andr and φ are functions of x, obtained through a suitable change of variables [12] . We use them instead of x to simplify the notation. From the definition of conditional density f X a
, (17) and f X a 1 given in [33] , it follows
H(r,r 0 , φ, φ 0 , t),
Lemma 3 The conditional density f X a i |Tj (x i |t) is given by
where
The proof of Lemma 3 is given in Appendix E. From Lemma 3 and f Tj , it follows Corollary 2 The joint density f (X a i ,Tj ) is given by
The same result can be obtained by solving the system (4). In the specific case of absorbing boundaries, we have Theorem 4 In presence of absorbing boundaries, the joint density of (T 1 , T 2 ) is
Proof It follows by plugging f Ti (given in [10] ) and (20) into (2) . Remark 4 In presence of absorbing boundaries and (µ 1 , µ 2 ) = (0, 0), mimicking the proof in [12, 24] , we get
Not surprisingly, f (T1,T2) (t, t) = f T1 (t)f T2 (t) when ρ = 0, since the processes are not correlated.
To compare (22) with the corresponding expression in [17] , we set s = t 1 < t = t 2 andr 0 =r 0 /K 3 , since different transformations are used. Since
we obtain
The result differs from that in [17] , as already discussed in [12] , and agrees with that in [12, 24] . Since the error disappears when t 1 → t 2 , the expression f (T1,T2) (t, t) in [17] is correct.
For crossing boundary B, an explicit expression of f (Xj ,Ti) is not available and therefore we cannot derive an analytical expression for f (T1,T2) . However f (Xj ,Ti) can be numerically evaluated [4] , yielding a numerical approximation for f (T1,T2) using (3).
Examples
Here we report some examples to illustrate the joint density of (T 1 , T 2 ) for two-dimensional correlated Wiener and OU processes in presence of absorbing boundaries. For a bivariate Wiener, f (T1,T2) is given by (21) and (22), depending on whether (µ 1 , µ 2 ) = (0, 0) or µ 1 = µ 2 = 0, respectively. For the OU, f (T1,T2) is approximated through the proposed algorithm.
Bivariate Wiener process
In Fig. 2 we report the theoretical joint density and the contour plots of (T 1 , T 2 ) for two symmetric correlated Wiener with null drifts and boundaries B 1 = B 2 = 1 (upper panels) and for two correlated Wiener with drifts µ 1 = 1, µ 2 = 1.5 and levels B 1 = B 2 = 10 (lower panels). In both cases, σ 1 = σ 2 = 1, ρ = 0.5. The numerical approximations are not shown, since they are indistinguishable from the theoretical results. In particular, for µ 1 = µ 2 = 0, space discretization step r = 0.05 and time discretization step h = 0.01 (resp. h = 0.05), we obtain MSE(f (T1,T2) ) = 3.5859·10 −5 (resp. MSE(f (T1,T2) ) = 4.8607·10 −4 ). Here MSE(f (T1,T2) )
is the mean square error of thef (T1,T2) , which denotes the approximated density of (T 1 , T 2 ). This confirms the reliability of the algorithm, as expected from the convergence of the error proved in Theorem 3. Not surprisingly, the symmetry of the joint FPT density and of the contour plots depends on the underlying processes. For symmetric Wiener with relatively small variances, the probability mass is concentrated in the area close to the diagonal t 1 = t 2 , representing simultaneous FPTs, i.e. T 1 = T 2 . For non symmetric processes, the probability mass is concentrated around the means of the FPTs, i.e. E[T 1 ] = 10, E[T 2 ] = 6.67, and it is spread out according to their variances, i.e. Var(T 1 ) = 12.5 and Var(T 2 ) = 3.70 for this parameter choice.
Bivariate Ornstein-Uhlenbeck process
A bivariate OU process satisfies the stochastic differential equation (1) with
for µ i ∈ R, σ ij > 0, i, j = 1, 2, σ 12 ∈ R and Σ positive-definite matrix. In Fig. 3 we report the approximated joint density and the contour plots of (T 1 , T 2 ) for two symmetric correlated OU with µ 1 = 1, µ 2 = 1.5 (top panels) and for two correlated OU with µ 1 = 0.95, µ 2 = 1.5 (bottom panels). In both cases, θ = 10, σ 12 = 1, σ i = 2 and B i = 10, for i = 1, 2. In the first case, the asymptotic means µ i θ of both components are above the boundary B i . Also for the symmetric OU, the probability mass is concentrated along the diagonal t 1 = t 2 and thus the epochs of the passage times are similar. For the asymmetric OU, the first component has asymptotic mean µ 1 θ below B 1 , and thus the noise determines the crossings of the level. As a consequence, the probabilistic mass is concentrated in the region t 1 > t 2 .
Conclusion
For general bivariate diffusion processes, explicit expressions for the joint FPT density are not available neither in presence of absorbing nor in presence of crossing boundaries. In both cases, f (T1,T2) depends on the unknown density f (X a i ,Tj ) . To evaluate f (X a i ,Tj ) for constant boundaries, we propose an ad hoc numerical method, allowing to avoid the use of simulation approaches, which are characterized by prohibitive computational effort [38] . Assuming constant boundaries is not a shortcoming, since both the theoretical results in Section 3 and the numerical algorithm can be easily extended to the case of time dependent boundaries. The algorithm is shown to converge and its order of convergence is also computed. Thanks to these theoretical results, numerical investigations of the error of the method with respect to the time and space discretization steps are not needed. In presence of crossing boundary, the joint density of (T 1 , T 2 ) can be numerically obtained combining our algorithm for f (X a i ,Tj ) with that proposed for f Tj [33] . For a bivariate Wiener process with drifts and nondiagonal covariance matrix, we solve the FPT problem, providing explicit expression for f (T1,T2) and for several distributions of interest, such as f (X a i ,Tj ) and the transition density of the process constrained to be below the boundaries, correcting the formulas in [12] . In presence of crossing boundary, the joint density of (T 1 , T 2 ) can be numerically evaluated combining our algorithm with that proposed for f (Xi,Tj ) for bivariate Gaussian diffusion processes [4] . The proposed approach can be extended to other first passage problems, e.g. for a bivariate process whose component is reset whenever it attains its boundary, and then both components evolve until max(T 1 , T 2 ). Also in this scenario, which is typical for modeling neural spikes activity in neuroscience [34] , the joint density f (T1,T2) depends on f (X a i ,Tj ) and f (Xj ,Ti) . A generalization to the joint FPT distribution of a k-dimensional process is also of interest, but it requires to solve either a k-dimensional Kolmogorov forward equation in presence of absorbing boundaries, or a system of k Volterra-Fredholm first kind integral equations.
where in the second equality we condition on the value of the component which has not yet reached its level at the time when the other component crosses its boundary, and in the last equality we use the Markov property, which holds because X and thus X a are Markov processes. Finally, (2) follows by deriving (22) with respect to t 1 and t 2 .
In presence of crossing boundary B, we assume that X 1 crosses B 1 at time T 1 = s 1 , T 2 > s 1 , and X(s 1 ) = (B 1 , x 2 ). Both components evolve after s 1 and X 2 crosses B 2 at time T 2 . Therefore we have
A similar expression holds when T 2 = s 2 < T 1 . Since (22) also holds when B is absorbing, (3) follows by plugging (23) and (22) , and deriving (22) with respect to t 1 and t 2 .
Appendix B: Proof of Theorem 2
Consider the exit times of the process X. The survival distribution of X, for x 1 > B 1 and x 2 > B 2 , is given bȳ
where the last equality follows by the strong Markov property. Then (4) follows by choosing x = (x 1 , B 2 ) and x = (B 1 , x 2 ), respectively. Finally, (5) follows by differentiating (24) with respect to x.
Appendix C: Proof of Lemma 1
Let us focus on E
(1) k,u 1 in (11a). Subtracting (9) from (8), we obtain
If we rewrite (25) for k − 1, without making the (k − 1)th term explicit, we obtain
due to conditions (7) . Then, Lemma 1 follows by subtracting (26a) from (25a) and setting x i = yu i , for i = 1, 2. The error
in (11b) is obtained in analogous way.
Appendix D: Proof of Theorem 3
At first we study the error E
due to the spatial discretization. It can be decomposed as
Here, A
has the same expression as E
The term A . By definition, we have
Considering the terms in the first square brackets in (29a), we have
where we used hypothesis (i) and eq. (3.4.5) in [11] in the first inequality and hypothesis (ii) in the second. Then, thanks to hypothesis (ii), it follows thatf (X a j ,T i ) (y, tρ) is bounded. Moreover, the integrable function C 1,1 (y) on the compact interval [B 1 − r 1 , B 1 ] is bounded. Thus C 1,1 (y)|f (X a 1 ,T 2 ) (y, tρ)| ≤ η 1,1 for a positive constant η 1,1 , yielding (30) . A similar procedure can be done for the terms in the second square brackets in (29a) and for |A (2,a) k,u 2 |, obtaining:
where η l,i are suitable positive constants given by C l,i |f (X a i ,T j ) (y, tρ)| ≤ η l,i , for i, l, j = 1, 2, i = j and t k = hk. Consider the error A
. Using hypothesis (i), eq. (3.4.5) in [11] and then hypotheses (ii), (iii) in sequence, we get
From (31), (32) and r = max(r 1 , r 2 ), we get |A 
we get a system of inequalities
where τ ∈ (0, Θ) and t k = hk. Rewriting (6a) with the corresponding residuals, and evaluating it in x 1 = yu 1 , we get
−∞F X ((yu 1 , B 2 ), t k |(y, B 2 ), tρ)f (X a 1 ,T 2 ) (y, tρ) dy
−∞F X ((yu 1 , B 2 ), t k |(B 1 , y), tρ)f (X a 2 ,T 1 ) (y, tρ) dy + δ 1,1,k (h) + δ 1,2,k (h);
Subtracting (6a) from (38a) and differentiating with respect to yu 1 , we get the integral equation for e Rewriting (39a) with respect to k − 1, subtracting it from (39a) and using (7), we obtain 
Using (12), (37) and hypothesis (v), and since t k−1 = t k − h, we have The last inequality holds applying hypotheses (ii) and (iv) on the first term, and hypothesis (v) on the second term, for a suitable positive constant S 1,1 . Then (40) becomes |e 
where (41b) is obtained as (41a). Setting γ l = max{α l,1 , α l,2 }, l = 1, 2, we can iteratively solve (41) for k ≥ 0: 
The theorem follows by noting that |e
