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GLOBAL WELL-POSEDNESS OF THE SPATIALLY HOMOGENEOUS
KOLMOGOROV-VICSEK MODEL AS A GRADIENT FLOW
ALESSIO FIGALLI, MOON-JIN KANG, AND JAVIER MORALES
Abstract. We consider the so-called spatially homogenous Kolmogorov-Vicsek model,
a non-linear Fokker-Planck equation of self-driven stochastic particles with orientation
interaction under the space-homogeneity. We prove the global existence and uniqueness of
weak solutions to the equation. We also show that weak solutions exponentially converge
to a steady state, which has the form of the Fisher-von Mises distribution.
1. Introduction
In this paper we study the dynamics of the probability density function ρ(t, ω), as one-
particle distribution at time t with direction ω ∈ Sd−1 (unit sphere of Rd), which satisfies
the system
∂tρ = ∆ωρ−∇ω ·
(
ρPω⊥Ωρ
)
,
Ωρ =
Jρ
|Jρ| , Jρ =
∫
Sd−1
ω ρ dω.
(1.1)
Here the operators ∇ω and ∆ω denote the gradient and the Laplace-Beltrami operator on
the sphere Sd−1, respectively. The term Pω⊥Ω denotes the projection of the vector Ω onto
the normal plane to ω, describing the mean-field force that governs the orientational inter-
action of self-driven particles by aligning them with the direction Ω determined by the flux
J . Notice that Ω is not defined when J = 0, and this singularity in the vector field is one
of the main difficulties when studying the system (1.1).
The equation (1.1) is the spatially homogeneous version of the kinetic Kolmogorov-Vicsek
model, which was formally derived by Degond and Motsch [13] as a mean-field limit of the
discrete Vicsek model [1, 8, 23, 30] with stochastic dynamics. Recently, the stochastic
Vicsek model has received extensive attention in the mathematical topics such as the mean-
field limit, hydrodynamic limit, and phase transition. Bolley, Can˜izo and Carrillo [6] have
rigorously justified the mean-field limit when the unit vector Ω in the force term of (1.1)
is replaced by a more regular vector-field, and Degond, Frouvelle and Liu [11] provided a
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complete and rigorous description of phase transitions when Ω is replaced by ν(|J |)Ω, and
there is a noise intensity τ(|J |) in front of ∆ωρ, where the functions ν and τ satisfy
|J | 7→ ν(|J |)|J | and |J | 7→ τ(|J |) are Lipschitz and bounded.
Indeed, this modification leads to the appearance of phase transitions such as the number
and nature of equilibria, stability, convergence rate, phase diagram and hysteresis, which
depend on the ratio between ν and τ . It is important to observe that the assumptions of ν
remove the singularity of Ω because ν(|J |)Ω→ 0 as |J | → 0. This phase transition problem
has been studied as well in [1, 8, 11, 10, 19, 23]. Concerning studies on hydrodynamic
descriptions of kinetic Vicsek model we refer to [11, 10, 13, 12, 14, 18], see also [7, 9, 24] for
other related studies.
For the well-posedness of the kinetic Kolmogorov-Vicsek model, Frouvelle and Liu [19]
have shown the well-posedness in the spatially homogeneous case with the “regular” force
field Pω⊥J instead of Pω⊥Ω. Moreover they have provided the convergence rates towards
equilibria by using the Onsager free energy functional and Lasalle’s invariance principle, and
their results have been applied in [11]. On the other hand, Gamba and Kang [21] recently
proved the existence of weak solutions to the kinetic Kolmogorov-Vicsek model with the
singular force field Pω⊥Ω under the a priori assumption of |J | > 0, without handling the
stability issues, whose difficulty is mainly coming from the facts that the momentum is not
conserved and no dissipative energy functional. As a study for its numerical scheme, we
refer to [20].
The purpose of this paper is to present the global well-posedness and large time behavior
of weak solutions to the spatially homogeneous problem (1.1). In order to prevent the
singularity of Ωρ, we shall consider initial probability densities ρ0 satisfying |Jρ0 | > 0.
Nonetheless, since the momentum J is not conserved, the condition |Jρ0 | > 0 may not
immediately ensure that |Jρ| > 0 for all time. As we shall see, a formal computation
actually does show that |Jρ(t)| ≥ |Jρ0 |e−2(d−1)t (see Lemma 3.3). However, since it does not
seem obvious how to justify this estimate, we shall rather argue by approximation. More
precisely, we first regularize the equation (1.1) by adding a small constant ε > 0 to the
denominator of Ωρ. This allows us to look at (1.1) as the gradient flow with respect to
Wasserstein distance of a ε-perturbed free energy functional, and we will be able to prove
the well-posedness of the regularized equation using the time-discrete scheme by Jordan,
Kindeleherer, and Otto [26]. Finally, using a compactness argument, we will obtain the
global well-posedness of (1.1).
For the large time behavior, we observe that, as a consequence of (2.6), the system (1.1)
can be written as the nonlinear Fokker-Planck equation:
(1.2) ∂tρ = ∆ωρ−∇ω ·
(
ρ∇ω(ω · Ωρ)
)
.
We can easily see that the equilibrium states of (1.2) have the form of the Fisher-von Mises
distribution: for any given Ω ∈ Sd−1, these are given by
MΩ(ω) := CMe
ω·Ω,
where CM is the positive constant given by
(1.3) CM =
1∫
Sd−1
eω·Ω dω
,
3so that MΩ is a probability density function. Notice that the normalization constant CM
does not depend on Ω, and can be easily computed when d = 3 (see Appendix). In this
paper we prove that any weak solution of (1.1) converges exponentially to a stationary
Fisher-von Mises distribution.
The paper is organized as follows. In the next section, we briefly present some useful
results and estimates in the optimal transportation theory, and then state our main results.
Section 3 is devoted to the proof of existence of weak solutions. In Section 4, we prove
the convergence of weak solutions towards the equilibrium in L1 distance. In Section 5, we
show that weak solutions are locally stable with respect to the Wasserstein distance, and
as a consequence we obtain the uniqueness of the weak solution.
2. Preliminaries and Main results
2.1. Probability measures on the sphere. Here we summarize useful results from op-
timal transportation theory that will be used throughout the paper. We consider the em-
bedded Riemannian manifold Sd−1 ⊂ Rd endowed with the ambient metric and geodesic
distance given by
d(x, y) := inf
{√∫ 1
0
| γ˙ |2 dt
∣∣∣ γ ∈ C1((0, 1),Sd−1), γ(0) = x, γ(1) = y}.
We define the 2-Wasserstein distance (or transportation distance) with quadratic cost be-
tween two probability measures µ and ν as
(2.1) W2(µ, ν) :=
√
inf
λ∈Λ(µ,ν)
∫
Sd−1×Sd−1
d(x, y)2 dλ(x, y),
where Λ(µ, ν) denotes the set of all probability measures λ on Sd−1 × Sd−1 with marginals
µ and ν, i.e,
pi1#λ = µ, pi2#γ = ν,
where pi1 : (x, y) 7→ x and pi2 : (x, y) 7→ y are the natural projections from Sd−1 × Sd−1 to
S
d−1, and pi1#λ denotes the push forward of λ through pi1.
Whenever µ is absolutely continuous with respect to the volume measure of Sd−1, it follows
by McCann’s Theorem [27] that there exists a unique optimal plan λ0 ∈ Λ(µ, ν) which
minimizes (2.1), and such a plan is induced by an optimal transport map T : Sd−1 → Sd−1,
i.e., λ0 = (Id, T )#µ (thus, T#µ = ν). In addition, T can be written as
T (ω) = expω(∇ϕ(ω)),
for some d2/2-convex function ϕ : Sd−1 → R (see for instance [3, Theorem 2.33]).
We shall denote by (P(Sd−1),W2) the metric space of probability measures on the sphere
endowed with the Wasserstein distance. We recall that (P(Sd−1),W2) is a complete separa-
ble compact metric space, and a sequence µn converges to µ inW2 if and only if it converges
weakly in duality with functions in C(Sd−1) (see for example [3, Theorem 3.7 and Remark
3.8]).
The following proposition provides a useful estimate on the directional derivative of the
map µ 7→W 22 (µ, ν), which is used in Section 3.
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Proposition 2.1. Let µ, ν ∈ P(Sd−1), assume that µ is absolutely continuous, let X :
S
d−1 → TSd−1 be a C∞ vector field, and define µt := exp(tX)#µ. Then we have
lim sup
t→0
W 22 (µt, ν)−W 22 (µ, ν)
t
≤ −2
∫
Sd−1
∇ωϕ(ω) ·X(ω) dµ,
where ϕ : Sd−1 → R is a d2/2-convex function such that expω(∇ωϕ) is the optimal map
sending µ onto ν.
Proof. Let λ0 ∈ Λ(µ, ν) be the optimal plan, i.e., (Id, expω(∇ωϕ))#µ = λ0. Since the
measure
λt :=
(
(exp(tX) ◦ pi1, pi2
)
#
λ0
belongs to Λ(µt, ν), it follows by the definition of W2 (see (2.1)) that
W 22 (µt, ν) ≤
∫
Sd−1×Sd−1
d(ω, ω¯)2 dλt
=
∫
Sd−1×Sd−1
d(expω(tX), ω¯)
2 dλ0
=
∫
Sd−1
d
(
expω(tX), expω(∇ωϕ)
)2
dµ.
We now recall that the following formula about the squared distance function (see for
instance [17, Section 1.9]):
(2.2) d
(
expω(tX(ω)), expω(∇ωϕ(ω))
)2 ≤ d(ω, expω(∇ωϕ(ω)))2 − 2tX(ω) · ∇ωϕ(ω) +C t2.
Thus
W 22 (µt, ν) ≤
∫
Sd−1
d
(
ω, expω(∇ωϕ(ω))
)2
dµ− 2t
∫
Sd−1
X(ω) · ∇ωϕ(ω) dµ + C t2
=W 22 (µ, ν)− 2t
∫
Sd−1
X(ω) · ∇ωϕ(ω) dµ + C t2,
and the result follows. 
Throughout the paper, we mainly deal with absolutely continuous measures. Hence, by
abuse of notation, we will use sometimes ρ to denote the absolutely continuous measure
ρ dω on the sphere Sd−1.
2.2. Formulas for the calculus on the sphere. We present here some useful formulas
on sphere Sd−1, which are used throughout the paper.
Let F : Sd−1 → Rd be a vector-valued function and f : Sd−1 → R be scalar-valued function.
Then we have the following formulas related to the integration by parts:
(2.3)
∫
Sd−1
f ∇ω · F dω = −
∫
Sd−1
F · (∇ωf − 2ωf) dω,
and ∫
Sd−1
ω∇ω · F dω = −
∫
Sd−1
F dω,∫
Sd−1
∇ωf dω = (d− 1)
∫
Sd−1
ω f dω.
(2.4)
5Since∇ωf is a tangent vector-field, it follows immediately by the definition of the projection
Pω⊥ that
Pω⊥ω = 0,
Pω⊥∇ωf = ∇ωf.
(2.5)
Moreover, for any constant vector v ∈ Rd we have
∇ω(ω · v) = Pω⊥v,
∇ω · (Pω⊥v) = −(d− 1)ω · v.
(2.6)
We refer to [28] for the derivations of the above formulas.
2.3. Main results. We now state our main existence, uniqueness, and convergence results.
In the sequel we shall restrict to the case d ≥ 3 since we will need to use the logarithmic
Sobolev inequality on the sphere (see the proof of Lemma 4.1). We point out that Lemma
4.1 is not used in the existence part, hence our approach allows one to get existence of
solutions even in the case d = 2.
Theorem 2.1. (Existence and Uniqueness) Assume d ≥ 3. Let ρ0 ∈ P(Sd−1) be an initial
probability measure satisfying
(2.7) |Jρ0 | > 0,
∫
Sd−1
ρ0 log ρ0 dω <∞.
Then the equation (1.1) has a unique weak solution ρ ∈ L2loc([0,∞),W 1,1(Sd−1)) starting
from ρ0, which is weakly continuous in time, and satisfies (1.1) in the weak sense: for all
ϕ ∈ C∞(Sd−1) and 0 ≤ t < s,∫
Sd−1
ϕ (ρ(s)− ρ(t)) dω =
∫ s
t
(∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωρ(r))
]
ρ(r) dω
)
dr.
Moreover for all t > 0,
|Jρ|2 ≥ |Jρ0 |2e−2(d−1)t.
Theorem 2.2. (Convergence to steady state) Assume d ≥ 3. Let ρ0 ∈ P(Sd−1) be an initial
probability measure satisfying (2.7). Then there exist a constant vector Ω∞ ∈ Sd−1 and a
constant C > 0, depending only on ρ0 and the dimension d, such that
‖ρ(t)−MΩ∞‖L1(Sd−1) ≤ C
(∫
Sd−1
ρ0 log ρ0 dω + 1
)
e−
2(d−2)
e2
t.
Remark 2.1. Notice that, since the momentum Jρ(t) is not conserved in time, it is not
clear how to determine the vector Ω∞ from the initial data ρ0.
The following theorem provides a short time stability in Wasserstein distance when two
initial probability measures are close to each other. In particular it implies uniqueness of
solutions.
Theorem 2.3. (Stability in Wasserstein distance) Assume d ≥ 3. Let ρ0, ρ¯0 ∈ P(Sd−1) be
probability measures satisfying (2.7) and
W2(ρ0, ρ¯0) ≤ |Jρ0 |
16
,
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and let ρ(t) and ρ¯(t) denote the solutions of (1.1) starting from ρ0 and ρ¯0, respectively.
Then there exist constants C > 0 and δ > 0, depending on ρ0, ρ¯0, such that
W2(ρ(t), ρ¯(t)) ≤ eλtW2(ρ0, ρ¯0) ∀ t < δ,
where λ := (1 + 2/|Jρ0 |)− (d− 2).
3. Existence
In this section, we prove the existence part in Theorem 2.1. For this, we first regularize
the equation (1.1) using a parameter ε ∈ (0, 1) to prevent the singularity of Ωρ, and then
take ε→ 0 using standard compactness argument. It is worth noticing that the existence of
solutions to the regularized system could be proved also by more standard PDE arguments.
However, we prefer to use this alternative approach since it will also provide us with some
useful estimates for the limiting system.
3.1. Regularized equation. We first regularize (1.1) by adding ε > 0 to the denominator
of Ωρ as follows:
∂tρ
ε = ∇ω ·
(
ρε∇ω (log ρε − ω · Ωερε)
)
,
ρε(0) = ρ0,
Ωερε =
Jρε√|Jρε |2 + ε, Jρε =
∫
Sd−1
ω ρε dω.
(3.1)
In the next subsections, we show the existence of weak solutions to the regularized equation
(3.1) as a gradient flow with respect to Wasserstein distance of the ε-perturbed free energy
functional
Eε(µ) :=
{ ∫
Sd−1
ρ log ρ dω −√|Jρ|2 + ε if µ = ρ dω
+∞, otherwise.
Notice that since ρ 7→ Jρ is continuous with respect to W2, the functional Eε is lower
semicontinious with respect to W2. The next lemma provides some useful properties on
derivatives of the functional Eε.
Lemma 3.1. For a given ρ ∈ P(Sd−1), the following results hold.
(1) For any d2/2-convex function ϕ : Sd−1 → R, the second derivative of Eε along the
geodesic ρt dω := exp(t∇ϕ)#ρ dω at t = 0 is given by
(3.2)
d2
dt2
∣∣∣∣
t=0
Eε(ρt) =
∫
tr([D2ϕ]TD2ϕ) ρ dω + (d− 2)
∫
Sd−1
|∇ϕ|2ρ dω
+
∫
∇ϕD2(Ωερ · ω)∇ϕρdω −
1√|Jρ|2 + ε
(∣∣∣ ∫ ∇ϕρdω∣∣∣2 − (∫ Ωερ · ∇ϕρdω)2
)
.
(2) For any smooth vector field X : Sd−1 → TSd−1, the directional derivative of Eε along
µt := exp(tX)#ρ dω at t = 0 is given by
(3.3) lim
t→0
Eε(µt)− Eε(ρ)
t
=
∫
Sd−1
∇ω(log ρ− ω · Ωερ) ·X(ω) ρ dω.
7(3) The slope of Eε is given by
(3.4) |∇Eε(ρ)| := lim sup
ρ¯→ρ
(Eε(ρ¯)− Eε(ρ))+
W2(ρ¯, ρ)
=
√∫
Sd−1
|∇ω(log ρ− ω · Ωερ)|2ρ dω.
Proof. Once we prove (3.2), since the Hessian of the map ω 7→ Ωερ ·ω has norm bounded by
1 and tr([D2ϕ]TD2ϕ) ≥ 0, we get
(3.5)
d2
dt2
∣∣∣∣
t=0
Eε(ρt) ≥ −λ
∫
Sd−1
|∇ϕ|2ρ dω,
with λ = (1 + ε−1/2) − (d − 2). This means that the functional Eε is (−λ)-convex, and it
follows by standard theory (see for instance [2, Chapter 10]) that (3.3) and (3.4) hold. Thus
the remaining part is devoted to the proof of (3.2).
We begin by noticing that, since ρt dω := exp(t∇ϕ)#ρ dω is a geodesic in W2, the couple
(ρt, ϕt) solves the following system of continuity/Hamilton-Jacobi equation in the distribu-
tional/viscosity sense (see for instance [31, Chapter 13]):
∂tρt +∇ · (ρt∇ϕt) = 0,
∂tϕt +
|∇ϕt|2
2
= 0,
(3.6)
where ρ0 = ρ and ϕ0 = ϕ.
Then, using first the continuity equation above, we have
d
dt
( ∫
Sd−1
ρt log ρt dω −
√
|Jρt |2 + ε
)
=
∫
log ρt ∂tρt dω − Jρt√|Jρt |2 + ε ·
∫
ω ∂tρt dω
= −
∫
log ρt∇ · (ρt∇ϕt) dω +
∫
Ωερt · ω∇ · (ρt∇ϕt) dω
=
∫
∇ϕt · ∇ log ρt ρt dω −
∫
∇(ω · Ωερt) · ∇ϕt ρt dω
= −
∫
∆ϕt ρt dω −
∫
∇(ω · Ωερt) · ∇ϕt ρt dω.
Thus,
d2
dt2
Eε(ρt) = − d
dt
∫
∆ϕt ρt dω − d
dt
∫
∇(ω · Ωερt) · ∇ϕt ρt dω
=: I1 + I2.
Using (3.6), we have
I1 =
∫
∆
|∇ϕt|2
2
ρt dω +
∫
∆ϕt∇ · (∇ϕt ρt) dω
=
∫
∆
|∇ϕt|2
2
ρt dω −
∫
∇∆ϕt · ∇ϕt ρt dω
=
∫
tr([∇2ϕt]T∇2ϕt) ρt dω +
∫
Ric(∇ϕt,∇ϕt) ρt dω.
where in the last equality we used the Bochner formula
∆
| ∇ϕ |2
2
−∇ϕ · ∇∆ϕ = tr([∇2ϕ]T∇2ϕ) + Ric(∇ϕ,∇ϕ).
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Since the Ricci curvature tensor of Sd−1 is (d− 2)Id−1, we have
I1 =
∫
tr([∇2ϕt]T∇2ϕt) ρt dω + (d− 2)
∫
|∇ϕt|2 ρt dω.
For I2, we use (2.5) and (2.6) to get
(3.7) ∇(ω · Ωερt) · ∇ϕt = Pω⊥Ωερt · ∇ϕt = Pω⊥∇ϕt · Ωερt = ∇ϕt · Ωερt ,
which yields
I2 = − d
dt
∫
∇ϕt · Ωερt ρt dω
= −
∫
∂tρt∇ϕt · Ωερt dω −
∫
ρt∇∂tϕt · Ωερt dω −
∫
ρt∇ϕt · ∂tΩερt dω
=: I21 + I22 + I23.
Using (3.6) and (3.7), we have
I21 =
∫
∇ · (ρt∇ϕt)∇ϕt · Ωερt dω
=
∫
∇ · (ρt∇ϕt)∇(ω · Ωερt) · ∇ϕt dω
= −
∫
ρt∇ϕt · ∇
(∇(ω · Ωερt) · ∇ϕt) dω
= −
∫
ρt∇ϕtD2(ω · Ωερt)∇ϕt dω +
∫
ρt∇(ω · Ωερt) · ∇
( |∇ϕt|2
2
)
dω.
Similarly we have
I22 =
∫
ρt∇
( |∇ϕt|2
2
)
· Ωερt dω
=
∫
ρt∇(ω · Ωερt) · ∇
( |∇ϕt|2
2
)
dω,
thus
I21 + I22 = −
∫
ρt∇ϕtD2(ω · Ωερt)∇ϕt dω.
Concerning I23, since
∂tΩ
ε
ρt =
∂tJρt√|Jρt |2 + ε −
Ωερt√|Jρt |2 + ε Ωερt · ∂tJρt
=
1√|Jρt |2 + ε
(
−
∫
ω∇ · (ρt∇ϕt) dω +Ωερt
∫
Ωερt · ω∇ · (ρt∇ϕt) dω
)
=
1√|Jρt |2 + ε
(∫
ρt∇ϕt dω −Ωερt
∫
∇(Ωερt · ω) · ∇ϕt ρt dω
)
=
1√|Jρt |2 + ε
(∫
ρt∇ϕt dω −Ωερt
∫
Ωερt · ∇ϕt ρt dω
)
,
9we have
I23 = − 1√|Jρt |2 + ε
∫
ρt∇ϕ ·
( ∫
ρt∇ϕt dω − Ωερt
∫
Ωερt · ∇ϕt ρt dω
)
dω
= − 1√|Jρt |2 + ε
∣∣∣∣
∫
∇ϕt ρt dω
∣∣∣∣
2
+
1√|Jρt |2 + ε
(∫
Ωερt · ∇ϕt ρt dω
)2
.
Recalling that ρ0 = ρ and ϕ0 = ϕ, this completes the proof of (3.2). 
3.2. Minimizing movements for the free energy. To prove existence of solutions to
the regularized problem, we use the time-discrete scheme by Jordan, Kindeleherer and Otto
[26] (see also [16]). Hence, in all this section, ε > 0 is fixed and, to simplify the notation,
we shall not explicitly show the dependence on it.
Given a time step τ > 0, for a given initial data ρ0 ∈ P(Sd−1) we set
ρτ0 = ρ0,
and then recursively define ρτn as a minimizer of
σ 7→ W
2
2 (σ, ρ
τ
n−1)
2τ
+ Eε(ρ).(3.8)
The existence of a minimizer to (3.8) is guaranteed as follows.
Lemma 3.2. For a given τ > 0 and ρ ∈ P(Sd−1), there exists a minimum ρτ ∈ P(Sd−1) of
σ → W
2
2 (σ, ρ)
2τ
+ Eε(σ).
Furthermore, the optimal transport map T sending ρτ dω onto ρ dω is given by
(3.9) T (ω) = expω
[
τ∇ω
(
log ρτ − ω · Ωερτ
)]
.
Proof. First of all, the existence of a minimum µτ = ρτ dω follows from the fact that Eε is
lower semicontinous and bounded from below thanks to
Eε(ρt) ≥ min
x>0
x log x
∫
Sd−1
dω −
√∣∣∣ ∫
Sd−1
ρt dω
∣∣∣2 + ε
≥ |Sd−1| e−1 log e−1 −√1 + ε.
(3.10)
To show (3.9), let ϕ be a d2/2-convex function such that expω(∇ωϕ) is the optimal map
sending ρτ dω onto ρ dω. For any smooth vector field X on S
d−1, we set
µt := exp(tX)#ρτ dω.
Using the minimality of ρτ , we get
Eε(µt)− Eε(ρτ ) + W
2
2 (µt, ρ)−W 22 (ρτ , ρ)
2τ
≥ 0.
Then we use Proposition 2.1 and (3.3) to obtain∫
Sd−1
∇ω
(
log ρτ − ω · Ωερτ
) ·X(ω) ρ dω − 1
τ
∫
Sd−1
∇ωϕ ·X(ω) ρ dω
≥ lim sup
t→0
(
Eε(µt)− Eε(ρτ ) + W
2
2 (µt, ρ)−W 22 (ρτ , ρ)
2τ
)
≥ 0.
10 FIGALLI, KANG, AND MORALES
Exchanging X with −X, this yields∫
Sd−1
τ ∇ω
(
log ρτ − ω · Ωερτ
) ·X(ω) ρ dω = ∫
Sd−1
∇ωϕ ·X(ω) ρ dω,
and since X is arbitrary we get
∇ωϕ = τ ∇ω
(
log ρτ − ω · Ωερτ
)
,
which proves (3.9). 
3.3. Existence of the regularized equation (3.1). Using the sequence of minimizers
defined in the previous section, we define the discrete solution t 7→ ρτ (t) by
ρτ (t) := ρτn, for t ∈ [nτ, (n+ 1)τ).
We show now the existence of weak solutions to (3.1) as a limit of the discrete solutions ρτ
as τ → 0.
Proposition 3.1. Assume ρ0 ∈ P(Sd−1) with
∫
Sd−1
ρ0 log ρ0 dω < ∞. Then, for any se-
quence τk ↓ 0, up to a subsequence ρτk(t) converges to some limit ρ(t) locally uniformly in
time. The limit t 7→ ρ(t) belongs to L2loc([0,∞),W 1,1(Sd−1)) and is a weak solution of (3.1).
Proof. Throughout the proof, we will use the following inequality for the sequence of mini-
mizers ρτn of (3.8),
(3.11)
1
2
m−1∑
i=n
W 22 (ρ
τ
i+1, ρ
τ
i )
τ
+
τ
2
m−1∑
i=n
|∇Eε(ρτi )|2 ≤ Eε(ρτm)− Eε(ρτn), for any n < m,
referring to [2, Lemma 3.2.2] for its proof.
Since Eε(ρτm) ≤ Eε(ρ0) for all m and Eε(ρτn) bounded from below due to (3.10), we have
(3.12) Eε(ρτm)− Eε(ρτn) ≤ Eε(ρ0) +
√
1 + ε.
Let {τk}k∈N be a sequence converging to 0. Then, for any n < m,
(3.13)
1
2
m−1∑
i=n
W 22 (ρ
τk
i+1, ρ
τk
i )
τk
≤ Eε(ρ0) +
√
2
(recall that ε ≤ 1).
Notice that
(3.14) Eε(ρ0) ≤
∫
Sd−1
ρ0 log ρ0 dω <∞.
Also, it follows by Jensen’s inequality that
W 22 (ρ
τ
m, ρ
τ
n)
(m− n)2 ≤
(∑m−1
i=n W2(ρ
τ
i+1, ρ
τ
i )
m− n
)2
≤
∑m−1
i=n W
2
2 (ρ
τ
i+1, ρ
τ
i )
m− n ≤ 2τ(E
ε(ρ0) +
√
2).
Hence, setting n = [ sτ ] and m = [
t
τ ] for any 0 ≤ s < t, we have
(3.15) W2(ρ
τk(t), ρτk (s)) ≤
√
2(Eε(ρ0) +
√
2) [t− s+ τk].
This equicontinuity estimate combined the compactness of (P(Sd−1),W2) implies that, up
to a subsequence,
(3.16) ρτk(t) converges to some limit ρ(t) in (P(Sd−1),W2) locally uniformly in t ≥ 0.
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We now show that t 7→ ρ(t) is a weak solution of (3.1). For n ∈ N, by (3.8) and Lemma
3.2, we have (
expω
(
τk∇ω
(
log ρτkn+1 − ω · Ωερτkn+1
)))
#
ρτkn+1 dω = ρ
τk
n dω.
Thus, for any ϕ ∈ C∞(Sd−1),∫
Sd−1
ϕ(ω) (ρτkn+1 − ρτkn ) dω =
∫
Sd−1
(
ϕ(ω)− ϕ( expω(τk∇ω(log ρτkn+1 − ω ·Ωερτkn+1)))
)
ρτkn+1 dω.
Using, for each ω ∈ Sd−1, the Taylor formula along the geodesic s 7→ expω(sτk∇ω(log ρτkn+1−
ω · Ωε
ρ
τk
n+1
)), we have
∫
Sd−1
ϕ(ω) (ρτkn+1 − ρτn) dω = −
∫
Sd−1
τk∇ωϕ(ω) · ∇ω
[
log ρτkn+1 − ω · Ωερτkn+1
]
ρτkn+1 dω +R(n, τk)
=
∫
Sd−1
τk
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτkn+1)
]
ρτkn+1 dω +R(n, τk),
(3.17)
where the remainder term R(n, τk) can be estimated by
R(n, τk) ≤ ‖D2ωϕ‖L∞(Sd−1)
∫
Sd−1
d2
(
ω, expω(τk∇ω
[
log ρτkn+1 − ω · Ωρτkn+1
])
ρτkn+1 dω
= ‖D2ωϕ‖L∞(Sd−1)W 22 (ρτkn+1, ρτkn ),
(3.18)
For any 0 ≤ t < s, we sum up (3.17) from l := [ tτk ] to m := [
s
τk
] to get∫
Sd−1
ϕ (ρτk(s)− ρτk(t)) dω ≤
m∑
n=l
∫
Sd−1
τk
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτkn+1)
]
ρτkn+1 dω
+
m∑
n=l
R(n, τk)
=
∫ (m+2)τk
(l+1)τk
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω dr
+
m∑
n=l
R(n, τk).
Letting τk → 0, (3.16) implies∫
Sd−1
ϕ (ρτk (s)− ρτk(t)) dω →
∫
Sd−1
ϕ (ρ(s)− ρ(t)) dω.
Since Jρτk → Jρ, we have
|Ωερτk − Ωερ| ≤
∣∣∣Jρτk (√|Jρ|2 + ε−√|Jρτk |2 + ε) +√|Jρτk |2 + ε(Jρτk − Jρ)∣∣∣√|Jρτk |2 + ε√|Jρ|2 + ε
≤ 1
ε
(
|Jρτk − Jρ|+
∣∣∣√|Jρτk |2 + ε−√|Jρ|2 + ε∣∣∣)
→ 0,
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which implies that, for all r,∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω
→
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερ(r))
]
ρ(r) dω.
Moreover since
∫
Sd−1
[
∆ωϕ + ∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω is uniformly bounded, the
dominated convergence theorem yields∫ (m+2)τk
(l+1)τk
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω dr
→
∫ s
t
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερ(r))
]
ρ(r) dω dr.
On the other hand, since (3.18) and (3.13) give
m∑
n=l
R(n, τk) ≤ C
m∑
n=l
W 22 (ρ
τk
n+1, ρ
τk
n )
≤ C(Eε(ρ0) +
√
2)τk → 0,
we have shown that 0 ≤ t < s,∫
Sd−1
ϕ (ρ(s) − ρ(t)) dω =
∫ s
t
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερ(r))
]
ρ(r) dω dr,
which provides the weak formulation of (3.1). Moreover, thanks to (3.15) and (3.14),
(3.19) W2(ρ(t), ρ(s)) ≤
√
2
∫
Sd−1
ρ0 log ρ0 dω
√
t− s,
hence t 7→ ρ(t) is weakly continuous and ρ is a weak solution to (3.1).
It remains to show that ρ ∈ L2loc([0,∞),W 1,1(Sd−1)). Using again (3.11) and (3.12) we
see that, for any 0 ≤ t < s,∫ s
t
|∇Eε(ρτk(t))|2dt ≤ 2(Eε(ρ0) +
√
2),
which together with (3.4) yields
2(Eε(ρ0) +
√
2) ≥
∫ s
t
∫
Sd−1
|∇ω(log ρτk − ω · Ωερτk )|2ρτk dω dt
≥
∫ s
t
∫
Sd−1
|∇ω log ρτk |2ρτk dω dt− 2
∫ s
t
∫
Sd−1
∇ω log ρτk · ∇ω(ω · Ωερτk ) ρτk dω dt
≥ 1
2
∫ s
t
∫
Sd−1
|∇ω log ρτk |2ρτk dω dt− 2
∫ s
t
∫
Sd−1
|∇ω(ω · Ωερτk )|2ρτk dω dt.
(3.20)
Since |∇ω(ω · Ωε)| = |Pω⊥Ω| ≤ 1, we have∫ s
t
∫
Sd−1
|∇ω
√
ρτk |2dω dt = 1
2
∫ s
t
∫
Sd−1
|∇ω log ρτk |2ρτk dω dt
≤ 2(Eε(ρ0) +
√
2) + 2(s − t),
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which implies that
√
ρτk is uniformly bounded in L2loc([0,+∞),H1(Sd−1)).
Therefore, letting τk → 0, we get
(3.21)
√
ρ ∈ L2loc([0,+∞),H1(Sd−1)),
that combined with Ho¨lder inequality implies that ρ ∈ L2loc([0,+∞),W 1,1(Sd−1)). 
3.4. Uniqueness. The following results provide the stability estimates for weak solutions
to (3.1), thus their uniqueness. We shall revisit the arguments of the proof to show the
stability and uniqueness of weak solutions to (1.1) in Section 5.
Proposition 3.2. (Uniqueness and stability). Assume ρ0, ρ¯0 ∈ P(Sd−1) satisfy (2.7). Let
ρε, ρ¯ε be solutions of (3.1) with corresponding initial datas ρ0, ρ¯0. Then for all t > 0,
(3.22) W2(ρ
ε(t), ρ¯ε(t)) ≤ eλtW2(ρ0, ρ¯0),
where λ := (1 + ε−1/2)− (d− 2).
Proof. For a fixed time t > 0, let ϕ0 be a d
2/2-convex function such that expω(∇ωϕ0) is
the optimal map sending ρε(t) dω onto ρ¯ε(t) dω, and consider the curve [0, 1] ∋ r 7→ αr dω
of absolutely continuous measures defined by
αr dω = expω(r∇ωϕ0)#ρε(t) dω
(the absolute continuity of αr follows, for instance, from [15, Section 5]). Then the curve
r 7→ αr dω is the unique geodesic in (P(Sd−1),W2) connecting α0 = ρε(t) to α1 = ρ¯ε(t) (see
for example [3, Corollary 3.22]).
For each r ∈ [0, 1], let ϕr be a d2/2-convex function such that expω(∇ωϕr) is the optimal
map sending αr dω onto ρ¯
ε(t) dω. Similarly, the curve s 7→ αr,s dω defined by
(3.23) αr,s dω = expω(s∇ϕr)#αr dω,
and it is the unique geodesic in (P(Sd−1),W2) connecting αr,0 = αr to αr,1 = ρ¯ε(t). Notice
that it follows from the uniqueness of the geodesics that, for all r, s ∈ [0, 1],
αr+(1−r)s = αr,s.
Now, applying (3.2) in Lemma 3.1 to (3.23), we estimate the second derivative of Eε by
Wasserstein distance as
d2
dh2
∣∣∣∣
h=r
Eε(αh) = d
2
dh2
∣∣∣∣
h=0
Eε(αr, h
1−r
)
=
1
(1− r)2
d2
ds2
∣∣∣∣
s=0
Eε(αr,s)
≥ − λ
(1− r)2
∫
Sd−1
|∇ϕr|2αr dω
= −λ W
2
2 (αr, ρ¯
ε(t))
(1− r)2
= −λW 22 (ρε(t), ρ¯ε(t)),
(3.24)
where λ := (1 + ε−1/2)− (d− 2) (see (3.5)).
Since, by Taylor formula along the geodesic r 7→ αr dω,
Eε(α1) = Eε(α0) + d
dr
∣∣∣∣
r=0
Eε(αr) +
∫ 1
0
(1− r) d
2
dr2
Eε(αr) dr,
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we use (3.3) and (3.24) to have
Eε(ρ¯ε(t)) ≥ Eε(ρε(t)) +
∫
Sd−1
∇ϕ0 · ∇(log ρε(t)− ω · Ωρε(t)) ρε(t) dω −
λ
2
W 22 (ρ
ε(t), ρ¯ε(t)).
Similarly, applying the above arguments to the d2/2-convex function ϕ0 satisfying
ρε(t) dω = expω(∇ϕ0)#ρε(t) dω,
we have
Eε(ρε(t)) ≥ Eε(ρ¯ε(t)) +
∫
Sd−1
∇ϕ¯0 · ∇(log ρ¯ε(t)− ω · Ωρ¯ε(t)) ρ¯ε(t) dω −
λ
2
W 22 (ρ
ε(t), ρ¯ε(t)),
therefore
(3.25)
∫
Sd−1
∇ϕ0 · ∇(log ρε(t)− ω · Ωρε(t)) ρε(t) dω
+
∫
Sd−1
∇ϕ¯0 · ∇(log ρ¯ε(t)− ω · Ωρ¯ε(t)) ρ¯ε(t) dω ≤ λW 22 (ρε(t), ρ¯ε(t)).
We now claim that
d
dt
W 22 (ρ
ε(t), ρ¯ε(t)) =
∫
Sd−1
∇ϕ0 · ∇(log ρε(t)− ω · Ωρε(t)) ρε(t) dω
+
∫
Sd−1
∇ϕ¯0 · ∇(log ρ¯ε(t)− ω · Ωρ¯ε(t)) ρ¯ε(t) dω.
(3.26)
Indeed, ρε and ρ¯ε solve the continuity equation
∂tρ+∇ω · (v[ρ]ρ) = 0,
where v[ρ] := ∇ω(ω ·Ωερ − log ρ) is a locally Lipschitz vector field. Moreover it follows from
(3.21) that, for all t < s,∫ s
t
∫
Sd−1
|v[ρ]| ρ dω ≤ C (s− t)
(
1 + ‖∇√ρ‖L2(Sd−1)
)
<∞.
Hence the hypotheses of [31, Theorem 23.9] are satisfied implying (3.26), and combining it
with (3.25) yields
d
dt
W 22 (ρ
ε(t), ρ¯ε(t) ≤ λW 22 (ρε(t), ρ¯ε(t)),
which completes the proof. 
3.5. Properties of solutions to (3.1). In the next lemma, we show that the momentum
does not vanish for any finite time t ∈ (0,∞), with an estimate independent of ε.
Lemma 3.3. Let ρε be a solution of (3.1). Then, for all t > 0,
|Jρε(t)|2 ≥ |Jρ0 |2e−2(d−1)t.
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Proof. It follows from (3.1) that
d
dt
1
2
|Jρε |2 = Jρε · ∂tJρε
= Jρε ·
(∫
ω∆ρε dω −
∫
ω∇ · (ρε∇(ω · Ωρε)) dω
)
= Jρε ·
∫
ω∆ρε dω −
∫
Jρε · ω∇ · (ρε∇(ω · Ωρε)) dω
=: I1 + I2.
We use (2.4) to get
I1 = −Jρε ·
∫
∇ρε dω
= −(d− 1)Jρε ·
∫
ω ρε dω
= −(d− 1)|Jρε |2.
Also, using (2.3), we have
I2 =
∫
∇(Jρε · ω) · ∇(ω · Ωρε) ρεdω
=
∫
ρε√|Jρε |2 + ε |∇(ω · Jρε)|2 dω
≥ 0.
Thus
d
dt
|Jρε |2 ≤ −2(d− 1)|Jρε |2,
which completes the proof. 
3.6. Proof of the existence in Theorem 2.1. Let {εk}k∈N be a sequence converging
to 0. As a consequence of (3.19) it follows that the sequence {ρεk}k∈N is equicontinous,
so the compactness of (P(Sd−1),W2) imply that up to a subsequence, ρεk(t) converges to
some limit ρ(t) in (P(Sd−1),W2) uniformly in t ≥ 0. Then since Jρεk → Jρ, it follows from
Lemma 3.3 that for all t > 0,
(3.27) |Jρ(t)|2 ≥ |Jρ0 |2e−2(d−1)t.
Therefore by the same arguments as the proof of Proposition 3.1, the limit ρ is a weak
solution to (1.1). Moreover since a straightforward computation yields
d
dt
E0(ρ) = −
∫
Sd−1
|∇ω(log ρ− ω · Ωρ)|2ρ dω,
the analogue of (3.20) with ε = 0 combined with (3.14) provide
ρ ∈ L2loc([0,+∞),W 1,1(Sd−1)).

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4. Convergence towards equilibrium
In this section, we prove Theorem 2.2. We start with the following estimates on the
difference between ρε and MΩε
ρε
.
Lemma 4.1. Let CM be as in (1.3), and let ρ
ε be a solution of (3.1) starting from ρ0.
Then, for all t > 0,
‖ρε(t)−MΩε
ρε(t)
‖L1(Sd−1) ≤ e−C1t
(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
+
√
ε.
where
C1 :=
2(d− 2)
e2
.
Proof. First of all, for each measure ρε, we denote its relative entropy with respect to the
probability measure MΩε
ρε
(ω) dω = CMe
ω·Ωε
ρεdω by
H(ρε |MΩε
ρε
) =
∫
Sd−1
ρε log
( ρε
MΩε
ρε
)
dω,
which can also be rewritten as
H(ρε |MΩε
ρε
) =
∫
Sd−1
ρε log ρε dω −
∫
Sd−1
ω · Ωερε ρε dω − logCM .
Since ∫
Sd−1
ω · Ωερε ρε dω =
Jρε√|Jρε |2 + ε ·
∫
ω ρε dω =
|Jρε |2√|Jρε |2 + ε
=
√
|Jρε |2 + ε− ε√|Jρε |2 + ε,
we have
(4.1) Eε(ρε) = H(ρε |MΩε
ρε
)− ε√|Jρε |2 + ε + logCM .
We now set α := |Sd−1|−1, and regard the measure MΩε
ρε
dω as a bounded perturbation of
the constant probability measure α dω, i.e.,
MΩε
ρε
= eω·Ω
ε
ρε
−logCM = eω·Ω
ε
ρε
−logCM−logαα,
where
(4.2) osc(ω · Ωερε − logCM − log α) ≤ 2.
Since the Ricci curvature tensor of Sd−1 is (d − 2)Id and d ≥ 3, the logarithmic Sobolev
inequality [4] implies
H(ρε | α) ≤ 1
2(d− 2)
∫ ∣∣∣∣∇ log ρεα
∣∣∣∣
2
ρε dω.
Thus, since the logarithmic Sobolev inequality is stable under bounded perturbations (see
for instance [25, 29]), it follows from (4.2) that
(4.3) H(ρε |MΩε
ρε
) ≤ e
2
2(d − 2)
∫ ∣∣∣∣∇ log ρεMΩε
ρε
∣∣∣∣
2
ρε dω.
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Therefore, since (4.1) yields
d
dt
Eε(ρε) = d
dt
H(ρε |MΩε
ρε
)− d
dt
ε√|Jρε |2 + ε,
and we see
d
dt
Eε(ρε) = −
∫
|∇(log ρε − ω · Ωερε)|2ρε dω
= −
∫ ∣∣∣∣∇ log ρεMΩε
ρε
∣∣∣∣
2
ρε dω,
(4.4)
it follows from (4.3) and (4.4) that
d
dt
H(ρε |MΩε
ρε
) ≤ −2(d− 2)
e2
H(ρε |MΩε
ρε
) +
d
dt
ε√|Jρε |2 + ε.
Integrating this inequality, we get
H(ρε(t) |MΩε
ρε(t)
) ≤ e−C1tH(ρ0 |MΩερ0 ) + e
−C1t
∫ t
0
eC1s
d
ds
ε√
|Jρε(s)|2 + ε
ds
= e−C1tH(ρ0 |MΩερ0 ) +
ε√
| Jρε(t) |2 +ε
− e−C1t ε√| Jρ0 |2 +ε
− C1e−C1t
∫ t
0
eC1s
ε√
|Jρε(s)|2 + ε
ds
≤ e−C1tH(ρ0 |MΩερ0 ) +
√
ε.
Hence, thanks to the Csiszar-Kullback-Pinsker inequality (see for example [22, Theorem
1.4]) and the bound
H(ρ0 |MΩερ0 ) ≤
∫
Sd−1
ρ0 log ρ0 dω + 1− logCM ,
we have the desired inequality. 
The above estimates immediately imply that our weak solutions of (1.1) looks more and
more as a Fisher-von Mises distribution as t→∞.
Proposition 4.1. Let ρ be a solution of (1.1). Then for all t > 0,
‖ρ(t)−MΩρ(t)‖L1(Sd−1) ≤ e−
2(d−2)
e2
t
(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
.
Proof. The desired inequality follows by taking ε→ 0 in Lemma 4.1 for each t > 0. 
The above proposition only tells us that our solution ρ(t) resembles to MΩρ(t) for t≫ 1,
but it does not say whether the vector Ωρ(t) stabilizes to a fixed vector as t→∞.
To prove this fact, we first use the above result to obtain the uniform positivity of |Jρ|
in time, which improves the estimate (3.27). The following result ensures that if there is a
limit J∞ of Jρ(t) as t→∞, then J∞ has to be a nonzero vector.
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Lemma 4.2. Let ρ be a solution of (1.1) with initial data ρ0 ∈ P(Sd−1) satisfying (2.7).
Then there exists a positive constant C(ρ0) only depending on ρ0 such that for all t > 0,
|Jρ(t)| > C(ρ0).
Proof. Using Proposition 4.1, we have∣∣∣∣Jρ(t) −
∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣ =
∣∣∣∣
∫
Sd−1
ω (ρ(t)−MΩρ(t)) dω
∣∣∣∣
≤ ‖ρ(t)−MΩρ(t)‖L1(Sd−1)
≤ e−
2(d−2)
e2
t
(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
,
which yields
|Jρ(t)| ≥
∣∣∣∣
∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣−
∣∣∣∣Jρ(t) −
∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣
≥
∣∣∣∣
∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣− e− 2(d−2)e2 t(
∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
=: R(t).
By (A.1), C(d) :=
∣∣ ∫
Sd−1
ω ·MΩρ dω
∣∣ is a positive constant independent of Ωρ, thus
R(t)→ C(d) as t→∞.
Recalling (3.27), this completes the proof. 
4.1. Proof of Theorem 2.2. We begin with
d
dt
Jρ =
∫
ω∇ω ·
(
ρ∇ω(log ρ−∇ω(ω · Ωρ))
)
dω
= −
∫
ρ∇ω log ρ dω +
∫
ρ∇ω(ω · Ωρ) dω.
If we regard the above terms as functionals on ρ, that is,
I1(ρ) :=
∫
ρ∇ω log ρ dω,
I2(ρ) :=
∫
ρ∇ω(ω · Ωρ) dω,
then we see that
I1(MΩρ) = I2(MΩρ).
Also, noticing that I1(ρ) and I1(ρ) can be written as (see Section 2.2)
I1(ρ) =
∫
∇ωρ dω = (d− 1)
∫
ω ρ dω,
I2(ρ) =
∫
ρPω⊥Ωρ dω,
we have
|I1(ρ)− I1(MΩρ)| ≤ (d− 1)
∣∣∣ ∫ ω (ρ−MΩρ) dω∣∣∣
≤ C‖ρ−MΩρ‖L1(Sd−1),
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and
|I2(ρ)− I2(MΩρ)| ≤ C‖ρ−MΩρ‖L1(Sd−1)
for some dimensional constant C. Thus, thanks to Proposition 4.1, we have∣∣∣ d
dt
Jρ
∣∣∣ = ∣∣∣− I1(ρ) + I1(MΩρ)− I2(MΩρ) + I2(ρ)∣∣∣
≤ C‖ρ−MΩρ‖L1(Sd−1).
≤ C e−
2(d−2)
e2
t.
Together with Lemma 4.2, this implies that there exist a nonzero constant vector J∞ ∈ Rd
such that
|Jρ(t) − J∞| ≤ Ce−
2(d−2)
e2
t.
Therefore, setting Ω∞ =
J∞
|J∞|
, we have
‖MΩρ(t) −MΩ∞‖L1(Sd−1) ≤ C |Ωρ(t) − Ω∞| ≤ C e−
2(d−2)
e2
t,
that combined with Proposition 4.1 completes the proof. 
5. Uniqueness and Stability
In this section we present a stability estimate in Wasserstein distance, which provides
as a corollary the uniqueness result in Theorem 2.1. First of all, notice that the stability
estimate (3.22) does not imply the stability for (1.1), because of the dependence on ε in
(3.22).
We obtain here a stability estimate for short time when the two initial data ρ0, ρ¯0 are
close to each other as
(5.1) W2(ρ0, ρ¯0) ≤ |Jρ0 |
2
16
.
To get the stability estimate, we use the following lemma on the continuity of the momentum
Jρ with respect to the density ρ.
Lemma 5.1. Let ρ, ρ¯ ∈ P(Sd−1) be any measures satisfying |Jρ¯| > 0. Then,∣∣|Jρ¯| − |Jρ|∣∣ ≤ 2W2(ρ¯, ρ)|Jρ¯| .
Proof. We follow the same arguments in the proof of Proposition 3.2. Let ϕ0 be a d
2/2-
convex function such that expω(∇ωϕ0) is the optimal map sending ρ dω onto ρ¯ dω, and
consider the unique geodesic r 7→ αr dω connecting α0 = ρ to α1 = ρ¯.
Similarly for each r ∈ [0, 1], let ϕr be a d2/2-convex function such that expω(∇ωϕr) is the
optimal map sending αr dω onto ρ¯ dω, and consider the geodesic s 7→ αr,s dω connecting
αr,0 = αr to αr,1 = ρ¯. Notice that s 7→ αr,s dω satisfies the continuity equation in the sense
of distributions:
∂
∂s
∣∣∣∣
s=0
αr,s = −∇ω · (αr,s∇ωϕr).
Using the same computations as in (3.24), we have
∂
∂h
∣∣∣∣
h=r
αh =
1
1− r
∂
∂s
∣∣∣∣
s=0
αr,s = − 1
1− r∇ω · (αr∇ωϕr),
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thus
d
dt
∣∣∣∣
h=r
|J(αh)|2 = 2J(αh) · d
dt
∣∣∣∣
h=r
J(αh)
=
2
1− r
∫
Sd−1
∇ω(ω · J(αr))∇ωϕrαr dω
≤ 2
1− r
√∫
Sd−1
| ∇ω(ω · J(αr)) |2 αr dω
√∫
Sd−1
| ∇ωϕr |2 αr dω
≤ 2
1− rW2(αr, ρ¯)
≤ 2W2(ρ, ρ¯).
Integrating the above inequality from r = 0 to r = 1 we get
|Jρ¯|2 − |Jρ|2 ≤ 2W2(ρ, ρ¯).
Similarly applying the above arguments to another d2/2-convex function ϕ0 sending ρ dω
onto ρ dω we get
|Jρ|2 − |Jρ¯|2 ≤ 2W2(ρ, ρ¯),
hence ∣∣∣|Jρ¯| − |Jρ|∣∣∣ ≤ 2W2(ρ¯, ρ)|Jρ¯|+ |Jρ| ≤
2W2(ρ¯, ρ)
|Jρ¯| .

5.1. Proof of Theorem 2.3. Since ρ solves the continuity equation
∂tρ+∇ω · (ρ∇ω(ω · Ωρ − log ρ)) = 0,
it follows from the Benamou and Brenier formula [5] that, for any t > 0,
W 22 (ρ(t), ρ0) ≤ t
∫ t
0
∫
Sd−1
|∇ω(ω · Ωρ(τ) − log ρ(τ))|2ρ(τ) dω dτ.
In addition, since
d
dt
E0(ρ) = −
∫
Sd−1
|∇ω(log ρ− ω · Ωρ)|2ρ dω,
we have
W 22 (ρ(t), ρ0) ≤ t
∫ t
0
(
− d
dτ
E0(ρ)
)
dτ.
Recalling (4.1), we see that
d
dt
E0(ρ) = d
dt
H(ρ |MΩρ).
Thus, for all t > 0,
W 22 (ρ(t), ρ0) ≤ t
(
H(ρ0 |MΩ(ρ0))−H(ρ(t) |MΩρ(t))
)
≤ tH(ρ0 |MΩ(ρ0)).
Analogously
W 22 (ρ¯(t), ρ¯0) ≤ tH(ρ¯0 |MΩ(ρ¯0)).
Therefore, setting
δ :=
|Jρ0 |4
28max{H(ρ0 |MΩ(ρ0)),H(ρ¯0 |MΩ(ρ¯0))}
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we have that, for all t ≤ δ,
(5.2) W2(ρ(t), ρ0) ≤ |Jρ0 |
2
16
, W2(ρ¯(t), ρ¯0) ≤ |Jρ0 |
2
16
.
For each time t ≤ δ, we consider the unique geodesic r 7→ αr dω connecting α0 = ρ(t) to
α1 = ρ¯(t).
Then, using (5.1) and (5.2), we have
W2(ρ0, αr) ≤W2(ρ0, ρ(t)) +W2(ρ(t), αr)
≤W2(ρ0, ρ(t)) +W2(ρ(t), ρ¯(t))
≤ 2W2(ρ0, ρ(t)) +W2(ρ0, ρ¯(t))
≤ 2W2(ρ0, ρ(t)) +W2(ρ0, ρ¯0) +W2(ρ¯0, ρ¯(t))
≤ |Jρ0 |
2
4
,
and applying Lemma 5.1 to ρ0 and αr we get∣∣|Jρ0 | − |Jαr |∣∣ ≤ 2W2(ρ0, αr)|Jρ0 | ≤
|Jρ0 |
2
,
thus
(5.3) |Jαr | ≥
|Jρ0 |
2
.
We now compute the second derivative of E0 using (3.24) and (3.2) with ε = 0, and thanks
to (5.3) we have
d2
dh2
∣∣∣∣
h=r
E0(αh) ≥ −λW 22 (ρε(t), ρ¯ε(t)),
where λ := (1 + 2/|Jρ0 |)− (d− 2).
Hence, using the same arguments in the proof of Proposition 3.2, we deduce that
(5.4) W2(ρ(t), ρ¯(t)) ≤ eλtW2(ρ0, ρ¯0) ∀ t ∈ [0, δ],
as desired. 
5.2. Proof of the uniqueness in Theorem 2.1. The short time stability estimate
(5.4) implies the uniqueness of weak solutions to (1.1). Indeed, if W2(ρ0, ρ¯0) = 0, then
W2(ρ(t), ρ¯(t)) = 0 for all t ≤ δ. Thanks to Lemma 4.2 and
d
dt
H(ρ |MΩρ) ≤ 0,
a continuation argument implies W2(ρ(t), ρ¯(t)) = 0 for all t ≥ 0. 
Appendix A.
We here present how to compute explicitely the momentum JMΩ of the Fisher-von Mises
distribution in the case d = 3.
Let us fix a reference Cartesian coordinate system with e3 = Ω, and then consider the
spherical coordinate system (θ, φ) associated with the orthonormal basis (e1, e2,Ω). Then
a straightforward compution yields
C−1M =
∫
S2
eω·Ω dω =
∫ 2pi
0
dφ
∫ pi
0
ecos θ sin θ dθ = 2pi(e − e−1).
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Moreover, since
ω = sin θ cosφ e1 + sin θ sinφ e2 + cos θΩ,
we have
JMΩ =
∫
S2
ωMΩ(ω) dω = CMΩ
∫ 2pi
0
dφ
∫ pi
0
cos θ ecos θ sin θ dθ =
2e−1
e− e−1 Ω.
Similarly using the generalized spherical coordinate system on Sd−1, we have
(A.1) JMΩ =
∫ pi
0 cos θ e
cos θ sind−2 θ dθ∫ pi
0 e
cos θ sind−2 θ dθ
Ω.
Notice that CM and |JMΩ | are constants only depending on dimension d, but independent
of Ω.
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