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MATRICIALLY FREE RANDOM VARIABLES
ROMUALD LENCZEWSKI
Abstrat. We show that the operatorial framework developed by Voiulesu for free
random variables an be extended to arrays of random variables whose multipliation
imitates matriial multipliation. The assoiated notion of independene, alled ma-
triial freeness, an be viewed as a generalization of both freeness and monotone
independene. At the same time, the sums of matriially free random variables, alled
random pseudomatries, are losely related to Gaussian random matries. The main
results presented in this paper onern the standard and traial entral limit theorems
for random pseudomatries and the orresponding limit distributions whih an be
viewed as matriial generalizations of semiirle laws.
1. Introdution
It has been shown by Voiulesu [22℄ that free random variables arise naturally as
limits of random matries. In partiular, if we take symmetri matries whose entries
form a family of independent Gaussian random variables and we let the size of these
matries go to innity, their moments (with respet to normalized trae omposed with
lassial expetation) onverge to the moments of freely independent random variables
with the semiirle distribution obtained by Wigner [25℄ as the limit distribution of one
Gaussian random matrix.
Therefore, we an study free random variables, using at least two dierent frame-
works: operator algebras and random matries. However, it is to some extent surpris-
ing that a random matrix framework, of quite dierent nature than that of operator
algebras, exists for free random variables, and the onnetion between these two ap-
proahes does not seem to be very transparent. In this onnetion, our rst motivation
is to better understand the relation between the operatorial approah to free probability
and random matries.
The seond motivation omes from the question whether dierent types of indepen-
dene, like freeness and monotone independene of Muraki [16℄, an be inluded in
one natural model. Note in this ontext that models with more than one state on a
given algebra, like onditional freeness of Bo»ejko and Speiher [6℄ and freeness with
innitely many states of Cabanal-Duivillard and Ioneso [9,10℄ extend free probability
and inlude, as shown by Franz [11℄, ertain elements of monotone probability. For in-
stane, this an be done for onvolutions, but inluding monotone independene in the
framework of onditional freeness an be done only under additional (rather restritive)
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assumptions on the onsidered algebras. We show in this paper that one an remedy
this situation by introduing a onept of `independene' whih reminds freeness, but at
the same time has some `matriial' features whih plaes it somewhere between freeness
and the model of random matries.
A dierent reason to look for a new onept of independene arises from onrete
examples of interpolations between free probability and monotone probability [14,15℄.
In partiular, the ontinuous pp, qq-Brownian motions with Kesten distributions and
related Poisson proesses studied in [2,15℄ lead to the rst example of a two-mode
interating Fok spae introdued diretly and not by means of orthogonal polynomi-
als. This example has ertain `matriial' features whih also all for a new model of
`independene' that would be related to freeness.
The main result of our paper is the onstrution of a model, alled matriial freeness,
whih is related to the onept of the free produt of states introdued and studied by
Ching [10℄ in the ontext of von Neumann algebras and by Avitzour [3℄ and Voiulesu
[20℄ in the ontext of C-algebras. The underlying onept is that of the matriially free
produt of an array of Hilbert spaes with distinguished unit vetors pHi,j , ξi,jq whih
reminds the free produt of Hilbert spaes. However, it also satises the ondition
imitating matrix multipliation and the ondition of `diagonal subordination' whih
says that tensor produts must end with `diagonal' Hilbert spaes. Similarities between
free probability and `matriially free probability' hold also on other levels, some of whih
are studied in this paper. Stritly speaking, however, one needs to take a restrition
of the matriially free produt of states, alled the strongly matriially free produt of
states, to reover the free produt as a speial ase.
Roughly speaking, if pXi,jpnqq1¤i,j¤n is an array of self-adjoint matriially free random
variables in a *-algebra An, equipped with a distinguished state φn and a sequene
pψn,jq1¤j¤n of additional states, alled `onditions', for eah natural n, we an take the
sums
Spnq 
n¸
i,j1
Xi,jpnq
alled random pseudomatries, and study their asymptoti distributions (as n Ñ 8)
with respet to the states φn and with respet to normalized traes
ψn 
1
n
n¸
j1
ψn,j,
respetively. We assume that the distributions of the Xi,jpnq in the states φn and ψn,k
are not idential and depend on n in suh a way that their ψn-distributions remind
those of Gaussian random matries in the approah of Voiulesu. This relation to
random matries as well as asymptoti matriial freeness of random pseudomatries
will be studied in a forthoming paper. In progress is the work on the addition of
matriially free random variables and the resulting matriial R-transform.
It turns out that the limit theorem for the above random pseudomatries in the
states φn, whih we all `standard', may be viewed as an analog of the entral limit
theorem for free random variables (espeially, if we take square arrays). In turn, the
limit theorem for random pseudomatries in the states ψn, alled `traial', is related
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to the limit theorem for random matries (espeially, if we take square arrays). The
limit distributions play then the role of multivariate generalizations of the semiirle
distributions. Let us point out, however, that when we onsider triangular arrays, the
framework of matriial freeness an as well be viewed as a generalization of that of
monotone independene.
In Setion 2, we introdue the onepts of the `matriially free produt of states' and
the `matriially free Fok spae'. We obtain from these strutures their strong oun-
terparts in Setion 3. In Setion 4, we introdue the notions of `matriial freeness' and
`strong matriial freeness' and disuss the example of the disrete (strongly) matriially
free Fok spae. In Setion 5, of ombinatorial nature, we dene and study ertain
real-valued funtions on the set of non-rossing partitions, dened in terms of traes of
ertain matries. In Setion 6, we study the asymptoti behavior of random pseudoma-
tries and we prove standard and traial entral limit theorems. The limit distributions,
whih an be interpreted as matriial multivariate generalizations of semiirle laws, are
studied in Setion 7. Their deompositions in terms of s-free additive onvolutions in
the ase of two-dimensional arrays are proved in Setion 8. Two geometri realizations
of the limit distributions, in terms of walks on weighted binary trees and in terms of
weighted Catalan paths, are given in Setion 9.
2. Matriially free produts
In this Setion we introdue the notion of the matriially free produt of states as
well as the orresponding notions of the matriially free produt of Hilbert spaes and
the matriially free Fok spae.
When speaking of arrays indexed by two indies, say i, j, we shall usually assume that
i, j P I, where I is an index set. This refers to the situation when we deal with square
arrays. However, we also want to onsider other arrays, like triangular arrays of the
form T : tpk, lq : k ¥ l, ; k, l P Iu, where I is a linearly ordered index set. Therefore, by
an array we will understand a subarray of a square array whih inludes the diagonal.
Without loss of generality we an use the square array formulation most of the time.
Of speial interest will be the nite-dimensional ase when I  rns : t1, 2, . . . , nu.
Denition 2.1. Let
pH : pHi,jq be an array of omplex Hilbert spaes. By the
matriially free Fok spae over
pH we understand the Hilbert spae diret sum
Mp pHq  CΩ`
8
à
m1
à
pi1,i2q...pim,imq
n1,...,nmPN
Hbn1i1,i2 bH
bn2
i2,i3
b . . .bHbnmim,im
where Ω is a unit vetor, with the anonial inner produt.
Let us observe that the Hilbert spae tensor powers whih appear in the above diret
sum have the following three properties:
(1) the `matriial property'  the seond index of the preeding power agrees with
the rst index of the following power,
(2) the `freeness property'  the onseutive pairs of indies are dierent,
(3) the `diagonal subordination property'  the last pair is `diagonal'.
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Of ourse, if the index set I onsists of one element and thus pH is just one Hilbert
spae H, the orresponding matriially free Fok spae redues to the usual free Fok
spae FpHq. In general, however, Mp pHq is a (usually, proper) subspae of the free Fok
spae Fp
À
i,j Hi,jq  i,jFpHi,jq.
Related to the `matriially free Fok spae' is the `matriially free produt of Hilbert
spaes'. The terminology parallels that introdued in free probability [20,23℄.
Denition 2.2. Let pHi,j, ξi,jq be an array of Hilbert spaes with distinguished unit
vetors. By the matriially free produt of pHi,j, ξi,jq we understand the pair pH, ξq,
where
H  Cξ `
8
à
m1
à
pi1,i2q...pim,imq
H0i1,i2 bH
0
i2,i3
b . . .bH0im,im,
with H0i,j  Hi,j aCξi,j and ξ being a unit vetor. We denote it pH, ξq  
M
i,jpHi,j , ξi,jq.
Proposition 2.1. It holds that
pMp pHq, ξq  Mi,jpMpHi,jq, ξi,jq
Proof. We use the denition of the matriially free Fok spae, the isomorphism
MpHi,jq  FpHi,jq for any i, j and regroup terms. 
For any j, introdue diagonal subspaes of H of the form
Hpj, jq  Cξ `
8
à
m2
à
pj,i2q...pim,imq
i2j
H0j,i2 bH
0
i2,i3
b . . .bH0im,im,
and the assoiated diagonal partial isometries Vj,j : Hj,j bHpj, jq Ñ H:
ξj,j b ξ Ñ ξ
H0j,j b ξ Ñ H
0
j,j
ξj,j b pH
0
j,j1
b . . .bH0jm,jmq Ñ H
0
j,j1
b . . .bH0jm,jm
H0j,j b pH
0
j,j1
b . . .bH0jm,jmq Ñ H
0
j,j bH
0
j,j1
b . . .bH0jm,jm
where m ¡ 1.
For any i  j we introdue non-diagonal subspaes of H of the form
Hpi, jq 
8
à
m1
à
pj,i2q...pim,imq
H0j,i2 bH
0
i2,i3
b . . .bH0im,im
and the assoiated non-diagonal partial isometries Vi,j : Hi,j bHpi, jq Ñ H for i  j:
ξi,j b pH
0
j,j1
b . . .bH0jm,jmq Ñ H
0
j,j1
b . . .bH0jm,jm
H0i,j b pH
0
j,j1
b . . .bH0jm,jmq Ñ H
0
i,j bH
0
j,j1
b . . .bH0jm,jm,
where m ¥ 1.
Eah Hpi, jq is spanned by simple tensors whih do not begin with vetors from H0i,j
and for that reason it is suitable for the left free ation of the operators reating suh
vetors. Thus, roughly speaking, both types of partial isometries jointly replae the
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unitary maps used in free probability. It is the diagonal subordination property whih
is responsible for distinguishing two types of isometries.
Consider an array of C-algebras pAi,jq, eah with a unit 1i,j and a state ϕi,j, and let
pHi,j, πi,j, ξi,jq be the assoiated GNS triples, so that ϕi,jpaq  xπi,jpaqξi,j, ξi,jy for any
a P Ai,j. For any i, j, let λi,j be the *-representation of Ai,j given by
λi,jpaq  Vi,jpπi,jpaq b IHpi,jqqV

i,j for a P Ai,j,
where IHpi,jq denotes the identity on Hpi, jq. Note that these representations are, in
general, non-unital. In fat,
λi,jp1i,jq  Vi,jV

i,j  ri,j   si,j
where ri,j and si,j are anonial projetions in BpHq given by
ri,j  PHpi,jq and si,j  PKpi,jq
where Kpi, jq  H0i,jbHpi, jq. For given i, j, the projetions ri,j and si,j are orthogonal
and their sum is the anonial projetion onto the subspae of H onto whih λpAi,jq
ats non-trivially.
The λi,j remind the representations λi of free probability, but the orresponding
operators λi,jpaq have larger kernels. Using λi,j's, we shall dene produt representations
on
A : \i,jAi,j,
the free produt without identiation of units, equipped with the unit 1A, and produts
of states whih are analogs of the free produt representation and the free produt of
states, respetively.
Denition 2.3. The matriially free produt representation πM  
M
i,jπi,j is the unital
*-homomorphism λ : AÑ BpHq given by the linear extension of
λp1Aq  1 and λpa1a2 . . . anq  λi1,j1pa1qλi2,j2pa2q . . . λin,jnpanq
for any ak P Aik,jk , k  1, . . . , n, with pi1, j1q  pi2, j2q  . . .  pin, jnq. The assoiated
state ϕ  Mi,jϕi,j : AÑ C is given by
ϕpaq  xπMpaqξ, ξy
and will be alled the matriially free produt of pϕi,jq.
Basi properties of the produt state ϕ are olleted in the propositions given below.
Roughly speaking, they show that this state (on the free produt of C-algebras with-
out identiation of units) has similar properties as the free produt of states (on the
free produt of C-algebras with identiation of units) exept that the units of these
algebras at as units only on `matriial' tensor produts and otherwise they at as null
projetions.
For that purpose, it will be useful to introdue the following sets of indies:
Λn  tppi1, i2q, pi2, i3q, . . . , pin, inqq : pi1, i2q  pi2, i3q  . . .  pin, inqu
and Λ 

8
n1 Λn. Clearly, the set Λ enodes the matriial, freeness and diagonal
subordination properties. Finally, I stands for the unital subalgebra of A generated by
the units 1i,j.
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Proposition 2.2. Let ϕ be the matriially free produt of states pϕi,jq and let ak P
Aik,jk, where k P rns and pi1, j1q  . . .  pin, jnq.
(1) If ak P Kerϕik,jk for k P rns, then ϕpa1a2 . . . anq  0.
(2) If ar  1ir ,jr and am P Kerϕim,jm for r   m ¤ n, then
ϕpa1 . . . anq 
"
ϕpa1 . . . ar1ar 1 . . . anq if ppir, jrq, . . . , pin, jnqq P Λ
0 otherwise
.
(3) For any a P A, u1, u2 P I and i, j P I, it holds that
ϕpu1au2q  ϕpu1qϕpaqϕpu2q and ϕp1i,jq  δi,j.
(4) The restrition of ϕ to Aj,j is ϕj,j for any j P I.
(5) The mixed moments ϕpa1a2 . . . anq are uniquely expressed in terms of mixed
moments of produts of ak's in the states ϕik,jk.
Proof. If ak P Kerϕik,jk for k P rns, where pi1, j1q  . . .  pin, jnq, then it follows
from the denition of the λi,j that
(1) πMpa1 . . . anqξ  0 if ppi1, j1q, . . . , pin, jnqq R Λ
(2) πMpa1 . . . anqξ P H
0
i1,j1
b . . .bH0in,jn if ppi1, j1q, . . . , pin, jnqq P Λ.
In both ases we obtain a vetor orthogonal to ξ on the RHS, whih proves (1). Sup-
pose now that the assumptions of (2) hold. If ppir, jrq, . . . , pin, jnqq P Λ, then λir ,jrp1ir,jrq
ats as a unit on H0ir 1,jr 1 b . . . bH
0
in,jn
by the denition of the representations λi,j.
On the other hand, λir ,jrp1ir,jrq kills any simple tensor beginning with h P H
0
ir 1,jr 1
if
jr  ir 1 or ppir 1, jr 1q, . . . , pin, jnqq R Λ sine Vir ,jr does, whih ompletes the proof
of (2). In turn, (3) follows from the ation of the λp1i,jq onto ξ. That ϕ agrees with
ϕj,j on Aj,j for any j P I follows from the ation of the λj,jpaq, a P Aj,j, onto ξ, namely
πMpaqξ  pπj,jpaqξq
0
 ϕj,jpaqξ, whih gives (4). Finally, (5) is a onsequene of (1)-(2).

In a similar way we an dene states assoiated with other unit vetors from H. For
our purposes, we will need states assoiated with unit vetors ej P H
0
j,j whih are in
the ranges of πj,jpAj,jq, where j P I, respetively, namely ϕj : A Ñ C dened by the
formulas
ϕjpaq  xπMpaqej , ejy.
These states will be alled onditions assoiated with ϕ and will be used for omputing
traes. They have similar properties as ϕ as the proposition given below shows in more
detail. The main dierene is that ϕj satises the ondition of freeness type only for
indies whih satisfy pj, jq  pi1, j1q  . . .  pin, jnq  pj, jq. Moreover, ϕj|I is quite
dierent than ϕ|I due to dierent normalization onditions.
Proposition 2.3. Let ϕj, where j P I, be the onditions assoiated with ϕ  
M
i,jϕi,j
and let let ak P Aik,jk, where k P rns and pj, jq  pi1, j1q  . . .  pin, jnq  pj, jq. Then
(1) If ak P Kerϕik,jk for k P rns, then ϕjpa1a2 . . . anq  0 for eah j.
(2) If ar  1ir ,jr and am P Kerϕim,jm for r   m ¤ n, then
ϕjpa1 . . . anq 
"
ϕjpa1 . . . ar1ar 1 . . . anq if ppir, jrq, . . . , pin, jnqq P Λ
0 otherwise
.
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(3) For any a P A, u1, u2 P I and i, j, k P I, it holds that
ϕjpu1au2q  ϕjpu1qϕjpaqϕjpu2q and ϕjp1i,kq  δj,k.
(4) The restrition of ϕj to Ai,j is ϕi,j for i  j.
(5) The mixed moments ϕjpa1a2 . . . anq are uniquely expressed in terms of mixed
moments of produts of ak's in the states ϕik,jk.
Proof. The proof is similar to that of Proposition 2.2. The main dierene onerns
(3) and (4). In this ontext, notie that the unit vetors ej play the same role with
respet to the ation of the λi,jpaq for any i  j as ξi,j plays with respet to the ation
of πi,jpaq, where a P Ai,j, and thus ϕjpaq  xλi,jpaqej , ejy  xπi,jpaqξi,j, ξi,jy  ϕi,jpaq,
whih gives (4). 
Remark 2.1. Note that states ϕ and pϕjq share together the property of extending
the array of states pϕi,jq. Thus, ϕ extends the diagonal states ϕj,j for all j, but it does
not extend the non-diagonal states ϕi,j for i  j sine πMpaqξ  0 for any a P Ai,j. In
turn, ϕj extends ϕi,j for i  j, but it does not extend ϕj,j or any of the other diagonal
states. This is a natural onsequene of dierenes in the denitions of the diagonal
and non-diagonal partial isometries. Moreover, it is lear that for eah ϕj there exists
bj P Aj,j XKerϕ suh that
ϕjpwq  ϕpb

jwbjq
for any w P \i,jAi,j. Therefore we an redue omputations of mixed moments in the
state ϕj to omputations of mixed moments in the state ϕ.
Finally, let us denote by λpIq the unital ommutative *-subalgebra of BpHq generated
by the λp1i,jq, where i, j P I. By abuse of notation, λp1i,jq will also be denoted by 1i,j.
Observe that these projetions are not mutually orthogonal and that is why it is often
onvenient to use their subprojetions ri,j and si,j.
3. Strongly matriially free produts
Of speial importane is the subspae of the matriially free Fok spae, alled the
`strongly matriially free Fok spae', in whih the diagonal Hilbert spaes appear only
at the end of tensor produts. The main reason is that it is related to both free and
monotone Fok spaes. We also study the assoiated produt states whih an be viewed
as diret generalizations of both free and monotone produts of states.
Denition 3.1. By the strongly matriially free Fok spae over
pH : pHi,jq we under-
stand the subspae of Mp pHq of the form
Rp pHq  CΩ`
8
à
m1
à
i1...im
n1,...,nmPN
Hbn1i1,i2 bH
bn2
i2,i3
b . . .bHbnmim,im.
with the anonial inner produt.
A justiation for the word `strong' is that in this ase the words i1i2 . . . im whih
label the tensor produts in the above denition satisfy i1  i2  . . .  im.
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Example 3.1. The simplest spae of this type is assoiated with a 2-dimensional square
array
pH. Then
Rp pHq 
8
à
m0
Rpmqp pHq,
where the rst few summands are of the form
Rp0qp pHq  CΩ
Rp1qp pHq  H1,1 `H2,2
Rp2qp pHq  Hb2
1,1 `H
b2
2,2 ` pH1,2 bH2,2q ` pH2,1 bH1,1q
Rp3qp pHq  Hb3
1,1 `H
b3
2,2 ` pH2,1 bH
b2
1,1q ` pH1,2 bH
b2
2,2q ` pH
b2
2,1 bH1,1q
`pHb2
1,2 bH2,2q ` pH1,2 bH2,1 bH1,1q ` pH2,1 bH1,2 bH2,2q,
et. In ontrast to Mp pHq, we do not have tensor produts like H2,2 bH2,1 bH1,1 and
H1,1 bH1,2 bH2,2 in the summand of the third order.
Remark 3.1. For a given array of Hilbert spaes
pH  pHi,jq, we have inlusions
Rp pHq Mp pHq  Fp
à
i,j
Hi,jq
whih, in most ases, are proper. Moreover, if we have a square array and Hi,j  Hi
for any i, j P I, where pHiqiPI is a family of Hilbert spaes, then there is a natural
isomorphism
Rp pHq  Fp
à
iPI
Hiq
sine Hbn1i1,i2bH
bn2
i2,i3
b . . .bHbnmim,im  H
bn1
i1
bHbn2i2 b . . .bH
bnm
im
for any i1, i2, . . . , im P I,
n1, . . . nm, m P N. Similarly, if we have a lower-triangular array and Hi,j  Hi for any
i ¥ j, then Rp pHq is isomorphi to the monotone Fok spae.
Moreover, as expeted, there is a produt of Hilbert spaes related to the strongly
matriially free Fok spae, and an analog of Proposition 2.1 holds.
Denition 3.2. By the strongly matriially free produt of pHi,j, ξi,jq we understand
the pair pG, ξq, where G is the subspae of H of the form
G  Cξ `
8
à
m1
à
i1...im
H0i1,i2 bH
0
i2,i3
b . . .bH0im,im
We denote it pG, ξq  Ri,jpHi,j , ξi,jq.
If we onsider a family of unital C-algebras pAiqiPI , eah equipped with a family
of states pϕi,jqjPI , then we an look at this produt spae as follows. If pHi,j, πi,j , ξi,jq
is the GNS triple assoiated with the pair pAi, ϕi,jq, then the Hilbert spae Hi,j (as
well as the orresponding state and representation) taken as the representation spae
for the algebra Ai at some given tensor site depends on the algebra Aj represented at
the following tensor site on the spae Hj,k for some k. It is worth noting that in this
framework we an assume that for xed i P I all vetors ξi,j, j P I, are identied sine
we an take the tensor produt of Hilbert spaes bjHi,j and set ξj  bjPIξi,j for eah
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i P I. It is not hard to see that in this framework our model is related to freeness with
innitely many states [8,9℄.
The onstrution of the produt state is similar to that in the usual ase. The only
dierene in all denitions is that the sets Λn are replaed by
Γn  tppi1, i2q, pi2, i3q, . . . , pin, inqq : i1  i2  . . .  inu
and their union Λ by Γ 

8
n1 Γn. Note that the onditions whih dene the Γn are
stronger than those whih dene the Λn and therefore all objets onstruted in the
strong ase are obtained from the standard ones by a projetion-type operation.
The partial isometries in the strong ase, denoted by Wi,j, remind the Vi,j exept
that they refer to G rather than H. In partiular, the diagonal partial isometries
Wj,j : Hj,j b Gpj, jq Ñ G are given by
ξj,j b ξ Ñ ξ and H
0
j,j b ξ Ñ H
0
j,j
where Gpj, jq  Cξ for any j, whereas the non-diagonal partial isometries Wi,j and the
assoiated subspaes Gpi, jq are similar to the Hpi, jq.
Denition 3.3. Let ρi,j be the *-representation of Ai,j dened as in the standard
ase, with Vi,j replaed by Wi,j for any i, j. The orresponding strongly matriially free
produt representation πR  
R
i,jπi,j and strongly matriially free produt of states 
R
i,jϕi,j
are dened in terms of the ρi,j as in the standard ase.
The basi results on the strongly matriially free produt of states are similar to those
in Propositions 2.2-2.4 and therefore we state them in an abbreviated form without a
proof.
Proposition 3.1. Let ϕ be the strongly matriially free produt of states pϕi,jq and
let ϕj be the state assoiated with any unit vetor from H
0
j,j whih is in the range of
ρj,jpAj,jq, j P I. Then the statements of Propositions 2.2-2.3 remain true, with Λ
replaed by Γ.
As we mentioned earlier, one of the advantages of using the strong strutures is that
they are straightforward generalizations of those in free probability (in the ase of square
arrays) and monotone probability (in the ase of triangular arrays).
Remark 3.2. Using the strongly matriially free produt of states, we an obtain the
free produt of states if we take a square array. Namely, if Ai,j  Ai and ϕi,j  ϕi for
all i, j P I, then, on the level of Hilbert spaes, we have Hi,j  Hi and ξi,j  ξi for all
i, j P I. Thus
pG, ξq  iPIpHi, ξiq
and ρipaq :
°
j ρi,jpaq, a P Ai, understood as the strong limit, extends to a (unital) *-
representation of Ai on H. Then ρ  \iPIρi agrees with the free produt representation
of \iPIAi on G and therefore the orresponding strongly matriially free produt of
states gives the free produt of states. If ϕi,i  ϕi and ϕi,j  ψi for any i  j, we obtain
the onditionally free produt of states.
Remark 3.3. The monotone produt of states [17℄ is obtained from the strongly ma-
triially free produt of states when we take a triangular array T , with Ai,j  Ai and
10 R. LENCZEWSKI
ϕi,j  ϕi for all pi, jq P T  I  I (it an be obtained from the square array by setting
Ai,j  0 for i   j), where I is a totally ordered set. Then Hi,j  Hi and ξi,j  ξi for
i ¥ j and
pG, ξq iPI pHi, ξiq,
the expression on the right-hand side being the monotone produt of Hilbert spaes.
Moreover, τipaq :
°
j¤i ρi,jpaq extends to a (non-unital) *-representation of Ai on G,
suh that τ  \iPIτi agrees with the monotone produt representation of \iPIAi on
G and therefore the orresponding strongly matriially free produt of states gives the
monotone produt of states.
4. Matriial freeness
Guided by the notion of the matriially free produt of states, we shall introdue now
the assoiated onept of independene alled `matriial freeness', and losely related
to it, `strong matriial freeness'. They involve arrays of nonommutative probability
spaes and to some extent they remind models with many states [6,8,9℄, but they annot
be redued in a natural way to any of these (freeness with innitely many states has
some non-empty intersetion with `strong matriial freeness' and onditional freeness
is its speial ase). Moreover, we will study disrete matriially free Fok spaes, both
standard and strong.
Let A be a unital algebra with an array pAi,jq of not neessarily unital subalgebras
of A. Assume that eah Ai,j has an internal unit 1i,j and that the subalgebra I of A
generated by all internal units is ommutative. Further, let ϕ be a distinguished state
on A suh that ϕp1i,jq  δi,j for any i, j and let tϕj : i P Iu be a family of additional
states on A suh that ϕjp1i,kq  δj,k for any i, j, k, whih will be alled onditions. Here,
by a state on A we understand a normalized linear funtional (if A is a *-algebra, we
require this funtional to be positive).
In this situation it is onvenient to form an array pϕi,jq of states on A by
ϕj,j  ϕ and ϕi,j  ϕj for i  j
whih will be said to be dened by the state ϕ and the onditions ϕj .
Denition 4.1. Let pϕi,jq be dened by the state ϕ and the onditions ϕj . We say
that p1i,jq is a matriially free array of units assoiated with pAi,jq and pϕi,jq if
(1) ϕpu1au2q  ϕpu1qϕpaqϕpu2q for any a P A and u1, u2 P I,
(2) if ak P Aik,jk XKerϕik,jk , where r   k ¤ n and r   n, then
ϕpa1ir,jrar 1 . . . anq 
"
ϕpaar 1 . . . anq if ppir, jrq, . . . , pin, jnqq P Λ
0 otherwise
.
where a P A is arbitrary and pir, jrq  . . .  pin, jnq.
The array p1i,jq is alled a strongly matriially free array of units if Λ is replaed by Γ.
The above denition enables us to dene the onepts of matriial freeness and its
strong version alled strong matriial freeness. They both bear some resemblane to
freeness, but the main dierene is that the identied unit in the ontext of freeness
is replaed by the (strongly) matriially free array of units. In fat, we will see later
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that it is the strong matriial freeness whih an be viewed as a diret generalization
of freeness.
Denition 4.2. We say that pAi,jq is matriially free with respet to pϕi,jq if
(1) for any ak P Kerϕik,jk XAik,jk , where k P rns and pi1, j1q  . . .  pin, jnq,
ϕpa1a2 . . . anq  0
(2) p1i,jq is a matriially free array of units assoiated with pAi,jq and pϕi,jq.
In an analogous manner we dene strongly matriially free arrays of subalgebras.
Denition 4.3. The array of variables pai,jq in a unital algebra A will be alled
(strongly) matriially free with respet to the array pϕi,jq dened by a state ϕ and
the onditions ϕj if there exists an array of (strongly) matriially free array of units
p1i,jq in A suh that the array of algebras pCrai,j, 1i,jsq is (strongly) matriially free with
respet to pϕi,jq.
Using the above denitions, we an ompute mixed moments of arbitrary matriially
free random variables. Namely, writing ak  a
0
k   ϕik,jkpakq1ik,jk for eah k P rns, we
obtain a reursion
ϕpa1 . . . anq 
¸
1¤k¤n
ϕik,jkpakqϕpa
0
1
. . . 1ik,jk . . . a
0
nq
 
¸
1¤k l¤n
ϕik,jkpakqϕil,jlpalqϕpa
0
1
. . . 1ik,jk . . . 1il,jl . . . a
0
nq
  . . .
  ϕi1,j1pa1q . . . ϕin,jnpanqϕp1i1,j1 . . . 1in,jnq
for any pi1, j1q  . . .  pin, jnq. It is easy to see that that the mixed moments on
the right-hand side, written here in a slightly simplied manner, redue to moments of
orders smaller than n. Note that these depend on ϕ|I in an essential way. That is why
the states ϕ and the ϕj of Setion 2 give dierent mixed moments, although they have
similar properties.
Remark 4.1. If A is a unital *-algebra, then, in addition, we require that the fun-
tionals ϕi,j are positive, the Ai,j are *-subalgebras and the 1i,j are projetions. Then
an array of variables pai,jq will be alled *-(strongly) matriially free if the array of
*-algebras pCxai,j, a

i,j, 1i,jyq is (strongly) matriially free.
Example 4.1. Let us assume that we have a two-dimensional square array of variables,
namely a1,1  a, a1,2  a
1, a2,1  b
1, a2,2  b, whih are strongly matriially free with
respet to the array pϕi,jq dened by ϕ and the pair pϕ1, ϕ2q. Using the above reursion
and then Denitions 4.1-4.2, we obtain
ϕpab1abq  ϕpbqϕ1pb
1
qpϕpa2q  ϕ2paqq,
ϕpababq  ϕ2paqϕ2pbq,
ϕpaba1bq  ϕpaqϕ2pa
1
qpϕpb2q  ϕ2pbqq.
Note that if we assume that ϕ1  ϕ2  ψ, then the sum of these moments gives ϕpababq
for a, b onditionally independent with respet to pϕ, ψq. In fat, the above sum is equal
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to ϕppa   a1qpb   b1qpa   a1qpb   b1qq. In turn, if we take the lower-triangular subarray
and take ϕ1 and ϕdistributions to be equal, the sum of the rst two moments (the
third one is zero sine there is no a1) gives ϕpababq for a, b monotone independent with
respet to ϕ Similar agreements hold for mixed moments of higher orders, whih is in
agreement with Remarks 3.2-3.3.
Denition 4.4. By a disrete matriially free Fok spae we understand M Mp pHq,
where Hi,j  Cei,j for any pi, jq P N, and the array pei,jq forms an orthonormal basis of
some Hilbert spae. In an analogous manner we dene the disrete strongly matriially
free Fok spae R  Rp pHq.
Both M and R are subspaes of the disrete free Fok spae Fp
À
i,j Cei,jq and thus
allow for the anonial ation of free reation and annihilation operators. In order to
speify the arrays of units, let us distinguish two types of their subspaes.
In the ase of M these are
(1) Mpi, jq, spanned be simple tensors whih begin with ej,k for some k, where
pj, kq  pi, jq, and, in addition, by Ω if i  j,
(2) Kpi, jq, spanned by vetors whih begin with ei,j, where i, j are arbitrary,
and the diret sum Kpi, jq `Mpi, jq is the subspae of M onto whih the *-algebra
generated by ℓpei,jq restrited toM ats non-trivially, where ℓpei,jq denotes the anonial
free reation operator assoiated with vetor ei,j.
The anonial projetions onto suh diret sums are natural andidates for the ma-
triially free units 1i,j and therefore we set
1i,j : PKpi,jq`Mpi,jq and ℓi,j  ℓpei,jq1i,j
for any i, j. The adjoint of ℓi,j will be denoted by ℓ

i,j. Note that the projetion 1i,j is an
internal unit in the *-algebra Ai,j  Cxℓi,j, ℓ

i,jy and ℓ

i,jℓi,j  1i,j for any i, j. However,
in the algebra Cxℓi,j, ℓ

i,j : i, j P Ny there are more relations as the proposition given
below demonstrates.
Proposition 4.1. In the algebra Cxℓi,j, ℓ

i,j : i, j P Ny the following relations hold:
(1) ℓi,jℓi,j  1i,j for any i, j,
(2) ℓi,jℓk,l  0, ℓi,jℓk,l  0 and 1i,jℓk,l  0 whenever pi, jq  pk, lq and j  k,
(3) 1i,jℓj,k  ℓj,k for any j, k.
Proof. We omit the elementary proof. 
In the ase of R, we proeed in a ompletely analogous fashion and distinguish the
following subspaes:
Rpi, jq Mpi, jq XR and Lpi, jq  Kpi, jq XR
whih lead to the denitions of the strongly matriially free array of units and of the
reation operators, respetively,
1i,j  PLpi,jq`Rpi,jq and ki,j  ℓpei,jq1i,j
where, slightly abusing notation, we use the same symbols for the units as before.
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Finally, we speify the states: ϕ will denote the vauum state assoiated with Ω, the
ϕj will be the states assoiated with the ej,j, j P N, and pϕi,jq will be the array dened
by ϕ and the ϕj . Here, the same notation is used for states on BpMq and BpRq.
Proposition 4.2. The array of *-subalgebras Ai,j  Cxℓi,j, ℓ

i,jy of BpMq, where i, j P
N, is matriially free with respet to pϕi,jq. The array of *-subalgebras Bi,j  Cxki,j, k

i,jy
of BpRq, where i, j P N, is strongly matriially free with respet to pϕi,jq.
Proof. The proof is similar to that of Voiulesu for the disrete free Fok spae given
in [21℄. We shall look at the ase of pAi,jq sine the ase of pBi,jq is analogous. Eah
algebra Ai,j is spanned by operators of the form
ℓ
q
i,jℓ
p
i,j, where p  q ¡ 0,
and the projetion 1i,j. However, the orresponding moments vanish:
ϕi,jpℓ
q
i,jℓ
p
i,jq  0
for any i, j sine p   q ¡ 0. Moreover, ϕi,jp1i,jq  1 for any i, j. Therefore, in order to
show that ondition (1) of Denition 4.2 holds, it is enough to show that
ϕpℓ
q1
i1,j1
ℓ
p1
i1,j1
. . . ℓ
qn
in,jn
ℓ
pn
in,jn
q  0
whenever pi1, j1q  . . .  pin, jnq and p1   q1 ¡ 0, . . . , pn   qn ¡ 0. The same argument
as in [21℄ allows us to redue the proof to the ase when q1  . . .  qn  0, whih
implies that p1 ¡ 0, . . . , pn ¡ 0. But then the moment learly vanishes. This proves
ondition (1) of Denition 4.2. Condition (2) follows easily from the denition of the
projetions 1i,j in view of the relations given in Proposition 4.1. This ompletes the
proof. 
Example 4.2. For i, j P I, let Gi,j  F p1q be the free group on one generator gi,j
with unit ǫi,j, and let λi,j be the orresponding unitary operator on the spae l
2
pGi,jq
given by λi,jpgqδphq  δpghq, where tδpgq : g P Gi,ju is the anonial basis. Consider the
subspae l2M of l
2
pi,jGi,jq spanned by vetors of the form δpgq, where g is either the unit
e of the free produt i,jGi,j, or a produt of the form g1g2 . . . gm, where gk P G
0
ik ,ik 1
:
Gikik 1ztǫik ,ik 1u for eah k, with pi1, i2q  . . .  pim, im 1q and im 1  im. The spae
l2M an be viewed as the spae of square integrable funtions on the (non-existent)
`matriially free produt of groups'. Let 1i,j denote the projetion from l
2
pi,jGi,jq onto
the subspae of l2M spanned by vetors δpgq, where g begins with an element from G
0
i,j
or G0j,k for some k or, in the ase of i  j, also g  e. Dene
rλi,jpgq  λi,jpgq1i,j
for g P Gi,j. Then the array pAi,jq, where Ai,j is the *-subalgebra of Bpl
2
pi,jGi,jqq
generated by
rλi,jpgi,jq and 1i,j, with the standard involution, is matriially free with
respet to the array pϕi,jq, where the diagonal states oinide with ϕp.q  x.δpeq, δpeqy
and the non-diagonal ones in the j-th olumn oinide with ϕjp.q  x.δpgj,jq, δpgj,jqy.
Example 4.3. In the above example take an n-dimensional square array of opies of
F p1q and denote their generators by gi,j, where i, j P rns. For eah natural n we form
a tree (a subtree of the homogenous tree H2n2) whih orresponds to the `matriially
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Figure 1. Matriially free analog of H4
free produt of n2 free groups'. Suppose the root e orresponds to the `father'. We
distinguish `sons' and `daughters' in eah `generation' whih orrespond to the left
ation of gj,j or g
1
j,j , and gi,j or g
1
i,j , respetively, where i  j. The rules of drawing the
tree follow from matriial freeness and are the following: eah `son' has 1 `son' and 2n2
`daughters', whereas eah `daughter' has 2 `sons' and 2n  1 `daughters'. Therefore,
`sons' and `daughters' orrespond to verties of valenies 2n and 2n 2, respetively. In
Figure 1 we draw suh a tree for n  2 (blak and empty irles are assigned to `sons'
and `daughters', respetively). If we make an additional assumption, for instane that
`daughters' annot have `sons' (this fat orresponds to strong matriial freeness, where
diagonal generators kill words beginning with the non-diagonal ones), we reover H2n
of free probability (f. Remark 3.1).
Example 4.4. Let Rp pHq be the disrete strongly matriially free Fok spae and let
Rp pHq  Fp
À
j Cejq be the natural isomorphism of Remark 3.1, where tej : j P Nu is
an orthonormal basis of some Hilbert spae. If pwi,jq is an innite matrix with non-
negative parameters p and q above and below the main diagonal, respetively, and 1's
on the diagonal, then this it is easy to see that the pp, qq-reation operators studied in
[15℄ an be identied (with the use of this isomorphism) with the strongly onvergent
sums
Ai 
¸
j
wi,jki,j
where i P N and the pp, qq-annihilation operators are their adjoints. A similar approah
an be applied to square arrays of arbitrary Hilbert spaes and *-representations, whih
leads to some notion of `pp, qq-independene'. Moreover, it an be arried out for more
general matries pwi,jq within the framework of the strong matriial freeness, whih
generalizes notions of independene of this type.
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5. Traes
In this Setion we introdue some real-valued funtions on the set of non-rossing pair
partitions. These funtions are obtained by omputing traes of a square real-valued
matrix. We will assume later that this matrix has non-negative entries whih represent
varianes of probability measures on the real line MR and we will demonstrate that the
funtions introdued in this Setion desribe the asymptotis of matriially free random
variables in entral limit theorems.
Let NCm denote the set of non-rossing partitions of the set rms, i.e. if π 
tπ1, π2, . . . , πku P NCm, then there are no numbers i   p   j   q suh that i, j P πr
and p, q P πs for r  s. The blok πr is inner with respet to πs if p   i   q for any
i P πr and p, q P πs (then πs is outer with respet to πr). It is lear that if πr has outer
bloks, then there exists a unique blok among them, say πs, whih is nearest to πr, i.e.
if another blok, say πt, is outer with respet to πr, then we must have a   p   b for
any a, b P πt and p P πs. Then the pair pπr, πsq is alled the nearest inner-outer pair of
bloks.
Let NCCm denote the set of non-rossing overed pair partitions of rms, by whih we
understand the subset of NCm onsisting of those partitions in whih 1 and m belong
to the same blok (if m  1, we understand that the partition onsists of one blok).
In terms of diagrams, all bloks of π P NCCm, where m ¡ 1, are overed by the blok
ontaining 1 and m. We denote by NC2m and NCC
2
m the sets of non-rossing pair
partitions of rms and non-rossing overed pair-partitions of rms, respetively, and we
set NC2 

8
m1NC
2
m and NCC
2


8
m1NCC
2
m.
It is easy to see that eah π P NCm an be deomposed as
(5.1) π  πp1q Y πp2q Y . . .Y πppq
where πp1q, . . . , πppq are non-rossing overed partitions of subintervals I1, I2, . . . , Ip of
rms whose union gives rms. By a partition of a set I onsisting of r elements we
understand the orresponding partition of rrs.
On the other hand, eah π P NCCm an be deomposed as
(5.2) π  πp0q Y πp1q Y . . .Y πprq
where πp0q is the blok ontaining 1 and m and πp1q, πp2q, . . . , πprq are non-rossing ov-
ered partitions of subintervals I1, I2, . . . , Ir of the set t2, . . . , m 1u.
Consider now a square real-valued matrix V  pvi,jq P MnpRq, where n P N Y t8u.
The usual trae and the normalized trae will be denoted
TrpV q 
n¸
j1
vj,j and trpV q 
1
n
n¸
j1
vj,j,
respetively. For nite n, we dene the `diagonalization mapping'
τ : MnpRq Ñ DnpRq, τpV q  diagp
¸
j
vj,1, . . . ,
¸
j
vj,nq
where DnpRq is the set of square diagonal real-valued matries of dimension n (by abuse
of notation, the same symbol τ is used for all n). In other words, τ omputes the sum
of all elements of V in eah olumn separately and puts this value on the diagonal.
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conditional block k
j
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Figure 2. Colored partitions with onditional bloks.
Using the above trae operations, we shall dene two real-valued funtions on the
set NC2, denoted v and v0, assoiated with given V P MnpRq. Although there is a
lose similarity between these funtions when restrited to NCC2 (in partiular, they
are dened as traes of ertain matrix-valued quasi-mulitpliative funtions), note that
they are extended to NC2 in two dierent ways.
Denition 5.1. For a given matrix V P MnpRq, we dene a mapping from NC
2
to
DnpRq by assigning to eah π P NC
2
the matrix V pπq by the following reursion:
(1) if π onsists of one blok, we set V pπq  τpV q,
(2) if π P NCC2 onsists of more than one blok, then
(5.3) V pπq  τpV pπp1qq . . . V pπprqqV q
aording to the deomposition (5.2),
(3) if π P NC2, then
(5.4) V pπq  V pπp1qqV pπp2qq . . . V pπppqq
aording to the deomposition (5.1).
Let v : NC2 Ñ R be the funtion dened by vpπq  trpV pπqq.
Example 5.1. For some V P MnpRq, onsider three partitions given in Fig.2. Color
eah blok by a number from the set rns. Computation of the orresponding values of
the funtion v gives
vpπq  trpτpτpV qV qq 
1
n
¸
i,j,k
vi,jvj,k
vpηq  tr pτ pτpV qV q τpV qq 
1
n
¸
i,j,k,l
vi,jvj,lvk,l
vpζq  trpτpτpV qτpV qV qq 
1
n
¸
i,j,k,l
vi,kvj,kvk,l
One an see that to eah nearest inner-outer pair of bloks pπr, πsq we assign the matrix
element vp,q, where p and q are the olors of πr and πs respetively. Moreover, if a
blok does not have any outer bloks and is olored by q, then we assign to it the
matrix element vq,t, where t is assumed to be the same for all suh bloks (one an
imagine that we have an additional `onditional blok' olored by t whih overs all
other bloks). At the end we sum over all olorings.
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The funtion v0 is dened on the set NCC
2
in a very similar manner, exept that we
replae the right multiplier V in (5.3) by its main diagonal
V0 : diagpv1,1, . . . , vn,nq
whih orresponds to hanging only the ontribution of the overing blok. Then we
extend v0 to all of NC
2
by multipliativity of v0.
Denition 5.2. For a given matrix V P MnpRq, we dene a mapping from NCC
2
to
DnpRq by assigning to eah π P NCC
2
the matrix V0pπq by the following reursion:
(1) if π onsists of one blok, we set V0pπq  V0
(2) if π P NCC2 onsists of more than one blok, then
(5.5) V0pπq  τpV pπ
p1q
q . . . V pπprqqV0q
aording to the deomposition (5.2).
Let v0 : NC
2
Ñ R be the funtion dened by v0pπq  TrpV0pπqq for π P NCC
2
, extended
to NC2 by mulitpliativity v0pπq  v0pπ
p1q
q . . . v0pπ
ppq
q aording to the deomposition
(5.1).
Example 5.2. Let us ompute the values of v0 orresponding to the partitions in Fig.2.
We have
v0pπq  TrpτpV qV0q 
¸
i,j
vi,jvj,j
v0pηq  TrpτpV qV0qTrpV0q 
¸
i,j,k
vi,jvj,jvk,k
v0pζq  TrpτpτpV qτpV qV0qq 
¸
i,j,k
vi,kvj,kvk,k
Note that the main dierene (apart from normalization) between v0pπq and vpπq on-
erns the bloks whih do not have outer bloks. Here, if suh a blok is olored by q,
we assign to it the matrix element vq,q and we do not use `onditional bloks'.
Below we shall prove a lemma whih gives expliit ombinatorial formulas for vpπq
and v0pπq. If π  tπ1, . . . , πku P NC
2
2k, we olor the bloks of π and the onditional
blok π0 by the set rns. The oloring of the partition π Y tπ0u an then be identied
with the mapping f : rks Y t0u Ñ rns, where fpiq is interpreted as the olor of πi. The
pair pπ, fq an then be interpreted as the olored partition assoiated with π and the
mapping f . The set of all olorings of π by the set rns will be denoted Fnpπq.
For a given matrix V  pvi,jq PMnpRq and given olored partition pπ, fq, where π is
a non-rossing pair partition onsisting of k bloks and f is the oloring of π, we an
now dene (slightly abusing notation) a natural mapping
v0 : tpπ1, fq, . . . , pπk, fqu Ñ R,
by the following rule:
v0pπp, fq  vi,j if fppq  i and fpσppqq  j
where σppq is the index of the nearest outer blok of πp if πp has an outer blok, and
otherwise σppq  p. In other words, to eah blok we assign the matrix element whose
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rst index is the olor of that blok, and the seond index  the olor of its nearest
outer blok.
The multipliative extension of this funtion to the lass of non-rossing olored
partitions gives
v0pπ, fq  v0pπ1, fqv0pπ2, fq . . . v0pπk, fq.
In a similar way we dene funtions
vjpπ, fq  vjpπ1, fqvjpπ2, fq . . . vjpπk, fq
for any j P rns, where vjpπp, fq  vi,j if fppq  i and fpσjppqq  j where σjppq is the
index of the nearest outer blok of πp if πp has an outer blok, and otherwise we put
σjppq  j. In the latter ase, j is interpreted as the olor of the onditional blok.
Lemma 5.1. For any V PMnpRq, where n P N, and π P NC
2
, it holds that
v0pπq 
¸
fPFnppiq
v0pπ, fq and vpπq 
1
n
¸
fPFnppiq
¸
jPrns
vjpπ, fq
where the summation over j orresponds to all olorings of the onditional blok.
Proof. We provide an indution proof for the funtion v (the proof for v0 is similar).
The main indution step will be arried out on the level of the (diagonal) matries
V pπq. We laim that its diagonal entries are of the form
pV pπqqq,q 
¸
fPFnppiq
vqpπ, fq
for any π P NCC2 and q P rns. In view of (5.4), the required formula for vpπq is then a
straightforward onsequene of the laim. Of ourse, if π onsists of one blok, then
pV pπqqq,q 
¸
j
vj,q
and thus our assertion easily follows. Assume now that π has k ¡ 2 bloks and suppose
the assertion holds for non-rossing overed partitions whih have less than k bloks.
Sine π has a deomposition of type (5.2), the assertion holds for πp1q, πp2q, . . . , πprq in
this deomposition. We know that the matrix assigned to π has the form (5.3) and
therefore the produt of (diagonal) matries orresponding to these subpartitions has
(diagonal) matrix elements of the form
pV pπqqq,q  pτpWV qqq,q 
¸
j
Wj,jvj,q
where q is the olor of the onditional blok of π and
Wj,j 
¸
f1PFnppip1qq
vjpπ
p1q, f1q . . .
¸
frPFnppiprqq
vjpπ
prq, frq
by the indutive assumption. Now, sine the bloks of πp1q, . . . , πprq are olored inde-
pendently, we have
vjpπ
p1q, f1q . . . vjpπ
prq, frqvj,q  vqpπ, fq
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for a uniquely determined oloring f of the bloks of π in whih j an be interpreted as
the olor of πp0q sine πp0q overs πp1q, . . . , πprq and q an be viewed as the olor of the
onditional blok of π. This and the above formula for Wj,j gives the desired formula
V pπqq,q 
¸
fPFnppiq
vqpπ, fq,
whih proves our laim and thus ompletes the proof of the theorem. 
Under suitable assumptions on V , there is a simple onnetion between funtions v
and v0 if V0  aIn{n, where In is a unit matrix and a is a positive number. We shall
express this relation in terms of the orresponding formal Laurent series, whih turn
out to be Cauhy transforms of (ompatly supported) probability measures on the real
line assoiated with appropriately onstruted random variables,
Proposition 5.1. Let V P MnpRq be suh that V0  aIn{n, where a ¡ 0. If Gpzq 
°
8
k0 a2kz
2k2
and G0pzq 
°
8
k0 b2kz
2k2
are formal Laurent series, where
a2k 
¸
piPNC2
2k
vpπq and b2k 
¸
piPNC2
2k
v0pπq
and both vpπq and v0pπq are assoiated with V , then G0pzq  1{pz  aGpzqq.
Proof. Observe that in the ase when vj,j  a{n for all j P rns, we have
vpπq 
v0pπ
1
q
a
for any π P NC2m, where the partition π
1
P NCC2m 2 is obtained from π by adding to π
the blok that overs all bloks of π, say t0, m  1u. This leads to
Apzq : 
8
¸
m0
a2mz
2m
 1 
8
¸
m1
¸
piPNC2
2m
vpπq z2m
 1 
1
a
8
¸
m1
¸
piPNCC2
2m 2
v0pπqz
2m

Cpzq  1
az2
where Cpzq 
°
8
m0 c2mz
2m
and c2m 
°
piPNCC2
2m
v0pπq. Now, using the multipliativity
of v0, we obtain
Bpzq :
8
¸
m0
b2mz
2m
 1 
8
¸
m1
pCpzq  1qm 
1
2 Cpzq
whih leads to
Apzq 
1
az2

1
1
Bpzq


and G0pzq 
1
z  aGpzq
where
Gpzq 
1
z
A

1
z


and G0pzq 
1
z
B

1
z


whih ompletes the proof. 
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6. Random pseudomatries
In this Setion we will study the asymptoti behavior of random pseudomatries for
two sequenes of states: the sequene of distinguished states, with respet to whih our
variables will be matriially free, and the sequene of traes whih are normalized sums
of onditions in the denition of matriial freeness. Under suitable assumptions, we will
later obtain two types of entral limit theorems: the standard entral limit theorem as
well as the traial entral limit theorem for matriially free random variables, the latter
being related to random matrix models.
Let pAnqnPN be a sequene of unital *-algebras. For eah n, let pXi,jpnqq1¤i,j¤n be an
array of self-adjoint random variables in An and let pφi,jpnqq be an array of assoiated
states on An. We will say that the moments of the Xi,jpnq are uniformly bounded with
respet to pφi,jpnqq if, for all natural m, there exists Mm ¥ 0 suh that
(6.1) |φi,jpnqpX
m
i,jpnqq| ¤
Mm
nm{2
for all n P N and i, j P rns.
Assume further that for eah natural n the array pXi,jpnqq is matriially free with
respet to the array pφi,jpnqq dened by a distinguished state φn and the onditions
ψn,j, where 1 ¤ j ¤ n. We are going to study the asymptoti behavior of random
pseudomatries
(6.2) Spnq 
n¸
i,j1
Xi,jpnq
with respet to two types of states:
(1) distinguished states φn,
(2) onvex linear ombinations of onditions
(6.3) ψn :
1
n
n¸
j1
ψn,j
whih play the role of traes in the ontext of random pseudomatries.
This will lead to two types of entral limit theorems for matriially free random
variables: the `standard CLT' reminding the CLT for free random variables [20℄ and
the `traial CLT' reminding the limit theorem for random matries [22℄. Thanks to the
`matriial property' and the `diagonal subordination property' of the matriially free
produt of states, the normalization of square root type works in both ases sine the
number of summands in Spnq whih give a non-zero ontribution to the limits is in both
ases of order n.
Of ourse, the uniform boundedness assumption is satised if we take variables of
type Xi,jpnq  Xi,j{
?
n, where pXi,jq is an innite array of random variables whose
distributions in the states φi,jpnq, respetively, are idential and do not depend on n.
Although it is onvenient to think of the Xi,jpnq as if they were of this form, we want
to study similar variables, whose varianes are of order 1{n and stay the same within
bloks whose sizes beome innite as nÑ 8.
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If the tuple ppi1, j1q, . . . , pim, jmqq P pI  Iq
m
, where I is an index set, denes a
partition π  tπ1, . . . , πku of the set rms, i.e. pip, jpq  piq, jqq if and only if there exists
r suh that p, q P πr, we will write
P ppi1, j1q, . . . , pim, jmqq  π .
Of ourse, if π is a non-rossing pair partition, then eah πr is a two-element set. We
will also adopt the onvention that if m is odd, then NC2m  H and the summation
over π P NC2m gives zero. This allows us to state results for moments of the Spnq of all
orders without distinguishing even and odd moments.
Lemma 6.1. Let pAn, φnq be a sequene nonommutative probability spaes, eah with
an array pφi,jpnqq dened as above and suh that
(1) for xed n P N, the array pXi,jpnqq is matriially free with respet to pφi,jpnqq,
(2) φi,jpnqpXi,jpnqq  0 and φi,jpnqpX
2
i,jpnqq  vi,jpnq for any i, j and n P N,
(3) the moments of the Xi,jpnq are uniformly bounded with respet to pφi,jpnqq.
Then
ψnpS
m
pnqq 
¸
piPNC2m
vpπ, nq  O

1
?
n


where vpπ, nq  trpV pπ, nqq is given by Denition 5.1 and orresponds to the variane
matrix V pnq  pvi,jpnqq.
Proof. We have
ψnpS
m
pnqq 
¸
i1,j1,...,im,jm
ψnpXi1,j1pnq . . .Xim,jmpnqq

¸
piPPm
¸
i1,j1,...,im,jm
P ppi1,j1q,...,pim,jmqqpi
ψnpXi1,j1pnq . . .Xim,jmpnqq
where Pm denotes the set of all partitions of rms. Standard arguments allow us to
onlude that for large n only non-rossing pair partitions give relevant ontributions,
namely
(1) the moments of the Xi,jpnq satisfy the singleton ondition with respet to the
ψn,k and thus with respet to ψn, namely
ψnpXi1,j1pnq . . .Xim,jmpnqq  0
if π  P ppi1, j1q, . . . , pim, jmqq ontains a singleton,
(2) if π has no singletons and ontains bloks onsisting of more than two elements,
then
¸
i1,j1,...,im,jm
P ppi1,j1q,...,pim,jmqqpi
ψnpXi1,j1pnq . . .Xim,jmpnqq  O

1
?
n


(3) if m is even and π is a rossing pair partition of rms, then the ontribution from
the orresponding mixed moments of the Xi,j is zero.
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The above arguments are similar to those that would hold if random variables Xi,jpnq,
where pi, jq P I  I, were free. (1) follows from the denition of the matriially free
produt of states and the mean zero assumption. (2) holds sine moments are uniformly
bounded and the usual ombinatorial argument (there are fewer than m{2 independent
indies to sum over) an be used. In partiular, this and (1) imply that if m is odd,
then the ontribution to the limit is of order Op1{
?
nq. (3) is a onsequene of the mean
zero assumption and the denition of the matriial freeness (the mixed moments in our
ase vanish always when the orresponding moments vanish in the free ase).
Therefore,
ψnpS
m
pnqq 
¸
piPNC2m
¸
i1,j1,...,im,jm
P ppi1,j1q,...,pim,jmqqpi
ψnpXi1,j1pnq . . .Xim,jmpnqq  O

1
?
n


.
Now, suppose that m is even, π P NC2m and the sequene of pairs ppi1, j1q, . . . pim, jmqq
is `ompatible with the matriial multipliation', i.e. suh that if pik, jkq and pir, jrq
label an inner-outer pair of bloks, then jk  ir. If πj  tr, r   1u is a blok whih
has no inner bloks, then we an `pull out' the variane orresponding to that blok,
namely:
ψnpXi1,j1pnq . . .Xim,jmpnqq
 vir ,jrψnpXi1,j1pnq . . .Xir1,jr1pnqXir 2,jr 2pnq . . .Xim,jmpnqq
(mean zero assumption is used again). Continuing this proedure with other bloks
whih have no inner bloks, and summing over indies i1, j1, . . . , im, jm, for whih it
holds that P ppi1, j1q, . . . , pim, jmqq  π, we arrive at
1
n
¸
k0,k1...,km
vk1,kσp1qpnq . . . vkm,kσpmqpnq  O

1
?
n


where σprq  0 if πr has no outer bloks (k0 labels the onditional blok) and σprq  j
if the nearest outer blok of πr is labelled by j. Let us observe that we inluded in
the above sum all possible labellings of the bloks of π. This is done for onveniene
sine it enables us to express the nal result in terms of vpπq. More expliitly, we allow
k0, k1, . . . , km to assume arbitrary values from the set rms (in partiular, they an all
be equal), whih produes ertain terms whih annot be obtained from the summation
over all ppi1, j1q, . . . , pim, jmqq whih dene π. For example, no nearest inner-outer pair
of bloks an ontribute vj,jvj,j, whih appears in the above sum. However, all suh
terms are of order 1{
?
n due to insuient number of dierent summation indies (there
are fewer than m{2 independent indies) and therefore they an be inluded in the sum
without hanging the asymptotis. Using Lemma 5.1, we obtain our assertion. 
Lemma 6.2. Under the assumptions of Lemma 6.1 it holds that
φnpS
m
pnqq 
¸
piPNC2m
v0pπ, nq  O

1
?
n


where v0pπ, nq  TrpV0pπ, nqq is given by Denition 5.2 and orresponds to the variane
matrix V pnq  pvi,jpnqq.
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Proof. The proof is similar to that of Lemma 6.1. 
In order to ensure existene of the limits of vpπ, nq and v0pπ, nq as n Ñ 8, we need
to make some assumptions on the sequene of matries pV pnqqnPN. For that purpose,
introdue a matrix, alled the dimension matrix
D  diagpd1, d2, . . . , drq P DrpRq with TrpDq  1,
where d1, d2, . . . , dr are positive real numbers. For given natural n, we assoiate with
D the partition rns  N1 YN2 Y . . .YNr, where
N1  r1, n1s, N2  r1  n1, n1   n2s, . . . , Nr  r1  n1   . . .  nr1, ns
and
nk  E

k¸
i1
din

 E

k1
¸
i1
din

for eah k P rrs, with Epxq denoting the largest integer smaller or equal to x. Of ourse,
the Nk are disjoint and naturally ordered intervals ontaining nk natural numbers,
respetively. Note that in the limit nÑ8 we obtain nk{nÑ dk for eah k.
Assume now that eah matrix V pnq has the blok-form
(6.4) V pnq 



V1,1pnq . . . V1,rpnq
.
.
.
.
.
.
.
.
.
Vr,1pnq . . . Vr,rpnq

Æ

where eah blok Vi,jpnq onsists of the same number ui,j{n. In other words, eah V pnq
is obtained from a real-valued matrix
U  pui,jq P MrpRq
by repeating ninj times eah entry ui,j at all entries of blok Vi,jpnq and dividing it by
n. Unless stated otherwise, we assume that uj,j ¡ 0 for any j and that ui,j ¥ 0 for any
i  j. The whole sequene pV pnqqnPN is built in suh a way that proportions between
sizes of these bloks are similar for all n and expressed in terms of the dimension matrix
D (asymptotially, these proportions are given by the proportions between numbers dj).
Assuming that the variane matries V pnq are of the above blok form, we an now
state the standard and traial entral limit theorems, with limit distributions desribed
in terms of traes of Setion 5.
Theorem 6.1. Under the assumptions of Lemma 6.1, if V pnq is of the blok form (6.4)
for eah n P N, then
(6.5) lim
nÑ8
ψnpS
m
pnqq 
¸
piPNC2m
bpπq,
for any m P N, where bpπq  TrpBpπqDq and Bpπq is the diagonal matrix of Denition
5.1 orresponding to π and the matrix B  DU .
Proof. Clearly, if m is odd, we get zeros on both sides of the above formula (we use
our onvention that in this ase NC2m  H). The proof for m  2k, where k P N,
is based on Lemmas 5.1 and 6.1. If, in the ombinatorial expression for vpπ, nq, we
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substitute for the matrix elements of V pnq the assumed blok form, then, using the
partition of the set of olors rns  N1YN2Y . . .YNr, we an perform summations over
the olorings whih belong to eah interval Nj separately. Thus, the ontributions of
various rns-olorings of π to the limit laws redue to those orresponding to rrs-olorings
and are desribed in terms of numbers ujpπi, fq, where i P rks, j P rrs and f P Frpπq
(the number j is the olor of the onditional blok). We have
lim
nÑ8
vpπ, nq  lim
nÑ8


1
nk 1
¸
jPrrs
nj
¸
fPFrppiq
nfp1qujpπ1, fq . . . nfpkqujpπk, fq



¸
jPrrs
dj
¸
fPFrppiq
dfp1qujpπ1, fq . . . dfpkqujpπk, fq  TrpBpπqDq
where π Ñ Bpπq is the matrix-valued funtion whih orresponds to the matrixB  DU
in aordane with Denition 5.1. In terms of matrix multipliation, the expression on
the right hand side is obtained from that of Lemma 5.1 orresponding to matrix U
by multiplying U from the left by the dimension matrix D and multiplying the whole
produt of matries from the right by D. This proves our assertion. 
Theorem 6.2. Under the assumptions of Lemma 6.2, if V pnq is of the blok form (6.4)
for eah n P N, then
(6.6) lim
nÑ8
φnpS
m
pnqq 
¸
piPNC2m
b0pπq,
for any m P N, where π Ñ b0pπq is the real-valued funtion of Denition 5.2 orre-
sponding to the matrix B  DU .
Proof. The proof is similar to that of Theorem 6.1 and is based on Lemmas 5.1
and 6.2. The only dierene is that we do not use onditional bloks to desribe the
olorings of all bloks of π. Thus, the ontributions of various rns-olorings of π to the
limit laws redue to those orresponding to rrs-olorings and are desribed in terms of
numbers upπi, fq, where i P rks and f P Frpπq. Namely, we have
lim
nÑ8
v0pπ, nq  lim
nÑ8


1
nk
¸
fPFrppiq
nf1upπ1, fq . . . nfkupπk, fq



¸
fPFrppiq
df1upπ1, fq . . . dfkupπk, fq  TrpB0pπqq
as nÑ8, where π Ñ B0pπq is the funtion dened by Denition 5.2, whih proves our
assertion. 
7. Matriial semiirle distributions
The results of Setion 6 lead to ombinatorial formulas for the asymptoti moments
in the orresponding entral limit theorems. In this Setion we are going to express the
limits in terms of their Cauhy transforms represented in the form of ontinued frations.
They play the role of the (standard and traial) `matriial semiirle distributions'.
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For that purpose let us reall denitions of ertain onvolutions of distributions, or
more generally, of probability measures. If Fµ is the reiproal Cauhy transform of some
probability measure µ PMR, then the K-transform of µ is given by Kµpzq  zFµpzq.
The boolean additive onvolution µZ ν an be dened by the equation
KµZνpzq  Kµpzq  Kνpzq
where µ, ν P MR and z P C
 
, respetively. In fat, this equation shows that the
K-transform is the boolean analog of the logarithm of the Fourier transform [19℄.
We will also need another onvolution, whih reminds the monotone onvolution [17℄,
alled the orthogonal additive onvolution and dened by the equation
Kµ$νpzq  KµpFνpzqq
where µ, ν P MR and z P C
 
. It was introdued in [12℄, where we showed that the
above formula denes a unique probability measure on the real line. Moreover, if µ and
ν are ompatly supported, both µ $ ν and µZ ν are ompatly supported.
Using these onvolutions, we will now dene ertain important ontinued frations
whih onverge uniformly on the ompat subsets of C  to the K-transforms of some
probability measures µi,j PMR.
Lemma 7.1. For given B PMrpRq with nonnegative entries, ontinued frations of the
form
Ki,jpzq 
bi,j
z 
°
k
bk,i
z 
°
p
bp,k
z  . . .
where i, j P rrs, onverge uniformly on the ompat subsets of C  to the K-transforms
of some µi,j PMR with ompat supports.
Proof. Let us dene a sequene of funtions whih approximate the Ki,j . Namely, set
K
p0q
i,j pzq  bi,j{z for any i, j P rrs, whih are the K-transforms of probability measures
on R for any i, j (Bernoulli measures if bi,j ¡ 0 and δ0 if bi,j  0). In order to use an
indutive argument, let us establish the reurrene
K
pmq
i,j pzq 
bi,j
z 
°
pK
pm1q
p,i pzq
for m ¥ 1. If the K
pm1q
p,i are the K-transforms of some µ
pm1q
p,i P MR for any i and p,
respetively, then the sums
°
pK
pm1q
p,i are the K-transforms of some
µ
pm1q
i  µ
pm1q
1,i Z µ
pm1q
2,i Z . . .Z µ
pm1q
r,i PMR,
and next, the K
pmq
i,j are the K-transforms of some
µ
pmq
i,j  κi,j $ µ
pm1q
i PMR
where the κi,j are the Bernoulli measures with K-transforms Ki,jpzq  bi,j{z, respe-
tively. It is easy to see that all these measures are ompatly supported. Moreover, the
properties of the orthogonal additive onvolution (Corollary 5.3 in [10℄) say that the
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moments of µ
pnq
i,j of orders ¤ 2m agree with the orresponding moments of µ
pmq
i,j for any
n ¡ m and any given i, j. Therefore, we have weak onvergene
w  lim
mÑ8
µ
pmq
i,j  µi,j
to some µi,j P MR for any i, j. These measures are also ompatly supported sine
supi,j bi,j is nite. In turn, this implies that the orresponding Cauhy transforms (and
thus K-transforms) onverge uniformly to the Cauhy transform (K-transforms) of µi,j
on ompat subsets of C . This ompletes the proof. 
We are ready to state a theorem, whih an be viewed as the traial entral limit
theorem for matriially free random variables.
Theorem 7.1. Under the assumptions of Theorem 6.1, the ψn-distributions of Sn on-
verge weakly to the distribution given by the onvex linear ombination
µ 
r¸
j1
djµj
where µj  µ1,jZµ2,jZ . . .Zµr,j for eah j  1, . . . , r and µi,j is the distribution dened
by Ki,j for any i, j.
Proof. By Theorem 6.1, we have ombinatorial formulas for the moments Mm of the
limit law in the traial entral limit theorem. The assoiated distribution extends to a
unique ompatly supported probability measure µ on the real line sine its moments
are bounded by the moments of the Wigner semiirle distribution σa with variane
a  supi,jbi,j. Using the mulitpliative formula (5.4) for Bpπq, we an formally write
the Cauhy transform of µ in the form
Gµpzq 
8
¸
k0
M2kz
2k1

1
z
 
8
¸
k1


¸
piPNC2
2k
TrpBpπqDq

z2k1
 Tr
 
pz Kpzqq1D

,
whih an be alled the `trae formula' for Gµ, where
(7.1) Kpzq 
8
¸
k1
¸
piPNCC2
2k
Bpπqz2k 1
is a diagonal-matrix-valued formal power series. Moreover, we will show below that
eah funtion Kj on its diagonal is, in fat, the K-transform of some µj P MR. Then,
the formal power series given by the trae formula is the Cauhy transform of µ as a
onvex linear ombination of Cauhy transforms of probability measures. In fat, using
the denition of Bpπq and (5.3), we obtain the equation
(7.2) Kpzq  τppz Kpzqq1Bq
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where Kpzq  diagpK1pzq, . . . , Krpzqq. By analogy with the salar-valued ase, we an
nd its solution in the form of a ontinued fration. Namely, observe that eah Kjpzq
has the form of a formal Laurent series
c
1
z
 
c
3
z3
  . . .
for some c
1, c3, . . ., and therefore the above vetor equation an be solved by sue-
sive approximations. Namely, we set µj to be the (ompatly supported) probability
measure assoiated with the K-transform Kjpzq 
°
iKi,jpzq for eah j P rrs, where
the Ki,j are given by Lemma 7.1 for B  DU . These K-transforms solve (7.2). This,
together with the trae formula for Gµ, gives
Gµ 
r¸
j1
djGµj
where Gµj pzq  1{pz  Kjpzqq is the Cauhy transform of µj for j  1, . . . , r. That
ompletes the proof. 
Remark 7.1. The Cauhy transform of eah µj an be written as a ontinued fration
of the form
Gµj pzq 
1
z 
°
i
bi,j
z 
°
k
bk,i
z 
°
p
bp,k
z  . . .
whih onverges on the ompat subsets of C .
Next, we state a theorem, whih plays the role of the standard entral limit theorem
for matriially free random variables.
Theorem 7.2. Under the assumptions of Theorem 6.2, the Φn-distributions of Sn on-
verge weakly to the distribution
µ0  µ1,1 Z µ2,2 Z . . .Z µr,r
where µj,j is the distribution dened by Kj,j for eah j.
Proof. By Theorem 6.2, we have ombinatorial expressions for the limit moments
Mm. The proof is similar to that of Theorem 7.1 and is based on the trae formula for
the K-transform of µ0
Kµ0pzq  Trppz Kpzqq
1B0q
derived from the denition of the funtion b0, whih leads to the equation for the Cauhy
transform
Gµ0pzq 
1
z 
°
j Kj,jpzq
,
whih ompletes the proof. 
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Remark 7.2. The Cauhy transform Gµ0 an be written as a ontinued fration of the
form
Gµ0pzq 
1
z 
°
j
bj,j
z 
°
i
bi,j
z 
°
k
bk,i
z  . . .
whih gives a matriial extension of the ontinued fration of the Wigner semiirle
distribution.
8. Deompositions in terms of subordinations
In the one-dimensional ase the limit distributions µ0 and µ are related by Proposition
5.1. In partiular, if eah variane matrix V pnq has idential entries equal to one, both
entral limit theorems (standard and traial) give the Wigner semiirle distribution
with variane 1 (of ourse, the standard ase also follows from free probability, whereas
the traial ase is related to random matries).
In this Setion we will analyze in more detail the limit distributions for the two-
dimensional ase, namely when eah variane matrix V pnq onsists of four bloks. They
will be expressed in terms of two-dimensional arrays of distributions. Finding simple
analyti formulas for the orresponding four-parameter Cauhy transforms and densities
does not seem possible in the general ase. However, we shall derive deomposition
formulas for those measures in terms of s-free additive onvolutions [12℄, whih gives
some insight into their struture (see also [18℄ for reent results on the multivariate ase).
The s-free additive onvolution refers to the subordination property for free additive
onvolution, disovered by Voiulesu [24℄ and generalized by Biane [4℄. As shown in
[12℄ and [13℄, there is a notion of independene, alled freeness with subordination, or
simply s-freeness, assoiated with the s-free additive onvolution and its multipliative
ounterpart.
Reall that the s-free additve onvolution of µ, ν P MR is the unique probability
measure µi ν P MR dened by the subordination equation
ν ` µ  ν  pµ i νq,
where  denotes the monotone additive onvolution [17℄. Equivalently, the above sub-
ordination property an be written in terms of Cauhy transforms or their reiproals.
Using s-free additive onvolutions and the boolean onvolution, we obtain a deom-
position of the free additive onvolution of the form
µ` ν  pµi νq Z pν i µq,
whih allows us to interpret both s-free additive onvolutions appearing here as (in
general, non-symmetri) halves of µ` ν. We nd it interesting that the limit distribu-
tions in the two-dimensional ase will turn out to be deformations of the free additive
onvolution of semiirle laws implemented by this deomposition. In other words, the
subordination property and the assoiated onvolutions give a natural framework for
studying matriial generalizations of the semiirle law.
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For simpliity, it will be onvenient to use the indies-free notation for the two-
dimensional matrix of K-transforms:

apzq bpzq
cpzq dpzq




K1,1pzq K1,2pzq
K2,1pzq K2,2pzq


and
A 

α β
γ δ




a
b1,1
a
b1,2
a
b2,1
a
b2,2



?
B
where the square root is interpreted entry-wise.
Moreover, we will distinguish two laws by speial notations: we denote by σα the
Wigner semiirle distribution with the Cauhy transform
Gσαpzq 
z 
?
z2  4α2
2α2
,
where the branh of
?
z2  4α2 is hosen so that
?
z2  4α2 ¡ 0 if z P R and z P p2α,8q,
and by κγ we denote the Bernoulli law with the Cauhy transform
Gκγ pzq 
1
z  γ2{z
,
i.e. σγ  1{2pδγ   δγq.
Finally, we will also use the boolean ompressions of µ PMR, where t ¥ 0, dened by
multiplying its K-transform by t, namely we dene Ttµ to be the (unique) probability
measure on R, for whih
KTtµ  tKµ.
These transformations were introdued and studied in [7℄ and alled `t-transformations'
of µ. We allow t  0, in whih ase T0µ  δ0. In partiular, we shall use two-parameter
boolean ompressions of semiirle distributions, σα,β  Ttσα for t  pβ{αq
2
, with
Gσα,βpzq 
p2α2  β2qz  β2
?
z2  4α2
p2α2  2β2qz2   2β4
being their Cauhy transforms, where the branh of the square root is the same as in
the ase of Gσα .
Theorem 8.1. If α, β, γ, δ  0, then the diagonal measures µj,j dened by Kj,j, where
1 ¤ j ¤ 2, have the form
µ1,1  T1{tpσα,β i σδ,γq
µ2,2  T1{spσδ,γ i σα,βq
with the non-diagonal measures given by µ1,2  Ttµ1,1 and µ2,1  Tsµ2,2, where t 
pβ{αq2 and s  pγ{δq2,
Proof. It is easy to see that the following algebrai relations hold:
apzq 
α2
z  apzq  cpzq
and dpzq 
δ2
z  bpzq  dpzq
,
bpzq 
β2
z  apzq  cpzq
and cpzq 
γ2
z  bpzq  dpzq
.
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Thus, bpzq  tapzq and cpzq  sdpzq, whih gives µ1,2  Ttµ1,1 and µ2,1  Tsµ2,2. In
turn, from the equation for apzq, we get
apzq 
z  cpzq 
a
pz  cpzqq2  4α2
2
 Kσαpz  cpzqq
and thus µ1,1  σα $ µ2,1. In a similar manner we obtain µ2,2  σδ $ µ1,2. Therefore,
we arrive at the equations
µ1,1  σα $ pTsσδ $ Ttµ1,1q
µ2,2  σδ $ pTtσα $ Tsµ2,2q
sine Ttpµ $ νq  pTtµq $ ν. In order to express the µj,j in terms of s-free additive
onvolutions, we need to use the properties of the orthogonal onvolution. We have
shown in [12℄ that the moment of order k of µ $ ν depends on the moments of orders
¤ k of µ and the moments of orders ¤ k 2 of ν. This leads to the onlusion that for
any ompatly supported µ, ν PMR and the assoiated sequene of measures pµ $m νq,
dened reursively by
µ $m ν  µ $ pν $m1 µq with µ $1 ν  µ $ ν,
we have weak onvergene w  limmÑ8 µ $m ν  µ i ν. If we take µ  Ttωα and
ν  Tsωδ (these measures are ompatly supported), we get the desired formulas. 
Corollary 8.1. The measures µ0, µ1, µ2 an be deomposed as
µ0  T1{tpσα,β i σδ,γq Z T1{spσδ,γ i σα,βq
µ1  T1{tpσα,β i σδ,γq Z pσδ,γ i σα,βq
µ2  T1{spσδ,γ i σα,βq Z pσα,β i σδ,γq
where the assumptions and notations are the same as in Theorem 8.1.
Proof. These deompositions follow immediately from Theorems 7.1, 7.2 and 8.1. 
Remark 8.1. The formulas for the diagonal measures µj,j in the proof of Theorem 8.1
remind those for 2-periodi ontinued frations if we take t  s  1. The latter are of
the same form, exept that the semiirle distributions are replaed by muh simpler
Bernoulli laws. Nevertheless, if t  s  1, the formulas for the µj take a simple form
µj  σα ` σδ
where j  0, 1, 2. By Theorem 7.1 and Corollary 8.1, the same formula holds for µ.
Therefore, all measures µ0, µ1, µ2, µ an be viewed as deformations of the free additive
onvolution of two semiirle distributions, implemented by means of boolean ompres-
sions.
Let us onsider now the situation in whih some of the numbers α, β, γ, δ vanish.
Suitable formulas an be derived algebraially, as we did in the proof of Theorem 8.1.
However, one an also obtain the same results by taking weak limits in the formulas
for the measures µi,j, using the fat that all measures involved have ompat supports.
For that purpose, let us state a few useful fats about weak limits whih will be of
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interest to us. Then, we onsider eight ases, to whih the remaining ases are similar
(for instane, α  β  0 is similar to γ  δ  0).
Proposition 8.1. Let t  β2{α2, where α, β ¡ 0, and let µ P MR be ompatly
supported.
(1) If αÑ 0 , then
(a) w  lim σα  δ0,
(b) w  lim pσα,βq  κβ,
() w  lim pT1{tpσα,β i µqq  δ0.
(2) If β Ñ 0 , then
(a) w  lim σα,β  δ0,
(b) w  lim pTtµq  δ0,
() w  lim pT1{tpσα,β i µqq  σα $ µ.
Proof. If α Ñ 0 , then Kσαpzq Ñ 0, whih proves (1a). Here, as well as in the
remaining ases, onvergene is uniform on ompat subsets of C
 
. Moreover, Kσα,β 
β2{pz  α2Kσαq Ñ β
2
{z  Kκβ , whih gives (1b). In turn, if β Ñ 0
 
, then Kσα,βpzq 
β2{pz  Kσαpzqq Ñ 0, thus also w  lim σα,β  δ0, whih proves (2a). If, in addition
tÑ 0 , then TtµÑ δ0 for any µ PMR, whih proves (2b). Finally,
T1{tpσα,β i µq  T1{tpTtσα $ pµi σα,βqq  σα $ pµi σα,βq
and thus the right hand side tends weakly to δ0 as αÑ 0
 
, whih gives (1), and tends
weakly to σα $ pµ i δ0q  σα $ µ, whih gives (2). This holds for any µ P MR, and
we also use the right unit property of δ with respet to the s-free additive onvolution,
namely µi δ0  µ. 
Corollary 8.2. If some of the entries of the matrix A vanish, we an distinguish eight
dierent ases, for whih the distributions µi,j are given by Table 1.
Proof. If ai,j  0, then µi,j is the Dira delta, whih easily follows from the algebrai
equations for the orresponding K-transforms. An alternative proof an be given by
taking weak limits of the formulas of Theorem 8.1, as we proeed with the remaining
measures. Thus, if δ Ñ 0 , then
µ1,1  w  lim T1{tpσα,β i σδ,γq  T1{tpσα,β i κγq
µ1,2  w  limpσα,β i σδ,γq  σα,β i κγ,
µ2,1  w  limpσδ,γ i σα,βq  κγ i σα,β,
by (1b) of Proposition 8.1, whih proves the rst ase in Table 1. The remaining ases
are proved in a similar manner. 
In the ase of arbitrary matrix A, nding the four-parameter densities of µ0 and µ
is unwieldy. Below we shall just onsider two speial ases, in whih we an nd nie
formulas for these measures for matries A of arbitrary dimension. These two ases are
of speial interest sine they are assoiated with (aymptoti) freeness and (asymptoti)
monotone independene.
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Table 1. Distributions µi,j in the ase A has zero entries
a1,1 a1,2 a2,1 a2,2 µ1,1 µ1,2 µ2,1 µ2,2
α β γ 0 T1{tpσα,β i κγq σα,β i κγ κγ i σα,β δ0
0 β γ 0 δ0 κβ i κγ κγ i κβ δ0
α 0 γ δ σα $ σδ,γ δ0 σδ,γ σδ
0 β 0 δ δ0 κβ δ0 σδ $ κβ
0 0 γ δ δ0 δ0 σδ,γ σδ
α 0 0 δ σα δ0 δ0 σδ
α 0 0 0 σα δ0 δ0 δ0
0 β 0 0 δ0 κβ δ0 δ0
Proposition 8.2. If A is a square r-dimensional matrix with idential positive entries
αj in the j-th row, then
µj  σα1 ` σα2 ` . . .` σαr
for eah j P rrs, and the µj oinide with µ and µ0.
Proof. Sine the olumns of A are idential, the funtions Ki,j are the same for all
j's. Denote them Li  Ki,j , where i, j P rrs. Moreover,
Lipzq 
bi
z 
°r
j1 Ljpzq
and
r¸
i1
Lipzq 
°r
i1 bi
z 
°r
j1Ljpzq
for any i P rrs. Therefore,
°r
i1 Lipzq is the K-transform of the measure
σα1 ` σα2 ` . . .` σαr
and sine Kµj pzq 
°r
i1Ki,jpzq 
°r
i1 Lipzq, the proof for µj is ompleted. It is then
easy to see that we get the same result for µ and µ0. 
Proposition 8.3. If A is a lower-triangular r-dimensional matrix with idential positive
entries αj in the j-th row below and on the main diagonal, then
µj  σαj  pσαj 1  p. . .  σαrq . . .q
for eah j P rrs. Moreover, µ0  µ1 and µ is the onvex linear ombination of the µj as
in Theorem 7.1.
Proof. As in the proof of Proposition 8.2, note that the µi,j do not depend on j and
thus we an set Li  Ki,j for any i ¥ j. If i  r, we have
Lrpzq 
br
z  Lrpzq
,
using the ontinued fration for the Kr,j of Lemma 7.1. Therefore, µr,j  σαr for any
j ¤ r. Next, we have
Lkpzq 
bk
z 
°r
ik Lipzq
whih leads to
Lkpzq  Kσαk pz 
r¸
ik 1
Lipzqq
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whih gives the orthogonal deomposition of µk,j,
µk,j  σαk $ pµk 1,j Z . . .Z µr,jq
for any j ¤ k   r. Now, we laim that
µi,j Z . . .Z µr,j  σαi  pσαi 1  p. . .  σαrq . . .q
for any 1 ¤ j ¤ i ¤ r. Clearly, it holds for i  r and any j ¤ r sine we have already
shown that µr,j  σαr for any j ¤ r. Suppose now that this formula holds for i ¡ k and
any j ¤ i. We will show that it holds for i  k and any j ¤ k. Using the orthogonal
deomposition of µk,j given above and the indutive assumption, we obtain
µk,j  σαk $ pσαk 1  p. . .  σαrq . . .q.
However, for any µ, ν PMR, we have a simple relation
pµ $ νq Z ν  µ  ν
whih gives
µk,j Z . . .Z µr,j  σαk  pσαk 1  p. . .  σαrq . . .q
and the desired expression for µj . In a similar manner we obtain µ0 and µ. 
Example 8.1. If α  δ  0 and β  γ  0, then we an use Table 1 to obtain
µ0  σα Z σα, whih is the arsine law with Cauhy transform Gµ0pzq  1{
?
z2  α2
whereas µ is the Wigner semiirle distribution σα. In turn, if α  δ  0 and β  γ  0,
then µ0  δ0, whereas µ  σβ.
9. Weighted binary trees and Catalan paths
In thie Setion we show how to express the limit distributions in terms of walks on
weighted binary trees, or equivalently, in terms of weighted Catalan paths. The binary
tree serves here as an example of the strongly matriially free Fok spae.
The usual framework whih gives a desription of distributions in terms of walks on
graphs is the following. Let W pnq denote the set of root-to-root walks of lenght n on a
rooted graph pG, eq and let µ be the spetral distribution of pG, eq, i.e. the distribution
given by the moments of the adjaeny matrix ApGq in the state ϕ assoiated with the
vetor δe on the spae of square intergrable funtions on the set V pGq of the verties
of G. Then the n-th moment of ApGq in the state ϕ is equal to the ardinality of the
set W pnq. In partiular, it is well known that the moments of the Wigner semiirle
distribution of variane 1 an be expressed in terms of walks on the half-line pT1, eq
with the rst vertex denoted by e and hosen as the root.
For many distributions we have to use a more general framework, in whih the mo-
ments of these distributions are expressed in terms of root-to-root (random or, more
generally, weighted) walks on some rooted graph, exept that to eah walk w on this
graph we have to assign a real-valued weight ξpwq. Then we an write
Mµpnq 
¸
wPW pnq
ξpwq
for any n ¥ 1, where µ is the onsidered distribution. In partiular, we obtain the
moments of ωα for any α ¡ 0 by putting ξpwq  α
n
, where n  |w| is the lenght of w.
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Figure 3. Binary tree with a matriial weight funtion
In the ases whih are of interest to us, the weight funtion ξ is rst dened on the
set of edges EpGq of G and then is extended to W 

n¥1W pnq by multipliativity.
Namely, if we are given a mapping ξ : EpGq Ñ R, we set
ξpwq  ξpE1qξpE2q . . . ξpEnq
where w  pE1, E2, . . . , Enq and E1, E2, . . . , En are the edges of w (we hoose to desribe
walks on graphs as sequenes of edges). Suh extension, by abuse of notation denoted
also by ξ, will be alled multipliative.
For instane, it is easy to see that the moments of µ  σα ` σδ an be expressed in
this form. It is enough to take the free produt of two half-lines, whih is the binary
tree pT2, eq with root e. Let us olor this graph in the natural way, namely eah edge
whih belongs to a opy of the rst half-line is olored by 1 and eah edge whih belongs
to a opy of the seond half-line is olored by 2. Then the above formula holds for the
moments of µ if we take ξpEq  α whenever E is olored by 1 and ξpEq  δ whenever
E is olored by 2.
We will demonstrate below that we an express our distributions µ0, µ1, µ2 in a similar
form (in partiular, we an use the binary tree), exept that the weight funtion ξ will
depend on all four parameters whih appear in the matrix A. Before formulating the
theorem, let us introdue speial weight funtions related to matriial freeness.
Denition 9.1. Let Tr be a r-ary rooted tree with root e and let A P MrpRq. The
weight funtion ξ : EpTpq Ñ R whih assigns the entries of A to the edges of Tr is
alled matriial if, for any pair of edges E1, E2 P EpTrq, inident on the same vertex
and suh that E1 is the `father' of E2, the following impliation holds:
ξpE1q  ai,j for some i, j ñ ξpE2q  ak,i for some k.
The unique multipliative extension of this weight funtion to the set of all walks on
Tr will also be alled matriial.
We speialize to p  2 and the binary tree. Note that any matriial weight funtion ξ
on the binary tree is uniquely determined (up to equivalene) by the set of those entries
of the matrix A whih are assigned to the set tE1, E2u of two edges inident on the
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root of tree, alled the initial weights. In order to establish a onnetion with our limit
distributions, we will assume, as in Setion 8, that A is the `square root' of B  DU
of Setion 6. Then, in partiular, the binary tree with the matriial weight funtion
assoiated with A and the initial weights tα, δu, shown in Figure 3, desribes µ0 as we
show below.
Finally, reall after [1,12℄ that if pG1, e1q and pG2, e2q are two loally nite simple
graphs and µ1 and µ2 are the assoiated spetral distributions, then the s-free produt
of G1 and G2 (in that order) an be interpreted as this half of the free produt G1  G2
whih `begins' (starting from the root) with a opy G1. Moreover, the assoiated spetral
distribution is given by µ1iµ2 Let us add that a similar result holds in the multipliative
ase: both the s-free multipliative onvolution and the assoiated s-free loop produt
of graphs were introdued in [13℄.
Below we shall use the s-free produt of half-lines, whih are (left and right) halves
of the binary tree.
Theorem 9.1. Let ξ0, ξ1, ξ2 be the multipliative matriial weight funtions on the set
of walks on T2 assoiated with matrix A and the initial weights tα, δu, tβ, δu and tα, γu,
respetively. Then
(9.1) Mµj pnq 
¸
wPW pnq
ξjpwq
for j  0, 1, 2 and any n P N, where W pnq denotes the set of root-to-root walks on T2
of lenght n.
Proof. We need to translate the result of Corollary 8.1 to the language of graphs.
It is well-known that the moments of σα an be interpreted in terms of walks on the
half-line with the weight α assigned to eah edge. The boolean ompression Tt of σα
hanges only the weight assigned to the edge inident on the root, namely it multiplies
it by
?
t  β{α, whih an be illustrated as
s r r r r
α α α α α
s r r r r
β α α α α
Tt
Ñ
ωα ωα,β
Now, the s-free additive onvolutions of ompressed semiirle distributions whih ap-
pear in the deompositions of Corollary 8.1, namely
σα,β i σδ,γ and σδ,γ i σα,β
are the spetral distributions of the s-free produts of these half-lines (taken in two
dierent orders). These turn out to be the spetral distributions of the two halves of
the binary tree T2 with the weight funtion dened by the initial set tβ, γu. In order to
obtain µ0, we still need to apply T1{t and T1{s, respetively, to the left and right halves
of the tree, whih amounts to hanging the initial weights from β and γ, respetively,
to α and δ. As a result, we obtain the weight funtion assoiated with A and the initial
set tα, δu. This proves the statement onerning µ0 (the orresponding weight funtion
on the binary tree is shown in Figure 3). The ases of µ1 and µ2 are very similar (at
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Figure 4. A weighted Catalan path assoiated with A
the end, a boolean ompression is applied to only one half of the binary tree). 
Another geometri interpretation of Corollary 8.1 an be given in terms of Catalan
paths. In order to dene a Catalan path, we begin with a funtion f : r2ns Ñ rns, suh
that fp0q  fp2nq and |fpiq  fpi  1q|  1 for any 1 ¤ i ¤ 2n, and then we dene a
Catalan path as its unique extension f : r0, 2ns Ñ r0, ns (by abuse of notation, denoted
by the same symbol) obtained by onneting eah pi  1, fpi  1qq with pi, fpiqq with
a segment, where 1 ¤ i ¤ 2n. Clearly, eah Catalan path onsists of segments of two
types: `rises' R1, R2, . . . , Rn, and `falls' F1, F2, . . . , Fn. Moreover, to eah `rise' Rj there
orresponds the losest `fall' Fτpjq lying to the right of Rj and on the same (vertial)
level.
There is a natural mapping from the set W p2nq of walks of lenght 2n on the binary
tree and the set Cpnq of Catalan paths of lenght 2n. In order to rephrase Theorem 8.1
in terms of Catalan paths, we need to take the sets of weighted Catalan paths, by whih
we understand pairs pf, ξq, where f is a Catalan path and ξ is a real-valued weight
funtion dened on the set of segments of f . The multipliative formula
ξpfq  ξpR1q . . . ξpRnqξpF1q . . . ξpFnq
assigns the orresponding weight to f . Weighted Catalan paths of speial type dened
below allow us to rephrase Theorem 8.1.
Denition 9.2. A weighted Catalan path pf, ξq of lenght 2n is alled matriial if ξ
assigns entries of A P MppRq to the segments of f in suh a way that the following
impliations holds:
ξpR1q  ai,j for some i, j ñ ξpR2q  ak,i for some k,
ξpF1q  ai,j for some i, j ñ ξpF2q  aj,k for some k,
for any two onseutive `rises' R1, R2 and two onseutive `falls' F1, F2, and the same
weights are assigned to Ri and Fτpiq for eah i P rns.
We will onsider below the set of matriially weighted Catalan paths of lenght 2n
assoiated with the matrix A. In order to rephrase Theorem 9.1, using weighted Catalan
paths, we need to restrit the set of weights whih an be assigned to the rst segment
of eah path (by analogy with trees, we all them initial weights). An example of a
weighted Catalan path ontributing to µ0 is given in Figure 4.
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Corollary 9.1. Let C0pnq, C1pnq and C2pnq be the sets of matriially weighted Catalan
paths assoiated with A, with the initial weights tα, δu, tβ, δu and tγ, αu, respetively.
Then
Mµj p2nq 
¸
pf,ξqPCj pnq
ξpfq
for j  0, 1, 2 and any n P N.
Proof. This is an easy onsequene of Theorem 9.1 sine there is a natural bijeton
between eah Cjpnq and the pair pW p2nq, ξjq for any n. 
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