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RESUMEN
En  la  actualidad,  para  abordar  problemas  de
mayor  tamaño  y  complejidad,  los  estudios  de
ciencia básica y aplicada utilizan Computación
de Altas Prestaciones (HPC - High Performance
Computing).  El  HPC  permite  mejorar  la
capacidad,  velocidad  y  precisión  en  el
procesamiento de datos. Con el proyecto que da
origen  a  este  trabajo  se  abordan  seis  estudios
desde la perspectiva del HPC, para explorar los
aspectos  centrales  del  paralelismo  aplicado
desde las Ciencias de la Computación en otras
disciplinas.
Algunas  de  estos  estudios  se  realizan
exclusivamente en la Universidad Nacional  de
Chilecito,  mientras  que  otros  son  en
cooperación con otras instituciones nacionales y
extranjeras. Entre estos, tres formalizan trabajos
finales de postgrado. En todos los casos, el HPC
será  abordado  a  través  de  un  proceso
metodológico organizado para:
● Consolidar  una  infraestructura  de
experimentación,  desarrollo  y  producción
de soluciones a problemas de HPC
● Desarrollar  las  capacidades  científico-
tecnológicas del equipo
● Fomentar la vinculación y transferencia con
los sectores académico, social y productivo
Cada  problema  abordado  reúne  entre  sus
integrantes  investigadores  especialistas  en  la
disciplina  del  estudio,  investigadores  de
Ciencias de la Computación y estudiantes en sus
últimos años de formación de grado. Con esto,
se está consolidando un grupo de investigación,
desarrollo  y  transferencia  que  generará
oportunidades  de  formación  de  recursos
humanos, proveerá de servicios a la comunidad
en el área de estudio y potenciará los vínculos
de cooperación con otras instituciones.
Palabras  clave: HPC,  cómputo  paralelo,
aplicaciones, interdisciplinariedad.
CONTEXTO
La línea de investigación presentada es parte del
proyecto  “Software  y  aplicaciones  en
Computación  de  Altas  Prestaciones”  fue
aprobado  en  la  convocatoria  a  proyectos  de
Investigación y Desarrollo 2018 de la Secretaría
de  Ciencia  y  Tecnología  de  la  UNdeC,  y  se
encuentra en ejecución desde junio de 2019 con
una duración estimada de 18 meses. Además, en
2018 la  UNdeC destinó  fondos de PROMINF
para la adquisición de 12 PC con procesadores
i7 y 8GB RAM, 5 de las cuales están equipadas
con placas de video NVIDIA GTX 1060 para el
“laboratorio de sistemas paralelos”. También el
“Plan de mejoramiento de la función de I+D+i”
(Ministerio de Ciencia, Tecnología e Innovación
Productiva  de  la  Nación)   con  el  objeto  de
desarrollar  las  capacidades  en  HPC  de  la
UNdeC, a fines de 2019 financió la adquisición
de un servidor Dell PowerEdge R740, equipado
con 2 Xeon Platinum 8176 (56 núcleos físicos,
112  threads  en  total),  256  GB  de  RAM  y  2
GPGPU  NVIDIA  Quadro  P4000,  actualmente
en proceso de instalación y configuración. Estas
iniciativas  permitirán  consolidar  una
infraestructura de experimentación, desarrollo y
producción de soluciones a problemas de HPC.
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1. INTRODUCCIÓN
La informática tiene su origen en la necesidad
de  los  distintos  sectores  de  la  sociedad  de
conseguir  mayor  velocidad,  confiabilidad  y
precisión  para  resolver  sus  problemas.  Sin
embargo,  la  capacidad  de  solución  a  un
problema  dado  encuentra  su  límite  en  los
tiempos requeridos por sus algoritmos. Superar
ese  límite  requiere  que  el  problema  sea
abordado  mediante  cómputo  paralelo.
Normalmente,  esto  implica  estudiar  tres
aspectos  clave:  hardware,  aplicaciones  y
software.
Durante  décadas,  la  industria  respondió  a  la
creciente  demanda  de  mayor  poder
computacional  incrementando
exponencialmente  el  rendimiento  de  los
procesadores[1].  Sin  embargo,  esta  forma  de
obtener  mayor  poder  de  cómputo  encontró
barreras físicas, limitando el rendimiento de los
microprocesadores y los sistemas en general [2].
Desde el año 2005, el  escalado tecnológico se
ha  venido  aprovechando  para  aumentar  el
número de cores dentro del chip, dando lugar a
una  importante  variedad  de  arquitecturas
(multicores,  commodity  clusters,  GPGPU  y
Cloud) [3], [4]. 
No  obstante,  reducir  los  tiempos  de
procesamiento y obtener la mayor eficiencia de
ese hardware requiere el diseño y desarrollo de
algoritmos  paralelos  [5].  Transformar  un
algoritmo  secuencial  en  uno  paralelo  no  es
trivial.  En  general  procesos  concurrentes
necesitan  algún  mecanismo  para  comunicar
resultados parciales entre sí. Dependiendo de la
arquitectura  de  cómputo,  se  consigue  a  través
del uso de variables compartidas o del paso de
mensajes  entre  procesos.  Una  transformación
‘implícita’  o  transparente  es  deseable,  pero  el
costo es una pérdida importante de rendimiento
[6].  En  su  lugar,  el  programador  recurre  a
librerías estándares para expresar explícitamente
el  paralelismo:  OpenMP,  Pthreads,  CUDA,
OpenCL, MPI [7].
La  secuencia  temporal  en  que  se  ejecutan  las
comunicaciones  entre  los  procesos  se  conoce
como historia  del  programa.  Las  suposiciones
de  orden  de  ejecución  entre  instrucciones
heredadas  del  modelo  de  programación
secuencial  ya  no  son  válidas,  obligando  al
programador  a  utilizar  algún  mecanismo  de
sincronización  para  garantizar  estados
consistentes del programa. En este contexto, la
correctitud de los algoritmos es más difícil  de
garantizar  que  en  la  computación  serial.
Frecuentemente el programador se equivoca al
sincronizar los procesos, dando lugar a nuevos
errores  de  programación:  deadlocks,
condiciones  de  carrera,  violaciones  de  orden,
violaciones de atomicidad simple y violaciones
de atomicidad multivariable, requiriendo el uso
de herramientas  de depuración específicas  [8].
Al diseñar una solución serial, existe un modelo
teórico que permite estimar el desempeño de los
programas  antes  de  escribirlos.  La  evaluación
del  sistema  paralelo  (software  y  hardware)  se
realiza a través de distintas métricas: tiempo de
ejecución,  speedup, eficiencia  y overhead.  Las
soluciones  paralelas  están  tan  estrechamente
vinculadas  con  el  hardware  subyacente  que
dificultan  enormemente  conseguir  portabilidad
de rendimiento [9].
Existen  muchos  aspectos  que  requieren  ser
tomados  en  cuenta  al  diseñar  la  solución
paralela: tamaño del problema, división de datos
o  tareas,  balance  de  carga,  requerimientos  de
memoria,  precisión  de  los  cálculos,
comunicaciones  y  sincronización  entre
procesos,  errores  de  concurrencia,  detección  y
tolerancia a fallos entre los más relevantes. La
complejidad  de  los  problemas  requiere
habilidades  especiales  de  los  desarrolladores:
dominio  de  múltiples  paradigmas  de
programación  y  frecuentemente  múltiples
lenguajes,  conocimientos  de  redes  y
comprensión  de  la  concurrencia  y  sus
consecuencias.  Por todo esto, se considera  de
gran  interés  el  estudio  de estos  temas  para  el
desarrollo  de  capacidades  científico-
tecnológicas  en  la  UNdeC  que  favorezcan  el
trabajo interdisciplinario en la institución.
2. LÍNEAS DE I+D
Se abordaron las siguientes líneas de I+D desde
la perspectiva del HPC como eje central:
● Análisis  de  la  diversidad  molecular  de
microorganismos  del  suelo  [10]–[13].
Estudio  e  implementación  de  algoritmos
que  contribuyan  a  reducir  los  tiempos  de
procesamiento y aumentar la capacidad de
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análisis  referidos  a  este  campo  de  la
bioinformática,  a  fin  de profundizar  en el
estudio  de  la  diversidad  molecular  de
microorganismos  del  suelo  asociados  a
cultivos regionales.
● Evaluación de enfoques de desarrollo HDL
y  HLL  en  FPGA  para  aplicaciones  de
procesamiento  de  imágenes  [14]–[16].
Estudio de lenguajes de desarrollo HDL y
HLL en FPGA para implementar soluciones
de procesamiento de imágenes eficientes.
● Identificación  biométrica  masiva  mediante
venas del dedo usando redes de aprendizaje
extremo  (ELM)  [17]–[19].  Estudio  de
técnicas  de  computación  paralela  para
mejorar  la  eficiencia  de  identificación
biométrica masiva basada en venas de dedo,
para la aceleración del preprocesamiento y
extracción de características biométricas, y
el diseño de algoritmos de ELM mejorados
que manejen eficientemente lotes de datos
de gran tamaño.
● Servicios  basados  en  lingüística
computacional para análisis de texto  [20]–
[26].  Estudio  sobre  modelos
computacionales que reproduzcan aspectos
del lenguaje humano, con el fin de realizar
análisis lingüísticos como servicios para el
Centro de Escritura en la UNdeC.
● Documentos  inteligentes  a  través  del
Blockchain  [27]–[30].  Estudio  de  la
tecnología  blockchain  para  garantizar  la
integridad de documentos universitarios.
● Nodo  de  información  meteorológica  [31],
[32]. Estudio, diseño e implementación de
algoritmos  para  reducir  los  tiempos  de
procesamiento,  aumentar  la  capacidad  de
análisis  y  favorecer  la  escalabilidad  de
aplicaciones  de  análisis  y  proyección  de
datos climáticos.
3. RESULTADOS
Durante  los  primeros  meses  de  ejecución  del
proyecto,  se  alcanzaron  los  siguientes
resultados:
● Una publicación en revista[33].
● Seis  presentaciones  en  congresos  y/o
workshops [34]–[39].
● Seis  charlas  científicas  con  invitados
externos expertos en los distintos temas
del proyecto:
○ Computación  Paralela  en
Biometría. 
○ Nuevos  retos  del  análisis
inteligente  de  datos  en  entornos  Big
Data.
○ SWIFOLD:  Aceleración  del
Alineamiento de Secuencias Largas de
ADN combinando FPGA+OpenCL. 
○ Tendencias  en  Investigación  y
Formación  de  Recursos  Humanos  en
Informática.
○ Deep Learning. Estado actual en
aplicaciones  de  Visión  por
Computadora.
● Cinco capacitaciones en otros centros de
formación  del  país  y  del  exterior  en
temas relacionados con el proyecto.
● Tres tesis de maestría en desarrollo, dos
codirigidas por doctores especialistas en
los temas de la UCM (Chile) y la tercera
por un doctor de la UNLP (Argentina).
● Dos  becarios  CIN  (en  proceso  de
evaluación).
● Un  becario  interno  (en  proceso  de
selección)
● Se  instaló  y  configuró  el  cluster  del
laboratorio  de  Sistemas  Paralelos,  con
12 equipos en red 5 de los cuales están
equipados con Nvidia GTX 1060.
Actualmente se está configurando el servidor de
altas  prestaciones  recientemente  adquirido  con
fondos del Plan de Mejoramiento de la función
de I+D+i del MINCyT (ver contexto). 
4. FORMACIÓN DE RECURSOS
HUMANOS
Seis miembros del equipo poseen formación de
postgrado a nivel de doctorado, uno de ellos es
especialista en Cómputo de Altas Prestaciones.
Cinco miembros se encuentran en su etapa final
para  obtener  el  grado  de  maestría  en
Informática, tres de los cuales desarrollan como
tesis  temas abordados por esta  propuesta.  Dos
de  estas  tesis  de  maestría  están  siendo
codirigidas  por  docentes  de  la  Universidad
Católica  de  Maule  (Chile)  y  una  está  siendo
codirigida  con  un  docente  de  la  Universidad
Nacional de La Plata. Cada línea I+D propuesta
integra  al  menos  un  docente  investigador
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experto en el campo de cada estudio específico.
Todos  los  temas  propuestos  se  trabajan  con
estudiantes de grado de las carreras Ingeniería
en  Sistemas  y  Licenciatura  en  Sistemas  de  la
UNdeC (ambas acreditadas por CONEAU). Los
docentes  forman  parte  de  los  equipos  de
diversas asignaturas de estas carreras, entre las
que  se  encuentran  programación,  arquitecturas
de  computadoras  y  arquitecturas  paralelas.
Nueve docentes se encuentran categorizados en
el programa de incentivos. 
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