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Abbreviation  Description 
ACID (or AICD) Anisotropy of the induced current density 
C-C Carbon-carbon 
CFTR Cystic fibrosis transmembrane conductance regulator 
C-H Carbon-hydrogen 
DFT Density functional theory 
DHQ Dihydroquinoline 
ECP Effective core potential 
GGA Generalized gradient approximation 
GTO Gaussian-type orbitals 
HOMO Highest occupied molecular orbital 
IRC Intrinsic reaction coordinate 
IEFPCM Integral equation formalism variant of PCM 
LC-MS Liquid chromatography–mass spectrometry 
LDA Local density approximation 
LUMO Lowest unoccupied molecular orbital 
NICS Nucleus-independent chemical shift 
NLMO Natural localized molecular orbital 
NMR Nuclear magnetic resonance 
PCM Polarized continuum model 
PES Potential energy surface 
STAT Signal transducer and activator of transcription 
STO Slater-type orbitals 
TS Transition state 









Computational chemistry is an essential tool for the study of chemical reactions. 
Using the power of computers, we are able to apply theoretical models to chemical sys-
tem increasingly complex. By means of computational tools, the properties of molecules 
can be analyzed and their reactivity can be comprehended. 
In the present thesis one of the most popular computational methods has been em-
ployed; Density Functional Theory (DFT). This method is suitable for the simulation of 
systems containing ca. 100 atoms and is thus widely applied to the study of organic and 
organometallic reactions. Through the optimization of the geometry and calculation of 
the energy of substrates, intermediates, products and transition states, the mechanisms 
of diverse chemical reactions can be investigated. 
The synergy between experimental and computational chemists is key to achieve a 
good understanding of chemical systems. This thesis is based on collaborations with 
three different experimental research groups. The aim of the performed calculations is 
to rationalize the results obtained in the laboratory. The examined reactions range from 
purely organic reactions, such as an apparently simple pericyclic reaction, to complex 
cycloisomerizations catalyzed by metal complexes. 
The thesis has been divided in five chapters. The first chapter introduces the topic 
of density functional theory and describes the principles and methodology applied dur-
ing the following chapters. The successive chapters correspond to each of the conducted 
investigations; the objectives and state of the art are introduced and the results are ex-
posed and discussed. 
This chapter is based on a collaboration with the group of Prof. Joseph Harrity, from 
the University of Sheffield and the department of Integrated Drug Discovery at Sanofi-
Aventis Deutschland GmbH, Frankfurt. They carried out some cascade reactions for the 
synthesis of isoquinolines and azole-fused pyridines. The reaction consisted on the plat-
inum-catalyzed diboration of an alkyne, followed by a 6π-electrocyclization to provide 




The results relied heavily on the configuration of the starting oxime ether. E-oximes 
achieved the desired output, while Z-oximes provided exclusively the diboration prod-
uct, as they were inert to the electrocyclization 
In view of these results, a computational study was carried out in order to rationalize 
the divergent reactivity of oxime ethers. Transition states were computed and activation 
barriers of ca. 60 kcal/mol were found in the case of Z-oximes. Although E-oximes pro-
vided feasible activation barriers, of around 30 kcal/mol, the structural features of E and 
Z-transition states showed no significant differences at first sight. 
After plotting the electrostatic potential map of each transition state, the next hy-
pothesis is presented. The mechanism of the Z-oximes corresponds to that of a pericy-
clic reaction, as the new σ bond is generated by the constructive overlap of two π-
orbitals. On the other hand, E-oximes undergo a different mechanism, as the lone pair 
of the nitrogen atoms seems to be embedded in the new σ bond and is therefore actively 
participating in the reaction. 
 
This chapter further analyzes the key role of the lone pair of the nitrogen in the 
reactivity of E-oxime ethers. Simple models of oximes and imines were built and the 
participation of the lone pair was assessed by computing the Natural Localized Molecu-
lar Orbitals (NLMO). The results demonstrated that, in the case of E-imines and oximes, 
de lone pair was partially delocalized on the carbon opposing the nitrogen, while Z-
imines and oximes were barely delocalized. What is more, the little delocalization that 
could be detected was centered on the atoms adjacent to the nitrogen. 
Z-oxime TS E-oxime TS 
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Once the key role of the lone pair had been assessed, the possibility of the reaction 
being pseudopericyclic instead of pericyclic was considered. In pseudopericyclic reac-
tions, at least one of the participating orbitals is orthogonal to the π-system. Because of 
this, the delocalized electron density due to the π-orbitals is interrupted, causing the 
transition state to be non-aromatic. Two different techniques were used to investigate 
this issue. 
 
Nucleus Independent Chemical Shifts (NICS) indexes were calculated in the center of 
the ring along the reaction coordinate. The results revealed that Z-imines and Z-oximes 
follow a mechanism identical to that of a purely pericyclic reaction, as their transition 
states displayed a strong aromaticity. E-imines were much less aromatic, which would 
favour our hypothesis of a pseudopericyclic mechanism. On the other hand, E-oximes 
showed a mixed behavior. 
Finally, the software ACID (Anisotropy of the Induced Current Density) was used to 
observe the delocalized electron density. Besides, a magnetic field perpendicular to the 
plane of the ring was applied in order to visualize the aromatic ring current of the tran-
sition states. The results proved that the delocalized electron density was indeed inter-
rupted in the case of E-imines, while Z-imines showed no disconnection (vide infra). 
 
This suggests that the mechanism of E-imines is pseudopericyclic, while Z-imines 
follow the mechanism of a purely pericyclic reaction. The results for E-oximes were not 
that evident and the reaction was considered pericyclic with a strong pseudopericyclic 
character. 
 
disconnection no disconnection 
E-imine TS Z-imine TS 
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This chapter is based on a collaboration carried out with the group of Prof. Esther 
Lete and Prof. Nuria Sotomayor from the University of the Basque Country. They per-
formed a series of intramolecular Fujiwara-Moritani reactions for the synthesis of 1,4-
dihydroquinolines. They observed that the reaction relied heavily on the N-protecting 
group of the anilines (Y), as different ratios of the two possible cyclization products 
were obtained. 
 
The Fujiwara-Moritani reaction consists on the generation of a C-C bond from the C-
H bond of an arene and the C-H of an alkene. In this particular case, as the reaction is 
intramolecular, 6-endo and 5-exo cyclizations are possible. Besides, two different mech-
anisms are possible: 
The first mechanism consists on a 
typical C-H activation mechanism (a), 
which involves the palladation of the 
arene, followed by the insertion of the 
olefin and final β-elimination that 
provides the final alkenylated arene. 
Although it is generally accepted that 
the reactions proceed through mech-
anism a), the activation of the alkene 
and consecutive electrophilic aro-
matic substitution can also occur (b). 
Knowing which of the two mechanism 
is active during our particular reac-
tion will be key to understand the re-
activity. 
Both mechanisms were studied by means of DFT, optimizing and calculating the en-
ergies of intermediates and transition states. The energy profile of mechanism a) pre-
dicted total selectivity towards the product arisen from a 5-exo cyclization, which 
contradicted the experimental results where total selectivity towards the opposite prod-
uct was encountered. Mechanism b) provided the right selectivity; during the transition 
state, the coordination between the N-protecting group and the palladium atom was ob-
served. This caused a great strain in the 5-exo transition state, as a 7-membered ring was 
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formed, while in the 6-endo transition state a stabilizing 6-membered ring was gener-
ated. This way, the 6-endo product was favored, which concurs with the experiments. 
This final chapter is based on a collaboration with the group of Prof. Alexandros 
Zografos from the Aristotle University of Thessaloniki. Our collaborators conducted 
gold and platinum-catalyzed cycloisomerizations of 1,5-enynes for the construction of 
lindenane-type sesquiterpenoids. However, the formation of a different sesquiterpenoid 
scaffold was also detected (vide infra, product on the right). 
 
The first thing we looked into was the reaction mechanism. The two encounter prod-
ucts arise from the two-step 1,2 or 1,3-migration of the acetate and following cyclization 
to generate the [3.1.0] bicyclic systems. The resulting Gibbs free energy profile showed 
feasible activation barriers in the case of both furan and lactone-containing substrates. 
With the mechanisms in hand, we tried to explain the isomeric ratios observed in the 
products. The substrate bearing a furan ring provided the lindenane-type structure in a 
3:2 ratio. Rationalizing this result by means of DFT is complicated, as such poor selec-
tivity would correspond to an energy difference of the order of decimals of kcal/mol. 
In the beginning, the resulting Gibbs free energy profiles predicted the major for-
mation of the opposite isomer, since the pathway leading to it presented a lower in en-
ergy key transition state. A functional screening was performed and, tuning the 
dielectric constant of the solvent, a model that predicted the right selectivity was 
achieved. 
Substrates bearing a lactone-ring delivered the desired product with total selectivity. 








En los últimos años, la química computacional se ha convertido en un instrumento 
fundamental para el estudio de las reacciones químicas. Los avances en el campo de la 
informática nos permiten aplicar modelos teóricos a sistemas químicos cada vez más 
complejos. Cuando se trata de explicar qué ocurre en un matraz o en un sistema bioló-
gico, los métodos computacionales son de gran ayuda a la hora de entender la reactivi-
dad y las propiedades de las moléculas implicadas.  
En la presente tesis se ha aplicado una de las teorías más populares dentro de la 
química computacional; la teoría del funcional de la densidad (DFT). Esta teoría es ideal 
para el estudio de sistemas que contienen aproximadamente 100 átomos, por lo que es 
comúnmente utilizada en reacciones tanto orgánicas como organometálicas. Mediante 
la optimización y cálculo de energías de substratos, intermedios, productos y estados 
de transición, es posible conocer y profundizar en los mecanismos que gobiernan dichas 
reacciones. 
Para poder aplicar los métodos computacionales a sistemas reales, es indispensable 
la colaboración entre la química computacional y la química experimental. En esta tesis 
se han llevado a cabo colaboraciones con tres grupos de investigación diferentes con el 
fin de comprender qué mecanismos son responsables de los resultados obtenidos en el 
laboratorio. Las reacciones estudiadas son muy diferentes entre sí; desde aparentemente 
sencillas reacciones pericíclicas puramente orgánicas, hasta complejas ciclaciones cata-
lizadas por metales. 
Así, esta tesis se ha dividido en cinco capítulos. El primer capítulo consiste en una 
introducción en la que se describen brevemente los fundamentos de los conceptos y 
teorías utilizadas durante el desarrollo del trabajo, así como la metodología aplicada y 
el software empleado. Los siguientes capítulos se corresponden con cada una de las 
colaboraciones llevadas a cabo, en los que se comienza introduciendo los objetivos y el 
estado del arte, para después exponer y discutir los resultados obtenidos mediante mé-
todos computacionales. 
Este capítulo está basado en una colaboración con el grupo del profesor Joseph Ha-
rrity de University of Sheffield (Reino Unido) y el departamento Integrated Drug Disco-
very de la farmacéutica Sanofi-Aventis Deutschland GmbH, en Frankfurt (Alemania). 
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Nuestros colaboradores llevaron a cabo una serie de reacciones cascada para la síntesis 
de isoquinolinas y azol-piridinas. La reacción consta de tres pasos: una diborilación ca-
talizada por platino, una 6π-electrociclación y finalmente una eliminación para formar 
el producto aromático (vide infra). 
 
Los resultados de la reacción fueron distintos dependiendo de la configuración E o 
Z del éter de oxima de partida. Las E-oximas produjeron el producto deseado, mientras 
que las Z-oximas rindieron solamente el producto de diborilación, pues resultaron iner-
tes a la reacción de electrociclación. 
En vista de estos resultados, realizamos un estudio computacional de la reacción de 
electrociclación con el fin de explicar la reactividad de los éteres de oxima. Los estados 
de transición de las oximas E y Z fueron calculados, y las energías resultantes confirma-
ron lo observado experimentalmente. Las Z-oximas presentaron, en todos los casos ana-
lizados, energías de activación extremadamente altas, de hasta 60 kcal/mol. Por otro 
lado, las E-oximas presentaron energías de activación factibles, de alrededor de 30 
kcal/mol. Sin embargo, la razón para esta diferencia entre estados de transición no fue 
obvia a simple vista. 
Tras visualizar los mapas de potencial electroestático de ambos estados de transi-
ción, presentamos la siguiente hipótesis. El mecanismo de la ciclación de las Z-oximas 
se corresponde con el de una 6π-electrociclación al uso, en la que la interacción cons-
tructiva de dos orbitales π forma el nuevo enlace σ. Sin embargo, las E-oximas transcu-
rren mediante un mecanismo ligeramente distinto. El par de electrones no compartidos 
del nitrógeno está embebido en el enlace que se está formando, y de alguna manera 
contribuye a su formación. Durante el siguiente capítulo, esta interacción será estudiada 
en profundidad. 
 
TS oxima Z TS oxima E 
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Este capítulo continúa profundizando en los estudios realizados en el capítulo que 
le precede. Con este fin, se propusieron unos modelos de moléculas sencillas con dife-
rentes funcionalidades. Se comienza intentando aclarar el papel del par electrónico no 
compartido del nitrógeno calculando su parcial deslocalización a lo largo de la molécula.  
Para ello, se realizó un análisis de su orbital molecular natural localizado (NLMO). 
Los resultados mostraron que, en el caso de las E-iminas y E-oximas, el par electrónico 
no enlazante se encontraba parcialmente deslocalizado en el carbono con el que se es-
taba formando el nuevo enlace σ. Por otro lado, cuando las iminas y oximas presentaban 
configuración Z, el par electrónico se encontraba mucho menos deslocalizado. Además, 
la poca deslocalización detectada estaba situada en los carbonos adyacentes al átomo 
de nitrógeno. 
Una vez confirmado el papel activo del par no compartido, se planteó la posibilidad 
de que la reacción fuera pseudopericíclica y no un electrociclación al uso. De ser así, el 
orbital del nitrógeno que se encontraría participando en el estado de transición no sería 
un orbital π, sino un orbital no enlazante ortogonal al sistema π. En este caso, ese orbital 
no podría ser otro que el par de electrones no compartidos. De este modo, se observaría 
una interrupción en la deslocalización de densidad electrónica, lo que conllevaría cierta 
pérdida de aromaticidad durante el estado de transición. Para comprobar esta hipótesis 
se utilizaron dos técnicas. 
 
Mediante el cálculo de los índices NICS en el centro del anillo a lo largo de la coorde-
nada de reacción se pudo demostrar que la aromaticidad de las E-iminas era distinta a 
la de las Z-iminas. El perfil de la reacción de las iminas Z era idéntico a aquel de una 
reacción completamente pericíclica, en la que en estado de transición presenta una gran 
aromaticidad, mientras que las E-iminas presentaban una aromaticidad mucho menor. 
Por último, se utilizó el software ACID para estudiar la densidad electrónica deslo-
calizada de los estados de transición. Aplicando un campo magnético perpendicular al 
plano del anillo se pudo también observar la corriente anular. Los resultados demostra-
ron que, en el caso de las E-iminas, la densidad se veía interrumpida, mientras que en 
las iminas con configuración Z no presentaban dicha interrupción. Esto indicaría que las 
iminas E transcurren probablemente a través de un mecanismo pseudopericíclico. Los 
resultados con las oximas no fueron tan claros, por lo que se concluyó que su mecanismo 
era pericíclico con un fuerte carácter pseudopericíclico.  
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Los cálculos llevados a cabo en este capítulo forman parte de la colaboración con un 
grupo de investigación de esta misma universidad; el grupo de Organometálicos en Sín-
tesis, liderado por Nuria Sotomayor y Esther Lete. En dicho grupo se realizaron una serie 
de reacciones de Fujiwara-Moritani intramoleculares con el objetivo de sintetizar 1,4-
dihidroquinolinas. Nuestros colaboradores observaron que, dependiendo el grupo pro-
tector (Y) de la anilina de partida, se obtenían distintos isómeros (vide infra). 
 
La reacción de Fujiwara-Moritani utiliza catalizadores de paladio(II) para formar en-
laces carbono-carbono utilizando un areno y un alqueno. En este caso, al ser una reac-
ción intramolecular, el producto de la ciclación podrá ser 6-endo o 5-exo.  
Esta reacción puede proceder me-
diante dos mecanismos. El primero y 
mayormente aceptado es la palada-
ción del anillo seguido por la inserción 
del alqueno, para finalmente dar lugar 
al producto mediante β-eliminación 
(a). Sin embargo, se ha demostrado 
que en algunos casos el mecanismo se 
asemeja a la reacción de Friedel-Crafts 
(b), en la que el paladio activa el al-
queno para atacar al areno y formar el 
producto final tras una β-eliminación. 
Discernir entre ambos mecanismos es 
esencial para comprender la reacción. 
Ambos mecanismos fueron tratados computacionalmente mediante el la optimiza-
ción y cálculo de la energía libre de Gibbs de los intermedios y estados de transición. 
Cuando el mecanismo a) fue evaluado, nuestros resultados indicaban que el isómero 
mayoritario debía ser el producto de la reacción 5-exo, mientras que los resultados ex-
perimentales indicaban lo contrario. Al principio, el mecanismo b) proporcionó resulta-
dos similares. Sin embargo, modificando los ligandos unidos al paladio, se observó un 
nuevo enlace de coordinación entre el carbonilo del grupo protector de la anilina y el 
átomo de paladio. Esto creó una tensión en el caso del estado de transición 5-exo, des-
estabilizándolo, y haciendo por tanto que el producto mayoritario fuera el 6-endo, tal y 
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como indicaban los resultados experimentales. De este modo, se pudo explicar el papel 
crucial del grupo protector en la reacción. 
Este capítulo está basado en una colaboración con el grupo de investigación del pro-
fesor Alexandros Zografos de Aristotle University of Thessaloniki (Grecia). Nuestros co-
laboradores llevaron a cabo unas reacciones de cicloisomerización catalizadas por oro y 
platino. Partiendo de 1,5-eninos, fueron capaces de sintetizar compuestos policíclicos 
derivados del lindenano, un sesquiterpeno natural (esquema inferior, producto izqdo.). 
Sin embargo, también se observó la aparición de otro tipo de sesquiterpenoide, producto 
de una cicloisomerización alternativa (esquema inferior, drcha.). 
 
Utilizando métodos computacionales estudiamos primeramente el mecanismo de la 
reacción. Este consistió en una primera migración 1,2 o 1,3 del acetato para dar lugar a 
dos intermedios distintos que posteriormente cicloisomerizan para dar los productos 
mostrados arriba. 
Los resultados variaban según la naturaleza del sustrato de partida y el tipo de cata-
lizador. La reacción con cloruro de oro (I) dio lugar al aleno resultante de la migración 
1,3, el cual parecía inerte a la cicloisomerización. El estudio de los perfiles de energía 
libre de Gibbs de la reacción catalizada no arrojó luz sobre este asunto y, debido a la 
escasez de reacciones llevadas a cabo con oro, centramos nuestra atención en las reac-
ciones catalizadas por cloruro de platino (II). 
Cuando el producto de partida contenía un anillo furano, se obtenían mezclas de 
ambos productos. Los ratios eran de aproximadamente 3:2 a favor del producto del me-
canismo 1,2, lo cual es muy difícil de explicar mediante DFT, ya que una selectividad tan 
pobre se corresponde con una diferencia de energía del orden de décimas de kcal/mol. 
Los perfiles energéticos de la reacción parecían indicar el caso contrario, ya que la ci-
cloisomerización del mecanismo 1,3 estaba ligeramente favorecida. Tras realizar un 
screening de funcionales y variar la constante dieléctrica del disolvente, se encontró un 
modelo capaz de replicar los resultados experimentales. 
Los sustratos tipo lactona produjeron exclusivamente el producto de la migración 
1,2 y posterior cicloisomerización. Utilizando el modelo previamente mencionado, se 
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The aim of this chapter is to briefly introduce the main as-
pects of computational chemistry, focusing on the density 
functional theory. The basic concepts, theories and princi-
ples employed in this thesis will be described, as well as the 
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Computational chemistry is a branch of chemistry aimed to solve chemically related 
problem with the aid of computers.1 Modern computers are able to carry out large 
amounts of mathematical operations in increasingly shorter times, making them perfect 
tools for solving the complex mathematical systems originated from the theoretical 
chemistry field. 
The main properties computational chemists can measure and predict are structure, 
energy and chemical properties.2 Given a certain number of atoms, we can study the 
relative position of each atom and how they are bonded. Calculating the Potential Energy 
Surface (PES), we can determine which of all the possible atomic arrangements is more 
probable, as well as predict the reactivity of each structure. Finally, different chemical 
properties can be assessed, from experimental observables such as spectra (nuclear 
magnetic resonance, electron paramagnetic resonance, vibrational, etc.) to more concep-
tual properties, such as aromaticity, bond order, steric behavior and others. 
There are different computational methods available to computational chemists: 
from ab initio calculations, based on the Schrödinger’s equation, to molecular mechan-
ics, based on classical mechanics. Choosing a suitable model is key to obtain accurate 
results in a reasonable time span and at an affordable cost. The method chosen to carry 
out all the calculations in the present thesis was Density Functional Theory (DFT), one 
of the most widely used models in applied quantum chemistry and perfect for the sys-








The aim of quantum-based computational models is to solve the time-independent 
Schrödinger equation:4 
 ?̂?𝜓 = 𝐸𝜓 (1.1) 
where ?̂? is the time-independent Hamiltonian operator, ψ is the wave function and 
E is the total energy of the system. The extreme complexity of the Hamiltonian operator 
requires the use of approximations, mainly the Born-Oppenheimer approximation.5 Ac-
cording to this approximation, the nuclei of a system can be considered static because 
they are much larger than the electrons. 
Even with the use of the Born-Oppenheimer approximation, solving the Schrödinger 
equation is still too difficult for systems having more than two electrons.6 Therefore, 
further approximations are required to describe complex multi-electronic systems. One 
of the most popular approaches, and the one discussed in this thesis, is the density 
functional theory modeling. 
 
Density Functional Theory (DFT) is a quantum mechanical model based on using the 
electron density, instead of the wave function, to describe its properties.2 The electron 
density function, 𝜌(𝑟), depends only on three spatial coordinates (r = x, y, z), while the 
wave function depends on 3N variables, being N the number of electrons. This is the 
main advantage of DFT; the complexity of the equations is greatly reduced, and with it, 
the computational cost. 
Although first approaches to this theory started in 1927, the foundation was stab-
lished in 1964 with the Hohenberg-Kohn theorems.7 These two theorems state that: a) 
the ground state electronic energy can be calculated as functional of the electron density 
and b) the electron density follows the variational principle, thus the calculated elec-
tronic energy must be greater or equal to the true ground state value: 
 𝐸0 = 𝐸[𝜌𝑒𝑥𝑎𝑐𝑡] ≤ 𝐸[𝜌] (1.2) 
 
a) b) 
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This way, we know that the energy of the system can be calculated using the electron 
density functional (a function of the density function, ρ), although we do not know the 
form of this functional. 
Roughly one year later, Kohn and Sham8 realized that the functional would be much 
simpler if we considered a system with non-interacting electrons. The functional can 
then be divided into specific components as follows: 
 𝐸[𝜌] =  𝑇𝑛𝑖[𝜌] + 𝑉𝑛𝑒[𝜌] +  𝑉𝑒𝑒[𝜌] +  𝛥𝑇[𝜌] +  𝛥𝑉𝑒𝑒[𝜌]  (1.3) 
each term referring to: the kinetic energy of the non-interacting electrons 𝑇𝑛𝑖[𝜌], the 
potential energies due to nuclear-electron interaction 𝑉𝑛𝑒[𝜌] and electron-electron repul-
sion 𝑉𝑒𝑒[𝜌], the correction to the kinetic energy due to electronic interactions 𝛥𝑇[𝜌] and 
the non-classical corrections to the electron-electron repulsion energy 𝛥𝑉𝑒𝑒[𝜌]. This way, 
the first three terms of the equation, which are not taking into account the electron-
electron interaction, can receive a classical treatment (using the electron density as var-
iable). The last two terms can be combined as 𝐸𝑥𝑐[𝜌] or exchange-correlation energy and 
are the actual challenge of the DFT model. 
 
The difference between the different DFT functionals lies in the nature of the ap-
proximation for the exchange-correlation functional.9 These functionals can be ordered 
according to their approximation method using Jacob’s ladder, as illustrated by Perdew 
and Schmidt.10 The ladder starts in the Hartree world and climbs up to the “heaven” of 
chemical accuracy (Figure 1.1). 
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The first and most basic developed approximation was the Local Density Approxi-
mation (LDA).3 This approximation calculates the energy and properties of the system 
based exclusively on the electron density, whereas approximations above in the ladder 
use the gradient of electron density. The second step of the ladder corresponds to Gen-
eralized Gradient Approximation (GGA) and is based on the electron density gradient in 
a given position; hence, it is considered a semi-local approximation. The next step on 
the ladder consists of meta-GGA methods, which also include the Laplacian (or second 
derivative) of the density. Higher order approximations (non-local) become much more 
accurate, but also more complicated and therefore, expensive. Hybrid GGA and hybrid 
meta-GGA methods include a functional for the exchange (based on the Hartree-Fock 
exchange), while fully non-local methods add the unoccupied (virtual) orbitals to the 
functional. 
The choice of the functional will affect both the quality of the results and the time 
spent on the calculations. Next, the functionals used in the present thesis will be intro-
duced. 
 
Most of the structure optimizations of this thesis have been performed with the hy-
brid GGA functional B3LYP. This functional, which uses the Becke 88 exchange func-
tional11 and the Lee, Yang and Parr correlation functional,12 has been for years the most 
popular DFT functional,13 mainly due to his good accuracy/cost ratio.14 Nevertheless, this 
functional does not properly describe non-covalent interactions, such as van der Waals 
interactions, weak hydrogen bonds and π-π stacking interactions. In order to provide a 
more accurate description of the structures treated in this thesis, a set of dispersion 
corrected functional were also employed. 
The dispersion corrected hybrid meta-GGA Minnesota functionals developed by 
Truhlar and coworkers15 have gained popularity during the last years. The functional 
M06-2X draws special attention, as it is heavily parametrized and provides excellent re-
sults for structures with strong non-covalent interactions.16 When structures contained 
metal atoms, the M06 functional (from the same functional family) was employed, as 
M06-2X is parametrized only for non-metals. 
In chapter 5, a functional screening was performed, testing a few more functionals. 
The ωB97X-D functional developed by Head-Gordon and coworkers17 was tested, as it 
includes long-range corrections and Grimme’s D2 correction.18a We also tried adding 
Grimme’s D3 dispersion18b to two hybrid functionals: the already mentioned B3LYP and 
the B3PW91 functional, formed by Becke 88 exchange functional and Perdew and Wang 
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9119 correlation functional. Finally, a pure meta-GGA functional, the M11-L functional,20 
was also tested. 
 
The basis set is a set of mathematical functions used to construct the wave function.2 
Molecular orbitals (𝜑𝑖) are formed by linear combination of these functions (𝜒𝑝), usually 
atomic orbitals, as showed below: 
 




where 𝐶𝑖𝑝 is a scalar. Theoretically, an optimal representation of the orbitals can be 
can be achieved with an infinite number (m) of functions. In practice, this is not possible 
in actual calculations, and a finite number of functions must be used. The accuracy of 
the molecular orbital description will depend on the number of functions, but also on 
the “quality” of the atomic orbitals. 
There are two types of atomic orbitals; the Slater-type orbitals (STO) and the Gauss-
ian-type orbitals (GTO). The STO accurately describe the shape of atomic orbitals, but 
their analytical solution is too complex for large molecules. Therefore, they are exclu-
sively applied to atomic and diatomic systems. On the other hand, GTO are computa-
tionally feasible, although fairly less accurate than STO. These GTO can be called 
primitives, while their linear combination gives place to contracted GTO, having a very 
similar behavior to STO. Thus, contracted GTO are more commonly used, as they can 
provide similar results to STO at an affordable computational cost. 
The different basis sets can be classified as follows:2 
 Minimum basis set: The smallest number of possible functions are employed, provid-
ing qualitative results. For example, in the case of hydrogen and helium a single s-
function would be employed, while second row atoms would contain two s-functions 
(1S and 2S) and one p-function (2Px, 2Py and 2Pz). 
 Extended basis sets: Two, three or N-functions are used per atomic orbital, making 
double, triple and N-zeta basis sets. A hydrogen atom with a double zeta basis set 
uses two s-functions (1S and 1S’), while a triple zeta basis set employs three (1S, 2S’ 
and 1S’’). The most commonly used variation of this basis sets are: 
‐ Split valence sets: they use a different number of functions for the core or-
bitals and the valence orbitals. Since bonds are formed by valence orbitals, 
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we can reduce the computational cost by using a high number of functions 
only in the valence orbitals. 
 Polarization functions: A basis can be augmented with polarization functions, this 
is, functions with a higher angular momentum than those of occupied orbitals. With-
out polarization functions, the basis sets are centered on the atom, and thus cannot 
properly describe systems where electronic charges are altering the shape of the 
orbitals. With polarization functions, a hydrogen atom would consist not only on s-
functions but also on p-functions, more accurately describing the shape of the or-
bital. 
 Diffuse functions: These functions allow electrons to move on a more ample space. 
They are essential for systems with loosely bound electrons, like anions or excited 
states. The method to add diffuse functions varies depending on the basis set family.  
 
The basis sets developed by Pople and coworkers are amongst the most used split 
valence sets, which allow the addition of polarization and diffuse functions. For the op-
timization of structures, we typically used the 6-31G(d,p) basis set.21 Following Pople’s 
notations, this basis sets uses: one contracted GTO formed by six primitive GTO for the 
core electrons, two contracted GTO (formed by three and one primitive GTO) for the 
valence atoms, and adds polarization functions to all atoms (p-functions to the hydrogen 
atoms and d or higher functions to the rest of the atoms).21b It is therefore a double zeta 
basis set which takes polarization into account. 
When final energies where computed, a triple zeta split basis set of the same family 
was employed; 6-311G(d,p).22,23 Polarization functions where employed and, when neces-
sary, diffuse functions where added to non-hydrogen atoms, using the notation ‘+’, form-
ing the basis set 6-311+G(d,p).24 
The aforementioned basis sets are not suitable for 5th and 6th row atoms such as Pd, 
Pt and Au (included in this thesis). For the structure optimization of systems containing 
these atoms, two different basis sets were used: LANL2DZ25 (developed in Los Alamos 
National Laboratory) and SDD26 (Stuttgart-Dresden). They are both double zeta basis sets 
and do not include polarization or diffuse functions. They are also effective core poten-
tials basis sets (see next section). 
Final energies of metal containing systems where computed using Def2TZVPP as ba-
sis set. Developed by Ahlrichs and coworkers,27 it is a redefined version (Def2) of the 
triple zeta valence (TZV) basis set which includes many polarization functions (PP). 
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Systems containing heavy atoms, such as transition metals, possess a large number 
of core electrons. Although they are not important in chemical reactivity, an extensive 
number of basis functions is needed in order to expand the orbitals. Failing to do so will 
cause a poor estimation of the electron-electron repulsion, and will ultimately affect the 
description of valence orbitals.2 
As firstly proposed by Hellman in 1935,28 the combined nuclear-electronic core can 
be accurately represented by replacing core electrons with analytical functions, while 
valence electrons can be treated explicitly. This modelling of the core electrons, known 
as pseudopotential or Effective Core Potential (ECP), provides good results at a much 
lower cost than calculations involving all the electrons. Therefore, this methodology was 
applied to the computation of palladium, gold and platinum atoms (chapters 4 and 5). 
 
During the optimization of the conditions of a reaction, it is crucial to test different 
solvents, as they have great impact in the reactivity. The polarity of the solvent can, not 
only enhance the solubility of the reactants, but can also lower the energy barrier of a 
reaction by, for example, stabilizing the charges present on its transition state. It is 
therefore essential to have these effects taken into account during the calculations. 
In the early years of DFT, the simulations were carried out in vacuum, as the intro-
duction of thousands of molecules of solvent was not feasible with the available com-
putation power. Nowadays, the explicit solvent models can be achieved with the use of 
molecular mechanics, but DFT calculations generally use an alternative approach.2 
DFT calculations usually use implicit solvation models, such as the Polarized Contin-
uum Model (PCM)29 employed in this thesis. In this method, the solute is placed inside a 
cavity formed by a polarizable uniform medium with a dielectric constant, ε. The solva-
tion free energy, 𝛥𝐺𝑠𝑜𝑙𝑣, can be calculated as follows: 
 𝛥𝐺𝑠𝑜𝑙𝑣 =  𝛥𝐺𝑐𝑎𝑣 + 𝛥𝐺𝑑𝑖𝑠𝑝 +  𝛥𝐺𝑟𝑒𝑝 +  𝛥𝐺𝑒𝑙𝑒𝑐 (1.5) 
where 𝛥𝐺𝑐𝑎𝑣 is the energy needed to form the cavity, 𝛥𝐺𝑑𝑖𝑠𝑝 is the dispersion energy 
between the solute and the solvent, 𝛥𝐺𝑟𝑒𝑝 stands for the repulsive interaction between 
solute and solvent and finally 𝛥𝐺𝑒𝑙𝑒𝑐 is the electrostatic term caused by the charge dis-
tribution.  




The fundamental calculations of the present thesis were carried out using the Gauss-
ian package, originally developed by John Pople. This software can perform a variety of 
calculations, ranging from molecular mechanics to multi-configurational self-consisted 
field. The version 0930 of this software was used to perform all the DFT calculations 
present in this thesis. 
The Gaussian software was employed to optimize the geometry of reactants, inter-
mediates and products by locating the structures with minimum potential energies. The 
Gibbs free energy of the optimized structures was obtained either from the resulting 
thermodynamics from the calculation of vibrational frequencies or by the addition of 
potential energies and corrections to the Gibbs free energy (when the optimization was 
performed on a different theory level than the one used to obtain the final energies). 
This same strategy was utilized for the location of transition states and the calcula-
tion of their energies. In order to check whether each transition state was connecting 
the intended intermediates, Intrinsic Reaction Coordinate (IRC) calculations were often 
performed.  
After the vibrational frequencies of intermediates and transition states were com-
puted, the number of imaginary frequencies (negative frequencies) was checked in order 
to verify that there were none, in the case of reactants, intermediates and products (min-
imums) and only one in the case of transitions states (saddle points). 
 
 Avogadro:31 The initial sketch of the analyzed structures was performed with the free 
and open-source software Avogadro. The Universal Force Field (UFF)32 was used to 
approximate the geometry by means of molecular mechanics. 
 Molden:33 The pre and post-processing tool Molden (free for academic purposes) was 
used for the visualization of most of the output produced by Gaussian, due to the 
simplicity and rapidness of the program. The optimization processes and frequen-
cies were monitored using this software. 
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 GaussView:34 This graphical interface included in the Gaussian package was used for 
the visualization of contours, mainly for obtaining the electrostatic potential sur-
faces mapped over the total density (chapter 2). 
 CYLview:35 This freeware was used to render the figures of three-dimensional struc-
tures displayed through the thesis, using the geometries of Gaussian outputs as in-
put. This software uses POV-ray (vide infra). 
 POV-Ray:36 The ray-tracing program POV-Ray is a freeware tool for creating three-
dimensional graphics. Its standalone version was employed for rendering the output 
generated by the software ACID. 
 
Studying the properties of a particular bond can provide interesting information, as 
the nature of the bond may be key for the reactivity of the molecule. For this, orbitals 
centered on individual bonds or partially delocalized orbitals can be computed. 
To put it simply, we can define atomic orbitals (AO) as mathematical functions that 
describe the behavior of electrons on an atom, while molecular orbitals (MO) refer to the 
behavior of electrons in a molecule. While atomic orbitals are completely centered in 
atoms, canonical molecular orbitals are completely delocalized through the molecule. 
Considering the algorithmic sequence showed in Figure 1.2, between AO and MO, we 
find a set of “natural” orbitals: natural atomic orbitals (NAOs), natural hybrid orbitals 
(NHOs), natural bond orbitals (NBOs) and natural semi-localized orbitals (NLMOs).37,38 
 (AO) → NAO → NHO → NBO → NLMO → (MO)  
Figure 1.2. Algorithmic sequence of different type of orbitals, adapted from ref. 38.  
Natural bond orbitals are localized, as the name suggests, in bonds. With NBOs, we 
can determine the contribution of each atom to the bond as well as the hybridization (s-, 
p-, or d-character) of each atom. NLMOs allow the partial delocalization of the NBOs, 
calculating the electronic density distribution through the rest of the atoms in the mol-
ecule. This can be extremely useful to understand the delocalization of each bond 
through the molecule, for example, in cases with strong conjugation. 
In our particular case, we computed a NLMO to observe the delocalization of an NBO 
formed by the lone pair of a nitrogen atom (chapter 3). This way, we could study how 
the lone electron pair is distributed along the molecule and its effect on the reactivity. 
The concepts and methods for computing NBOs39 and NLMOs40 were established by 
Weinhold and coworkers during the 80s. The software they developed to perform this 
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calculations is also named NBO,41 and its 3.1 version available in Gaussian09 was used 
in the aforementioned study. 
 
Aromaticity is a stabilizing effect occurring in conjugated systems whose configura-
tion allows the delocalization of the electrons in the π-system of the molecule. It is dif-
ficult to characterize, as there is no individual property that can directly measure 
aromaticity. It is common to evaluate aromaticity by measuring different descriptors, 
usually based on the measurement of structural, magnetic, energetic, electronic, and 
reactivity-based properties.42 In this thesis, we focused on descriptors based on magnetic 
properties. 
Aromatic compounds can be characterized by the study of their magnetic properties, 
such as diamagnetic susceptibility exaltation (Λm) or 1H NMR shifts.43 Λm is the difference 
between the experimentally measured magnetic susceptibility (χM) and the estimated 
magnetic susceptibility (χM’), calculated from the atomic and bond susceptibility contri-
butions. Λm provides positive values for aromatic compounds, close to zero values for 
non-aromatic molecules and negative values for antiaromatic compounds.44 Neverthe-
less, this technique has certain drawbacks, such as the dependence on a non-unique 
reference system and the size of the ring, which complicates the direct comparison of 
different molecules.43 
The chemical shifts observed in 1H NMR have also been employed as aromaticity 
criterion. Outer aromatic hydrogens usually appear in the region of 7-9 ppm, a downfield 
shift from typical alkenes. For molecules big enough to have hydrogens inside the ring, 
this effect is more dramatic as inner hydrogens can have negative values, as low as -3 
ppm in the case of [18]annulene. Nonetheless, this criterion is not absolute, as there are 
reported cases of non-aromatic compounds presenting similar downfield shifts. For ex-
ample, pyrrole, furan and cyclopentadiene have very similar proton shifts (Figure 1.3), 
although cyclopentadiene is not an aromatic compound.45 
 
Figure 1.3. 1H NMR shifts (ppm) of pyrrole, furan and cyclopentadiene, adapted from ref. 45. 
The power of computational chemistry can also be applied to the study of aromatic-
ity through magnetic properties. In the following paragraphs, we present two tech-
niques: the nucleus-independent chemical shifts (NICS) and the anisotropy of the 
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induced current density (AICD or ACID). The data needed for these two methods can be 
obtained by calculating the NMR shielding tensor with the software Gaussian. 
 
The nucleus-independent chemical shift (NICS) is an aromaticity measure proposed 
by Schleyer in 1996.46 NICS represents the value of the absolute magnetic shielding com-
puted at an arbitrary point. Originally, this point was the center of the ring, NICS(0). 
Shortly after, computing NICS at 1Å above the ring (NICS(1)), where the NICS value usu-
ally reaches a maximum, was proposed.47 
The results of NICS, whose sign is reversed due to NMR convention, fall in three 
categories. Negative NICS values correspond to aromatic molecules, such as benzene, 
while antiaromatic molecules, such as cyclooctatetraene, have positive NICS values. Mol-
ecules with non-aromatic behavior usually have NICS values close to 0 ppm. 
The initially NICS values were based on the total isotropic shielding, this is, on the 
average of the xx, yy and zz elements of the shielding tensor. Nevertheless, ring currents 
formed due to the electron delocalization in aromatic molecules are induced when an 
external magnetic field is applied perpendicular to the plane of the ring (the z direction). 
With this in mind, Fowler and Steiner48 suggested the use of NICSzz, based on the contri-
bution of the out-of-plane component of the tensor. We can therefore refer to the previ-
ously described methods as NICS(0)iso and NICS(1)iso, while the new anisotropic indexes 
are named NICS(0)zz and NICS(1)zz.
49 
It is worth mentioning that NICS indexes are usually employed in a qualitative man-
ner, as the comparison of rings of different sizes provides poor results in some cases.50 
In the same way, there is no NICS value above or below which we can state whether a 
molecules is aromatic or not. 
In the chapter 3 of this thesis, NICS(0)iso values were computed for the transition state 
of a set of reactions. These transition states were not completely planar, and therefore 
the definition of the z axis was a difficult matter. Because of this, the isotropic value of 
the tensor was employed in order to compare our results with the literature (as explained 
in the chapter’s computational methods section). 
 
In 2005, Herges and collaborators developed a method for visualizing the electron 
delocalization in a three-dimensional way.51 For this purpose, they computed the anisot-
ropy of the induced current density (ΔTs) parameter. ΔTs is a scalar field similar to the 
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electron density that can be represented as an isosurface, but depends exclusively on 
the delocalized electrons (instead of electron density as a whole). Using POV-Ray, the 
isosurface (independent of the direction and magnitude of the external magnetic field) 
can be displayed (Figure 1.4). 
 
Figure 1.4. ACID isosurface of benzene (isosurface value = 0.05). 
In order to classify a molecule as aromatic or antiaromatic, the direction of the cur-
rent density must also be visualized. Aromatic molecules are associated to diatropic ring 
currents, and should follow the “left hand rule” (see left). When a magnetic 
field perpendicular to the ring is applied in the shown direction, a clock-
wise pattern will be observed in aromatic molecules, while antiaromatic 
molecules will display an anticlockwise pattern due to the paratropic ring 
currents. 
In ACID, the current density vectors are plotted onto the isosurface. They are plotted 
as green arrows with red arrowheads, whose length indicates the absolute value of the 
current density at the point of origin. Figure 1.5 shows the current density vectors of 
benzene and, since it is an aromatic molecule, a clockwise pattern is observed through 
the molecule. 
            
Figure 1.5. Current density vectors plotted onto the ACID surface of the benzene molecule. 
1.3. Methodology and software 
16 
This methodology is suitable for the study of the transition states computed in the 
chapter 3 of this thesis, whose aromaticity is key to understand the mechanism of the 
reaction. 
 
Most of the DFT calculations in this thesis are aimed to calculate the Gibbs free en-
ergy of different molecules: substrates, intermediates, products and transition states. 
Although this thesis is not centered in the study of reaction kinetics, using activation 
energies to estimate rate constants and visualize reaction rates can be very informative. 
This way, reaction times can be approximated, and when several reaction paths compete, 
the product ratio can be predicted. 
 
The transition state theory (TST) was developed in the 1930s by Eyring, Evans and 
Polanyi.52 TST is an approximate approach to calculate the rate constant of a reaction. 
The calculation of this rate constant depends exclusively on the potential energy in the 
saddle-point region, this is, the transition state.53 
Since our studies require the calculation of the Gibbs free activation energies, we 










where kB is Boltzmann’s constant and h is Plack’s constant. With this formula, the 
rate constants were calculated in order to give an approximation of the reaction time 
needed for the studied reactions to proceed. Since the calculation performed in this the-
sis were mostly based on experimental results, an approximation to the reaction time 
would allow us to evaluate the quality of the computed activation energies. 
 
COPASI (COmplex PAthway SImulator) is an open-source software for the simulation 
and analysis of biological network models.54 These models are based on complex multi-
component reactions, but the study of simpler reaction such as the ones performed in 
this thesis is also available.  
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COPASI was used to visualize reaction rates in chapter 5. When different reaction 
paths are available, calculating the product ratios and comparing them with experi-
mental data can be very useful. Providing the rate constants calculated using TST for 
each transition state of each pathway, COPASI can use a simple mass action law to sim-
ulate the transformation of starting materials into intermediates and products over 
time. This tool can help us understand how reactions proceed, which intermediates ac-
cumulate or the final product ratios, all according to the energy barriers computed with 
DFT methods. 
 
The Curtin-Hammett principle is used to predict the ratio of products on reactions 
that meet certain conditions.55 It is usually applied to systems in which two conformers 
in equilibrium react, each forming a different product. While the conformers must be 
able to rapidly interconvert, the product formation must be irreversible. 
 
Under this conditions, the Curtin-Hammett principle states that the ratio of products 
will depend exclusively on the energy difference between the two highest energy transi-
tion states (ΔΔG‡).56 In Figure 1.6, we can a see a study case in which the principle can be 
applied; the transition state that goes from A to B is very low in energy, while the tran-
sition states leading to the products, PA and PB, are much higher in energy. 
 
 
Figure 1.6. Representation of a reaction under Curtin-Hammett control. 
Looking at the study case, it appears that the energy will depend on which reaction 
has the highest activation barrier, this is, ΔG‡A or ΔG‡B. Nevertheless, because the trans-
formation from A to B is an equilibrium, energy difference between the two isomers 
(ΔGC) has to be taken into account. In order to overcome the barrier leading to PB, the 
substrate must first change from conformer A (the most stable isomer) to conformer B, 
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so the actual energy barrier will correspond to addition of ΔG‡B and ΔGC. This way, the 
mayor product will be PA, as the transition state leading to it has a lower barrier, while 
the exact ratio will depend on the ΔΔG‡ value. 
According to the transition state theory previously described, the product ratio of 





‡ 𝑅𝑇⁄   and   𝐾𝑐 = 𝑒
𝛥𝐺𝐶 𝑅𝑇⁄  











‡ +𝛥𝐺𝐶) 𝑅𝑇⁄  
Looking at Figure 1.6, we can make the final association: 
(−𝛥𝐺𝐴
‡ + 𝛥𝐺𝐵
‡ + 𝛥𝐺𝐶) = 𝛥𝛥𝐺
‡ = 𝐺𝐵 − 𝐺𝐴 
Product ratio = 𝑒(𝐺𝐵−𝐺𝐴) 𝑅𝑇⁄  
During chapter 5, it was considered that the studied reaction met the conditions 
required for the Curtin-Hammett principle to apply. Therefore, the above-mentioned ex-
pressions were employed to estimate the final product ratios. 
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In the present chapter, we have studied the mechanism of 6π-electrocyclizations of ox-
ime ethers. A comprehensive computational study was conducted in view of the experi-
mental results obtained by our collaborators at the University of Sheffield and the 
pharmaceutical company Sanofi-Aventis. They synthesized functionalized isoquinolines 
and azole-fused pyridines through diboration and later 6π-electrocyclization of oxime 
ethers, whose E/Z configuration was essential for the outcome of the reaction. We stud-
ied the mechanism of the reaction by means of DFT, focusing on the divergent reactivity 
of the different oxime isomers. 
 
Chapter based on the publication:  
[1] Mora-Radó, H.; Sotorríos, L.; Ball-Jones, M. P.; Bialy, L.; Czechtizky, W.; Méndez, M.; 
Gómez-Bengoa, E.; Harrity, J. P. A. Synthetic and Mechanistic Investigation of an Oxime 
Ether Electrocyclization Approach to Heteroaromatic Boronic Acid Derivatives. Chem. 
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This chapter of the thesis is based on a collaboration carried out with experimental 
researchers. The experimental reactions were performed in Prof. Joseph Harrity’s group, 
from the University of Sheffield and in the department of Integrated Drug Discovery at 
Sanofi-Aventis Deutschland GmbH, Frankfurt. For more information, please see the full 
article available in the appendix. 
The investigations carried out by the author of this thesis are exclusively computa-
tional and will be presented in the results and discussion section. The aim of this section 
is to provide a context for these investigations by introducing the nature of the chemis-
try, as well as briefly discussing the aim, procedures and results of the experimental 
studies. 
 
The aim of the experimental study conducted by our colleagues was the synthesis of 
azole-fused pyridines bearing a boronic ester moiety. The applied strategy, which they 
had previously reported for the synthesis of isoquinolines,1 consisted of a cascade reac-
tion using azole-containing oxime ethers bearing an ortho-alkyne group. The key step of 
this cascade reaction is the 6π-azaelectrocyclization that constructs the six membered 
ring. 
 





Nitrogen-based heterocyclic compounds constitute important building blocks for or-
ganic synthesis, as they are present in numerous alkaloids and biologically active com-
pounds. Among them, azole-fused pyridines stand out, as numerous compounds 
displaying a wide range of biological effects have been developed. 
The imidazopyridine sulmazole,2 for example, is an A1 adenosine receptor antago-
nist utilized as cardiotonic agent for the improvement of the contraction of the heart. A 
different imidazopyridine, miransertib, has recently shown promising effects in patients 
suffering from Proteus syndrome,3 a deadly disease that causes the progressive over-
growth of any region of the body. 
 
Figure 2.1. Examples of azole-fused pyridine containing biologically active compounds. 
Several drugs bearing a pyrazole-fused pyridine have been described. Etazolate4 is a 
phosphodiesterase IV inhibitor with antidepressant and anxiolytic properties. The pyra-
zolopyridine riociguat is a stimulator of the guanylate cyclase used for the treatment of 
pulmonary arterial hypertension.5 
The aforementioned structures cannot be synthesized through the approach re-
ported in this chapter, as the relative position of the nitrogen is different. Nonetheless, 
biologically active molecules with a suitable scaffold can also be found. For example, the 
oxazolopyridine shown in Figure 2.2 is an antagonist of the histamine H3-receptors.
6 
Also, a set of thiazole and isothiazole-fused pyridines have shown inhibitory effects over 
the spleen tyrosine kinase,7 involved in autoimmune diseases. 
 
Figure 2.2. Further examples of azole-fused pyridine containing biologically active compounds. 
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Electrocyclizations are powerful bond-forming processes for the synthesis of com-
plex molecules. Unlike cycloadditions or sigmatropic rearrangements, electrocycliza-
tions remain relatively unexplored; the need of considerably high temperatures prevents 
their application to highly functionalized substrates.8 This inconvenience can be tackled 
by introducing suitable functional groups that lower the activation energy of the reac-
tion. Another common approach is the introduction of heteroatoms to the backbone of 
the π-system, such as nitrogen or oxygen. The use of nitrogen in 6π-system is remarka-
bly appealing, as it leads to the synthesis of valuable dihydropyridines and pyridines 
(after oxidation, elimination or dehydrogenation).9 
 
6π-Electrocyclizations of 1-azahexatrienes play an important role in nature. The 
most remarkable example is that of nicotinamide adenine dinucleotide, NAD. One of the 
two main routes for its biosynthesis, named de novo pathway, includes a 6π-azaelectro-
cyclization reaction. Colabroy and Begley10 found that the synthesis of the pyridine con-
taining quinolinate proceeds through a non-enzymatic 6π-azaelectrocyclization reaction 
(Scheme 2.2). 
 
Scheme 2.2. Mechanistic proposal of Colabroy and Begley of the de novo route for the biosynthesis of NAD 
from L-tryptophan. 
The 6π-electrocyclization of 1-azahexatrienes has been employed for the total syn-
thesis of around 20 natural products.9 Most of this synthesis were aimed to the con-
struction of heteropolyaromatic systems, such as scorpinone11 and flavocarpine12 (Figure 
2.3). A few isoquinolines have been synthesized (e.g. cassiarin C13 and aspergillitine14), 
while only two azole-fused pyridines (imidazole-fused) have been achieved: ageladine 
A15 and grossularine 1.16 The synthesis of enantiopure saturated heterocycles such as 





Figure 2.3. Natural products synthesized via 6π-electrocyclization of 1-azahexatrienes. In blue, rings assem-
bled using this reaction. 
Most of the syntheses used oxime ethers as substrates for the electrocyclizations. 
Nevertheless, the E/Z-configuration of the oximes was never a matter of study. Usually, 
E-oximes were employed, although some of the studies provided no information on the 
E/Z ratio of the substrates. 
 
The cascade reaction reported in this chapter delivers azole-fused pyridines bearing 
a boronic ester functionality. Boronic acids and esters are excellent functional groups 
for the introduction of further structural complexity.18 They are remarkably useful and 
versatile substrates in organic and organometallic chemistry. Their unique combination 
of high stability and rich reactivity makes them exceptional substrates for a wide range 
of functionalization reactions, including cross-coupling reactions.18b 
There are a few established methods for the synthesis of heteroaromatic boronic 
acid derivatives, such as C-X and C-H borylation,19 annelative borylations20 and cycload-
dition reactions.21 The 6π-electrocyclization treated in this chapter represents an inter-
esting alternative to the aforementioned approaches. 
 
The reported methodology consists in a cascade reaction in three steps (Scheme 2.3). 
The reaction starts with the platinum-catalyzed diboration of an alkyne using bis(pina-
colato)diboron (B2pin2). Next, the diborylated product undergoes a 6π-electrocyclization 
to form a six membered ring. A final elimination occurs to aromatize the intermediate 
and deliver the final azole-fused pyridine. 
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Scheme 2.3. Cascade reaction of oxime ethers for the synthesis of azole-fused pyridines. 
The first substrate they subjected to the diboration-electrocyclization cascade reac-
tion was thiophene 1a (Scheme 2.4). The reaction in toluene of 1a (61% of Z-isomer) with 
B2pin2 and Pt(PPh3)4 as catalyst provided the thienopyridine boronic ester 2a in poor yield.  
 
Scheme 2.4. Synthesis of borylated thienopyridines. Estimated yields obtained by 1H NMR spectroscopy with 
isolated yields in parentheses. n.d.: Not determined. 
The remaining mass balance consisted of diborylated alkene 3a, containing exclu-
sively the Z-configuration at the oxime. When the E:Z ratio was decreased to 1:6.5, an 
even lower yield of 2a was obtained, which suggests that the Z-isomer could undergo 
the diboration to generate 3a, but was inert to electrocyclization. 
The scope of the reaction was extended by synthesizing several heterocycle-fused 
pyridines (Scheme 2.5). The E-configuration of the oxime was employed in all substrates 






Scheme 2.5. Scope of the reaction of diboration-electrocyclization approach to heteroaromatic boronates. aThe 
reaction was further heated at 200 ºC in 1,2-dichlorobenzene for 16 h. 
They performed more reactions with E/Z oximes to check whether Z-oximes were 
unreactive regardless of the substrate (Table 2.1). That was indeed the case, as E-oximes 
provided good yields of the desired product (entries 1, 3 and 5) while E/Z mixtures (entry 
2) and Z-oximes (entries 4 and 6) provided mostly the diborylated product. 
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2h 65 E-3h <2 




2i 73 E-3i <2 




2j 95 E-3j <2 
6 Z-1j 2j 2 Z-3j 63 
(i) B2pin2, 10 mol% Pt(PPh3)4, toluene, 120 °C, 16 h; then 1,2-Cl2C6H4, 200 °C, 16 h. 
aEstimated yields obtained by 
1H NMR spectroscopy. 
With these results in hands, they assumed that the Z-oximes were essentially inert 
to electrocyclization. This evidence can be considered a limitation of the reaction, since 
significant proportions of the Z-isomer are usually formed during the synthesis of the 
substrates. Therefore, they considered exposing their substrates to UV light, in order to 
either promote the conrotatory cyclization reaction, or photochemically induce the 
isomerization of Z-oximes to E-oximes. Two of the Z-diborylated products, 3a and 3j, 
were subjected to UV light in 1,2-dichlorobenzene. Satisfyingly, cycle-fused pyridines 2a 
and 2j were obtained in good yields (Scheme 2.6). 
 




The reaction of 3j was monitored via LC-MS and 1H NMR in order to determine the 
role of the UV light. The simultaneous formation of the E-oxime and product 2j could be 
observed, which indicates that the reaction is proceeding through the photochemically 
promoted isomerization of the oxime and later thermal 6π-electrocyclization.  
In conclusion, the synthesis of heterocyclic boronic acid derivatives was successfully 
achieved. The 6π-electrocyclization step was proved to be dependent on the configura-
tion of the substrate’s oxime ether, as Z-oximes were unreactive. The exposure of Z-
oxime ethers to UV radiation promoted their photochemical isomerization, making them 
suitable to undergo the electrocyclization reaction. The reason for the inertness of the 
Z-oximes remained unknown and needed further investigation. 
 





Our main objective was to computationally simulate the observed experimental se-
lectivity. We intended to calculate the transition states of the 6π-electrocyclization to 
confirm the inactivity of the Z-oximes. But more importantly, we wanted to give a ra-
tionale for this divergent reactivity. The study of the E and Z-transition states could help 
in understanding whether it is a matter of hindrance or simple electronic effects. Never-
theless, if the reasons were more complex, a deeper study of the electronic charges, 
orbitals, etc. would be required. 
 
For references and a more detailed description of the methodology, levels of theory 
and software, please see chapter 1. 
All structures were optimized using density functional theory with the M06-2X func-
tional and the 6-311G(d,p) basis set as implemented in Gaussian09. Solvation factors 
were introduced with the IEF-PCM method, using toluene as indicated in the text and 
figures. The stationary points were characterized by frequency calculations in order to 
verify that they have the right number of imaginary frequencies. The electrostatic po-
tential surfaces were mapped over the total density (density isovalue = 0.004) using the 











Because the diboration step does not seem to affect the outcome of the reaction, we 
focused our study on the 6π-electrocyclization reaction. Initially, the diborylated struc-
tures E-3a and Z-3a were optimized. A small conformational study was conducted on 
each one, to determine their most stable conformation. 
Table 2.2. Conformational study conducted on E-3a. Relative energies (ΔG) referred to the lowest energy con-
formation, 0.0 kcal/mol.  
 
Conformation E-3aI E-3aII E-3aIII E-3aIV 
ΔG (kcal/mol) 0.0 0.8 5.1 3.5 
The most stable conformation of E-3a is E-3aI (Table 2.2). Looking at the 3D struc-
tures above, it certainly seems to be the least hindered conformation. Rotating the upper 
C-C bond provides conformation E-3aII, with a slightly higher free energy, 0.8 kcal/mol. 
Rotating the lower C-C bond, provides structures E-3aIII and E-3aIV, which are quite higher 
in energy (5.1 and 3.5 kcal/mol, respectively), probably due to a stronger hindrance be-
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Table 2.3. Conformational study conducted on Z-3a. Relative energies (ΔG) referred to the lowest energy con-
formation, 0.0 kcal/mol.  
 
Conformation Z-3aI Z-3aII Z-3aIII Z-3aIV 
ΔG (kcal/mol) 4.1 3.7 0.0 0.0 
At a glance, we can see that results for Z-3a (Table 2.3) are quite the opposite. The 
two conformations where the oxime is pointing towards the alkene, Z-3aIII and Z-3aIV, are 
preferred over the apparently less sterically hindered Z-3aI and Z-3aII. This is likely due 
to the short distance between the sulfur and the oxygen atoms in Z-3aI and Z-3aII, which 
produces a destabilizing effect. 
With the optimized molecules in hand, we searched for the transition states of the 
6π-electrocyclization. As predicted by the Woodward-Hoffmann rules, the mechanism 
of the reaction is disrotatory (Figure 2.4). When the opposite orbital symmetry was at-
tempted, no transition state could be located.  
Z-3aI Z-3aII 
Z-3aIII Z-3aIV 




Figure 2.4. 2D Representation of the orbitals for a 6π-electrocyclization. 
The two transition states could be located, although Z-TS3a had a difficult conver-
gence, as the Z-oxime would often isomerize prior to the optimization of the transition 
state. In Figure 2.5, the structures of both transition states and their activation energies 
are shown. 
 
Figure 2.5. Transitions states and activation energies of the 6π-electrocyclizations of E-3a and Z-3a. 
The energy difference between the two activation barriers is immense. A reaction 
with an activation barrier of 27.7 kcal/mol should proceed, according to Eyring equation 
(1.6), in a few minutes (applying intense heating). Meanwhile, a barrier of 50.2 kcal/mol 
is unreasonably high, equivalent to a reaction time of the order of millions of years. 
Before searching for the origin of this divergent reactivity, we computed a few more 
reactions, in order to check whether the extremely high activation energy of the Z-oxime 
was independent of the substrate. We conducted our study on three different molecules 
3j, 3k and 3l (Table 2.4). We employed the aforementioned 3j, which contains a phenyl 
group instead of a heterocycle and carries a bulky naphthalene moiety. 3k is also phenyl 
based, but lacks the boryl moiety and is not sterically hindered. Finally, we used 3l, a 
non-aromatic substrate. 
E-TS3a 
ΔG‡ = 27.7 kcal/mol 
Z-TS3a 
ΔG‡ = 50.2 kcal/mol 
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Table 2.4. Activation energies of the E and Z-transition states of the three computed structures. 
 
   
 E-TS3j Z-TS3j E-TS3k Z-TS3k E-TS3l Z-TS3l 
ΔG‡ (kcal/mol) 31.3 62.8 32.5 55.7 24.2 43.8 
All the barriers of the E-transition states are feasible, since in some cases the reac-
tions were heated up to 200 °C. On the other hand, none of the Z-transition states are 
achievable. The transition states for 3l are lower in energy, probably because the mole-
cule is linear and no changes in aromaticity occur during the reaction, differently from 
the other cases. Nonetheless, Z-TS3l, with an activation barrier of 43.8 kcal/mol, is not 
affordable, and even at high temperatures it would need ca. one year to take place. 
 
Because we saw that the configuration of the oxime ether was crucial for the outcome 
of the reaction, we wondered if the configuration of the terminal alkene would have a 
similar effect on the activation barrier. In spite of its slightly high activation barrier for 
the E-isomer, we chose 3k due to its simplicity. 
     
E-TS3k Z-TS3k E-TS3m Z-TS3m 
  
  
32.5 kcal/mol 55.7 kcal/mol 32.0 kcal/mol 66.0 kcal/mol 
Figure 2.6. Activation Gibbs free energies of the 6π-electrocyclization of 3k and 3m. 
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As we can see in Figure 2.6, the configuration of the terminal alkene does not influ-
ence the activation energy as much as the configuration of the oxime does. The activa-
tion energy of the E-oximes is almost the same (32.5 vs 32.0 kcal/mol), while in the case 
of the Z-oximes the activation energy of the Z-alkene (3m) is moderately higher (55.7 vs 
66.0 kcal/mol), probably due to the steric hindrance between the methyl group and the 
methoxy group. From these results, we can infer that the Z-configuration of a double 
bond does not necessarily imply a much higher activation barrier; in fact, the activation 
energy of the Z-alkene E-TS3m is 0.5 kcal/mol lower than that of the E-alkene E-TS3k. 
Next, we wondered about the reasons for such a large energy difference between the 
E and Z-transition states, because the mere examination of the 3D structures shown in 
Figure 2.6 was not informative. Thus, we decided to visualize the electrostatic potential 
map of the transition states, in order to compare their charge density distribution. In 
Figures 2.7-2.9, the electrostatic potential is mapped over the electronic density of the 
E-transition state of 3k. The color blue represents positive charge, while red indicates 
negative charge. The point of view is indicated on the 2D structure on the right. 
 
Figure 2.7. Electrostatic potential map of E-TS3k (view from above). 
On the first figure (vide supra), we can identify two negatively charged areas. The 
aromatic ring has a noticeable negative charge, which is extended to the conjugated al-
kene. The oxygen, on the other hand, presents a very strong negative charge, due to its 
two lone electron pairs. We can spot positive charge on all hydrogens, especially in those 
attached to the carbon adjacent to the oxygen. 
2.3. Results and discussion 
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Figure 2.8. Electrostatic potential map of E-TS3k (view from below). 
We encountered a similar situation in Figure 2.8. The conjugation of the alkene is 
more intense from this perspective and a dark red area can be seen around the oxygen 
atom. This is due to the transparency of the surface, since the lone pairs are at the other 
side of the molecule. 
 
Figure 2.9. Electrostatic potential map of E-TS3k (view from the side). 
The final perspective in Figure 2.9 does not provide more information: we can see 
the positive charge of the methyl group from the oxime ether and the negative charge 
of the lone pairs above the oxygen atom. 
In Figures 2.10-2.12, the surfaces from identical perspectives of the Z-transition state 
of molecule 3k are shown. Gratifyingly, we came across significant differences in the 
surface that exposed the reason for the divergent reactivity of the oximes. 




Figure 2.10. Electrostatic potential map of Z-TS3k (view from above). 
In the case of Figure 2.10, the charge of the aromatic ring is less negative; the negative 
charge seems to be centered on the oxygen and nitrogen atoms. From this perspective, 
it is not clear where the negative charge around the heteroatoms is located. 
 
Figure 2.11. Electrostatic potential map of Z-TS3k (view from below). 
A similar picture is obtained in the perspective of Figure 2.11. The strong negative 
charge area under the oxygen are probably the lone pairs of the oxygen, but we can also 
see a small, but very intense negative charge area on the right of the nitrogen atom. 
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Figure 2.12. Electrostatic potential map of Z-TS3k (view from the side). 
The last perspective (Figure 2.12) is very enlightening. The negative charge of the 
lone pairs of the oxygen can be seen, as happened with the E-transition state, but we can 
also observe a separate area of intense negative charge (yellow arrow). This negative 
charge is located at the nitrogen of the oxime, and is caused by the lone electron pair of 
the nitrogen. 
Actually, we should see the lone pair of the nitrogen in the E-transition state as well. 
The nitrogen of the oxime should have a sp2 hybridization, where the pz orbital is the 
one participating in the electrocyclization. In Figure 2.13, the theoretically expected con-
formation is displayed. 
 
Figure 2.13. Theoretical representation of the expected symmetry for the 6π-electrocyclization of 3k. 
If we look at the Z-transition state in Figure 2.12, with the same perspective as the 
above representation, we can see that the position of the charges makes perfect sense, 
as the lone pair of the nitrogen is perfectly visible. However, if we examine Figures 2.7, 
2.8 and 2.9, corresponding to the E-transition state, the lone pair of the nitrogen is no-
where to be found. 
Taking these differences into consideration, we propose that the mechanisms for the 
E/Z transition states are not exactly the same. The lone pair of the nitrogen seems to 
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play a crucial role in the outcome of the reaction, but according to our proposal, only in 
the case of the E-conformation of the oxime (Figure 2.14). 
 
Figure 2.14. Proposed interaction of the lone pair of the nitrogen in the 6π-electrocyclizations of 3k. 
In order to strengthen our hypothesis, we decided to measure and compare further 
structural characteristics of E and Z-transition states (Table 2.5). Firstly, we measured 
the length of the σ-bond that is being formed (δN-C), expecting to find signif-
icantly different values for each configuration of the oxime. Secondly, we 
measured a key angle, formed by the oxygen atom, the nitrogen atom, and 
the carbon atom that is forming the σ-bond (θO-N-C). If our hypothesis regarding the role 
of the lone pair of the nitrogen is correct, the angle θO-N-C should be close to 90 ° in the 
case of the Z-oximes, since the nitrogen has a trigonal planar geometry, and only the pz 
orbital (perpendicular to that plane) is participating in the formation of the σ-bond. On 
the contrary, in the case of the E-oximes, the angle θO-N-C should be closer to 120 °, as the 
lone pair is embedded in the new σ-bond axis. 
E-TS3k 
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Table 2.5. Bond lengths and angles measured for different E and Z-transition states. 
 
    
 3a 3j 3k 3m 
 TS3a TS3j TS3k TS3m 
 E Z E Z E Z E Z 
δN-C 1.94 Å 2.01 Å 1.91 Å 1.96 Å 1.90 Å 1.94 Å  1.90 Å 1.94 Å 
θO-N-C 127.7 ° 93.3 ° 126.7 ° 95.4 ° 123.8 ° 90.2 ° 123.4 ° 95.0° 
The difference between E and Z-transition states are very consistent across the table. 
The bond lengths are always 0.4-0.5 Å longer in the case of the Z-transition states. Be-
sides, the results obtained for θO-N-C are in perfect agreement with our hypothesis. The 
angles for the E-transition states are between 123.4 º and 127.7 º, while the Z-transition 
states have values between 90.2 º and 95.4 º, just as predicted. 
 
 




The DFT calculations conducted on the 6π-electrocyclization of oximes accurately 
reproduced the experimentally observed stereodivergent reactivity. Z-oximes afforded 
extremely high activation barriers, while E-oximes proceeded through feasible activation 
barriers. The results were consistent through all the computed examples, from simple 
linear hexatrienes to bulky aromatic structures. 
Our studies on the structure and charge distribution of the transition states permit-
ted us to rationalize this behavior. Thanks to the electrostatic potential surfaces we 
plotted, the intervention of the lone pair of the nitrogen during the E-transition states 
could be demonstrated. The measured structural features support this hypothesis as 
well. 
The differences found between the E and Z-configurations of oximes lead us to be-
lieve that the mechanisms they proceed through are considerably different. In the next 
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In this chapter, we carried out further mechanistic investigations on the 6π-electrocy-
clization of oxime ethers. The role of the lone pair of the nitrogen atom during the tran-
sition state has been assessed for both E and Z-oximes. The possibility of the reaction 
being pseudopericyclic (and not purely pericyclic) was considered. Therefore, studies on 
the orbitals and aromaticity of the transition states were conducted, using simple ox-
imes and similar structures as model systems. 
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To the best of our knowledge, the mechanism of the 6π-electrocyclization of oximes 
remains unexplored. Nevertheless, some mechanistic studies have been carried out on 
similar structures in the context of pseudopericyclic reactions. The similarity of these 
reactions to our oximes encouraged us to study the mechanism in more depth. 
 
In 1969, Robert B. Woodward and Roald Hoffman devised a set of rules to understand 
and predict the outcome of pericyclic processes.1 These rules, based on the conservation 
of orbital symmetry, were established as a reliant method to discern whether a pericyclic 
reaction occurs under thermal or photochemical conditions, as well as determine the 
stereochemistry of the resulting product. 
 
Figure 3.1. Illustration of the Woodward-Hoffmann rules for the thermal and photochemical electrocyclization 
of methyl substituted 1,3-butadiene. 
In 1976, Lemal et al. discovered an automerization reaction that seemed to disobey 
the Woodward-Hoffman rules.2 Their experimental study was focused on the mechanism 
of the walk rearrangement of perfluorotetramethyl (Dewar thiophene) exo-S-oxide, 
PFDTSO (Figure 3.2); a [1,3] sigmatropic rearrangement observed at temperatures as low 




Figure 3.2. Walk rearrangement of PFDTSO. 
To explain the high reactivity of this substrate, they proposed the mechanism in 
Figure 3.2, defining a new type of process, the pseudopericyclic reaction; “A pseudoper-
icyclic reaction is a concerted transformation whose primary changes in bonding encom-
pass a cyclic array of atoms, at one (or more) of which nonbonding and bonding atomic 
orbitals exchange their roles. (…) the role interchange means a "disconnection" in the cy-
clic array of overlapping orbitals because the atomic orbitals switching functions are mu-
tually orthogonal”.2 Although the reaction used by Lemal to define pseudopericyclicity 
was later proved pericyclic,3 his initial definition remains. 
 
Figure 3.3. Graphical representation of the orbitals participating in purely pericyclic reactions vs pseudoperi-
cyclic reactions. Adapted from ref. 15. 
The transition states of pericyclic reactions are aromatic due to the π-orbital array. 
On the other hand, the orthogonal orbital of pseudopericyclic systems causes a “discon-
nection” in this orbital array. This prevents the electrons from circulating through the 
π-system of the ring, making the transition state non-aromatic (Figure 3.4). 
 
Figure 3.4. Transition states of a pericyclic and pseudopericyclic reaction. The arrows represent the circulating 
electrons. 
 
For almost twenty years, the work of Lemal et al. remained unnoticed, until Birney4 
and other authors5-8 discovered and described several pseudopericyclic reactions. Some 
of the explored reactions drew our attention, as their computational studies delivered 
differences between E- and Z-configurations, similarly to our oximes.9c A set of allenes 
and ketenes have been studied by Rodríguez-Otero and Cabaleiro-Lago,9 Cossío and de 
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Lera,10 Duncan11 and others,12-15 with considerable differences in terms of geometric struc-
tures, orbital interactions and activation energies. 
 
Scheme 3.1. Previously related reactions studied by means of computational methods. 
The case of ketene-imine 6 is very significant (Scheme 3.1). While the E-isomer (6a) 
proceeds through a pseudopericyclic transition state, the mechanism of the Z-isomer 
(6b) is pericyclic, just as its all carbon counterpart 8.9c We speculate that this could also 
be the case of our oxime ethers. 
In the case of allenes, four orbital interactions are possible (left, Figure 3.5). Model A 
would correspond to a purely pericyclic reaction, as the participating orbitals are both 
π-orbitals. The remaining models B, C and D correspond to a pseudopericyclic array, 
since at least one of the participating orbitals is orthogonal. In our case, the only orbital 
that could produce an orthogonal interaction is the lone pair of the nitrogen (right, Fig-
ure 3.5). In the previous chapter, we concluded that due to its apparent position and 
orientation, the lone pair was possibly participating in the reaction in the case of E-
oximes. Therefore, we believe that the pseudopericyclic array is fairly plausible. 
 
Figure 3.5. Graphical representation of the possible orbital interactions for allene 13 (left, adapted from ref. 
11a) and oxime ethers (right). The orbitals in blue represent the participating orbitals for each model. Model 




The only electrocyclization of a nitrogen containing hexatriene that has been com-
putationally studied is that of (Z)-penta-2,4-dien-1-imine (18, Scheme 3.2). In the nineties, 
experimental evidences showed that the reaction of 1-azatrienes was faster than that of 
hexatrienes,16 and a couple of computational investigations on the matter were carried 
out.17,18 These computational studies revealed big differences between the activation en-
ergies of E and Z-imines (Scheme 3.2). The reaction of 16 presents somewhat high barri-
ers, while the barriers of the reaction of E-imine 18a are considerably lower. Interestingly, 
the barriers of Z-imine 18b were remarkably higher, ever more than those of 16. Accord-
ing to the authors, they low barriers of 18a were caused by the participation of the lone 
pair of the nitrogen, as we suggested in the previous chapter. 
 
Scheme 3.2. Activation barriers obtained by various authors in kcal/mol. aActivation potential energies by 
Houk et al., B3LYP/6-31G(d). bZero-point energy (ZPE) corrected energies by Rodríguez-Otero, B3LYP/6-31G(d). 
cZPE corrected enthalpies by Duncan et al., B3LYP/6-31G(d). 
The pseudopericyclicity of the reaction was never mentioned by Houk et al.,18 while 
Rodríguez-Otero17 stated that the reaction was non-pseudopericyclic, due to the lack of 
planarity of the transition state (common characteristic of pseudopericyclic reactions, 
as proved by Birney). Years later, Duncan et al.11a performed complete active space self-
consistent field (CASSCF) calculations on the cyclizations of 13a, 13b, 16, 18a and 18b 
(Figure 3.6). From his study on the molecular orbitals, he concluded that the reactions 
of imine 18a and allene 13a were likely to proceed in a somewhat pseudopericyclic man-
ner. To his understanding, the planarity of the reaction can only be achieved when the 
mechanism follows Model B (Figure 3.6); this is impossible for imine 18a (there is no 
orthogonal orbital available) and not the case for allene 13a, whose transition state re-
sembled that of Model C. Actually, the mechanism corresponding to Model A could be 
achieved by fixing the structure, but the transition state was 6.8 kcal/mol higher in en-
ergy than that of Model C, meaning that the reaction would not proceed through it. 




Figure 3.6. Models for the electrocyclization of E and Z-isomers of ketene-imine 13 and imine 18, as described 
by Duncan.11a 
 On the other hand, the transition state of Z-configurations 13b and 18b resembled 
their all-carbon counterparts more than they resembled the E-configurations. Thus, they 
followed Model A, and were considered purely pericyclic. 
The classification of these and similar reactions still remains a controversial matter. 











The reactivity of oxime ethers has never been considered in the works mentioned in 
the introduction, nor has the aromaticity of imines been explored. We believe that stud-
ying the aromaticity of our oxime ethers could help us discern the reaction mechanism 
and shed some light into the experimentally observed selectivities regarding the config-
uration of the substrate’s oxime ether. In this regard, we applied a few methodologies 
previously used in the analysis of pseudopericyclic reactions as the aforementioned al-
lenes and ketenes. These methods were: calculation of the Natural Localized Molecular 
Orbitals (NLMO), study of the Nucleus-Independent Chemical Shifts (NICS) indexes, and 
representation of the electron delocalization with the Anisotropy of the Induced Current 
Density (AICD or ACID) method. 
 
For references and a more detailed description of the methodology, levels of theory 
and software please see chapter 1. 
All the structures shown in the present work were optimized using DFT as imple-
mented in Gaussian09. When necessary, conformational studies were performed in both 
starting materials and transition states. The stationary points were characterized by fre-
quency calculations in order to verify that they have the right number of imaginary fre-
quencies. Most of the calculations were carried out in the level of theory M06-2X/6-
311+G(d,p). Solvation factors were introduced with the IEF-PCM method, using toluene 
as solvent. 
Since the pseudopericyclic reaction of 4 proceeded without energy barrier, the tran-
sition state could not be located in the aforementioned theory level. Around 20 different 
combinations of functionals and basis sets were tested, but only the Hartree-Fock 
method with the basis set 6-31G(d,p) delivered the transition state TS4-5, as found in the 
bibliography.9b 
Reaction 6a was also barrierless for all the tested theory levels; therefore, no transi-
tion state could ever be located. 
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The analysis of the NLMO was performed with the 3.1 version of the NBO package, 
as implemented in Gaussian09. The employed theory level was M06-2X/6-311+G(d,p), 
with toluene as solvent. 
 
NMR shielding tensors were calculated using the gauge-independent atomic orbital 
(GIAO) method, as implemented in Gaussian09, after performing intrinsic reaction coor-
dinate (IRC) calculations. The utilized level of theory was M06-2X/6-311+G(d,p), using 
the implicit solvent model IEF-PCM (solvent = toluene). 
The NICS index was originally computed at the center of the ring, as described by 
Schleyer.19 Nowadays the NICS index is preferably computed at the ring critical point 
(3,+1) as defined by Bader’s “Theory of Atoms in Molecules”.20 Due to the lack of compu-
tational software to calculate the ring critical point, the geometrical center of the mole-
cule was chosen. Nevertheless, the NICS indexes obtained with this methodology for the 
reaction of 4 were identical to those found in the literature.9b Therefore, this methodol-
ogy was employed for all the remaining substrates. 
The NICS indexes calculated correspond to NICS(0)iso. Since the analyzed structues 
were not planar, defining the Z-axis in order to calculate the anisotropic shielding was a 
complicated matter. For this reason, and to be able to compare our data with the litera-
ture, we decided to use the isotropic shielding values. 
Because the transition state of 6a could not be located, no IRC could be computed 
either. In order to calculate the NICS indexes, several optimizations were carried out 
fixing the distance between the atoms involved in the new σ-bond (N1 and C6). Then, the 
NICS indexes were calculated in the center of each structure. 
 
The ACID software was used in several transition states to visualize the delocalized 
electron density as an isosurface (version 2.0.0). The necessary input for the ACID soft-
ware was obtained calculating the NMR shielding tensors using continuous set of gauge 
transformations (CSGT) method as implemented in Gaussian09 (using the Internal Op-
tion IOp(10/93=1)). 
The magnetic field was always perpendicular to the plane of the figures. Two types 
of representations will be displayed; the density isosurface on its own and the isosurface 
plus the current density vectors. The pictures only displaying isosurface were plotted at 
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an isovalue of 0.05 with 40 000 gridpoints. The pictures contacting vectors were plotted 
at the same isosurface value, but with 160 000 gridpoints. In order to visualize the vec-
tors more clearly, the isosurface was smoothened and the option maxarrow=1.5 was 
used, to prevent the representation of exceedingly long isolated vectors. 










Since our previous calculations suggest that the lone pair of the nitrogen is critical 
for the reactivity, we investigated the reaction with a carbon atom instead of a nitrogen 
(3n). With no lone pair taking part in the reaction, we envisaged a bigger resemblance 
between the E and Z-transition states. 
Table 3.1. Activation barriers obtained for oxime 3k and his carbon-containing counterpart, 3n.  
 
  
 3k 3n 
 E-TS3k Z-TS3k E-TS3n Z-TS3n 
ΔG‡ (kcal/mol) 32.5 55.7 40.0 42.9 
Indeed, the activations energies of E-3n and Z-3n are very close in energy. While the 
energy gap between the two configurations of 3k was of 23.2 kcal/mol, the energy dif-
ference between E-TS3n and Z-TS3n is of only 2.9 kcal/mol. Nevertheless, both E and Z-
activation energies of 3n are very high in energy, with their reaction times being of the 
order of years, highlighting the crucial role of the nitrogen atom. 
We decided to compute a few more examples, with simpler molecules, in order to 
strengthen our hypothesis. We searched for the E and Z-transition states for simple hex-
atrienes with different functionalities, and compared their activation Gibbs free energies 
in Table 3.2. 
Table 3.2. Models used for the study of the mechanism. Activation energies in kcal/mol. 
 
     
 16 20 21 22 23 
 TS16 E-TS20 Z-TS20 E-TS21 Z-TS21 E-TS22 Z-TS22 E-TS23 Z-TS23 
ΔG‡ 30.4 32.0 35.9 30.6 37.5 22.4 47.4 25.4 48.1 
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The most basic hexatriene (16) has a fairly high activation energy of 30.4 kcal/mol. 
Adding one methyl group to each terminal alkene (20) increases the energy barrier, es-
pecially in the case of the Z-transition state, Z-TS20. The energy difference between the E 
and Z-transition states of 20 is of 3.9 kcal mol, while in the methoxy containing substrate 
21 this difference is slightly larger, of 6.9 kcal/mol. In both cases, the energies for the Z-
transition states are considerably high and require substantial heating to proceed in 
reasonable times. Nevertheless, the differences between each configuration are not as 
large as those of our previously studied oximes were. 
When a nitrogen atom was added to the substrates, the difference between the E and 
Z-substrates became remarkably higher. In the case of imine 22, the Z-configuration lead 
to an activation barrier 25.0 kcal/mol higher. Similarly, the activation energy difference 
between the two configurations of oxime ether 23 was of 22.7 kcal/mol. Both E-transition 
states are feasible while the Z-transition states are too high to proceed even with heating. 
This suggests that steric or electronic effects alone are not causing the large energy 
differences and supports our hypothesis of two different mechanisms for each oxime 
configuration. 
In view of these results, it is clear that the presence of nitrogen is key for the feasi-
bility of the electrocyclizations. We decided to investigate further into the participation 
of the lone pair of the nitrogen by performing an NLMO analysis. 
 
A quick NLMO calculation was performed on imine 22 and oxime 23 in order to check 
the delocalization of the lone pair of the nitrogen atom in the E and Z-transition states. 
In Table 3.3, the first three atoms with larger contributions to the NLMO of the lone pair 
of imine 22 are shown. 
Table 3.3. Atomic contributions for the NLMO of the lone pair of the nitrogen atom, imine 22. 
  Atomic hybrid contributions (lone pair of N1) 
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The results are very informative and concur with our postulate on the role of the 
nitrogen’s lone pair on the E-transition states. In the case of the E-transition state of 
imine 22, the orbital mostly consists of N1 (87.526%). Nevertheless, the contribution of 
C5 (2.156%) and especially C6 (5.432%) cannot be neglected. These values mean that the 
orbital is partially delocalized through the new σ-bond, and thus contributing on its 
formation. This is in clear opposition with the Z-transition state Z-TS22, where almost 
the entirety of the orbital is located at N1 (96.450%). Only small contributions are ob-
served in the two carbon atoms adjacent to N1, C2 (0.942%) and C8 (0.500%). This is a 
clear indicative of the null participation of the lone electron pair during the transition 
state of the reaction. As a matter of fact, the contribution of C6 to the orbital during the 
transition state is of only 0.097%. 
Table 3.4. Atomic contributions for the NLMO of the lone pair of the nitrogen atom, oxime ether 23. 
  Atomic hybrid contributions (lone pair of N1) 












Similar conclusions arise from the results of oxime 23 (Table 3.4). The lone pair of 
N1 is much more delocalized during the E-transition state (91.056% E-TS23 vs 97.836% 
Z-TS23). Nevertheless, the delocalization of the orbital in E-TS23 is less pronounced than 
it was on the imine (91.056% E-TS23 vs 87.526% E-TS22). The minor delocalization ob-
tained for Z-TS23 is distributed differently, as the orbital is not shared with O8’, but with 
C2 and C3. The contribution of C6 is slightly higher than that of imine Z-TS22 (0.246%), 
but still negligible when compared to E-TS23, where its contribution is 16 times stronger. 
After performing the NLMO analysis, we started to investigate the pseudopericy-
clicity of the reaction analyzing the aromaticity of the transition states. We started com-
puting the NICS indexes. 




Since the delocalization of the nitrogen was more intense in the case of the imines, 
we decided to start by calculating the NICS indexes of our imine models, E-22 and Z-22 
(Figure 3.7). We computed the indexes of the purely pericyclic reaction of 16 to later 
carry out a comparison between them. We also chose substrate 4, as its cyclization has 
been previously defined as pseudopericyclic.4b 
 
Figure 3.7. Substrates subjected to the calculation of NICS indexes. 
As illustrated in the computational methods section, the NICS index was calculated 
in the transition state as well as through the intrinsic reaction coordinate (IRC) points. 
The resulting curves are presented in Figure 3.8. 
 
Figure 3.8. Variation of the NICS index through the reaction coordinate, from the reactant (left) towards the 
product (right). The transition states are located at 0 amu1/2 Bohr. Negative NICS values indicate aromaticity, 
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Firstly, we will analyze the NICS index profile of the pericyclic reaction of 16 (grey 
squares, Figure 3.8). The reaction begins with almost no aromaticity, quickly becoming 
aromatic as the transition state (0 amu1/2 Bohr) is approached. The strongest aromaticity 
is observed at the transition state, with a value of -13.88 ppm. As the reaction proceeds, 
the aromaticity is lost, reaching a somewhat antiaromatic product. 
Now we will look into the pseudopericyclic reaction of 4 (green diamonds). The reac-
tion lacks aromaticity, with its minimum NICS value being -1.35 ppm. This value does 
not correspond to the transition state, as happened with the pericyclic reaction of 16, 
but it is partially shifted towards the product, at a reaction coordinate value of 0.4 amu1/2 
Bohr. It is worth mentioning that, as explained in the computational methods section, 
the transition state and IRC calculations of this reaction had to be performed in the level 
of theory HF/6-31G(d,p), as the reaction was barrierless in all the other tested theory 
levels. 
Next, we will analyze the profile of our model imine Z-22 (orange triangles). The sim-
ilarity with the profile of 16 is evident; the reaction is slightly less aromatic at the mini-
mum (-12.78 ppm) and the product is less antiaromatic, but the rest of the profile is 
almost identical. From this, we can infer that the mechanism of both reaction is essen-
tially the same. 
Finally, E-22 was found to bear the most intriguing profile (blue circles). The reaction 
starts with null aromaticity, just as the pseudopericyclic reaction of 4, and proceeds to 
a minimum of -7.44 ppm. This value is obviously much higher than that of 4, but is also 
half of that of the pericyclic reaction of 16 and Z-imine Z-22. In addition, the minimum 
is not located at the transition state, this is, at 0 amu1/2 Bohr, but at 0.2 amu1/2 Bohr, 
which is again halfway between the pericyclic reaction of 16 (0 amu1/2 Bohr) and the 
pseudopericyclic reaction of 4 (0.4 amu1/2 Bohr). Finally, the product is less antiaromatic, 
and shows a “shoulder” near the end, which was never detected in the other profiles. 
A perhaps more fitting comparison could have been done by taking into account the 
NICS indexes of our model imine with those of molecule E-6 (right, Figure 3.9) instead 
of 4, since it contains a nitrogen atom in the same position as our substrates. As ex-
plained in the computational methods, the transition state, and thus, the IRC structures, 
could not be computed. The NICS indexes had to be computed differently, and a direct 
comparison could not be made. Nevertheless, a few optimizations were performed, with 
different N1-C6 distances (which were fixed during the optimization). The resulting 
graph of the NICS index is displayed in Figure 3.9, along with the relative free energy of 
each structure. 
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Figure 3.9. Gibbs free energy of the computed structures, related to the structure with RN1-C6 = 3 Å (left) and 
NICS index values (right). 
As can be seen in Figure 3.9 (left), there is no energy maximum, and therefore, no 
transition state. When looking into the NICS index (right), we can observe a minimum 
value of -2.57 ppm at a N1-C6 distance of 1.7 Å. Thus, we can assume that the reaction 
of E-6 is slightly more aromatic than that of 4, whose NICS index minimum was of -1.35 
ppm.  
From the results obtained by the study of the NICS index, we can conclude that there 
is a significant difference in the aromaticity of the E and Z-transition states of imines. 
While Z-22 displays an aromaticity profile almost identical to that of an ordinary pericy-
clic reaction, the E-22 shows a very different profile, with a much less aromatic transition 
state. The profile of E-22 does not correspond to that of the pseudopericyclic reaction 
of 4 either, but seems to be somewhere in between both profiles. Actually, since the 
transition state of the imine containing ketene E-6 is more aromatic than 4, the profile 
of E-22 would be closer to that of a pseudopericyclic reaction, rather than that of the 
pericyclic reaction of 16. Thus, we should consider the reaction of E-22 to be a hybrid of 
a pericyclic and a pericyclic process or, at least, a pericyclic process with a very strong 
pseudopericyclic character. Similar conclusions were reached by Duncan et al. during 
their work.11a 
 
The results of the NLMO study showed that the delocalization of the lone pair of the 












































Figure 3.10. Substrates subjected to the calculation of NICS indexes. 
We applied the same procedure to the reaction of oximes E-23 and Z-23, comparing 
them again with substrates 16 and 4 (Figure 3.10). The results are shown in Figure 3.11. 
 
Figure 3.11. Variation of the NICS index through the reaction coordinate, from the reactant (left) towards the 
product (right). The transition states are located at 0 amu1/2 Bohr. Negative NICS values indicate aromaticity, 
while positive values stand for antiaromaticity. 
The case of oxime Z-23 is very similar to that of imine Z-22. The profile is almost 
identical to that of the pericyclic reaction of 16, except for the lower antiaromaticity of 
the product. On the other hand, the reaction of E-23 seems to be considerably less pseu-
dopericyclic than imine E-22. The starting material is now to some extent aromatic, just 
as the Z-isomer and the pericyclic reaction. The index minimum lays at 0.1 amu1/2 Bohr 
instead of 0.2, and has a bigger value of -10.58 ppm. The aromaticity of the product is 
still similar to that of E-22. 
The classification of the mechanism of oximes is far more complex than that of 
imines. In the case of the Z-isomer, Z-23, the NICS profile is close enough to that of 
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isomers can be observed, it is not so clear whether the mechanism of E-23 should be 
considered pseudopericyclic or not.  
We believe that for the classification of the reaction as pseudopericyclic, the lack of 
π-orbital overlapping is a question to be investigated. For this, we decided to use the 
software ACID, in order to visualize the orbital disconnection and shed some light into 
this issue. 
 
As introduced earlier in this chapter, the delocalized electron density and the density 
current of aromatic rings can be studied and visualized with the software ACID. We 
intended to apply this method to the already computed transition states, in order to 
study the nature of the reaction mechanism. 
The simplest 6π-electrocyclization (hexatriene 16) was selected initially. First, the 
delocalized electron density was plotted, without displaying the current density vectors. 
We expected to visualize the π-density delocalized through the whole ring. 
 
Figure 3.12. ACID plot for the transition state of 16. Only isosurface is displayed, in yellow. 2D representation 
on the right. 
We can indeed observe the delocalized electron density through the whole system 
(Figure 3.12), although in the area of the new sigma bond the surface is slightly thinner. 
In Figure 3.13, the same transition state is displayed, this time including the current 
density vectors and with the isosurface of the delocalized electron density smoothened.  
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Figure 3.13. ACID plot for the transition state of 16. Isosurface (smoothened) in yellow and vectors in green, 
with red arrowheads. Qualitative representation of the observed pattern in the current density vectors on the 
right (it is only an illustration, it does not correspond to the sum of the vectors). 
At first glance, the resulting Figure 3.13 can be a bit confusing, but a circular pattern 
can be observed in the vectors. In this case, a clockwise pattern is detected. 
This pattern follows the left hand rule illustrated on the left since the mag-
netic field was applied coming out of the screen. Because of this, we can 
affirm that the transition state is aromatic. 
Next, we applied the same methodology to the transition states of E-20 and Z-20 
(Figure 3.14). Since the difference in activation energy of both substrates is very small 
(ΔG‡ = 3.9 kcal/mol), we also expect very similar ACID plots. 
In Figure 3.14, underneath the two-dimensional representation of the transition 
states, the isosurfaces of the delocalized electron density are displayed. The only appre-
ciable difference between them is the small density decrease that can be observed in the 
forming bond for the Z-transition state. They are both very similar to the isosurface 
obtained for the pericyclic transition state of 16. 
  





Figure 3.14. ACID isosurface plot of the delocalized electron density (middle) and isosurface and vectors (bot-
tom) of transition states of E-20 (left) and Z-20 (right). 
The obtained representation of the vectors of E-TS20 (bottom left, Figure 3.14) shows 
a clear clockwise pattern, almost identical to that of the pericyclic reaction of 16. The 
vectors of the Z-transition state, Z-TS20 (bottom right, Figure 3.14), also present a clock-
wise cyclic pattern, although there seems to be some kind of distortion around the car-
bon atom labeled with a star, indicating a partial loss of aromaticity. Nevertheless, we 
can conclude that the mechanism of the cyclization of 20 (both E and Z-isomers) is per-
icyclic. 
We also performed ACID calculations on the E and Z-transition states of 21, where 
the hexatriene contains a methoxy functional group. The obtained plots were almost 
identical to those of transition states E-TS20 and Z-TS20; therefore, their mechanism was 
considered pericyclic (ACID pictures available in the appendix). 
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Next, we performed ACID calculations on the transition states of imine 22. As ex-
plained in the introduction, if the reaction was pseudopericyclic, the participating orbit-
als would be a π-orbital and an orthogonal orbital (in our study case, the lone pair of 
nitrogen atom). Because of this, the cyclic array of π-orbitals would be discontinued, and 
therefore the electron delocalization would be stopped at the point where those two 
orbitals interact. In the ACID pictures, this should translate into a disconnection if the 
electron delocalization surface. 
 
Figure 3.15. ACID plot of the isosurface of E-TS22. 
Satisfyingly, a clear disconnection was found in E-TS22 (Figure 3.15). The isosurface 
between the N1 and C6 atoms shrinks around the middle, interrupting the delocalized 
electron density. This concurs with our hypothesis the lone pair of the nitrogen being 
active during the transition state. We also plotted the current density vectors on the 
surface, as shown in Figure 3.16. 
 
Figure 3.16. ACID isosurface plot and vectors of E-TS22 (left) and visual representation of the pattern observed 
in the vectors (right). 
disconnection 
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Although the circular pattern of the vectors seems to be disrupted around the nitro-
gen, a few vectors can still be seen from the N1 to the C6 bond. We presume that this 
small density current is responsible for the aromaticity detected during the NICS study. 
We turned our attention to the Z-isomer of this transition state, Z-TS22. The NICS 
indexes suggested that the mechanism of this reaction is that of a normal pericyclic 
reaction; thus, we expected to visualize the delocalized electronic density through the 
whole molecule, without any disconnection. Gratifyingly, that was the case, as no dis-
connection can be observed in the isosurface of the delocalized electron density (left, 
Figure 3.17). The current density vector of Z-TS22 are similar to the previous Z-transition 
states, except for the bigger distortion around the N1 atom (right, Figure 3.17).  
 
Figure 3.17. ACID plot of the isosurface (left) and isosurface plus vectors (right) of Z-TS22. 
The same procedures were applied to the transition states of oxime 23. The obtained 
ACID surface of the electron density of transition state E-TS23 (left, Figure 3.18) showed 
no disconnection, as opposition to imine E-TS22. Nevertheless, a narrowing in the density 
can be observed at the point where the disconnection of the N1-C6 bond was detected 
in the imine. The direction of the vectors is similar to that of E-TS22, except for the higher 
vector density through the N1-C6 bond. 
  





Figure 3.18. ACID plotted isosurface of the delocalized electron density (middle) and isosurface and vectors 
(bottom) of transition states of E-23 (left) and Z-23 (right).  
The transition state of the Z-oxime, Z-TS23 (right, Figure 3.18), is very similar to that 
of imine Z-22. The delocalized electron density can be observed through the C1-N6 bond, 
while the same distortion in the direction of the vectors is present at the nitrogen atom.  
From the results of the ACID calculations, it is not perfectly clear whether the reac-
tion of the E and Z-isomers of imine 22 and oxime ether 23 can be classified as pseudo-
pericyclic or pericyclic. For a discussion on the matter, see conclusions. 
We also applied this methodology to one of the experimentally studied oxime ethers, 
3k, in order to verify the adequacy of our model systems. The results were almost iden-









Two of the most commonly used criteria used to identify a pseudopericyclic reaction 
are the planarity of the transition state and the extremely low (or non-existent) activation 
barrier. If we take into account the orbitals participating in the reaction, these two phe-
nomena occur due to the orthogonality of both orbitals. Transition states are completely 
planar because no rotation of the terminal atoms is needed for the orbitals to interact 
(Figure 3.19). 
 
Figure 3.19. Orbital representation of a pseudopericyclic reaction with two orthogonal orbitals. 
Nevertheless, the definition used for the description of the pseudopericyclic reaction, 
by Lemal, states “A pseudopericyclic reaction is a concerted transformation whose pri-
mary changes in bonding encompass a cyclic array of atoms, at one (or more) of which 
nonbonding and bonding atomic orbitals exchange their roles”. In the transition state 
showed above, both of the orbitals are orthogonal to the cyclic array; however, a transi-
tion state with only one orthogonal orbital would still fall within the definition of pseu-
dopericyclicity. Such reaction will not be planar nor barrierless, as a rotation of the non-
orthogonal participating orbital would still be needed for a constructive orbital overlap 
to occur (Figure 3.20).  
 
Figure 3.20. Orbital representations of a pseudopericyclic reaction with one orthogonal orbital. 
Theoretically, this could be the case of the 6π-electrocyclization of imines, as one of 
the participating orbitals could be the lone pair of the nitrogen, while the other orbital 
can only be the pz orbital of the C6 carbon. The mentioned reaction would not be planar, 
as C6 would have to rotate. In the same way, the reaction would not be barrierless; how-
ever, while on pericyclic reactions both terminal atoms must rotate, in this case only one 
of them would be rotating, which would translate into a somewhat lower energy barrier.  
The results of the NICS indexes we obtained for the E-transition state of imine 22 
were clearly in the boundary between an ordinary pericyclic reaction and the completely 
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pseudopericyclic reaction of 16 (which bears two orthogonal orbitals). There has been 
controversy of whether this mixed behavior should be considered pseudopericyclic or 
not (as explained in the introduction). It is our belief that the NICS indexes and the clear 
disconnection observed in the delocalized electron density of the ACID calculations are 
clear signs of the reaction proceeding through a transition state equivalent to that of 
Figure 3.20, and thus being pseudopericyclic. 
On the other hand, the results of the E-transition state of oxime 23 are not so obvious. 
ACID calculations showed no disconnection, only a slight narrowing in the electron den-
sity isosurface. The transition state was fairly more aromatic than that of E-TS22, as 
proved by the NICS indexes. We therefore believe that it is more adequate to talk about 
pseudopericyclic character, instead of defining reactions as either pericyclic or pseudo-
pericyclic.  
Nonetheless, it is evident that the mechanism for E and Z-oximes is not the same. 
The results of both NICS indexes and ACID calculations show that the mechanism of Z-
oximes (and Z-imines) are identical to those of purely pericyclic reactions.  
To sum up, we consider the reaction of E-imines to be, in our opinion, fairly pseudo-
pericyclic. On the other hand, E-oximes proceed through a pericyclic mechanism with a 
strong pseudopericyclic character, enough to lower the activation barrier from over 50 
kcal/mol (of Z-oximes) to feasible barriers of ca. 30 kcal. 
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