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Orbits on n-tuples for Infinite Permutation Groups
FRANCESCA MEROLA
This paper presents a theorem on the growth rate of the orbit-counting sequences of a primitive
oligomorphic group: if G is not a highly homogeneous group, then the growth rate for the sequence
counting orbits on n-tuples of distinct elements is bounded below by cnn!, where c ≈ 1.172.
The previously known lower bounds concerned all not highly transitive groups, including highly
homogeneous groups which are known to have roughly factorial growth rate. This paper shows that
highly homogeneous groups are the only groups with such a growth rate, while for all other primitive
groups the growth rate is faster and the bound is improved by an exponential factor.
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1. INTRODUCTION
This paper deals with the growth rates of the orbit counting sequences for a primitive oligo-
morphic group; a permutation group G on an infinite set  is said to be oligomorphic if G
has only finitely many orbits in its induced action on n for all n (see Cameron [5]). Let us
set fn to be the number of orbits on n-sets and Fn the number of orbits on n-tuples of distinct
elements of ; it is easy to see that the sequence (Fn) is non-decreasing; the sequence ( fn) is
also non-decreasing, though this result is not obvious (see Cameron [5]).
It becomes natural to study the growth rate of the sequences; lower bounds for these se-
quences have been studied since the 1980s, and the deepest result on the subject is the follow-
ing theorem by H. D. Macpherson [10].
THEOREM 1.1 (MACPHERSON). There is a constant c > 1 with the following property:
let G be a primitive oligomorphic group. Then
• either fn = 1 for all n or
fn > cn
for all (sufficiently large) n;
• either Fn = 1 for all n or
Fn >
n!
pG(n)
for all (sufficiently large) n, where pG(n) is a polynomial depending on G.
Note that F1(G) = 1 simply means that the group is transitive; the group G is called n-
transitive if Fn(G) = 1, and it is highly transitive if it is n-transitive for each n ∈ N; we say
that G is n-homogeneous (or n-set-transitive) if it is transitive on unordered n-subsets of ,
and highly homogeneous if it is n-homogeneous for all n ∈ N. Cameron [1] has classified the
(closed) highly homogeneous groups, and has thus shown that the sequence (Fn) associated
with a highly homogeneous group has factorial growth rate.
Now the aim of this work is to prove a generalization of Macpherson’s theorem which will
distinguish the highly homogeneous groups, since it makes sense to suppose that the only
primitive groups realizing the second bound in Theorem 1.1 are those with the slowest ( fn)
sequence, that is the highly homogeneous ones.
The result proved in this paper is the following theorem.
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THEOREM 1.2. There is a constant c > 1 with the following property: let G be a primitive
oligomorphic group. Then either fn = 1 for all n or there is a constant c > 1 such that
Fn(G) >
cn n!
pG(n)
,
for all (sufficiently large) n, where pG(n) is a polynomial depending on G.
This theorem shows that if the group is not highly homogeneous, the bound in Macpherson’s
theorem can be strengthened by an exponential factor. Moreover, this new result also implies
Macpherson’s theorem as an easy corollary; I also improve slightly on the value of the constant
in Macpherson’s theorem.
Let us sketch how to prove Theorem 1.2: the proof will follow the argument used by
Macpherson in [10].
First we will say that a sequence (an) is almost bounded below by cn (respectively cnn!) if
there is a polynomial p(n) such that an > cn/p(n)
(
an > c
n n!
p(n)
)
. The theorem is proved by
showing that a primitive group whose (Fn) sequence is not almost bounded below by cnn! for
any constant c is highly homogeneous; more precisely, we will see that it is n-homogeneous
for each n in N by induction on n.
We will see that in order to prove the theorem it is enough to prove that a primitive group
with ‘slow’ growth rate (that is with Fn not almost bounded below by cn n!) must be at least
3-homogeneous (Theorem 7.1). Showing that Theorem 7.1 implies Theorem 1.2 is not very
difficult, and relies on the fact that a group G has the property that the sequence (Fn(G))
is almost bounded below by cn n! if and only the sequence (Fn(Gα)) of the pointwise sta-
bilizer is almost bounded below by cn n! with the same constant c (Lemma 2.2); that is, a
group with ‘fast’ growth rate and its pointwise stabilizer have the same growth rate (modulo
a polynomial).
The hardest part of the proof is to show that primitivity and slow growth rate imply
3-homogeneity, that is verifying the first two inductive steps. This is done by considering
first the case of a primitive, not 2-homogeneous group, then the case of a 2-homogeneous
but not 2-transitive nor 3-homogeneous group and finally the case of a 2-transitive but not
3-homogeneous group. In each case, one uses the fact that there is a combinatorial structure
on  that is G-invariant, so that it is possible to consider G as a subgroup of the automor-
phism group of this structure. In the different cases I either show directly that the number
of orbits on n-tuples for the the automorphism group of such a structure is almost bounded
below by cn n! or, in the case of a 2-homogeneous but not 2-transitive nor 3-homogeneous
group and partly in the case of a 2-transitive group, I prove a slightly stronger result; namely,
there are exponentially many n-subsets X of  with the property that the group induced on X
by the setwise stabilizer G X is ‘small’; more precisely, there are functions f , g such that one
has f (n) subsets of size n belonging to different G-orbits and with the induced group of size
bounded by g(n), with f (n) almost bounded below by cn g(n).
Let us note that, given the monotonicity of the sequence (Fn(G)), to get Theorem 1.2 it is
enough to prove that the bound in the theorem holds for values of n forming an arithmetic
progression with fixed modulus—for instance, in Section 3 we will use the odd values of n.
The paper is organized as follows: Section 2 contains some examples of growth rates for
primitive oligomorphic groups and some preliminary results needed in what follows.
Then Theorem 7.1 is proved in Sections 3–6. Section 3 deals with the case of a primitive,
not 2-homogeneous group; if G is not 2-homogeneous, then it leaves invariant a graph 0
(where the edges are a G-orbit on 2-sets), so that G ≤ Aut(0); we then show that Fn(Aut(0))
is almost bounded below by cn n!.
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Section 4 concerns 2-homogeneous, but not 3-homogeneous or 2-transitive groups; in this
case the G-invariant structure turns out to be a tournament T , and we will similarly show that
the growth rate for Aut(T ) is almost bounded below by cn n!.
Sections 5 and 6 deal with the case of a 2-transitive group; in Section 5 we study the case of
a group preserving a Steiner system, and we will use the results obtained in this case to settle
the general case of a 2-transitive, not 3-homogeneous group in Section 6. This will complete
the proof of Theorem 7.1.
The arguments used to prove the results in Sections 3 and 4 require a slight modification of
Macpherson’s proofs: a more independent argument is used in Sections 5 and 6.
The proof of the theorem is finally completed in Section 7, which also contains some final
remarks on the results obtained in the paper.
2. EXAMPLES AND FIRST RESULTS
In this section we will see some examples of growth rates in oligomorphic permutation
groups, and we will collect here some results used throughout the proof of the main theorem.
First of all the basic notation: we write permutations on the right, and compose from left to
right (the image of α ∈  under g ∈ G is αg, and α(gh) = (αg)h). If X is a subset of ,
we denote by G X the setwise stabilizer and by G XX the permutation group induced by G on
X . Let G act transitively on . Recall that G is said to be primitive if there are no nontrivial
G-invariant equivalence relations. We also say that G is n-primitive if it is n-transitive and if
the pointwise stabilizer Gα1,...,αn−1 of n − 1 points acts primitively on  \ {α1, . . . , αn−1}.
There is a connection between counting orbits for oligomorphic groups and counting fi-
nite substructures in a homogeneous relational structure: a relational structure X on a set
 consists of a number of relations on  of various arities (the number of arguments). It
is homogeneous if every isomorphism between finite substructures of X can be extended to
an automorphism of the whole structure X . In the 1950s Fraı¨sse´ [12] gave a necessary and
sufficient condition (discussed in detail in [5]) for a class C of finite structures to be all the
finite substructures of a countable homogeneous structure (the age of X , in the terminology
of Fraı¨sse´). Now let X be a homogeneous structure and let C be the age of X . If G is the
automorphism group of X , then G-orbits on n-sets correspond to isomorphism classes of n-
element structures of C (unlabelled n-element substructures of X ), while G-orbits on n-tuples
of distinct elements correspond to the members of C with a fixed domain of cardinality n (la-
belled n-element substructures of X ). So the problem of calculating the sequences fn , Fn for
an oligomorphic group G correspond to that of enumerating unlabelled and labelled structures
in a class satisfying Fraı¨sse´’s condition.
Let us use this fact to see some examples of growth rates realized by primitive groups. We
start with two examples of groups with slow growth rate for the sequence (Fn) to show the
extent to which Theorem 1.2 is sharp.
EXAMPLE 1. A tournament T is a directed complete graph, that is a digraph such that if α
and β are vertices of T with α 6= β, then exactly one of the edges α→ β, β → α exists. If α
is a vertex of T , then we set α+ := {β ∈ V T : α→ β} and α− := {β ∈ V T : β → α}.
Now a local order is a tournament T with the property that no 4-point substructure consists
of a 3-cycle dominating or dominated by a point: that is for any vertex α of T , the sets α+ and
α− are linearly ordered by→. Local orders satisfy Fraı¨sse´’s condition, so there is a unique
countable homogeneous local order T ; it can be shown (see Cameron [2]) that
fn(Aut(T )) ∼ 2
n−1
n
,
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Fn(Aut(T )) = 2n−1(n − 1)!.
If we consider the larger group G of automorphisms and anti-automorphisms of T (that is,
orientation preserving and reversing permutations of T ), we will have fn(G) ∼ fn(Aut(T ))/2
and Fn(G) ∼ Fn(Aut(T ))/2. This group has the slowest known growth rate realized by a
primitive, not highly homogeneous group.
EXAMPLE 2. In the paper [3], Cameron constructed a 3-homogeneous, 2-transitive but not
2-primitive permutation group H of countable degree as the automorphism group of a given
ternary relation. The point stabilizer Hα acts as H Wr A on the remaining points (where A
is the highly homogeneous group Aut(Q,≤) of order-preserving permutations of the rational
numbers). Cameron showed that
fn(H) ∼ cn, c ≈ 2.843,
Fn(H) = (2n − 3)!! = 1 · 3 · 5 . . . (2n − 3);
this happens because orbits on n-sets (resp. n-tuples of distinct elements) correspond to unla-
belled (resp. labelled) binary trees on n leaves—see Section 3.
Now
(2n − 3)!! = 1
2n − 1
(2n)!
(2n)!! =
1
2n − 1
(2n)!
2nn! ,
where (2n)!! = 2 · 4 · 6 . . . 2n; since from Stirling’s formula (see, for instance, [11, p. 1077])
one has
(2n)!
n! ≥
22nn!
n
,
we have that Fn(H) is almost bounded below by 2nn!.
These examples show that the bound in Theorem 1.2 is sharp and the best possible constant
is not greater than 2.
In general, primitive groups with growth rate not faster than exponential times factorial are
not very common; apart from local orders, the known examples seem to be related to trees
(see, for instance, Cameron [4]). Let us see an example of faster growth rate.
EXAMPLE 3. Let C be the class of all finite graphs: C satisfies Fraı¨sse´’s condition, so let
R be the unique countable homogeneous graph R (this is the well-known random graph of
Erdo˝s and Re´nyi [8]). Then Fn(Aut(R)) is the number of labelled graphs on n vertices, and
fn(Aut(R)) is the number of isomorphism types of n-vertex graphs:
Fn(G) = 2(n2),
fn(G) ∼ 2
(n2)
n! .
Let us now see some results we will need in order to prove the theorem.
An oligomorphic group may have the following property:
(?) There are two functions f (n) and g(n) such that for each n we can find f (n) different
sets of size n {X i }1≤i≤ f (n) belonging to different G-orbits, with the property that for
each i
|G X iX i | ≤ g(n),
and such that for some c > 1 one has
f (n) is almost bounded below by cng(n).
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Note that a group satisfying (?) has growth rate almost bounded below by cnn!:
LEMMA 2.1. Let G be a group satisfying property (?) with constant c: then Fn(G) is al-
most bounded below by cnn!
PROOF. It is clear that if O is an orbit on n-sets of elements of , and if X ∈ O, then there
will be n!|G XX |
orbits on n-tuples of distinct elements of  arising from the orbit O. Also, if
O1,O2, . . . ,Ok are distinct orbits on n-sets, with X i ∈ Oi , then
Fn(G) ≥
k∑
i=1
n!
|G X iX i |
.
It follows that if G is a group satisfying property (?), then
Fn(G) ≥ f (n) n!g(n) ,
so Fn(G) is almost bounded below by cnn!, where c is the same constant appearing in (?). 2
LEMMA 2.2. Let G be an oligomorphic group acting on a countable set , and let α ∈ .
Then:
(1) The sequence Fn(Gα) is almost bounded below by cnn! if and only if Fn(G) is almost
bounded below by cnn!;
(2) the group G has the property (?) if and only if the stabilizer Gα has the property (?).
For the proof of this result, see the proof of Lemma 3.8 in [10]. See [10] also for the proof of
the next lemma.
LEMMA 2.3. Let G be transitive but not primitive on an infinite set . Then any chain of
blocks of imprimitivity contains at most f2(G)− 1 proper blocks.
We recall a result of J. P. J. McDermott (see, for instance, Dixon and Mortimer [7, p. 289])
THEOREM 2.1. If G is a 3-homogeneous but not 2-transitive group, it preserves a linear
order.
Let H be the group of Example 2 (see Cameron [3]). We will need the following result
(see [3, Theorem 3.3]).
THEOREM 2.2. Suppose that G is 3-homogeneous and 2-transitive but not 2-primitive.
Then either G preserves a betweenness relation, or G is a subgroup of H.
3. NOT 2-HOMOGENEOUS GROUPS
The aim of this section is to prove the main theorem for the case of a not 2-homogeneous
group G.
THEOREM 3.1. Let G be a primitive but not 2-homogeneous oligomorphic group. Then
there is a constant c > 1 such that Fn(G) is almost bounded below by cnn! .
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We will see in the proof of the theorem that c ≈ 21/2. The idea here will be to show that
there is a G-invariant graph 0 with vertex set ; we will use the properties of this graph,
and of its n-vertex subgraphs, to prove the theorem. The argument in this section follows
Macpherson—we also use the same terminology (see [10]).
We will start by recalling some combinatorial facts on binary trees that will be needed in
the proof. A binary tree is a finite rooted tree in which the root has valency 2, and all the
other vertices have valency 1 or 3—note that, unlike in the definition of binary trees used in
computer science, these trees are not ordered.
We will need the asymptotics for the number of unlabelled and labelled binary trees on n
vertices: let us call bn the number of unlabelled and Bn the number of labelled binary trees
on n vertices. Note that a binary trees with k leaves (as usual, we call leaves the vertices of
valency 1) has 2k − 1 vertices; if we denote by βk the number of unlabelled binary trees on k
leaves, then bn = b2k−1 = βk . The numbers βk satisfy the following recurrence relation:
βk =
{
β1βk−1 + β2βk−2 + · · · + β k−1
2
β k+1
2
for k odd,
β1βk−1 + β2βk−2 + · · · + 12β k2 (β k2 + 1) for k even.
There are results on the asymptotic behaviour of the sequence (βk). One has
βk ≥ Ck,
where C ≈ 2.483 (see, for instance, Comtet [9]), and from this we get for the number of
binary trees on n vertices
bn ≥ cn,
where c ≈ C1/2, for n odd (see also Macpherson [10]).
Now let us consider labelled binary trees. One has that the number of labelled binary trees
on k leaves is (2k − 3)!! = 1 · 3 · 5 . . . (2k − 3) (see Cameron [3]); we need the number
of labelled binary trees on n vertices. If we consider a binary tree on n = 2k − 1 vertices,
we have
(2k−1
k
)
ways of choosing the labels of the leaves, and (2k − 3)!! leaf-labelled trees.
Now the labels for the remaining k − 1 vertices (the ‘internal’ vertices) can be put in (k − 1)!
ways, and these all give different labelled trees: if two of them were the same, there would be
an isomorphism between the trees which fixes all the leaves, and this is impossible: working
inductively from leaves to root, one sees that such an isomorphism would fix everything. Then
B2k−1 =
(
2k − 1
k
)
(k − 1)!(2k − 3)!!,
and since (see Section 2, Example 2, and Odlyzko [11])(
2k − 1
k
)
≥ 22k−2/k and (2k − 3)!!(k − 1)! 2k−1 = (2k − 2)!,
we have B2k−1 ≥ 2k−1(2k − 1)!, that is
Bn ≥ cnn!,
where c ≈ 21/2.
Now let us briefly view Macpherson’s argument for the not 2-homogeneous case. Let G be
a primitive but not 2-homogeneous permutation group on a countable set . We can define a
graph 0 with vertex set, having as its edge set some orbit of G on the set of 2-subsets of.
Now G is a subgroup of Aut(0), so that if say γn is the number of non isomorphic n-vertex
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subgraphs of 0, then fn(G) ≥ γn for all n in N. The graph 0 is not complete or null since G
is not 2-homogeneous.
Macpherson shows that, since the group is primitive and oligomorphic, any two vertices of
the graph have infinite symmetric difference; by repeatedly applying Ramsey’s theorem he
then shows that the graph 0 has a subgraph1 for which many regularity properties hold. This
enables him to prove that 1 has exponentially many non-isomorphic subgraphs: he shows
that a binary tree T on n vertices can be encoded into a subgraph 1T of 1 in such a way
that the isomorphism type of T can be almost completely recovered from the isomorphism
type of the graph1T . The only problem is that it is not possible with this encoding to recover
the two neighbours in T of the root (labelled by (0),(1) in Macpherson’s encoding); what he
obtains, then, is that if T1 and T2 are nonisomorphic binary trees, then there is no isomorphism
between 1T1 and 1T2 which fixes {(0), (1)} setwise.
It follows from what we have just seen that the graph 1 has exponentially many non iso-
morphic n-vertices subgraphs for each n, corresponding to the exponentially many binary
trees on n vertices. To allow for the fact that in the encoding we have to distinguish the subset
{(0), (1)}, we must divide by (n2). Then
fn(G) > 2
n(n − 1) bn,
where bn is the number of binary trees on n leaves (for n odd).
Let us prove Theorem 3.1; what we need is a lower bound on the sequence (Fn(G)) asso-
ciated with a not 2-homogeneous group. The idea here is that, since there is an encoding of
unlabelled binary trees into G-orbits on subsets, we have a correspondence between labelled
binary trees and orbits on n-tuples.
PROOF OF THEOREM 3.1. Let n be an (odd) positive integer, and let T1, . . . , Tbn be the
exponentially many binary trees on n vertices. Let 1T1 , . . . ,1Tbn be the corresponding (ac-
cording to Macpherson’s encoding) subgraphs of the graph1. At least an = bn 2n(n−1) of these
graphs are non-isomorphic subgraphs of1; now relabel the graphs so that11, . . . ,1an is the
sequence of non-isomorphic subgraphs.
Let us consider the exponentially many subsets of the set 
X1 = V11, . . . , Xan = V1an .
Since these subsets belong to different G-orbits, we have as in the proof of Lemma 2.1
Fn(G) ≥
an∑
i=1
n!
|G X iX i |
.
Now |G X iX i | ≤ |Aut(1i )|; we consider the groups Aut(1i ), 1 ≤ i ≤ ai , and set Hi = Aut(1i ).
From Macpherson’s encoding we have that the binary tree Ti corresponds completely to
the graph 1i with a distinguished subset {(0), (1)} of vertices: it follows that |Hi{(0),(1)}| =
|Aut(Ti )|; the only problems might appear when considering the vertices (0), (1), so we have
to bound the size of the orbits of the set {(0), (1)}. The group Hi acts on a set of size n, so that
the orbit of the 2-set {(0), (1)} is bounded by (n2) < n2.
We then have |Hi | ≤ n2|Aut(Ti )|; now
Fn ≥
an∑
i=1
n!
|Hi | ≥
1
n2
an∑
i=1
n!
|Aut(Ti )| .
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Finally we recall that an = bn 2n(n−1) : now
Fn ≥ 1
n2
an∑
i=1
n!
|Aut(Ti )| ≥
1
n4
bn∑
i=1
n!
|Aut(Ti )| ;
since we know that
bn∑
i=1
n!
|Aut(Ti )| = Bn ∼ c
nn!
where Bn is the number of labelled binary trees, we can conclude that the sequence Fn(G) for
a primitive, not 2-homogeneous group is almost bounded below by cnn! (c ≈ 21/2).
4. 2-HOMOGENEOUS GROUPS
Let us consider the case of a group G which is 2-homogeneous but not 2-transitive or
3-homogeneous on . In this section we will prove the following theorem.
THEOREM 4.1. Let G be a 2-homogeneous, not 3-homogeneous nor 3-transitive group.
Then there is a constant c > 1 such that Fn(G) is almost bounded below by cnn! .
The value for the constant c will turn out to be c ≈ 1.174. We will start by describing
Macpherson’s argument, then we will show how to modify his proof to obtain our result.
Let us first note that Theorem 4.1 is immediate for a group preserving a linear order, since
we have the following result (see, for instance, Macpherson [10, Corollary 5.5])
LEMMA 4.1. If the group G preserves a linear order on , then fn(G) is bounded below
exponentially with constant 2.
It follows that if G is a group that preserves a linear order without being highly homogeneous,
then is also satisfies the bound in the theorem, for any subset X of the linearly ordered set 
clearly has the property that |G XX | = 1. We can therefore assume that G does not preserve a
linear order.
We have recalled the definition of a tournament in Section 2. Now note that in the case of
a 2-homogeneous, not 2-transitive group G there is a G-invariant tournament T with vertex
set , having as edge set one of the orbits of G on ordered pairs; choose any orbit, say O, on
ordered pairs, and if (α, β) is inO put an arc α→ β. Now let {γ, δ} be any 2-subset of ; by
2-homogeneity there is a g ∈ G with {γ, δ}g = {α, β}, and this implies δ→ γ or γ → δ.
Since G does not preserve a linear order, every arc u → v lies on a cycle u → v→ w→ u.
Macpherson [10] has shown, by opportunely applying Ramsey’s theorem, that in this case
the tournament T has a subtournament T with the following regularity properties.
LEMMA 4.2. The tournament T contains a subtournament T whose vertex set is the dis-
joint union of the infinite sets U, V,W and Zi (for i in N∗), where
U = {ui | i ∈ N∗} V = {vi | i ∈ N∗}
W = {wi | i ∈ N∗} Zi = {zi j | j ∈ N∗};
the tournament T has the following properties:
(1) the set U ∪ V ∪⋃i∈N Zi is linearly ordered by→, with
z11 → z12 → · · · → u1 → v1 → z21 → z22 → · · · → u2 → v2 → z31 · · ·
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(2) for all i ∈ N, there is a cycle ui → vi → wi → ui .
(3) Either
(a) Zi ⊆ w+j whenever i ≤ j, or
(b) Zi ⊆ w−j whenever i ≤ j.
(4) Either
(a) Zi ⊆ w+j whenever i > j, or
(b) Zi ⊆ w−j whenever i > j.
(5) The natural versions of 3 and 4 hold with the ui replacing the Zi (and with ≤ replaced
by < in 3).
(6) Case 5 holds with the vi replacing the ui .
(7) The set W is linearly ordered by→, with
w1 → w2 → w3 · · · or w1 ← w2 ← w3 · · · .
REMARK. In fact, Macpherson builds a tournament having the regularity properties 1 to 6.
It is easily seen that this tournament has a subtournament T with the properties 1 to 7; just
apply Ramsey’s theorem to the index set of the set of vertices W , colouring the 2-subsets of
N; we colour the set {i, j} red if wi → w j and blue if wi ← w j . Ramsey’s theorem
guarantees the existence of an infinite monochromatic subset M of N; now taking M as the
new index set for the sets of vertices U , V , W and Zi , we will have a tournament T satisfying
the properties 1 to 7.
We are now going to prove Theorem 4.1. The argument here closely follows Macpherson’s.
For n a positive integer let T ′ be a subtournament of T with vertex set {ui , vi , wi : 1 ≤
i ≤ n − 1} and at least two points from Zi for each i between 1 and n. Now Macpherson
defines a relation R on VT ′: for a, b in VT ′ put a Rb if for all the other vertices w of T ′ we
have w → a if and only if w → b. Then he considers the transitive closure R of R, that is a
transitive relation on VT ′ defined as follows: put aRb whenever either one has a Rb or there
is a c in VT ′ with aRc and cRb.
The relation R is an equivalence relation on VT ′, and each equivalence classes is linearly
ordered by→. From the properties of the tournament T , one has that each set Zi ∩ VT ′ is
contained in an R-class, called [Zi ]. From the regularity properties of T , it follows that for
the ‘extremal’ classes [Z1], [Zn] one has [Z1] = Z1 ∩ VT ′ or [Z1] = (Z1 ∩ VT ′) ∪ {u1},
and similarly [Zn] = Zn ∩ VT ′ or [Zn] = (Zn ∩ VT ′) ∪ {vn−1}. For 2 ≤ i ≤ n − 1,
one has that [Zi ] is one of the sets Zi ∩ VT ′, (Zi ∩ VT ′) ∪ {ui }, (Zi ∩ VT ′) ∪ {vi−1} or
(Zi ∩VT ′)∪{ui , vi−1}; moreover, the same case occurs for all such i . The only other possible
R-class of size greater than 1 is {w1, . . . , wn−1}.
Now our argument starts to differ from Macpherson’s: while he encodes ordered partitions
of n into subtournaments of T , we will need to encode n-tuples of positive integers summing
up to cn.
First, let us remark that the number of n-tuples of positive integers with sum cn is equal to
the number of n-tuples of non-negative integers with sum (c−1)n which, as known, is (cn−1
n−1
)
.
We will encode these n-tuples into subtournaments on cn + n + 3(n − 1) points as follows:
if pi = (a1, a2, . . . , an) is such an n-tuple, we take ai + 1 integers from Zi together with all
ui , vi , wi for 1 ≤ i ≤ n − 1. Let us call Tpi this subtournament.
From what we saw above, if pi1 and pi2 are two distinct such n-tuples then Tpi1 and Tpi2 are
nonisomorphic subtournaments of T ; the number f (cn + 4n − 3) of nonisomorphic subtour-
naments of T is then at least (cn−1
n−1
)
.
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Let us consider the possible automorphisms of any subtournament on cn + 4n − 3 vertices
built as above. The subtournament might admit the n − 1 permutations (ui vi wi ) for 1 ≤ i ≤
n − 1 if the regularity conditions of Lemma 4.2 are.
Zi ⊂ w−j , i ≤ j, Zi ⊂ w+j , i > j
ui , vi ⊂ w−j , i < j, ui , vi ⊂ w+j , i > j,
and if the linear order on W is w1 → w2 → w3 . . .; apart from these disjoint 3-cycles, there
is no other non-identical automorphism. Therefore, each of these subtournaments has induced
automorphism group bounded by 3n−1, that is g(cn + 4n − 3) = 3n−1.
We can use the asymptotic estimate (which follows from Stirling’s formula, see, for in-
stance, Odlyzko [11, Eqn. (4.6)])
log
(
αn
βn
)
∼ log (An), A ≈ (α)
α
ββ(α − β)α−β . (1)
In our case, this becomes
log
(
cn − 1
n − 1
)
∼ log (kn), k ≈ c
c
(c − 1)c−1 .
Now since we are encoding in a set of size about (c + 4)n = N we have
f (N ) is almost bounded below by K N g(N ), (2)
where
K ≈
(
cc
3(c − 1)c−1
) 1
c+4
.
It turns out that in order to maximize the constant K , we should choose c = 7: this gives
K ≈
(
7
3
) 7
11 1
2
6
11 ≈ 1.174.
This proves (?) (see Lemma 2.1), and thus completes the proof of Theorem 4.1.
REMARK. Let us remark that if we are only interested in the number of non-isomorphic
substructures of the tournament T , that is if we restrict our attention to the growth rate of
the sequence fn for a 2-homogeneous but not a 2-transitive nor 3-homogeneous group, our
argument (Eqn. (2)) proves that fn is almost bounded below by αn , where now
α ≈
(
cc
(c − 1)c−1
) 1
c+4
.
We maximize the constant α by taking c = 4; this gives α ≈ (2/3)3/8 ≈ 1.324. In the same
case, the constant in Macpherson [10] is 21/5; since this constant α is roughly 1.324, which is
bigger than 21/3, one obtains a better bound.
5. GROUPS PRESERVING A STEINER SYSTEM
In this chapter we are going to consider a group G preserving a Steiner system.
A Steiner system S = S(t, k, n) is an incidence structure with a set V of n points and a set
L of lines, with each line containing k points, such that any t points lie on a unique line. We
will also consider Steiner systems of type S(t, k,∞), where the set of points is countable, and
of type S(t,∞,∞), where both the set of points and the size of a line are countable. We are
going to prove the following theorem.
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THEOREM 5.1. Let G be an oligomorphic group preserving a Steiner system S of type
S(t, k,∞) or one of type S(t,∞,∞) with more than one line. Then there is a constant c > 1
such that Fn(G) is almost bounded below by cnn!.
Let us recall some combinatorial facts we will use in the proof: Macpherson [10] notes the
following lemma.
LEMMA 5.1. Suppose that S is a Steiner system of type S(t,∞,∞) and has more than one
line. Then there are infinitely many lines through each point.
We will use Theorem 5.1 in the following situation. Let us consider the case of a 2-transitive
but not 3-homogeneous group G, and suppose that Fn(G) is not almost bounded below by
cnn!. First, G cannot be 2-primitive: for we have by the stabilizer lemma that Gα is not
almost bounded below by cnn!; then Gα cannot be primitive, or by Theorem 3.1 Gα would be
2-homogeneous, and G 3-homogeneous. Now note that by Lemma 2.3 if α is in  then Gα
has a minimal block B. In what follows, we will suppose that the block B is finite; the case of
an infinite minimal block will be dealt with in the next section.
We want to prove the following theorem.
THEOREM 5.2. Let G be a 2-homogeneous, not 2-transitive, not 2-primitive group such
that Gα has a nontrivial finite block. Then there is a constant c > 1 such that Fn(G) is almost
bounded below by cnn!.
If B is finite, we can use the following lemma (due to Cameron, see [10, p. 272]) to show
that there is a G-invariant Steiner system.
LEMMA 5.2. Let H be a s-homogeneous permutation group acting on1, with s a positive
integer. Suppose that for fixed distinct δ1, . . . , δs in1 there are finitely many orbits of Hδ1,...,δs
on 1; let B be the union of the finite orbits of Hδ1,...,δs on 1. Then B H := {Bh : h ∈ H} is
the set of lines of a Steiner system S(s, k,∞) on 1, where k is greater than s − 1.
This lemma does apply in our case with s = 2, as Gα has a finite nontrivial block B on\α;
for then if β is in B we have that Gαβ has a finite orbit on\{αβ}. By the last lemma, there is
a G-invariant Steiner system S = S(2, k,∞) with k > 2 by construction. Then Theorem 5.1
will imply Theorem 5.2; Theorem 5.1 will also be needed in the next section.
We will now prove Theorem 5.1 by encoding 2-trees into tuples of points of the Steiner
system. Let us introduce the combinatorial objects needed.
DEFINITION. A t-tree is a graph whose vertices can be ordered x1, x2, . . . , xn in such a
way that any vertex xi is joined to precisely min{i − 1, t} of its predecessors x j ( j < i).
REMARK. A 1-tree is the same as a tree.
LEMMA 5.3. The number of labelled 2-trees on n vertices is at least
(n − 1)!(n − 2)!
2n−2
.
PROOF OF LEMMA. For i = 3, . . . n, there are (i−12 ) choices for the points x j ( j < i)joined to xi . This gives
n∏
i=3
(
i − 1
2
)
= (n − 1)!(n − 2)!
2n−2
.
There may be other labellings for which the defining condition does not hold. 2
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Now let us see how to encode 2-trees into the Steiner system: the idea here is to encode a
2-tree on n vertices (which has 2n − 3 edges) into a (3n − 3)-tuple of points of S in such
a way that the first n points will correspond to the vertices of the 2-tree, the other 2n − 3
points will correspond to the edges and the point corresponding to an edge and the two points
corresponding to the two vertices belonging to this edge will be collinear in the system S.
LEMMA 5.4. Let S be a S(2, k,∞) Steiner system with an oligomorphic automorphism
group. Then any 2-tree T on n vertices can be encoded into a (3n − 3)-tuple of points of S
from which it can be recovered uniquely.
PROOF OF LEMMA. We label the vertices of the tree with 1, 2, . . . , n, and call i j the edge
joining the vertex i to the vertex j .
Now we choose n points x1, . . . , xn in S such that, if we call L i j the line joining xi and
x j , then L i j = Lkl if and only if {i, j} = {k, l}. The choice of such x1, . . . , xn can be done
inductively: if x1, . . . , xk have been chosen, then choose xk+1 not on any of the lines L i j nor
on a line joining xl to a point of L i j for any i, j, l ≤ k. Only finitely many points are thus
excluded, and that leaves infinitely many choices for xk+1. Now the n vertices of the 2-tree
are identified with the points x1, . . . , xn chosen as above, and the edge i j is identified with an
arbitrarily chosen point yi j of L i j other than xi and x j .
The 2-tree is completely recoverable from such a (3n − 3)-tuple since the vertices are the
first n entries of the tuple, the edges are the remaining entries, and each edge determines
uniquely a pair of vertices. This proves the lemma. 2
We can complete the proof of Theorem 5.1: the number of orbits on (3n − 3)-tuples is at
least equal to the number of labelled 2-trees. Moreover, from a fixed n-vertex 2-tree we obtain
(2n − 3)! different orbits on (3n − 3)-tuples, corresponding to the permutations of the 2n − 3
edge-points of the (3n−3)-tuple, since each edge uniquely specifies its two vertices, and since
the group G preserves collinearity. Thus
F3n−3 ≥ (n − 1)! (n − 2)!2n−2 (2n − 3)!,
and using Stirling’s formula, we have
F3n−3 is almost bounded below by (3n − 3)! c3n−3
for any constant c.
6. 2-TRANSITIVE GROUPS
In this section, we will prove the following theorem.
THEOREM 6.1. Let G be a 2-transitive, not 3-homogeneous group. Then there is a constant
c > 1 such that (Fn(G)) is almost bounded below by cnn!.
We will start by recalling some results by Macpherson that show that a group satisfying the
hypothesis of the theorem but not the conclusion belongs to a special class of permutations
groups. We will then use the properties of this class to establish our result.
Let G be a 2-transitive, not 3-homogeneous group, and suppose that (Fn(G)) is not almost
bounded below by cnn!. Now G cannot be 2-primitive, for then Gα would be a primitive group
such that (Fn(Gα)) is not almost bounded below by cnn!, so that Gα would be 2-transitive
and G would be 3-transitive.
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We know by Lemma 2.3 that Gα has a minimal block that we call B: by Theorem 5.2, B
must be infinite. The group G BαB is primitive and (Fn(G
B
αB)) is not almost bounded below by
cnn!; therefore, from what we have proved so far, G BαB is 2-transitive or 3-homogeneous (or
both). But we see from McDermott’s Theorem 2.1 that G BαB must be 2-transitive, since by
Lemma 4.1 it cannot preserve a linear order.
Let us consider the following relation: for distinct α, β, γ in , we write α|βγ if β and γ
lie in the same Gα-block. We say that the triple αβγ is good if at least one of the relations
α|βγ , β|αγ , γ |αβ holds. As G is 2-transitive and G BαB is 2-homogeneous, we see that G is
transitive on the set of good triples in ; then there is a constant t (= 1, 2, 3) such that any
good triple αβγ has t relations of the form α|βγ . Now since G BαB is 2-transitive, we cannot
have t = 2. Also
LEMMA 6.1. The constant t cannot take the value 3.
PROOF. If t = 3 there is a G-invariant (2,∞,∞) Steiner system with more than one line
(see [10]). As (Fn(G)) is not almost bounded below by cnn!, Theorem 5.1 gives a contradic-
tion. 2
Therefore, we must have t = 1. Then, if the triple αβγ is good with α|βγ , we call α the
separating point of the triple.
Macpherson [10] then proves the following lemma.
LEMMA 6.2. The group G BαB is not 3-homogeneous.
It follows that as in [10], G belongs to the class C of groups defined as follows.
DEFINITION. A permutation group H acting on a set1 is in C if the following holds: there
are δi ∈ 1, for all i in N, and infinite subsets Di of 1, for all i in N, with
1 = D0 ⊃ D1 ⊃ · · · ⊃ Di ⊃ Di+1 ⊃ · · ·
such that:
(1) for all i in N, the set Di is a minimal block of H Di−1δ0,...,δi−1 Di−1 , and contains {δ j , j ≥ i};
(2) for all i in N∗ the action of H Diδ0,...,δi−1 Di is 2-transitive, not 2-primitive, not
3-homogeneous, and the constant which corresponds to t takes the value 1.
Let us see how to use this fact to prove the theorem. First we built a subset X of  recur-
sively in the following way: choose a point x1 in  at random; then choose two points x2,
y2 belonging to different minimal blocks of Gx1 . Let us call B1 the Gx1 -block that contains
x2, and let H1 be the group G B1x1 B1 . We now choose two points x3 and y3 in B1 belonging to
different minimal H1x2 -blocks; we call B2 the block containing x3 and set H
2 = H1B2x2 B2 . This
process is repeated recursively: at step k we choose points xk+1, yk+1 in Bk−1 belonging to
different minimal blocks of H k−1xk , call Bk the block containing xk+1 and set H
k to be the
group H (k−1)Bkxk Bk . Note that the groups H
1, H2, . . . all belong to C.
Now for each n = m + k we consider the n-sets built by taking the points {x1, x2, . . . , xm}
and k points chosen from the set {y2, . . . , ym−2}; for each such n we have N =
(
m−3
k
)
choices
for a set of this type, corresponding to the choice of a k-set out of the set {y2, . . . , ym−2} of
size m − 3, giving us the n-sets X1, . . . , X N .
From the action of G on a set X i we can recover almost all of its structure: consider all the
good triples amongst the 3-subsets of X i and look at which points appear more often as the
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separating point of some triple. There will be one or possibly two such elements, that will cor-
respond to x1 and possibly y2 (note that the roles of x1 and y2 can be interchanged); now delete
these points and repeat this procedure recursively, thus recovering the points x2, . . . , xm−2 and
y j for j in Ji , the set of the indices of the y that appear in X i (we should note that at each
step the roles of x j−1 and y j could be interchanged); at the end we will be left with the points
xm−1, xm , since it is not possible by construction to distinguish between them. Then one has
|G X iX i | ≤ 2k+1, for this group is generated by at most k + 1 disjoint transpositions; and, by
construction, two different such sets will belong to different G-orbits.
Let us now choose k to be cn for some constant c < 1; then m = (1 − c)n. For n big
enough, we have m − 3 = (1− c)n − 3 ∼ (1− c)n, and the number f (n) of nonisomorphic
n-sets becomes ∼ ((1−c)n
cn
)
.
We can use the asymptotic estimate (which follows from Stirling’s formula: see Eqn. (1) in
Section 4)
log
(
αn
βn
)
∼ log (An), A ≈ (α)
α
ββ(α − β)α−β .
In our case, this gives
log
(
(1− c)n
cn
)
∼ log (Bn), B ≈ (1− c)
1−c
cc(1− 2c)1−2c .
We want to choose c so that the number f (n) will result exponentially bigger than the order
of the induced group: if we take c = 1/3, we have f (n) ∼ (22/3)n , while each such set has
induced group of order bounded by g(n) = 2k+1 = 2(2)cn = 2(21/3)n .
We thus have
f (n) is almost bounded below by (21/3)ng(n);
then a 2-transitive, not 3-homogeneous group satisfies (?), and Theorem 6.1 follows from
Lemma 2.1.
7. COMPLETION OF THE PROOF OF THEOREM 1.2
In this section we will see how to complete the proof of the main result, and draw some
concluding remarks on the theorem.
We have verified the first two inductive steps in the proof of Theorem 1.2 by proving the
following result.
THEOREM 7.1. Let G be primitive. If (Fn(G)) is not bounded below by cnn! (for any
c > 1) then G is 3-homogeneous.
The following lemma will furnish the inductive step needed to complete the proof of Theo-
rem 1.2.
LEMMA 7.1. Suppose that k is an integer greater than 2, and that every primitive but not
k-homogeneous oligomorphic group (of countable degree) has Fn(G) almost bounded below
by cnn!. Then also every primitive but not (k + 1)-homogeneous oligomorphic group has Fn
almost bounded below by cnn!.
PROOF. Let G be a primitive group with Fn(G) not almost bounded below by cnn!: then
G is k-homogeneous. There are three possible cases.
Case 1: G is not 2-transitive. By Theorem 2.1, there is a G-invariant linear order < on .
The stabilizer in G of a 3-set fixes it pointwise, so for all α in, the group Gα has three orbits
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on 2-sets of  \ α, that is {{β, γ } : β, γ < α}, {{β, γ } : β < α < γ } and {{β, γ } : α < β, γ }.
Thus Gα is 2-homogeneous (and hence primitive) on each of its orbits. Since Fn(Gα) is
not almost bounded below by cnn!, by assumption Gα is k-homogeneous on each of these
orbits. This now implies that G is (k + 1)-homogeneous, for suppose given two (k + 1)-sets
{α0, . . . , αk} and {β0, . . . , βk} (let us assume that these are in increasing order), we can take
g ∈ G such that α0g = β0 and use the k-homogeneity of Gβ0 .
Case 2: G is 2-primitive. Then Gα is primitive and Fn(Gα) is not bounded below exponen-
tially by cnn! by Lemma 2.2, so Gα is k-homogeneous by assumption. Then G is (k + 1)-
homogeneous.
Case 3: G is 2-transitive but not 2-primitive. Now G satisfies the hypotheses of Theo-
rem 2.2: then either G satisfies a betweenness relation, or it is a subgroup of the group H of
Cameron [3] (see Section 2, Example 2); the latter case cannot hold, since we have recalled
in Section 2 that the sequence (Fn(H)) is almost bounded below by 2nn!; then G preserves a
betweenness relation, and we may reason as in case 1. 2
Now we can prove the main theorem: a primitive group whose (Fn) sequence is not almost
bounded below by cnn! for any constant c is k-homogeneous for each k in N. The base of the
induction, k = 1, is verified trivially, for any primitive group is transitive. Now Theorem 7.1
and Lemma 7.1 guarantee the inductive steps, and this proves Theorem 1.2.
Note that Theorem 1.2 implies Macpherson’s Theorem 1.1: this follows from the easy in-
equality
fn(G) ≤ Fn(G) ≤ n! fn(G),
which holds for any oligomorphic group.
Let us make some remarks on the value of the constants appearing in the statement of The-
orem 1.2 and in Macpherson’s Theorem 1.1. One of the reasons why we are interested in the
possible values of this constant c is that the number 1/c bounds the radius of convergence for
the generating functions F(G), f (G) for any primitive but not homogeneous group: Macpher-
son’s Theorem 1.1 shows that the radius of convergence of fG (as a power series) is less than 1
(more precisely, it is at most 1/c), while now Theorem 1.2 shows that the same holds for FG
(where for the sequence (Fn) one considers the exponential generating function); moreover
we remarked in Section 2 that primitive groups with finite radius c are ‘special’ amongst
primitive not highly homogeneous groups.
Let us then point out the constants appearing in our bound in the various stages of the
proof of Theorem 1.2. For groups that are not 2-homogeneous, we obtained the value 21/2;
for 2-homogeneous groups we have that the value of the constant is roughly 1.174: for groups
preserving a Steiner system have c arbitrarily big; finally, 2-transitive groups have c = 21/3.
Thus the value of the constant in the statement of Theorem 1.2 is roughly 1.174.
It is worth pointing out that the methods applied in the proof of Theorem 1.2 can also be
used to improve the value of the constant of Macpherson’s Theorem 1.1. Indeed, very often
in the proof of Theorem 1.2 we proved a relation of the type (see Section 2)
(?) There are two functions f (n) and g(n) such that for each n we can find ‘many’ sets of
size n {X i }1≤i≤ f (n) belonging to different G-orbits such that
|G X iX i | ≤ g(n)
and such that for some c > 1 one has
f (n) is almost bounded below by cng(n).
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If, say, the above function g(n) is roughly kn (this happens, for instance, in the case of a 2-
homogeneous, not 2-transitive nor 3-homogeneous group), we have that the number of orbits
on n-sets, which is clearly bounded below by f (n), grows exponentially with constant c · k.
The constant appearing in the bound in our results concerning the growth rate of the sequence
(Fn) will then be c while the one appearing in results dealing with the growth rate of the
sequence ( fn) counting orbits on n-sets will turn out to be the bigger constant c · k.
Let us see the constants obtained case by case, as above; for the case of a not 2-homogeneous
group, we do not improve on Macpherson’s (2.48)1/2 ≈ 1.57; for 2-homogeneous groups we
have that our constant is roughly 1.324, which is bigger that 21/3 (see the remark at the end
of Section 4); this improves on Macpherson’s 21/5. We have c arbitrarily big for the case of
groups preserving a Steiner system, improving on Macpherson’s (2.955)1/2 ≈ 1.719, and 2-
transitive groups have constant 22/3, improving on Macpherson’s 21/3. We thus managed to
improve the value of the constant appearing in Macpherson’s Theorem 1.1 from 21/5 ≈ 1.148
to roughly 233/8 ≈ 1.324.
As we saw from the examples given in Section 2, the best we can hope to obtain is c = 2.
These examples suggested to Macpherson the following conjecture.
CONJECTURE 7.1 (MACPHERSON). Let G be primitive but not highly homogeneous. Then
fn(G) has growth almost bounded below by cn , where c = 2.
It is then completely natural to formulate the following analogous conjecture.
CONJECTURE 7.2. Let G be primitive but not highly homogeneous. Then Fn(G) has growth
almost bounded below by cn n! , where c = 2.
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