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Abstract
We study the existence of solutions to the problem
(−∆)
n
2 u = Qenu in Rn, V :=
∫
Rn
enudx <∞,
where Q = (n− 1)! or Q = −(n− 1)!. Extending the works of Wei-Ye and Hyder-Martinazzi
to arbitrary odd dimension n ≥ 3 we show that to a certain extent the asymptotic behavior
of u and the constant V can be prescribed simultaneously. Furthermore if Q = −(n − 1)!
then V can be chosen to be any positive number. This is in contrast to the case n = 3,
Q = 2, where Jin-Maalaoui-Martinazzi-Xiong showed that necessarily V ≤ |S3|, and to the
case n = 4, Q = 6, where C-S. Lin showed that V ≤ |S4|.
1 Introduction to the problem
In this paper we consider the equation
(−∆)
n
2 u = (n− 1)!enu in Rn, (1)
where n ≥ 1 and
V :=
∫
Rn
enudx <∞. (2)
The operator (−∆)
n
2 can be defined as follows. For s > 0 we set
̂(−∆)sϕ(ξ) := |ξ|2sϕˆ(ξ), for ϕ ∈ S(Rn),
where
S(Rn) :=
{
u ∈ C∞(Rn) : sup
x∈Rn
|x|N |Dαu(x)| <∞ for all N ∈ N and α ∈ Nn
}
∗The author is supported by the Swiss National Science Foundation.
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is the Schwartz space. Define the space
Ls(R
n) :=
{
v ∈ L1loc(R
n) :
∫
Rn
|v(x)|
1 + |x|n+2s
dx <∞
}
.
Then we have the following definition:
Definition 1.1 Let f ∈ L1(Rn). A function u ∈ Ln
2
(Rn) is said to be a solution of
(−∆)
n
2 u = f in Rn,
if ∫
Rn
u(−∆)
n
2ϕdx =
∫
Rn
fϕdx, for every ϕ ∈ S(Rn), (3)
where the integral on the left-hand side of (3) is well-defined thanks to Proposition A.2 in the
appendix.
Geometrically if u is a smooth solution of (1)-(2) then the conformal metric gu := e
2u|dx|2 on
Rn (|dx|2 is the Euclidean metric on Rn) has constant Q-curvature equal to (n− 1)!. Moreover
the volume and the total Q-curvature of the metric gu are V and (n− 1)!V respectively.
It is well-known that
uλ,x0(x) := log
2λ
1 + λ2|x− x0|2
, (4)
is a solution of (1)-(2) with V = |Sn| for every λ > 0 and x0 ∈ R
n. Any such uλ,x0 is called
spherical solution, because it can be obtained by pulling back the round metric of Sn onto Rn
via stereographic projection. When n = 2 W. Chen-C. Li [4] showed that these are the only
solutions to (1)-(2). On the other hand in higher even dimension non-spherical solutions do
exist as shown by A. Chang-W. Chen [3]:
Theorem A ([3]) Let n ≥ 4 be any even number. Then for every V ∈ (0, |Sn|) there exists at
least one solution to (1)-(2).
Moreover J. Wei and D. Ye [14] in dimension 4 and A. Hyder and L. Martinazzi [7] for
arbitrary even dimension n ≥ 4 proved the existence of solution to (1)-(2) with prescribed
volume and asymptotic behavior in the following sense:
Theorem B ([14], [7]) Let n ≥ 4 be even. For a given V ∈ (0, |Sn|), and a given polynomial
P such that degree(P ) ≤ n− 2 and
x·∇P (x)→∞ as |x| → ∞, (5)
there exists a solution u to (1)-(2) having the asymptotic behavior
u(x) = −P (x)− α log |x|+ C + o(1), (6)
where α := 2V|Sn| , and o(1) → 0 as |x| → ∞.
When n is odd things are more complex as the operator (−∆)
n
2 is nonlocal. In a recent work
T. Jin, A. Maalaoui, L. Martinazzi, J. Xiong [8] have proven:
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Theorem C ([8]) For every V ∈ (0, |S3|) there exists at least one smooth solution to (1)-(2)
with n = 3.
Extending the results of [3], [14], [7] and [8] to arbitrary odd dimension n ≥ 3 we prove
the following theorem about the existence of solutions to (1)-(2) with prescribed asymptotic
behavior:
Theorem 1.1 Let n ≥ 3 be an odd integer. For any given V ∈ (0, |Sn|) and any given polyno-
mial P of degree at most n− 1 such that
P (x)→∞ as |x| → ∞, (7)
there exists a u ∈ C∞(Rn)∩Ln
2
(Rn) solution to (1)-(2) having the asymptotic behavior given in
(6) with α = 2V|Sn| .
Notice that, contrary to the result of Theorem C, in Theorem 1.1 we can now prescribe both
the asymptotic behaviour and the volume, similar to Theorem B, but in fact in more generality,
since the condition (5) has been replaced by the weaker condition (7). Actually with minor
modifications one can prove that the condition (7) also suffices in even dimension. On the other
hand we do not expect this assumption to be optimal, compare to Theorem D below.
We also remark that the condition 0 < V < |Sn| is necessary for the existence of non-
spherical solution to (1)-(2) in dimension 3 and 4 as shown in [8] and [10] respectively, but in
higher dimension solutions could exist for large V , as shown for instance in dimension 6 by L.
Martinazzi [13].
Also the condition n ≥ 3 in Theorem 1.1 is necessary, since for n = 1 any solution of (1)-(2)
is spherical, i.e. as in (4), see F. Da Lio, L. Martinazzi and T. Rivie`re [5].
Now we move from the problem of existence to the problem of studying the most general
asymptotic behavior of solutions to (1)-(2).
For n even we have this result due to C.S. Lin for n = 4 and L. Martinazzi when n ≥ 6:
Theorem D ([10], [12]) Any solution u of (1)-(2) with n even has the asymptotic behavior
u(x) = −P (x)− α log |x|+ o(log |x|) (8)
where α = 2V|Sn| ,
o(log |x|)
log |x| → 0 as |x| → ∞ and P is a polynomial bounded from below and of
degree at most n− 2.
Under certain regularity assumptions T. Jin, A. Maalaoui, L. Martinazzi, J. Xiong [8] ex-
tended the above result to dimension 3, and among other things they proved:
Theorem E ([8]) Let u ∈ W 2,1loc (R
3) be such that ∆u ∈ L 1
2
(R3) and u satisfies (2). If u solves
(1) in the sense that∫
R3
(−∆)u(−∆)
1
2ϕdx = 2
∫
R3
e3uϕdx, for every ϕ ∈ S(R3),
then u has the asymptotic behavior given by (8) with α = 2V
|S3|
and P is a polynomial bounded
from below and of degree 0 or 2.
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In our upcoming paper [6] extending Theorem E we study the asymptotic behavior of solu-
tions to (1)-(2) in arbitrary odd dimension under much weaker regularity assumptions:
Theorem F([6]) Let n ≥ 3 be any odd integer. Let u ∈ Ln
2
(Rn) be a solution to (1)-(2) in the
sense of Definition 1.1. Then u has the asymptotic behavior given by (8) with α = 2V|Sn| and P
a polynomial bounded from below and of degree at most n− 1.
Now we shall discuss the case when the Q-curvature is negative. We consider the equation
(−∆)
n
2 u = −(n− 1)!enu in Rn. (9)
Geometrically a smooth solution of (9) corresponds to a conformally flat metric gu = e
2u|dx|2
on Rn which has constant Q-curvature −(n− 1)!.
In even dimension n ≥ 4 L. Martinazzi [11] has shown that any solution u to (9)-(2) has the
asymptotic behavior given by (8) with α = − 2V|Sn| , while for any V > 0 and any given polynomial
P of degree at most n − 2 satisfying (5), A. Hyder-L. Martinazzi [7] have proven the existence
of solutions to (9)-(2) having the asymptotic behavior given by (6) with α = − 2V|Sn| . As in the
positive case, we shall extend this existence result to arbitrary odd dimension n ≥ 3, again
replacing condition (5) with the weaker condition (7).
Theorem 1.2 Let n ≥ 3 be an odd integer. For any given V > 0 and any given polynomial P
of degree at most n − 1 satisfying (7) there exists a u ∈ C∞(Rn) ∩ Ln
2
(Rn) solution to (9)-(2)
having the asymptotic behavior given in (6) with α = − 2V|Sn| .
Finally we remark that in dimension 1 and 2 (9)-(2) has no solution (compare to [11] and
[5]).
Acknowledgements I would like to thank Prof. Luca Martinazzi for introducing me to this
problem and his constant help throughout the work.
2 Proof of Theorem 1.1 and Theorem 1.2
The proof of Theorem 1.1 and 1.2 rests on the following theorem:
Theorem 2.1 Let w0(x) = log
2
1+|x|2
and let π : Sn \ {N} → Rn be the stereographic projection
and N = (0, . . . , 0, 1) ∈ Sn be the North pole. Take any number α ∈ (−∞, 0)∪(0, 2) and consider
two functions K,ϕ ∈ C∞(Rn) such that∫
Rn
ϕdx = γn :=
(n− 1)!
2
|Sn|, (10)
αK > 0 everywhere in Rn and whenever α < 0 then |K| > δe−δ|x|
p
for some δ > 0, 0 < p < n.
If both of Ke−nw0 and ϕe−nw0 can be extend as C2n+1 function on Sn via the stereographic
projection π then the problem
(−∆)
n
2w = Ken(w+cw) − αϕ in Rn, cw := −
1
n
log
(
1
αγn
∫
Rn
Kenwdx
)
, (11)
has at least one solution w ∈ C∞(Rn) ∩ Ln
2
(Rn) (in the sense of Definition 1.1) so that
lim|x|→∞w(x) ∈ R.
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Now the proof of Theorem 1.1 and Theorem 1.2 follows at once by taking
u := −P + αu0 + w + cw,
where u0 ∈ C
∞(Rn) is given by Lemma 2.2 with k = 2n+3, w is the solution in Theorem 2.1 with
ϕ = (−∆)
n
2 u0 which satisfies (10) thanks to Lemma 2.3, and K := sign(α)(n − 1)!e
−nP+nαu0 .
Notice that Ke−nw0 can be extend smoothly on Sn via the stereographic projection π where as
ϕe−nw0 can be extend as a C2n+1 function.
Lemma 2.2 For every positive integer k there exists a u0 ∈ C
∞(Rn) such that
u0(x) = log
1
|x|
for |x| ≥ 1 and |Dα(−∆)
n
2 u0(x)| ≤
C
|x|2n+k+|α|
for x 6= 0, (12)
for any multi-index α ∈ Nn.
Proof. Inductively we define
vj(x) =
∫ x1
0
vj−1((t, x¯))dt, for x = (x1, x¯) ∈ R× R
n−1, j = 1, 2, . . . , k,
where
v0(x) = log
1
|x|
.
Let χ ∈ C∞(Rn) be such that
χ(x) =
{
0 for |x| ≤ 12
1 for |x| ≥ 1.
We claim that u0 =
∂k
∂xk
1
(χvk) satisfies (12). It is easy to see that u0(x) = log
1
|x| for |x| ≥ 1. By
Lemma A.1 1γn (−∆)
n−1
2
∂k
∂xk
1
vk is a fundamental solution of (−∆)
1
2 on Rn and hence for x 6= 0,
(−∆)
1
2 (−∆)
n−1
2
∂k
∂xk
1
vk(x) = 0. For |x| > 2 using integration by parts we compute
(−∆)
n
2 u0(x) = (−∆)
1
2 (−∆)
n−1
2
∂k
∂xk1
(χvk − vk)(x)
= Cn
∫
|y|<1
(−∆)
n−1
2
∂k
∂yk
1
(χvk − vk)(y)
|x− y|n+1
dy
= Cn
∫
|y|<1
(χvk − vk) (y)
∂k
∂yk1
(−∆)
n−1
2
(
1
|x− y|n+1
)
dy,
and
Dα(−∆)
n
2 u0(x) = Cn
∫
|y|<1
(χ(y)vk(y)− vk(y))D
α
x
∂k
∂yk1
(−∆)
n−1
2
(
1
|x− y|n+1
)
dy.
Hence
|Dα(−∆)
n
2 u0(x)| ≤ C
‖vk‖L1(B1)
|x|2n+k+|α|
.

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Lemma 2.3 Let u0 ∈ C
∞(Rn) be as given by Lemma 2.2 for a given k ∈ N. Then∫
Rn
(−∆)
n
2 u0(x)dx = γn.
Proof. Let η ∈ C∞(Rn) be such that
η(x) =
{
1 if |x| ≤ 1
0 if |x| ≥ 2.
We set ηk(x) = η(
x
k ). Then noticing that (−∆)
n
2 u0 ∈ L
1(Rn) one has∫
Rn
(−∆)
n
2 u0(x)dx = lim
k→∞
∫
Rn
(−∆)
n
2 u0(x)ηk(x)dx
= lim
k→∞
∫
B1
(
u0(x)− log
1
|x|
)
(−∆)
n
2 ηk(x)dx+ γn
= γn,
where in the second equality we used the fact that 1γn log
1
|x| is a fundamental solution of (−∆)
n
2
and the third equality follows from the locally uniform convergence of (−∆)
n
2 ηk → 0. 
It remains to prove Theorem 2.1. In order to do that we recall the definition of Hn(Sn) .
Definition 2.1 Let n ≥ 3 be an odd integer. Let {Y ml ∈ C
∞(Sn) : 1 ≤ m ≤ Nl, l = 0, 1, 2, . . . }
be a orthonormal basis of L2(Sn) where Y ml is an eigenfunction of the Laplace-Beltrami operator
−∆g0 (g0 denotes the round metric on S
n) corresponding to the eigenvalue λl = l(l+n− 2) and
Nl is the multiplicity of λl. The space H
n(Sn) is defined by
Hn(Sn) =
{
u ∈ L2(Sn) : ‖u‖H˙n(Sn) <∞
}
,
where for any
u =
∞∑
l=0
Nl∑
m=1
uml Y
m
l
we set
‖u‖2
H˙n(Sn)
:=
∞∑
l=0
Nl∑
m=1
(
λl +
(
n− 1
2
)2) n−32∏
k=0
(λl + k(n − k − 1))
2(uml )
2.
Notice that the norm ‖u‖2
H˙n(Sn)
is equivalent to the simpler norm ‖u‖2 :=
∑∞
l=0
∑Nl
m=1 λ
n
l (u
m
l )
2,
but has the advantage of taking the form
‖u‖H˙n(Sn) = ‖P
n
g0u‖L2(Sn),
where for n odd the Paneitz operator Png0 can be defined on H
n(Sn) by
Png0u =
∞∑
l=0
Nl∑
m=1
(
λl +
(
n− 1
2
)2) 12 n−32∏
k=0
(λl + k(n− k − 1))u
m
l Y
m
l .
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Since the operator Png0 is positive we can define its square root, namely
(Png0)
1
2u :=
∞∑
l=0
Nl∑
m=1
(
λl +
(
n− 1
2
)2) 14 n−32∏
k=0
(λl + k(n− k − 1))
1
2uml Y
m
l , u ∈ H
n
2 (Sn),
where the space H
n
2 (Sn) is defined by
H
n
2 (Sn) :=

u ∈ L2(Sn) :
∞∑
l=0
Nl∑
m=1
(
λl +
(
n− 1
2
)2) 12 n−32∏
k=0
(λl + k(n− k − 1))(u
m
l )
2 <∞

 ,
endowed with the norm
‖u‖2
H
n
2 (Sn)
:= ‖u‖2L2(Sn) + ‖u‖
2
H˙
n
2 (Sn)
:= ‖u‖2L2(Sn) + ‖(P
n
g0)
1
2u‖2L2(Sn)
Definition 2.2 Let f ∈ H−
n
2 (Sn) the dual of H
n
2 (Sn). A function u ∈ H
n
2 (Sn) is said to be a
weak solution of
Png0u = f,
if ∫
Sn
(Png0)
1
2u(Png0)
1
2ϕdV0 = 〈f, ϕ〉, for every ϕ ∈ H
n
2 (Sn). (13)
The following estimate of Beckner is crucial in the proof of Theorem 2.1.
Theorem 2.4 ([1]) For every u ∈ H
n
2 (Sn) one has
log
(
1
|Sn|
∫
Sn
eu−udV0
)
≤
1
2|Sn|n!
∫
Sn
|(Png0)
1
2u|2dV0, u :=
1
|Sn|
∫
Sn
udV0.
Proof of Theorem 2.1. Let K˜ = K ◦ π, ϕ1 = ϕe
−nw0 and ϕ˜1 = ϕ1 ◦ π. Define the functional J
on H
n
2 (Sn) by
J(w) :=
∫
Sn
(
1
2
|(Png0)
1
2w|2 + αϕ˜1w
)
dV0 −
αγn
n
log
(∫
Sn
|K˜|enwe−nw0◦pidV0
)
.
Using Theorem 2.4 we bound
log
(∫
Sn
|K˜|enwe−nw0◦pidV0
)
=
(
log
(
1
|Sn|
∫
Sn
enw−nw|K˜|e−nw0◦pidV0
)
+ nw +C
)
≤ log
(
1
|Sn|
∫
Sn
enw−nwdV0
)
+ log
(
‖K˜e−nw0◦pi‖L∞
)
+ nw +C
≤
n2
2|Sn|n!
∫
Sn
|(Png0)
1
2w|2dV0 + nw + C. (14)
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Since for any c ∈ R J(w + c) = J(c) we can assume w = 0. Then from (14) we have
J(w) ≥ min
{
1
2
,
(
1
2
−
αγn
n
n2
2|Sn|n!︸ ︷︷ ︸
=(2−α)/4
)}
‖w‖2
H˙
n
2
− ε‖w‖2
H˙
n
2
−
1
ε
‖ϕ˜1‖
2
L2 − C,
where 0 < ε < 12 is sufficiently small such that
2−α
4 − ε > 0 and for α < 0 using |K| > δe
−δ|x|p
one has
log
(∫
Sn
|K˜|enwe−nw0◦pidV0
)
≥
1
|Sn|
∫
Sn
log
(
|K˜|e−nw0◦pi
)
dV0 + nw + log |S
n| ≥ −C.
Thus a minimizing sequence {wk} of J with wk = 0 is bounded in H˙
n
2 (Sn). With the help of
Poincare´ inequality
‖w − w‖L2(Sn) ≤ ‖(P
n
g0)
1
2w‖L2(Sn), for every w ∈ H
n
2 (Sn),
which easily follows from the definition of ‖(Png0)
1
2w‖L2(Sn), we conclude that the sequence {wk} is
bounded in H
n
2 (Sn). Then up to a subsequence wk converges weakly to u for some u ∈ H
n
2 (Sn).
From the compactness of the map v 7→ ev from H
n
2 (Sn) to LP (Sn) for any p ∈ [1,∞) (for a
simple proof see Proposition 7 in [8] which holds in higher dimension as well) we have (up to a
subsequence)
lim
k→∞
log
(∫
Sn
|K˜|enwke−nw0◦pidV0
)
= log
(∫
Sn
|K˜|enue−nw0◦pidV0
)
.
Moreover from the weak convergence of wk to u we have
lim
k→∞
∫
Sn
ϕ˜1wkdV0 =
∫
Sn
ϕ˜1udV0 and ‖u‖H
n
2 (Sn)
≤ lim inf
k→∞
‖wk‖H
n
2 (Sn)
,
and from the compact embedding H
n
2 (Sn) →֒ L2(Sn) we get
lim
k→∞
‖wk‖L2(Sn) = ‖u‖L2(Sn).
Thus ‖(Png0)
1
2u‖L2(Sn) ≤ lim infk→∞ ‖(P
n
g0)
1
2wk‖L2(Sn) which implies that u is a minimizer of J
and hence u is a weak solution of (in the sense of Definition 2.2)
Png0u+ αϕ˜1 =
αγn∫
Sn K˜e
nue−nw0dV0
K˜e−nw0◦pienu =: C0K˜e
−nw0◦pienu.
Since ϕ˜1 ∈ C
2n+1(Sn) and K˜e−nw0◦pi ∈ C∞(Sn) we have
Png0u = C0K˜e
−nw0◦pienu − αϕ˜1 ∈ L
2(Sn),
and by Lemma 2.5 below u ∈ Hn(Sn) and a repeated use of Lemma 2.6 gives u ∈ C2n+1(Sn).
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We set w := u◦π−1 and wk := uk ◦π
−1 where uk ∈ C
∞(Sn) be such that uk
C2n+1(Sn)
−−−−−−−→ u. It
is easy to see that (−∆)
n
2wk
C0(Rn)
−−−−→ (−∆)
n
2w and Png0uk
C0(Sn)
−−−−→ Png0u which easily follows from
Png0uk
Hn+1(Sn)
−−−−−−→ Png0u and H
n+1(Sn) →֒ C0(Sn).
Now using the following identity of T. Branson (see [2])
(−∆)
n
2 (v ◦ π−1) = enw0(Png0v) ◦ π
−1 for every v ∈ C∞(Sn),
we get
(−∆)
n
2w = (−∆)
n
2 (u ◦ π−1) = enw0
(
C0K˜e
−nw0◦pienu − αϕ˜1
)
◦ π−1
= C0Ke
nw − αϕ = Ken(w+cw) − αϕ.
Since (−∆)
n
2w ∈ L 1
2
(Rn) ∩ C2n+1(Rn) we have
(−∆)
n+1
2 w = (−∆)
1
2 (−∆)
n
2w ∈ C2n(Rn),
and by bootstrap argument we conclude that w ∈ C∞(Rn).

Lemma 2.5 Let f ∈ L2(Sn). Let u ∈ H
n
2 (Sn) be a weak solution (in the sense of Definition
2.2) of
Png0u = f on S
n.
Then u ∈ Hn(Sn).
Proof. Let
u =
∞∑
l=0
Nl∑
m=1
uml Y
m
l and f =
∞∑
l=0
Nl∑
m=1
fml Y
m
l .
Taking the test function ϕ = Y ml in (13) we get
fml =
∫
Sn
(Png0)
1
2u(Png0)
1
2ϕdV0 =
(
λl +
(
n− 1
2
)2) 12 n−32∏
k=0
(λl + k(n− k − 1))u
m
l .
Hence
‖Png0u‖L2(Sn) =
∞∑
l=0
Nl∑
m=1
(
λl +
(
n− 1
2
)2) n−32∏
k=0
(λl + k(n− k − 1))
2(uml )
2 =
∞∑
l=0
Nl∑
m=1
(fml )
2 <∞,
and we conclude the proof. 
Lemma 2.6 Let u ∈ Hs(Sn) and f ∈ Hs−n+t(Sn) for some s ≥ n and t ≥ 0. If u solves
Png0u = f on S
n,
then u ∈ Hs+t(Sn).
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Proof. Let
u =
∞∑
l=0
Nl∑
m=1
uml Y
m
l ,
and
(−∆g0)
s−n
2 f =: h =
∞∑
i=0
Ni∑
j=1
h
j
iY
j
i ,
where for any r > 0
(−∆g0)
rv =
∞∑
l=0
Nl∑
m=1
vml λ
r
l Y
m
l for v =
∞∑
l=0
Nl∑
m=1
vml Y
m
l ∈ H
2r(Sn).
Then
(−∆g0)
s−n
2 Png0u = h on S
n. (15)
Multiplying both sides of (15) by Y ij and integrating on S
n one has
(
λj +
(
n− 1
2
)2) 12 n−32∏
k=0
(λj + k(n− k − 1))λ
s−n
2
j u
i
j = h
i
j .
Since h ∈ Ht(Sn) we have
∞∑
l=0
Nl∑
m=1
(
λl +
(
n− 1
2
)2) n−32∏
k=0
(λl + k(n− k − 1))
2λs−nl λ
t
l(u
m
l )
2 <∞,
and hence u ∈ Hs+t(Sn). 
A Appendix
Lemma A.1 (Fundamental solution) For n ≥ 3 odd integer the function
Φ(x) :=
(n−32 )!
2π
n+1
2
1
|x|n−1
=
1
γn
(−∆)
n−1
2 log
1
|x|
is a fundamental solution of (−∆)
1
2 in Rn in the sense that for all f ∈ L1(Rn) we have Φ ∗ f ∈
L 1
2
(Rn) and for all ϕ ∈ S(Rn)
∫
Rn
(−∆)
1
2 (Φ ∗ f)ϕdx :=
∫
Rn
(Φ ∗ f)(−∆)
1
2ϕdx =
∫
Rn
fϕdx. (16)
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Proof. To show Φ ∗ f ∈ L 1
2
(Rn) we bound
∫
Rn
|Φ ∗ f(x)|
1 + |x|n+1
dx ≤ C
∫
Rn
1
1 + |x|n+1
(∫
Rn
1
|x− y|n−1
|f(y)|dy
)
dx
= C
∫
Rn
|f(y)|
(∫
Rn
1
1 + |x|n+1
1
|x− y|n−1
dx
)
dy
≤ C
∫
Rn
|f(y)|
(∫
B1
dx
|x|n−1
+
∫
Rn
dx
1 + |x|n+1
)
dy
≤ C‖f‖L1(Rn). (17)
If f ∈ C∞c (R
n) then (16) is true by Theorem 5.9 in [9]. For the general case f ∈ L1(Rn)
choose fk ∈ C
∞
c (R
n) such that fk → f in L
1(Rn). Then using (17) with f ≡ fk − f one has∫
Rn
|Φ ∗ (fk − f)||(−∆)
1
2ϕ|dx ≤ C
∫
Rn
|Φ ∗ (fk − f)(x)|
1 + |x|n+1
dx ≤ C‖fk − f‖L1(Rn) → 0,
that is ∫
Rn
(Φ ∗ fk)(−∆)
1
2ϕdx→
∫
Rn
(Φ ∗ f)(−∆)
1
2ϕdx.
Now the proof follows from∫
Rn
(Φ ∗ fk)(−∆)
1
2ϕdx =
∫
Rn
fkϕdx→
∫
Rn
fϕdx.

Proof of the following Proposition can be found in [6].
Proposition A.2 For any s > 0 and ϕ ∈ S(Rn) we have
|(−∆)sϕ(x)| ≤
C
|x|n+2s
.
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