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Abstract
This thesis details the design, construction and characterisation of an ultracold atoms
system, developed in conjunction with a flexible optical trapping scheme which utilises a
Liquid Crystal Spatial Light Modulator (LC SLM). The ultracold atoms system uses a
hybrid trap formed of a quadrupole magnetic field and a focused far-detuned laser beam
to form a Bose-Einstein Condensate of 2×105 87Rb atoms. Cold atoms confined in several
arbitrary optical trapping geometries are created by overlaying the LC SLM trap on to
the hybrid trap, where a simple feedback process using the atomic distribution as a metric
is shown to be capable of compensating for optical aberrations.
Two novel methods for creating flexible optical traps with the LC SLM are also de-
tailed, the first of which is a multi-wavelength technique which allows several wavelengths
of light to be smoothly shaped and applied to the atoms. The second method uses a
computationally-efficient minimisation algorithm to create light patterns which are con-
strained in both amplitude and phase, where the extra phase constraint was shown to be
crucial for controlling propagation effects of the LC SLM trapping beam.
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Chapter 1
Introduction
1.1 Ultracold Atoms
In 1995 an astounding breakthrough in experimental physics occurred: the first production
of a Bose-Einstein Condensate (BEC) [1]. This achievement has since stimulated a unique
area of investigation in physics, often referred to as the field of ultracold atoms. For over
twenty years this field has vastly grown, with developments in experimental precision and
control allowing the remarkable properties of ultracold atoms to be studied and utilised.
These uses are summarised in a variety of excellent text books and review articles [2, 3,
4, 5].
A BEC can be considered as one of the fundamental examples of a macroscopic quan-
tum state and can exhibit a variety of intriguing properties due to the effects of quantum
phenomena. The prediction that such a state would occur was first deduced by Albert
Einstein [6, 7, 8] in 1925 after Satyendra Nath Bose [9] sent him a paper which introduced
a new method to determine the black-body spectrum. The work of Einstein and Bose
showed that a BEC transition is unique in that it occurs without the presence of interac-
tions and is fundamentally only due to the quantum statistical nature of particles which
can occupy the same quantum state, known as bosons.
Bose-Einstein statistics is the result of considering an ensemble of non-interacting,
indistinguishable bosons and is described by the Bose-Einstein distribution
f() =
1
eβ(−µ) − 1 , (1.1)
where f() is the average number of particles occupying a single quantum state of energy
, β is 1/kBT and µ is the chemical potential of the gas which is determined to conserve
the total number of particles. At low temperatures, µ can be considered to affect the
system negligibly, except for any atoms in the lowest energy state (ground state). The
distribution given in Equation 1.1 shows that the number of atoms in the ground state is
given as
N0 =
1
eβ(0−µ) − 1 . (1.2)
If we consider the ground state population to be large then, below threshold
|0 − µ|
kBT
' 1
N0
(1.3)
and the difference between the ground state energy and chemical potential is negligible
in comparison to the thermal energy. Since we are considering low temperatures, the
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contribution of µ to any excited states is also negligible:
1 − µ = (1 − 0) + (0 − µ) ' ~ω + kBT
N0
' ~ω. (1.4)
The excited states of the system can then be described by neglecting µ and the con-
servation of the total particle number is achieved by considering the excited states as a
distribution of photon-like bosons exchanging particles with the ground state:
N = N0 +
∫ ∞
0
f()D()d. (1.5)
Here N corresponds to the total number of atoms, f() ' 1
eβ−1 is the distribution of
excited particles, similar to photons, and D() is the density of states. For a system of
photons, as the temperature decreases, the number of photons also decreases. The same
behaviour is seen here, except that a decreasing temperature corresponds to an increase
in the number of ground state atoms. At T = 0 the entire system is in the single particle
ground state.
The process of Bose-Einstein condensation can be thought of as the onset of quantum
mechanical effects and increased coherence due to proximity of the particles. Atoms can
be described as quantum mechanical wavepackets that have a characteristic wavelength
given by λdB = (2pi~2/mkBT )
1
2 (where m is the atomic mass), known as the de Broglie
wavelength. This describes the uncertainty in position of the atom due to its thermal mo-
mentum. If the inter-atomic separation becomes comparable to λdB then the individual
atomic wave packets will become indistinguishable and start to overlap, forming a macro-
scopic wave packet. This can be achieved by either increasing the density or reducing the
temperature (or both) of an atomic cloud such that the phase space density is nλ3dB & 1
[10], where n is the peak atomic density.
The argument for the BEC presented by Einstein however does not include interactions
between the atoms, and the inclusion of interactions reveals the difficulty in experimentally
realising such an exotic state. If the density of the atomic cloud is too high then the rate
of three body collisions becomes problematic as they can cause losses and the formation
of molecules. A BEC however can be created in a metastable phase if the density is
reduced such that these molecular formation times are long, but in reducing the density
the temperature needed to achieve the necessary phase space density also needs to be
reduced. This results in the temperatures required for a low density BEC to be in the
sub-microkelvin range. Such a low temperature scale is ultimately what made the BEC
so elusive for so long.
The first step to reaching such temperatures was, and still is, the Magneto-Optical Trap
(MOT), first developed in 1987 [11]. Capable of trapping and cooling atoms from room
temperature down to the sub-millikelvin range, the MOT was a crucial breakthrough for
ultracold atoms. This remarkably effective method uses a combination of magnetic and
optical fields, requiring the high finesse of a tunable laser to cool atoms with radiative
pressure. The crucial laser cooling technique is now the first step to forming a BEC in
any experiment with alkali atoms, but the MOT itself is unable to create the phase space
densities required for a BEC. In order to reduce the temperature even further, evaporative
cooling with either an optical dipole trap or magnetic trap (a magnetic trap was used
for the first BEC) is conventionally used1. In evaporative cooling, the hottest atoms are
simply expelled from the trap whilst the cloud is left to thermalise to a cooler ensemble.
Such a technique, however, results in the loss of a large proportion of the atoms initially
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trapped in the MOT. A usual procedure would see a typical MOT with 109 atoms become
reduced to around 105-106 atoms using evaporative cooling, before the BEC is formed.
Despite the small sizes of these BECs and their relatively short lifetimes (∼ 10s), a
plethora of remarkable experiments have been conducted throughout the field and many
macroscopic quantum mechanical effects have been observed. Matterwave interferometry
[14], superfluid vortices [15], quantum localisation effects [16] and quantum simulation,
including condensed matter systems [17] and black holes [18], are just some of the many
achievements realised with BECs since their first realisation.
Furthermore, the field of ultracold atoms is not limited to bosons. Fermions can be
cooled to a degenerate Fermi gas using the same methods, achieved a few years after the
first BEC [19]. Although the atoms do not follow Bose-Einstein statistics and therefore do
not condense in to the same ground state (due to the Pauli exclusion principle), they do
collapse in to a Fermi sphere, occupying all of the lowest possible states. It is also possible
to have a BEC of molecules made up of weakly bound fermions [20], a phenomena asso-
ciated with the Bardeen-Cooper-Schrieffer (BCS) superfluid to BEC crossover [21]. Such
investigations, along with developments with ultracold atoms in optical lattices [22] have
prompted highly promising investigative work with ultracold fermions for understanding
high temperature superconductivity [23].
The macroscopic quantum behaviour achievable with ultracold atoms is therefore of
high interest for both investigations of fundamental physics and applications of quantum
instruments. In addition, ultracold atoms are one of the most controllable experimen-
tal systems today: experiments can provide exquisite control over interaction strength,
particle number, temperature, dimensionality and trap geometry. My own work has con-
centrated on the development of the latter and I will now review some of the many novel
trapping and manipulation techniques.
1.2 Novel Trapping Techniques and Manipulation of Ultra-
cold Atoms
Novel trapping methods have a wide range of applications in ultracold atomic experiments.
Different trapping configurations can drastically change the atoms’ behaviour, hence flex-
ibilities in both dynamic and static trap choices have led to further advances in quantum
simulation, quantum computing and metrology.
The confinement and manipulation of atoms can generally be categorised into three
groups: magnetic traps, optical traps, or a combination of the two known as hybrid traps.
The basic principle behind these traps is that applying a magnetic or optical field on to
the atoms will cause an energy shift in their ground state (either by the Zeeman effect
for magnetic fields or the Stark effect for electric fields [24]) such that shaping the fields
appropriately can create trapping potentials.
Flexible techniques with magnetic trapping come in the form of Time-Averaged Adi-
abatic Potentials (TAAPs) [25, 26, 27, 28] or atom chips [29]. The novel TAAP method
incorporates three independent magnetic fields: a static trapping field, an RF oscillating
field and an oscillating bias field. The RF field is able to adiabatically deform the static
trapping potential experienced by the atoms whilst the oscillating field allows for time-
averaging of the potential, creating a variety of both static and dynamic trap geometries.
Trapping and rotation of a BEC has been demonstrated in TAAPs [27] as well as flex-
ible ring geometries [26] and double-well potentials [28]. The atom chip meanwhile is a
1NB There has been recent work in creating BECs by laser cooling alone (see [12, 13]).
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nano-fabricated device, where arbitrary magnetic geometries are achievable with differ-
ent configurations of wires on a substrate [30]. Capable of large magnetic field gradients
and fast BEC production [31], the atom chip has become a promising development in the
pursuit of compact atomtronic devices [32]. One-dimensional magnetic lattices have been
achieved with the atom chip [33], as well as two-dimensional square and hexagonal lattices
[34] along with double well configurations [35].
With regards to optical traps, the list of trapping methods is far more varied due to
the multitude of techniques that have been developed for controlling laser light. Optical
lattices for example utilise the interference of coherent light to form standing waves, where
the atoms are attracted (for red-detuned light) to the high intensity regions allowing for a
periodic lattice of atoms to be formed in either one, two or three dimensions. The standing
waves are created by simply retro-reflecting laser light, but a variety of complex lattice
configurations have still been achieved through the use of various tilt angles, multiple
wavelengths and overlapping multiple lattices. Examples include the Kagome lattice [36],
hexagonal lattice [37], bipartite lattice [38] and double-well superlattice [39]. These trap-
ping geometries, along with various other lattice structures, have become one of the main
foci of quantum simulation for modelling solid state systems due to the fine tunability
of the lattice parameters available. Investigations of Dirac points [40], the superfluid to
Mott insulator transition [17] and the observation of spatial charge and spin-correlations
in fermions [41] are amongst the many achievements in optical lattices so far [5].
Highly flexible and arbitrary trapping schemes are also possible with light through the
use of various novel optical devices, such as the Acousto-Optic Deflector (AOD) which
can “paint” potentials [42]. In an AOD, an RF transducer is used to apply a time-varying
compression along one axis of an optical crystal, causing spatially-periodic modulations of
the refractive index. A laser beam propagating approximately orthogonal to the compres-
sion wave experiences a time-varying diffraction grating. Adjustments in the amplitude of
the RF wave change the diffraction efficiency of the AOD, whilst frequency adjustments
alter the diffraction angle. The response time of the AOD is much faster (. 1µs) than the
typical response time of the atoms in the trap (∼ 1ms), such that two AODs used together
can create an arbitrary 2D time-averaged potential by quickly adjusting the angle of the
laser beam in both axes (where the third axis is confined via a light sheet). This technique
has managed to trap BECs in a range of static and dynamic spatial patterns such as
rings and small asymmetric lattices [42], exhibiting more variability than the previously
mentioned TAAPs, and has also been used to create a segmented ring for an atom SQUID
potential [43]. A potential limitation of the technique however is in the nature of the laser
scanning, where more complex geometries may prove difficult if the beam cannot raster
fast enough to hold the atoms.
A more recently utilised instrument for manipulating the spatial profile of light for cold
atom experiments is the Digital Micromirror Device (DMD). These devices have a large
array of micromirrors (typically > 1 million mirrors, with a pixel pitch of ∼ 10µm), where
each mirror can be switched between two angles at a rate of ∼ 10 kHz using a computer.
An arbitrary intensity profile can thus be created by sending a binary image to the device,
where the reflected light from the DMD forms the image. The fast micron scale angular
control is achieved by having each mirror attached to a suspended platform which has a
hinge running centrally beneath it, where the platform and mirror are connected to a bias
voltage. Beneath this, in the corners either side of the hinge, are two electrodes which
can be individually addressed. When a bias voltage is applied to the suspended mirror it
will tilt towards one of the addressed electrodes via electrostatic attraction, causing the
fast angular switch. Despite the mechanical nature of the device, over 100, 000 operating
12
hours and more than 1 trillion mirror cycles are capable with a DMD [44].
The DMD, similar to the AOD painting method, has shown to be capable of trapping
BECs in a variety of arbitrary shaped potentials [45]. Whilst a microscope objective was
required to directly image the patterns on to the atoms, the range of traps created by
the DMD is more extensive than the AOD results. Furthermore, due to the speed of
the DMD, grey scale images and time-averaging potentials are possible by modulating
the light with a duty cycle on the mirrors, where the authors of [45] found that > 3 kHz
cycles had a negligible effect on the atom temperature. Grey scale images are also possible
with the DMD via error diffusion [46], where such a technique has been used to create an
entropy-extracting trapping profile for fermions in an optical lattice which was critical in
the recent key observation of long range anti-ferromagnetic ordering [23].
Not only controlling the amplitude, but controlling the phase of light has also been
utilised for novel cold atom traps. Static phase masks [47], for example, are formed
from etched transparent plates which have a refractive index different from air, where
the designed etchings correspond to a desired phase modulation which is imparted to the
incident light beam. Arbitrary atom traps with Fresnel holograms have been investigated
for phase plates [48], but typically the masks are used to create Laguerre-Gaussian (LG)
modes, which are solutions to Maxwell’s equations and can be formed by applying a spiral-
shaped phase to a Gaussian beam. The LG0,l (where l is the winding number) modes in
particular have a doughnut shaped intensity profile (for |l| > 0), ideal for ring traps for
BECs and investigations of superfluid circulation [49].
Phase manipulation can also be used to create more arbitrary light patterns, similar
to DMDs or AODs. One such technique is Generalised Phase-Contrast (GPC) which
directly maps a phase profile to an intensity profile [50]. Here the phase modulated beam
is focused through a Phase-Contrast Filter (PCF), which imparts a pi phase change to
the low frequency components of the beam, whilst leaving the high frequency components
(including the pattern) unaffected. These two portions then interfere and the result is an
intensity profile that takes the same form as the modulated phase.
Typically however, phase manipulation is used to create arbitrary patterns via diffrac-
tion. This does away with the need for a PCF and alignment thereof, but requires compu-
tational modelling for the propagation of the phase modulated beam in order to determine
the phase mask required to realise the desired pattern. This adds a level of complexity
compared to the previously mentioned DMDs, but phase controlling the light also offers
more efficiency compared to the DMD, which is naturally a lossy device as it redirects
light away from the imaging axis.
Finally, whilst phase plates are able to impart the desired phase to the light, they
are rather inflexible as each plate needs to be made separately. Fortunately, there is a
dynamic programmable device that can create arbitrary phase masks known as the phase-
only Liquid Crystal Spatial Light Modulator (LC SLM). This device is the focus of the
work in this thesis. A phase-only LC SLM is an electronic device comprised of an array
of pixel electrodes beneath a liquid crystal. Each electrode can be computer controlled
and, with an applied voltage, the liquid crystal molecules above the pixel can be rotated.
This changes the refractive index along the propagation axis for that pixel, allowing for
a controllable phase modulation of the incident light. The LC SLM has additionally
flexibility in that it can also be used as an amplitude modulator, in conjunction with a
polariser, as the pixels can act as adjustable waveplates. Such a method has managed to
trap a 2D degenerate gas in potentials such as a ring and dumbbell, as well as even more
arbitrary geometries [51].
The LC SLM is slower than a DMD or AOD however, due to the response time
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of the liquid crystal molecules, with the fastest LC SLMs capable of kHz refresh rates
and the slower more flexible models capable of only 10-100 Hz. Despite this, there have
been numerous propositions and investigations with phase-only SLMs with regards to cold
atoms [52, 53, 54, 55, 56, 57, 58, 59] and the faster devices have been used to successfully
trap a BEC and split it into multiple components [53]. Previous work in our group has
also shown that even the slower models are potentially capable of dynamic atom trapping
[55].
The use of both light and magnetic fields is not just limited to trapping atoms either
[3, 24]. The interaction strength of the atoms for example can be controlled both magnet-
ically and optically via Feshbach resonances [60, 61], allowing for investigations in to such
phenomena as the BEC-BCS crossover [62] or molecular formation [63]. The previously
mentioned LG modes also exhibit further manipulation as they are able to optically control
the angular momentum of a BEC. An LG beam carries with it an orbital angular momen-
tum due to its helical phase shape, and this momentum can be transferred to a BEC via
a two-photon process [64, 65, 49], leading to superfluid circulation. Disorder on the atoms
can also be investigated by applying speckled light to the trapping profile, leading to lo-
calisation effects [66] where a DMD has also been used to control such phenomena [67].
Novel atom addressing schemes have also been exhibited with light manipulation, such as
the single-site spin flip technique for optical lattices [68]. Here, a “magic” wavelength of
light is used on individual lattice sites which shifts one of the ground state energy levels,
whilst leaving another ground state unaffected, bringing the atoms on that site closer to
resonance with a separate spin-flip field. This method has also been used with a DMD
to create a line of spin-impurities in a lattice, allowing the investigation of simultaneous
propagation in multiple 1D chains [69].
Light fields have also been used to create artificial gauge fields with atoms [70]. Notable
experiments include the use of laser assisted tunnelling in an optical lattice to induce
cyclotron orbits, mimicking the behaviour of charged particles in magnetic fields with
strengths that are unobtainable by current magnets [71, 72]. Spatial control of the phase
of ultracold atoms is possible as well. A pulsed hard-edged light profile, for example,
can be used to phase imprint on to the atoms and create topological defects known as
solitons [73, 74] which are long-lasting excited states highly studied with regards to phase
transition phenomena.
The techniques for creating bespoke light patterns in combination with atomic ma-
nipulation has opened up a plethora of exciting experiments, where further development
may see new avenues of investigation ahead. Our group, for example, has made use of the
aforementioned, phase-only LC SLM and previously proposed a variety of experiments
with the device, such as an efficient production method to create a BEC [56]. Here, a
Gaussian beam profile typically used for focused optical dipole traps is instead replaced
with dynamic holographic power law traps created with the SLM. A usual evaporation pro-
cess would involve simply ramping down the laser power of the Gaussian beam, resulting
in a shallower trap with reduced trapping frequencies which leads to lower densities as the
cloud cools. Here, however, the profile is tunable with the SLM and the ideal evaporation
parameters can be met as the trap depth is reduced, allowing for a more efficient creation
of a BEC. Another proposed experiment using the SLM regards topological Kondo devices
[75]. The proposal is to emulate a solid-state system which has a superconducting cen-
tral island that interacts with a gas of fermions in one-dimensional external wires. Such
a system exhibits Majorana modes and the capability to control such modes has crucial
uses in topological quantum computation. An experimental realisation of the solid-state
topological Kondo device has yet to be achieved, but a cold atom system offers a clean
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and controllable approach to simulate the device. The trapping geometry required for
such a cold atom experiment is a set of one-dimensional waveguides joined together in a
Y-junction with a junction in the centre acting as the impurity. Our group has shown that
such a geometry can be generated and controlled with an SLM and that the topological
Kondo device may be possible to realise experimentally. Finally, our group has proposed
a smooth dynamic holographic trap for superfluid investigations [55]. The light pattern
here is annular with two bright spots which act as stirring rods. Rotations can be induced
on the BEC by moving the bright spots around the circumference of the ring, where it was
estimated that a sequence of 70 separate light patterns could be used to induce superflow
on to the atoms. The stirring rods could then be slowly removed to leave a uniform ring
for the atoms to flow through. Such flexibility with rings traps have potential applications
to create an atomic analogue of a superconducting quantum interference device (SQUID)
which can potentially be used as a rotation sensing device [76].
Further development of light control with the SLM is therefore of great interest for
atomic physics. For example, simultaneous control of multiple wavelengths of light is
highly desirable not only because of the possible aforementioned atomic manipulation, but
because further control of trapping geometries are also attainable by using combinations
of blue- and red-detuned light (repulsive and attractive potentials respectively). Using an
SLM to control both the amplitude and phase of light incident on the atoms as well can
not only be used to impart momentum, but is also a crucial step in fully realising bespoke
three-dimensional trapping geometries, where such control may prove to be crucial in
future experiments.
1.3 Thesis Overview
The main achievements discussed in this thesis are the observation of the first BEC in
St Andrews, and the developments towards manipulating these atoms in flexible, SLM-
generated, optical potentials. The thesis is outlined as follows: In Chapter 2, the principles
of phase-only modulation using SLMs is covered, along with hologram calculation tech-
niques for bespoke light patterns. My work regarding SLM investigations is presented
here and results thereof for a multi-wavelength control technique, as well as high-fidelity
simultaneous phase and amplitude shaping of light. In Chapter 3, my work regarding
the design, construction and optimisation of our complete ultracold atoms experimental
setup is presented, along with our achievement of forming a BEC. Chapter 4 is then ef-
fectively the combination of the two previous chapters, presenting the successful trapping
of cold atoms in a variety of holographic traps with the SLM methods I have worked on,
before Chapter 5 finally concludes the thesis by pointing to the near-future successes of
the methods developed here.
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Chapter 2
Phase-Only Spatial Light
Modulator Investigations
In this chapter, I will present a number of methods for achieving flexible optical traps by
manipulating the phase of light. Before doing so I will first outline the key technology we
use to realise this: the liquid crystal spatial light modulator.
2.1 Liquid Crystal Spatial Light Modulators
The principle of operation behind the LC SLM is based on the anisotropic properties of
the liquid crystals. The liquid crystal material in the SLM is birefringent, where there are
two refractive indices which are dependent on the orientation of the molecules. Varying
the orientation of the molecules can therefore cause different optical path lengths for an
incident light field, resulting in phase modulation (both amplitude and phase modulations
can also be created by changing the incident light field’s polarisation, although this results
in a reduced light efficiency and some coupling between the two parameters). The orien-
tation of the molecules can be controlled electronically by applying voltages to an array of
pixel electrodes which are in proximity to the liquid crystal. The diffraction efficiency of
0V 5V 2.5V 0V 0V 5V 
Pixel Electrodes 
(on top of VLSI Die) 
Mirror 
Liquid Crystal 
Cover Glass/ 
Transparent 
Electrode 
Reflected 
Wavefront 
Segment of 
SLM Device 
Figure 2.1: Principle of operation of an electronically addressed reflective NLC SLM.
The voltages applied to the electrodes can take multiple values and can be controlled
dynamically via a computer.
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such devices is limited by effects such as the dead space between pixel electrodes, which is
most prominent in transmissive SLMs as this space contains the addressing wires. Reflec-
tive SLMs overcome this problem, but still have a small amount of interpixel dead space
(& 90% fill factor). A sketch of the operation for an electronically addressed reflective LC
SLM can be seen in Figure 2.1.
There are two categories of LC SLMs based on the type of liquid crystal they use:
ferroelectric (FLC) or nematic (NLC). FLCs are the faster choice as their refresh rates can
be in the kHz regime whilst NLCs achieve only 10-100 Hz, although there has been work
on improving the speed of NLCs [77]. The limiting factor of FLCs is that they can only
produce binary phase modulation, resulting in lower diffraction efficiencies and limiting
potential complexities for desired light patterns. NLCs however can achieve multiple levels
of phase modulation (typically 256).
For our investigations, we use an electronically addressed reflective NLC SLM as a
phase-only modulator for high light efficiencies and the ability to form complex atom
traps, at the cost of reduced frame rate. The following sections will first introduce phase
retrieval algorithms which are used to calculate the phase masks for the SLM (Section
2.2). Experimental implementation of the technique will then be discussed (Section 2.3),
followed by developments that I have made towards holographic trapping in the form of a
multi-wavelength technique (Section 2.4) and simultaneous phase and amplitude control
(Section 2.5).
The SLM model we use for the multi-wavelength investigations in Section 2.4 and
the atom trapping in Chapter 4 is a Boulder Nonlinear Systems (BNS) XY-series P256
phase-only SLM, which has a pixel array size of 256 × 256 with a pixel pitch of 24µm.
Each pixel can apply 256 different phase shifts between 0 and 2pi to an incident light
beam. For the conjugate gradient investigation in Section 2.5 we used a Meadowlark XY-
series P1920 phase-only SLM. The P1920 has a pixel pitch of 9.2µm and an array size of
1920× 1152. Both SLMs provide phase-only modulation when the input light has vertical
linear polarisation, where the output polarisation is left unaffected (amplitude modulation
can be achieved with 45 degree linear polarisation, although some phase-coupling is still
present).
2.2 Phase Retrieval Algorithms
Creating arbitrary light patterns with a phase-only NLC SLM can be fairly challenging. If
we consider the far-field diffraction limit for our patterns such that we work in the Fraun-
hofer diffraction regime, then the problem is as follows: if we know both the amplitude and
phase of an input light field (e.g. a laser with a Gaussian beam profile), what is the phase
modulation (hologram) that we need to apply in order to produce the target light field in
the far-field limit? Far-field diffraction can be modelled via a Fourier transform and can
be realised experimentally either by viewing the diffracted light at a long distance from
the SLM, or by focusing the beam with a lens [78]. The problem can then be summarised
mathematically by writing the input beam as A0 (x
′, y′) exp (iθ (x′, y′)), where we want to
find the phase modulation φ (x′, y′) such that F [A0 (x′, y′) exp (i (θ (x′, y′) + φ (x′, y′)))] =
τ (x, y) exp (iΦ (x, y)), where τ (x, y) exp (iΦ (x, y)) is the target light field. For clarity in
the following, I assume θ (x′, y′) = 0, i.e. the input laser beam has a flat phase that we
normalise to zero. I will also be frequently omitting spatial co-ordinates (x, y) for brevity
and clarity.
Since we can realise the far-field with a Fourier transform, then the naive approach
would be to take an inverse Fourier transform of our target light field to determine the
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necessary phase at the SLM plane. This, however, will yield both a phase and amplitude
modulation to be applied to the input light, whereas we only wish to modulate the phase.
An example of such structure can be seen in Figure 2.2 for a target amplitude with a flat
phase.
Target Amplitude Target Phase Input Amplitude Input Phase
IFFT
Figure 2.2: Inverse Fast Fourier Transform (IFFT) of a ring lattice with a flat phase. The
resulting input amplitude and phase are modulated, and whilst the phase can be created
via an LC SLM, the amplitude cannot and must take the form of the incident laser beam
profile (typically Gaussian). As can be seen, the input amplitude is not suitably Gaussian
and therefore the target light field cannot be achieved with a laser shone on a phase-only
SLM.
Thankfully, in many cases the constraints of the problem can be somewhat alleviated
due to the nature of cold atom trapping. For far-detuned optical dipole traps the phase
of the light does not affect the trapping profile (if the dipole-approximation is valid).
Whilst there are some useful capabilities for atomic manipulation using traps with phase
structure, for now we will consider traps which have unconstrained phase profiles.
Without a constraint on the target phase, we can attempt to find a phase modulation
that optimises the target amplitude. In general, this must be calculated numerically and
the quickest and most common approach for doing this is a method known as Iterative
Fourier Transform Algorithms (IFTAs) which will be described in the next section. Follow-
ing this, I will review the most-relevant example of an IFTA: the Mixed Region Amplitude
Freedom (MRAF) [79] method, which I have used to create smooth multi-wavelength traps
[80]. I will then review alternative calculation methods based on minimisation routines in
2.2.3, followed by our chosen minimisation routine of Conjugate Gradient Minimisation
(2.2.4) which I used to create high-fidelity patterns [81]. This section will then conclude
with a review of the initialisation of these algorithms.
2.2.1 Iterative Fourier Transform Algorithms
IFTAs, first developed by Gerchberg and Saxton (GS) in 1972 [82], are capable of effi-
ciently computing holograms through an iterative calculation process. The principle of
the calculation utilises the phase freedom in two planes, Fourier transforming back and
forth between the SLM plane and Fourier plane (when using a lens placed at a distance
of one focal length f away from the SLM, the Fourier plane corresponds to the plane at
a distance 2f away from the SLM) and replacing the amplitudes of the results each time
with the target or the laser profile as appropriate. The phase information is maintained
throughout and thus evolves towards an acceptable solution.
The IFTA begins the calculation with an initial light field
E
(1)
in = A0e
iφ0 , (2.1)
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formed of the incident beam profile, A0, and a guess phase modulation, φ0. The guess
phase can be chosen to help improve the initial conditions of the calculation [79]. E
(1)
in is
then Fast Fourier Transformed (FFT) to realise the far-field diffraction of the SLM, giving
a light field which can be written generally as
E
(1)
out = FFT
(
E
(1)
in
)
,
E
(1)
out = A
(1)
oute
iϕ(1) ,
(2.2)
where A
(1)
out is the output field amplitude and ϕ
(1) is the output field phase. A
(1)
out is then
replaced with the target amplitude, τ , to form
G
(1)
out = τe
iϕ(1) . (2.3)
An inverse FFT is then performed on G
(1)
out to determine the field back at the SLM plane,
leading to
G
(1)
in = IFFT
(
G
(1)
out
)
,
G
(1)
in = A
(1)
in e
iφ(1) ,
(2.4)
where A
(1)
in is the resulting amplitude and φ
(1) is the phase. We once again replace the
amplitude, but now with the incident beam profile A0 leading to
E
(2)
in = A0e
iφ(1) . (2.5)
The first iteration of the calculation is now complete and further iterations of the same
process occur, until the number of iterations reaches a specified limit, or the error between
𝐸𝑖𝑛
(1)
= 𝐴0𝑒
𝑖𝜙0  𝐸𝑜𝑢𝑡
(1)
= 𝐴𝑜𝑢𝑡
(1)
𝑒𝑖φ
(1)
 
𝐺𝑜𝑢𝑡
(1)
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(1)
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(1)
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(1)
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(1)
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Figure 2.3: Diagram of the IFTA calculation process.
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the output electric field amplitude and the target is no longer reduced (stagnates). For
our work the error used is the RMS error, defined as
(n) =
√
1
N
∑
x,y
(
A
(n)
out (x, y)
2 − τ (x, y)2
)2
(2.6)
and the stagnation criterion is
(n) − (n−1) < 10−k. (2.7)
Here N is the number of pixels, x and y are the pixel indices in the output plane and k is
the user defined stagnation parameter. By the end of the calculation, the hologram φ(n)
(where n is the number of iterations the calculation took) will have been determined and
can be applied to the incident laser beam to form the pattern in the far-field. A diagram
of the IFTA process is shown in Figure 2.3.
Whilst holograms can be generated through this method, the algorithm tends to strug-
gle for continuous patterns and produces a characteristic speckle which would lead to rough
trapping potentials for the atoms, causing potential heating and fragmentation as seen in
atom chips for magnetic potentials [83].
2.2.2 Mixed Region Amplitude Freedom
A variant of the IFTA algorithm which leads to smoother patterns is MRAF, developed by
Pasienski and De Marco in 2008 [79]. This technique takes the concept of phase freedom
in the standard GS IFTA and extends it to amplitude as well. By considering that, in
general, it is not necessary for the entire output plane to have a well defined amplitude, one
can construct a region away from the desired pattern where amplitude is unconstrained.
Whilst this will lead to a loss in light efficiency as unwanted light will be dispersed to
this region, the MRAF method reduces the constraints on the IFTA process, allowing for
smoother patterns to be generated over the standard GS algorithm.
Target Intensity Measure Region (MR) Signal Region (SR) Noise Region (NR)
Figure 2.4: Example of ring lattice target pattern and associated regions of interest for an
MRAF calculation. The regions of interest are shown in red.
The MRAF process is similar to that of the GS algorithm, except now there are
regions of interest in the output plane, shown in Figure 2.4. Three regions are defined in
the process, the measure region (MR), signal region (SR) and noise region (NR). Along
with these, a mixing parameter (m) is introduced. The measure region is defined for
the purpose of error metrics and occupies the high intensity regions of the target pattern
(typically regions where the intensity is > 1% of the maximum intensity of the target).
In the signal region the amplitude is kept constrained and the phase is left unconstrained.
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Finally, in the noise region both amplitude and phase are unconstrained. The relationship
between these regions is that MR ⊂ SR, while NR is the complement of SR (NR = SRC).
The mixing parameter is used to control the percentage of light retained within the signal
region. With these parameters, G
(n)
out from Equation 2.3 is changed to
G
(n)
out =
(
m τ |SR + (1−m)A(n)out|NR
)
eiϕ
(1)
. (2.8)
By defining the SR such that it leaves a sizeable gap of zero intensity between the
noise region and the edge of the trapping pattern, the noise region light can be considered
separate from the trap profile. If there is still a possibility for the atoms to be affected by
the light in the noise region, an iris can be used on the pattern such that only the desired
trap profile is allowed to pass through. Then, the clean resulting pattern can be imaged
on to the atoms instead. A slight alternative to the MRAF method, known as OMRAF,
puts a base level of light around the target pattern in the SR, rather than leaving it as
zero intensity, which has shown some improvements on the RMS error [57], although this
may cause interference artefacts when attempting to iris the pattern.
With the MRAF method, a clear improvement on the smoothness of the light profile
is seen over the GS algorithm, with approximately one third of the light efficiency for
most patterns. Smoothness of the trapping potential for cold atoms is crucial to avoid
fragmentation or heating in the cloud. A visual comparison between the two algorithms
is shown in Figure 2.5 for an example ring lattice pattern.
For the MRAF algorithm a regional error can be defined based on the measure region:

(n)
MR =
√
1
NMR
∑
x,y∈MR
(
A˜
(n)
out (x, y)
2 − τ (x, y)2
)2
, (2.9)
where NMR is the number of pixels in the measure region and A˜out is the renormalised
output electric field such that the maximum intensity of the calculated pattern in the
measure region is equal to the maximum intensity of the target.
We have coded both the GS and MRAF algorithms in Matlab. Example patterns,
shown in Figure 2.5, were calculated for 100 iterations, which took 10.9 s and 10.3 s for
GS and MRAF respectively, resulting in GSMR = 10.7% whilst 
MRAF
MR = 0.6%.
Our work with the MRAF algorithm for creating atom traps using multiple wavelengths
is presented in Section 2.4. However, for completeness I will first make a short digression
where I review alternative hologram calculation methods previously undertaken by the
group, most notably the conjugate gradient method.
2.2.3 Minimisation Algorithms
Whilst IFTAs are effective at producing SLM phase masks for target intensities, there are
still other methods available such as direct search [84] or genetic algorithms [85]. These
are less common however as they are computationally far more demanding but, unlike the
IFTA approach, they calculate the holograms via a directed minimisation process. This
can be advantageous as the optimisation can be controlled and specific aspects of the light
pattern can be weighted with higher importance in the calculation.
The most brute force approach is the direct search algorithm [84] which optimises
an initial guess hologram by changing the phase of randomly-selected individual pixels in
order to reduce a chosen cost function (e.g. the difference between the output intensity and
target intensity). Pixel changes which lower the value of the cost function are maintained
while those which do not are discarded, allowing the algorithm to find a minimum of the
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cost function. Whilst this is feasible with binary holograms, for multiple phase levels the
number of calculations needed becomes too high for standard computers as the parameter
space of the problem is enormous.
Genetic algorithms take an evolutionary approach to the problem instead by treating
a range of initial guess holograms as parents which breed a new set of holograms. The
new set are then compared against each other with respect to a cost function, where the
most promising are kept for the next breeding stage. The breeding process also allows
introduction of mutations, which can help the calculation avoid getting stuck in local
minima. This method still requires high computing power however. Our group found that
this technique proved to be effective for small simple patterns with binary phase levels.
However, for larger patterns and 256 phase levels, the calculation run times took several
hours and led to memory issues with the computer. Further information can be found in
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Figure 2.5: Comparison of the intensity output for the GS and MRAF algorithms for
an example ring lattice pattern. The spots are fragmented in the GS calculated pattern,
whilst the MRAF pattern remains smooth in the region of interest. The mixing parameter
used for the MRAF pattern was 0.4 and the light efficiency is 30%, whilst the GS pattern
light efficiency is 100%.
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Callum MacArthur’s master’s thesis [86].
Another minimisation approach we have investigated was originally developed in our
group in 2012 [87, 88] and uses the computationally efficient technique known as conjugate
gradient minimisation [89]. Initially this method was also slower than the IFTA approach,
requiring over 100 times more iterations to converge than a typical MRAF calculation.
However, the minimisation code has now been further developed to allow comparable run
times with the MRAF method. We have shown in [81] that this method produces excep-
tionally high accuracy and versatility beyond state-of-the-art demonstrations of IFTAs for
simultaneous phase and amplitude control. This work is presented in Section 2.5, whilst
the following section gives an introduction to the conjugate gradient method.
2.2.4 Conjugate Gradient Minimisation
Rather than making calculations throughout the entire parameter space like the direct
search method, the conjugate gradient minimisation technique reaches a minimum by
utilising the gradient of slopes of the cost function, greatly reducing the number of cal-
culations needed. As an efficient minimisation process this method has seen effective
use in a variety of fields, most prominently in energy calculations in quantum mechanics
[90, 91, 92], whilst our group is the first to utilise the technique for calculating holograms
[88, 81].
The conjugate gradient method is suitable for linear problems of the form Ax = b [89],
where b is a vector, A is a matrix and x is an unknown vector to be solved. So, for a scalar
quadratic function with a general form
f (x) =
1
2
xTAx− bTx+ c, (2.10)
then the gradient of this function (if A is symmetric) is
f ′ (x) = Ax− b, (2.11)
which when equated to zero gives the suitable linear problem and allows us to find a
minimum (or maximum) of the function f (x).
The conjugate gradient method is related to the steepest descent approach, which will
be described first. In order to simplify the description we can consider a two-dimensional
parameter space (for our purposes, this would correspond to a hologram consisting of only
two pixels, each capable of multiple phase levels) with an arbitrary cost function which is
parabolic in shape in keeping with Equation 2.10. To find the minimum, the calculation
starts in an initial location (random or an educated guess) in the parameter space and
determines the direction in which the cost function has the steepest descent. A step is
then taken along this line such that the cost function is minimised in this direction. At
this new location, the orthogonal direction to the previous steepest descent is taken (this
also corresponds to the direction of steepest descent at the new location), and a new step
is made which minimises the cost function along this line. The steps are then repeated
until a local minimum is found, as shown in Figure 2.6.
Whilst this method can find a minimum, the convergence rate can be strongly depen-
dent on the initial starting point of the calculation. Steps are often repeated in the same
direction as each descent is orthogonal to its predecessor, as depicted by the zig-zags in
Figure 2.6, so if an initial step does not converge well, the latter ones may not be very ef-
fective either. To overcome this, instead of the orthogonal search directions being chosen,
the conjugate directions can be taken instead i.e.
dT1 Ad2 = 0, (2.12)
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where d1 and d2 are the search vectors which are conjugate with respect to the matrix A.
This can be viewed of as taking orthogonal directions, but in a stretched (scaled) space
characterised by A, the principle of which is shown in Figure 2.7(b) (indeed, an alternative
name for conjugate directions is A-orthogonal or orthogonal in the space A).
These search directions can be generated through conjugation of the steepest descent
directions (using a conjugate Gram-Schmidt process) [89] and take the form
di+1 = ri+1 + βi+1di, (2.13)
where i denotes the iteration of the calculation, ri+1 is the direction of steepest descent
at the starting position of step i+ 1 and βi+1 is defined as
βi+1 =
rTi+1ri+1
rTi ri
. (2.14)
An immediate advantage of this approach is that it guarantees convergence in ≤ N
steps, where N is the dimensionality of the parameter space. Furthermore, in terms
of computational storage, each new conjugate search direction can be constructed with
storage of only the previous search direction and steepest descent direction whilst still
maintaining the minimisation achieved by earlier steps. This means faster convergence in
comparison to the steepest descent approach and a highly efficient technique in finding
the minimum of a quadratic function.
In a general problem however, the function may be more complicated and will not
be purely quadratic. Non-linear conjugate gradient algorithms such as the Polak and
Ribie`re variant [89] help to overcome this and are effective for approximately quadratic
functions. However, for such complicated functions the method can also get trapped
in local minima rather than finding the global minimum. Despite this, our group has
shown that highly accurate hologram calculations are possible with the conjugate gradient
method with reasonable robustness to initial conditions of the calculation [88].
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Figure 2.6: Cartoon of the steepest descent minimisation technique for an arbitrary
parabolic cost function in a 2D parameter space. The blue point correponds to the start
position of the calculation. The red point is the minimum of the cost function.
24
For our hologram calculations the cost function in the problem compares the calcu-
lated electric field and a chosen target, where the parameter space for the optimisation
encompasses all the different phase distributions that the SLM can generate. The simplest
cost function (which will be considered here) would be the difference between the target
intensity and output intensity. The flexibility of the conjugate gradient technique over
the IFTA approach comes about with the freedom to choose an appropriate cost function
and in Section 2.5, investigations for an amplitude- and phase-dependent cost function are
presented.
A schematic of the conjugate gradient optimisation process is shown in Figure 2.8. The
calculation begins by setting the initial parameters as with the IFTA approach, where the
output plane is calculated via a Fourier transform (other propagation calculation steps
are possible, see Section 2.5.3). This sets the initial position in the parameter space for
the algorithm to begin. The cost function and its gradient are then used to determine the
direction of steepest descent at this location. For the first iteration, the steepest descent
is utilised directly and the minimum along this line is found. At this new location in the
parameter space (corresponding to a different hologram with new phase values) the output
plane is once again calculated and the cost function and gradient determined as before.
For the next iteration (and subsequent iterations), the minimisation step is taken along
the conjugate direction, as defined by Equation 2.13. This process then continues and at
each iteration the change in gradient compared to the previous step is checked against
a stagnation criterion, where if the change is below a chosen threshold, the calculation
stops. Alternatively the algorithm can reach a maximum number of iterations as set by
the user where the calculation stops. By the end, the optimised hologram for the SLM is
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Figure 2.7: Conjugate gradient minimisation example. The blue point correponds to the
start position of the calculation. The red point is the minimum of the cost function. (a)
Cartoon of the conjugate gradient minimisation technique for the same function as in
Figure 2.6. The method now reaches the minimum in two steps, where the two search
directions are conjugate. (b) Visualisation of conjugate directions. The same function as
before except viewed in a “stretched” space (x′ and y′) such that the parabola is symmetric.
Here the search directions from (a) are orthogonal.
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Figure 2.8: Block diagram of the hologram calculation process using conjugate gradient
minimisation.
generated and can be exported for use.
The advantage of being able to specify different cost functions can be seen in Figure
2.9 which is taken from [88]. Figure 2.9(a) is the result of using a cost function of the form
Ca =
∑
x,y
(
τ˜2 (x, y)− A˜2out (x, y)
)2
, (2.15)
where a multitude of optical vortices are present, greatly distorting the intensity profile
such that it has a fractional RMS error of 26%. Optical vortices are points of greatly
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reduced intensity which appear due to a phase winding occurring in the output plane and
are difficult to remove due to their topologically protected nature. Clearly, the algorithm
has been trapped in a local minimum and cannot remove the vortices without increasing
Ca. This vortex-stagnation problem is well known in IFTAs as well [79, 93]. Figure 2.9(b)
however, uses a cost function which suppresses the vortices by additionally smoothing the
intensity over nearest neighbouring pixels
Cb =
∑
x,y
{(
τ˜2 (x, y)− A˜2out (x, y)
)2
+
[(
A˜2out (x, y)− A˜2out (x, y ± 1)
)2
+
(
A˜2out (x, y)− A˜2out (x± 1, y)
)2]}
.
(2.16)
(b) 
(a) 
Figure 2.9: Conjugate gradient calculations of a second-order power-law trap. Left: Pro-
files of the intensity. The colourbar denotes the relative intensity of the insets. Right:
Vortex map, where the red pixels in the vortex map are of 2pi phase windings, the blue
pixels are of −2pi phase windings and the black circle corresponds to the trapping (signal)
region. (a) An unnacceptable intensity profile is generated using the cost function from
Equation 2.15. The green inset shows the target intensity and the red inset is the result of
20000 iterations of conjugate gradient minimisation. (b) A far smoother result is achieved
using the cost function from Equation 2.16. The reason for this improvement is both a
reduction in the number of optical vortices present in the signal region and the migration
of the remaining vortices to the very edges of the signal region where the target electric
field amplitude is already close to zero. Figures taken from [88].
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This removes the low intensity pixels from the trapping region over the course of the
calculation (30000 iterations) to create a smooth light pattern, improving the RMS error
to 0.43%. This reduction is caused by indirect manipulation of the phase in the output
plane. As seen in Figure 2.9, both the number of vortices and their location has improved:
a reduction from 232 to 130 vortices within the signal region is beneficial, but of greater
importance is the fact that the optical vortices are now present only at the edges of
the signal region where the electric field amplitude of the target is intentionally close to
zero. This additional specificity that the minimisation technique provides can be used to
weight features of interest in the target pattern which the IFTA methods may be unable
to address, for example by minimising flicker between consecutive frames of a dynamic
pattern [56].
2.2.5 Algorithm Initialisation
The algorithms discussed in the previous sections use Fourier transforms to realise the
output plane of the SLM. Computationally, this involves discretising the electric field in
to a two-dimensional matrix and using a two-dimensional Fast Fourier Transform (FFT) to
calculate the output. However, in order for the FFT not to lose resolution when calculating
the output plane, the input electric field needs to be padded. This involves making the
matrix larger by introducing zero values to the borders. From the Nyquist theorem, the
output plane can be fully resolved by padding an N ×N hologram such that it becomes
a 2N × 2N matrix with the N ×N hologram in the centre [57]. An example of padding
the initial electric field of a hologram calculation is shown in Figure 2.10. Due to this zero
padding, for an SLM of 256 × 256 pixels, the algorithms actually deal with matrices of
512× 512 pixels. Only at the end of the calculation is the unpadded hologram extracted
to be used on the SLM. For more details on zero padding see [94].
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Figure 2.10: Example of padding the initial electric field matrix for a 256 × 256 SLM in
order to fully resolve the resulting output plane calculated by a FFT. In this example the
initial phase chosen is a random guess and the amplitude is the input gaussian beam on
the SLM plane.
Another important aspect of the initialisation of a hologram calculation is the starting
SLM phase. If the algorithm is robust to initial conditions then the initial phase choice
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would be arbitrary and could be a random distribution, such as that shown in Figure 2.10.
However, random phase values in the output plane can cause speckle noise [95, 96] and it
has been shown that an initial guess phase can lead to better convergence for hologram
calculation [79] by avoiding early stagnation due to the formation of optical vortices. The
guess phases, K0, used for both the MRAF and conjugate gradient methods in this work
are the same as those in [79] which are a combination of quadratic (KQ), linear (KL) and
conical (KC) phase gradients:
KQ = 3R
(
αx2 + (1− α) y2) ,
KL = D (x cos (µ) + y sin (µ)) ,
KC = B
√
(x2 + y2),
K0 = KQ +KL +KC .
(2.17)
Here, R is the curvature of the quadratic profile and α1−α is the aspect ratio. For the linear
shift, the magnitude of the gradient is D whilst µ is the angle (direction) that the shift
takes. Finally, B is the magnitude of the conical gradient. The pixel indices are denoted
by x and y.
The quadratic profile, KQ is a Fresnel lens that changes the spatial extent of the
diffracted light, whilst the linear shift KL is a diffraction grating which moves the light
to a desired region of the output plane. The conical phase gradient KC creates a hole in
the centre of the diffracted light and can be useful for an initial guess of a ring shaped
target. The combination of these gradients, K0 can be used as an initial guess phase such
that it shapes the light appropriately for a given target. An example of the different phase
gradients and an initial guess phase for a ring lattice target is shown in Figure 2.11.
In general, the guess phase has to be optimised manually by adjusting the parameters
in Equations 2.17 such that the resulting light in the output plane mimics the target as
best as possible, where finer adjustments can be made to further reduce the final error of
the calculation.
2.3 SLM Experimental Implementation
When implementing a hologram experimentally with an SLM, the generated light pattern
deviates from the expected result due to optical aberrations that arise from imperfections
of the optical system [97]. Since an SLM is able to adjust the spatial profile of light, it
is also able to compensate for these aberrations by including a correction phase on top
of the hologram (summed modulo 2pi). This usually involves measuring the wavefront of
the beam with a wavefront sensor, although the SLM can also be used to characterise the
wavefront itself [98]. One approach for example monitors an interference pattern produced
by grating modes that are spatially segmented on the SLM [99, 100]. If the incident
wavefront is flat, then the modes should interfere the same way regardless of which region
is probed. If there are deviations in the wavefront, however, then the interference pattern
will change and a map of the beam’s phase can be recorded.
For our holograms we also correct for experimental aberrations; however, we employ
the use of a simple feedback process developed previously by our group which bypasses
the need to measure the wavefront of the light [59]. Firstly, the technique calculates the
target pattern as usual, for example with the MRAF method. The resulting hologram
is then applied to the SLM where the diffracted pattern is imaged using a camera. The
experimental image is then compared with the original target and a new target pattern
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is generated which compensates against any discrepancies. A new hologram is then cal-
culated based on this modified target, which is applied to the SLM. This process is then
iterated until a stagnation point or a maximum iteration number is met.
The compensating target is formed by taking the discrepancy in the measure region,
Di = T˜i − M˜i, and adding it to the target for the next iteration with a gain parameter γ
(typically chosen to be between 0.3 and 0.6) such that T˜i+1 = T˜i+γDi. Here i denotes the
iteration of the feedback process, T is the target intensity and M is the measured intensity,
where the tildes denote normalisation with respect to the mean value of all pixels in the
measured output brighter than 50% of the maximum target value (this normalisation is
chosen due to its resistance against low level noise on the camera image).
In order for the discrepancy between the target and measured output to be taken, the
camera image is rescaled to match the target. The scaling factors, including angle and
magnification, are first determined by applying simple grating phases to the SLM in both
the vertical and horizontal directions and then recording the positions of the diffracted
spots. The distance and angle between the spots in the measured output is then compared
against the target and the scaling factors are taken.
With this feedback approach to correcting aberrations, smoother light patterns have
been produced suitable for trapping and RMS errors can be reduced by factors of up to
3 or 4 [59]. An example of such results (taken from [59]) are shown in Figure 2.12 along
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Figure 2.11: Guess phase construction using K0 = KQ +KL +KC with associated output
intensities for an incident gaussian beam. (a) A quadratic phase gradient KQ is used to
spread light across a larger region of the output plane. Here KL = 0 and KC = 0, while
R = 1.5 mrad px−2 and α = 0.7 to give the appropriate spread of light in the ouput plane.
(b) The linear phase gradient KL is used to move the light around the output plane. Now
KC = 0, R = 1.5 mrad px
−2 and α = 0.5, and the position is set by D = −pi/2 mrad px−1
and µ = pi/4. (c) The conical phase gradient KC is used to add a hole to the pattern.
Here KL = 0, R = 1.5 mrad px
−2 and α = 0.5, while B = 0.35 mrad px−1 adds the hole.
(d) Phase guess for an elliptical ring lattice pattern. Here R = 1.5 mrad px−2, α = 0.7,
D = −pi/2 mrad px−1, µ = pi/4 and B = 0.35 mrad px−1. (e) Ring lattice target, for
which the guess phase in (d) is suitable.
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Figure 2.12: (a) The feedback process. Here, Pi denotes the predicted intensity from the
MRAF calculation. (b) The measured signal region intensity for a Gaussian ring with a
restriction using the initial MRAF-calculated phase profile (left) and after eight iterations
of feedback optimisation (right). (Below) the intensity around the circumference showing
the target pattern (red), and the measured profile before (green) and after (blue) feedback.
(c) RMS error progression for each iteration of the feedback. Figures taken from [59].
with a diagram of the feedback process. In Section 2.4.3, the extension of this method to
multiple wavelengths is described along with the experimental results.
2.4 Multi-Wavelength Light Profiles Using MRAF
Previous work in our group has yielded smooth light profiles suitable for atom trapping
by using MRAF [55, 56, 59]. Here, I will present an extensition to the MRAF method to
incorporate different wavelengths, allowing us to produce smooth, multi-wavelength traps
through the use of only one SLM [80].
There already exist proposals for cold atom experiments which make use of light fields
with multiple wavelengths illuminating the atoms simultaneously but with different spatial
distributions, e.g. [101, 102, 103, 104]. Furthermore, multi-wavelength holograms have
previously been demonstrated for applications in fullcolour display technology: by using
multiple spatially-separated holograms [105, 106]; by time-division [107], spatial-division
[108] or depth-division multiplexing [109]; and by illuminating a single phase-pattern with
different wavelengths at appropriate angles [108, 110].
We have developed a multi-wavelength method that uses only a single hologram illu-
minated by co-propagating, overlapped laser beams. This is advantageous to a cold atoms
experiment, where optical access is often limited. It also offers the flexibility of adding a
new wavelength as the need arises with an easy alignment process and without additional
computational demand. The method exploits the regionality of the MRAF technique: we
design a target intensity that combines each of the spatial distributions for all wavelengths
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within which the position of each feature is set by considering the relevant wavelengths.
The resulting calculated SLM phase for such a target will then diffract the multiple wave-
lengths such that they overlap in the output plane. The MRAF code used in the following
investigations was programmed in Matlab.
The diffraction limit in the output plane can be written as
∆l = 1.22
λ
2NA
, (2.18)
where λ is the wavelength of the light and NA is the numerical aperture of the lens used to
create the light pattern. Since the diffraction limit is linearly dependent on the wavelength
of the light, so are a target feature’s size and position in the output plane. We use this fact
to design target intensity distributions with a distinct feature for each wavelength of light
with which the SLM will be illuminated. This is demonstrated by the simple pattern in
Figure 2.13, which contains two Gaussians. The positions of the Gaussians in the target
pattern are selected such that when the SLM is illuminated with 780 nm and 1064 nm
light, the outer Gaussian at 780 nm is overlapped with the inner Gaussian at 1064 nm.
To achieve this, the Gaussians in the target are located at a distance r1064 = 208 pixels
(px) and r780 = 1064/780× 208 = 283 px from the centre of the plane. We then calculate
the required phase corresponding to monochromatic illumination of the SLM using the
MRAF algorithm.
A drawback of the method is that, due to the curvature of the Fourier plane, patterns
which extend further away from the zeroth order have aberrations which can effect the
desired intensity. Also, the technique requires separable patterns and thus appreciably
Figure 2.13: a) Target pattern containing Gaussians at r1064 = 208px and r780 = 283px,
measured from the centre of the output plane, which is the location of undiffracted light
in experimental light profiles. The outer ring of light is due to the choice of signal region
(light tends to collect at the outer edges of the signal region for our MRAF calculations).
b) Phase modulation required to achieve this target pattern. c) Fourier-plane intensity
acquired with 780nm (blue) illumination. d) Fourier-plane intensity acquired with 1064nm
(red) illumination. e) Fourier-plane intensity acquired with both 780nm and 1064nm
illumination (transparency plot).
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different wavelengths such that patterns do not need to be diffracted so far from the zeroth
order, accentuating the aberrations. However, the technique is easily implemented, in
contrast to previous approaches [108, 110], as the incident beams need only be overlapped
on top of each other since the different diffraction angles are compensated for by the target
itself. Furthermore, whilst the light efficiency is reduced due to wasted light in the output
plane, only one SLM is required and the entire SLM plane is utilised by all wavelengths.
Experimentally, the holograms were generated using a single, reflective, phase-only
SLM (BNS P256). A total of three diode lasers at different wavelengths were used in the
setup, one at 670 nm (Toptica LD-0670-0025-AR-2), another at 780 nm (Sanyo DL7140-
201S) and the third at 1064 nm (Roithner RLT 1060-100G), each of which were inde-
pendently passed through single mode fibres and expanded to a 1/e2 radius of 3.5 mm
before being overlapped using appropriate dichroic mirrors (Thorlabs DMSP1000L and
CVI LWP-45-RP670-TP800-PW-1525-C). After reflection from the SLM (14◦ AOI), the
beams are focused by a single, off-the-shelf, f = 150 mm, achromatic doublet. By mount-
ing the camera on a translation stage and observing the focus of the patterns at the
different wavelengths, the chromatic shift of the focal plane was measured to be less than
5µm, where 5µm was the smallest increment of translation that the stage was capable
of. For alignment, the undiffracted light (which contains ∼ 50-60% of the incident light
power) from each of the three beams is overlapped in the Fourier plane of the SLM, which
is imaged onto a Thorlabs DCU224M CCD camera. A diagram of the setup is shown in
Figure 2.14.
Returning to our example pattern, when we illuminate the hologram from Figure
2.13(b) with 780 nm light, we measure two Gaussians with 1/e2 waist of 91 ± 3µm, at
1.34 ± 0.01 mm and 1.93 ± 0.01 mm from the zeroth-order (undiffracted) light. From
this and the zeroth-order distances of the target previously mentioned (r1064 = 208 px and
r780 = 283 px) we calculate the diffraction-limited spot in this optical system as 6.7±0.2µm
at 780 nm. With 1064 nm illumination, the Gaussians have 1/e2 waist of 130± 9µm and
are centred at 1.86± 0.01 mm and 2.57± 0.01 mm, implying a diffraction-limited spot of
9.0±0.1µm at 1064 nm. The farther Gaussian at 780 nm and the nearer Gaussian at 1064
nm are therefore almost overlapped in the output plane, displaced approximately δ70 µm,
while both the ratios of the diffraction limits and of the Gaussian widths is equal to the
ratio of the illuminating wavelengths, as expected.
2.4.1 Calibrating the SLM for Different Wavelengths
The phase-only SLM changes the phase of the light by altering the orientation and thus
the refractive index of the liquid crystals, as mentioned in Section 2.1. The phase response
of the SLM can be optimised for a particular illumination wavelength by calibrating the
voltages applied to the pixels. The set of voltages to be used on the SLM is referred to as
a look-up table (LUT). If multiple colours are incident on the SLM then the LUT cannot
be optimised for all of the wavelengths, but a compromise can be found.
In order to calibrate the SLM for different wavelengths we applied a range of checker-
board phase patterns to the SLM with varying phase differences and monitored the un-
diffracted component of the output intensity. The checkerboard phase pattern creates a
grid of spots around the zeroth order (undiffracted light), where the relative phase dif-
ference between the blocks of the checkerboard determine the amount of light diffracted.
By spatially filtering the diffracted light such that only the intensity of the zeroth order
is recorded (using a power meter or photodiode), the phase response of the SLM with
respect to the incident light can be determined and a LUT generated.
An example of the LUT generation process is shown in Figure 2.15. The checkerboard
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patterns used had blocks with size 4 × 4 pixels, allowing for a calibration at high spatial
frequency suitable for typical holograms. The theoretical response of the zeroth order
intensity I0 with varying phase differences in the checkerboard follows
∆φ = 2 cos−1
(√
I0
)
, when ∆φ < pi,
∆φ = 2
(
pi − cos−1
(√
I0
))
, when ∆φ > pi.
(2.19)
With the known response of the SLM for the checkerboard patterns, the zeroth order can
be measured for varying phase levels (using a linear LUT) and compared to the cosine
function expected, with a few caveats. The first is the asymmetry between the φ < pi and
φ > pi. The intensity of the zeroth order at 2pi phase difference between blocks is lower
than that of 0 phase difference as the molecules which lie between the pixels experience
partial rotation and therefore some diffraction still occurs. Also, the LC molecules have a
non-linear response to the voltages applied by the pixels. Rescaling is therefore necessary.
Furthermore, the cosine function covers the full 2pi range response of the SLM such that
not all 256 voltage levels are used. This requires the LUT to be interpolated to fill in the
gaps.
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Figure 2.14: Experimental setup for the multi-wavelength holograms. All beams are
spatially-filtered by their own single mode fibre, producing a Gaussian profile. For clarity,
a single lens is used to represent the beam expansion at the output of the fibres (in the
actual setup, more than one lens was used to create the 3.5mm 1/e2 beam radii for each
wavelength). Simple beam blocks were used to take images of wavelengths separately. The
beams are overlapped on top of each other with the dichroics (the figure shows the beams
slightly offset, but this is just for clarity).
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Figure 2.15: LUT generation. Checkerboard phases with simulated resulting diffraction
patterns: (a) ∆φ = 0. (b) ∆φ = pi/2. (c) ∆φ = pi. (d) Raw zeroth order power as
measured by a power meter. The asymmetry of the cosine function is due to the non-linear
voltage response of the LC molecules. (e) The rescaled SLM response using Equations 2.19,
such that the amplitude is normalised to 1 (for both ∆φ > pi and ∆φ < pi) and the phase
values range between 0 and 2pi. (f) The phase values against gray levels showing the
non-linear response of the SLM. These gray levels can now be compared to a phase change
and a LUT can be generated (with some interpolation).
With the above method the choice of LUT can thus be optimised. For the three colour
patterns in Section 2.4.3 a LUT optimised for 780 nm was chosen as this was the best
compromise for all three wavelengths. The light efficiency changes are small, for example,
we measured a 7% increase in light efficiency for 1064 nm light diffracted with a 1064 nm
LUT as opposed to 1064 nm light diffracted with a 780 nm LUT.
2.4.2 Sub-Diffraction Limited Rings
One application of this multi-wavelength approach is overlapping two diffraction-limited
spots with wavelengths detuned either side of an atomic resonance. The red-detuned
light gives an attractive trapping potential while the blue-detuned light gives a repulsive
central potential. As the diffraction limit is smaller for the blue-detuned light, the resultant
ring-shaped potential is sub-diffraction limited. Further explanation of the origin of the
attractive and repulsive forces for different detunings will be discussed in Section 3.7.
While such a simple geometry can also be achieved without holography, an SLM can
produce arrays of these small ring traps by tailoring the target profile, while further,
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Figure 2.16: a) Intensity profile of diffraction limited spots at 1064 nm (red) and 670 nm
(blue). b) and c) Resulting trapping potential, calculated as the difference between the
two intensity profiles. The thickness of the ring is < 50µm, below the diffraction limit of
either colour. d) An array of sub-diffraction limited rings.
more-complicated sub-diffraction-limited features can be designed.
Here we show an example by producing a ring trap with 670 nm and 1064 nm light,
which are respectively blue- and red-detuned from the main cooling transitions in rubid-
ium. If we were to design ring traps with only 1064 nm light, their smallest attainable
radius would be approximately twice the diffraction-limited spot radius at 1064 nm. By
comparison, the radius of the two-colour ring is predicted to be a factor 3.6 smaller than
the single-colour ring radius. Compared to a single-wavelength 1064 nm ring, the thickness
of the two-colour ring is again predicted to be reduced by a factor of 1.8, giving a higher
trapping frequency. Experimentally, we de-magnify the beams impinging on the SLM to
a 1/e2 radius of 1.1 mm to avoid clipping on the SLM aperture which would aberrate the
point-spread function of the diffraction-limited spots. In order to acquire well-resolved
images of the light pattern (see Figure 2.16) we also magnify the Fourier plane by a factor
of 2.5 using a confocal telescope. The Airy disks of the diffraction-limited spots have 1/e2
radii of 53.9± 0.5µm for 670 nm and 88± 2µm for 1064 nm. When the ratio I/δ (where
I is the peak intensity and δ the detuning) is the same for both colours, we measure the
resultant ring-shaped trapping potential to have a radius of 53.5± 0.5µm and a 1/e2 half-
width of 44± 3µm, consistent with our predictions. The generation of arrays of these ring
traps, as shown in Figure 2.16d), is accomplished by designing a target profile containing
two arrays, with array periodicities and placements being defined by the wavelengths of
the illuminating light.
2.4.3 Multi-Wavelength Feedback Algorithm
Our feedback method (as mentioned in Section 2.3) was not applicable for the sub-
diffraction limited rings as they were formed from diffraction limited spots. However,
in order to correct for aberrations in continuous geometries, a multi-wavelength feedback
method was developed by regionalising the algorithm to correct only the relevant output-
plane features for each wavelength.
As an example, we consider dressing a standing-wave optical lattice with the trapping
potential proposed in [101] for entropy removal of lattice-confined fermionic atoms, which
consists of a central attractive dimple potential surrounded by a repulsive barrier to sep-
36
arate atoms in the dimple from the remainder of the ensemble. In this scheme, which
could be implemented in state-of-the-art quantum gas microscopes [111], the dimple and
repulsive barrier produce a low-entropy region in the centre, and the high-entropy atoms
outside the repulsive barrier can be removed to lower the entropy per particle. A cartoon
of the entropy removal scheme is shown in Figure 2.17 (Taken from [101]). This removal
could, for example, be achieved using the single-site addressing techniques of Weitenberg,
et al [68]. In brief, a magic-wavelength light beam is used to impart a differential light
shift of the hyperfine ground states of the atoms by ∼ 100 kHz. The light-shifted atoms
are transferred between the ground states using a microwave pulse. All atoms in one or
other state can now be selectively removed by resonant excitation with high efficiency
while atoms in the other state remain in the ground state of the potential well [68].
1064 nm 670 nm 780 nm 
1064 nm 670 nm 780 nm 
Figure 2.17: Entropy removal scheme taken from [101]. (a) The atoms trapped in a
parabolic profile are loaded into an optical lattice. (b) Atoms in a dimple at the centre of
the trap form a low entropy band insulator. This core region is isolated from the rest of
the system, the storage region, by rising potential barriers. (c) The high entropy atoms in
the storage region are removed from the system. (d) The system is relaxed by flattening
the dimple and turning off or pushing the barriers outwards.
We have shown that the spatially-varying light patterns in this method can be gener-
ated with a single SLM: the central attractive-dimple potential is calculated using 1064
nm light and the repulsive barrier to separate the dimple from the remainder of the en-
semble is generated using 670 nm light (which is blue-detuned from resonance for 40K).
In addition, we design a tailored profile for magic-wavelength addressing of atoms outside
the trapping potential, using our 780 nm light as proof-of-principle (the magic-wavelength
of 40K is 768.4 nm and therefore within easy reach of our method). In order to achieve
the desired 100 kHz differential light shift between the 4S1/2 ground states of
40K, 10 mW
in the magic-wavelength beam could form, for example, a ring of diameter 120 µm with
50 µm width. The differential light shift from the 1064 nm light will be very small (∼ 40
Hz for 1W of power and a trap radius of ∼ 50µm).
Our target intensity profile, shown in Figure 2.18, therefore has three components: a
Gaussian with 1/e2 radius of 12.4px at r = 126px from the plane centre; a 27.4px diameter
Gaussian ring with 1/e2 radial half-width of 5.7px at r = 172px; and a second Gaussian
ring of 24px diameter and 5.7px radial half-width at r = 200px. For each of these features
we assign a signal region as shown in Figure 2.18, which is where the feedback algorithm
compensates aberrations. Converting to output-plane coordinates, all three features will
be centred at the same coordinate and their relative sizes will be such that the inner
diameter of the 670nm ring overlaps with the edge of the 1064nm Gaussian and the outer
37
diameter of the 670nm ring overlaps with the inner diameter of the 780nm ring. We
calculate an initial phase using the MRAF algorithm, which is displayed on the SLM and
illuminated with each of the three lasers in turn. To implement the feedback algorithm,
the acquired image is compared to the target profile as in [59]. However, here we compare
the acquired image to the target within only the appropriate region for each wavelength,
e.g. we ignore the two rings in the image acquired with 1064nm. Within this region the
difference between target and acquired pattern is added to the original target to create
a new target for a subsequent iteration of MRAF. For all subsequent iterations the same
routine applies, except that the difference between target and acquired pattern is added to
the previous iteration’s target. For the example shown, four iterations of feedback reduce
the rms error of the 670 nm ring to 8.1%, the 780 nm ring to 9.3% and the 1064 nm
Gaussian to 0.5%, from 21.3%, 20.9% and 8.6% respectively. While the algorithm does
leave some magic-wavelength light within the region of the central dimple, this will not
have a deleterious effect as it will serve to light shift atoms in this region farther from
resonance with the microwave source. These feedback-enhanced patterns are shown in
Figure 2.19 together with the resulting composite pattern, which could be superimposed
on fermions trapped in an optical lattice. If necessary, the light in the remainder of the
output plane can be blocked with a pinhole.
To show the generality of our approach, we have created a range of further light patterns
which may have use in ultracold atom experiments, as shown in Figure 2.20. Pattern a)
consists of a red-detuned elliptical optical trap, which is partially superimposed with a 6th-
order super-Lorentzian profile detuned by several tens of GHz from an atomic resonance.
The latter would cause the phase of the illuminated and non-illuminated sections of a
BEC trapped in the ellipse to evolve at different rates, causing a phase-slip which leads
to soliton formation [112]. Our feedback algorithm gives a smooth ellipse with 1.4% rms
error and a super-Lorentzian with 1.7% rms variation in the flat-top. Figure 2.20b) shows
a red-detuned ring trap with an independent blue-detuned barrier to be used in soliton-
interferometry as proposed in [104]. The rms variation around the circumference of the ring
Figure 2.18: Target pattern for lattice-based entropy reduction, showing the subset of the
plane containing the signal regions to be used within the feedback algorithm. The target
consists of two rings and a Gaussian, designed for 670nm, 780nm and 1064nm. The blue,
green and red regions will be optimised for 670nm, 780nm and 1064nm respectively.
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Figure 2.19: Entropy-separation light pattern illuminated with a) 670nm, b) 780nm, c)
1064nm, d) all three wavelengths. e) Trap profile versus position for 670nm (blue) and
1064nm (red) and the resultant combined trapping potential (black) within the region
where the three wavelengths overlap. The magic-wavelength light (green) allows spatially-
selective microwave state transfer of atoms outside the resultant potential, after which a
resonant light pulse (which does not need to be spatially controlled and may be directed
orthogonally to the SLM-generated pattern) can selectively remove the transferred atoms.
is 4.5% while the barrier rms error is 4.3%. In previous work [55] we have demonstrated
that ring traps of this accuracy are adequate for cold atom experiments.
The study of conduction between two reservoirs along a one-dimensional channel in-
terrupted by repulsive barriers was recently proposed in [113]. An optical potential in this
geometry is shown in Figure 2.20c), where the rms variation along the conduction channel
is 3.3%. Finally, the authors of [102] have proposed non-equilibrium dynamic behaviour
investigations of BECs in attractive potentials with a narrower dimple which is offset from
the centre of the trap, with the potential bounded by hard walls. The blue-detuned ring
in Figure 2.20d) will produce a steep potential at the edges of the red-detuned trap, which
has an rms error of 1.3%.
A test of the success of our approach to multi-wavelength hologram generation is the
control of the relative positions of features at different wavelengths. We compare measured
and designed multi-wavelength patterns by assuming that one wavelength is well-aligned
to its target, and finding the offset of patterns in other wavelengths. When the illuminating
beams are well-overlapped both before the SLM and in the zeroth-order of SLM diffraction,
after feedback we find that the difference between target and measured positions for the
second (and third) wavelengths is less than 5µm (one camera pixel) irrespective of the
pattern size and distance from the zeroth order. Furthermore, while the chromatic shift of
the focal plane of our optical system is small, for more advanced optical systems such as
those in [68, 111], the chromatic shift between the wavelengths may be larger. This may
be overcome by independently adjusting the initial collimation of each of the laser beams
before they impinge on the SLM.
The multi-wavelength scheme is therefore a simple method to produce accurate light
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a) b) 
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Figure 2.20: A selection of light patterns suitable for cold atom experiments, generated
with 1064nm (colour) and 780nm (gray-scale, shown with background transparency for
clarity). The scale bar in each image denotes 50µm. a) Elliptical red-detuned trap,
partially illuminated by off-resonant light with a sharp edge for phase manipulation of
Bose-Einstein condensates. b) Red-detuned ring trap with blue-detuned barrier. c) Red-
detuned double well, connected by a thin channel interrupted by blue-detuned barriers.
d) Red-detuned trap with additional offset attractive dimple, bounded by a blue-detuned
ring to create hard walls to the trapping potential.
patterns with multiple wavelengths for use in cold atom experiments. In particular, illu-
mination with overlapped beams is desirable from the perspective of cold atoms exper-
iments which often have limited optical access into the experimental vacuum chamber.
The method also offers the flexibility to add another wavelength to the experiment with
a simple alignment procedure. With only a single phase-only SLM needed, the technique
was able to create a variety of trapping patterns with rms errors of only a few percent
using a regional feedback scheme, shown to work with 670nm, 780nm and 1064nm wave-
lengths. Such multi-wavelength schemes would be difficult to achieve with a single DMD
or pair of AODs, showing a clear benefit of using a phase-only SLM for atom trapping
and manipulation.
2.5 Phase and Amplitude Control with Conjugate Gradient
Minimisation
Following on from multi-wavelength control using our phase-only SLM, we also investi-
gated the ability to tailor both the amplitude and phase of light in the output plane.
As we showed in Section 2.2.4, controlling the output plane phase can give significant
improvements in the quality of the trapping potentials. However, there are additional
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interesting applications of light fields with control over both amplitude and phase. Simul-
taneous control over the amplitude and phase of light has allowed significant advances in
optical trapping of microscopic objects [114], microscopy [115] and optical communication
[116]. Independent spatial control over both the amplitude and phase of trap light is also
increasingly desirable in the field of ultracold atoms, for example in the transfer of orbital
angular momentum from light to atoms [49], and in the creation of artificial gauge fields
[117, 118, 119]. As already mentioned, in the particular case of trapping ultracold atoms
in continuous geometries [55, 57, 59, 75, 79, 80], accuracy and smoothness of the intensity
are vital to avoid fragmentation.
A variety of methods have been developed which allow arbitrary independent control
over both phase and amplitude. Tandem or cascaded approaches sequentially manipulate
the amplitude then phase using either two Spatial Light Modulators (SLMs) or two distinct
regions of a single SLM [120, 121, 122]. Analytical approaches which calculate a single
phase-only modulation to simultaneously sculpt amplitude and phase include the shape-
phase method [123] and a variety of methods which spatially control the height, and
thus diffraction efficiency, of the applied phase [124]. Recently, IFTA variants have also
been demonstrated in controlling both phase and amplitude [125, 126], and a high-fidelity
superpixel approach has also been created for DMDs [127].
The following section shows our investigations for an alternative iterative method to
creating patterns with independent control over the phase and amplitude profiles, detailing
the work in our paper [81]. The method involves the extension of the conjugate gradient
minimisation technique described in Section 2.2.4 such that phase and amplitude control
is achieved to produce a variety of high fidelity and smooth patterns which are designed
primarily for optical trapping. The principle of the calculation is shown in Figure 2.21.
The calculation process continues until the cost function stagnates (i.e. when the difference
in the value of the cost function between iterations is below 10−5), or when a maximum
iteration number of 200 is reached (this maximum iteration number was chosen as it
was found that the accuracy would show minimal increase for more iterations, see Figure
2.26a)).
The conjugate minimisation code used for the following investigations was originally
written in Fortran by Tiffany Harte and later adapted to Python 2.7, with use of the
Theano library [128]. The Python conjugate gradient minimisation uses the Polak and
Ribie`re [89] method. The codes used in this section are freely available online [129].
2.5.1 Cost Function Choice
The main advantage of the conjugate gradient minimisation approach over the IFTAs is
the high level of control it gives over any feature of interest in the output plane, provided
that the feature can be encapsulated within an analytical cost function C. This defines an
effective error to be minimised, and judicious choice of the cost function terms can allow
precise guiding of the hologram optimisation process. Therefore, accurately controlling
both the amplitude and phase of the light simply requires one to identify a suitable cost
function. In order to determine the best choice of cost function, the test pattern used
for our initial investigations was a small Gaussian Line pattern in the far-field with a
linear phase gradient across it, shown in Figure 2.23(a) (the application of such a light
field is discussed in Section 2.5.2). The initial conditions were kept the same for each cost
function, with a 1/e2 beam radius of 2mm and guess phase parameters of R = 3mrad px−2,
α = 0.5, D = −pi/2mrad px−1, µ = pi/4 and KC = 0.
The error metrics used for initial tests were an intensity RMS MR, as in Equation 2.9,
a relative phase error Φ, light efficiency η and the fidelity F . The relative phase error is
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Figure 2.21: Block diagram of the phase and amplitude optimisation process with conju-
gate gradient minimisation. The P denotes a light field propagator (which was an FFT
in Figure 2.8), where the FFT is used to calculate far-field patterns, whilst ASPW is used
for near-field.
given by
Φ =
∑
x,y | (Φ (x, y)− ϕ (x, y) + P (x, y)) |2∑
x,y |Φ (x, y) |2
, (2.20)
where Φ and ϕ are the target phase and output phase respectively. The P term is a phase
correction term which accounts for the cyclical nature of the phase, e.g. a phase target
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Figure 2.22: Error metrics from the cost function investigation. CF1 corresponds to C1
from Equation 2.23, where CF1a has α = 1 and β = 1, CF1b has α = 1 and β = 0.01 and
CF1c has α = 1 and β = 0.005. CF2 corresponds to C2 from Equation 2.24, where CF2a
has α = 0.1 and β = 1, CF2b has α = 1 and β = 1 and CF2c has α = 1 and β = 0.1. CF3
corresponds to C3 in Equation 2.26 (without the multiplicative prefactor, i.e. d = 0). The
resulting patterns of these investigations are shown in Figure 2.23.
pixel of 2pi and an output of 0.1pi would produce a large error term corresponding to a
difference of 1.9pi, when the correct error is in fact 0.1pi. The fidelity [127] is given as
F =
∣∣∣∣∣∑
x,y
τ˜ (x, y)∗ E˜out (x, y)
∣∣∣∣∣
2
, (2.21)
where τ˜ (x, y) =
√
T˜ (x, y) exp (iΦ (x, y)) is the target electric field. The over-tilde denotes
normalisation over a specified region of interest, which was small compared to the total
output plane. Similar to the MRAF method described in Section 2.2.2, we chose this
region of interest to encompass regions of non-zero amplitude in the target pattern (MR)
plus a surrounding area of zero intensity. This signal region is also used for the phase error
calculation. The fidelity is effectively the complex inner product of the target and output
electric fields, such that for normalised fields (normalised such that the sum of the total
in the signal region is equal to 1), the maximum fidelity is 1 corresponding to a perfect
match of the target and result.
43
00.2
0.4
0.6
0.8
1
0
:
2:
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 2.23: Intensity and phase results for different cost functions, corresponding to
the calculations in Figure 2.22 (see Table 2.1 for error metrics). (a) Target pattern of
a Gaussian line with a linear phase gradient. The predicted output from the hologram
calculated in (b) CF1a, (c) CF1b, (d) CF1c, (e) CF2a, (f) CF2b, (g) CF2c and (h) CF3,
as defined in Figure 2.22.
The light efficiency η is simply the percentage of light in the region of interest compared
to the total output plane. For the final investigations in Sections 2.5.2 and 2.5.3, instead
of the intensity RMS being used, we adopted the non-uniformity error from [126] to allow
for a comparison with their single SLM method of controlling amplitude and phase. The
non-uniformity error is given as
nu =
∑
x,y |M (x, y)
(
I˜ (x, y)− Ia
)
|2∑
x,y |M (x, y) T˜ (x, y) |2
, (2.22)
where M (x, y) is a binary mask which is equal to one where the target intensity is approxi-
mately uniform (T (x, y) > 0.98) and zero everywhere else, and Ia = (1/N)
∑
x,yM (x, y) I˜ (x, y)
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is the average output intensity in the uniform region (N is the total number of pixels in
the measure region).
Results of the various cost functions investigated for control over the amplitude and
phase are shown in Figure 2.22 and Figure 2.23, where the first cost function attempted
was a straightforward extension of our previously-used Ca from Equation 2.15, i.e.
C1 =
∑
x,y
[
α
(
I˜ (x, y)− T˜ (x, y)
)2
+ β
(
Φ (x, y)− ϕ (x, y) + P (x, y)
)2]
, (2.23)
where α and β are the intensity and phase weighting terms. The difficulty in this cost
function is the choice of values for α and β where one must seemingly compromise the
other. Investigations with C1 led to poor results, such that a balance between the phase
and intensity terms could not be easily found and high accuracy with respect to the target
electric field could not be attained. Furthermore, the phase error also accounts for the
low intensity pixels in the signal region, despite the phase constraint being less necessary
there.
To combat this unwanted phase constraint, a modification to the cost function C1 was
made by weighting the phase term with the intensity of the target:
C2 =
∑
x,y
[
α
(
I˜ (x, y)− T˜ (x, y)
)2
+ βT˜ (x, y)
(
Φ (x, y)− ϕ (x, y) + P (x, y)
)2]
. (2.24)
The cost function in Equation 2.24 showed a dramatic improvement over C1, although it
was still dependent on finding the optimal values for α and β, such that a poor choice for
the terms would lead to large errors as seen in Figure 2.23(e).
As an alternative to C2 we also tested an additional cost function which incorporates
the fidelity from Equation 2.21. The inner product for the normalised fields has a clear
optimal value of 1 which can be used as a minimisation criterion and the form of the
function simplifies the equations as the phase correction term P is no longer necessary
and the intensity is already weighting the phase constraints. However, a constraint on the
chosen cost function became apparent for our technique as a complex function could not
be easily differentiated in Python. This meant that the form of the cost function had to
take only the real component of the inner product, as follows:
C3 = 10
d
(
1−
∑
x,y
Re
{∣∣∣τ˜ (x, y)∗ E˜out (x, y)∣∣∣})2 , (2.25)
= 10d
(
1−
∑
x,y
√
I˜ (x, y) T˜ (x, y) cos (Φ (x, y)− ϕ (x, y))
)2
, (2.26)
where the over-tilde this time denotes normalisation such that the intensity of the entire
signal region is equal to 1. The multiplicative prefactor 10d was later found to increase the
steepness of the cost function within the parameter space and improve convergence time
and accuracy. The cost function used for the initial investigations shown in Figure 2.22
and 2.23 did not have this prefactor and instead was multiplied by the number of pixels
in the signal region.
The various results of the cost function investigation are summarised in Table 2.1.
Cost function C3 proved to be the most promising as it not only optimised the fidelity
extremely well as expected, but also did so with the fewest iterations. Whilst the light
efficiency is the lowest of all the cost functions (7.9%), the errors are much better, with a
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final intensity RMS of 2.7%, a phase error of 0.02% and a fidelity of 0.998. By comparison,
the best result from C2 gave a light efficiency of 9.2%, an intensity RMS of 15.6%, a phase
error of 0.03% and a fidelity of 0.944. Even though cost function C3 stagnated in the
fewest iterations, the total time taken for the calculation was actually longer than for
C2 as it required more function and gradient evaluations. The total time taken for the
calculation with C3 was 163 s, whilst the total time taken for the best result from C2
was 110 s. However, C3 does not require the added parameters of α and β, therefore no
added optimisations are needed on the cost function itself. For these reasons we chose cost
function C3 for our phase and amplitude hologram calculations.
2.5.2 Far-Field Results
To begin with, an investigation of the target size along with initial beam size was un-
dertaken in order to determine the extent of amplitude and phase control possible in the
output plane with our method. The results for a Gaussian line, similar to the pattern in
Figure 2.23, are shown in Figure 2.24.
As expected, a smaller pattern has both a better fidelity and light efficiency as the
smaller signal region results in less pixels being constrained in the algorithm. However,
the larger patterns still show promising results. In typical trapping experiments, small,
tightly confining light fields are often required anyway, whilst optical setups can adjust the
size of images with magnifying or demagnifying telescopes. For this reason the size of the
patterns for subsequent investigations with far-field diffraction were kept small, although
were sizeable enough to clearly exhibit the desirable amplitude and phase structure.
To exemplify the effectiveness of the technique, we tested our method on a range of
target patterns particularly chosen with applications to optical trapping in mind. We
calculated a pattern of phase values between 0 and 2pi for the SLM plane of 256 × 256
pixels (with a pixel size of 24µm). The patterns were diagonally offset from the centre of
the plane by 85 pixels to avoid the zeroth order (undiffracted light) that would appear due
to the finite efficiency of the SLM. This constrained two of the initialisation parameters
to D = −pi/2 and φ = pi/4. To avoid further initialisation parameters, we also omitted
any use of the conical guess phase KC from Equation 2.17 and kept the aspect ratio of
the quadratic phase as 1 : 1.
The region of interest of the calculated intensity and phase for each of our target pat-
terns is shown in Figure 2.25. The pattern similar to a Laguerre-Gaussian (LG) mode
provided a good benchmark for our method and such patterns have a wide variety of uses
[130], including in ultracold atom experiments to induce circulation states [49]. We could
also retain the phase structure of LG modes but with arbitrary amplitude profiles. As
Table 2.1: Cost function investigation error metrics.
CF α β F η Φ MR
% % %
CF1a C1 1.0 1.0 0.030 24.4 15 48.4
CF1b C1 1.0 0.01 0.110 34.2 81 7.1
CF1c C1 1.0 0.005 0.110 28.5 95 4.1
CF2a C2 0.1 1.0 0.237 52.2 2.0 32.5
CF2b C2 1.0 1.0 0.944 9.2 0.03 0.8
CF2c C2 1.0 0.1 0.932 10.7 1.0 0.6
CF3 C3 - - 0.998 7.9 0.02 0.5
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Figure 2.24: Far-field calculations for the Gaussian line pattern with different initial beam
sizes and target sizes. The region of interest (ROI) corresponds to the signal region and
is circular, centred on the target pattern (see Figure 2.4). The guess phase curvature
R chosen for the investigation was 2mrad px−2. (a) Fidelities with different beam sizes
and target sizes. (b) Light efficiencies with different beam sizes and target sizes. (c)-(e)
Full plane output intensities with ROI = 45 px (Gaussian line size 30 px), ROI = 80 px
(Gaussian line size 50 px) and ROI = 105 px (Gaussian line size 70 px) respectively, all
with an initial input Gaussian 1/e2 half-width of σ = 2 mm.
examples, ring and square lattices with underlying phase windings have potential applica-
tions for quantum simulation of magnetic flux in solid state systems [117]. Ultracold atoms
confined in a honeycomb lattice with alternating phase between nearest neighbouring sites
have also been shown to experience an artificial gauge field in a graphene quantum sim-
ulator [118], while a trapping potential comprising a flat intensity profile and an inverse
square power-law phase has been proposed for investigations on sonic horizons and artifi-
cial black holes [119]. A Gaussian line with a phase gradient across it can be used to trap
particles in optical tweezers, but at the same time cause them to flow [131]. As a test of
our method’s versatility, we also chose the more arbitrary patterns of a chicken and eggs
[132] which have uncorrelated intensity and phase patterns.
For the example of the Gaussian line pattern (with σ = 1.5mm and R = 3.5mrad px−2)
Figure 2.26a) shows the evolution of the fidelity through the calculation for different values
of the steepness parameter d in Equation (2.26). Lower values of d cause early stagnation
of the algorithm into poor quality local minima in comparison to larger values of d. This
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Figure 2.25: The far-field results from the conjugate gradient optimisation showing nor-
malised intensity I˜ (colour) and phase ϕ (grey) in the region of interest. The flat top
pattern (e) has the light outside the measure region removed for clarity whilst the arbi-
trary pattern (g) does not show the noise region, also for clarity. The error metrics for
each pattern are shown in Table 2.2.
is due to the stagnation criterion being kept the same for all calculations (norm of the
gradient less than 1×10−5) and thus changing the steepness parameter effectively changes
the point at which the calculation stops. For example, a small enough steepness parameter
could result in the first gradient calculated to be less than the stagnation criterion, thus
immediately stopping the calculation. The maximum iteration number was reached for
d > 6, whilst the fidelity would increase at approximately the same rate for d > 4 (only
d = 1, 2, 3, 6 and 9 are shown in Figure 2.26 for clarity). It was found that a steeper cost
function would not only lead to improved fidelities in the patterns, but also faster calcu-
lation times per iteration t (Figure 2.26b)). Multiplying the cost function by a prefactor
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initially was thought to only effect the intervention of the stagnation criteria. However
the different values of d, especially at low values, take different trajectories regarding error
reduction, and also the d = 1 result actually reaches stagnation after d = 2 or d = 3.
This may be an indication of floating point rounding errors in the calculation, where more
information is lost when the computer deals with very small numbers which have many
decimal places. A typical minimisation routine converges in < 200 iterations at a total
duration of < 75s with a standard desktop computer (2.5 GHz processor) with d = 9. For
all patterns shown in this thesis, we have used d = 9 unless stated otherwise.
For each pattern we perform an optimisation over the initialisation conditions σ and
R (see Figure 2.26c)-d)). It was found that smaller incident laser beam sizes and reduced
curvature in the guess phase led to higher light efficiency at a reduced fidelity. The beam
size and curvature for the patterns in Figure 2.25 were chosen to provide both good light
efficiency whilst maintaining a high fidelity. The optimal values of calculated holograms
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Figure 2.26: a) Evolution of fidelity F for the Gaussian Line pattern shown in Figure
2.25f) with σ = 1.5 mm and R = 3.5 mrad px−2. Cost function used was C3. At low
values of the steepness d of the cost function, the algorithm stagnates earlier and returns
a lower fidelity hologram. b) The final fidelity and the time per iteration t as a function of
d. c) Fidelity and d) efficiency η as a function of incident laser beam size σ and quadratic
guess phase curvature R.
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are shown in Table 2.2.
The authors of [126] recently developed an IFTA for full-plane control of amplitude
and phase, which they compared to a previous regionally-constrained algorithm [125].
They find that the regionally-constrained algorithm is more accurate at the cost of light-
utilisation efficiency, which has also been seen in amplitude-only control algorithms [79, 88]
and in the present work. For far-field holograms of lines of continuous intensity with phase
gradients, the regional algorithm gives nu = 0.04%, Φ = 1.63% and η = 3.48%, while
the full-plane IFTA is less accurate (nu = 3.48% and Φ = 3.77%) but achieves higher
efficiency (η = 77.84%). For our chosen cost function in Equation (2.26), the comparable
continuous patterns amongst our range of targets (i.e. the Gaussian Line and Flat Top)
are significantly smoother: we find nu is lower by a factor 6-20 and Φ is lower by one
or two orders of magnitude than the regional IFTA. The light-utilisation of the conjugate
gradient optimised patterns is a factor 3-11 times higher than the regional IFTA, but
between 15-53% of the full-plane IFTA. If light utilisation is of greater importance, the
freedom in choice of the cost function terms and their relative weightings could be exploited
to prioritise the efficiency at the expense of accuracy or smoothness.
2.5.3 Angular Spectrum Wave Propagation Results
The conjugate gradient method is not only limited to far-field patterns. By changing
the propagator for the light fields from a Fourier transform to Angular Spectrum Wave
Propagation (ASWP) [78] we are also able to optimise near-field patterns, exemplifying
the versatility of the approach.
The ASWP method converts the electric field into an angular spectrum (via Fourier
transform) which is built up of plane waves travelling in unique directions. This angular
spectrum is then multiplied by a propagation term and converted back to give the electric
field in the desired plane. Further details on the propagation method are covered in [78].
A complex field in the z = 0 plane can be written in Fourier representation as
U (x, y, 0) =
∫ ∫
A (fx, fy, 0) exp (2pii (fxx+ fyy)) dfxdfy, (2.27)
where fx and fy are the frequency Fourier pairs of x and y, and A (fx, fy, 0) is the angular
spectrum which is simply the two-dimensional Fourier transform of U (x, y, 0). The angular
spectrum method is able to determine the effects of propagating the field in the z direction
via a solution to U (x, y, z) in terms of the original angular spectrum A (fx, fy, 0). The
Table 2.2: Error metrics for the calculated patterns in Figure 2.25, with optimal values of
σ, R and region of interest diameter ROI.
Pattern σ R ROI 1− F η Φ nu
mm mrad px−2 px % % %
2.25(a) Laguerre Gauss 1.0 4.5 42 3.0× 10−6 41.5 0.0003 0.005
2.25(b) Graphene 1.4 2.7 78 4.4× 10−4 13.1 0.0003 0.010
2.25(c) Ring Lattice 1.2 3.9 71 1.5× 10−6 24.6 0.00006 0.001
2.25(d) Flat Top 1.0 4.5 63 1.8× 10−4 11.3 0.2 0.007
2.25(e) Square Lattice 1.2 4.5 124 1.6× 10−5 10.6 0.0009 0.02
2.25(f) Gaussian Line 1.4 2.9 45 1.4× 10−5 20.4 0.001 0.002
2.25(g) Chicken & Egg 1.6 4.5 128 7.1× 10−2 2.0 1.3 -
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propagated field can be written as
U (x, y, z) =
∫ ∫
A (fx, fy, z) exp (2pii (fxx+ fyy)) dfxdfy, (2.28)
which must satisfy the Helmholtz equation (∇2U + k2U = 0), leading to the solution
A (fx, fy, z) = A (fx, fy, 0) exp (iµz) , (2.29)
where µ =
√
k2 − 4pi2 (f2x + f2y ). If µ is real then the propagated angular spectrum is
simply the initial angular spectrum with a phase factor and the propagated field can be
determined via a sequence of Fourier transforms from the initial field:
U (x, y, z) = F−1 [F [U (x, y, 0)] exp (iµz)] . (2.30)
In regards to our setup, k corresponds to the laser light wave vector and fx and fy are
the spatial frequencies with regards to the dimensions of the SLM. Unlike the far-field
calculations which used a single Fourier transform, the ASWP method allows for the
propagation distance to be specified and near-field holograms can be calculated.
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Figure 2.27: Target size investigation with ASWP. The initial guess phase for the calcula-
tions is flat. (a) Fidelities for different beam sizes and target sizes. (b) Light efficiencies for
different beam sizes and target sizes. (c)-(f) Full plane output intensities for ROI = 51px,
ROI = 92px, ROI = 142px and ROI = 193px respectively, all with σ = 2mm. Lower light
efficiencies and fidelities are seen for the smaller pattern in comparison to the far-field
results due to the nature of the ASWP method.
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Figure 2.28: ASWP Gaussian line pattern optimisation as a function of guess phase cur-
vature R, propagation distance z and illuminating beam size σ with fidelity results on the
left and light efficiency on the right. For a) and b), the propagation distance was kept at
200mm. For c) and d), the guess phase was flat. For e) and f), the beam size was kept at
2mm.
With the ASWP investigation, it was found that larger target patterns corresponded
to improved light efficiency and fidelity with the beam sizes chosen for the calculations,
differing from the far-field calculations which performed better for smaller sizes. Even
though the number of constrained pixels is higher, for the ASWP propagation technique,
a Fourier transform and an inverse Fourier transform (along with a small-distance propa-
gation term) are used, such that a target pattern which is comparable in size to the initial
beam is most favourable for light utilisation. For all calculations in Figure 2.27, the 1/e2
beam waist of the incident beam was 117 px, which is most similar in size to the length
of the Gaussian line target (130 px) of Figure 2.27(e) which was indeed both the most
accurate and most efficient result. The patterns were therefore chosen to be larger than
the patterns for the near-field investigation.
Since the use of the ASWP method has the additional parameter of the propagation
distance z, we investigated the effects of this on the Gaussian line target, along with the
effects of using the guess phase from the far-field calculations and initial beam size. The
results are shown in Figure 2.28.
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The results of the parameter scans for the ASWP calculations show that the strongest
dependence is on the propagation distance and initial beam size. The guess phase curva-
ture had the least effect on the fidelity and efficiency. For this reason the guess phase was
kept flat for further calculations to reduce the free parameters and ease the optimisation
process. The optimised results are shown in Figure 2.29 and the corresponding errors and
parameters are shown in Table 2.3.
2.5.4 Experimental Verification
We verify the far-field calculated holograms experimentally using the setup shown in Figure
2.32a). The output of a 1070nm fibre laser (IPG Photonics, YLP-5-1070-LP) is expanded
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Figure 2.29: The near-field results from the conjugate gradient optimisation showing nor-
malised intensity I˜ (colour) and phase ϕ (grey) in the region of interest. The error metrics
for each pattern are shown in Table 2.3.
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Table 2.3: Error metrics for the calculated patterns in Figure 2.29, with optimal values of
σ, z and region of interest diameter ROI.
Pattern σ z ROI 1− F η Φ nu
mm mm px % % %
a) Laguerre Gauss 1.6 200 196 3.0× 10−5 65.7 0.0005 0.004
b) Graphene 3.0 100 198 3.0× 10−4 21.8 0.020 0.004
c) Ring Lattice 2.8 200 156 1.0× 10−3 23.8 0.030 0.003
d) Flat Top 2.8 125 155 5.6× 10−5 27.2 0.014 0.002
e) Square Lattice 3.0 200 266 1.7× 10−3 31.4 0.029 0.130
f) Gaussian Line 2.0 200 142 5.0× 10−5 33.0 0.002 0.004
g) Chicken & Egg 2.8 50 128 4.3× 10−2 8.2 0.600 -
to an experimentally-convenient 1/e2 waist of 3.0mm and split using a polarising beam
splitter. One path is phase-modulated as it is reflected (14◦ AOI) by a liquid crystal
SLM (BNS P1920) and focused onto a CCD camera (Thorlabs DCU200 Series) using
an f = 150mm achromatic doublet. The other path gives a reference beam which is
optionally recombined with the modulated beam after the focussing optic to produce
interference fringes which are used to extract the phase of the modulated light via the
Fourier transform fringe analysis method [133], described later in this Section.
As an initial test of the patterns however, the reference beam was not used and the
propagation of the light field out of the focussing plane was instead observed by moving
the camera on a translation stage. Since the hexagonal lattice pattern had a periodic
flat phase target, this was ideal for indirectly observing the phase control of the light. A
comparison between the hexagonal lattice pattern with phase control against the same
pattern without phase control could be made, where the flat phase front should maintain
the intensity structure of the light out of the image plane far better than the field with
random phase. One pattern was therefore calculated with the cost function C3 from
Equation 2.26, whilst the other was calculated with Ca from Equation 2.15 which leaves
the phase unconstrained. Images from this initial investigation are shown in Figure 2.30.
As can be seen from the comparison in Figure 2.30 the phase controlled target does
maintain the Graphene pattern structure well, indicating that the light field has the desired
phase structure and that the target has been replicated accurately. The noise region
however does not have any phase control and if the pattern is observed further out of
plane than shown in Figure 2.30, the light in the noise region eventually encroaches on the
signal region. However, over the range of ∼ 3 mm, the phase controlled Graphene pattern
maintains its structure as opposed to the unconstrained pattern which loses its shape if
propagated out of the plane by ∼ 0.5 mm. Intensity fluctuations throughout propagation
are also more apparent without phase control, where a single diagnosis spot in the lattice
was found to have a propagation intensity RMS deviation of 13.9% for Ca, as opposed to
4.5% for C3 over the ∼ 3 mm distance.
In order to better diagnose the patterns however, extraction of the phase itself is
desirable such that an error can be ascertained with respect to the target. With the Fourier
transform fringe analysis method, only one picture of interference fringes is required to
extract the phase of a beam (an example of the observed fringes for the Laguerre-Gaussian
pattern is shown in Figure 2.31(a)). The technique involves Fourier transforming the
interference image formed by overlapping a large flat-phased reference beam and the light
pattern of interest, where extraction of the phase is done by isolating the desired spectra
via filtering and frequency shifting.
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Figure 2.30: Propagation investigation. (a) Graphene pattern without phase control. The
light efficiency calculated by Ca was 87.3% and the RMS 19.2%. (b) Graphene pattern
with phase control. The light efficiency of the pattern calculated by C3 was 12.6% and the
intensity RMS was 6.6%. Graphene pattern without phase control. The light efficiency
calculated by Ca was 87.3% and the RMS 19.2%. The laser power was reduced for the Ca
pattern to avoid saturating the camera. (c) Propagating spot intensity fluctuation, where
the spot of interest is denoted by a red circle in both (a) and (b).
A general fringe pattern can be written in the form [133]
g (x, y) = a (x, y) + b (x, y) cos (2pif0x+ ϕ (x, y))
= a (x, y) + c (x, y) exp (2piif0x) + c
∗ (x, y) exp (−2piif0x) ,
(2.31)
where the a (x, y) and b (x, y) terms contain unwanted variations and c (x, y) is given by
c (x, y) =
1
2
b (x, y) exp (iϕ (x, y)) . (2.32)
Here, ϕ (x, y) is the phase structure of the light pattern which we we wish to extract, whilst
the f0 term is the spatial-carrier frequency which is dependent on the relative angle of
overlap between the two interfering beams, such that a large angular difference corresponds
to a large frequency.
A Fourier transform of g (x, y) with respect to x leads to
G (fx, y) = A (fx, y) + C (fx − f0, y) + C∗ (fx + f0, y) . (2.33)
If the spatial-frequency f0 is large compared to the variations of a (x, y), b (x, y) and
ϕ (x, y) then the three spectra in 2.33 will be separated by f0 and either C (fx − f0, y) or
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C∗ (fx + f0, y) can be isolated by filtering out A (x, y). This spectra can then be shifted
back to the origin by f0 and the inverse Fourier transform taken, such that c (x, y) is
found and the phase ϕ (x, y) can be extracted. The process of the fringe analysis method
for the Laguerre-Gaussian pattern is shown in Figure 2.31. Before Fourier transforming
the fringed image, a Hanning window of the form w (x) = 1 − cos (2pix/D) is applied to
suppress discontinuities at the edges [133], where D is the size of the image. The filter
used to isolate C (x, y) was a simple circular aperture whose size was chosen to encompass
the majority of the spectra of interest.
The SLM used in the experiment has more (1920 × 1152) and smaller (9.2 × 9.2µm)
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Figure 2.31: Fourier transform fringe analysis method for extracting phase on the
Laguerre-Gaussian pattern. (a) Reference beam overlapped with the light pattern, causing
interference fringes. The inner ring shape light is the LG pattern, whilst the outer light is
the uncontrolled intensity in the noise region. (b) The 2D Fourier transform of the fringe
image, where the three separate spectra can be seen (only the real component is plotted).
The brightest pixels in the centre have been flattened off for clarity. (c) The spectra of
interest, isolated and shifted to the centre (only the real component is plotted). (d) The
phase of the inverse Fourier tranform of the isolated spectra, corresponding to the phase
structure of the light pattern.
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pixels than the calculated holograms in Section 2.5.2. In order to minimise calculation
time, we chose to keep a small hologram of 256 × 256 pixels. To do this, we separate
the SLM into bins of 3 × 3 pixels (ultimately using 768 × 768 pixels in total, where the
remaining pixels of the SLM are not used). We calculate new optimal holograms for the
effective pixel size of 27 µm and an experimentally-convenient beam waist of 3 mm. These
are presented in the Theory columns of Table 2.4.
As shown in Figure 2.32b)-d) and detailed in Table 2.4, the measured fidelities are
lower than the numerical predictions, but could be improved by the addition of feedback
[55, 59] or the characterisation of wavefront aberration in the optical system [99, 100].
For the purpose of comparing the light efficiency with the theoretical result, a rescaled
experimental efficiency η∗ is also presented in Table 2.4, which is η∗ = η/0.45, due to the
45% diffraction efficiency of the SLM. This base efficiency of the SLM was determined by
applying a simple blazed grating phase to the device and measuring the amount of light
in the first order. Light efficiency of the patterns themselves were measured by placing
an appropriate sized pinhole on the field to isolate the signal region and recording the
resulting power in comparison to the total input power. In future work, higher diffraction
efficiencies could be obtained by replacing the SLM with a micro-fabricated diffractive
optical element.
a) b)
c)
d)
λ/2
1070nm Laser
λ/2
PBS
Beam Dump
f = 150mm BS
Mirror
Mirror
CCD
SLM
Mirror
Figure 2.32: a) Experimental Setup. The first λ/2 waveplate is used to vary the power
between the reference and SLM beam, whilst the second waveplate is used to reorientate
the polarisation of the reference beam to match the SLM beam for interference. b) - d)
Measured intensity (left) and phase (right). The white scalebar in b) denotes 300 µm, and
is common to all images. Color scaling as in Figure 2.25.
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Table 2.4: Error metrics for the measured patterns in Figure 2.32.
Theory Experiment
Pattern 1− F η Φ nu 1− F η∗ Φ nu
% % % % % %
Gaussian Line 7× 10−5 8.3 0.005 0.004 3× 10−2 7.8 1.85 0.48
Laguerre Gauss 1× 10−5 8.4 0.0004 0.004 3× 10−2 7.8 2.59 0.52
Graphene 3× 10−4 7.0 0.0004 0.015 4× 10−2 6.2 2.76 0.42
In summary, we have demonstrated that smooth, high fidelity light patterns with
independent control over the amplitude and phase can be generated with a single phase-
only SLM. The holograms calculated with the conjugate gradient minimisation approach
surpass the accuracy and smoothness of previous IFTA approaches. We note that our
approach achieves comparable results in F and η to the super-pixel method for DMDs
[127], and improved F for the Laguerre Gaussian mode, at the expense of constraining the
pattern to a subset of the output plane. High fidelities were achieved for both far-field and
near-field patterns with this method with comparable efficiencies and smoothness. The
accurate control over amplitude and phase will be crucial for future research directions in
the design of axially-structured light fields.
2.5.5 Multi-Wavelength with Simultaneous Phase and Amplitude Con-
trol
The approaches of the multi-wavelength technique from Section 2.4 and the simultaneous
phase and amplitude control from Section 2.5 can easily be combined for further flexibil-
ity of atomic trapping with an SLM. In order to showcase the compatibility of the two
methods, we created a ring and barrier pattern similar to that of Figure 2.20(b), but with
a phase winding for the ring. The pattern was calculated for the far-field with an FFT
propagator, where the results are shown in Figure 2.33.
The 1/e2 half-width of the incident beam σ for the calculation was 1.5mm, whilst
the guess phase curvature R was 4.5mrad px−2. The phase was left unconstrained for the
barrier and therefore the fidelity was only taken for the ring which had an ROI diameter of
65px. The fidelity gives a result of 1−F = 3.8×10−6. The light efficiency η of the pattern
was 24.6%, whilst Φ was 0.0002 and the non-uniformity nu was 0.001. These errors are
comparable to that of Table 2.2 and exemplify the ease with which a multi-wavelength
pattern with a constrained output phase can be created.
The techniques outlined in the previous sections therefore present exciting develop-
ments for flexible atom trapping with a single SLM which can be combined where desired.
The full realisation of such methods however, requires an experimental setup for ultracold
atoms where the SLM traps can be utilised. The next chapter will therefore outline the
systems we have built for such a task.
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(a)
(b)
(c)
Figure 2.33: Multi-wavelength ring and barrier pattern for 1064 nm and 670 nm light,
similar to that of Figure 2.20 b), except there is a phase winding from 0 to 2pi now on the
ring. The colours denote the same values as in Figure 2.25. (a) Target intensity (colour)
and phase (gray), where the phase constraint is only applied to the ring. (b) Resulting
intensity (colour) and phase (gray) from the calculation. (c) Simulated intensity if 1064
nm light (colour) and 670 nm light (white) were applied to the SLM. The image was
created by resizing the pattern by the ratio 670/1064 and overlaying it on top of the
original pattern.
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Chapter 3
Cold Atoms Setup
3.1 Overview
In this chapter I will detail the apparatus that we have constructed in order to realise the
first BECs in St Andrews. The process of producing an atomic BEC is well-covered in
the literature (reviews can be found in [134, 24, 10]). Briefly, atoms are introduced to an
Ultra High Vacuum (UHV) chamber, and subjected to initial laser cooling in a magneto-
optical trap (MOT). These pre-cooled atoms are neither sufficiently cold nor dense enough
to undergo Bose-Einstein condensation. Thus a second phase of evaporative cooling in a
conservative trap must be used. The atomic species of interest in our experiment is 87Rb.
Regardless of what trap is employed, background pressure will negatively effect the
trapping lifetime of the atoms as collisions with hot background atoms will cause losses.
Ultimately, if the pressure is too high we can not condense the atoms as they will leave the
trap too quickly for our cooling process. A pressure of the order of 10−11 mbar is needed
to have a sufficiently long lifetime (∼ 100s) for typical BEC experiments [135].
There are essentially two main vacuum chamber designs for cold atomic experiments:
the single chamber setup and the double chamber setup. The single chamber setup has
both the BEC experiment and the atomic species loading done in the same environment,
giving a compact and simple design. However, the atom loading process contributes consid-
erably to the background pressure, resulting in worse lifetimes. Alternatively the double
chamber setup has a first, high pressure “loading chamber” from which the atoms are
transferred to a second, lower pressure “science” chamber for the BEC experiment.
The main goal of our experiment is the flexible trapping of BECs using holographic
patterns. In a previous incarnation of our experiment we had a single chamber design,
which only achieved moderate lifetimes and atom numbers during the MOT stage (6 s
and 1 × 108 respectively). We therefore opted for a double chamber design for our new
experiment.
Loading atoms into the science chamber is the initial step of the experimental sequence.
We accomplish this by using a 2D magneto-optical trap (MOT) [136, 137, 138]. The op-
erating principles of the MOT are comprehensively explained in [24, 139]. In brief, laser
beams which are slightly detuned below atomic resonance are shone from multiple direc-
tions. Photons which are moving counter to the atomic motion (Doppler shifted higher in
frequency) become more favourably absorbed, whilst the spontaneously re-emitted pho-
tons are isotropically directed, resulting in a damping force which opposes the atomic
motion. A position-dependent force can be added by using a linear magnetic field gradi-
ent and circularly polarised beams: the combination of the Zeeman effect and selection
rules ensure that atoms are pushed towards a zero-point of the magnetic field.
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If pairs of counter-propagating beams are used along three orthogonal directions with a
single pair of coils in anti-Helmholtz configuration, the atoms will be cooled and trapped at
a point: this configuration is the standard three-dimensional (3D) MOT. However, using
counter-propagating beams in only two directions and a spatially varying magnetic field
with a zero-field line orthogonal to the beams realises a two-dimensional MOT (2D MOT).
This results in an atomic beam where the atoms are free to propagate along the zero-field
line, but are confined and cooled in the transverse axes. Such an atomic beam is ideal
for transferring a high flux of atoms from the “loading” chamber in to the low-pressure
“science chamber”, where we then trap and cool them in a fully confining 3D MOT.
After laser cooling in the 3D MOT, the magnetic field gradient can be increased and
the laser beams turned off such that the atoms are kept in a purely magnetic trap. At this
point the atoms are evaporatively cooled. This process selects the higher energy atoms
in the trap and removes them, the same principle as blowing on the steam from a coffee
cup, such that the remaining atoms then thermalise to a colder temperature. We remove
the hottest atoms with a sweeping RF knife, which transfers the trapped atoms to an
anti-trap state, expelling them out of the ensemble. This cooling technique is naturally a
lossy process (and it is necessary to trap as many atoms as possible prior to this stage),
but further losses are also taken in our quadrupole configuration magnetic trap due to
Majorana spin flips. The coldest atoms near the center of the magnetic trap experience
such small magnetic fields that the Zeeman sub levels are near-degenerate, leading to
atoms spin-flipping in to an anti-trap state and leaving the system. To minimise such
losses we transfer the atoms to a hybrid trap where the final evaporation is performed,
following a similar approach outlined in [140].
The hybrid trap consists of a gravity-compensating magnetic trap and single focused-
beam optical dipole trap (ODT). The ODT light is sufficiently far red-detuned that photon
scattering is negligible, but powerful enough that the AC Stark effect is prominent. A
shift in the energy levels of the atoms will then occur, such that the ground state energy
lowers in the presence of the light, creating a trapping profile in the shape of the beam.
The gravity-compensating magnetic field is created by the same quadrupole field as the
magnetic trap (with reduced magnitude), and provides levitation as well as confinement
along the ODT axis. Further evaporative cooling can be done during this stage by simply
lowering the laser intensity to reduce the trap depth and expel the hottest atoms. With
enough cooling, the BEC in our experiment is created. Furthermore, at this stage where
the atoms have been cooled sufficiently, a separate, holographic ODT is employed in a
crossed configuration with the first ODT to create arbitrary trapping configurations for
the atoms.
For diagnostics of the atoms we use absorption imaging, where a pulsed resonant laser
beam (“probe beam”) illuminates the cloud and is imaged on to a camera. The atoms
absorb the light and re-emit the photons isotropically, resulting in a shadow being cast on
the camera. The depth of the shadow corresponds to the density of the atoms.
In the rest of this chapter, the details and implementation of the above experimental
scheme are covered.
3.2 Double Chamber Vacuum Setup
A computer model of the double chamber setup is shown in Figure 3.1. Our loading
chamber is made up of a cylindrical glass cell (LewVac GA-DE33L-40CF), four rubidium
metal dispensers (SAES) and a 40 Ls−1 Ion Pump (Varian VacIon StarCell Plus 40). A
flexible bellow, spherical octagon (Kimball Physics MCF600-SO200800), titanium subli-
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Figure 3.1: Our double chamber vacuum setup. The flexible bellow can be considered as
the joining element between the science chamber (octagon side) and loading chamber (glass
cell side). For reference, the full length of the glass cell, including flanges, is 203.2mm.
mation pump (VG Scienta ST22) and a 55 Ls−1 ion pump (Varian VacIon StarCell Plus
55) form the science chamber. The two chambers are separated by a LewVac custom-
built low-conductance tube placed between the glass cell and bellow. Two all-metal angle
valves are also present, allowing a turbo pump (Pfeiffer HiPace 80) to be connected to
both chambers during the bakeout process (otherwise one of the chambers would need to
be pumped through the low-conductance tube).
In order to obtain UHV conditions, we cleaned all components with acetone and iso-
propanol before baking the assembled chamber at 200◦C for two weeks. After bakeout and
with both ion pumps and titanium sublimation operational, we achieved a base pressure in
the octagon below the 10−9 mbar resolution of our ion pump current read-out (see Figure
3.2). With rubidium dispensed in to the loading chamber such that a pressure of 10−7
mbar is created, a trap lifetime of > 60s is accomplished in the science chamber.
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Figure 3.2: Temperature of the octagon and pressure of the chamber as measured by our
ion gauge during the bakeout.
3.2.1 Loading Chamber
Our loading chamber houses four dispensers that release rubidium into the 2D MOT where
they are cooled into an atomic beam. The atomic beam is then used for loading the 3D
MOT in the science chamber. In order to ensure that the pressure of the science chamber
is unaffected as the rubidium is dispensed, we use the low-conductance tube to separate
the two chambers.
Glass Cell 
Low conductance 
Tube 
To Octagon 
2D MOT Beams 
2D+ MOT Beams 
Push Beam 
Figure 3.3: A diagram of the glass cell and low conductance tube along with the 2D MOT
beams. Six 2D MOT beams are retro-reflected back in to the cell. A longitudinal cooling
beam (2D+ beam) reflects off of the 45 degree polished surface of the conductance tube,
and is paired with another counter-propagating cooling beam and a push beam which pass
through a viewport at the end of the chamber.
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Gas flowing through a pipe can produce a pressure differential at the ends of the piping
[141]. If we assume the pressure difference between the two chambers is large, the pressure
ratio achieved between the ends of the piping can be approximated as
pscience
ploading
=
C
S
, (3.1)
where pscience is the pressure in the science chamber, ploading is the pressure in the loading
chamber, C is the conductance and S is the science chamber pumping speed. For molecular
flow conditions, the conductance of air at 20◦C in a pipe is given by C = 12.1d3/l, where
d is the diameter of the pipe in cm, l is the length of the pipe in cm and C is given in units
of Ls−1. To minimise the conductance and therefore maximise the pressure ratio between
the two chambers, a small diameter tube with a large length is required. However, there is
a limit to the size requirements of the tube set by the atomic beam. Typical atomic beams
emerging from a 2D MOT have divergence angles ranging from 10 - 45 mrad [136, 137, 138].
We therefore chose our low conductance tube to have a diameter of 1.2 mm and a length
of 12.7 mm, which should allow for an atomic beam with a divergence angle of 47 mrad to
pass through. If we take the pumping speed of the science chamber to be the 55 Ls−1 of
our ion pump, then we get a pressure ratio of pscience ∼ 10−4ploading. This lets us reach up
to ∼ 10−6 mbar with the rubidium dispensers in the loading chamber and still maintain
good UHV conditions in the science chamber. The flux of 2D MOT atomic beams tends
towards a maximum at rubidium vapour pressures of 1× 10−6 mbar [136, 137], thus our
vacuum setup should allow for an optimal atomic beam in this regard. The 3D MOT in
our setup benefits from this as a high atomic flux leads to larger and faster MOT loading.
Since a larger cooling volume leads to a stronger atomic beam [137], we chose a cylin-
drical glass cell for large optical access for our 2D MOT. The glass segment is 152 mm
long, although the region of ideal optical access is ∼ 110 mm due to distortions of the
glass at the ends of the cylinder and the Kovar R© sleeves. The inner diameter of the glass
cell is 33 mm. Large rectangular optics and mirrors could be used to capitalise on this
optical access as much as possible, however, such large optics are often expensive and can
be quite impractical. We therefore used standard 25.4 mm diameter optics, but arranged
them with minimal separation so as to fill the glass cell with three cooling regions ap-
proximately 4 mm apart, giving us an effective cooling volume of ∼ 75 × 25 × 25 mm.
The three cooling beams are retro-reflected after passing through the cell (see Figure 3.3).
Without anti-reflection coating on the glass cell, the power of the retro-reflected beams is
17% lower at the position of the atoms. The cylindrical glass cell also acts as a cylindrical
lens with focal length −350 mm. We counteract these two effects with an f = 300 mm
cylindrical lens placed behind the glass cell to collimate and increase the peak intensity of
the retro-reflected beams.
To incorporate longitudinal cooling (the 2D+ MOT configuration [136]) and aid our
atomic beam further, we have our low conductance tube also act as a mirror. The tube
is made from stainless steel and has a 25.4mm outer diameter (and a small 1.2mm inner
diameter). The end has a 45 degree polished cut, allowing a beam from above the chamber
to be reflected with 60% efficiency along the atomic beam axis (although with a small hole
in the centre). A viewport at the end of the loading chamber allows a counter-propagating
beam to pass through, forming the cooling pair.
Since the atomic beam has no preferred direction in which to propagate, a “push” beam
is used to introduce a radiation pressure imbalance in the 2D MOT which aids the atomic
beam propagation through the low conductance tube and in to the science chamber. A
diagram of the scheme is shown in Figure 3.3.
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Figure 3.4: A cut through of the glass cell, low conductance tube, bellow and octagon.
The atomic beam emerges from the low conductance tube and enters the science chamber.
The linear magnetic field gradients and zero-field line required for the 2D MOT are
created by two pairs of rectangular coils in anti-Helmholtz configuration. The coils are
approximately 196 mm long and 50 mm wide, where the coil separation is 82 mm. A single
coil has 96 turns of 1 mm diameter copper wire, hand-wound around nylon formers (to
avoid circulating currents). This geometry gives a field gradient of 6 Gcm−1A−1 along the
two transverse axes of the atomic beam. The operating current used for the coils during
the experiment was 2.5 A. As the coils were only used at low currents they did not require
water cooling. Background magnetic fields were compensated for by two pairs of shim
coils in Helmholtz configuration which were wrapped around the 2D MOT coils. Each
shim coil has 20 turns with 0.8 mm diameter wire, creating a field of 2.5 GA−1.
In order to ensure that we could optimally align the atomic beam onto the 3D MOT,
we designed the entire 2D MOT and loading chamber to be position-adjustable. The coils
and vacuum chamber were mounted on the optics breadboards. The entire assembly was
then attached via height-adjustable posts to two “skis”, one for the ion pump, the other
for the rest of the chamber. The skis are aluminium plates with a large footprint, allowing
them to be slid across the table. The short flexible bellow between the octagon and low
conductance tube meant that the assembly could be moved in the two transverse axes of
the atomic beam propagation, allowing us to align the atomic beam to the 3D MOT. The
maximum distance (short bellow uncompressed) between the 3D MOT and the opening
of the low conductance tube on the loading chamber side is 280 mm. Over this distance,
an atomic beam with a divergence angle of 47 mrad will spread out to approximately 26
mm. Our 3D MOT beams are 20 mm in diameter, leading to reasonably good overlap.
Figure 3.4 shows a diagram of the atomic beam entering the science chamber, whilst the
general apparatus of the adjustable loading chamber is shown in Figure 3.5.
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Figure 3.5: The vacuum chamber with the 2D MOT optics in place. The lower mounts
for the optics board are height adjustable. The entire optics configuration and loading
chamber can be moved as one piece.
3.2.2 Science Chamber
The science chamber is where the BEC formation and main experiment takes place. We
ensure that good vacuum conditions are kept in this chamber by using the larger of our
two ion pumps and a titanium sublimation pump. We also use a spherical octagon to
house the atoms in, instead of a glass cell which typically has a lower conductance and can
impede pumping performance. However, the comparatively larger volume of the octagon
as opposed to typical glass cells means that optical access is more restricted and it can
be harder to place apparatus in close proximity to the atoms. To overcome this we have
made use of recessed viewports.
There are a total of three recessed viewports fitted to the octagon. The vertical
viewports are recessed for both the RF coils and magnetic coils to be placed closer to
the atoms, allowing for stronger fields to be generated at more manageable currents.
The recession also allows for a shorter focal length lens to be fitted. For a lens of a
fixed diameter, the shorter the focal length the larger the numerical aperture (NA) and
the higher the image resolution. This allows for more accurate diagnosis of the atomic
cloud as well as finer detailed SLM patterns for our phase-engineered light traps. The
third recessed viewport is along the horizontal axis and is also fitted for image resolution
purposes (the NA allowed for in the vertical recessed viewport is 0.32, whilst the NA in
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Figure 3.6: A cut of the octagon showing the recessed viewports and the close proxim-
ity achieved for the coil holders and imaging/optical trap lenses. For reference the lens
diameters are 25.4 mm.
the horizontal is 0.21). The recessed viewports with lenses and magnetic coil holders are
shown in Figure 3.6.
The five other viewports fitted to the octagon are standard and are in place for the
absorption imaging and 3D MOT beams. A final viewport on the science chamber is
at the end of a six-way cross, to which the pumps are fitted. This viewport is used
both for the optical pumping beam and for alignment of the push beam from the loading
chamber. The vertical recessed viewports are anti-reflection coated such that they have
< 0.6% reflectivity for both 780 nm and 1064 nm light. The rest of the viewports in our
experiment are not anti-reflection coated and for these we lose approximately 4% laser
power per glass surface. The MOT beams and imaging beams are ≈ 20 mm in diameter
and are shown (amongst the other beams) in Figure 3.7.
The magnetic coils for the science chamber are placed as close as possible to the atoms
in the recessed viewports. The minimum separation between the coils is 52 mm, where the
coils have 48 turns each (4 layers of 12 turns) of 1 mm diameter wire. The mean radius
of the coils is 24.4 mm. With this design, a field gradient of 100 Gcm−1 is generated with
20 A, suitable for magnetic trapping. This high current however generates a lot of heat,
potentially causing damage to the wire. We therefore water cool our coils, where the coil
formers have a 6-by-6 mm channel within them which allows 15◦C water to be pumped
through by our chiller (Ku¨hlmobile, Van der Heijden). The formers are made of brass for
good thermal conductivity and have a thin slit cut through them so that they do not form
a closed ring which may allow for circulating currents. With this design the coils can be
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Figure 3.7: Cut of the octagon with laser beams.
operated at 20 A for tens of seconds without their temperature raising above 50◦ C. A
pair of shim coils in Helmholtz configuration in each axis is used to offset the background
fields around the octagon. The vertical axis shim coils have ∼ 50 turns, a diameter of 160
mm and are separated by 120 mm, creating a field of 1.3 GA−1. The two other axes have
square shim coils with 90 turns which have a side length of 110 mm. They are separated
by 180 mm, generating a field of 3 GA−1.
3.3 Optical Setup
Careful manipulation of lasers for cooling, trapping, atomic state pumping and imaging
are needed for the experiment. The majority of the lasers and optical components which
are necessary for this task are placed on a separate work bench from the vacuum system:
the optics table. The fundamentals of the laser setup of the optics table is shown in a flow
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Figure 3.8: Flow diagram for the optics table setup. All fibres also have a mechanical
shutter in front of them.
diagram in Figure 3.8.
We have two External Cavity Diode Lasers (ECDLs): the master laser (Toptica DL100
mount with Toptica LD-0785-P220-1 diode) for the laser cooling, and the repumper laser
(home-made housing, Sanyo DL7140-201S) which ensures that atoms are kept in the cool-
ing transition. Our master laser operates at a power of 50 mW, whilst the repumper
generates 30 mW. Both lasers are frequency locked via Doppler-free saturated absorption
spectroscopy of rubidium in vapour cells (the lock points are detailed in section 3.3.1
below). The master seeds a tapered amplifier (TA, Eagleyard EYP-TPA-0780-01000-
3006-CMT03-0000) which amplifies the laser power to 900 mW from an 8 mW injection.
The master also injects a slave laser (home-made temperature-stabilised mount, Thorlabs
LD785-SE400 high-power laser diode) with 8 mW, where the slave generates 300 mW. All
lasers are temperature stabilised by thermistors and themoelectric elements, whilst the
TA has additional cooling from a fan. All above lasers also have a 60 dB optical isolator
to avoid back reflections disturbing the laser mode. One final laser is used to optically
trap the atoms (see section 3.7) and is situated on the vacuum table. This is a 1064 nm
fibre laser (IPG Photonics, YLM-5-1070-LP) with a maximum output of 5 W.
A total of three Crystal Technologies Acousto-Optic Modulators (AOMs: Slave AOM
model 3080-125, TA AOM model 3110-120, OP AOM model 3200-121) are on the optics
table. The slave AOM controls the detuning of the 3D MOT cooling beams and the
imaging light, and acts as a fast switch for the latter. The TA AOM only controls the
frequency of the 2D MOT cooling beams (and push), whilst the OP AOM is used for
frequency shifting and switching of the optical pumping light. Polarisation maintaining
single mode optical fibres (seven in total) transport the various beams to the vacuum
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table where they are applied to the atoms. In front of each fibre is a home-made shutter
to block light appropriately during the experimental sequence. Beam splitting is done via
polarising beam splitter cubes (PBS) and rotatable half waveplates. Circular polarisations
are set using quarter waveplates for all beams incident on the atoms except the SLM trap,
focused ODT and horizontal imaging which are linearly polarised.
3.3.1 Laser Scheme
Laser cooling requires a closed cycling transition such that the excited state of the atoms
can only decay back in to the state that it was excited from. As mentioned, the atomic
species of interest in our experiment is 87Rb, where the closed cooling cycle occurs on the
D2 line [142], particularly on the transition between the hyperfine ground state F = 2
and the excited state F ′ = 3. The D2 line along with our laser and frequency addressing
scheme is shown in Figure 3.9.
The D2 line for
87Rb occurs at 780 nm, a convenient wavelength which is readily acces-
sible by semiconductor diode lasers. However, the typical linewidth of these diode lasers
is usually much larger than the natural linewidth (6.1 MHz) of the 87Rb D2 line. A broad
linewidth laser would lead to prominent excitations to undesired hyperfine transitions. For
this reason, diode lasers used for laser cooling are typically ECDLs which have an exter-
nal cavity, capable of producing linewidths of less than 1 MHz [143, 144]. The external
cavity can also be attached to a piezo-electric element, such that a voltage applied to the
piezo-electric device will change the cavity length, thereby changing the laser frequency.
A voltage ramp will therefore create a frequency scan, suitable for probing the rubidium
transitions during spectroscopy.
ECDLs are sensitive devices where slight mechanical noise or thermal drift can change
the frequency or mode of the laser. Frequency stabilising is therefore needed to keep the
lasers resonant with the atoms. Doppler-free absorption spectroscopy (described in [24])
and lock-in amplifiers are used to frequency lock our ECDL lasers to the correct rubidium
transitions. The spectroscopy technique is relatively easy and simple to implement using a
frequency scanning laser as it only requires an atomic gas, a photo-diode and two counter
propagating beams; a strong pump beam and a weak probe beam. The probe beam is
shone on the atoms such that absorption occurs at the rubidium transition, where the
signal is picked up on a photo-diode. Due to the motion of the atoms and the Doppler
effect, atoms in the rubidium vapour cell show a Doppler broadened spectroscopy profile,
unsuitable for frequency locking. To overcome this, a pump beam is also used on the
atoms which has the same frequency as the probe. The two beams are counter-propagating,
resulting in the probe and pump beam interacting with different atoms if they are Doppler
shifted. However, for atoms that aren’t shifted (i.e. vatom ≈ 0), then many of them will be
excited out of the ground state by the pump beam, reducing the absorption of the probe
beam. This leads to narrow peaks within the Doppler broadened signal at the frequency
of the hyperfine transitions, resulting in a Doppler-free spectroscopy signal. Furthermore,
if there are two hyperfine transitions within the Doppler broadened signal, an additional
peak can be observed halfway between them, known as a cross-over. Here, atoms which
are Doppler shifted such that they interact with the pump beam for one transition will
also interact with the probe beam for the other transition, resulting in a peak.
The peaks in the Doppler-free spectroscopy signal (shown in Figure 3.10) can be used
to frequency lock the laser to the desired transition by using lock-in amplifiers. A small
modulating dither is applied to the laser current which allows a differential to be created.
Since the top of the peaks will have a zero value for the differential, and either side will be
positive or negative, the differential can be used as an error signal as part of a Proportional
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Figure 3.9: The atomic energy levels and relevant transitions. The lockpoint for the
master laser is the F ′ = 1× 3 crossover. The detunings δx take various values during the
experiment. The detunings incorporated in to the 3D AOM are δ3D = −20MHz for the
MOT stage, δImg = 0MHz for imaging, or δMol = −60MHz for optical molasses. The 2D
AOM is set such that δ2D = −15MHz.
Integrable Derivative (PID) regulator. The laser can then be frequency stabilised on the
peak, where the laser current and piezo are used to keep the frequency on the transition
against thermal drift or mechanical noise.
We do not lock our master laser to the cooling transition itself as a slight detuning of
∼ −15MHz from resonance is required for optimal MOTs, where such a small detuning
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Figure 3.10: The Doppler-free Saturated Absorption Spectrum for the a) F = 2→ F ′ = X
and b) F = 1 → F ′ = X transitions of the 87Rb D2 line from our master and repumper
laser respectively. The narrow peaks within the Doppler broadened absorption profiles
correspond to hyperfine transitions and cross-overs.
is not easily obtained by readily available devices. Frequency shifts on light of > 30MHz
can be achieved by Acousto-Optic Modulators (AOMs) which use sound waves to create a
moving diffraction grating, where the diffracted orders are Doppler shifted by the frequency
of the acoustic wave. We therefore lock our master laser 212MHz below the cooling
transition at the cross-over between F = 2 → F ′ = 1 and F = 2 → F ′ = 3 (F ′ = 1 × 3)
and bring the frequency closer to resonance with AOMs (see Figure 3.9).
The Slave AOM has a nominal operating frequency of 80 MHz with a bandwidth of 25
MHz. We use this AOM in a double pass cat-eye configuration which results in the beam
path becoming insensitive to angular shifts that occur when the AOM changes operating
frequency. For the 3D MOT, the AOM is set to operate at 96 MHz (192 MHz in double
pass), giving us a detuning from resonance of −20 MHz. At this frequency, we manage
to achieve 41% efficiency for the AOM in double pass. For the optical molasses stage
which follows the MOT stage, a larger detuning is desired to cool the atoms further and
we operate at −60 MHz detuning, which corresponds to the AOM operating at 76 MHz.
This reduces the efficiency of the AOM to 23% in double pass, but the seed power for
the slave remains sufficient for stable injection locking (4 mW). For imaging we bring the
light to resonance with the transition whereby the AOM operates at 106 MHz. This has
a reduced double pass efficiency of 30%, but there is still enough power for imaging.
The TA AOM has a centre line 110 MHz and bandwidth 24 MHz, and also operates
in a double pass configuration. Throughout the experiment the frequency is set at 96
MHz with a double pass efficiency of 60%, giving us −20 MHz detuning for the 2D MOT.
After the TA, there is one final AOM which shifts the frequency closer to the F ′ = 2
transition. This is done to optically pump the atoms in to the magnetically trappable
F = 2,mF = +2 state after the molasses stage. This OP AOM has a centre line of 200
MHz and a bandwidth of 50 MHz, and operates at 268 MHz with low efficiency (25%
single pass). This is acceptable as the optical power has been amplified by the TA, so that
25% efficiency still gives sufficient power for optical pumping.
The cooling beams in principle should be enough to cool the atoms by themselves. In
practice however, due to the proximity between the F ′ = 2 and the F ′ = 3 levels, atoms
excited by the cooling laser can also be excited in to the F ′ = 2 state and decay to the
F = 1 state, thus escaping the closed cycle. To address this, light is needed which pumps
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the atoms out of the F = 1 state and back in to the cooling transition. Our laser scheme
has a separate repumper laser (ECDL) which does this, where the lock point is directly
on the F = 1→ F ′ = 2 transition.
With the frequencies appropriately set, the laser beams can be applied to the atoms.
We fibre couple our laser beams from the optics table to the vacuum table which ensures
misalignments on the optics table only affect the available power on the vacuum table,
rather than causing misalignments on the atoms.
Whilst each fibre has a shutter before the input to dynamically block the beams, these
shutters are mechanical and have a delay of typically 1ms and a switching time of > 100
µs. The AOMs however have fast switching times (< 1 µs) and can be used as a fast
shutter, ideal for sending short pulses. We therefore have the imaging fibre directly after
the double pass Slave AOM, where the AOM produces a fast pulse (∼ 10 µs) of resonant
light for our optical absorption images. We also have the optical pumping fibre after
our OP AOM, where only the first order is sent to the fibre, creating the pulse (0.5 ms)
necessary to pump the atoms in to the magnetically trappable state, whilst keeping the
pulse short so as to reduce heating effects.
All fibres have a 75 mm achromatic doublet lens after their output except for the push
beam which has an 8 mm aspheric lens. The push beam has a 1/e2 beam radius of 1 mm,
comparable to the size of the aperture (1.2 mm) of the low-conductance tube in the loading
chamber. The other beams have ∼ 9 mm 1/e2 radius. The fibres and their associated
power outputs are shown in Table 3.1.
Table 3.1: Available laser power after the optical fibres used to transport the light from
the optics table to the vacuum table.
Fibre Output (mW)
3D Cooling 130
2D Cooling 270
3D Repumper 1.8
2D Repumper 8
Push Beam 2
Optical Pumping 5
Imaging 0.5
3.4 2D MOT, 3D MOT and Optical Molasses
As previously mentioned, the initial stage of the experiment is the MOT which utilises
optical molasses and the Zeeman effect. MOTs are able to directly capture rubidium
atoms at room temperature and cool them to ∼ 100 µK [145]. When loaded from an
atomic beam, high atom numbers (typically 109 − 1010) are readily attainable, providing
an ideal source for cold atoms.
The MOT stage is then followed by a short, purely-optical molasses phase where the
magnetic field of the MOT is switched off and the detuning of the laser cooling beams
are increased. The optical molasses stage is able to take further advantage of sub-Doppler
cooling mechanisms and the cloud can be cooled further before transfer in to a mag-
netic trap. This sequence takes advantage of the strong trapping attainable by the MOT
compared to optical molasses, whilst still exploiting the colder temperatures of the latter.
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Figure 3.11: MOT optimisation with 10 s loading. (a) 2D MOT scan with δ3D = −15
MHz and 3D field gradient of 15 Gcm−1. (b) 3D MOT scan with δ2D = −20 MHz and
2D field gradient of 15 Gcm−1. (c) Push beam power optimisation with δ3D = −15 MHz,
3D field gradient of 15 Gcm−1, δ2D = −20 MHz and 2D field gradient of 15 Gcm−1. (d)
A typical MOT loading curve where > 1× 109 atoms are trapped in 10 s.
A large atom number in the initial MOT stage is sought as latter stages of the ex-
periment involve the lossy process of evaporative cooling (see section 3.6 and 3.7). Fast
loading times are also desirable so as to minimise the duration of an experimental run. The
optimisation of a MOT requires scanning through various parameters including frequency
detuning, beam alignment and magnetic field gradient. Since the atoms are undergoing
laser cooling during the MOT stage, spontaneous emission is abundant and the scattered
light can be used to characterise the MOT via fluorescence imaging.
We detected the fluorescence of the atoms via a 60mm lens in a 2f-2f configuration
on to a photodiode (Thorlabs DET100A/M) which was placed on the horizontal optical
absorption imaging path in Figure 3.7 (after the MOT optimisation procedures, the pho-
todiode was removed to make room for our absorption imaging beam). These are the only
requirements for fluorescence detection as the atom number is related to the photodiode
reading by
N =
4pi
0.96κΩ
P
hνR
, (3.2)
where N is the atom number, κ is the number of glass surfaces between collection lens and
atoms (0.96 is the transmitted percentage through an uncoated glass surface), Ω is the solid
angle subtended by the collection lens, P = photodiode current/photodiode responsivity,
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ν is the frequency of the photons and R is the photon scattering rate given by
R =
Γ
2
I
Isat
1 + IIsat + 4
δ2
Γ2
. (3.3)
Here, Γ corresponds to the natural linewidth of the 87Rb D2 line (2pi × 6.1 MHz), I is
the total intensity of all MOT beams on the atoms, Isat is the saturation intensity (1.67
mWcm−2 for circularly polarised light) and δ is the frequency detuning from resonance of
the beams.
Some examples of optimisation scans using fluorescence detection are shown in Figure
3.11. We optimised both the 2D-MOT and 3D-MOT parameters by using fluorescence
of the 3D MOT alone, as the two systems are coupled via the atomic beam. The opti-
misation procedures in Figure 3.11 were done with 10 s loading time. After the initial
alignment procedure of overlapping the MOT beams and ensuring they were well centred
on the chamber, alignment was further optimised by using the fluorescence imaging as
well. Alignment of the push beam was done in a similar fashion, except for short loading
times, where the passage of the beam through the optical pumping viewport at the end
of the science chamber was used as an initial guide. The optimised power configuration
for the 2D+ MOT beams was found to be zero power in the push beam direction (see
Figure 3.3) and 1.5 mW in the counter-propagating direction, where the optimal push
beam power was 2 mW. The rubidium background pressure in the loading chamber is
kept constant (on the timescale of several hours) by the dispensers at ∼ 10−7 mbar. As
can be seen from Figure 3.11, the MOT is robust to various changes in parameters, but
regions of optimised loading are still apparent.
Shim coils for the 3D MOT were used to ensure isotropic expansion of the atom cloud.
The shim coils for the 2D MOT were more critical for the loading stage as they were used
to align the zero field line to the low conductance tube and thus maximise the 3D MOT
loading rate.
In future, the atom number and loading rate could be further improved with the
addition of more cooling laser power, as can be seen in Figure 3.12 (b) and (d). However,
based on Figure 3.12 (a) and (c), the addition of further repumper power would not
obviously benefit the experiment.
With the MOT optimised we are able to load 1.3 × 109 atoms in 10 s, whilst a fully
loaded MOT reaches 1.8× 109 atoms in 30 s. We find that loading for 30 s has a minimal
effect on the number of atoms transferred in to the magnetic trap, described in section
3.6, compared to loading for 10 s. Our typical experimental run therefore has a 10s MOT
loading stage. To summarise, the parameters for our 2D MOT and 3D MOT are shown
in Table 3.2.
After the MOT stage there is a short optical molasses phase that achieves colder tem-
peratures ahead of the transfer to our magnetic trap. The sub-Doppler cooling mechanisms
which are further exploited in this phase result in the following temperature dependence
[146]:
kBT ∝ I|δ| , (3.4)
where T is the temperature of the atoms, I is the intensity of the cooling beams and δ
is the detuning. Increasing the detuning during the optical molasses stage is therefore
advantageous, and in our experiment we increase the detuning from −20 MHz to −60
MHz in 5 ms. Beyond −60 MHz detuning the AOM efficiency is too low to allow for
stable injection of the slave laser. The magnetic field is also ramped down from 17 Gcm−1
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Figure 3.12: The number of atoms trapped in the MOT shows a saturation behaviour.
This data indicates that the experiment could be improved by the addition of more cool-
ing power, but additional repumper power is not necessary in the current configuration.
Loading times for all data was 10s.
Table 3.2: MOT parameters. For reference for the shim coil axes see Figure 3.7).
Parameter 2D MOT 3D MOT
Detuning (MHz) -201 -20
∂B
∂z (Gcm
−1) 15 17
Power per cooling beam (mW) 37 17.5
Total repumper power (mW) 8 1.8
1/e2 MOT beam radius (mm) 9(×3) 9
Shim coil x (G) 2 1.5
Shim coil y (G) - 1.1
Shim coil z (G) 1.5 0
to 0 Gcm−1 during this time. The atoms are then left in this optical molasses phase for a
further 10 ms before optical pumping and transfer in to the magnetic trap.
Our optical molasses achieves a temperature of 53± 4 µK. The duration and detuning
of the optical molasses stage was optimised by observing the temperature in the magnetic
trap after transfer using optical absorption imaging.
1We later found that -15MHz detuning for the 2D MOT led to slightly colder temperatures in the
transfer to the magnetic trap with similar atom number. Subsequent data is therefore taken with -15MHz
for the 2D MOT detuning.
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3.5 Imaging
We use absorption imaging to accurately diagnose the atoms for all stages beyond the
MOT. This technique uses a short pulse (∼ 10 µs) of resonant light (F = 2→ F ′ = 3) on
the atoms which is then imaged on to a camera. Two subsequent images are also taken,
one of the imaging beam itself with the same pulse duration, another of background light.
With these three images the optical density of the atoms can be determined and the atom
number and cloud size can be calculated.
The absorption of light due to the atoms can be described by Beer-Lambert’s law where
the intensity of the beam decays exponentially as it passes through the cloud [24]. For
incident light illuminating the atoms with intensity Iin far below the saturation intensity
of the transition, the resulting intensity can be described as
Iout (x, y) = Iin (x, y) exp
(
−σ (ω)
∫ z2
z1
n (x, y, z) dz
)
, (3.5)
where the light is propagating in the z-direction, σ(ω) is the scattering cross section for
absorption, n(x, y, z) is the density of the cloud and the integral spans the cloud size.
For incident light with isotropic light polarisation (or equivalently, atoms without a
quantisation axis with Zeeman sub-levels degenerate), the scattering cross section can be
written as
σ (ω) =
σ0(iso,eff)
1 +
(
2(ω−ω0)
Γ
)2 , (3.6)
where ω−ω0 = δImg and σ0(iso,eff) = 1.36×10−13m2 [142], which is the resonant scattering
cross section for isotropic light polarisation between the F = 2 → F ′ = 3 transition for
the D2 line.
The integral in Equation 3.5 results in a column density which can be written as
n2D (x, y) =
∫ z2
z1
n (x, y, z) dz
=
1
σ (ω)
ln
(
Iin (x, y)
Iout (x, y)
)
=
1
σ (ω)
OD (x, y) ,
(3.7)
where OD (x, y) is the optical density. Using Equation 3.7 we can determine the atom
number, N , from our pictures by summing over the pixels:
N =
1
σ (ω)
(
dpx
M
)2∑
ij
OD (i, j) =
1
σ (ω)
(
dpx
M
)2∑
ij
ln
(
I2 (i, j)− I3 (i, j)
I1 (i, j)− I3 (i, j)
)
. (3.8)
Here the pixel indices of the images are denoted by i and j, the pixel pitch is dpx, M is
the magnification of the imaging system, I1 (i, j) is the image of the absorption from the
atoms, I2 (i, j) is the picture of the imaging beam without the atoms and I3 (i, j) is the
image of the background light with no atoms or imaging beam. The method approximates
that the optical density remains constant over each pixel on the camera. Each image in our
sequence is separated by 200 ms and the imaging pulses have an 80 µs duration. Figure
3.13 shows an example of the three images and a resulting optical density image taken
with atoms in the magnetic trap.
Along with atom number, the temperature of the cloud can also be estimated using
time-of-flight (TOF) measurements. Images of atoms which have been released from the
trap for a variable time (typically a few milliseconds) can be used to infer the momentum
distribution of the atoms.
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Figure 3.13: Optical absorption imaging of atoms in the magnetic trap (4ms TOF) tak-
ing with the horizontal imaging system with a magnification of 1.05. (a) Imaging beam
absorbed by atoms, I1. (b) Imaging beam only, I2. (c) Background light, I3. (d) Optical
absorption image created from (a),(b) and (c). Due to the stronger confinement in the
z-direction created by the quadrapole coils, the cloud is more compressed along this axis.
The short TOF also slightly reveals the sag due to gravity of the confined cloud. The OD
becomes negative in certain regions due to noise on the images from small vibrations.
For a thermal cloud in a harmonic trapping potential, the position distribution of the
atoms is a Gaussian (given in 1D, but extends to 3D)
n1D (x) =
1√
2piσx
exp
(
− x
2
2σ2x
)
, (3.9)
whilst the velocity distribution of the thermal atoms is the Maxwell-Boltzmann distribu-
tion
f (vx) =
√
m
2pikBTx
exp
(
− mv
2
x
2kBTx
)
=
1√
2piσvx
exp
(
− v
2
x
2σ2vx
)
, (3.10)
where Tx is the temperature of the atoms. For a ballistic expansion of the cloud over a
given time t, the final position of an atom is given by x = x0 + vxt and the final position
distribution can be taken as the convolution of the two functions above. This results in
another Gaussian:
n1D (x, t) =
1√
2piσx (t)
exp
(
− x
2
2σx (t)
2
)
, (3.11)
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where the width is given by
σx (t) =
√
σx (0)
2 +
kBTx
m
t2. (3.12)
Thus, extracting σx from images of the cloud at various TOF allows us to extract the
temperature of the gas by curve-fitting with Equation 3.12.
The vertical and horizontal imaging schemes are shown in Figure 3.14. We use an
Andor Luca CCD camera (1004× 1002 pixels with pixel pitch 8 µm) for either horizontal
or vertical imaging, as required. The initial horizontal imaging system used for diagnosis
of the magnetic trapping stage was a 1:1 confocal telescope with two 60 mm achromatic
doublet lenses. Subsequent imaging in the ODT has used a 1:2.5 confocal telescope for
higher magnification, where the last lens before the camera is replaced with a 150 mm
doublet and the camera moved appropriately. The vertical imaging path is more compli-
cated. Here, the lens which is closest to the atoms is illuminated by three beams with
differing requirements: (1) a MOT beam incident from below, which must be collimated
at the point of the atoms; (2) the SLM beam, which will be focused onto the atoms by this
lens; (3) the imaging beam incident from above, containing the diverging shadow of the
atoms, which must be collected by the camera. To accommodate all these requirements,
we use a four-lens imaging system, as shown in Figure 3.14(b). Below the atoms at a
distance of 40 mm, the first of a confocal pair of f=40 mm lenses focusses the SLM light
and collects the imaging beam. This short focal length (high NA, i.e. small diffraction
limit) allows us to create the most detailed patterns with our SLM. The lens pair means
that there is no net change to the MOT beam, other than a slight power-loss which can
be compensated for by rebalancing the MOT beams. However, the resultant image plane
(160 mm from the atoms) is too close for convenient combination/separation of the beams
before the camera. We therefore add a second set of lenses to image that plane onto the
camera at an increased separation, which allows space for both a Thorlabs DMSP1000L
dichroic mirror (to overlap the SLM light) and a PBS (to separate the imaging light from
the orthogonally-polarised downward MOT beam). This second telescope now only effects
imaging light, and so can be used to magnify the image: using a f=75 mm doublet and
f=200 mm singlet gives us a magnification of 2.67. We note that the resolution of our
imaging system is now limited by the size of the lenses in this telescope.
3.6 Magnetic Trap and RF Evaporative Cooling
After the optical molasses stage the atoms undergo optical pumping in preparation for
transfer in to the magnetic trap. A short 500 µs pulse of σ+ light which addresses the
F = 2 → F ′ = 2 transition is used whilst a relay switches off the 3D y-axis shim coils.
The introduction of the background magnetic field lifts the degeneracy of the Zeeman sub-
levels and the σ+ light pumps the atoms in to the mF = 2 state, as shown in Figure 3.15.
This ensures that the majority of the atoms are magnetically trappable in our quadrupole
field as the magnetic force experienced by an atom in the state mF is given by
F = −gFµBmF∇B, (3.13)
where gF is the hyperfine Lande´ g-factor (gF =
1
2 for F = 2), µB is the Bohr magneton
and B is the magnetic field. For the magnetic field gradient produced by a pair of coils in
anti-Helmholtz configuration, the resulting trap will have a V-shaped profile in each axis
around the zero field point. Using the optical pumping we manage to increase the number
of atoms transferred to the magnetic trap by a factor > 2.
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Figure 3.14: Schematic of imaging setup. (a) Horizontal Imaging Setup. (b) Vertical
Imaging Setup. The camera is placed on either the horizontal or vertical imaging path.
Focal lengths of lenses: HL1=60mm, HL2=60mm or 150mm, VL1 = 40mm, VL2 = 40mm,
VL3 = 75mm, VL4 = 200mm, VF5 = 40mm. The dichroic reflects the 1064nm light from
the SLM and transmits 780nm light. A quarter waveplate is required for the MOT beam
(not shown) arriving from below.
With the atoms in the mF = 2 state, we block off all our laser beams and abruptly
switch the coils on to produce a field gradient of 50 Gcm−1. We then compress the atoms
(increasing the collision rate further) by ramping the field gradient up to 100 Gcm−1 in
100 ms.
At this stage we are able to make a measurement of the magnification of the horizontal
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Figure 3.15: Optical pumping. The σ+ light promotes transitions of ∆mF = +1 such that
atoms accumulate in the mF = 2 magnetically trappable state.
imaging setup (Figure 3.14(a)). This was achieved by releasing the atoms and observing
them as they fall, allowing us to extract the acceleration due to gravity. The deviation
away from the expected acceleration would then give us the magnification of the imaging
system which allows for more accurate diagnostics of the atoms for parameters such as
temperature and atom number. An example gravity measurement is shown in Figure
3.16(a).
With the magnification of our images determined, we record (1.21± 0.05)×109 atoms
at a temperature of 244 ± 8 µK in the magnetic trap. Varying lifetimes in the magnetic
trap have been measured due to dispenser use, but typically the lifetime is > 60 s. An
example lifetime plot with τ = 180 s is shown in Figure 3.16 (b).
With the atoms confined in the magnetic trap, we then evaporatively cool them with
RF radiation. A schematic of the RF evaporation process is shown in Figure 3.17. The
hottest atoms are initially transferred out of the mF = 2 state into anti-trapped states,
removing the atoms from the ensemble. The remaining atoms then rethermalise to a
colder temperature and with a suitable sweep of the frequency of the radiation, a much
colder atomic cloud can be achieved. It should be noted that the V-shaped profile has a
degeneracy of the Zeeman sub-levels at the centre of the trap where the magnetic field
is zero. This degeneracy allows atoms to spin-flip to anti-trapped states and thus be lost
from the ensemble, such that the trap can be thought of as having a hole in the centre.
Limiting the effects of these losses is therefore essential, and for this purpose we transfer
the atoms from the magnetic trap in to a hybrid trap configuration for a final stage of
evaporative cooling (see Section 3.7).
The phase-space density of the atomic cloud is the optimisation criterion for the RF
evaporation stage (as well as the hybrid trap stage). The phase-space density for atoms
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Figure 3.16: (a) Measurement of atoms falling after being released from the magnetic trap.
The fit reveals that the magnification of the horizontal imaging system is 1.05±0.05. The
higher magnification used in later stages (see Section 3.7), is measured in the same way.
(b) Atom number varying with time held in the magnetic trap. The lifetime is measured
as 180 ± 90 s. The lack of losses in the trap over 10 s (data was taken only up to 10 s
holding time to avoid over heating the coils) shows that the science chamber has a suitably
low vacuum pressure.
in the magnetic trap can be written in terms of the temperature T , atom number N and
magnetic field gradient B′ as [140]
PSD =
N
32pi
(
µBB
′
kBT
)3( 2pi~2
mkBT
) 3
2
, (3.14)
where µB is the Bohr magneton. With temperature and atom number measurements
we are therefore able to infer the phase-space density at different stages during the RF
evaporation.
We generate our RF radiation with two single loops of wire in Helmholtz configuration
which are wrapped around the magnetic trapping coils and connected to a TTi TG2000
function generator along with a 40 dB gain RF amplifier (Mini Circuits ZHL-5W-1). The
function generator has a maximum frequency output of 20MHz and the amplifier has a
maximum output power of 5W. The RF coils also have a 50Ω RF terminator connected
in series for impedance matching, and the function generator is connected to the amplifier
via attenuators and a limiter (Mini Circuits VLM-33W-2W-S+) which ensures the output
does not exceed the maximum threshold for the input of the amplifier.
The Zeeman sub-levels have a splitting which scales with the magnetic field as ∆E =
|12µBB| in the state F = 2. For our z-direction field gradient of 100Gcm−1 (50Gcm−1 in
x and y), RF radiation at a frequency of 20MHz corresponds to an RF knife occurring
approximately 2.9mm either side of the trap centre. The 1/e2 half-width of the cloud in
the trap along z, measured using Equation 3.12, is 2.16±0.06mm which is therefore within
the expected starting radius of the RF knife. For our initial RF sweeps we found that
little to no evaporation occurred between 20MHz and 17MHz and thus our initial starting
frequency for the sweep is 17MHz.
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Figure 3.17: A schematic representation of RF evaporative cooling. High energy atoms in
the magnetic trap are spin-flipped to anti-trap states via RF electromagnetic radiation.
Steadily reducing the frequency of the radiation sweeps the “RF knife” from high to low
energies, cooling the ensemble.
With the starting frequency established, the other parameters to optimise for a linear
shaped sweep2 are the amplitude, final frequency and duration. The amplitude of the RF
signal must be large enough to ensure efficient state transfer and thus efficient evaporation.
The final frequency is chosen to ensure a low temperature for transfer in to the hybrid
trapping stage whilst also maintaining a large atom number against Majorana losses.
The optimal duration of the sweep is effected by the collision rate of the atoms, where
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a low collision rate must be met with a longer sweep duration to give the atoms time to
thermalise during the losses. The collision rate can be improved by stiffening the trap
further, but this leads to increased heating during the compression stage of the magnetic
trap.
For our system we found that the highest increase in phase-space density for the atoms
occurred for a 10 s linear sweep between 17 MHz and 1.4 MHz with the maximum signal
output attainable via the amplifier. This sweep leads to a cloud of (2.3± 0.4)×107 atoms
with a temperature of 19.4±0.2 µK, resulting in a phase space density of (7.4± 1.2)×10−4.
The PSD plot for the RF evaporation stage is shown in Figure 3.18.
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Figure 3.18: PSD plot of RF evaporation. The initial value (right-most) is the PSD after
transfer into the magnetic trap. The final value (left-most) corresponds to the atoms
300ms after the 10s RF sweep has finished. Intermediate points are at various stages of
the RF sweep.
3.7 Hybrid Trap
After the RF evaporative cooling stage comes the transfer to the focused ODT. In the
presence of light, atoms experience a shift in their energy levels due to the A.C. stark
effect which can be utilised to form a trap for the atoms [147]. If the polarisation of
the light used on the rubidium atoms is linear, and the frequency has a large detuning
compared to the hyperfine splitting of the excited state, the energy shift for the ground
state can be written as:
∆E (r) =
pic2Γ
2ω30
(
2
∆2,F
+
1
∆1,F
)
I (r) , (3.15)
2Double segmented linear sweeps were attempted but we found the best results from a single linear
sweep.
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Figure 3.19: (a) Light shift for a two-level atom with red-detuned light. (b) The resulting
light shifts for a red-detuned laser with a Gaussian profile, creating a trap for an atom in
the ground state. Figure taken from [147].
where ω0 is the resonant frequency of the D1 transition (D1 line resonance is at 795nm
for 87Rb [142]), I (r) is the intensity of the light and ∆2,F and ∆1,F are the detunings of
the light with respect to the D2 and D1 line. If the detunings are sufficiently far from res-
onance that the atoms experience minimal heating from photon scattering (which scales
proportionally to I/∆2 [24]), then the response of the atoms will be dominated by the
light shift. Thus, a red detuned laser beam with a Gaussian profile will create a Gaussian
shaped trapping potential for the atoms, as depicted in Figure 3.19. Furthermore, evapo-
rative cooling can be achieved by simply reducing the laser power, although this has short
comings in that the density is reduced.
To produce the focused optical dipole trap we use a fibre laser (IPG Photonics, YLP-
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Figure 3.20: Simplified diagram of the 1064 nm laser setup for the horizontal ODT.
Periscopes and various mirrors are not present in the diagram for clarity. Focal lengths of
lenses: HF1 = 100 mm, HF2 = 100 mm, HF3 = 150 mm, HF4 = 60 mm, HL1 = 60 mm.
HF1 is mounted on a translation stage (not shown). The HL label denotes the lens which
is common to the imaging axis as well, as shown in Figure 3.14.
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5-1070-LP) which generates a maximum beam power of 5 W at 1064 nm. The 1/e2 beam
width of the laser is 1 mm and we use a combination of three lenses to create a focused spot
size of w = 50 µm on the atoms, where w is the 1/e2 half-width (see Figure 3.20). Using
the peak intensity (2P/piw2 where P is the beam power) and Equation 3.15, an estimated
trap depth of 120 µK is created with 3.5 W of power on the atoms. In order to perform
evaporative cooling, the beam power is reduced via a motorised rotatable λ2 waveplate
(Thorlabs PRM1Z8 and TDC-001) and a PBS where the split light is initially blocked for
optimisation of the focused ODT, but is later used for the vertical trapping path (this
will be covered in Section 4.1). A 1:1 confocal telescope is used in the path to create a
focus for a mechanical shutter to close off the light, where the first lens of the telescope is
mounted on a micrometer translation stage. The translation stage allowed for the focus of
the beam to be adjusted on the atoms. During the sequence the ODT is on throughout to
avoid the shutter from overheating. The shutter blade is a roughened (using sandpaper)
aluminium plate which is angled at 45 degrees to the incident beam so as to disperse the
high power in to a beam block, and is only used to block the focussed light for the duration
of the TOF (∼ 10 ms). No difference in atom number or temperature was found between
switching the ODT on after the RF evaporation or leaving it on throughout the sequence.
The schematic of the 1064 nm light for the horizontal path is shown in Figure 3.20.
The initial alignment of the focused ODT was performed by overlapping the 1064 nm
light centrally with the counter-propagating imaging beam and releasing the atoms from
the trap whilst leaving the ODT on. Due to the relatively weak focussing of the ODT,
the beam has a weak trapping potential in the propagation axis, but a confining effect
could still be seen on the cloud and the beam could be positioned near the centre of the
magnetic trap using this method.
The transfer to the hybrid trap involves ramping down the magnetic field to allow the
cloud to expand and fall in to the ODT. The final value of the magnetic field should just
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Figure 3.21: Atom number varying with time held in the ODT. The lifetime is measured
as τ = 32± 9 s.
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under-compensate gravity to allow for atoms to evaporate out of the ODT when the laser
power is reduced. We found that the optimal magnetic field ramp for the atoms was from
100 Gcm−1 to 14 Gcm−1 in 1 s. The atoms were largely unaffected for ramp times of > 1 s.
For final magnetic field values of > 15 Gcm−1 it was found that the expanded atoms that
were kicked out of the field of view of the camera would eventually come back, indicating
that the magnetic field was over-compensating gravity. We found that the largest number
of atoms was transferred in to the focused ODT when it was positioned ∼ 60 µm below
the centre of the magnetic trap in the z-direction (gravity).
The optimised transfer achieved led to (9.8± 1.6)× 106 atoms with a temperature of
9.9± 0.1 µK. The lifetime of the atoms after transfer to the hybrid trap is ∼ 30 s, which
is reduced from the magnetic trap lifetime due to the finite trap depth that the ODT
has, leading to free evaporation. An example lifetime plot is shown in Figure 3.21. This
transfer led to a further increase in PSD (factor ∼ 20) which could be estimated with [140]
PSD ' N
(
~
kBT
)3 1√
ωxωyωz
, (3.16)
where ωx ' 12
√
µBB′/mzmin (assuming the magnetic field dominates the propagation axis
confinement and where zmin is the distance below the zero point of the magnetic field
where the ODT is situated), ωy = ωz ' 2
√
U0/mw2 (assuming the ODT confinement is
dominant over the magnetic field in both axes) and U0 and w is the ODT trap depth and
trap waist respectively.
With the atoms transferred to the hybrid trap, the last stage of evaporative cooling
could be optimised. The motorised rotatable waveplate can approximately ramp through
angular positions linearly (an acceleration and deceleration stage is present at the begin-
ning and end of the ramps), whilst the transmission and reflection response of the PBS
is sinusoidal. When optimising, both a single linear ramp and a double segmented linear
106 107 108 109
N
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
PS
D
Full Evaporation
time
Figure 3.22: Phase space densities for all evaporation stages. The orange points are hybrid
trap PSD results, whilst the blue points are magnetic trap PSD results.
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ramp were investigated, where the double segmented ramp with a faster segment at the
beginning was found to result in higher PSD. A time-scale similar to the RF evaporation
stage was needed for optimal PSD, where the total ramp time was 12 s with an initial 3
s ramp from 100% power to 30% power and a final 9 s ramp from 30% to a desired final
trapping depth (typically 1 − 2% power). The PBS and waveplate would have a leakage
of < 10 mW (< 0.29%) at minimum transmission, however, we found that all the atoms
are removed at this power and so full evaporative control was possible.
With the optimised double segmented ramp, the first evidence of the BEC was seen.
The PSDs of both the ODT and RF evaporation stages are shown in Figure 3.22, just be-
fore condensation is reached. We found that condensation would not occur until estimated
PSDs of > 3 were achieved.
3.7.1 Bose-Einstein Condensation
Figure 3.23: Formation of the Bose-Einstein Condensate. All images were taken with
−4MHz imaging detuning at 21ms TOF. The absorption images (left) are accompanied
by the 2D fits (right). (a) Trap Depth 2.6 µK, NTot = 1.25 × 106, NBEC/NTot = 0. (b)
Trap Depth 2.3 µK, NTot = 1.06 × 106, NBEC/NTot = 0.06. (c) Trap Depth 1.8 µK,
NTot = 6.11 × 105, NBEC/NTot = 0.29. (d) Trap Depth 1.2 µK, NTot = 2.06 × 105,
NBEC/NTot = 0.87.
The onset of Bose-Einstein condensation can be observed by a bimodal distribution in
the cloud density. The atoms in the condensate take the form of an inverted parabola (in
the Thomas-Fermi regime) for a harmonic potential, and a small central peak within the
thermal distribution becomes apparent below the critical temperature. The density of the
inverted parabola, with a peak density nBEC (0), takes the form [24]
nBEC (x, y, z) = nBEC (0, 0, 0)
(
1− x
2
R2x
− y
2
R2y
− z
2
R2z
)
, (3.17)
where the density goes to zero outside of the values x = ±Rx, y = ±Ry and z = ±Rz.
For a harmonic trap the condensate distribution maintains a parabolic shape after being
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released [148], and so the TOF absorption images can observe this distribution. Since the
absorption images show the column density of the cloud, the above equation needs to be
integrated along the imaging axis (taken as z):
n˜BEC (x, y) = n˜BEC (0)
(
1− x
2
R2x
− y
2
R2y
) 3
2
. (3.18)
For simplicity, we approximate the thermal component of the cloud below the critical
temperature to a standard Gaussian distribution (as opposed to a Bose-enhanced Gaussian
[135]). This can underestimate the temperature of the thermal component [149], but is
still adequate for initial estimates.
The total column density distribution that we use to model the cloud below the critical
temperature is then given by
n˜Tot = n˜BEC (0)
(
1− x
2
R2x
− y
2
R2y
) 3
2
+ n˜Th (0) exp
(
−
(
x2
σ2x
+
y2
σ2y
))
. (3.19)
In order to determine the condensate fraction from our images, the bimodal distribution in
Equation 3.19 is first used as a fitting function to the region around the cloud. The total
fitted function is then integrated to give NTot, whilst the thermal function is integrated
separately to give NTh. The ratio between the two results is then an estimate of the
thermal fraction, and the BEC fraction can be inferred from this. Observation of our
BEC is shown in Figure 3.23 along with their respective fits of the bimodal distribution.
The imaging detuning is changed to −4MHz for taking pictures of the BEC in order to
avoid the atoms fully absorbing the imaging light.
The BEC was observed by reducing the trap depth to below 2.4 µK. By using the
Gaussian component of the fitting procedure, the temperature of the thermal cloud of the
bimodal distributions could be approximated and the critical temperature, TC , estimated.
For our system, TC ∼ 230 nK and an almost pure BEC with a total atom number of
2.2× 105 ± 0.3× 105 is achieved with a final trap depth of 1.2 µK.
3.8 Experimental Sequence Summary
A summary of the atom number and temperatures achieved in the experiment is shown
in Table 3.3.
Our experimental sequence is controlled by LabVIEW whilst analysis of the data is
performed in Matlab, which we run on separate networked desktop computers. Our Lab-
VIEW code generates analogue and digital waveforms that are sent out via DAQ cards
Table 3.3: Atom number and temperature after each experiment stage, following 10s
loading of the MOT.
Stage Atom Number Temperature (µK)
MOT 1.3× 109 -
Optical Molasses 1.3× 109 53
Magnetic Trap Transfer 1.2× 109 244
RF Evaporation 2.3× 107 19.4
ODT Transfer 9.8× 106 9.9
ODT Evaporation (Pure BEC) 2.2× 105 TC ∼ 0.23
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(National Instruments PCI-6723 and PCI-6229) to the experiment devices. A total of
twenty digital channels and eight analogue channels are required to run the experiment.
All channels have a time resolution of 100 µs, except for the digital trigger for the Slave
AOM (used for imaging pulses), which has a resolution of 10 µs.
At the start of each experimental run, a data package is sent to our analysis computer
from the LabVIEW computer over the network using the User Datagram Protocol (UDP).
This package has run details such as sequence number, variable parameters and camera
settings. On retrieval of this package, Matlab image analysis code initiates the Andor
Luca camera and applies the desired settings. The LabVIEW code then proceeds through
the experimental sequence, where the final process is triggering the camera for optical
absorption imaging. After the camera is triggered and the three images are taken and
saved, an image analysis procedure imports the new image files and extracts the cloud
position, width and atom number, and this data passes to a plotting routine. Here, fits
such as cloud temperature or lifetime can be automatically performed on the resulting
data in essentially real time. The whole analysis procedure takes < 2 s, as compared to
∼ 30 s for the experiment to acquire the next datum. A schematic diagram of the sequence
and analysis process is shown in Figure 3.24.
An example of a full experimental run is shown in Figure 3.25. In the next chapter, the
SLM and its integration to the experiment will be introduced. However, for completeness,
a typical sequence with the SLM included will be described here. Firstly, the motorised
rotatable waveplate initialises and sets itself to its start value (maximum power in the
focused ODT). The ODT is on from the beginning. The program then waits for 10 s
for the MOT to load, where the 3D MOT has a magnetic field gradient of 17 Gcm−1.
After the MOT stage there is a short 6 ms window for all of the 2D MOT beams to be
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Figure 3.24: Schematic diagram of the sequence and analysis procedure.
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switched off via shutters. Then a 5 ms linear ramp of the detuning of the 3D cooling
beams occurs for the molasses stage, going from −20 MHz to −60 MHz. Simultaneously,
the magnetic field is ramped down from 17 Gcm−1 to zero. The molasses then occurs for
10 ms. The 3D cooling beams and the optical pumping axis shim coils are then switched
off (3D repumper stays on) and the OP AOM fires a short 0.5 ms pulse of optical pumping
light. The repumper shutter then closes off the last of the light on the atoms and the shim
coils are switched back on along with the the magnetic trapping coils. The magnetic field
is switched on to 50 Gcm−1 via a relay and ramped to 100 Gcm−1 in 100 ms. The atoms
are then held in this trap for 10.3 s during which the RF sweep occurs, going from 17 MHz
to 1.4 MHz in 10 s. The magnetic field is then relaxed from 100 Gcm−1 to 14 Gcm−1 in 1
s, followed by a 1 s hold time for free evaporation in the ODT to occur. The ODT is then
ramped from maximum power (3.5 W on the atoms) to a desired final value (typically
< 100 mW) using the motorised rotatable waveplate. During the ODT ramp, the power
on the SLM increases from a minimum of 10 mW to a maximum of 200 mW. The atoms
are held for a further 1 s in the combined SLM and hybrid trap before the ODT and SLM
beams are switched off along with the magnetic field, whereupon the TOF imaging occurs.
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MOT Molasses OP Compression B trap and RF Hybrid trap and SLM Imaging 
Figure 3.25: Full Experimental Sequence. Shutter delays and switching times are omitted
for clarity. The imaging stage has 80 µs pulses of imaging light. The SLM trap timings
are used for the experiments in the next chapter, but are shown here for completeness.
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Chapter 4
Ultracold Atoms in Holographic
Traps
Having achieved a BEC, and worked on flexible optical potentials, the logical next step
is to combine the two. The following chapter will detail the implementation of the SLM
into the cold atom setup, along with the results of cold atoms in holographic traps.
4.1 Initial Cross Dipole Trap
With the experiment able to produce a BEC, the next step was to introduce the vertical
ODT trapping path and SLM. The vertical path, taken from the reflection of the PBS
after the motorised rotatable waveplate, first passes through a Crystal Technologies AOM
(3110-197) in single pass with a maximum diffraction efficiency of 90%. The configuration
for the vertical 1064 nm light is shown in Figure 4.1. The first order from the AOM is
used for trapping whilst the zeroth order is blocked which allows for fast switch-off of the
beam and further intensity control. Another waveplate and PBS are then used to split the
light again. The power transmitted through the PBS will be used in the future for a light
sheet (cylindrical beam) which will allow for two-dimensional trapping geometries with
the SLM trap. At the time of writing, this path is blocked however and the light sheet
will be implemented at a later date. The beam on the reflected path is then expanded
with a 1:4 confocal telescope to allow for better coverage on the SLM and to increase the
maximum power that can be applied to the device. For all subsequent investigations in
this chapter, the AOM is set to its maximum diffraction efficiency, where the transmitted
vertical ODT power is adjusted by the rotatable waveplate along with the λ/2 waveplate
after the AOM.
To simplify the configuration and ensure there is plenty of power for alignment of the
vertical ODT, we initially use a mirror as a place-holder for the SLM. Once alignment is
achieved, irises can be inserted along the path and the mirror can be replaced with the
SLM such that the beam can be realigned through the irises. After the mirror (SLM),
a 40 mm lens forms a focal plane that is then imaged on to the atoms, after a dichroic,
using a 40 mm 1:1 confocal telescope. For diagnosis of the trapping pattern, a flip mirror
is present just after the SLM which allows the image to be formed with a separate lensing
system on to a Thorlabs DCU224M CCD camera.
In order to align the vertical ODT, we initially used a large beam on the atoms. The
expanding telescope comprising lenses VF3 and VF4 in Figure 4.1 was initially 1:2 (VF4
had f = 100 mm) to create a beam with 1/e2 half width of ∼ 1 mm incident on the
40 mm focusing lens, thereby producing a focus at the atoms with a 1/e2 half width of
93
Dichroic 2 
Atoms 
SLM 
PBS2 
Beam Block 2 
VF3 VF4 
Mirror 2 
λ/2 waveplate 
VF5 
VL2 VL1 
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To vertical 
camera 
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Figure 4.1: Simplified diagram of the 1064 nm laser setup for the vertical ODT. Periscopes
and various mirrors are not present in the diagram for clarity. Focal lengths of lenses: VF1
= 100 mm, VF2 = 50 mm, VF3 = 50 mm, VF4 = 200 mm, VF5 = 40 mm, VL1 = 40 mm,
VL2 = 40 mm. A simple mirror was initially placed in the SLM position for the vertical
focused ODT alignment. Lens VF5 is mounted on a translation stage which is omitted
for clarity. A flip mirror and separate path after the SLM is used to diagnose the SLM
patterns, which is also omitted for clarity. Beam Block 2 will be removed in the future
and the beam here will be used for a light sheet. The VL labels denote lenses which are
common to the imaging axis, as shown in Figure 3.14.
∼ 12 µm. High power was also employed, with a constant 800 mW of trapping power
for both ODT axes. To visualize the beams, we released atoms from the magnetic trap
after RF evaporation, thereby transferring some of them into the two optical traps. We
then performed in-situ absorption imaging, initially along the vertical axis, to align the
two beams in the horizontal plane as shown in Figure 4.2(a).
The alignment of the vertical ODT was aided by the fact that the more tightly-focused
vertical ODT has a higher trap depth than the horizontal ODT, estimated to be ∼ 469
µK with 800 mW of power (using Equation 3.15) and a shorter Rayleigh range (0.425 mm
expected for the vertical ODT as opposed to 7.4 mm for the horizontal ODT), allowing
for a reasonable confinement in the propagation axis for high powers. This meant that the
vertical ODT could trap a small amount of atoms in its focus without being overlapped
with the horizontal ODT. This would then create a secondary cloud which could be picked
up by the horizontal imaging axis, allowing for an easy way to optimise the focus. The
focus of the ODT is controlled by VF5, shown in Figure 4.1, which is mounted on a
translation stage. A short time of flight was required (0.5 ms) for pictures taken along the
horizontal imaging axis as back-reflected light from the ODT was detected by the camera
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Figure 4.2: Initial cross dipole alignment with images taken after reducing the magnetic
field to zero immediately after RF evaporation. (a) An in-situ view along the vertical
imaging axis with the vertical ODT aligned to the centre of the horizontal ODT. Here,
the vertical ODT is not focused on the horizontal ODT trap. Both ODTs have 800 mW
of power. (b) A view along the horizontal imaging axis of the same run from (a) except
with 0.5ms TOF. The inset shows a faint secondary cloud due to the focus of the vertical
ODT. (c) A 0.5 ms TOF shot with the vertical focus now overlapped with the horizontal
beam. Here the horizontal beam has 800mW and the vertical beam has 200 mW.
for in-situ shots. The two clouds due to the two ODTs can be seen in 4.2(b), where the
fainter and more disperse cloud is due to the vertical ODT. The larger size of the cloud in
comparison to the cloud trapped in the horizontal ODT reveals that they are far hotter
in the vertical trap as expected. Figure 4.2(c) shows the vertical ODT focus aligned to
the horizontal ODT with a 2 s hold time and 200 mW in the vertical beam. A total of
∼ 1.4× 105 atoms are trapped in Figure 4.2(c).
As an initial characterisation of the cross-dipole configuration, a temperature test was
undertaken. The sequence for the temperature test was a standard run (see Figure 3.25),
where the ODT evaporation segment would transfer light from the horizontal ODT to the
vertical ODT via the rotatable waveplate. Following this evaporation, the atoms were held
in the cross dipole trap for 1 s before T was measured. For a cross-dipole configuration
with 70 mW in the vertical beam and 140 mW in the horizontal beam, the temperature
was estimated as ∼ 5 µK, although due to the small amount of atoms and their relatively
quick expansion when released from the trap, the cloud could only be recorded at short
TOFs (up to 2.5 ms) before the atoms became too diffuse for the imaging to accurately
record. The estimated trap depth for the vertical beam was 41 µK, whilst the horizontal
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Figure 4.3: Astigmatism introduced by the dichroic when imaging. (a) An absorption
image of atoms in the vertical ODT taken using the vertical imaging axis. The dark
regions are present only in one axis, exhibiting an astigmatic effect (the negative OD
regions are not compensated for in order to exhibit the effect more prominently). The
regions are highlighted in the white ellipsoids. (b) Focused image of the USAF 1951 test
target taken without a dichroic between the two telescopes. (c) Test target image taken
with a dichroic between the two telescopes. Here the camera is positioned such that the
horizontal axis is focused. (d) Test target image taken with a dichroic between the two
telescopes. Here the camera is positioned such that the vertical axis is focused.
beam had an estimated trap depth of 4 µK, giving a combined trap depth of 45µk (the
two beams are orthogonally polarised to each other so that no interference effects occur).
The temperature measured is therefore expected as it corresponds to approximately 1/10
of the trap depth which is a rule-of-thumb in labs.
Having successfully trapped atoms in the cross dipole configuration, we then increased
the 1/e2 half width of the beam incident on the mirror/SLM to 2.2 mm to allow for a
tighter focus (∼ 6 µm) and therefore more detailed holograms at the location of the atoms.
This was achieved by changing VF4 in the expanding telescope to a f = 200 mm lens. The
maximum intensity that the SLM can take before suffering heating damage is 5 Wcm−2.
For our 2.2 mm beam, using the peak intensity (2P/piw2 where P is the beam power and
w is the 1/e2 half width), the maximum power that could be applied to the SLM is 350
mW. In order to be conservative with the SLM and stay well within safe boundaries, we
decided to ensure that a maximum of only 200 mW of power would be applied. Due to
the 35% diffraction efficiency of our SLM (i.e. for a simple blazed grating, only 35% of
the light would be diffracted in to the first order spot), this would mean that 70 mW
would be available for a simple diffracted spot, resulting in an estimated trap depth of
∼ 164 µK. Such large trap depths should therefore be plentiful for trapping evaporatively
cooled atoms, even when taking in to account the typical 20% − 40% light efficiencies of
96
our MRAF holograms and their more complex geometries.
Images taken along the vertical axis showed an astigmatic aberration (see Figure
4.3(a)). In order to diagnose the origin of this astigmatism, an off-line imaging system with
two telescopes similar to the vertical imaging axis was set up to image a USAF 1951 test
target. These were a 2:3 confocal telescope (40 mm and 60 mm lenses) and a 3:4 telescope
(150 mm and 200 mm lenses). It was found that the dichroic inserted in between the two
telescopes (see Figure 3.14) caused the astigmatism visible in Figure 4.3, due to the image
focussing through the glass tilted at 45 degrees (glass thickness is 5.0 mm). Whilst in-situ
shots often had prominent aberrations due to the astigmatism, clouds could still be imaged
reasonably well for short TOFs (0.5 ms−1.5 ms) and any trapping geometries created by
the SLM inferred. In future a dichroic beamsplitter cube could be fashioned to replace
the plate dichroic we have which would remove the effect, or a thinner dichroic could be
used instead which would minimise the aberration. Also, whilst space is limited along the
optical path, another compensating dichroic plate could be placed, tilted in the orthogonal
plane, to correct for the aberration. Furthermore, the astigmatism could potentially be
characterised and modelled (e.g. using Zernike polynomials) and compensated for after
the images are taken.
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Figure 4.4: The double spot SLM trap. (a) Target pattern for the MRAF algorithm. (b)
The predicted intensity result of the calculated hologram. (c) The intensity as seen on the
testing camera with the calculated hologram applied to the SLM. (d) Atoms trapped by
the SLM pattern, with a total atom number of ∼ 1 × 105. Image taken at 0.5 ms TOF
along the vertical axis.
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4.2 MRAF vs CG Optical Traps
With the cross dipole trap working, the mirror was replaced with the SLM and the path
realigned such that the SLM first order passed through the irises. As an initial test, the
MRAF algorithm was used to create two diffraction limited spots, as shown in Figure 4.4,
spaced far enough apart so as to distinguish them in short TOF images. The two spots
were spaced 30 pixels away from each other in the MRAF target, and aligned along the
propagation axis of the horizontal ODT. This corresponded to a distance of 94 µm when
using the 40 mm focusing lens such that each pixel in the calculation corresponds to 3.1 µm.
The mixing parameter (see Section 2.8) was m = 0.7 and the initial 1/e2 beam width for
the calculation was 2.5 mm (it was found that this provided the smoothest experimental
patterns on the camera for the diffraction limited spots, even though the actual initial
beam width was measured to be 2.2 mm). As with all our patterns, the spots were shifted
diagonally away from the zeroth order. The light efficiency for the pattern was 73%,
leading to individual spot trap depths of ∼ 58 µK for 70 mW of diffracted power.
The first image of atoms trapped in a double spot is shown in Figure 4.4(d). The
image was taken after transferring the atoms directly from the magnetic trap after RF
into the SLM trap, with a constant value of 200 mW of power incident on the SLM from
the start of the sequence. This gave sufficient confinement that the horizontal ODT was
not required. The atoms were held in the SLM double spot trap (with a background
gravity-compensating magnetic field) for 200 ms before being released, where there was a
short 0.5ms TOF before the image was taken. A total of ∼ 1× 105 atoms were trapped.
Trying to increase the trap volume of the SLM trap provides an instructive illustration
of the advantage of our CG approaches over MRAF. A naive approach to increasing spot
size would be to simply make a target for our hologram calculations with a larger spot
size using MRAF. However, the initial guess phase which allows the spreading of light into
larger regions is a Fresnel lens, and some of this phase structure is perpetuated throughout
the MRAF calculation (as can be seen in the phase patterns in Figure 4.5). The result
of this is to simply change the axial position of the focus of the spot, and due to the
confinement achieved in the propagation axis with the vertical ODT at high power (as
shown in Figure 4.2(b)), the atoms are dragged towards this new focal position. An
example of this is shown in Figure 4.5, where the experimental sequences were that of a
standard run (see Figure 3.25).
To avoid this effect we can use the CG calculation method and constrain the phase of
the light to be flat (see Figure 4.6). The different propagation characteristics of the flat-
phase (CG) and curved-phase (MRAF) beams can be seen in Figure 4.7, where the pictures
of the beams were taken using the off-line imaging setup with the camera mounted on a
translation stage. The MRAF pattern indeed focuses outside of the desired focal plane
by ∼ 250 µm, whilst the flat-phased CG spot focused where expected and maintained
its shape well during propagation. The extra constraint however reduced the power of
the CG pattern in comparison to the MRAF pattern, where the MRAF spot had a light
efficiency of 84% and the CG spot had a light efficiency of 21%. If light efficiency is an
issue, the MRAF algorithm can be used as long as propagation effects are considered, or
an additional strong confinement is provided against any propagation effects, e.g. with a
light sheet. However, we choose to work predominantly with CG with phase control in the
remainder of this thesis, both for the reasons outlined above and to avoid the presence of
optical vortices in the trapping light.
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Figure 4.5: Simple spots with different widths generated by the SLM with the MRAF
algorithm. The left images show the intensity and phase of the calculated results from
the MRAF algorithm. A mixing parameter of m = 0.7 was used for all patterns. The
right images show the trapped atoms, taken along the horizontal imaging path. (a) Only
the horizontal ODT (image saturated). No SLM beam. (b) A gaussian spot with a 1/e2
width of 3.1 µm. Light efficiency of 76%. (c) A gaussian spot with a 1/e2 width of 6.2
µm. Light efficiency of 84%. (d) A gaussian spot with a 1/e2 width of 12.4 µm. Light
efficiency of 84%. The cloud on the left is trapped by the horizontal ODT combined with
the SLM spot trap, while the elongated cloud on the right is trapped by the real focus of
the SLM beam.
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Figure 4.6: Simple spots with different widths generated by the SLM with the CG al-
gorithm. The left image shows the intensity and phase of the calculated result from the
CG algorithm. A target flat phase was used for all patterns. The right images show the
trapped atoms, taken along the horizontal imaging path. (a) Only the horizontal ODT
(image saturated). No SLM beam. (b) A gaussian spot with a 1/e2 width of 3.1 µm. Light
efficiency of 39%. (c) A gaussian spot with a 1/e2 width of 6.2 µm. Light efficiency of
69%. (d) A gaussian spot with a 1/e2 width of 12.4 µm (image saturated). Light efficiency
of 21%.
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Figure 4.7: Focus test for simple spot patterns for MRAF and CG holograms taken with
the off-line imaging setup. Here, 0 mm corresponds to the focal plane when a flat phase
is applied to the SLM. (a) MRAF focusing. The light efficiency of the pattern is 84%.
(b) CG focusing. The spot is constrained to have a flat phase, as opposed to the MRAF
pattern which has an unconstrained phase. The light efficiency of the pattern is 21%.
4.3 Absence of Parametric Heating in the SLM Trap
An important investigation with regards to the initial holographic atom trapping was to
determine whether the lifetime may be affected by any noise due to the SLM. Our BNS
SLM has a maximum toggle rate of 1014 Hz which determines how quickly frames are
loaded to the device. Whilst the response time of the liquid crystal molecules is slower
than this (100 Hz), the effect can still be detected as a slight intensity fluctuation in the
resulting image which can be measured with a photodiode, as seen in Figure 4.8.
The amplitude of the noise is only ∼ 1% of the signal, but if the frequency of the
periodic intensity fluctuations was twice that of the trapping frequency (or other multiples
of twice) then the noise can resonantly drive the atomic motion in the trap, causing
parametric heating and leading to losses [150, 151]. For our system, this then means that
traps with trapping frequencies of 507 Hz may cause heating. However if such a phenomena
occurs then the toggle rate of the SLM can be adjusted to a slower value (which will cause
slightly larger intensity fluctuations but will overcome any parametric heating) or if the
flexibility is allowed, the pattern can be adjusted. If neither of these options are capable
of removing the heating, then a feedback loop can be used in conjunction with an AOM
inserted on the SLM path to modulate the intensity and flatten off the toggle rate noise.
Losses due to parametric heating were not observed in our SLM trap with 1014 Hz toggle
rate.
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Figure 4.8: Power fluctuations for a simple spot pattern generated by the SLM and 1064
nm light. (a) Long term total power fluctuations. (b) Fast fluctuations due to the toggle
rate of the SLM (the scope is set to AC). (c) FFT of the signal in (b), where the dominant
peak occurs at 1014 Hz. (d) Fast fluctuations from the laser when the SLM is switched
off (the scope is set to AC).
4.4 Arbitrary Trapping Patterns
To further test the capability of our SLM being used for atom trapping, a set of more
arbitrary patterns were generated. The following patterns were all calculated with an
initial guess phase with a curvature of R = 2.6 mrad px−2, linear gradient magnitude of
D = −pi/1.43 mrad px−1 and angular shift of µ = pi/4. The results are shown in Figure
4.9.
The first pattern was simply an extension of the double spot pattern, where four spots
in a line were used instead. Since the spots were chosen to be diffraction limited, the
MRAF algorithm was employed for better light efficiency. Individual spots had the same
separation as the double spot pattern and were spaced along the long axis of the horizontal
ODT. The resulting light efficiency was calculated to be 78%. The signal region of the
calculation was quite large as this was found to improve light efficiency and kept unwanted
light in the noise region away from the atoms without requiring an iris. The signal region
encompassed 24% of the output plane, centred around the pattern. For atom trapping a
sequence similar to that shown in Figure 3.25 was used, where 200mW incident on the
SLM resulted in ∼ 13mW of power in each spot, corresponding to ∼ 30µK trap depth,
while the horizontal ODT trap depth was 8.4µK trap depth. The atoms were held in
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Figure 4.9: Arbitrary SLM trapping patterns. The left-most images are the calculated
output intensities for four different patterns, whilst the middle images are the patterns
generated by the SLM. The signal regions for these images fully encompasses the field of
view. The right-most images are short TOF (0.5 ms−1 ms) pictures taken of the trapped
atoms. (a) Four spots in a line. The hologram was calculated with MRAF and 9 × 104
atoms were trapped. (b) Gaussian line. Calculated with CG with a flat phase, where
1.7× 105 atoms were trapped. (c) Dumbbell. Calculated with CG with flat phase, where
1.3 × 105 atoms were trapped. (d) Gaussian ring. Calculated with CG with flat phase,
where 2.7× 105 atoms were trapped.
this configuration for 1s before a 1ms TOF image was taken. A total of 9 × 104 atoms
were trapped. However, whilst three of the spots held good portions of the total atoms
(between 25% and 35%), the left-most spot held far less (5%). The results are shown in
4.9(a). An investigation of the pattern taken with the off-line imaging revealed that the
left-most spot has a comparable peak intensity to the other spots (0.83 compared to 1,
0.80 and 0.87), however there are other factors along the actual trapping beam path, such
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as the viewport, that may effect the pattern which the off-line imaging does not account
for and the left-most spot that the atoms experience is likely underpowered.
Three continuous patterns with flat phase were generated using the CG algorithm. A
Gaussian line trap with flat phase was created with length 120µm along the propagation
axis of the horizontal ODT with an orthogonal 1/e2 half-width of 6µm using the CG
method. In a similar fashion to the MRAF calculation for the four spots, slightly improved
light efficiencies were observed for large signal regions, where the fidelities in the CG
calculations were only slightly reduced (see Figure 4.10). The signal region encompassed
66% of the output plane around the pattern (this was used for all CG patterns in this
section). The light efficiency of the calculated Gaussian line was 9.5%, resulting in 6.7mW
of trapping power on the atoms and an estimated trap depth of ∼ 1.0µK. The calculated
fidelity (taken in the top 99% of the pattern) was 0.9985. The RMS error for the intensity
(top 99%) of the resulting pattern taken on the off-line imaging was 7.1%. The horizontal
ODT was reduced to 70mW corresponding to a trap depth of 2.4µK, leading to a combined
trap depth of ∼ 3.4µK. The TOF for the image shown in Figure 4.9(b) was 0.5ms and a
total of 1.7 × 105 atoms were trapped. Some fragmentation in the atomic distribution is
present with the middle section of the line having a slightly reduced atom number, but the
Gaussian line geometry is still prominent. In future, once the astigmatism of the imaging
(section 4.1) is corrected for, fine-tuning of the atomic distribution can be achieved by
adjusting the light pattern with feedback.
A pattern combining the features of spots and a line is the “dumbbell” shape which
could be used for studies of transport in narrow channels between reservoirs. The dumbbell
had two Gaussian spots with 1/e2 half-widths of 12µm, connected by a channel with the
same size as the Gaussian line (120µm long, 6µm 1/e2 half-width). The channel peak
intensity is 25% of the peak intensity of the spots. Similar to the Gaussian line, the
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Figure 4.10: The effect of changing the SR size for the Gaussian line pattern with flat
phase. An SR encompassing > 66% of the output plane would not converge to an accept-
able light pattern due to the extensive constraint on the output plane. The benefit of a
large SR is to ensure that light in the NR is kept far away from the atoms. (a) Fidelity.
An increase from an SR which encompasses 3% of the output plane to an SR which en-
compasses 66% reduces the fidelity by only 0.0007. (b) Light efficiency. An increase from
an SR which encompasses 3% of the output plane to an SR of 66% increases the light
efficiency by 1%.
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pattern was calculated with the CG method keeping a flat output phase. The calculated
light efficiency was 9.1% resulting in 6.4mW of trapping power on the atoms and an
estimated maximum trap depth of ∼ 1.8µK (trap depth in the spots), whilst the fidelity
was 0.9994. The RMS error for the intensity (top 99%) of the resulting pattern taken
on the off-line imaging was 7.0%. The horizontal ODT also had a trap depth of 2.4µK
leading to a maximum combined trap depth of ∼ 4.2µK. The result is shown in Figure
4.9(c), where the TOF of the absorption image was 1ms and a total number of 1.3× 105
atoms were trapped. The two spots held ∼ 60% of the total number of atoms, with a
comparable number in each, whilst the channel held ∼ 40%. The width of the atomic
cloud in the channel was similar to the two spot widths, despite the bar being thinner in
the light pattern, however this is likely due to the finite TOF.
The final trap is a ring with 50µm diameter and a 1/e2 half-width of 12µm. A fidelity
of 0.9980 fidelity was achieved, along with a light efficiency of 6.1% corresponding to a
trapping power of 4.3mW and a trap depth of ∼ 250nK. The RMS error for the intensity
(top 99%) of the resulting pattern taken on the off-line imaging was 11.5%. A trap depth
of 3µK was used in the horizontal ODT, where the configuration lead to 2.7× 105 atoms
being held in a combined trap depth of ∼ 3.25µK. The absorption image in Figure 4.9(d)
was taken at 1ms TOF, which revealed that the pattern is too wide for the horizontal ODT.
Since the width of the horizontal ODT is comparable to the diameter of the ring pattern,
the trapping geometry is skewed such that two ‘D’ shaped atom clouds are formed, with a
faint circular trail of atoms connecting them, whilst a clear dark region between the ‘D’s
can be seen, indicating the central hole of the ring.
A loose estimate of the temperatures associated with the continuous geometrical pat-
terns can be made. We image the Gaussian line pattern along the horizontal axis using 2ms
TOF intervals between 6ms and 14ms, giving a temperature of ∼ 100nK. Since the trap-
ping power and size of the Gaussian line is comparable to the other continuous geometries
attempted, it is likely that the other traps have a similar magnitude of temperature.
4.5 Feedback Improvement
Both the line of spots and Gaussian Ring patterns showed clear deviations from the ex-
pected atomic distributions, prompting an attempt to compensate for such discrepancies
by adjusting the intensity distribution of the target patterns via feedback. For the four
spots, the target intensity of the left-most spot was redesigned to be 4 times more intense
than the other spots. This was well achieved in the MRAF calculation and although
the resulting image on the camera had some deviation, it still had a prominent left-most
spot, where the relative values of peak intensity from left to right were 1, 0.28, 0.24 and
0.33. The resulting light pattern had a similar light efficiency (78%) as the uncorrected
four spots pattern and trapped a total of 9.5 × 104 atoms (Figure 4.11(a) shows the dis-
tribution, taken under the same conditions as Figure 4.9(a)). The distribution did see
more atoms in the left-most spot, but the largest cloud was the one beside it. The ra-
tios between the four spots now differed from each other, where the atom numbers split
between the separate traps from left to right as a percentage were 25%, 35%, 18% and
22%. An even split between the four spots would therefore appear to need several steps
of adjustment/feedback using the atomic distribution as the metric, most ideally suited
for a feedback algorithm (similar to Section 2.3) rather than manually adjusting the trap
light distribution as I have done.
For the Gaussian ring, an attempt to compensate for the horizontal ODT profile was
made by subtracting a Gaussian line from across the ring which had the same estimated
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width as the ODT beam. The compensation was done empirically by creating several
patterns with differing Gaussian line amplitudes along with attempting varying horizontal
ODT powers. The result most resembling a ring was found for a relative Gaussian line
amplitude of 0.7, where the ring amplitude was 1.0. Such a pattern had a 10.4% light
efficiency and a 0.9990 fidelity, leading to 7.3mW of power in the trap. The RMS error
for the intensity (top 99%) of the pattern when imaged on the camera was 7.6%. The
horizontal ODT was reduced to 3µK, similar to the uncorrected ring and a total of 2.8×105
atoms were trapped. The result is shown in Figure 4.11(b). Whilst the ring shape is more
prominent, so too are residual atoms still trapped in the horizontal ODT. Only a slight hole
can be discerned at the centre of the ring, whilst some fragmentation is occurring across the
geometry. However, when the light sheet is implemented in future, these issues regarding
the ring trap (and any other more complex geometries) will no longer be apparent as the
large width offered by the cylindrical beam will allow for a more uniform trapping profile
in both axes.
In summary, a variety of both continuous and discrete geometries capable of trapping
∼ 1 × 105 atoms at ∼ 100nK have been created using a phase-only SLM. Compensation
of the atomic distribution using basic feedback on the absorption image of the atoms has
been shown to work, where a more complete feedback method could yield even smoother
continuous geometries. The patterns created with both phase and amplitude control using
the conjugate gradient method was found to be the most effective for trapping due to the
ability to impose a flat phase on the light, removing out-of-plane focussing effects. The
phase-only SLM and the techniques developed for hologram generation in this work have
therefore been shown as an effective approach for ultracold atom trapping.
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Figure 4.11: Simple feedback examples for SLM atom trapping. The left-most images are
the calculated output intensities, whilst the middle images are the patterns generated by
the SLM. The signal regions for these images fully encompasses the field of view. The
right-most images are 1ms TOF pictures taken of the trapped atoms. (a) The four spots
line pattern which has the left-most spot with quadruple the intensity of the other spots.
The hologram was calculated with MRAF and 9.5 × 104 atoms were trapped. (b) The
gaussian ring pattern with a 0.7 amplitude 50µm 1/e2 half-width horizontal Gaussian
subtracting from one axis. Calculated with CG with flat phase, where 2.8 × 105 atoms
were trapped.
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Chapter 5
Conclusion
5.1 Summary
To summarise, bespoke trapping and manipulation of ultracold atoms offers a rich vein
of investigations for quantum systems and the work in this thesis has shown the creation
of the first BEC in St Andrews, where the ultracold atom experiment has been made in
conjunction with a phase-only SLM, exhibiting flexibility in both discrete and continu-
ous trapping geometries. The development of compact and flexible holography techniques
in multi-wavelength patterns using MRAF, along with high-fidelity phase and amplitude
control using our CG method, have been demonstrated both in calculation and experi-
mentally. The latter development allows the calculation of, to our knowledge, the most
accurate holographic optical traps, with errors reduced by a factor of 20 compared to the
previous state of the art [125]. The output phase manipulation afforded by the CG method
was shown to be particularly desirable for optimal control of the holographic traps when
trapping atoms in our experiment.
5.2 Future Prospects
For the near future, a correction to the vertical imaging axis is required in order to do
in-situ imaging of the atoms in the SLM trap. Such accurate imaging would then afford
feedback trap compensation, similar to the feedback method in Section 2.3 and 2.4.3,
where the atom distributions are used as the metric for the trap corrections instead of the
light itself.
With appropriate imaging and corrections, the efficient evaporation method outlined
in [56] can be attempted, where power law traps generated by the SLM can be compared
against the standard Gaussian profile in terms of evaporatively cooling the atoms. Beyond
this however, it would be desirable to implement the light sheet. For example, future in-
vestigations associated with previous theoretical research undertaken by the group, such
as investigations of the topological Kondo effect [75] and rotation sensing [55], require pat-
terns that extend beyond the width of the horizontal ODT, and therefore implementation
of the light sheet will be necessary here. Investigations of dynamic trapping of the atoms
using our SLM will also be required for the rotation scheme in [55].
Regarding holography development, the high fidelity patterns capable by the conjugate
gradient minimisation technique, as reported in Section 2.5, may provide an avenue for
smooth bespoke three-dimensional optical traps. The additional phase control can be
crucial for controlling the light in three-dimensions, as the graphene propagation result
from Figure 2.30 and the spot width investigation from Figure 4.7 highlights. Thus,
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developing the CG code further in this direction may well be a promising future prospect.
Holography to create three-dimensional traps for particles has been developed before, both
in discrete crystal lattice geometries [152] and continuous tubes [153]. Atoms taken from
a MOT have also recently been trapped in three dimensional discrete arrays using an
SLM [154], but no bespoke continuous three-dimensional traps for ultracold atoms have
been achieved. Furthermore, configurations with an SLM are capable of manipulating
the polarisation of a light beam as well [155]. If a high degree of control over all of the
components of light (amplitude, phase and polarisation) are available, this would yield
smooth and fully arbitrary three-dimensional patterns, where the CG code could be used
to create holograms capable of such control with a single SLM. Our multi-wavelength
technique (Section 2.4) could also be incorporated in such future schemes.
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