





















\bullet 回帰分析には1つの被説明変数  y を説明する変数が1つである単回帰分析と複数ある重回
帰分析に分けることができる.
単回帰分析 y=ax+b (1)
重回帰分析 y=\displaystyle \sum_{i=1}^{N}a_{i}x_{i}+b (2)
\bullet 重回帰分析では多重共線性や過剰適合などの問題を内包していることが知られている [1‐3].
先行研究と問題点
. Cun らは偏回帰係数を求める最急降下法の効率 (スピード) を評価するために,計画行列で
定義される分散共分散行列(Wishart行列) の固有値分布を解析した [4].
. Hoyle らは主成分分析に対してレプリカ解析を用いて上記と同様に固有値分布を解析し,

















被説明変数を  y\in \mathrm{R} , 説明変数を N 次元ベクトルデ = (x_{1}, x_{2}, \cdots , x_{N})^{\mathrm{T}}\in \mathrm{R}^{N} で表す.さら
に説明変数♂と被説明変数 y の組が p組あるとする.
\mathcal{D}^{p}=\{(\vec{x}_{1}, y_{1}), (\vec{x}_{2}, y_{2}), \cdots , (\vec{x}_{p}, y_{p})\} (3)
このとき被説明変数 y_{ $\mu$} と説明変数 \vec{x}_{ $\mu$}= (x_{1 $\mu$}, x_{2 $\mu$}, \cdots , x_{N $\mu$})^{\mathrm{T}} \in \mathrm{R}^{N} の間に次の関係が成り立つ
と仮定する.
y_{ $\mu$}=\displaystyle \frac{1}{\sqrt{N}}\sum_{i=1}^{N}w_{i}x_{x $\mu$} (4)
式 (4) は多変数に対する線形回帰 (重回帰分析) を表しているが,一般的に p 組の入出力関係 \mathcal{D}^{p}
を満たす偏回帰係数ベクトル宙 = (w_{1}, w_{2}, \cdots , w_{N})^{\mathrm{T}} \in \mathrm{R}^{N} を見つけることは容易ではなく,
y_{ $\mu$}=\displaystyle \frac{1}{\sqrt{N}}\sum_{i=1}^{N}w_{\mathrm{z}}x_{i $\mu$}+noise_{ $\mu$} (5)
のようになる.さらに p>N とする.線形回帰式 y_{ $\mu$}=\displaystyle \frac{1}{\sqrt{N}}\sum_{i=1}^{N}w_{i}x_{i $\mu$}+n\mathrm{o}ise_{ $\mu$} から,最小2乗
法より,
\displaystyle \mathcal{H}(\vec{w}|\mathcal{D}^{p})=\frac{1}{2}\sum_{ $\mu$=1}^{p} (y_{ $\mu$}-\frac{1}{\sqrt{}}\sum_{i=1}^{N}w_{i}x_{i $\mu$})^{2} (6)
の残差平方和 \mathcal{H} (面 |\mathcal{D}^{p} ) を最小にする偏回帰係数面を求める必要がある.ここで中心極限定理に
倣い, N 個の確率変数 xi  $\mu$ (に偏回帰係数  w_{i} をかけた) の和 \displaystyle \sum_{ $\iota$=1}^{N}w_{i^{X} $\iota \mu$} に対して,スケーリング
の詣 を掛けた.(注) 理論的な性質を調べる第一歩として,極端に簡単な設定からスタートさせ
る *1. 線形関係を満たす偏回帰係数面を求めるために,次の残差平方和の最小化問題を解く必要
*1 +分大きな N のとき,平均 0 , 分散1のLi. \mathrm{d} . の N 個の確率変数 X_{1}, X_{2}, \cdots ,  X_{N} \}_{\leftarrow}^{\vee}$\chi$_{\backslash }1 して, Z= \displaystyle \frac{1}{\sqrt{N}}\sum_{ $\iota$=1}^{N}X_{i}
は平均 0 , 分散1の正規分布に従う.
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がある.
\displaystyle \mathcal{H}(\vec{w}|\mathcal{D}^{p})=\frac{1}{2}\sum_{ $\mu$=1}^{p}(y_{ $\mu$}-\frac{1}{\sqrt{N}}\sum_{i=1}^{N}w_{i}x_{i $\mu$})^{2} (7)
ここでは簡単のために次の制約条件を課す.
\displaystyle \sum_{i=1}^{N}w_{i}=N\times $\tau$ (8)
ちなみに式 (8) は  $\tau$ で指定される超平面を表す.また観測値ベクトル \vec{y}=(y\mathrm{i}, \cdots , y_{p})^{\mathrm{T}} \in \mathrm{R}^{p} と
計画行列 X=\displaystyle \{\frac{x_{i $\mu$}}{\sqrt{N}}\} \in \mathrm{R}^{N\times p} , Wishart 行列 J=XX^{\mathrm{T}}\in \mathrm{R}^{N\times N} を用いて,
\displaystyle \mathcal{H}(\vec{w}|\mathcal{D}^{p})=\frac{1}{2}(\vec{y}-X^{\mathrm{T}}\vec{w})^{2}=\frac{1}{2}\vec{y}^{\mathrm{T}}\vec{y}-\vec{w}^{\mathrm{T}}X\vec{y}+\frac{1}{2}\vec{w}^{\mathrm{T}}J\vec{w} (9)
2.2 Lagrange 未定乗数法
Lagrange 関数 L(\vec{w}, k) は
L (wf, k ) =\mathcal{H}(\vec{w}|\mathcal{D}^{p})+k(N $\tau$-\vec{w}^{\mathrm{T}}\vec{e})
=\displaystyle \frac{1}{2}\vec{y}^{\mathrm{T}}\vec{y}-\vec{w}^{\mathrm{T}}X\vec{y}+\frac{1}{2}\vec{w}^{\mathrm{T}}J\vec{w}+k(N $\tau$-\vec{w}^{\mathrm{T}}e] (10)
と定義できる.ただしここでは定数ベクトル \vec{e}= ( 1, 1, \cdots ,  1)^{\mathrm{T}} \in \mathrm{R}^{N} と Lagrange未定乗数
k\in \mathrm{R} を用いた.この最適解は,
た =\displaystyle \frac{ $\tau$-\frac{1}{N}\overline{e}^{J}\mathrm{r}J^{-1}X\vec{y}}{\frac{1}{N}\check{e}^{ $\Gamma$}J^{-1}\vec{e}} (11)
\vec{w}^{*}=J^{-1}X\vec{y}+kJ^{-1}\vec{e} (12)
となり,平方残差和 \displaystyle \min_{\vec{w}\in \mathcal{W}}\mathcal{H}(\vec{w}|\mathcal{D}^{p}) =\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p}) は,
\displaystyle \mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})=\frac{1}{2}\vec{y}^{\mathrm{T}}\vec{y}-\frac{1}{2}y^{\lrcorner $\Gamma$}X^{\mathrm{T}}J^{-1}X\vec{y}+\frac{Nk^{2}}{2}\frac{e^{ $\Gamma$}J^{-1}\vec{e}\lrcorner}{N} (13)
となる.ただし \mathcal{W}\subseteq \mathrm{R}^{N} は偏回帰係数密の実行可能部分空間とする.得られた結果 \mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})=
\displaystyle \frac{1}{2}y^{ $\Gamma$}\vec{y}\lrcorner- \displaystyle \frac{1}{2}\overline{y}^{\prime \mathrm{r}}X^{\mathrm{T}}J^{-1}X\vec{y}+\frac{Nk^{2}}{2}\frac{\vec{e}^{\mathrm{T}}J^{-1}\vec{e}}{N} と k= \displaystyle \frac{ $\tau$-\frac{1}{N}\vec{e}^{\mathrm{T}}J^{-1}X\vec{y}}{\frac{1}{N}e\rightarrow J\vec{e}} から,1自由度当たりの残差平方和
 $\varepsilon$=\displaystyle \frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p}) は,
 $\varepsilon$= \displaystyle \frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})= \frac{1}{2}\frac{\dot{y}^{ $\Gamma$}\vec{y}}{N}-\frac{1}{2}\frac{y\rightarrow \mathrm{r}X^{\mathrm{T}}J^{-1}X\vec{y}}{N}+\frac{k^{2}}{2}\frac{e^{ $\Gamma$}J^{-1}\vec{e}\lrcorner}{N}




. Wishart 行列 J=XX^{\mathrm{T}} \in \mathrm{R}^{N\times N} の逆行列を求めるには, O(N^{3}) の計算量が必要で
あり,十分大きな N (理論的な性質を議論しやすい) において,実行することは容易で
はない.
\bullet 1自由度当たりの残差平方和  $\varepsilon$=\displaystyle \frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p}) は \mathcal{D}^{p}=(X , のに依存しており,  $\varepsilon$ の典
型値を求めるためには,  $\varepsilon$ を計画行列  X\in \mathrm{R}^{N\times p} や観測値ベクトル \vec{y}\in \mathrm{R}^{p} で平均化
する必要がある.
1自由度当たりの平方残差和の典型値  $\varepsilon$=E_{X,\vec{y}}[\displaystyle \frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})] を求めるには, \displaystyle \frac{\vec{y}^{\mathrm{T}}\vec{y}}{N}, \displaystyle \frac{\vec{y}^{\mathrm{T}}X^{\mathrm{T}}J^{-1}X\vec{y}}{N},
\displaystyle \frac{\vec{e}^{\mathrm{T}}J^{-1}\vec{e}}{N}, \displaystyle \frac{c\rightarrow JX\vec{y}}{N}, k=\displaystyle \frac{ $\tau$-\vec{e}JX\vec{y}}{\frac{1}{N}e\rightarrow J\vec{e}} なとの典型値を求める必要がある.
\displaystyle \frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})=\frac{1}{2}\frac{y^{d}\vec{y}\mathrm{r}}{N}-\frac{1}{2}\frac{\dot{y}^{ $\Gamma$}X^{\mathrm{T}}J^{-1}X\vec{y}}{N}+\frac{1}{2}\frac{e\rightarrow \mathrm{r}J^{-1}\vec{e}}{N}(\frac{$\tau$^{\vee $\Gamma$}-\frac{1}{N}eJ^{-1}X\vec{y}}{\frac{1}{N}\overline{e}^{\mathrm{T}}J^{-1}\vec{e}})^{2} (15)
問題点
\bullet Wishart \'{I}^{\ovalbox{\tt\small REJECT}}\overline{\mathrm{J}}列 J=XX^{\mathrm{T}} の平均値 Ex[XX^{\mathrm{T}}] の逆行列 (Ex[XX^{\mathrm{T}}])^{-1} と Wishart 行
列の逆行列 (XX^{\mathrm{T}})^{-1} の平均値 E_{X}[(XX^{\mathrm{T}})^{-1}] は一致するか?
\bullet  k=\displaystyle \frac{ $\tau$-\frac{1}{N}\vec{e}^{\mathrm{T}}J^{-1}X\vec{y}}{\frac{1}{N}\tilde{e}^{ $\Gamma$}J^{-1}\vec{e}} や \displaystyle \frac{\vec{e}^{\mathrm{T}}J^{-1}\vec{e}}{N}(\frac{ $\tau$-\frac{1}{N}\vec{e}^{\mathrm{T}}J^{-1}X\vec{y}}{\frac{1}{N}e\rightarrow \mathrm{r}J^{-1}\vec{e}})^{2} の典型値を評価することは容易か?
3 Boltzmann 分布
3.1 MAP 推定
MAP 推定は事後確率 P(\vec{w}|\mathcal{D}^{p}) を最大にする密を求めることであり,機械学習や情報理論,最
適化問題などに共通する数理構造を用いて解析する手法である [6‐8].
MAP 推定
MAP 推定=事後確率 P(\vec{w}|\mathcal{D}^{p}) を最大にする面を求める.
\displaystyle \Rightarrow \vec{w}^{*}=\arg\max_{\vec{w}\in \mathcal{W}}P(\vec{w}|\mathcal{D}^{p}) (16)
3.2 事後確率
事後確率 P(\vec{w}|\mathcal{D}^{p}) は事前確率 P_{0} (密) と条件付き確率 (もしくは尤度関数) e^{- $\beta$ \mathcal{H}(\vec{w}1\mathcal{D}^{p})} の積で以
下のように定義できる.
P(\displaystyle \vec{w}|\mathcal{D}^{p})=\frac{P_{0}(\vec{w})e^{- $\beta$ \mathcal{H}(\vec{w}1\mathcal{D}^{\mathrm{p}})}}{Z(\mathcal{D}^{p})} (17)
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ただし Z(\displaystyle \mathcal{D}^{p})=\int_{-\infty}^{\infty}P_{0}(\vec{w})e^{- $\beta$ \mathcal{H}(\vec{w}1\mathcal{D}^{\mathrm{p}})}d\vec{w} は分配関数と呼ばれる規格化定数であり,  $\beta$>0 は逆
温度と呼ぶ.
最適化
\displaystyle \vec{w}^{*}=\arg\max_{\vec{w}\in \mathcal{W}}P(\vec{w}|\mathcal{D}^{p})=\arg\min_{\vec{w}\in \mathcal{W}}\mathcal{H}(\vec{w}|\mathcal{D}^{p}) (18)
逆温度極限として,
\displaystyle \lim_{ $\beta$\rightarrow\infty}P(\vec{w}|\mathcal{D}^{p})= \left\{\begin{array}{l}
1 \text{面} = \text{面} *\\
0 \vec{w}\neq \text{切} *
\end{array}\right. (19)
が知られている.
さらに Z(\mathcal{D}^{p}) =\displaystyle \int_{-\infty}^{\infty}P_{0}(\vec{w})e^{- $\beta$ \mathcal{H}(\vec{w}1\mathcal{D}^{\mathrm{p}})}d面を用いて示される,
E_{\vec{w}}[\displaystyle \mathcal{H}(\vec{w}|\mathcal{D}^{p})]=\int_{-\infty}^{\infty}\mathcal{H}(\vec{w}|\mathcal{D}^{p})P(\vec{w}|\mathcal{D}^{p})d\vec{w}=-\frac{\partial}{\partial $\beta$}\log Z(\mathcal{D}^{p}) (20)
の恒等式を用いると,
\mathcal{H} (げ |\mathcal{D}^{p} ) =\displaystyle \lim_{ $\beta$\rightarrow\infty}E_{\vec{w}}[\mathcal{H}(\vec{w}|\mathcal{D}^{p})] =\displaystyle \mathrm{h}\mathrm{m} $\beta$\rightarrow\infty\{-\frac{\partial}{\partial $\beta$}\log Z(\mathcal{D}^{p})\} (21)
となる.さらに成分数 N の大きい極限で \log Z(\mathcal{D}^{p}) が自己平均性 \log Z(\mathcal{D}^{p}) \simeq E_{X,\vec{y}}[\log Z(\mathcal{D}^{p})]
を満たすため,1自由度当たりの残差平方和  $\varepsilon$ は,
 $\varepsilon$=\displaystyle \lim_{N\rightarrow\infty}\frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})=\lim_{N\rightarrow\infty}\frac{1}{N}E_{X,\vec{y}}[\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})]
=\displaystyle \lim_{ $\beta$\rightarrow\infty}-\frac{\partial}{\partial $\beta$} { \displaystyle \lim_{N\rightarrow\infty}\frac{1}{N} EX,ỹ [\log Z(\mathcal{D}^{p})] } (22)
3.3 問題整理
\bullet 1自由度当たりの残差平方和  $\varepsilon$ は,
 $\varepsilon$=\displaystyle \lim_{N\rightarrow\infty}\frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p})=\lim_{ $\beta$\rightarrow\infty}-\frac{\partial}{\partial $\beta$}\{\lim_{N\rightarrow\infty}\frac{1}{N}E_{X,\vec{y}}[\log Z(\mathcal{D}^{p})]\} (23)
で求まる.
\bullet キュムラント母関数
 $\phi$=\displaystyle \lim_{N\rightarrow\infty}\frac{1}{N}E_{X,\vec{y}}[\log Z(\mathcal{D}^{p})] (24)
を用いて,  $\varepsilon$=-\displaystyle \lim_{ $\beta$\rightarrow\infty}\frac{\partial $\phi$}{\partial $\beta$} で求めることができる.
本発表では被説明変数 y_{ $\mu$} は各々独立に平均 E[y_{ $\mu$}] =0 , 分散 V[y_{ $\mu$}] =t の分布に従うとし,説明




レプリカ解析を用いて,キュムラント母関数  $\phi$ は以下のようになる.
 $\phi$=\displaystyle \lim_{N\rightarrow\infty}\frac{1}{N}E_{X,\vec{y}}[\log Z(\mathcal{D}^{p})]
=k,$\chi$_{\'{o}},q_{s,6:}\displaystyle \overline{q}_{s}\mathrm{E}\mathrm{x}\mathrm{t}_{\frac{\mathrm{r}}{ $\chi$}}.\{-\frac{ $\alpha$}{2}\log(1+ $\beta \chi$_{s})-\frac{ $\alpha \beta$(q_{s}+t)}{2(1+ $\beta \chi$_{s})}+\frac{1}{2}($\chi$_{\mathrm{s}}+q_{s})(\overline{ $\chi$}_{s}-\tilde{q}_{S})
+\displaystyle \frac{1}{2}q_{s}\tilde{q}_{s}-k $\tau$-\frac{1}{2}\{\log v\}-\frac{1}{2}\log\tilde{ $\chi$}_{s}+\frac{\tilde{q}_{s}+k^{2}\langle v^{-1}\rangle}{2\tilde{ $\chi$}_{s}}\} (25)
ただし  $\alpha$=p/N\sim 0(1) と
\displaystyle \langle f(v)\rangle=\lim_{N\rightarrow\infty}\frac{1}{N}\sum_{i=1}^{N}f(v_{i}) (26)
とし,Extrg(m) は関数 g(\mathrm{m}) の変数 m に対する極値を表す. \displaystyle \frac{\partial $\phi$}{\partial k}=\frac{\partial $\phi$}{\partial$\chi$_{\mathrm{s}}} = \displaystyle \frac{\partial $\phi$}{\partial q_{s}} = \displaystyle \frac{\partial $\phi$}{\partial\overline{ $\chi$}_{s}}=\frac{\partial $\phi$}{\partial\overline{q}_{s}}=0
より,
k= $\beta$( $\alpha$-1)\displaystyle \frac{ $\tau$}{\{v^{-1}\}} (27)
$\chi$_{s}=\displaystyle \frac{1}{ $\beta$( $\alpha$-1)} (28)
q_{S}= \displaystyle \frac{t}{ $\alpha$-1}+\frac{ $\alpha$}{ $\alpha$-1}\frac{$\tau$^{2}}{\{v^{-1}\rangle} (29)
\tilde{ $\chi$}_{\mathcal{S}}= $\beta$( $\alpha$-1) (30)
\displaystyle \tilde{q}_{s}=$\beta$^{2}( $\alpha$-1) (t+\frac{$\tau$^{2}}{\langle v^{-1}\}}) (31)
となる.これより  $\varepsilon$=-\displaystyle \frac{\partial $\phi$}{\partial $\beta$}=\frac{ $\alpha \chi$_{8}}{2(1+ $\beta \chi$_{s})}+\frac{ $\alpha$ q_{\mathrm{s}}}{2(1+ $\beta \chi$_{ $\varepsilon$})^{2}} から,
 $\varepsilon$=\displaystyle \lim_{ $\beta$\rightarrow\infty}(\frac{ $\alpha \chi$_{8}}{2(1+ $\beta \chi$_{s})}+\frac{ $\alpha$(q_{s}+t)}{2(1+ $\beta \chi$_{s})^{2}}) =\frac{ $\alpha$-1}{2} (t+\frac{$\tau$^{2}}{\{v^{-1}\rangle}) (32)
となる.
\bullet  E[y_{ $\mu$}] = 0, V[y_{ $\mu$}] = t, E[x_{i $\mu$}] = 0, V[x_{i $\mu$}] = v_{i} のとき,1自由度当たりの残差平方和
 $\varepsilon$=\displaystyle \lim_{N\rightarrow\infty}\frac{1}{N}\mathcal{H}(\vec{w}^{*}|\mathcal{D}^{p}) は,






. Lagrange 未定乗数法を用いて求めた1自由度当たりの残差平方和には Wishart 行列
 J=XX^{\mathrm{T}}\in \mathrm{R}^{N\times N} の逆行列 J^{-1} を求める必要があるが,逆行列の計算量は \mathrm{O}(N^{3}) であ
るため,別の解析手法を提案した.
\bullet Boltzmann 分布を用いた最適化問題の解析手法をまとめ,1自由度当たりの残差平方和は
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