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Cyclic Period-3 Window in Antiferromagnetic Potts and Ising Models
on Recursive Lattices
N. S.Ananikian1), L. N.Ananikyan, L.A.Chakhmakhchyan
A.I. Alikhanyan National Science Laboratory, Alikhanian Br. 2, 0036 Yerevan, Armenia
The magnetic properties of the antiferromagnetic Potts model with two-site interaction and the antifer-
romagnetic Ising model with three-site interaction on recursive lattices have been studied. A cyclic period-3
window has been revealed by the recurrence relation method in the antiferromagnetic Q-state Potts model
on the Bethe lattice (at Q < 2) and in the antiferromagnetic Ising model with three-site interaction on the
Husimi cactus. The Lyapunov exponents have been calculated, modulated phases and a chaotic regime in the
cyclic period-3 window have been found for one-dimensional rational mappings determined the properties of
these systems.
PACS: 05.50.+q, 05.45.-a, 02.30.Oz
The Potts and Ising models played an important
role in the theories of phase transitions and critical phe-
nomena [1, 2]. Since the Potts model is not solved ex-
actly in the general case (solutions have not been found
for dimensions d > 2 and for nonzero magnetic field),
various approximations are used. In particular, the
Bethe-Peierls approximation reduces the study of the
system dynamics to analysis of the behavior of rational
mappings obtained by the recurrence relation method
[3]. This method can also be applied to the general-
ized Bethe lattice (Husimi cactus) [4], to describe frus-
trated antiferromagnetic systems with multisite interac-
tion. Such models simulate the properties of the magne-
tization of solid 3He [5]. At the same time, this dynamic
approach can also be applied to study gauge systems de-
scribed by both multidimensional and one-dimensional
mappings [6]. In our case, recurrence relations describ-
ing the models in the presence of antiferromagnetic pair-
ing of the lattice sites exhibit a quite complex behav-
ior including the doubling cascade, chaos, and cyclic
window with period p = 3, 5, 6, .... Such windows were
revealed and studied both theoretically and experimen-
tally in a number of other systems of applied interest [7].
The Lyapunov exponent can be considered as an order
parameter for determining the geometric and dynamical
properties of the attractor of such systems [8].
The aim of this work is to analyze the cyclic period-
3 window for rational mappings describing the antifer-
romagnetic Q-state Potts model on the Bethe lattice
(Q < 2) and the antiferromagnetic Ising model with
three-site interaction on the Husimi cactus (tree). This
window is represented by the laminar phase with an
incorporated chaotic behavior. The transition from the
chaotic regime to the period-3 regime occurring through
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tangent bifurcation (type-I intermittency) [9], as well as
subsequence doubling of the period through the type-II
intermittency (doubling bifurcation), is considered.
In the presence of external magnetic field, the Q-
state Potts model on the Bethe lattice [1] is specified by
the Hamiltonian
H = −J
∑
(i,j)
δ(σi, σj)−H
∑
i
δ(σi, Q), (1)
where σi = 1, 2, ..., Q, δ(x, y) is the Kronecker delta;
the first and second sums are taken over all of the edges
and sites of the lattice, respectively; and J > 0 cor-
responds to antiferromagnetic pairing. The partition
function and magnetization at the central site can be
represented as
Z =
∑
{σ}
e
− H
kBT , (2)
M = 〈δ(σ0, Q)〉 = Z
−1
∑
{σ}
δ(σ0, Q)e
− H
kBT , (3)
where kB is the Boltzmann constant (below, we set
kB = 1). Cutting the Bethe lattice at the central site
into γ identical branches (γ is the coordination number),
we represent the partition function in the form
Z =
∑
{σ0}
exp{
H
T
· δ(σ0, Q)}[gn(σ0)]
γ , (4)
where σ0 is the central spin and gn(σ0) is the contri-
bution of each of the γ identical branches. Following a
known procedure described in [3, 5], we obtain
xn = f1(xn−1),
f1(x) =
e
H
T + (e
J
T +Q− 2)xγ−1
e
H+J
T + (Q− 1)xγ−1
, (5)
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where xn = gn(σ 6= Q)/gn(σ = Q). The rational map-
ping given by Eq. (5) is known as the Potts-Bethe map-
ping. Taking into account Eq. (3), we obtain the follow-
ing expression for the magnetization:
Mn = 〈δ(σ0, Q)〉 =
e
H
T
e
H
T + (Q− 1)xγn
. (6)
The antiferromagnetic Ising model with three-site
interaction on the Husimi cactus in the presence of the
external magnetic field [4] is specified by the Hamilto-
nian
H = −J3
∑
△
σiσjσk −H
∑
i
σi, (7)
where σi = ±1, the first sum is taken over all of the
triangles, and second sum is calculated over all of the
sites of the cactus, and J3 < 0. In this case, the ratio-
nal mapping and magnetization at the site of the central
triangle are given by the expressions:
xn = f2(xn−1),
f2(x) =
x2(γ−1)e
4H+2J3
T + 2e
2H
T xγ−1 + e
2J3
T
2xγ−1e
2H+2J3
T + e
4H
T x2(γ−1) + 1
, (8)
Mn = 〈σ0〉 =
e
2H
T xγn − 1
e
2H
T xγn + 1
, (9)
where xn = jn(σ0 = +1)/jn(σ0 = −1) (jn is the contri-
bution from each of γ identical branches after cutting
in the central triangle).
Thus, the Q-state Potts model on the Bethe lattice
and the antiferromagnetic Ising model with three-site
interaction on the Husimi cactus can be considered as
nonlinear dynamical systems described by rational map-
pings. It is of interest to analyze the dependence of these
rational mappings on both parameter T (temperature)
and parameterH (external field) at a fixed coupling con-
stant (J or J3), coordination number γ, and the number
of states Q. The bifurcation points of the mappings cor-
respond to the phase transition points with a change in
symmetry.
We study the transition from the chaotic regime to
the cyclic period-3 regime through tangent bifurcation
[9]. Certain values of the temperature T and mag-
netic field H specify a curve separating the chaotic and
period-3 regimes (the mapping in the latter regime has
three stable stationary points). In this curve, tangent
bifurcation occurs under the condition{
f
(3)
i (x) = x
(f
(3)
i (x))
′ = 1, (i = 1, 2),
(10)
where f (3)(x) = f(f(f(x))). Subsequent bifurcations,
responsible for the appearance of a stable cycle with a
period of 3 × 2n (n = 2, 3, ...), correspond to the dou-
bling of the period. For this reason, the next doubling
bifurcation point can be found from the condition{
f
(3)
i (x) = x
(f
(3)
i (x))
′ = −1, (i = 1, 2).
(11)
The region bounded by curves found from conditions
(10) and (11) corresponds to the modulated period-3
phase 3M0 (i.e., 3 × 20 = 3) of the Potts model on
the Bethe lattice at i = 1 and the antiferromagnetic
Ising model with three-site interaction on the Husimi
cactus at i = 2 (see Fig. 1). As is seen in the inset
in Fig. 1a, the temperature dependencies of the map-
ping f1(x) and, hence, magnetization M in the region
H ≥ 0.1 (curves specified by Eqs. (10) and (11) inter-
sect at H = 0.1), have interesting properties. When
an H = const line intersects only the upper curve (cor-
responding to Eq. (10) with i = 1), the boundaries
of the cyclic window are strictly distinguished (tangent
bifurcation occurs at both edges). This window is rep-
resented only by the 3M0 phase (a stable period-3 cy-
cle). As the fixed field decreases, when an H = const
line intersects both the upper curve (corresponding to
Eq. (10) with i = 1) and the lower curve (correspond-
ing to Eq. (11) with i = 1), a cycle with a period of
3 × 21 = 6 appears, which corresponds to the modu-
lated phase 3M1 3×21 = 6) with a period of 6 (see Fig.
2a). The phase transition between the 3M0 and 3M1
phases, accompanied by a change in symmetry, occurs
at the bifurcation points. With a further decrease in the
field, new bubbles corresponding to modulated phases
with larger periods will appear on bifurcation diagrams.
Finally, the chaotic regime, which is localized inside the
cyclic period-3 window, will be reached. At the same
time, when the magnetization is considered as a func-
tion of the temperature T at a fixed value H < 0.1 or as
a function of the magnetic field H at any fixed tempera-
ture, tangent bifurcation occurs only at one edge of the
cyclic window [10]. A crisis [11, 12], i.e., the collision
of the chaotic attractor with the independent unstable
stationary point with a period of 3, occurs at the other
edge (see Fig. 2b). In this case, modulated phases with
a period of 3 × 2n are not localized inside the window
(similarity with logistic mapping).
The comparison of the picture described above with
the behavior of the mapping f2(x) (therefore, the mag-
netization in the antiferromagnetic Ising model with
three-site interaction) indicates that tangent bifurcation
occurs at both edges of the window, when the tempera-
ture is fixed (T = const) and the external field is varied
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Fig. 1. Modulated period-3 phase for (a) the antiferromagnetic Potts model at Q = 1.1, J = 1, and γ = 3 (inset shows
the region H > 0 at a magnified scale) and (b) the antiferromagnetic Ising model with three-site interaction at J3 = −1
and γ = 3.
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Fig. 2. Magnetization in the cyclic period-3 window for the Potts model at Q = 1.1, J = 1, and γ = 3 (a) versus the
temperature for H = 1.24 (inset shows the details of the modulated period-six phase) and (b) versus the magnetic field
for T = 1.
(see Fig. 1b). If a T = const line intersects only the
curve corresponding to Eq. (10) with i = 2, the win-
dow is represented only by the 3M0 phase. When a
T = const line intersects the curve corresponding to
Eq. (11) with i = 2, there is also the 3M1 phase (in
the form of a new bubble), transition to which occurs
through doubling bifurcation (a phase transition with a
change in symmetry). With a further decrease in the
temperature, chaos is reached (as in the Potts model
at H = const) inside the window (see Fig. 3a). This
picture (localization of 3 × 2n phases inside the cyclic
period-3 window) for the rational mappings given by
Eqs. (5) and (8), which describe statistical spin systems,
was also observed in the three-dimensional (polynomial)
Rossler system [12, 13].
At the same time, as is shown in Fig. 3b, the tran-
sition between chaos and the 3MO phase through tan-
gent bifurcation in the antiferromagnetic Ising model
with three-site interaction at a fixed field H occurs only
at one edge of the window. At the other edge of the
window, an abrupt change in the chaotic attractor oc-
curs due to crisis (as in the Potts model at a fixed tem-
perature T ). Thus, bifurcation properties in the cyclic
period-3 window in the antiferromagnetic Potts model
on the Bethe lattice in the dependence of the temper-
ature T at magnetic fields H higher than those at the
intersection point of the curves specified by Eqs. (10)
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Fig. 3. Magnetization in the cyclic period-3 window for the antiferromagnetic Ising model with three-site interaction
at J3 = 1 and γ = 3 (a) versus the magnetic field for T = 0.3 and (b) versus the temperature for H = 0.5.
and (11) (H = 0.1 at Q = 1.1) are similar to the re-
spective properties of the Ising antiferromagnetic model
with three-particle interaction on the Husimi cactus in
the dependence of the magnetic field H (see Fig. 1b and
inset in Fig. 1a). However, there is a certain interval
H ∈ [1.276; 1.375], where the ground state of the Ising
antiferromagnetic model with three-particle interaction
is the period-3 phase 3M0 (see Fig. 1b).
Concluding the discussion of the phase structure of
the period-3 window, we consider the Lyapunov ex-
ponent λ(x) as an order parameter. As is known,
λ(x) characterizes the degree of the exponential diver-
gence of two neighboring points induced by the mapping
xn+1 = f(xn). The exact formula for λ(x) has the form
λ(x) = lim
n→∞
1
n
ln
∣∣∣∣df (n)(x)dx
∣∣∣∣ . (12)
The Lyapunov exponent is negative in the periodic
regime, positive in the chaotic regime, and zero at the
bifurcation points. Figures 4a and 4b show the mag-
netic field and temperature dependencies of the Lya-
punov exponents for f1(x) and f2(x), respectively, for
the same remaining parameters as in Figs. 2a and 3b,
respectively. According to Fig. 4, λ(x) = −∞ at cer-
tain parameters T and H . These points correspond to
the superstable cycles [14],which are located in the re-
gion of the particular modulated phase. Therefore, the
construction (both analytical and numerical) of the su-
perstable cycle of the order n will make it possible to
determine the regions of T and H where the modulated
phase of a period of n exists. This problem will be con-
sidered in future works.
Our calculations also show that the Feigenbaum con-
stants α and δ for the doubling of the period [15] of the
mappings f1(x) and f2(x) converge to the known univer-
sal values δ = 4, 6692... and α = 2, 5029..., respectively.
Convergence in the period-3 window (doubling of the
period in the form 3 × 2n) is slower than that in the
case of the doubling of the period in the form 1 × 2n.
It is interesting that the universality of the Feigenbaum
constants can also be used for the approximate construc-
tion of the curves of phase transitions between different
modulated phases [10].
In summary, a cyclic period-3 window has been stud-
ied in the antiferromagnetic Potts model on the Bethe
lattice and in the antiferromagnetic Ising model with
three-site interaction on the Husimi cactus. The Bethe
lattice and its generalizations are approximations for the
standard lattices (Bethe-Peierls approximation), which
is much more accurate than the mean field approxima-
tion. For rational mappings, which describe real statis-
tical models (the antiferromagneticQ-state Potts model
on the Bethe lattice and the antiferromagnetic Ising
model with three-site interaction on the Husimi cac-
tus), we have analyzed the mechanism of the transition
from the chaotic regime to the cyclic period-3 window
through tangent bifurcation followed by the doubling
cascade 3 × 2n (n = 2, 3, ...). The period-3 modulated
phase of both models has been presented on the phase
diagram. The Lyapunov exponents in the period-3 win-
dow have been calculated.
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Fig. 4. Temperature dependence of the Lyapunov exponent in the cyclic period-3 window for (a) the Potts model at
Q = 1.1, J = 1, γ = 3, and H = 1.24 and (b) the antiferromagnetic Ising model with three-site interaction at J3 = 1,
γ = 3, and H = 0.5.
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