Directional dynamical cubes for minimal $\mathbb{Z}^{d}$-systems by Cabezas, Christopher et al.
ar
X
iv
:1
80
9.
09
50
9v
2 
 [m
ath
.D
S]
  3
 A
ug
 20
19
DIRECTIONAL DYNAMICAL CUBES FOR MINIMAL Zd-SYSTEMS
CHRISTOPHER CABEZAS, SEBASTIA´N DONOSO, AND ALEJANDRO MAASS
Abstract. We introduce the notions of directional dynamical cubes and directional regionally proximal
relation defined via these cubes for a minimal Zd-system (X, T1, . . . , Td). We study the structural
properties of systems that satisfy the so called unique closing parallelepiped property and we characterize
them in several ways. In the distal case, we build the maximal factor of a Zd-system (X, T1, . . . , Td)
that satisfies this property by taking the quotient with respect to the directional regionally proximal
relation. Finally, we completely describe distal Zd-systems that enjoy the unique closing parallelepiped
property and provide explicit examples.
1. Introduction
The study of cubical structures or cubespaces was initiated by Host and Kra in [18] as a fundamental tool
to show the L2 convergence of Furstenberg multiple averages for a single transformation. Later, Host, Kra
and Maass in [19] introduced cube structures in topological dynamics given by a single homeomorphism
proving a structure theorem for transitive systems with the unique completion property (this condition is
referred in this work as the unique closing parallelepiped property). The main result is that this property
characterizes inverse limits of minimal rotations on nilmanifolds.
Soon after, the notion of cubespaces became a major theme of research in the development of higher
order Fourier analysis, starting from Antol´ın-Camarena and Szegedys’s axiomatic formulation of them
[1]. Further description of such theory was given by Candela in [5, 6] and another point of view was
developed by Gutman, Manners and Varju´ in [14, 15, 16]. In all these works a key feature is the study of
the unique closing parallelepiped property and the conclusion (roughly speaking) is that a compact space
whose cubes have the unique closing parallelepiped property has a nilstructure.
Interestingly, the study of dynamical cubes, i.e., those defined in [18] and [19], has reached an indepen-
dent interest, mainly because of his various applications that range from the construction of nilfactors,
recognizing patterns in number theory, the study of recurrence in topological dynamics and even the
study of pointwise convergence of averages in ergodic theory [8, 9, 10, 16, 20]. Also, extensions to general
group actions have been recently carried out in [13].
In this work, we consider a slightly different (but related) notion that we call directional dynamical
cubes. Such notion first appeared (without a name) in the work of Host [17], where he gave a proof of Tao’s
L2 convergence of Furstenberg multiple averages for commuting transformations [24]. Motivated by those
works, the study of directional cubes in topological dynamics started in [7], where the authors introduced
for a minimal Z2-system (X,T1, T2) a space of cubes denoted by QT1,T2(X) and proved a structure
theorem for systems with the unique closing parallelepiped property (here X is a compact metric space
and T1, T2 : X → X are commuting homeomorphisms). Additionally, the authors introduced the notion
of (T1, T2)-regionally proximal relation RT1,T2(X) associated to the cube structure QT1,T2(X). This is a
strong variant of the classical regionally proximal relation of order one RP[1](X, 〈T1, T2〉) for Z2-systems.
In the distal case they proved that RT1,T2(X) is an equivalence relation and that (X/RT1,T2(X), T1, T2)
is the maximal factor with the unique closing parallelepiped property.
The purpose of this article is to extend the program of research started in [7] to arbitrary Zd-systems,
i.e., d commuting homeomorphisms T1, . . . , Td : X → X of a compact metric space X with d ≥ 2.
We define the space of directional cubes QT1,...,Td(X) as the closure in X
2d of the points
(T n1ε11 · · ·T
ndεd
d x)ε∈{0,1}d ,
where x ∈ X and n = (n1, . . . , nd) ∈ Zd. Here we point out that since the transformations Tj could
be different, the space of directional cubes QT1,...,Td(X) has much less symmetries than its relative ones
defined for a single homeomorphism.
As in previous works we are interested in Zd-systems with the unique closing parallelepiped property,
as a way of understanding the topological counterpart of the characteristic factors introduced by Host in
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[17] for an arbitrary number of commuting transformations. We also introduce the (T1, . . . , Td) -regionally
proximal relation RT1,...,Td(X) of (X,T1, . . . , Td) associated to these cube structures in order to give a
complete description of systems with the unique closing parallelepiped property and define the maximal
factor with this property for any Zd-system. We defer the precise definitions of the relation to Section 4.
We show the following structure theorem for minimal distal systems.
Theorem 1. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. The following statements are equivalent:
(1) (X,T1, . . . , Td) has the unique closing parallelepiped property, i.e., if x, y ∈ QT1,...,Td(X) have 2
d − 1
coordinates in common, then x = y.
(2) RT1,...,Td(X) = ∆X .
(3) The structure of (X,T1, . . . , Td) can be described as follows: (i) it is a factor of a minimal distal Z
d-
system (Y, T1, . . . , Td) which is a joining of Z
d-systems (Y1, T1, . . . , Td), . . . , (Yd, T1, . . . , Td), where for
each i ∈ {1, . . . , d} the action of Ti on Yi is the identity; (ii) for each i, j ∈ {1, . . . , d}, i < j, there
exists a Zd-system (Yi,j , T1, . . . , Td) which is a common factor of (Yi, T1, . . . , Td) and (Yj , T1, . . . , Td)
and where Ti and Tj act as the identity; and (iii) Y is jointly relatively independent with respect to
the systems ((Yi,j , T1, . . . , Td) : i, j ∈ {1, . . . , d}, i < j).
We will see in Section 7 that Y , the Yj ’s and the Yi,j ’s are given explicitly by the cube structure.
When d = 2 we have that (Y1,2, T1, T2) is the trivial system (because it is minimal and the actions are
identities). Then, relative independence implies that (Y, T1, T2) can be seen as the direct product of the
systems (Y1, T1, T2) and (Y2, T1, T2), so Theorem 1 generalizes the structure theorem proved by Donoso
and Sun for minimal distal systems in [7] when d = 2. Also, the structure in the previous theorem can
be thought of as a topological version of pleasant extensions developed in a measure theoretical setting
by Austin in [3].
We also prove,
Theorem 2. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, the relation RT1,...,Td(X) is
an equivalence relation and (X/RT1,...,Td(X), T1, . . . , Td) is the maximal factor of (X,T1, . . . , Td) with
the unique closing parallelepiped property. This means that (X/RT1,...,Td(X), T1, . . . , Td) has the unique
closing parallelepiped property and that any factor of (X,T1, . . . , Td) that enjoys that property is necessarily
a factor of (X/RT1,...,Td(X), T1, . . . , Td).
Finally we develop interesting applications of the directional dynamical cubes to study recurrence
properties of systems with the unique closing parallelepiped property. It turns out that this property can
be characterized studying the sets of return times of a Zd-system.
In the previous results, we do not know if the assumption of distality is essential or not. The main
feature we use about distal systems is that they enjoy the gluing property (we start its discussion in
Definition 10) and most of proofs only use this property. We ask then
Problem. How much of our theory can be extended for general minimal Zd-systems? In particular, is the
unique closing parallelepiped property preserved under factor maps? We show in this article that this is
true for factor maps between minimal distal systems, but we do not know if this holds for general minimal
Zd-systems.
1.1. Organization of the paper. In Section 2 we give some basic material used throughout the paper.
In Section 3 we present directional dynamical cubes for a Zd-system (X,T1, . . . , Td), introduce the main
terminology and give their general properties. Next, in Section 4 we introduce the associated (T1, . . . , Td)-
regionally proximal relation and establish some general results. In Section 5 we give a characterization of
Zd-systems with the unique closing parallelepiped property in the distal case and in Section 6 we show
the structure of a minimal distal system with the unique closing parallelepiped property. Section 7 is
devoted to the proof of Theorem 1. Then, in Section 8 we study the sets of return times for minimal
distal systems with the unique closing parallelepiped property and give a theorem that characterizes these
systems using their return time sets. In Section 9 we provide a family of explicit examples of minimal
distal Zd-systems with the unique closing parallelepiped property.
Acknowledgement. We thank Wenbo Sun for many helpful discussions. We also thank the anonymous
referee for valuable remarks.
2. Preliminaries
2.1. Basic notions from topological dynamics. A topological dynamical system is a pair (X,G),
where X is a compact metric space and G is a group of homeomorphisms of the space X into itself. We
DIRECTIONAL DYNAMICAL CUBES 3
also refer to X as a G-system. We use ρX(·, ·) to denote the metric of X and we let ∆X = {(x, x) : x ∈ X}
denote the diagonal of X ×X .
If d ≥ 1 is an integer and T1, . . . , Td : X → X are d commuting homeomorphisms of X , we write
(X,T1, . . . , Td) to denote the topological dynamical system (X, 〈T1, . . . , Td〉), where 〈T1, . . . , Td〉 is the
group spanned by T1, . . . , Td. Throughout this paper those systems are called Z
d-systems.
A factor map between the dynamical systems (Y,G) and (X,G) is an onto and continuous map
π : Y → X such that π ◦ g = g ◦ π for every g ∈ G. We say that (Y,G) is an extension of (X,G) or that
(X,G) is a factor of (Y,G). When π is bijective we say that π is an isomorphism and that (Y,G) and
(X,G) are isomorphic or conjugate.
Let (X1, G), . . . , (Xk, G) be k topological dynamical systems. A joining between them is a closed
subset Z ⊆ X1 × · · · ×Xk which is invariant under the diagonal action g× · · · × g (k times) for all g ∈ G
and projects onto each factor.
Suppose the systems (X1, G), . . . , (Xk, G) are extensions of a common system (W,G) and for i ∈
{1, . . . , k} denote by πi : Xi → W the associated factor map. We say that a joining Z ⊆ X1 × · · · ×Xk
is relatively independent with respect to W if for every (x1, . . . , xk) ∈ Z, for every i ∈ {1, . . . , k} and for
every x′i ∈ Xi with πi(x
′
i) = πi(xi) we have
(x1, . . . , xi−1, x
′
i, xi+1, . . . , xk) ∈ Z.
That is, we can freely change coordinates of points in the joining when the corresponding projection to
the factor W coincide.
Given a topological dynamical system (X,G) and a point x ∈ X we denote by OG(x) = {gx : g ∈ G}
the orbit of x. We say that (X,G) is transitive if there exists a point in X whose orbit is dense. We
say that (X,G) is minimal if the orbit of any point is dense in X . A system (X,G) is pointwise almost
periodic if for any x ∈ X the system (OG(x), G) is minimal.
A topological dynamical system (X,G) is distal if for every x, y ∈ X such that x 6= y we have
inf
g∈G
d(gx, gy) > 0.
Distal systems have many interesting properties that we will use in the sequel (see [2], chapters 5 and 7).
We recall some of them:
Theorem 3.
(1) The Cartesian product of distal systems is distal.
(2) Distality is preserved by taking factors and subsystems.
(3) A distal system is minimal if and only if it is transitive, i.e., a distal system is pointwise almost
periodic.
(4) If (X,G) is distal and G′ is a subgroup of G, then (X,G′) is distal.
(5) Factor maps between distal systems are open maps.
If (X,G) is a topological dynamical system, we can see G as a subset of XX . We define the enveloping
semigroup E(X,G) of (X,G) as the closure (for the pointwise convergence) of G in XX . We have
that E(X,G) is compact and Hausdorff, usually non-metrizable. Algebraic properties of the enveloping
semigroup have a precise translation into dynamical properties of the system. For example, a topological
dynamical system is distal if and only if its enveloping semigroup is a group.
A left ideal in a enveloping semigroup E(X,G) is a non-empty subset I ⊆ E(X,G) such that E(X,G)I
⊆ I. A minimal left ideal is one which does not properly contain a left ideal. An idempotent in a
enveloping semigroup E(X,G) is an element u ∈ E(X,G) such that u2 = u. We denote by J(E(X,G))
the set of idempotents in E(X,G). We can introduce a quasi-order < on the set J(E(X,G)) by defining
v < u if and only if vu = v. If v < u and u < v we say that u and v are equivalent and we write u ∼ v.
An idempotent u ∈ J(E(X,G)) is minimal if whenever v ∈ J(E(X,G)) and v < u then u < v (or u ∼ v).
We recall some results about the enveloping semigroup that we use later.
Theorem 4. Let (Y,G) and (X,G) be topological dynamical systems.
(1) If π : Y → X is a factor map, then there exists a unique continuous semigroup homomorphism
θ : E(Y,G)→ E(X,G) such that π(py) = θ(p)π(y) for all y ∈ Y and p ∈ E(Y,G). If u ∈ E(Y,G)
is a minimal idempotent then θ(u) ∈ E(X,G) is a minimal idempotent too.
(2) x, x′ ∈ X are proximal if and only if there exists p ∈ E(X,G) such that px = px′.
(3) x ∈ X is an almost periodic point ( i.e., its orbit is minimal) if and only if there exists a minimal
idempotent u ∈ E(X,G) such that ux = x.
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2.2. Cubes and faces. For an integer d ≥ 1 we write [d] = {1, . . . , d}. We view {0, 1}d in one of two
ways, either as a sequence ε = ε1 . . . εd of 0’s and 1’s written without commas or parentheses, or as a
subset of [d]. A subset ε ⊆ [d] corresponds to the sequence ε1 . . . εd ∈ {0, 1}d such that for each i ∈ [d],
i ∈ ε if and only if εi = 1, i.e., seen as a vector it is the sum of the canonical vectors indexed by the set ε.
For any set X we write X [d] = X2
d
. A point x ∈ X [d] can be described in one of two equivalent ways,
depending on the context and convenience:
x = (xε : ε ∈ {0, 1}
d) = (xε : ε ⊆ [d]).
For x ∈ X we write x[d] = (x, . . . , x) ∈ X [d] and the diagonal of X [d] is denoted by ∆
[d]
X = {x
[d] : x ∈ X}.
A point x ∈ X [d] can be decomposed as x = (x′,x′′) with x′,x′′ ∈ X [d−1], where x′ = (xη0 : η ∈
{0, 1}d−1) and x′′ = (xη1 : η ∈ {0, 1}d−1). We also isolate the first coordinate writing X
[d]
∗ = X
2d−1 and
a point x ∈ X [d] as x = (x∅,x∗), where x∅ ∈ X and x∗ = (xε : ε ⊆ [d], ε 6= ∅) ∈ X
[d]
∗ .
For r ≤ d, let J ⊆ [d] with |J | = d− r and ξ ∈ {0, 1}d−r. A face of dimension r of x is an element of
the form (xε : ε ∈ {0, 1}d, εJ = ξ) ∈ X [r], where εJ = (εi : i ∈ J).
Let (X,T1, . . . , Td) be a Z
d-system. For j ∈ [d], the j-th face transformation T
[d]
j : X
[d] → X [d] is
defined for every x ∈ X [d] and every ε ⊆ [d] by:
(T
[d]
j x)ε =
{
Tjxε if j ∈ ε,
xε if j /∈ ε.
The face group of dimension d is the group FT1,...,Td of transformations of X
[d] generated by the face
transformations. Let G be the group spanned by T1, . . . , Td and set G
∆
[d] = {g
[d] : g ∈ G}. We denote by
GT1,...,Td the subgroup of G
[d] generated by FT1,...,Td and G
∆
[d].
3. Directional dynamical cubes for Zd-systems
In this section we present the notion of directional dynamical cubes for Zd-systems (X,T1, . . . , Td)
together with its main properties. This is a generalization of the dynamical cubes introduced by Donoso
and Sun in [7] when d = 2.
Definition 5. Let (X,T1, . . . , Td) be a Z
d-system. The set of directional dynamical cubes associated to
(X,T1, . . . , Td) is defined by,
QT1,...,Td(X) =
{
(T n1ε11 · · ·T
ndεd
d x)ε∈{0,1}d : x ∈ X,n = (n1, . . . , nd) ∈ Z
d
}
⊆ X [d].
Adittionally, given x0 ∈ X we consider the following restriction of theses cubes to X
[d]
∗ ,
Kx0T1,...,Td(X) =
{
(T n1ε11 . . . T
ndεd
d x0)ε∈{0,1}d\{~0} : n = (n1, . . . , nd) ∈ Z
d
}
⊆ X
[d]
∗ .
Given {j1, . . . , jk} ⊆ [d] and x0 ∈ X , since (X,Tj1 , . . . , Tjk) is a Z
k-system, then we will often consider
the set of cubesQTj1 ,...,Tjk (X) ⊆ X
[k] andKx0Tj1 ,...,Tjk
(X) ⊆ X
[k]
∗ . For example, if k = 3 and j1, j2, j3 ∈ [d]
then QTj1 ,Tj2 ,Tj3 (X) is the closure of the set of points
(x, T n1j1 x, T
n2
j2
x, T n1j1 T
n2
j2
x, T n3j3 x, T
n1
j1
T n3j3 x, T
n2
j2
T n3j3 x, T
n1
j1
T n2j2 T
n3
j3
x),
for x ∈ X and n1, n2, n3 ∈ Z.
Remark that the generators of Zd are given with a precise order. A different choice of this order
produces a different set of dynamical cubes. This is the reason why we call them directional cubes.
3.1. Basic structural properties.
Proposition 6. Let (X,T1, . . . , Td) be a Z
d-system and take k ∈ [d]. We have,
(1) x[d] ∈ QT1,...,Td(X) for every x ∈ X.
(2) For all x, y ∈ X and for all j ∈ [d], (x, y) ∈ QTj (X) if and only if (y, x) ∈ QTj (X).
(3) The set QT1,...,Td(X) is invariant under GT1,...,Td and K
x0
T1,...,Td
(X) is invariant under Fx0T1,...,Td
1.
Therefore (QT1,...,Td(X), GT1,...,Td) and (K
x0
T1,...,Td
(X),Fx0T1,...,Td) are topological dynamical systems.
(4) (Projection) Let x ∈ QT1,...,Td(X), {j1, . . . , jk} ⊆ [d] and ξ ∈ {0, 1}
d−k. Then,
(xε : ε ∈ {0, 1}
d, ε[d]\{j1,...,jk} = ξ) ∈ QTj1 ,...,Tjk (X).
1For convenience, we let Fx0
T1,...,Td
denote the restriction of FT1,...,Td to K
x0
T1,...,Td
(X)
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(5) (Duplication) Let x = (xη : η ∈ {0, 1}k) ∈ QTj1 ,...,Tjk (X) with {j1, . . . , jk} ⊆ [d]. If y ∈ X
[d] is
defined such that for every ε ∈ {0, 1}d,
yε = xη ⇐⇒ ∀ℓ ∈ {1, . . . , k}, εjℓ = ηℓ,
then y ∈ QT1,...,Td(X).
Proof. Properties (1) to (3) follow directly from definitions. We only prove properties (4) and (5). For
property (4) let x ∈ QT1,...,Td(X), {j1, . . . , jk} ⊆ [d] and ξ ∈ {0, 1}
d−k. By definition, there exist
(xi)i∈N ⊆ X and (n(i))i∈N ⊆ Zd such that
∀ε ∈ {0, 1}d, xε = lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d x
i.
Now, consider η ∈ {0, 1}d such that
ηℓ =
{
0 ℓ ∈ {j1, . . . , jk},
ξℓ ℓ ∈ [d] \ {j1, . . . , jk},
and set yi = T
n1(i)η1
1 · · ·T
nd(i)ηd
d x
i. Then, for ε ∈ {0, 1}d such that ε[d]\{j1,...,jk} = ξ we have
xε = lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d x
i,
= lim
i→∞
T
nj1(i)εj1
j1
· · ·T
njk (i)εjk
jk
yi.
This implies, by definition, that (xε : ε ∈ {0, 1}d, ε[d]\{j1,...,jk} = ξ) ∈ QTj1 ,...,Tjk (X).
Now we prove property (5). Let x = (xη : η ∈ {0, 1}k) ∈ QTj1 ,...,Tjk (X) with {j1, . . . , jk} ⊆ [d]. By
definition, there exist (xi)i∈N ⊆ X and (m(i))i∈N ⊆ Zk such that
∀η ∈ {0, 1}k, xη = lim
i→∞
T
m1(i)η1
j1
· · ·T
mk(i)ηk
jk
xi.
Define n(i) ∈ Zd by
np(i) =
{
mℓ(i) if p = jℓ for some jℓ ∈ {j1, . . . , jk},
0 if p ∈ [d] \ {j1, . . . , jk}.
Then, for ε ∈ {0, 1}d and η ∈ {0, 1}k such that εjℓ = ηℓ for all ℓ ∈ {1, . . . , k} we have
yε = xη = lim
i→∞
T
m1(i)η1
j1
· · ·T
mk(i)ηk
jk
xi,
= lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d x
i,
which implies (5). 
Proposition 6 (3) tells us that (QT1,...,Td(X),GT1,...,Td) is a topological dynamical system. The following
proposition states a little more. Its proof requires the technology of the enveloping semigroup. Basic
properties of enveloping semigroups were considered in the preliminaries, for a complete exposition see
[2].
Proposition 7. Let (X,T1, . . . , Td) be a minimal Z
d-system. Then, (QT1,...,Td(X),GT1,...,Td) is a minimal
system. Furthermore, if (X,T1, . . . , Td) is distal, then (QT1,...,Td(X),GT1,...,Td) is distal too.
Proof. Let E(QT1,...,Td(X),GT1,...,Td) be the enveloping semigroup of the system (QT1,...,Td(X),GT1,...,Td).
For every ε ∈ {0, 1}d let πε : QT1,...,Td(X) → X be the projection onto the ε-th coordinate and let π
∗
ε :
E(QT1,...,Td(X),GT1,...,Td)→ E(X,T1, . . . , Td) be the corresponding semigroups homomorphism.
Let u ∈ E(QT1,...,Td(X), G
∆
[d]) denote a minimal idempotent for the system (QT1,...,Td(X), G
∆
[d]). We
show that u is also a minimal idempotent in E(QT1,...,Td(X),GT1,...,Td). It suffices to show that if v ∈
E(QT1,...,Td(X),GT1,...,Td) with vu = v, then uv = u. Projecting onto coordinates we deduce that π
∗
ε (vu)
= π∗ε (v)π
∗
ε (u) = π
∗
ε (v) for every ε ∈ {0, 1}
d. Since the action of G∆[d] is diagonal, then the projection of a
minimal idempotent of E(QT1,...,Td(X), G
∆
[d]) is a minimal idempotent in E(X,T1, . . . , Td). Then, we have
that π∗ε (u)π
∗
ε (v) = π
∗
ε (u) for every ε ∈ {0, 1}
d. Since QT1,...,Td(X) ⊆ X
[d], we can view the elements of
E(QT1,...,Td(X),GT1,...,Td) as vectors of dimension 2
d. Thus the projections to the coordinates determine
an element of E(QT1,...,Td(X),GT1,...,Td). We have deduced that uv = u, which implies that u is a minimal
idempotent in E(QT1,...,Td(X),GT1,...,Td).
Let x ∈ X . Since (X,T1, . . . , Td) is minimal, there exists a minimal idempotent u ∈ E(X,T1, . . . , Td)
such that ux = x. Consider u[d] ∈ E(QT1,...,Td(X), G
∆
[d]). We have that u
[d]x[d] = x[d], so x[d] is
an almost periodic point in X [d] (so in QT1,...,Td(X)) under the action of G
∆
[d]. We observe that the
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point x[d] is minimal under the action of GT1,...,Td since, by the property proved before, u
[d] is also a
minimal idempotent in E(QT1,...,Td(X),GT1,...,Td). As O(x
[d],GT1,...,Td) = QT1,...,Td(X), we conclude that
(QT1,...,Td(X), GT1,...,Td) is a minimal system.
Now, if (X,T1, . . . , Td) is distal, then (X
[d], G[d]) is also distal by Theorem 3 (1), which implies that
(X [d],GT1,...,Td) is distal by Theorem 3 (4). Additionally, since QT1,...,Td(X) is invariant under GT1,...,Td
we also get that (QT1,...,Td(X),GT1,...,Td) is distal. 
The following proposition states that directional cubes pass through factors.
Proposition 8. Let π : Y → X be a factor map between the Zd-systems (Y, T1, . . . , Td) and (X,T1, . . . ,
Td). Then,
π[d](QT1,...,Td(Y )) = QT1,...,Td(X),
where π[d] : Y [d] → X [d] is defined from π coordinatewise.
Proof. It follows directly from definition that π[d](QT1,...,Td(Y )) ⊆ QT1,...,Td(X). Then, if (X,T1, . . . , Td)
is minimal, by Proposition 7 the proof follows directly. If not, let x ∈ QT1,...,Td(X) and take sequences
(xi)i∈N ⊆ X and (n(i))i∈N ⊆ Zd such that
∀ε ∈ {0, 1}d, xε = lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d x
i.
For each i ∈ N take yi ∈ π−1({xi}). By compactness, we can assume that lim
i→∞
yi = y and
lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d y
i = yε,
for all ε ∈ {0, 1}d. Now, by continuity of π, we have that lim
i→∞
π(yi) = π(y) = x and
π(yε) = π
(
lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d y
i
)
= lim
i→∞
T
n1(i)ε1
1 · · ·T
nd(i)εd
d π
(
yi
)
= xε,
for all ε ∈ {0, 1}d. Then, y ∈ QT1,...,Td(Y ) and π
[d](y) = x ∈ QT1,...,Td(X). This proves the lemma. 
We finish with two crucial properties that appear in the different cube theories developed in topological
dynamics [19, 1, 7, 14, 15, 16, 13]. We need to introduce some terminology.
Definition 9. Let x = (xε : ε ∈ {0, 1}d), y = (yε : ε ∈ {0, 1}d) in X [d] and j ∈ [d]. We say that x and
y coincide in the j-upper face if
(xε : ε ∈ {0, 1}
d, εj = 1) = (yε : ε ∈ {0, 1}
d, εj = 1).
Similarly, we define when x and y coincide in their j-lower face. Also, we say that the j-upper face of x
coincides with the j-lower face of y if
(xε : ε ∈ {0, 1}
d, εj = 1) = (yε : ε ∈ {0, 1}
d, εj = 0).
Definition 10 (Gluing operation). Let x = (xε : ε ∈ {0, 1}
d) and y = (yε : ε ∈ {0, 1}
d) in X [d]. Suppose
that the j-upper face of x coincides with the j-lower face of y. We define the gluing of x and y along the
j-face as the point z = (zε : ε ∈ {0, 1}d) ∈ X [d] such that
zε =
{
xε εj = 0,
yε εj = 1.
Definition 11 (Crucial properties). Let (X,T1, . . . , Td) be a Z
d-system.
(1) Unique closing parallelepiped property. We say that (X,T1, . . . , Td) has the unique closing par-
allelepiped property if whenever x,y ∈ QT1,...,Td(X) have 2
d − 1 coordinates in common then
x = y.
(2) Gluing property. We say that (X,T1, . . . , Td) has the gluing property if for every j ∈ [d], if x,y
∈ QT1,...,Td(X) are such that the j-upper face of x coincides with the j-lower face of y, then the
point given by the gluing of x and y along their j-face belongs to QT1,...,Td(X).
In the measure theoretical category the unique closing parallelepiped property is exactly the property
that characteristic factors for multiple averages for systems with commuting transformations satisfy [17,
Section 2.6]. In the minimal distal case the gluing property always holds.
Lemma 12 (Gluing Lemma). Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, (X,T1, . . . , Td)
has the gluing property.
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Proof. We write the proof for j = d. The general proof is the same modulo a small change of notation.
Let x′,x′′,y′′ ∈ X [d−1] be such that x = (x′,x′′),y = (x′′,y′′) ∈ QT1,...,Td(X). By definition, the point
given by the gluing of x and y along their d-face is z = (x′,y′′).
Pick any a ∈ X . Then, by Proposition 6 (1), (a[d−1], a[d−1]) ∈ QT1,...,Td(X). By Proposition 7, there ex-
ists a sequence (gn)n∈N = ((g
′
n, g
′′
n))n∈N ∈ GT1,...,Td such that gn(x
′,x′′) = (g′nx
′, g′′nx
′′)→ (a[d−1], a[d−1]).
We can assume, by compactness, that g′′ny
′′ → u and thus (g′′nx
′′, g′′ny
′′) → (a[d−1],u) ∈ QT1,...,Td(X).
Now, we have that gn(x
′,y′′) = (g′nx
′, g′′ny
′′) → (a[d−1],u), and this point belongs to the closed orbit of
(x′,y′′) under GT1,...,Td . By distality (see Proposition 7), this orbit is minimal and thus it follows that
(x′,y′′) is in the closed orbit of (a[d−1],u), which implies that z = (x′,y′′) ∈ QT1,...,Td(X). 
Remark 13. Remark that the same property holds for a subset of the transformations. That is, if
(X,T1, . . . , Td) is a minimal distal Z
d-system, then (X,Ti1 , Ti2 , . . . , Tik), 1 ≤ k ≤ d, 1 ≤ i1 < i2 < · · · <
ik ≤ d, also has the gluing property in its space of cubesQTi1 ,Ti2 ,...,Tik (X). The proof of this is exactly the
same as in Lemma 12, but considering the system QTi1 ,Ti2 ,...,Tik (X) endowed with the action generated
by GTi1 ,...,Tik and G
△
[k] (instead of just GTi1 ,...,Tik ) . We point out that this joint action is minimal, since
it is the projection of (QT1,T2,...,Td(X),GT1,...,Td) onto a k dimensional face (recall Proposition 6 (4)).
3.2. Symmetries of the euclidean cube and directional cubes. As was mentioned above, a different
choice of the order of the transformations in a Zd-system produces a different set of dynamical cubes.
Thus, in order to simplify some proofs in the next sections we introduce the terminology proposed in [18]
about Euclidean permutations of the d-dimensional cube {0, 1}d.
3.2.1. Digit permutations. Let d ≥ 1 be an integer. Given a permutation σ : [d] → [d] we consider the
symmetry that it induces in the euclidean cube {0, 1}d, which is defined by setting σ(ε)i = εσ(i) for i ∈ [d].
Here we slightly abuse of the notation and continue calling this transformation σ. Let σ∗ : X
[d] → X [d]
denote the transformation
σ∗((xε : ε ∈ {0, 1}
d)) = (xσ(ε) : ε ∈ {0, 1}
d).
We refer to it as a digit permutation of X [d].
Lemma 14. Let (X,T1, . . . , Td) be a Z
d-system and σ : [d]→ [d] be a permutation. Then,
σ∗(QTσ(1),...,Tσ(d)(X)) = QT1,...,Td(X)
.
Proof. First we prove that for x ∈ X and (n1, . . . , nd) ∈ Zd the point σ∗((T
n1ε1
σ(1) · · ·T
ndεd
σ(d) x : ε ∈ {0, 1}
d))
belongs to QT1,...,Td(X). This will prove that σ∗(QTσ(1),...,Tσ(d)(X)) ⊆ QT1,...,Td(X). The other inclusion
follows analogously by considering the inverse of σ.
Let η ∈ {0, 1}d. Since σ(η) = ησ(1) · · · ησ(d) we have that
σ∗((T
n1ε1
σ(1) · · ·T
ndεd
σ(d) x : ε ∈ {0, 1}
d))η = (T
n1ε1
1 · · ·T
ndεd
d x : ε ∈ {0, 1}
d)σ(η),
= T
n1ησ(1)
σ(1) · · ·T
ndησ(d)
σ(d) x,
= Tm1η11 · · ·T
mdηd
d x,
where mi = nσ−1(i) for all i ∈ [d]. It is then clear that σ∗((T
n1ε1
σ(1) · · ·T
ndεd
σ(d) x : ε ∈ {0, 1}
d)) belongs to
QT1,...,Td(X). 
We remark that QT1,...,Td(X) and QTσ(1),...,Tσ(d)(X) do not need to (and usually do not) coincide. This
lack of symmetry is one of the main differences with the case where all transformations are powers of
a given transformation T , i.e., when Ti = T
i for i ∈ [d]. In the latter case, all digit symmetries hold.
We think this is one of the reasons why we cannot expect the unique closing parallelepiped property to
imply the strong algebraic consequences that one obtains in the single transformation case [18, 19], or
more generally, when the whole group is acting in all directions [1, 16, 13]. Nevertheless, we still have a
reduced number of symmetries that leave invariant QT1,...,Td(X) that we describe in the next section.
3.2.2. Reflections. For every j ∈ [d] we consider the following Euclidean permutation:
Φj : {0, 1}d → {0, 1}d
ε 7→ Φj(ε) =
{
εk if k 6= j,
1− εk if k = j.
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The transformation Φj is the one that takes the upper j-face and turn it into the lower j-face and vice
versa. We naturally define the induced action Φj∗ : X
[d] → X [d] by setting
(Φj∗(x))ε = xΦj(ε), for all ε ∈ {0, 1}
d,
where x = (xε : ε ∈ {0, 1}d). We have,
Lemma 15 (Face permutation invariance). For every j ∈ [d] the transformation Φj∗ leaves invariant
QT1,...,Td(X).
Proof. Since Φj∗ is clearly continuous, it suffices to show that for every x ∈ X and (n1, . . . , nd) ∈ Z
d the
image of (T n1ε11 · · ·T
ndεd
d x : ε ∈ {0, 1}
d) under Φj∗ belongs to QT1,...,Td(X). We have that
Φj∗((T
n1ε1
1 · · ·T
ndεd
d x : ε ∈ {0, 1}
d)) =(T n1ε11 · · ·T
nj(1−εj)
j · · ·T
ndεd
d x : ε ∈ {0, 1}
d)
=(T n1ε11 · · ·T
(−nj)εj
j · · ·T
ndεd
d (T
njx) : ε ∈ {0, 1}d)
and this point clearly belongs to QT1,...,Td(X) since T
njx ∈ X and (n1, . . . ,−nj, . . . , nd) ∈ Zd. 
Definition 16 (The insertion procedure). Let x = (xε : ε ∈ {0, 1}d) and y = (yε : ε ∈ {0, 1}d) be points
in X [d]. We say that the point z = (zε : ε ∈ {0, 1}d) ∈ X [d] is the result of inserting the j-upper face of
x into the j-lower face of y if
zε =
{
yε if εj = 1,
xΦj(ε) if εj = 0.
Similarly one defines the insertion of the j-lower face of x into the j-upper face of y
From Lemma 15 and the gluing property we get,
Lemma 17. Let (X,T1, . . . , Td) be a Z
d-system where the gluing property holds (in particular when the
system is minimal and distal). If x,y ∈ QT1,...,Td(X) coincide in their j-upper face, then the point
obtained by inserting the j-lower face of x into the j-upper face of y also belongs to QT1,...,Td(X).
4. The (T1, . . . , Td)-regionally proximal relation
Let (X,T1, . . . , Td) be a Z
d-system. We define a relation in X associated with the cube structure
QT1,...,Td(X) established in Section 3. This relation generalizes the definition given by Donoso and Sun
for two commuting transformations in [7]. The motivation is to find precisely the relations producing
the maximal factors with the unique closing parallelepiped property. We start defining for j ∈ [d] the
following transformations:
Ψ0j : {0, 1}
d−1 → {0, 1}d
ε 7→ Ψj0(ε) = ε1ε2 . . . εj−10εj . . . εd−1,
Ψ1j : {0, 1}
d−1 → {0, 1}d
ε 7→ Ψj0(ε) = ε1ε2 . . . εj−11εj . . . εd−1.
The maps Ψ0j and Ψ
1
j are used to replicate a face. Let j ∈ [d] and x ∈ X
[d−1]. If we define y ∈ X [d] by
yε = xη if ε = Ψ
0
j(η) ∨ ε = Ψ
1
j(η), we have that both the j-lower face of y and the j-upper face of y are
equal to x, i.e.,
(yε : ε ∈ {0, 1}
d, εj = 0) = (yε : ε ∈ {0, 1}
d, εj = 1) = x ∈ X
[d−1].
Definition 18. For x, y ∈ X , a∗ ∈ X
[d−1]
∗ and j ∈ [d], define z(x, y, a∗, j) ∈ X [d] with coordinates
(z(x, y, a∗, j))ε =


x if ε = ∅,
y if ε = {j},
(a∗)η if ε = Ψ
0
j(η) ∨ ε = Ψ
1
j(η).
Definition 19. For each j ∈ [d] we define the Tj-regionally proximal relation as
RTj (X) =
{
(x, y) ∈ X ×X : ∃ a∗ ∈ X
[d−1]
∗ , z(x, y, a∗, j) ∈ QT1,...,Td(X)
}
.
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For j ∈ [d] let σ : [d]→ [d] be the permutation that interchanges j and 1 (and is the identity everywhere
else). By Lemma 14, we have that σ∗ maps QTj ,...,T1,...,Td(X) onto QT1,...,Td(X). It then follows that
(x, y) ∈ R′Tj if and only if (x, y) ∈ RTj , where R
′
Tj is the same relation but in the cube QTj ,...,T1,...,Td(X)
(so the order of the transformations is changed, interchanging T1 and Tj). The advantage of doing so is
that (modulo changing the order of the transformations) we can assume that the points (x, y) are in RT1 ,
where T1 is the first transformation. This point of view is only esthetical, but it will lighten some proofs
notations in the next sections.
Finally, we define the (T1, . . . , Td)-regionally proximal relation as,
RT1,...,Td(X) =
d⋂
j=1
RTj (X).
As an example, for d = 3 the relations are defined as follows:
RT1 (X) = {(x, y) ∈ X ×X : (x, y, a, a, b, b, c, c) ∈ QT1,T2,T3(X) for some a, b, c ∈ X},
RT2 (X) = {(x, y) ∈ X ×X : (x, a, y, a, b, c, b, c) ∈ QT1,T2,T3(X) for some a, b, c ∈ X},
RT3 (X) = {(x, y) ∈ X ×X : (x, a, b, c, y, a, b, c) ∈ QT1,T2,T3(X) for some a, b, c ∈ X}.
Graphically we represent these relations as follows:
(x, y) ∈ RT1(X) :
x
b
y
b
cc
aa
∈ QT1,T2,T3(X)
(x, y) ∈ RT2(X) :
x a
y a
b c
b c
∈ QT1,T2,T3(X)
(x, y) ∈ RT3(X) :
x a
b c
y a
b c
∈ QT1,T2,T3(X)
Figure 1. Representation of the relations RT1(X), RT2(X) and RT3(X) in the case d = 3.
It is easy to see that these relations are reflexive, symmetric, closed and invariant under the action of
〈T1, . . . , Td〉. In the next section we prove that these relations are transitive in the minimal distal case,
but we do not know yet if they are transitive in the general minimal case.
The next proposition shows that the relations RTj (X) for Z
d-systems with the unique closing paral-
lelepiped property are trivial.
Proposition 20. Let (X,T1, . . . , Td) be a Z
d-system with the unique closing parallelepiped property.
Then, for every j ∈ [d] we have that RTj (X) = ∆X .
Proof. Take (x, y) ∈ RTj (X) for a given j ∈ [d]. Then, by definition, there exists a∗ ∈ X
[d−1]
∗ such
that z(x, y, a∗, j) ∈ QT1,...,Td(X). By Proposition 6 (4), we have that (x, a∗) ∈ QT1,...,Tj−1,Tj+1,...,Td(X).
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Define w ∈ X [d] as
wε =


x if ε = ∅,
x if ε = {j},
(a∗)η if ε = Ψ
0
j(η) ∨ ε = Ψ
1
j(η).
By Proposition 6 (5), we have that w ∈ QT1,...,Td(X) and therefore the unique closing parallelepiped
property implies that x = y. 
The proof of Proposition 20 in the case d = 3 and j = 1 is illustrated in the next figure.
x
b
y
b
cc
aa
(a)
(b)
(c)
∈ QT1,T2,T3(X) =⇒
x
b
a
c
∈ QT2,T3(X)
=⇒
x
b
x
b
cc
aa
∈ QT1,T2,T3(X)
Figure 2. Illustration of the proof of Proposition 20 in the case d = 3 for j = 1. We
have the existence of a cube like in (a) because (x, y) ∈ RT1(X).
In the literature [19, 23, 7, 14, 15, 16, 13], when defining these types of relations one also looks for the
following properties: (i) if π : Y → X is a factor map between the minimal Zd-systems (Y, T1, . . . , Td)
and (X,T1, . . . , Td) we would like to have π
[d](RTj (Y )) = RTj (X) for every j ∈ [d] and
π[d](RT1,...,Td(Y )) = RT1,...,Td(X);
and (ii) we also would like to have that RT1,...,Td(X) is an equivalence relation to study the factor system
(X/RT1,...,Td(X), T1, . . . , Td). Nevertheless, for the moment we cannot prove these properties. In Section
5 we will prove that they hold for minimal distal systems.
5. Characterizing the (T1, . . . , Td)-regionally proximal relation for distal Z
d-systems
We study the properties of the (T1, . . . , Td)-regionally proximal relation for minimal distal systems
that will be used in the proof of Theorem 1.
We start with the following theorem, which was proved in the case d = 2 by Donoso and Sun in[7].
Theorem 21. Let (X,T1, . . . , Td) be a Z
d-system where the gluing property holds. Consider x, y ∈ X.
The following statements are equivalent:
(1) (x, y) ∈ RT1,...,Td(X).
(2) (x, y
[d]
∗ ) ∈ QT1,...,Td(X).
(3) There exists a∗ ∈ X
[d]
∗ such that (x,a∗), (y,a∗) ∈ QT1,...,Td(X).
(4) For every a∗ ∈ X
[d]
∗ , (x,a∗) ∈ QT1,...,Td(X) if and only if (y,a∗) ∈ QT1,...,Td(X).
(5) There exists j ∈ [d] such that (x, y) ∈ RTj (X).
Proof. We start with the easy implications and then show the two main ones.
(1) =⇒ (5) follows from defintion.
(2) =⇒ (1). Let j ∈ [d] and a∗ = y[d−1] ∈ X [d−1], then z(x, y, a∗, j) = (x, y
[d]
∗ ) ∈ QT1,...,Td(X). Hence
(x, y) ∈ RTj (X) and since j is arbitrary we get that (x, y) ∈ RT1,...,Td(X).
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(4) =⇒ (2). Since y[d] = (y, y
[d]
∗ ) ∈ QT1,...,Td(X), we can use a∗ = y
[d]
∗ in property (4) to get
(x, y
[d]
∗ ) ∈ QT1,...,Td(X).
(2) =⇒ (3) It follows directly since y[d] = (y, y
[d]
∗ ) and (x, y
[d]
∗ ) ∈ QT1,...,Td(X).
(3) =⇒ (5) Let a∗ ∈ X
[d]
∗ be such that (x, a∗), (y, a∗) ∈ QT1,...,Td(X). Then the d-th upper faces of
(x, a∗) and (y, a∗) coincide. By Lemma 17 the point obtained by inserting the lower d-th face of (y, a∗)
into the d-th upper of (x, a∗) also belongs to QT1,...,Td(X). But this point can be written as (x, b∗, y, b∗)
for some b∗ ∈ X [d−1]. This implies that (x, y) ∈ RTd(X).
We now prove the main implications, namely (5) =⇒ (2) and (2) =⇒ (4).
(5) =⇒ (2). The idea of the proof is to use the gluing property to construct a sequence of points
z1, . . . , zd ∈ QT1,...,Td(X) so that we increase the number of times that y appears as a coordinate of z
i
until getting zd = (x, y
[d]
∗ ) ∈ QT1,...,Td(X). We suggest the reader to look at the illustration of the proof
in Figure 3 while reading it.
By the discussion right after Definition 19 we can assume for the moment that (x, y) ∈ RT1 (X). So,
there exists a∗ ∈ X [d−1] for which z(x, y, a∗, 1) ∈ QT1,...,Td(X). We call z
1 = z(x, y, a∗, 1).
Let v1 be the duplication of the 1-th upper face of z1. Then z1 and v1 coincide in their 2-th upper
face. By Lemma 17 we can insert the 2-th lower face of v1 into the 2-th upper face of z1, obtaining a
point z2 that belongs to QT1,...,Td(X). The point z
2 has the property that
zε = y if ε 6= ∅ and εj = 0 for all j ≥ 3.
Otherwise saying, the lower face of codimension d− 2 of z2 (i.e., the one associated to the face {0, 1}2×
{0} × · · · × {0}) is (x, y, y, y).
Now suppose that for 1 ≤ k ≤ d − 1 we have constructed zk ∈ QT1,...,Td(X) such that its lower face
of codimension d − k (i.e., the face associated to {0, 1}k × {0}d−k ) coincides with (x, y
[k]
∗ ). Let v
k be
the duplication of the k-th upper face of zk. Then vk and zk coincide in their (k + 1)-th upper face. By
Lemma 17 we can insert the (k + 1)-th lower face of vk into the (k + 1)-th upper face of zk, obtaining a
point zk+1 that belongs to QT1,...,Td(X). This point satisfies that its lower face of codimension d− (k+1)
(i.e., the one associated to the face {0, 1}k+1 × {0}d−(k+1)) is (x, y
[k+1]
∗ ). With this procedure we build
a sequence of points which ends up in zd = (x, y
[d]
∗ ) as desired.
As was stated before, the assumption (x, y) ∈ RT1 (X) is irrelevant. Indeed, modulo changing the
order of the transformations we get that (x, y
[d]
∗ ) ∈ QT1,...,Td(X). But, for every permutation σ : [d]→ [d]
we have that σ∗(x, y
[d]
∗ ) = (x, y
[d]
∗ ). Hence, this point also belongs to QTσ(1),...,Tσ(d)(X) by Lemma 14.
This shows that the order considered for the transformations is not important.
We remark that a consequence of this implication is that (x, y
[d]
∗ ) ∈ QT1,...,Td(X) is equivalent to
(y, x
[d]
∗ ) ∈ QT1,...,Td(X).
(2) =⇒ (4). Here we also advice the reader to look at Figure 4 while reading the proof. Assume
that (x, y
[d]
∗ ) ∈ QT1,...,Td(X) and let a∗ ∈ X
[d]
∗ be such that z = (y, a∗) ∈ QT1,...,Td(X). We have to
show that (x, a∗) ∈ QT1,...,Td(X). The other implication will follow by the symmetry implied by previous
implication remarked above.
Consider the d points w1, . . . ,wd ∈ QT1,...,Td(X) such that for every 1 ≤ k ≤ d the point w
k is the
replication of the lower face of dimension k of z, (the one associated to {0, 1}k × {0}d−k or to [k] in the
subset notation). That means that for every ε = ε1 · · · εkεk+1 · · · εd ∈ {0, 1}d
wkε = zε1···εk0···0.
Such points can be obtained using Proposition 6(5). We remark that wd = z.
Next we construct d + 1 points v1, . . . ,vd+1 ∈ QT1,...,Td(X), starting with v
1 = (x, y
[d]
∗ ) and trans-
forming it step by step into vd+1 = (x, a∗).
We have that the 1-th upper face of v1 and the 1-th lower face of w1 coincide (they are equal to
y[d−1]). Hence by Lemma 12, the point v2 obtained by gluing the 1-th lower face of v1 and the 1-th
upper face of w1 belongs to QT1,...,Td(X). We claim that the point v
2 is equal to w1 everywhere but in
the ~0 coordinate, where it is equal to x. To see this, note that in the lower 1-th face, i.e., if ε1 = 0 and
ε 6= ~0 we have
v2ε = v
1
ε = y = w
1
ε ,
while if ε1 = 1 we have
v2ε = w
1
ε ,
proving the claim.
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z1 =
x
b
y
b
cc
aa
=⇒ v1 =
y
b
y
b
cc
aa
=⇒ z2 =
x
b
y
b
bb
yy
=⇒ v2 =
y
b
y
b
bb
yy
=⇒ z3 =
x
y
y
y
yy
yy
Figure 3. Illustration of the proof of (5) =⇒ (2) of Theorem 21 for the case d = 3
and j = 1. Always the grey faces are duplicated and the color faces serve to pass to the
next step using Lemma 17.
Now assume that we have constructed vk such that it coincides with wk−1 up to the ~0 coordinate,
where it is equal to x, i.e.,
vk~0 = x and v
k
ε = w
k−1
ε for all ε ∈ {0, 1}
d \ {~0}.
We now construct vk+1 satisfying the corresponding properties. We have that the k-th lower face of
wk coincides with the k-th upper face of vk. To see this, note that
wkε1···εk−10εk+1···εd = zε1···εk−10···0
and
vkε1···εk−11εk+1···εd = w
k−1
ε1···εk−11εk+1···εd
= zε1···εk−10···0.
Hence the gluing property ensures the existence of a point vk+1 ∈ QT1,...,Td(X) whose k-th lower face is
equal to the one of vk and its k-th upper face is equal to the one of wk. We now check that this point is
equal to wk everywhere but in the ~0 coordinate.
In the k-th lower face, i.e., if εk = 0 and ε 6= ~0 we have
vk+1ε = v
k
ε = w
k−1
ε1···εk0···0
= zε1···εk−10···0 = zε1···εk−1εk0···0 = w
k
ε ,
while in the k-th upper face, i.e., if εk = 1, we have by definition that
vk+1ε = w
k
ε .
We end up with vd+1 which is equal to wd = z everywhere but in the ~0 coordinate, where it is equal
to x. That is, vd+1 = (x, a∗) ∈ QT1,...,Td(X), finishing the proof. 
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z =
y a
b c
d e
f g
v1 =
x
y
y
y
yy
yy
y a
y a
y a
y a
w1 =
x a
y a
y a
y a
v2 =
y a
b c
y
a
b c
w2 = v3 =
x a
b c
y a
b c
v4 =
x a
b c
d e
f g
Figure 4. Illustration of the proof of (2) =⇒ (4) in the case d = 3.
We can prove that RT1,...,Td(X) is an equivalence relation in the minimal distal case.
Theorem 22. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, RT1,...,Td(X) is a closed and
invariant equivalence relation on X.
Proof. It suffices to prove the transitivity of RT1,...,Td(X). Let (x, y), (y, z) ∈ RT1,...,Td(X). By Theorem
21(2) we have that (y, z
[d]
∗ ) ∈ QT1,...,Td(X). Now, by Theorem 21(4) (x, z
[d]
∗ ) ∈ QT1,...,Td(X) and thus
(x, z) ∈ RT1,...,Td(X). 
We also have the following property which allows us to lift the relation RT1,...,Td(X) by a factor map
and to prove our main theorem.
Theorem 23. Let π : Y → X be a factor map between the Zd-systems (Y, T1, . . . , Td) and (X,T1, . . . , Td).
If (X,T1, . . . , Td) is minimal and distal, then π × π(RT1,...,Td(Y )) = RT1,...,Td(X).
Proof. The proof is similar to that of Theorem 6.4 in [23]. It is a direct consequence of the definition
that π × π(RT1,...,Td(Y )) ⊆ RT1,...,Td(X) and so we are left to prove the reverse inclusion. Let (x, z) ∈
RT1,...,Td(X). By Theorem 21 we have that (x, . . . , x, z) ∈ QT1,...,Td(X). Replacing Y by a minimal
subsystem if needed, we may assume that (Y, T1, . . . , Td) is minimal.
By Proposition 8 there exists y0 = (y1, a∗) ∈ QT1,...,Td(Y ) such that π
[d](y0) = (x, . . . , x, z). Let
y0
I
= (y0ε : εd = 0) and y
0
II
= (y0ε : εd = 1) the d-th lower and upper faces of y
0 respectively. We
have that y0
I
∈ QT1,...,Td−1(Y ). Let G
′
T1,...,Td−1
denote the projection of the action of GT1,...,Td onto
QT1,...,Td−1(Y ). That is, G
′
T1,...,Td−1
is generated by GT1,...,Td−1 and the diagonal action G
△
[d−1]. By min-
imality of (QT1,...,Td(Y ),GT1,...,Td) we have that (QT1,...,Td−1(Y ),G
′
T1,...,Td−1
) is minimal so there exists a
sequence (G0i )i≥1 in G
′
T1,...,Td−1
such that G0i y
0
I
→ y
[d−1]
1 . By compactness we can assume that G
0
i y
0
II
→ z0
II
for some z0
II
∈ QT1,...,Td−1(Y ). Let G˜
0
i = (G
0
i ,G
0
i ), i.e., the transformation that consists in applying G
0
i to
both the upper and lower d-th faces of a point in QT1,...,Td(Y ). Thus, we have that G˜
0
i y
0 = (G0i y
0
I
,G0i y
0
II
)
converges to a point y1 in QT1,...,Td(Y ) whose d-th lower face is equal to y
[d−1]
1 and whose d-th upper
face is equal to z0
II
. Notice that
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π[d](y1) = x1 = (x, . . . , x, z1),
for some z1 ∈ X .
Claim: The point (x, z1) belongs to O((x, z), G∆[2]).
To prove the claim, remark that the projection of G˜0i y
0 onto the coordinates 011 . . . 1 and 1 . . . 1 is
of the form (gx, gz) for some g ∈ G. By construction these coordinates converge to (x, z1), proving the
claim.
Now assume we have constructed points yj ∈ QT1,...,Td(Y ) for 1 ≤ j ≤ d− 1 with π
[d](yj) = xj such
that yjε = y1 if there exists some k with d − j + 1 ≤ k ≤ d and εk = 0 (i.e., y
j coincides with y
[d]
1 in all
k-th lower faces for d− j + 1 ≤ k ≤ d), zj = x
j
[d], x
j
ε = x for all ε 6= [d] and (x, zj) ∈ O((x, zj−1), G
∆
[2]).
Let yj
I
= (yjε : ε ∈ {0, 1}
d, εd−j = 0) and y
j
II
= (yjε : ε ∈ {0, 1}
d, εd−j = 1) be the (d − j)-th lower and
upper faces of yj respectively. Let G′T1,...,Td−j−1,Td−j+1,...,Td (excluding Td−j) be the group generated by
GT1,...,Td−j−1,Td−j+1,...,Td and the diagonal G
△
[d−1]. By a minimality argument (identical to the one written
for j = 0), there exists a sequence (Gji )i≥1 in G
′
T1,...,Td−j−1,Td−j+1,...,Td−1
, such that Gji y
j
I
→ y
[d−1]
1 as i goes
to infinity. By compactness we can assume that Gji y
j
II
→ zj
II
for some zj
II
∈ QT1,...,Td−j−1,Td−j+1,...,Td(Y ).
Let G˜ji be the transformation which consists in applying G
j
i to both the upper and lower (d− j)-th faces
of a point in QT1,...,Td(Y ). We have that G˜
j
i y
j converges to a point yj+1 ∈ QT1,...,Td(Y ) whose (d− j)-th
lower face is equal to y
[d−1]
1 and whose (d− j)-th upper face is equal to z
j
II
.
Let us analyze the properties of yj+1. We show that yj coincides with y
[d]
1 in all k-lower faces for
d − (j + 1) + 1 = d − j ≤ k ≤ d. By construction of yj , this is true for the (d − j)-th lower face. For
d − j < k ≤ d, let ε ∈ {0, 1}d with εk = 0 and notice that yj+1ε equals to y
j+1
ε′ , for all ε
′ differing from
ε at most in the d− j coordinate, where it is equal to 0 (i.e, ε′d−j = 0). Since y
j+1
ε equals to a value in
the (d − j)-th lower face, we have that it is equal to y1. Set xj+1 = π[d](yj+1) and notice that since xj
is equal to (x, . . . , x, zj) we have that x
j+1 is equal to (x, . . . , x, zj+1) for some zj+1 ∈ X .
Claim: The point (x, zj+1) belongs to O((x, zj), G∆[2]).
To see this, remark that the projection of G˜ji y
j onto the coordinates 1 . . . 0 . . . 1 (where the 0 is in the
d− j position) and 1 . . . 1 has the form (gx, gzj) and these coordinates converge to (x, zj+1). This allows
us to conclude.
Repeating this process we construct the points y1, . . . ,yd ∈ QT1,...,Td(Y ) and x
1, . . . ,xd ∈ QT1,...,Td(X)
such that π[d](yj) = xj for all j ∈ [d]. The point yd satisfies that it is equal to y1 in all k-lower faces,
k ∈ [d]. That is, ydε = y1 if εk = 0 for some k ∈ [d]. That means that y
d is equal to (y1, . . . , y1, y2) for
some y2 ∈ Y . By Theorem 21, (y1, y2) ∈ RT1,...,Td(Y ).
Also, by construction we have that π(y2) = zd and from the condition (x, zj) ∈ O((x, zj−1), G∆[2]) for
j ∈ [d], we get that (x, zd) ∈ O((x, z), G∆[2]). Now, by distality, we have that (x, z) ∈ O((x, zd), G
∆
[2]), and
thus there exists a sequence (gi)i≥1 in G such that (g
ix, gizd)→ (x, z). By compactness we may assume
that (giy1, g
iy2)→ (y′1, y
′
2) for some y
′
1, y
′
2 ∈ Y . Then, as RT1,...,Td(Y ) is closed and invariant, the point
(y′1, y
′
2) belongs to RT1,...,Td(Y ). It is immediate that π × π(y
′
1, y
′
2) = (x, z), finishing the proof.

6. Structure of systems with the unique closing parallelepiped property
In this section we describe the structure of a minimal Zd-system with the unique closing parallelepiped
property (for a given choice of generators). To do so, we need first to introduce some terminology.
6.1. The QH(X) relations and classes Z
H
0 . Let (X,T1, . . . , Td) be a Z
d-system and letH be a subgroup
of 〈T1, . . . , Td〉. We define
QH(X) = {(x, hx) : x ∈ X,h ∈ H}.
With this notation, slightly abusing of the notation, we have that QTj (X) =
{
(x, T nj x) : x ∈ X,n ∈ Z
}
defined in Section 2.2 is nothing but Q〈Tj〉(X).
It is easy to see that QH(X) is a closed, H-invariant, reflexive and symmetric relation. In [11] Glasner
proved that for a Gδ-dense subset X0 of X , (X0×X0)∩QH(X) is transitive. But in general this relation
is not an equivalence relation (for an example see [25]). Nevertheless, transitivity of QH(X) is satisfied
when the system is distal, because it is a particular case of the gluing property: if (x, y), (y, z) ∈ QH(X)
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then (x, z) ∈ QH(X). The proof of the gluing property in this context is almost a verbatim copy of the
one of Lemma 12 so we omit it.
Proposition 24. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, for every subgroup H of
〈T1, . . . , Td〉 we have that QH(X) is a closed and invariant equivalence relation of X.
We now define the following classes of Zd-systems that will be useful to characterize systems with the
unique closing parallelepiped property. For H as before, let
Z
H
0 = {(X,T1, . . . , Td) : H acts as the identity in X}.
This definition and notation is analogous to the one used by Austin in [3] when studying the L2 conver-
gence of multiple ergodic averages in the measure theoretical setting. Using a Zorn’s Lemma argument it
can be proved that every Zd-system possesses a maximal ZH0 -factor [2, Chapter 9]. That is, any factor of
a given Zd-system in the class ZH0 factorizes through its maximal Z
H
0 -factor. In addition, this factor can
be characterized precisely. To this purpose, for a minimal Zd-system (X,T1, . . . , Td) let σH(X) denote
the smallest closed and invariant equivalence relation containing QH(X).
Lemma 25. Let (X,T1, . . . , Td) be a minimal Z
d-system. Then, (X/σH(X), T1, . . . , Td) is the maximal
Z
H
0 -factor of (X,T1, . . . , Td).
Proof. Let π : X → X/σH(X) be the natural factor map. First we prove that (X/σH(X), T1, . . . , Td) ∈
Z
H
0 . Let h ∈ H , if [·] denotes the equivalence class of a point for the relation σH(X), then h[x] = [hx].
Since (x, hx) ∈ σH(X) we get that h[x] = [x]. So H acts trivially on X/σH(X). Now, let (Z, T1, . . . , Td)
be a factor of (X,T1, . . . , Td) that belongs to Z
H
0 and let π
′ : X → Z be the corresponding factor map. Let
Rπ′ = {(x, y) ∈ X : π′(x) = π′(y)}. We have to prove that σH(X) ⊆ Rπ′ . In fact, since Rπ′ is a closed
and invariant equivalence relation, it suffices to prove that QH(X) ⊆ Rπ′ . Since (Z, T1, . . . , Td) ∈ ZH0 we
have that for every h ∈ H , π′ ◦ h = h ◦ π′ = π′. Hence, for any x ∈ X , {(x, hx) : h ∈ H} ⊆ Rπ′ , and thus
QH(X) ⊆ Rπ′ as desired. 
In the distal case, by Proposition 24, QH(X) is an equivalence relation and thus QH(X) = σH(X).
In this case Lemma 25 can be stated as,
Corollary 26. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, (X/QH(X), T1, . . . , Td) is the
maximal ZH0 -factor of (X,T1, . . . , Td).
This result generalizes to iterated quotients.
Proposition 27. Let (X,T1, . . . , Td) be a minimal distal Z
d-system and let H, H1 and H2 be subgroups
of 〈T1, . . . , Td〉 such that H = H1H2. Let Y = X/QH1(X). Then, (X/QH(X), T1, . . . , Td) is isomorphic
to (Y/QH2(Y ), T1, . . . , Td).
Proof. Let π1 : X → Y (= X/QH1(X)) and π : X → Y/QH2(Y ) be the natural factor maps and Rπ =
{(x, x′) : π(x) = π(x′)}. We have that Y/QH2(Y ) is a factor of X where the action of both H1 and H2
are trivial. Hence, the action of H is trivial as well. It follows that QH(X) ⊆ Rπ. For the converse
inclusion, assume that (x, x′) ∈ Rπ. Then (π1(x), π1(x′)) ∈ QH2(Y ).
Claim: there exists x′′ ∈ X such that (x, x′′) ∈ QH2(X) and π1(x
′′) = π1(x
′).
To prove the claim, consider ǫ > 0 and let ǫ > δ > 0 so that π(B(x, ǫ)) contains B(π1(x), δ). This
can be done by the openness of π1 (recall the systems are distal). Since (π1(x), π1(x
′)) ∈ QH2(Y ), there
exists x˜ ∈ X and h2 = h2(δ) ∈ H2 such that π1(x˜) is δ close to π1(x) and h2π1(x˜) = π1(h2x˜) is δ close to
π1(x
′). We can find a point x˜′ that is ǫ close to x such that π1(x˜
′) = π1(x˜) and so π1(h2x˜
′) is δ close to
π1(x
′). A compactness argument allows us to find x′′ as a limit point of h2x˜
′, satisfying then the claim
statement.
Using the claim, notice that (x, x′′) ∈ QH2(X) ⊆ QH(X) and (x
′′, x′) ∈ QH1(X) ⊆ QH(X). Since
QH(X) is an equivalence relation we conclude that (x, x
′) ∈ QH(X), finishing the proof.

To ease notations, we let X/QH1/QH2 denote the quotient Y/QH2(Y ), where Y = X/QH1(X). We
naturally extend this notation to iterated quotientsX/QH1/QH2/ · · · /QHn that are defined in the obvious
way.
Notice that if {j1, . . . , jk} ⊆ [d] we have that
Q〈Tj1 ,...,Tjk〉
(X) = {(x, hx) : x ∈ X, h ∈ 〈Tj1 , . . . , Tjk〉}.
We warn the reader that the sets Q〈Tj1 ,...,Tjk〉
(X) and QTj1 ,...,Tjk (X) are different. The first one is a
subset of X2 while the second one is a subset of X [k].
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Following the notation in [3] we denote by Z
ej
0 the class Z
〈Tj〉
0 and by Z
ej1∧ej2
0 the intersection of the
classes Z
ej1
0 and Z
ej2
0 , which corresponds to the class Z
〈Tj1 ,Tj2〉
0 .
6.2. Dynamical structure of systems with the unique closing parallelepiped property. We
describe first a soft structure theorem for minimal systems with the unique closing parallelepiped property.
Proposition 28. Let (X,T1, . . . , Td) be a minimal (not necessarily distal) Z
d-system with the unique
closing parallelepiped property. Then,
(1) for each j ∈ [d] there exists a Zd-system (Yj , T1, . . . , Td) such that Tj is the identity transformation
on Yj;
(2) there exists a joining (Y, T1, . . . , Td) of the systems (Y1, T1, . . . , Td), . . . , (Yd, T1, . . . , Td) which is
an extension of (X,T1, . . . , Td).
Otherwise saying, (X,T1, . . . , Td) has an extension which is a joining of systems, where on each one a
different transformation acts as the identity.
(X,T1, . . . , Td) (Y, T1, . . . , Td)
(Y1, , T1, . . . , Td) (Y2, T1, . . . , Td) · · · (Yd, T1, . . . , Td)
Figure 5. Structure of a minimal system (X,T1, . . . , Td) with the unique closing paral-
lelepiped property
Proof. Let (X,T1, . . . , Td) be a minimal Z
d-system and let x0 ∈ X . Consider the Zd-system (K
x0
T1,...,Td
,
T
[d]
1 , . . . , T
[d]
d ) (recall the face transformations defined in Section 2.2). Such system is similar to the
one considered in [7] when d = 2. Let Y ⊆ Kx0T1,...,Td be a minimal subsystem (note that in the distal
case we have that Y = Kx0T1,...,Td). Here we consider the natural factor map from (Y, T
[d]
1 , . . . , T
[d]
d )
to (X,T1, . . . , Td) given by the projection onto the last coordinate of points in Y . We analyze how Y
looks like when (X,T1, . . . , Td) has the unique closing parallelepiped property and show that Y can be
“naturally decomposed” as a joining of some factors where on each one the action of one transformation
is the identity. That is, Y is a joining of lower dimensional actions.
We proceed as follows. Points in Y have 2d − 1 coordinates and since (X,T1, . . . , Td) has the unique
closing parallelepiped property, the last one is determined by the others. Hence, we can think of points
in Y having only 2d − 2 coordinates.
A point in Y : y10...0 · · · y0...01 · · · y1...10 y1···1
T
[d]
1 : T1 · · · id · · · T1 T1
... . . .
... · · ·
...
...
T
[d]
d−1 id · · · id · · · Td−1 Td−1
T
[d]
d id · · · Td · · · id Td
Figure 6. How a point in Y and the face transformations look like.
In Figure 6.2, the dashed vertical line separates the last coordinate of a point in Y that is determined
by the others. From now on we omit this coordinate. Now we describe how to build the factors Y1, . . . , Yd
whose joining is Y .
For j ∈ [d], let Yj be the projection of Y onto the coordinates where T
[d]
j is trivial, i.e., onto the
coordinates ε ∈ {0, 1}d \ {~0} such that εj = 0. We leave the reader to verify that Yj is a subset of
Kx0T1,...,Tj−1,Tj+1,...,Td (the face orbit where we forget the transformation Tj).
Because we are forgetting the last coordinate, for all coordinates of a point in Y at least one of the
transformations acts as the identity. It follows then that the projections of a point y ∈ Y into the factors
Yj , j ∈ [d], determine the point y itself, i.e., Y is a joining of the systems Yj , j ∈ [d]. This finishes the
proof. 
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Remark that by definition, for j ∈ [d] the system (Yj , T1, . . . , Td) belongs to the class Z
ej
0 . What next
result shows is that in the distal case (Yj , T1, . . . , Td) is actually the maximal factor of (Y, T1, . . . , Td)
with respect to this class.
Proposition 29. Let (X,T1, . . . , Td) be a minimal distal Z
d-system and x0 ∈ X. Then, for any j ∈
[d], (Kx0T1,...,Tj−1,Tj+1,...,Td , T
[d]
1 , . . . , T
[d]
d ) is isomorphic to (K
x0
T1,...,Td
/Q
T
[d]
j
(Kx0T1,...,Td), T
[d]
1 , . . . , T
[d]
d ). In
particular, (Kx0T1,...,Tj−1,Tj+1,...,Td , T
[d]
1 , . . . , T
[d]
d ) is the maximal Z
ej
0 -factor of (K
x0
T1,...,Td
, T
[d]
1 , . . . , T
[d]
d ).
Proof. We follow the notation introduced in Proposition 28. We start recalling that in the distal case,
by minimality we have that Y = Kx0T1,...,Td and Yj = K
x0
T1,...,Tj−1,Tj+1,...,Td
for every j ∈ [d]. Let j ∈ [d].
We know by Corollary 26 that (Kx0T1,...,Td/QT [d]
j
(Kx0T1,...,Td), T
[d]
1 , . . . , T
[d]
d ) is the maximal Z
ej
0 -factor of
(Kx0T1,...,Td , T
[d]
1 , . . . , T
[d]
d ) and since Yj ∈ Z
ej
0 we only need to show that if x,y ∈ K
x0
T1,...,Td
are such that
(xε : ε ∈ {0, 1}
d \ {~0}, εj = 0) = (yε : ε ∈ {0, 1}
d \ {~0}, εj = 0)
(i.e., they have the same projection on Yj), then (x,y) ∈ QT [d]
j
(Kx0T1,...,Td).
Let δ > 0 and let π : Kx0T1,...,Td → K
x0
T1,...,Tj−1,Tj+1,...,Td
be the natural projection. By the openness of π
(recall the systems are distal), we can find 0 < δ′ < δ such that
(1) Bρ
X
[d−1]
∗
((xε : ε ∈ {0, 1}
d, εj = 0), δ
′) ⊆ π
(
Bρ
X
[d]
∗
(x, δ)
)
∩ π
(
Bρ
X
[d]
∗
(y, δ)
)
.
Here we recall that if ρ is a metric on X , ρX∗ is any metric that generates the product topology on
X
[d]
∗ = X
2d−1 (for instance the sum of the metrics in each coordinate).
By definition of Kx0T1,...,Td , there exists n ∈ Z
d such that
ρ
X
[d]
∗
((T n1ε11 . . . T
ndεd
d x0)ε∈{0,1}d\{~0},x) < δ
′.
Call z = (T n1ε11 . . . T
ndεd
d x0)ε∈{0,1}d\{~0}. Then, we have that
ρ
X
[d−1]
∗
((zε : ε ∈ {0, 1}
d \ {~0}, εj = 0), (xε : ε ∈ {0, 1}
d \ {~0}, εj = 0)) < δ
′.
Thus, by (1), there exists z1 ∈ Kx0T1,...,Td such that
(z1ε : ε ∈ {0, 1}
d \ {~0}, εj = 0) = (zε : ε ∈ {0, 1}
d \ {~0}, εj = 0)
and ρ
X
[d]
∗
(z1,y) < δ.
Let 0 < δ′′ < δ′ be such that δ′ + δ′′ < δ and for any u,v ∈ Kx0T1,...,Td we have
ρ
X
[d]
∗
(u,v) < δ′′ =⇒ ρ
X
[d]
∗
((T
[d]
j )
nju, (T
[d]
j )
njv) < δ′.
By definition of Kx0T1,...,Td , there exists n
′ ∈ Zd such that
ρ
X
[d]
∗
((T
n′1ε1
1 . . . T
n′dεd
d x0)ε∈{0,1}d\{~0}, z
1) < δ′′.
Call z2 = (T
n′1ε1
1 . . . T
n′dεd
d x0)ε∈{0,1}d\{~0} (i.e., ρX[d]∗
(z2, z1) < δ′′) and define z3 = (T
[d]
j )
nj−n
′
jz2.
Notice that the j-th lower face of z3 coincides with the one of z2 which is δ′′ + δ close to the one of x
(here we are slightly abusing terminology, the j-th lower face should consider the coordinate ~0, that we
do not have in points of Kx0T1,...,Td , but let us use this word to avoid introducing more terminology). On
the other hand, the j-th upper face of (T
[d]
j )
−n′jz2 coincides with the j-lower face of z2 (with x0 in the ~0
coordinate) and then it is δ′′ close to the j-th lower face of z1 and thus to the j-th lower face of z. By
the definition of δ′′, and using that the j-th upper face of z is obtained by applying (T
[d]
d )
nd to its j-th
lower face we get that
z3 = (T
[d]
j )
nj (T
[d]
j )
−n′jz2 is 3δ close to x.
Now, remark that the point (T
[d]
j )
n′j−njz3 = z2 is δ′′ + δ < 2δ close to y. As δ > 0 is arbitrary, we
have shown that (x,y) ∈ Q
T
[d]
j
(Kx0T1,...,Td) and therefore the factor map π : K
x0
T1,...,Td
/Q
T
[d]
j
(Kx0T1,...,Td)→
Kx0T1,...,Tj−1,Tj+1,...,Td is an isomorphism. 
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We use Theorem 21 to prove the following theorem, which gives deeper information about the structure
of the systems with the unique closing parallelepiped property, introducing independence with respect to
further factors.
To state the theorem, let us introduce another definition. Let (X,T1, . . . , Td) be a Z
d-system. We
say that x0 ∈ X is a continuity point if K
x0
T1,...,Td
coincides with the set of x ∈ X
[d]
∗ such that (x0,x) ∈
QT1,...,Td(X). The set of continuity points x0 ∈ X is a dense Gδ set of points of X [11, Lemma 4.5]. Note
that if x0 is a continuity point, then any point in its orbit, i.e., T
n1
1 · · ·T
nd
d x0 with n1 . . . , nd ∈ Z is also
a continuity point. For a continuity point x0, we have that QTj (x0) = O(x0, Tj) for j ∈ [d].
Theorem 30. Let (X,T1, . . . , Td) be a minimal distal Z
d-system and x0 ∈ X a continuity point. Sup-
pose that X has the unique closing parallelepiped property. Then, Kx0T1,...,Td is a joining of its factors
Kx0T1,...,Tj−1,Tj+1,...,Td , j ∈ [d], and it is relatively independent with respect to their maximal Z
ej1
0 ∧ Z
ej2
0 -
factors, for all j1, j2 ∈ [d] with j1 < j2.
Kx0T1,...,Td
Kx0T2,...,Td
Kx0T1,T3,...,Td
Kx0T1,...,Td−1· · · · · ·
Kx0T3,...,Td
Kx0T2,T4,...,Td
Kx0T1,T4,...,Td · · · · · · K
x0
T1,...,Td−2
...
...
...
...
...
...
Kx0Td
Kx0Td−1
Kx0Td−2 · · · · · · K
x0
T1
Figure 7. Decomposition of the system (Kx0T1,...,Td , T
[d]
1 , . . . , T
[d]
d ) as the joining of the
systems Kx0T1,...,Tj−1,Tj+1,...,Td . Theorem 30 asserts that the joining is relatively indepen-
dent with respect to the factors in the “second level”, i.e., Kx0Ti1 ,...,Tid−2
, 1 ≤ i1 < · · · <
id−2 ≤ d. In the diagram further factors are also shown. A system in the kth-level is an
action of Zd−k (k transformations are the identity, and Kx0T1,...,Td corresponds to the 0
level).
Proof. The fact that Kx0T1,...,Td is a joining of its factors K
x0
T1,...,Tj−1,Tj+1,...,Td
, j ∈ [d], was already shown
in Proposition 28 and Proposition 29, so we are left to show the relatively independence part.
Let x,y ∈ X
[d]
∗ be such that:
(1) x ∈ Kx0T1,...,Td .
(2) For every j ∈ [d], (yε : ε ∈ {0, 1}d \ {~0}, εj = 0) ∈ K
x0
T1,...,Tj−1,Tj+1,...,Td
.
(3) For every j1, j2 ∈ [d], j1 6= j2,
(xε : ε ∈ {0, 1}
d \ {~0}, εj1 = 0, εj2 = 0) = (yε : ε ∈ {0, 1}
d \ {~0}, εj1 = 0, εj2 = 0),
i.e., x and y coincide in the coordinates associated to the maximal Z
ej1∧ ej2
0 -factor.
Roughly speaking, this condition says that given x ∈ Kx0T1,...,Td , one considers its projection into the
systems of the “second level” and the relative independence means that one can freely change all the
coordinates of x of the form [d] \ {j} with j ∈ [d], as long as the resulting point (the point y in the
statement) has valid faces. We leave the reader to verify that these are the conditions we need to look at
to check the relative independence.
So, given (i), (ii) and (iii), we want to show that y ∈ Kx0T1,...,Td . By (iii), the only coordinates ε ⊆ [d],
ε 6= ∅, such that xε 6= yε are the coordinates ε = [d] and ε = [d] \ {j} for j ∈ [d]. The program of the
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proof is to construct points x0,x1, . . . ,xd ∈ Kx0T1,...,Td with x
0 = x and such that for every k ∈ [d]
xkε =


xε ε ⊆ [d], ε 6= [d] \ {j} for some j ∈ [d],
yε ε = [d] \ {j} for some j ∈ {1, . . . , k},
ak ε = [d],
for some ak ∈ X . Notice that since X has the unique closing parallelepiped property, the point ak is
unique. The point xd coincides with y in all coordinates ε, ε 6= [d], so the unique closing parallelepiped
property implies that they are equal. This would conclude that y ∈ Kx0T1,...,Td . To construct the points
mentioned above, assume we have constructed the point xk ∈ Kx0T1,...,Td for 0 ≤ k < d. Notice that
(xkε : ε ∈ {0, 1}
d \ {~0}, εk+1 = 0) and (yε : ε ∈ {0, 1}d \ {~0}, εk+1 = 0) differ at most in the coordinate
[d] \ {k + 1}.
Claim 1. There exists a ∈ X such that if we replace the coordinate ε = [d] \ {k + 1} of xk by the
corresponding coordinate of y and the coordinate [d] of xk by a, we obtain a point xk+1 that belongs to
Kx0T1,...,Td .
We suggest the reader to look at Figure 8, while reading the proof of the claim. There, we have
illustrated the proof in the case d = 3. We show how to change the coordinate [d] \ {1} of x by the
corresponding one of y (paying the minor price of modifying the [d] coordinate too).
Proof of the Claim 1. We first remark that it is enough to show the statement of the claim for k = 0 (i.e.,
for the first step). Indeed, by Lemma 14, after proving the case k = 0 we can permute the transformations
and assume that now the second transformation is the first one, apply again the case k = 0 and repeat
this argument as many times as needed. So, we have to show that from x0 = x we can change its [d]\{1}
coordinate by the corresponding one of y and obtain a point in Kx0T1,...,Td . In the process we also allow
us to change the [d] coordinate of x.
In this claim it will be convenient to work in QT1,...,Td(X) instead of in K
x0
T1,...,Td
so we identify
x,y ∈ Kx0T1,...,Td with (x0,x), (x0,y) ∈ QT1,...,Td(X) respectively. This identification is harmless because
of the unique closing parallelepiped property and avoids introducing more notation.
Consider the system (X,T2, . . . , Td). Since the points (xε : ε ∈ {0, 1}d, ε1 = 0) and (yε : ε ∈ {0, 1}d, ε1 =
0) differ at most in one coordinate (the coordinate [d] \ {1}), by Theorem 21 (2) applied to the system
(X,T2, . . . , Td) (see Remark 13) we have that
(2) (x[d]\{1}, . . . , x[d]\{1}, y[d]\{1}) ∈ QT2,...,Td(X).
Now, duplicating this point along the 1-th face, we obtain the point v1 ∈ QT1,...,Td(X). This point is
characterized by
v1ε =


x[d]\{1} if ε1 = 0 ∧ ∃j 6= 1, εj = 0,
y[d]\{1} if ε = [d] \ {1},
x[d]\{1} if ε1 = 1 ∧ ∃j 6= 1, εj = 0,
y[d]\{1} if ε = [d].
Claim 2. There exists a ∈ X such that the point u1 defined as
u1ε =


x[d]\{1} if ε1 = 0 ∧ ∃j 6= 1, εj = 0,
y[d]\{1} if ε = [d] \ {1},
x[d] if ε1 = 1 ∧ ∃j 6= 1, εj = 0,
a if ε = [d],
belongs to QT1,...,Td(X).
Proof the Claim 2. To prove the claim, notice that (x[d]\{1}, x[d]) ∈ QT1(X), because the point x belongs
to QT1,...,Td(X). Now we analyze separately two cases, namely the case QT1(x[d]\{1}) = O(x[d]\{1}, T1)
and the case QT1(x[d]\{1}) ) O(x[d]\{1}, T1). By Lemma 4.5 of [11], there is a Gδ-dense set of x ∈ X such
that QT1(x) = O(x, T1).
Case 1: QT1(x[d]\{1}) = O(x[d]\{1}, T1). Since (x[d]\{1}, x[d]) ∈ QT1(X), by the assumption of this case
we can find a sequence (ni)i∈N ⊆ Z such that
T ni1 x[d]\{1} → x[d].
By compactness we can assume that T ni1 y[d]\{1} → a for some a ∈ X . Thus, applying the transformation
(T
[d]
1 )
ni to the point v1 and taking the limit, we obtain a point u1 of the desired form that belongs to
QT1,...,Td(X).
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Case 2: QT1(x[d]\{1}) ) O(x[d]\{1}, T1). We define the following projection maps.
• Let φ1 be the projection from K
x0
T1,...,Td
onto the coordinates ε ∈ {0, 1}d where ε1 = 0 and the
coordinate ε = [d]. That is
φ1((zε : ε ∈ {0, 1}
d)) = (zε : ε ∈ {0, 1}
d, ε1 = 0 ∨ ε = [d])
• Let φ2 be the projection from K
x0
T1,...,Td
onto the coordinates ε ∈ {0, 1}d where ε1 = 0, and set
φ1,2 the map from φ1(K
x0
T1,...,Td
) onto φ2(K
x0
T1,...,Td
) such that φ1,2 ◦ φ1 = φ2. That is,
φ2((zε : ε ∈ {0, 1}
d)) = (zε : ε ∈ {0, 1}
d, ε1 = 0),
φ1,2((zε : ε ∈ {0, 1}
d, ε1 = 0 ∨ ε = [d])) = (zε : ε ∈ {0, 1}
d, ε1 = 0).
• Let φ3 be the projection from K
x0
T1,...,Td
onto the coordinates ε ∈ {0, 1}d such that ε1 = 0 and
such that there exists j ∈ [d], j 6= 1, such that εj = 0. Set φ2,3 the map from φ2(K
x0
T1,...,Td
) onto
φ3(K
x0
T1,...,Td
) such that φ2,3 ◦ φ2 = φ3. That is,
φ3((zε : ε ∈ {0, 1}
d)) = (zε : ε ∈ {0, 1}
d, ε1 = 0 ∧ ∃j 6= 1, εj = 0),
φ2,3((zε : ε ∈ {0, 1}
d, ε1 = 0)) = (zε : ε ∈ {0, 1}
d, ε1 = 0 ∧ ∃j 6= 1, εj = 0).
Note that when we write a expression like (zε : ε ∈ {0, 1}
d, ε1 = 0) we implicitly assume that this point
is the restriction of a point z = (zε : ε ∈ {0, 1}d). By distality, all functions described above are open.
Let δ > 0. Because of the openness of φ1,2 and φ2,3, we can take 0 < δ
′ < δ such that
(3) B
((
xε : ε ∈ {0, 1}
d, ε1 = 0
)
, δ′
)
⊆ φ1,2
(
B
((
xε : ε ∈ {0, 1}
d, ε1 = 0 ∨ ε = [d]
))
, δ
)
,
and 0 < δ′′ < δ′ such that
(4)
B((xε : ε ∈ {0, 1}d, ε1 = 0 ∧ ∃j 6= 1, εj = 0), δ′′)
⊆ φ2,3(B((xε : ε ∈ {0, 1}
d, ε1 = 0), δ
′)).
Let a = (aε : ε ∈ {0, 1}d) be such that QT1(a[d]\{1}) = O(a[d]\{1}, T1) and such that is δ
′′ close to
(xε : ε ∈ {0, 1}d). This point exists because x0 is a continuity point (and we may take a ∈ K
x0
T1,...,Td
in the face orbit of (x0, . . . , x0). See the remarks before the statement of Theorem 30)). The point
(aε : ε ∈ {0, 1}d, ε1 = 0 ∧ ∃j 6= 1, εj = 0) is δ′′ close to (xε : ε ∈ {0, 1}d, ε1 = 0 ∧ ∃j 6= 1, εj = 0) and
then, by (4), there exists a point (bε : ε ∈ {0, 1}d, ε1 = 0) such that (bε : ε ∈ {0, 1}d, ε1 = 0) is δ′ close to
(yε : ε ∈ {0, 1}d, ε1 = 0) and (aε : ε ∈ {0, 1}d, ε1 = 0 ∧ ∃j 6= 1, εj = 0) = (bε : ε ∈ {0, 1}d, ε1 = 0 ∧ ∃j 6=
1, εj = 0). Therefore, the points (aε : ε ∈ {0, 1}d, ε1 = 0) and (bε : ε ∈ {0, 1}d, ε1 = 0) differ at most
in one coordinate (the coordinate [d] \ {1}) and we can repeat the argument started in (2). The point
(aε : ε ∈ {0, 1}d, ε1 = 0) satisfies the assumption of Case 1 and thus we can construct w ∈ QT1,...,Td(X)
such that
wε =


a[d]\{1} if ε1 = 0 ∧ ∃j 6= 1, εj = 0,
b[d]\{1} if ε = [d] \ {1},
a[d] if ε1 = 1 ∧ ∃j 6= 1, εj = 0,
ua if ε = [d],
for some ua ∈ X .
Letting δ → 0, by compactness we can assume that ua converges to some a ∈ X . Thus we have that
there exists u1 ∈ QT1,...,Td(X) such that
u1ε =


x[d]\{1} if ε1 = 0 ∧ ∃j 6= 1, εj = 0,
y[d]\{1} if ε = [d] \ {1},
x[d] if ε1 = 1 ∧ ∃j 6= 1, εj = 0,
a if ε = [d].
This finishes the proof of Claim 2 in Case 2. 
From u1 we aim to construct points u2, . . . ,ud in QT1,...,Td(X) where at each step they increasingly
coincide with x, but having their [d] \ {1} coordinate equal to y[d]\{1} and their [d] coordinate equal to
a. We suggest the reader to keep in mind that the [d] \ {1} and [d] coordinates are special.
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Consider the face (u1ε : ε2 = 0). Since x ∈ QT1,...,Td(X), duplicating the restriction of x to the
coordinates [d] \ {1, 2}, [d] \ {1}, [d] \ {2} and [d] we get the point v2 ∈ QT1,...,Td(X) characterized by
v2ε =


x[d]\{1,2} if ε1 = 0 ∧ ε2 = 0,
x[d]\{1} if ε1 = 0 ∧ ε2 = 1,
x[d]\{2} if ε1 = 1 ∧ ε2 = 0,
x[d] if ε1 = 1 ∧ ε2 = 1.
Hence, (v2ε : ε ∈ {0, 1}
d, ε2 = 1) = (u
1
ε : ε ∈ {0, 1}
d, ε2 = 0). By Lemma 17, we can glue the 2-th lower
face of v with the 2-th upper face of u1 and obtain the point u2 that belongs to QT1,...,Td(X). The point
u2 is characterized by
u2ε =


x[d]\{1,2} if ε1 = 0 ∧ ε2 = 0,
x[d]\{1} if ε1 = 0 ∧ ε2 = 1, ε 6= [d] \ {1},
x[d]\{2} if ε1 = 1 ∧ ε2 = 0,
x[d] if ε1 = 1 ∧ ε2 = 1,
y[d]\{1} ε = [d] \ {1},
a ε = [d].
The value of u2ε for ε 6= [d] and ε 6= [d] \ {1} can only take the values x[d]\{1,2}, x[d]\{1}, x[d]\{2} or x[d].
Furthermore, u2 coincides with x in the coordinates [d] \ {1, 2} and [d] \ {2} while u2[d]\{1} = y[d]\{1} and
u2[d] = a. Note that u
2 does not depend on {3, . . . , d}, meaning that u2ε = xε∪{3,...,d}, for any ε, except
for ε = [d] \ {1} and ε = [d].
Now assume that we have constructed uk ∈ QT1,...,Td(X) for 2 ≤ k < d such that u coincides with
x in all coordinates of the form [d] \ A where A ⊆ {1, . . . , k}, except for A = {1} and A = ∅, where
uk[d]\{1} = y[d]\{1} and u
k
[d] = a. Assume also that u
k does not depend on {k+1, . . . , d}, meaning that for
any ε (except for ε = [d] \ {1} and ε = [d])
(5) ukε = xε∪{k+1,...,d}.
Consider the (k + 1)-th lower face of uk (i.e., (ukε : ε ∈ {0, 1}
d, εk+1 = 0)). Since x ∈ QT1,...,Td(X),
duplicating the restriction of x to the coordinates [d] \A, A ⊆ {1, . . . , k + 1} we get the point vk+1 that
belongs to QT1,...,Td(X). This point is characterized by
vk+1ε = xε∪{k+2,...,d} for every ε ∈ {0, 1}
d.
Note that if εk+1 = 1 (or equivalently k + 1 ∈ ε) then,
(6) vk+1ε = xε∪{k+2,...,d} = x(ε\{k+1})∪{k+1,k+2,...,d} = u
k
ε\{k+1},
where in the last equality we used (5) with ε \ {k + 1}, which is different from [d] \ {1} and [d].
From (6) we deduce that (vk+1ε : ε ∈ {0, 1}
d, εk+1 = 1) = (u
k
ε : ε ∈ {0, 1}
d, εk+1 = 0) . By Lemma 12,
we can glue the (k + 1)-th lower face of vk+1 with the (k + 1)-th upper face of uk and obtain the point
uk+1 that belongs to QT1,...,Td(X). The point u
k+1 is characterized by
uk+1ε =
{
vk+1ε if εk+1 = 0,
ukε if εk+1 = 1.
We check the point uk+1 satisfies the conditions needed to continue the process, assuming obviously
that k + 1 < d. Let A ⊆ {1, . . . , k + 1} with A 6= {1} and A 6= ∅. If k + 1 /∈ A then k + 1 ∈ [d] \ A
and uk+1[d]\A = u
k
[d]\A = x([d]\A)∪{k+1,...,d} = x[d]\A. On the other hand, if k + 1 ∈ A then k + 1 /∈ [d] \ A
and uk+1[d]\A = v
k+1
[d]\A = x([d]\A)∪{k+2,...,d} = x[d]\A. We deduce that u coincides with x in all coordinates
[d] \ A, with A 6= {1} and A 6= ∅. It is also immediate to check that uk+1[d]\{1} = u
k
[d]\{1} = y[d]\{1} and
uk+1[d] = u
k
[d] = a. We now check that u
k+1 does not depend on the coordinates {k + 2, . . . , d}. For
ε 6= [d] \ {1} and ε 6= [d] we have
uk+1ε =
{
vk+1ε = xε∪{k+2,...,d} if εk+1 = 0,
ukε = xε∪{k+1,...,d} = xε∪{k+2,...,d} if εk+1 = 1,
and we conclude that uk+1 does not depend on the coordinates {k + 2, . . . , d}.
We proceed with the process until we construct ud ∈ QT1,...,Td(X). This point coincides with x in all
coordinates [d] \ A for A ⊆ {1, . . . , d} = [d] except for A = {1} and A = ∅, where ud[d]\{1} = y[d]\{1} and
ud[d] = a. We therefore conclude that u
d coincides with x everywhere but in the coordinates [d] \ {1}
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and [d]. In particular u~0 = x0. Using that x0 is a continuity point we get that (uε : ε 6=
~0) belongs to
Kx0T1,...,Td , completing the proof of Claim 1.

To finish the proof of Theorem 30, use Claim 1 for 0 ≤ k < d to construct the points x1, . . . ,xd ∈
Kx0T1,...,Td . As mentioned before, the point x
d coincides everywhere with y, except for the [d] coordinate.
The unique closing parallelepiped property implies that y = xd ∈ Kx0T1,...,Td .

(x0,x) =
x0
x{3}
x{1}
x{1,3}
x{1,2,3}x{2,3}
x{1,2}x{2}
(a)
(x0,y) =
x0
x{3}
x{1}
y{1,3}
y{1,2,3}y{2,3}
y{1,2}x{2}
(b)
v1 =
x{2,3}
x{2,3}
x{1,2,3}
x{1,2,3}
x{1,2,3}x{2,3}
x{1,2,3}x{2,3}
(d)
x{2,3}
x{2,3}
x{1,2,3}
x{1,2,3}
ay{2,3}
x{1,2,3}x{2,3}
(c)
=⇒ u1 =
v2 =
x{2}
x{2,3}
x{1,2}
x{1,2,3}
x{1,2,3}x{2,3}
x{1,2}x{2}
(f)
=⇒ u2 =
x{2}
x{2,3}
x{1,2}
x{1,2,3}
ay{2,3}
x{1,2}x{2}
=⇒ u3 =
x0
x{3}
x{1}
x{1,3}
ay{2,3}
x{1,2}x{2}
(e)
(g)
Figure 8. Illustration of the proof of Claim 1 in Theorem 30 for the case d = 3. We
change the [d] \ {1} = {2, 3} coordinate of x by the corresponding one of y.
7. Proof of Theorem 1
We have now all the ingredientes to prove the structure Theorem 1. We restate it here for the reader’s
convenience. Interestingly, after the work of previous sections, all the Zd-systems that appear in the
theorem can be described explicitly from the directional cube structures of (X,T1, . . . , Td).
Theorem. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. The following statements are equivalent:
(1) (X,T1, . . . , Td) has the unique closing parallelepiped property, i.e., if x, y ∈ QT1,...,Td(X) have 2
d − 1
coordinates in common, then x = y.
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(2) RT1,...,Td(X) = ∆X .
(3) The structure of (X,T1, . . . , Td) can be described as follows: (i) it is a factor of a minimal distal Z
d-
system (Y, T1, . . . , Td) which is a joining of Z
d-systems (Y1, T1, . . . , Td), . . . , (Yd, T1, . . . , Td), where for
each i ∈ {1, . . . , d} the action of Ti on Yi is the identity; (ii) for each i, j ∈ {1, . . . , d}, i < j, there
exists a Zd-system (Yi,j , T1, . . . , Td) which is a common factor of (Yi, T1, . . . , Td) and (Yj , T1, . . . , Td)
and where Ti and Tj act as the identity; and (iii) Y is jointly relatively independent with respect to
the systems ((Yi,j , T1, . . . , Td) : i, j ∈ {1, . . . , d}, i < j).
More precisely, Y = Kx0T1,...,Td and Yj = K
x0
T1,...,Tj−1,Tj+1,...,Td
with x0 being a continuity point.
Relative independence of Y is with respect to their maximal Z
ej1
0 ∧ Z
ej2
0 -factors, for all j1, j2 ∈ [d]
with j1 < j2.
Proof of Theorem 1. (1) =⇒ (2). This follows from Proposition 20.
(2) =⇒ (1). Suppose that (X,T1, . . . , Td) does not verify the unique closing parallelepiped property,
then there exist x, y ∈ X with x 6= y and a∗ ∈ X
[d]
∗ such that (x, a∗), (y, a∗) ∈ QT1,...,Td(X). By
Proposition 21, we have that (x, y) ∈ RT1,...,Td(X). Then, x = y, which is a contradiction.
(1) =⇒ (3). This is a consequence of Theorem 30.
(3) =⇒ (1). We show that the system (Y, T1, . . . , Td) given by (3) verifies the unique closing
parallelepiped property.
Let y ∈ QT1,...,Tj (Y ). By definition, for every j ∈ [d] we have that (y[d], y[d]\{j}) ∈ QTj (Y ). But, Tj
acts as the identity on the j-th coordinate of points in Y , then ((y[d])j , (y[d]\{j})j) ∈ QTj (Yj) = ∆Yj .
This implies that, (y[d])j = (y[d]\{j})j . Hence, y[d] can be determined from previous coordinates of y,
which proves the unique closing parallelepiped property for (Y, T1, . . . , Td).
Since (1) is equivalent with (2) we have that RT1,...,Td(Y ) = ∆Y . By Theorem 23, RT1,...,Td(X) = ∆X .
This proves the unique closing parallelepiped property for (X,T1, . . . , Td). 
The following two corollaries can be deduced from Theorem 1 and Theorem 23. The first one was
implicitly proved inside the last proof.
Corollary 31. Let π : Y → X be a factor map between minimal distal Zd-systems (Y, T1, . . . , Td) and
(X,T1, . . . , Td). If (Y, T1, . . . , Td) has the unique closing parallelepiped property then (X,T1, . . . , Td) has
it too.
Corollary 32. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, (X/RT1,...,Td(X), T1, . . . , Td)
has the unique closing parallelepiped property. Moreover, this system is the maximal factor with this
property, i.e., any other factor of (X,T1, . . . , Td) with the unique closing parallelepiped property factorizes
through it.
Proof. Observe that if (Z, T1, . . . , Td) is a factor of (X,T1, . . . , Td) with the unique closing parallelepiped
property, then by Theorem 1RT1,...,Td(Z) = ∆Z . Now, by Theorem 23, π×π(RT1,...,Td(X)) = RT1,...,Td(Z)
= ∆Z . That is, there exists a factor map from (X/RT1,...,Td(X), T1, . . . , Td) to (Z, T1, . . . , Td). It remains
to prove that RT1,...,Td(X/RT1,...,Td(X)) = ∆X/RT1,...,Td (X) (i.e., the quotient system has the unique
closing parallelepiped property). Let π : X → X/RT1,...,Td(X) be the quotient map and take (y1, y2) ∈
RT1,...,Td(X/RT1,...,Td(X)). By Theorem 23, there exists (x1, x2) ∈ RT1,...,Td(X) with π(x1) = y1 and
π(x2) = y2. But y1 = π(x1) = π(x2) = y2, so RT1,...,Td(X/RT1,...,Td(X)) coincides with the diagonal
relation of X/RT1,...,Td(X), which proves the corollary. 
8. Recurrence in minimal distal Zd-systems with the unique closing parallelepiped
property
As an application of previous work, in this section we study sets of return times for minimal distal
Zd-systems with the unique closing parallelepiped property. In particular, we get a characterization of
minimal distal systems with this property using return time ideas.
Definition 33. Let (X,T1, . . . , Td) be a Z
d-system. Let x ∈ X and U be an open neighborhood of x.
The set of return times of x to U is defined as
NT1,...,Td(x, U) = {(n1, . . . , nd) ∈ Z
d : T n11 · · ·T
nd
d x ∈ U}.
A subset B of Zd is a set of return times for a Zd-system if there exists a Zd-system (X,T1, . . . , Td),
x ∈ X and an open neighborhood U of x such that NT1,...,Td(x, U) ⊆ B.
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We are able to characterize sets of return times for minimal distal Zd-systems via the unique closing
parallelepiped property. For this we consider the following definition.
Definition 34. Let d ≥ 2 be an integer and B1, . . . , Bd ⊆ Zd−1. We define the d-joining of B1, . . . , Bd
as the set
B = {(n1, . . . , nd) ∈ Z
d : ∀i ∈ [d], (n1, . . . , ni−1, ni+1, . . . , nd) ∈ Bi} ⊆ Z
d.
We remark that the 2-joining of B1, B2 ⊆ Z is the Cartesian product B1 × B2. For d ≥ 3 the
set B might be empty for general sets. For instance, let B1 = {(n1, n2) ∈ Z2 : n1 − n2 is even},
B2 = {(n1, n2) ∈ Z
2 : n1 − n2 is odd }, B3 = B1. Then, (n1, n2, n3) ∈ B if and only if n2 − n3 is even,
n1−n3 is odd and n1−n2 is even, which leads to a contradiction. However, if the building sets B1, . . . , Bd
are return times, then the set B is always non-empty (it contains the vector of 0’s). With the help of this
notion of joining of sets we can obtain a nice relation with the unique closing parallelepiped property in
the minimal distal case.
Theorem 35. Let d ≥ 2 be an integer. A subset B ⊆ Zd contains a set of return times for a minimal
distal Zd-system with the unique closing parallelepiped property if and only if B contains a d-joining of
sets that are return times of minimal distal Zd−1-systems.
Proof. Let B be a subset of Zd that contains a set of return times of a minimal distal Zd-system
(X,T1, . . . , Td) with the unique closing parallelepiped property. Let x ∈ X and U an open neighbor-
hood of x such that NT1,...,Td(x, U) = {(n1, . . . , nd) ∈ Z
d : T n11 · · ·T
nd
d x ∈ U} ⊆ B. We want to show
that B contains a d-joining of sets that are return times of minimal distal Zd−1-systems.
Let (Y, T1, . . . , Td) be an extension of (X,T1, . . . , Td) as in Theorem 1. Recall that (Y, T1, . . . , Td) is a
joining of systems (Yj , T1, . . . , Td), where for each j ∈ [d] the action of Tj on Yj is the identity.
Let (y1, . . . , yd) ∈ Y be such that π(y1, . . . , yd) = x and let U˜ be a neighborhood of (y1, . . . , yd) in Y
such that π(U˜) ⊆ U . We may assume that U˜ = (U˜1 × · · · × U˜d) ∩ Y , where for each j ∈ [d] the set U˜j is
an open neighborhood of yj . We have,
NT1,...,Td((y1, . . . , yd), U˜) = NT1,...,Td((y1, . . . , yd), (U˜1 × · · · × U˜d) ∩ Y ) =
⋂
j∈[d]
NT1,...,Td(yj, U˜j).
Recall that on each Yj the action of Tj is the identity, so the action of T1, . . . , Td on Yj can be seen as a
Zd−1 action and
(n1, . . . , nd) ∈ NT1,...,Td((y1, . . . , yd), U˜) ⇐⇒
(n1, . . . , nj−1, nj+1, . . . , nd) ∈ NT1,...,Tj−1,Tj+1,...,Td(yj , U˜j) for every j ∈ [d].
Thus the sets Bj = {(n1, . . . , nj−1, nj+1, . . . , nd) ∈ NT1,...,Tj−1,Tj+1,...,Td(yj , U˜j)} are return times of min-
imal Zd−1-systems whose d-joining coincides with NT1,...,Td((y1, . . . , yd), U˜). Since π(U˜) ⊆ U , we have
that NT1,...,Td((y1, . . . , yd), U˜) ⊆ NT1,...,Td(x, U) ⊆ B, which serves to conclude.
Conversely, assume that a set B ⊆ Zd contains a d-joining of sets Bj , j ∈ [d], where each Bj is a set
of return times of a minimal distal Zd−1-system (Yj , Sj,1, . . . , Sj,d−1). We want to show that B contains
the set of return times of a minimal distal Zd-system with the unique closing parallelepiped property.
For convenience, for each j ∈ [d] we write (Yj , T1, . . . , Tj−1, Tj+1, Td) instead of (Yj , Sj,1, . . . , Sj,d−1).
By doing so, we stress the fact that we are viewing the Zd−1 action as a Zd action where one of the
transformations is the identity. We will see below that using the same set of transformations T1, . . . , Td
for all systems will not be a notational problem since we will consider a product system.
Let yj ∈ Yj and let Uj be an open neighborhood of yj such that
(7) NT1,...,Tj−1,Tj+1,...,Td(yj , Uj) ⊆ Bj .
We now construct a minimal distal Zd-system with the unique closing parallelepiped property and a
set of return times for this system that is contained in B. Consider the product system
d∏
j=1
Yj and the
diagonal action of T1, . . . , Td on it. For the point y = (y1, . . . , yd) ∈
d∏
j=1
Yj let Y = O(y, T1, . . . , Td). The
Zd-system (Y, T1, . . . , Td) is minimal and distal (see Theorem 3), and contains the point y = (y1, . . . , yd).
For any j ∈ [d], the transformation Tj acts trivially in the j-th coordinate of Y and thus by Theorem 1
(Y, T1, . . . , Td) has the unique closing parallelepiped property. Now, consider the open neighborhood of y
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given by U =
(
d∏
j=1
Uj
)
∩ Y and note that (n1, . . . , nd) ∈ NT1,...,Td(y, U) if and only if for every j ∈ [d],
(n1, . . . , nj−1, nj+1, . . . , nd) ∈ NT1,...,Tj−1,Tj+1,...,Td(yj , Uj). That is, NT1,...,Td(y, U) is the d-joining of the
sets NT1,...,Tj−1,Tj+1,...,Td(yj , Uj). Using (7) we conclude that NT1,...,Td(y, U) is contained in B. 
We denote by Bd the family generated by sets of return times arising from minimal distal Zd-systems
with the unique closing parallelepiped property and by B∗d the (dual) family of subsets of Z
d which have
nonempty intersection with every set in Bd.
Lemma 36. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Suppose that (x, y) ∈ RT1,...,Td(X).
Let (Z, T1, . . . , Td) be a minimal distal Z
d-system with the unique closing parallelepiped property and let
(J, T1, . . . , Td) be a joining between (X,T1, . . . , Td) and (Z, T1, . . . , Td). Then, for z0 ∈ Z we have that
(x, z0) ∈ J if and only if (y, z0) ∈ J .
Proof. The proof is similar to the proof of Lemma 6.19 in [7], which is an adaptation of the corresponding
statement in [20]. We provide it for completeness. Let W = ZZ and TZ1 , . . . , T
Z
d : W → W be the
corresponding commuting transformations. Let ω∗ ∈ W be the point satisfying ω∗(z) = z for all z ∈ Z
and Z∞ = O(ω∗, GZ), where GZ is the group generated by TZ1 , . . . , T
Z
d . Then, Z∞ is minimal and distal.
So for any ω ∈ Z∞ there exists p ∈ E(Z,G) such that ω(z) = pω∗(z) = p(z) for any z ∈ Z. Since
(Z, T1, . . . , Td) is minimal and distal, E(Z,G) is a group and thus p : Z → Z is surjective. This implies
that there exists zω ∈ Z such that ω(zω) = z0.
Take a minimal subsystem (A, T1 × TZ1 , . . . , Td × T
Z
d ) of the product system (X × Z∞, T1 × T
Z
1 , . . . ,
Td × T
Z
d ). Let πX : A→ X be the natural coordinate projection. Then, πX is a factor map between two
distal minimal systems. By Theorem 23, there exist ω1, ω2 ∈ W such that ((x, ω1), (y, ω2)) ∈ RTˆ1,...,Tˆd(A),
where Tˆj = Tj × TZj , for j ∈ [d].
Let z1 ∈ Z be such that ω1(z1) = z0. Denote by π : A → X × Z, π(u, ω) = (u, ω(z1)) for (u, ω) ∈ A,
u ∈ X and ω ∈ W . Consider the projection B = π(A). Then, (B, T1 × T1, . . . , Td × Td) is a minimal
distal subsystem of (X×Z, T1×T1, . . . , Td×Td) and since π(x0, ω1) = (x, z0) ∈ B we have that J contains
B. Suppose that π(x, ω2) = (x, z2). Then, ((x, z0), (y, z2)) ∈ RT1×T1,...,Td×Td(B) and we conclude that
(z0, z2) ∈ RT1,...,Td(Z). Since RT1,...,Td(Z) = ∆Z we have that z0 = z2 and thus (y, z0) ∈ B ⊆ J . 
Lemma 37. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, for x, y ∈ X, (x, y) ∈ RT1,...,Td(X)
if and only if NT1,...,Td(x, U) ∈ B
∗
d for any open neighborhood U of y.
Proof. The proof is similar to the one of Theorem 6.20 in [7]. Suppose NT1,...,Td(x, U) ∈ B
∗
T1,...,Td
for any
open neighborhood U of y. Since (X,T1, . . . , Td) is distal, RT1,...,Td(X) is an equivalence relation. Let π
be the projection map π : X → Y = X/RT1,...,Td(X). By Corollary 32 we have that RT1,...,Td(Y ) = ∆Y .
We also have that the factor map π is open and π(U) is an open neighborhood of π(y). In partic-
ular, NT1,...,Td(x, U) ⊆ NT1,...,Td(π(x), π(U)). Let V be an open neighborhood of π(x). By hypothe-
sis, we have that NT1,...,Td(x, U) ∩NT1,...,Td(π(x), π(U)) 6= ∅, which implies that NT1,...,Td(π(x), π(U))∩
NT1,...,Td(π(x), V ) 6= ∅. This implies that π(U) ∩ V 6= ∅. But this holds for every V , so we have that
π(x) ∈ π(U) = π(U). Finally, since this fact holds for every U we conclude that π(x) = π(y). This shows
that (x, y) ∈ RT1,...,Td(X) as desired.
Conversely, suppose that (x, y) ∈ RT1,...,Td(X). Let U be an open neighborhood of y and A be a
B∗d set. Then, there exists a minimal distal system (Z, T1, . . . , Td) with RT1,...,Td(Z) = ∆Z , an open set
V ⊆ Z and z0 ∈ V such that NT1,...,Td(z0, V ) ⊆ A. Let J be the orbit closure of (x, z0) under Tj × Tj
for j ∈ [d]. By distality we have that (J, T1 × T1, . . . , Td × Td) is a minimal system and (x, z0) ∈ J . By
Theorem 23 we have that (y, z0) ∈ J and particularly there exists a sequence (ni)i∈N ⊆ Zd such that
(T
ni1
1 · · ·T
nid
d x, T
ni1
1 · · ·T
nid
d z0)→ (y, z0). This implies that NT1,...,Td(x, U) ∩ NT1,...,Td(z0, V ) 6= ∅ and the
proof is achieved. 
We get the following characterization of the unique closing parallelepiped property for minimal distal
Zd-systems.
Corollary 38. Let (X,T1, . . . , Td) be a minimal distal Z
d-system. Then, (X,T1, . . . , Td) has the unique
closing parallelepiped property if and only if for every x ∈ X and every open neighborhood U of x,
NT1,...,Td(x, U) contains a d-joining built from d sets of return times of minimal distal Z
d−1-systems.
Proof. The implication that NT1,...,Td(x, U) contains a d-joining of d sets of return times for minimal distal
Zd−1-systems whenever (X,T1, . . . , Td) has the unique closing parallelepiped property follows immediately
from Theorem 35. Then we only need to prove the other implication. Let us suppose that there exists
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(x, y) ∈ RT1,...,Td(X) \∆X and let U, V be open neighborhoods of x and y respectively such that U ∩V =
∅. By assumption NT1,...,Td(x, U) is a Bd set and by Lemma 37 NT1,...,Td(x, V ) has nonempty intersection
with NT1,...,Td(x, U). This implies that U ∩V 6= ∅, a contradiction. We conclude that RT1,...,Td(X) = ∆X
and therefore (X,T1, . . . , Td) has the unique closing parallelepiped property. 
As an application we get the following criterion for a minimal distal system (X,T ) (so defined by a
single transformation) for being topologically conjugate to an inverse limit of d-step nilsystems, i.e., to
an inverse limit of systems that can be written as X = G/Γ, where G is a d-step nilpotent Lie group and
Γ is a cocompact subgroup of G, and T is a left translation by a fixed element in G. For an integer d ≥ 1
let φd : Z
d → Z be the morphism (n1, . . . , nd) 7→ n1 + · · ·+ nd.
Theorem 39. Let (X,T ) be a minimal distal system. Then, (X,T ) is topologically conjugate to an
inverse limit of d-step nilsystems if and only if for all x ∈ X and U an open set containing x the set of
return times NT (x, U) = {n ∈ Z : T nx ∈ U} contains the image under φd+1 of a (d+1)-joining of (d+1)
sets of return times for distal Zd-systems.
Proof. We regard (X,T ) as the Zd+1-system (X,T, . . . , T ). Then, we have that (X,T, . . . , T ) has the
unique closing parallelepiped property if and only if for all x ∈ X and all neighborhood U of x the set
{(n1, . . . , nd+1) ∈ Zd+1 : T n1T n2 · · ·T nd+1x ∈ U} ⊆ Zd+1 contains a (d + 1)-joining of (d + 1) sets of
return times for Zd-distal systems. But, since all transformations are the same, {n ∈ Z : T nx ∈ U}
contains the image under φd+1 of {(n1, . . . , nd+1) ∈ Zd+1 : T n1T n2 · · ·T nd+1x ∈ U}. On the other hand,
(X,T, . . . , T ) has the unique closing parallelepiped property if and only if it is isomorphic to an inverse
limit of d-step nilsystems [19, Theorem 1.2]. This finishes the proof. 
9. Examples of systems with the unique closing parallelepiped property
In this section we provide a family of examples of systems with the unique closing parallelepiped
property.
9.1. Affine transformations in the torus. Let r ≥ 1 be an integer. Consider different affine transfor-
mations Ti : T
r → Tr, x 7→ Aix+αi, where Ai is an unipotent integer matrix (i.e., (Ai−I)p = 0 for some
p ∈ N) and αi ∈ Tr for every i ∈ {1, . . . , d}. The Zd-system (Tr, T1, . . . , Td) can be seen as a nilsystem
as long as the matrices commute (we will not give all details on this fact but ideas can be found in [22]).
Let G be the group of transformations of Tr generated by the matrices A1, . . . , Ad and the translations
of Tr. Then, every element g ∈ G is a map x 7→ A(g)x + β(g), where A(g) = Am11 · · ·A
md
d with
m1, . . . ,md ∈ Z and β(g) ∈ Tr. A simple computation shows that if g1, g2 ∈ G then the commutator
[g1, g2] is the map x 7→ x+ (A(g1)− I)β(g2)− (A(g2)− I)β(g1) and thus it is a translation of T
r. On
the other hand, if g ∈ G and β ∈ Tr, then [g, β] is the translation x 7→ x+ (A(g)− I)β. It follows that if
g1, . . . , gk ∈ G then the iterated commutator [· · · [[g1, g2], g3] · · · gk] belongs to Tr and is contained in the
image of (A(g3)− I) · · · (A(gk)− I). If k is large enough, this product is trivial. So G is a nilpotent Lie
group. The torus Tr can be identified with G/Γ, where Γ is the stabilizer of 0, which is the group generated
by the matrices A1, . . . , Ad. We refer to (T
r , T1, . . . , Td) as an affine nilsystem with d transformations.
It is worth noting that the transformations Ti and Tj commute if and only if (Ai − I)αj = (Aj − I)αi in
Tr .
From results in [21] one can deduce that,
Proposition 40. Let (Tr, T1, . . . , Td) be an affine nilsystem with d transformations. Then, the properties
of transitivity, minimality, ergodicity and unique ergodicity under the action of 〈T1, . . . , Td〉 are equivalent.
We consider some conditions on the commuting transformations T1, . . . , Td under which the system
(Tr , T1, . . . , Td) has the unique closing parallelepiped property. We start by presenting the examples
whose elementary proofs are deliberately omitted. Interested readers can find them in [4]. For the sake
of clarity we first consider the case d = 2.
Lemma 41. Let (Tr, T1, T2) be an affine nilsystem with 2 commuting transformations, where Tix =
Aix+ αi for i ∈ {1, 2}. Then, we have that for every n,m ∈ Z,
T n1 T
m
2 x = T
n
1 x+ T
m
2 x− x
if and only if the following conditions hold
(8) (A1 − I)(A2 − I) = 0,
(9) (A1 − I)α2 = (A2 − I)α1 = 0.
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In particular, if conditions (8) and (9) are satisfied we have that
QT1,T2(X) = {(x, T
n
1 x, T
m
2 x, T
n
1 x+ T
m
2 x− x) : x ∈ T
r, n,m ∈ Z},
and thus (Tr , T1, T2) has the unique closing parallelepiped property.
Example. Consider the following matrices,
A1 =


1 0 0 1 0 2
0 1 0 3 1 4
0 0 1 6 3 6
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


, A2 =


1 0 0 1 1 2
0 1 0 2 2 4
0 0 1 1 2 3
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


.
For the first matrix, the eigenspace (associated to the unique eigenvalue 1) is given by,
W1(A1) =
〈




1
0
0
0
0
0


,


0
1
0
0
0
0


,


0
0
1
0
0
0


,


0
0
0
−2
2
1




〉
.
For the second one, the eigenspace is given by,
W1(A2) =
〈




1
0
0
0
0
0


,


0
1
0
0
0
0


,


0
0
1
0
0
0


,


0
0
0
−1
−1
1




〉
.
It is easy to see that (A1 − I)(A2 − I) = 0 and we can choose α1 ∈ W1(A2) and α2 ∈ W1(A1) such
that (T6, T1, T2) has the unique closing parallelepiped property.
Conditions (8) and (9) can be generalized as follows. Again, the simple but tedious proof of this result
can be found in [4].
Lemma 42. Let (Tr , T1, . . . , Td) be an affine nilsystem with d commuting transformations such that
Tix = Aix+ αi for i ∈ {1, . . . , d}. Then, for every (n1, . . . , nd) ∈ Zd,
T n11 · · ·T
nd
d x = (−1)
d
d−1∑
i=0
(−1)i+1
∑
I⊆[d]
|I|=i
©
k∈I
T nkk x
if and only if the following conditions hold
(10)
d∏
i=1
(Ai − I) = 0,
(11) ∀j ∈ {1, . . . , d},
d∏
i=1
i6=j
(Ai − I)αj = 0.
In particular, if conditions (10) and (11) hold the system (Tr , T1, . . . , Td) has the unique closing paral-
lelepiped property.
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