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Abstract
In this work we obtain sufficient conditions for the exponential stability of equilibrium points of the nonautonomous difference
equations by means of weak contraction arguments.
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1. Introduction
Nonlinear difference equations of higher order are important in applications; such equations appear naturally as
discrete analogues of differential and delay differential equations which model various diverse phenomena in biology,
ecology, physics, engineering and economics. The main object of studies in this work is the stability properties of the
equilibrium points of the nonautonomous difference equation
xn = fn(xn−1, . . . , xn−m), n = 1, 2, . . . (1)
of order m, in which fn : D → R, D ⊆ Rm and x1−m, . . . , x0 are the initial values.
Autonomous difference equations have been studied extensively; see [1,5,10]. For the nonautonomous case,
recently some results have been obtained; see [2,3,6–8]. In this work we obtain sufficient conditions for the exponential
stability of equilibrium points of nonautonomous difference equations. Our approach is based on weak contraction
arguments given in [9] by H. Sedaghat for the autonomous case. At the end of the work, we present some examples
to show the efficiency of the proposed method for investigation of stability.
2. Main results
A point x¯ ∈ R is an equilibrium point of (1) if fn(x¯, . . . , x¯) = x¯ for all n ∈ N. We translate (1) into a
nonautonomous first-order vector equation by using the following associated vector function:
V f (u1, . . . , um) = ( f (u1, . . . , um), u1, . . . , um−1) (2)
E-mail address: r memarbashi@yahoo.com.
0893-9659/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2007.03.014
R. Memarbashi / Applied Mathematics Letters 21 (2008) 232–235 233
We consider Eq. (1) with the additional condition that V fn (D) ⊆ D,∀n ∈ N. Now by considering Xn−1 =
(xn−1, . . . , xn−m) and using (2), Eq. (1) is transformed into the following first-order nonautonomous vector equation:
Xn = V fn (Xn−1) (3)
and if x¯ is an equilibrium point of (1), then X¯ = (x¯, . . . , x¯) is an equilibrium point of (3), i.e. V fn (X¯) = X¯ for all
n ∈ N.
For the study of long-term behavior of (1), or equivalently (3), we consider
Gn = V fn ◦ V fn−1 ◦ · · · ◦ V f1 , n = 1, 2, . . . . (4)
For a vector X0 of initial values, Xn = Gn(X0), and if {xn} is a solution of (1) generated by X0, then
xn = fn(Gn−1(X0)), n = 1, 2, . . . . (5)
The following notation is used in the sequel:
‖X‖ = max{|x1|, . . . , |xm |} denotes the sup-norm of X = (x1, . . . , xm) ∈ Rm ;
pi : Rm → R denotes the projection into the i-th coordinate, i.e., pi (u1, . . . , um) = ui , i = 1, . . . ,m.
The following lemma is a useful tool for establishing our main results.
Lemma 1. For any family of functions fn : Rm → R, n = 1, 2, . . ., and all integers k > m,
pi ◦ Gk = fk+1−i ◦ Gk−i , i = 1, . . . ,m (6)
and for every 1 ≤ k ≤ m and X = (u1, . . . , um),
pi ◦ Gk(X) =
 fk+1−i ◦ Gk−i (X) if i = 1, . . . , k − 1,f1(X) if i = kui−k if i = k + 1, . . . ,m. (7)
Proof. For each point X = (u1, . . . , um) ∈ Rm , inductively we have
Gk(X) = ( fk(Gk−1(X)), . . . , f2(G1(X)), f1(X), u1, . . . , um−k), 1 ≤ k ≤ m (8)
which shows (7). In particular
Gm(X) = ( fm(Gm−1(X)), . . . , f2(G1(X)), f1(X)) (9)
and we have
Gm+1(X) = V fm+1 ◦ Gm(X) = ( fm+1(Gm(X)), . . . , f2(G1(X))) (10)
so that (6) holds for m + 1. Suppose now (6) for k > m; then
Gk(X) = ( fk(Gk−1(X)), . . . , fk−m+1(Gk−m(X))) (11)
and we have
Gk+1(X) = V fk+1 ◦ Gk(X) = ( fk+1(Gk(X)), . . . , fk−m+2(Gk−m+1(X)))
= ( fk+1(Gk(X)), p1 ◦ Gk(X)), . . . , pm−1 ◦ Gk(X)
and therefore (6) holds for all k > m by induction. 
By an invariant set S we mean a set that is invariant under all V fn ’s, i.e., V fn (S) ⊆ S, and the notation Bδ(X¯)
denotes the open ball in the sup-norm, centered at X¯ and of radius δ > 0.
An equilibrium point x¯ of (1) is exponentially stable if there is α ∈ (0, 1) such that for every solution with initial
values x0, . . . , x1−m in some nontrivial interval containing x¯ , we have for all n ≥ 1,
|xn − x¯ | ≤ cαn (12)
where c = c(x0, . . . , x1−m) > 0 is independent of n.
An exponentially stable equilibrium point is asymptotically stable with the additional property that convergence
near an exponential sink is faster than near a nonexponential one.
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Theorem 2. Let x¯ be an equilibrium point of (1) and for fixed α ∈ (0, 1), define the set
Aα = Aα({ fn}∞1 ; x¯) = {X ∈ Rm : | fn(X)− x¯ | ≤ α‖X − X¯‖,∀n ∈ N}. (13)
Then X¯ is exponentially stable relative to the largest invariant subset of Aα .
Proof. Let S be the largest invariant subset of Aα . Then
| fk(Gl(X))− x¯ | ≤ α‖Gl(X)− X¯‖ (14)
for all positive integers k, l and for every X ∈ S. Now by (7) for 1 ≤ k ≤ m − 1 and X = (u1, . . . , um) ∈ S,
‖Gk(X)− X¯‖ ≤ ‖X − X¯‖ (15)
for k = m we have by (9)
‖Gm(X)− X¯‖ = max{| fm(Gm−1(X))− x¯ |, . . . , | f1(X)− x¯ |}
≤ α‖X − X¯‖ (16)
for all X ∈ S. For X ∈ S, n ∈ N, also we have
‖V fn (X)− X¯‖ = max{| fn(X)− x¯ |, |u1 − x¯ |, . . . , |um−1 − x¯ |}
≤ ‖X − X¯‖
and hence
‖Gn+1(X)− X¯‖ = ‖V fn+1(Gn(X))− X¯‖ ≤ ‖Gn(X)− X¯‖ (17)
for X ∈ S. Now let X0 = (x0, . . . , x1−m) be any vector of initial values for (1) in S. Then (14) and (17) implies that
‖Gmn(X0)− X¯‖ = max{| fmn(Gmn−1(X0))− x¯ |, . . . , | fmn−m+1(Gmn−m(X0))− x¯ |}
≤ α‖Gm(n−1)(X0)− X¯‖
for every positive integer n.
Therefore, for all i = 1, . . . ,m,
|xmn−i − x¯ | ≤ ‖Gmn(X0)− X¯‖ ≤ αn‖X0 − X¯‖
and
|xn − x¯ | ≤ α nm ‖X0 − X¯‖
and hence the exponential stability of x¯ follows. 
The next corollary follows immediately from Theorem 2:
Corollary 3. Let α ∈ (0, 1) and assume that X¯ is in the interior of Aα . Then x¯ is exponentially stable relative to
[x¯ − r, x¯ + r ], where r > 0 is the largest real number such that Br (X¯) ⊂ Aα . If Aα = Rm , then x¯ is globally
exponentially stable.
Remark 4. In the case that Aα = Rm , Theorem 2 is the same as [2, Th.2.1] obtained by Halanay-type inequalities,
which works only for the global case. Examples 6 and 7 shows that Theorem 2 is more general than this result because
of the specified set for the exponential stability, and can be applied to more equations.
In some cases, especially in applied models, the solutions are nonnegative. In such cases one can define the set Aα
in Theorem 2 as the following, which is more relevant:
Aα = {X ∈ [0,∞)m : | fn(X)− x¯ | ≤ α‖X − X¯‖,∀n ∈ N}. (18)
In this case, if Aα = [0,∞)m , x¯ is globally exponentially stable.
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By using Theorem 2 we obtain the following generalization of [2, Th.2.3]. Consider the following difference
equation:
xn+1 − xn = −
N∑
k=0
ak,nxn−k + fn(xn, . . . , xn−T ), (19)
in which N ≤ T . For the sequence bn ≥ 0 we define the set
A = {X ∈ RT+1 : | fn(X)| ≤ bn‖X‖,∀n}. (20)
Theorem 5. Assume that S is the largest invariant subset of A and there exists a constant γ < 1 such that
cn :=
∣∣∣∣∣1− N∑
k=0
ak,n
∣∣∣∣∣+ N∑
k=1
|ak,n|
n−1∑
m=n−k
(
bm +
N∑
k=0
|ak,n|
)
+ bn ≤ γ. (21)
Then the zero solution of (19) is exponentially stable relative to S. Moreover for a solution with initial values in S,
|xn| ≤ γ n/(N+T+1)max{|xN |, . . . , |x−T |}, n ≥ N .
Now we apply Theorem 2 to two special examples, to obtain sufficient conditions for the exponential stability.
Example 6. The equation xn = r x
2
n−1
x2n−1+A
describes a situation where the species survives if the initial size of
population is greater than a certain threshold; see [4] for more information. We consider this equation with nonconstant
coefficients,
xn =
rnx2n−1
x2n−1 + An
(22)
with nonnegative solutions and positive rn, An . An easy computation shows that if for some α ∈ (0, 1), rn ≤ 2α√An
for all n ∈ N, the zero solution is a global exponential attractor. Now if m ∈ N, and for some α ∈ (0, 1), rn ≤ mαAn
for all n, we consider Bm = {x : x ≤ 1m }. By an easy computation we see that Bm ⊆ Aα and Bm is invariant, so that
the zero solution is exponentially stable with respect to [0, 1m ]. In fact if the sequence { rnAn } is bounded above, the zero
solution is exponential stable.
Example 7. Consider the equation
xn = anx2n−1xn−2. (23)
If for some m ∈ N and α ∈ (0, 1), |an| ≤ mα for all n, we consider Bm = {(x, y) : |xy| ≤ 1m , |x | ≤ 1√m }, an easy
computation shows that Bm ⊆ Aα and Bm is invariant. So the zero solution is exponential stable. In fact in the case
where {an} is bounded above, the zero solution is exponentially stable.
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