Abstract. The stability of sample based algorithms is a concept commonly used for parameter tuning and validity assessment. In this paper we focus on two well studied algorithms, LSI and PCA, and propose a feature selection process that provably guarantees the stability of their outputs. The feature selection process is performed such that the level of (statistical) accuracy of the LSI/PCA input matrices is adequate for computing meaningful (stable) eigenvectors. The feature selection process "sparsifies" LSI/PCA, resulting in the projection of the instances on the eigenvectors of a principal submatrix of the original input matrix, thus producing sparse factor loadings that are linear combinations solely of the selected features. We utilize bootstrapping confidence intervals for assessing the statistical accuracy of the input sample matrices, and matrix perturbation theory in order to relate the statistical accuracy to the stability of eigenvectors. Experiments on several UCI-datasets verify empirically our approach.
Introduction
The intuitiveness of requiring that small changes in the input do not significantly affect the output of sample-based algorithms has made stability a very popular tool in machine learning. Many researchers have proposed the use of stability for assessing the validity (such as [15] ) and for tuning the parameters of clustering algorithms (such as [18, 14] ). In this context an issue that presents several interesting challenges, is the analysis of the contribution that individual features have to the instability of the output and the derivation of necessary conditions that would guarantee stability, when a subset of the features is used. This analysis would allow for the introduction of feature selection algorithms that guarantee the stability of the output.
In this paper we focus on the stability of two well studied data preprocessing algorithms, Latent Semantic Indexing (LSI) [9] , and Principal Components Analysis (PCA) [12] . These algorithms have been extensively used/studied in several machine learning papers (such as in [6, 16] . Although they are not learning algorithms themselves, when they are used as a preprocessing step of a deterministic learning algorithm, their stability guarantees the stability of the output of the learning algorithm. Apart from the stability requirement, a motivation for performing feature selection stems from the fact that the factor loadings that are derived by LSI and PCA are linear combinations of all the input features, thus incorporating noise and making results difficult to interpret. The introduction of a feature selection process would resolve this issue, as it would result in sparse factor loadings that are linear combinations only of the selected features. Using analogous motivations, researchers have introduced "sparse" versions for various factor analysis techniques (an account of the related work can be found in section 3).
In general, the concept of stability is concerned with sample-based algorithms. In this setting, it is assumed that there exists a fixed (unknown) probability distribution that generates the data, and that the training set presents an i.i.d. sample drawn from this distribution. In the case of PCA and LSI, the input i.i.d. training set is used to construct the sample input matrices (the sample Covariance matrix in the case of PCA), that are essentially statistical estimates of the "true" input matrices that would be derived if we had complete knowledge of the data generating distribution. In this paper we focus on the instability that is related to the sampling variability (statistical accuracy) of the LSI/PCA input matrices, that can be naturally quantified using confidence intervals. In the context of our work, we assume that we do not have access to the data distribution and we utilize bootstrapping confidence intervals [10] , which present a standard approach for measuring statistical accuracy (sampling variability) without making distributional assumptions.
In standard LSI/PCA the eigenvectors rely on the correlations/covariances between all the input features. However, some feature-correlations could be inaccurate in the statistical sense, thus degrading the quality of the resulting eigenvectors. In the proposed Stability based Sparse LSI/PCA (SbS-LSI, SbS-PCA) approach, we select the subset of features such that the level of accuracy of the term-term similarities/covariances is adequate for computing meaningful (stable) eigenvectors. Naturally this raises the need for determining the level of statistical accuracy that is needed for producing reliable (stable) eigenvectors. In order to address this issue we utilize matrix perturbation theory [21] , which relates the eigenvalues and eigenvectors of matrices A and A + E. In order to employ matrix perturbation theory we consider A to be our input term-term similarity/covariance matrix and E to express the statistical inaccuracy of the term-term similarities/covariances, as quantified by the length of the respective bootstrap confidence intervals. SbS-LSI and SbS-PCA select a subset of the original terms such that the eigenvectors of A (the term-similarity/covariance matrix that is defined by the selected features, which is a principal submatrix of the original feature-similarity/covariance matrix) are stable with respect to perturbation E (the respective principal submatrix of E).
The main innovation of SbS-LSI and SbS-PCA and the main differentiation from the related Sparse factor analysis approaches, is the fact that we utilize the stability criterion for "sparsifying" LSI/PCA (as we require the eigenvectors to be stable with respect to resampling variability). Concerning the practical impact of our work, experimental results on several real world UCI-datasets verify that the SbS-LSI and SbS-PCA algorithms can retrieve stable principal submatrices for various termination criteria (i.e. percentage of retained variance in PCA).
The rest of the paper is organized as follows. Section 2 discusses the preliminary notions. Section 3 contains the related work. Section 4 presents the proposed SbS-LSI and SbS-PCA. Section 5 describes the experiments performed. Section 6 contains the concluding remarks and pointers to further work.
Preliminaries

Latent Semantic Indexing and Principal Component Analysis.
The Vector Space Model, used traditionally for representing documents, assumes that the terms are orthogonal, thus ignoring possible term-correlations. LSI aims at addressing this issue by projecting the documents to the k left singular vectors that corresponds to the k largest singular values of the term-document Singular Value Decomposition (SVD). The SVD of a matrix A is defined as A = U ΣV T where U contains the leftsingular vectors, V contains the right singular vectors and Σ contains the singular values. The left-singular matrix U can be considered as the eigenvector matrix of AA T (the term-term similarity matrix). LSI projects the data using the equation:
There exist several variations of LSI, that have small differences with the generic approach described above. In this paper we adopt the variation where AA T , the term similarity matrix, is derived by the cosine similarity measure rather than the innerproduct.
Principal Components Analysis (PCA) is a dimensionality reduction technique that aims in retaining the maximal amount of variance in the projected space. PCA works by projecting the data in the first k eigenvectors (also called principal components) that correspond to the largest eigenvalues of the feature Covariance matrix. Thus, it can be observed that the low dimensionality transformations are derived by the same formula, as in LSI A k = U T k A, with the difference being that the eigenvectors contained in U k are derived by the feature Covariance matrix, instead of the feature-feature similarity (inner-product or cosine) matrix. This observation allows us to treat LSI and PCA in a uniform manner and define a feature selection framework that applies to both.
Bootstrapping.
Bootstrapping [10] is a statistical method that can be used for measuring the accuracy of statistical estimates. In order to employ bootstrapping in estimating confidence intervals for the term-term similarities/covariances, we consider that the features are random variables with an unknown probability distribution. Thus, our input data can be considered as a random i.i.d. sample, where the observed feature values are derived by the unknown probability distribution. Taking the above into account, the cosine similarity/covariance abides to the definition of a statistic and as such its accuracy can be measured in the statistical sense.
Percentile Intervals present the most natural approach for constructing bootstrap confidence intervals. The Bias Corrected and Accelerated (BCa) bootstrap intervals present an improvement over the simple percentile intervals, in the sense that they account for the bias and the acceleration of the estimated parameter. The BCa intervals have several theoretical advantages over standard percentile intervals [10] that make them more appropriate in the context of our work.
A natural question that arises when employing the bootstrapping approach, for estimating confidence intervals, concerns the number of bootstrap samples needed to achieve accurate intervals. Based mainly on empirical evidence several researchers [10] have reported that 1000 bootstrap samples are enough for accurately estimating bootstrap confidence intervals.
A more principled approach is presented in [1] , where the authors introduce a threestep method, that allows for computing the number of bootstrap samples needed, in order to achieve a guaranteed accuracy with high probability. The level of approximation is user-defined and involves two parameters, the percentage deviation pdb, which measures the deviation of the computed interval from the ideal interval (i.e. the interval that is computed using infinite bootstrap samples) and the confidence τ . Using these parameters, their method computes the number of bootstrap samples that are sufficient for achieving the desired level of accuracy with probability 1 − τ .
Matrix Perturbation Theory.
Matrix perturbation theory and more precisely Stewart's theorem on the perturbation of Invariant Subspaces [21] provides the means for assessing whether there exists a space that is spanned by k eigenvectors of the input term-term similarities/covariances that is not severely affected by the resampling variability (that quantifies the level of statistical inaccuracy) of the term-term similarities/covariances.
Although it would be more intuitive to consider the stability of the eigenvectors and not the spaces spanned by the eigenvectors, this would result in a not well-defined problem, since the eigenvectors that correspond to a tight cluster of eigenvalues are ill conditioned [21] . The inappropriateness of using eigenvectors can be also observed if we consider a matrix with two eigenvectors that have equal eigenvalues. In this case, it can be easily verified that any two orthogonal vectors in the subspace spanned by these two eigenvectors can be used to represent the eigenvectors of the original matrix. 
where λ min is the smallest eigenvalue of Q 1 and µ max is the largest eigenvalue of Q 2 and
Using some elementary linear algebra we can simplify the above theorem and state that the space spanned by k eigenvectors that correspond to the largest k eigenvalues of matrix A will have small distance with the space spanned by k eigenvectors of matrix A + E, if the difference between the k-th and the (k + 1)-th eigenvalue of matrix A is at least 4 times larger than the Euclidean norm of the perturbation E.
Cauchy's Interlacing Theorem.
Stewart's theorem, presented in the previous section, derives the stability of a matrix's eigenvector spaces by examining its eigenvalues. Thus, the naive approach for examining the stability of the matrix's principal submatrices, would be to compute all the respective eigenvalue decompositions. In order to avoid the prohibitive cost of computing all decompositions, we need to relate the eigenvalues of a matrix with the eigenvalues of its principal submatrices.
A well known theorem in the field of Linear Algebra that relates the eigenvalues of a matrix with the eigenvalues of its principal submatrices is Cauchy's Interlacing Theorem [21] . Cauchy's interlacing theorem is stated formally as follows:
Theorem 2 (Cauchy's Interlacing Theorem). Let A be a matrix of order n with eigenvalues
Cauchy's Interlacing can be extended easily to rank n − k principal submatrices. 
Related Work
In the context of supervised learning, the connection between the stability and the generalization performance has been studied (i.e in [4] ). These studies derive generalization bounds for the performance of learning algorithms, based on their stability. In unsupervised learning the stability criterion has been used widely for choosing the parameters of clustering algorithms (i.e. selecting the number of clusters [18, 14] ), and for assessing the validity of clustering results [15] .
Albeit the popularity of using stability for choosing the appropriate number of clusters, recent theoretical results have suggested that the stability criterion may not be appropriate for this task. More precisely, in [2] the authors prove for centroid based and spectral clustering that stability is determined by the symmetries of the data, which are not necessarily related to the parameters of the clustering algorithm. In [2] the authors focus on the stability concerning the structure of the clustering space and do not study the instability related to the sampling variability (which is related to the statistical accuracy). Our approach for "sparsifying" LSI/PCA is based on the analysis of the sampling variability affect, thus the result in [2] do not affect our approach.
The notion of stability has been studied within the contents of Principal Components Analysis (PCA). [3, 8] present some early attempts to study stability of PCA by means of resampling (bootstrapping and jackknife). Potential applications of the stability criterion for PCA are presented in [3] where the stability is used for determining the appropriate dimension in PCA. Using different methodological approaches, the stability of the PCA has been also studied in [20] .
Researchers working on PCA, have also identified the possible drawbacks of producing factor loadings that are a linear combination of all the input variables. This observation has led to attempts for "sparsifying" PCA [17, 5, 7, 22] . Most of these approaches define the PCA problem as a cardinality constrained optimization problem and propose approximate algorithms for solving it. There are also a some research effort that use several heuristics for "sparsifying" LSI [11, 13] . Although we share the same motivation with Sparse PCA/LSI approaches, we utilize the stability criterion for "sparsifying" LSI/PCA. This differentiates significantly our approach from the Sparse PCA/LSI approaches.
Stability based Sparse LSI/PCA
After introducing all the necessary notions and having presented the related work, we can move on to describe our proposed approach for "sparsifying" LSI/PCA. Recall that in our approach for Sparse LSI/PCA, we select a feature subset such that the level of accuracy of the term-term similarities/covariances is adequate for computing stable eigenvectors. This approach would guarantee that statistically inaccurate estimates would not affect the semantic space produced. The utilization of the stability criterion for "sparsifying" LSI/PCA raises the following issues that should be successfully addressed:
1. How is the resampling variability (statistical accuracy) of term-term similarities/ covariances measured? 2. What is the level of statistical accuracy that is needed for computing meaningful (stable) sub-spaces? 3. How can efficient and effective algorithms be designed for finding a feature subset that defines a stable principal submatrix of the original term-similarity/covariance matrix?
In the subsequent sections we address all three questions.
Measuring resampling variability of term-term similarities/covariances.
For quantifying the resampling variability of the estimated term-term similarities/ covariance, we utilize a principled statistical approach, bootstrapping BCa confidence intervals, that enable the non-parametric calculation of the statistical accuracy of the estimated term-term similarities/covariances. We illustrate the method adopted, with the following example:
Example 1. Consider that we have the terms "graduation" and "unemployment" that are contained in a sample of 5 documents. The sample can be represented as a set of 2-tuples, where each 2-tuple contains the frequency of occurrence of the two terms in each document {d 1 (2, 3) , (4, 3) , (3, 0) , (1, 0) }. The cosine similarity of the two terms is 0.75. Taking only the cosine into account one could derive that the two terms are semantically similar, however if we take 5 bootstrap samples we may have:
bootstrap sample cosine { (0,1),(0,1),(4,3),(3,0),(1,0) } 0.70 {(0,1), (2, 3) , (3, 0) , (3, 0) , (1, 0) (2, 3) , (4, 3) , (2, 3) ,(1,0)} 0.96 {(0,1), (3, 0) , (1, 0) , (3, 0) , (1, 0) (2, 3) , (4, 3) , (2, 3) ,(4,3)} 1.0
The percentile confidence interval at 0.6 coverage is [0.0,0.96], which quantifies the variability of the values of the cosine similarity with respect to resampling of the input data. This implies that more data are needed in order to conclude on the two terms semantic similarity.
In the case we want to compute the confidence interval for the covariance, we can work in an analogous manner, using the covariance instead of the cosine formula. From the example it can be observed that the calculated interval may have variability itself (different runs could result in different intervals). In order to address this issue, we use 1000 bootstrap samples for calculating the confidence intervals. As it has been mentioned in the preliminaries section, 1000 bootstrap samples are considered to be adequate for computing accurate confidence intervals [10] .
Relating variability to stable sub-spaces.
Since we aim at selecting stable sub-spaces with respect to the resampling variability of the term-term similarities/covariances, we need the means for relating the variability expressed by the BCa intervals (which quantify the statistical accuracy of the termsimilarities/covariances) to the stability of the eigenvectors of the term-term similarity/covriance matrix. For this purpose we utilize Matrix Perturbation Theory and more precisely Stewart's Theorem on the perturbation of invariant subspaces described in the preliminaries section. Essentially Stewart's theorem relates the eigenvector spaces of matrices A and A + E, with respect to the eigenvalues of A and the norm of E. In the context of our work A contains the term-term similarities/covariances, while A + E contains the perturbed version of A. For determining the elements of matrix E we adopt the conservative approach of computing the elements of matrix E as the maximum difference between the term-term similarities/covariances and the endpoints of the corresponding confidence intervals. In order to illustrate our approach, we provide the following example (continuation of example in section 4. Having determined the elements of matrix E we can apply Stewart's theorem in a straight forward manner. This will allow for assessing whether there exists some k for which the space spanned by the k eigenvectors is stable. If no such k exists, we should investigate sparser representations, removing the terms that exhibit high variance in their similarity estimations. The problem of searching for stable principal submatrices presents several challenges which we investigate in the subsequent section.
Stable Principal Submatrices.
As we have argued in the introductory section, the problem of identifying stable principal submatrices is related to the problem of feature selection for LSI/PCA. In our approach we formulate two requirements for selecting the feature subset.
1. The term-term similarity/covariance matrix induced by the subset of features (which is a principal submatrix of the original similarity/covariance matrix), should contain stable eigenvector spaces for some k. 2. The E matrix induced by the subset of features (which is a principal submatrix of the original E matrix) should contain the most accurate similarity/covariance estimations.
The main difficulty for identifying stable principal submatrices is that the stability of the eigenvector spaces is assessed using the eigenvalues of the matrix. Thus, the naive approach would require that the eigenvalue decomposition is performed on every candidate matrix, making the cost of searching stable submatrices prohibitive.
In order to reduce the computational cost, we make use of Proposition 1, that is derived from the Cauchy's interlacing theorem. Proposition 1 allows for evaluating, whether it is possible for stable eigenvector spaces to exist in a principal submatrix, prior to computing its eigenvalue decomposition. Consequently the number of eigendecompositions that are performed can be significantly reduced. In Proposition 1, we do not check directly the requirements of Stewart's theorem but the requirements stated in Lemma 1. The proofs for Lemma 1 and Proposition 1 can be found in the Appendix. Lemma 1. Let A and A + E be n × n symmetric matrices and let the eigenvalues of A and E be λ
In our approach for determining stable principal submatrices, we adopt the approach of incrementally reducing the order of the input term-term similarity/covariance A n matrix at each step by 1. The choice of the principal submatrix of order n − 1 is done with respect to retaining the most accurate term-term similarities/covariances. This is done by removing the term that corresponds to the row (and column) of E n that has the highest norm. Subsequently, using Proposition 1 we check whether it is possible for A n−1 to satisfy the prerequisites of Lemma 1 (and thus to contain stable eigenvector spaces). Until this condition is satisfied, we continue to reduce the order of the similarity matrix by 1. When proposition 1 cannot guarantee that the prerequisites of Lemma 1 will fail, we compute the eigenvalue decomposition and verify analytically whether the prerequisites of Lemma 1 hold. If we derive (using Lemma 1) that there exist stable eigenvector spaces, then we can check the standard LSI/PCA termination criteria (i.e. in PCA we require that the stable eigenvector spaces retain a required amount of the initial variance). If the standard termination criteria are met, then we terminate the algorithm and output the stable principal submatrix. Otherwise we continue to iterate until such such stable submatrix is found. Our algorithm for detecting stable principal submatrices is illustrated as Algorithm 1. Find row r (feature t) of E with the highest norm 8:
S ←Remove from S feature t
9:
A ←Remove from A row and column r 10:
E ←Remove from E row and column r 11:
until Proposition 1 cannot guarantee that the preconditions of Lemma 1 will not be satisfied 12: end if 13: call SbS-LSI/PCA(S ,A ,E ,TerminationCriteria)
In order to illustrate the use of the traditional termination criteria, consider that we are provided with a dataset that contains m objects with n features. This input dataset induces an initial n × n covariance matrix C. Moreover, consider that we aim in projecting the data in a stable sub-space such that a% of the original variance of the data is retained. Each time we find a principal submatrix of C that contains stable eigenvectors, it will contain stable eigenspaces for a certain number k of eigenvectors (i.e. k = k 1 ,k = k 2 and k = k 3 , recall that stability for a certain number of eigenvectors k depends on the difference of eigenvalues k and k + 1, thus it can be achieved for various values of k). Then we should check whether retaining k (for all possible "stable values" of k) eigenvectors of the principal submatrix is adequate for satisfying the termination criterion set (i.e. expressing a% of the original data variance).
In the experimental section we empirically demonstrate the behavior of SbS-LSI in three real world UCI-datasets. The datasets are the Ionosphere dataset that contains radar data (with 351 objects, 35 dimensions and 2 class labels), the Segmentation dataset that contains outdoor image segmentations (with 2000 objects, 19 dimensions and 7 class labels) and the Spambase dataset that contains emails classified as spam/non spam (with 4601 objects, 58 attributes and 2 class labels). In the experimental setup, we have set the confidence level to 0.9 for the BCa intervals. Moreover, we consider that the termination criteria for SbS-LSI is set to be a certain proportion of the Frobenius norm of the original data (i.e. we require that the projected space expresses a% of the Frobenius norm of the original space). Usually, in the context of LSI, the termination criterion is set to be a number k that represents the number of eigenvectors used to project the data (and thus the dimensionality of the reduced space), however this is not appropriate in SbS-LSI as the k values have different semantics with respect to different principal submatrices (the first k eigenvectors of a 500 × 500 matrix are not comparable to the first k eigenvectors of a 5000×5000 matrix).
In the Ionosphere dataset, we can easily evaluate using Proposition 1 that the input data (using all the features), do not contain stable eigenvectors. If we set the proportion a ≥ 33%, then the algorithm removes 2 features that contribute maximally to the instability of LSI and finds a principal submatrix that has stable eigenvector spaces for k = 1. Using the values of the respective eigenvectors the algorithm verifies that the termination criteria (concerning the proportion a) is satisfied and the algorithm terminates. A similar behavior is exhibited by the Spambase dataset, that does not contain stable eigenvectors in the original space. If we set the proportion a ≥ 25%, then the algorithm removes 43 features and finds a principal submatrix that has stable eigenvector spaces for k = 13. Then the algorithm verifies that the termination criteria (concerning the proportion a) is satisfied and thus the algorithm terminates.
A more interesting behavior is exhibited by the Segmentation datasets. If we set the proportion a ≥ 45%, then the algorithm, verifies that the first eigenvector of the original input matrix (using all the features) is stable and satisfies the termination criteria. However, if we set a ≥ 55%, then the input matrix is not adequate and SbS-LSI has to examine the stability of principal submatrices. For a ≥ 55% the algorithm removes 3 features and finds a principal submatrix that has stable eigenvector spaces for k = 1 and k = 3. For k = 3 the termination criteria are met, and the algorithm terminates. If we set a ≥ 65%, then the algorithm removes another two features and retrieves a principal submatrix that has stable eigenvectors for k = 1, 2, 3, 4. For k = 4, the termination criteria are met and the algorithm terminates.
The experiments demonstrate the practical applications of SbS-LSI and SbS-PCA. If we take into account the intuitiveness of the stability criterion, then it is natural to consider preferable to choose the stable sub-spaces that are derived by SbS-LSI and SbS-PCA over the standard LSI and PCA results. For example in the Segmentation dataset if we set as a termination criteria a ≥ 65%, standard LSI will return a certain number of k eigenvectors from the original input data, that are not stable with respect to sampling variability. On the contrary SbS-LSI performs feature selection, removes 5 features that contribute maximally to the instability of LSI, and returns k = 4 eigenvector of the resulting principal submatrix that are guaranteed to be stable. In the cases where the termination criteria are not met (i.e. no stable principal submatrix is found) , then it would be a sound practice to avoid using LSI or PCA as a preprocessing step to machine learning algorithms.
Conclusions and Further Work
Motivated by the intuitiveness of the stability criterion, we have introduced a feature selection process for "sparsifying" LSI and PCA. The proposed SbS-LSI and SbS-PCA algorithms select a feature subset such that the level of the statistical accuracy of the term-term similarities/covariances is adequate for computing stable eigenvectors (and thus stable sub-spaces). The main theoretical innovation of SbS-LSI and SbS-PCA is the fact that they present the first approach that utilizes the concept of stability for "sparsifying" LSI/PCA.
Concerning further work, we aim at investigate possible solutions for reducing the computational cost of retrieving stable submatrices. We also intend to investigate the theoretical properties of using the stability criterion for sparsifying LSI/PCA and its potential applications in Spectral Clustering.
