In this paper, an active-set strategy is used together with a penalty method and a trust-region technique to solve a warehouses location problem. The trust region is used to modify the local method in such a way that it is guaranteed to converge at all even if the starting point is far away from the solution. The trust-region method is a well-accepted technique in nonlinear optimization to assure global convergence and is more robust when they deal with rounding errors. One of the advantages of trust-region method is that it does not require the objective function of the model to be convex. The warehouses location problem involves the determination of the number and size of service center (warehouses) to supply a set of demand centers so as to minimize total distribution cost.
Introduction
The warehouse location problem (WLP) commonly faced in management of distribution systems is that to determine a set of geographical warehouse location which satisfy and satisfactory the demand of the customer service with minimum total distribution cost over a relatively long planning period.
The warehouse location problem (WLP) consists of the ordinary transportation problem with the additional feature of a fixed cost associated with each supplier. A supplier can be used towards meeting the demands of the customers only if the corresponding fixed cost is incurred. The problem is to determine which suppliers to use and how the customer demands should be met, so that total cost is minimized.
Most of the recently published algorithms for (WLP) use branch and bound based on a Lagrangian relaxation of demand constraints The warehouse location problem (WLP) consists of the following:
There are n potential supply points or warehouse and m demand points (stores). If warehouse i is available, providing a fixed cost z i is incurred first. If the warehouse i is not use at all, the fixed cost z i is not incurred. In addition to fixed costs, ported each unit of the commodity trans form warehouse i to demand j incurs a transportation cost A ij . The problem is to determine which warehouses to use and how many units of the commodity to transport from the warehouse to each demand point so as to meet all the demands (stores) at minimum total cost.
The solution of the warehouse location problem should meet some objectives. It must be able to evaluate possible number of warehouse configuration, capable with nonlinearities due to both the fixed cost associated with alternative configurations and variable cost associated with the system throughout, and the solution must be feasible and efficient.
Many authors have been used different approaches to meet some objectives. Authors in [1] prefer to describe heuristic programming approach to solve this problem, where they emphasis on working towards optimum solution procedures rather than optimum solution. Authors in [2] attempted to treat the non-linearity of the warehouse cost function.
More recently, author in [3] proposed extensions of the work done by [1, 4] and others. Many of the techniques currently available are based on the branch and bound which is described in detail in the literature [5, 6] . Also there are many other treatment for solving such problem, all of these treatments success in meeting some of the objectives see also, [5, [7] [8] [9] [10] [11] [12] . We conclude from the literature that, the warehouse location problem (WLP) is a great interest to many researches and there are several local methods have been proposed to solve it. A local method is the method which is designed to converge to optimal solution from closest starting point. That is, there is no guarantee that it converges if it starts from remote.
In this paper, we will use a trust-region globalization strategy to find the solution of warehouses location problem. Globalization strategy means modifying the local method in such a way that it is guaranteed to converge at all even if the starting point is far away from the solution. As we know trust-region method is a well-accepted technique in unconstrained and constrained optimization problems to assure global convergence and is more robust when they deal with rounding errors. One of the advantages of trust-region method is that it does not require the objective function of the model to be convex. However, in traditional trust-region method, after solving a trust-region subproblem, we need to use some criterion to check if the trial step is acceptable. If not, the subproblem must be resolved with a reduced trust-region radius. For more details see [13] [14] [15] [16] [17] .
In this paper, we use an active-set strategy in [18] to convert the warehouse location problem to equality constrained optimization problem. The head feature of the suggested active set is that it is identified and updated naturally by the step. See [13, 19] .
A penalty method is used in this paper, to transform the equality constrained optimization problem which obtained from the above step to unconstrained optimization problem. Some penalty functions have been suggested and many contributions addressing the convergence of these methods have been made, see [20, 21] . This paper is organized as follows. A mathematical formulation of the warehouse location problem is presented in Section 2. A detailed description of the main steps of the algorithm which is used to solve warehouse location problem are presented in Section 3. In Section 4, numerical results for two test problems are reported. Finally, Section 5 contains concluding remarks.
The following notations are used throughout the rest of the paper. The sequence of points generated by the algorithm is denoted {x k }. A subscripted function means the value of the function evaluated at a particular point.
, and so on. We use the notation x (i) k to denote the ith component of the vector x k , and so on. Finally, all the norms used in this paper are 2 -norms.
Mathematical formulation of WLP
The mathematical formulation of the warehouse location problem has the following form:
where i and j are the numbers of warehouses and stores respectively, A ij represent a matrix containing the costs associated to the supplying (supply Cost), x ij is a matrix indicating if the warehouse i is supplied by the store j, z is the fixed cost, and y is a vector indicating what warehouse are opened. The above problem can be written in the following constrained optimization problem form
. ., 2n(m + 1)}, and E I = ∅. The functions f and c p , p = {1, . . ., 2n(m + 1)} are presumed to be at least twice continuously differentiable.
Following the active-set strategy in [18] , we define a 0-1 diagonal indicator matrix W(x) ∈ R 2n(m+1)×2n(m+1) , whose diagonal entries are
Using the above matrix, we transform problem (2.2) to the following equality constrained optimization problem
where
Using a penalty method, the equality constrained optimization problem (2.4) transformed to the following unconstrained optimization problem 5) where ρ > 0 is a parameter usually called the penalty parameter.
In the following section, we present main steps of our trust-region algorithm for solving (WLP).
Trust-region algorithm outline
This section is devoted to the description of our method.
Computing a step
In this section, a trial step d k is computed by solving the following trust-region subproblem
where H k is the Hessian matrix of the objective function f(x k ) or an approximation to it. Since our convergence theory is based on the fraction of Cauchy decrease condition, therefore a generalized dogleg algorithm introduced by [22] and [11] is used to compute d k .
Testing the step and updating δ k
Once d k is computed, it needs to be tested to determine whether it will be accepted. So we use the function (x ; ρ) as a merit function. The actual reduction in the merit function in moving from (x k ) to (x k+1 ) is defined as
Ared k can be written as follows
The predicted reduction in the merit function is defined as
To test d k to know whether it is accepted. This is done by comparing Pred k against Ared k . Our way of testing d k and updating the trust-region radius δ k is presented in
Step 4 of Algorithm 3.1 below. After accepting d k , we update the parameter ρ k using a scheme suggested by Yuan [23] . To update ρ k , we set
where σ is pre-specified fixed constant. Otherwise, we set ρ k+1 = 2ρ k .
Finally, the algorithm is terminated when either
1 > 0 and 2 > 0.
The master algorithm
Master steps of our algorithm is presented in the following algorithm. Step 0. Given x 0 ∈ R n(m+1) . Compute W 0 . Set ρ 0 = 1. Choose 1 , 2 , α 1 , α 2 , η 1 , and η 2 such that 1 > 0, 2 > 0, 0 < α 1 < 1 < α 2 , and 0 < η 1 < η 2 ≤ 1. Choose δ min , δ max , and δ 0 such that δ min ≤ δ 0 ≤ δ max .
Set k = 0. < η 2 , then accept the step:
Set the trust-region radius:
≥ η 2 , then accept the step:
End if.
Step 6. Set k = k + 1 and go to Step 1.
A global convergence theorem of the trust-region Algorithm 3.1 is presented in [15] .
In the following section, we introduce a warehouse location two test problems to obvious the goal of our paper.
Warehouse location test problems
In this section, we present the numerical results of two test problems for the warehouse location optimization problem. The proposed trust-region Algorithm 3.1 has been performed on a laptop with Intel Core (TM)i7-2670QM CPU 2.2 GHz and 8 GB RAM. Algorithm 3.1 was implemented as a MATLAB code and run under MATLAB version 7.10.0.499 (R2010a).
In our algorithm we begin from any starting point x 0 . We chose the initial trust-region radius to be δ 0 = max( s cp 0 , δ min ), where δ min = 10 −3 . We chose the maximum trust-region radius to be δ max = 10 5 δ 0 .
The values of the constants that are needed in Step 0 of Algorithm 3.1 were set to be η 1 = 10 −4 , η 2 = 0.5, α 1 = 0.5, α 2 = 2, 1 = 10 −8 , 2 = 10 −7 , σ = 10 −2 and β = 0.1.
The two warehouse location optimization test problems are presented in the following two subsections.
Warehouse location test problem 1
Let us consider the following numerical example, to illustrate the application of the proposed algorithm. The problem has the following characteristics:
The number of stores i = 6 and the number of warehouses j = 6.
The fixed cost z = {33, 47, 27, 39, 41, 26}. The matrix A ij which containing the costs associated to the supply cost is: 
By using our proposed algorithm to solve test problem 1 we found that the objective function is 520.6467. The same test problem 1 was solved by many researches such as [2] whose introduce a partial dual algorithm and obtained the objective function 549.0. Also, the same problem was solved by researches [24] with their algorithm and the objective function whose obtained it is 551.2. It is seem that our algorithm has performed very well over all compared with those previously reported. Distribution of units transported from warehouse j to demand point i are summarized in Table 1 . Table 2 show the distribution of the optimal value function at each cell. Table 1 Distribution of units transported from warehouse to demand point. 
Warehouse location test problem 2
To demonstrate the effectiveness of the Algorithm 3.1, we compare our results with the partial dual approach introduced in [2] . We use a set randomly generated problems, with uniformly distribution of the coefficient on the following ranges A ij = [10, 50] and z = [300, 600]. Author in [2] generated nine problems with 16 warehouse and 50 demand points and we solve these problems by Algorithm 3.1. The results of these tests are shown in Table 3 . From the reported results in Table 3 it is clear that the proposed trust region algorithm produced results better than those introduced in [2] .
Conclusions
In this paper, we introduce a trust region algorithm for solving the warehouse location problem. In this algorithm, an active set strategy is used together with a penalty method to convert the computation of the trial step to easy trust-region subproblem similar to this for the unconstrained case. The computational results show that the solution of warehouse location problem using our algorithm has consistently performed well, and generally produced results which are a good as, or better than, those of the previously accepted approach. We test our algorithm using randomly generated problems of large size to clarify the effectiveness of our algorithm.
For future work, there are many questions that should be answered. Although we have implemented the algorithm and tested it, we believe that the implementation of the algorithm should be refined with efficiency in mined. In particular, a better way for solving the trustregion subproblems that can handle large-scale problems should be used. Updating the penalty parameter is another point that needs to be refined. This indeed will reduce the cost of the computation of the steps.
