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Abstract
Accurate and reliable modeling of cardiovascular hemodynamics has the potential to
improve understanding of the localization and progression of heart diseases, which are
currently the most common cause of death in Western countries. However, building
a detailed, realistic model of human blood flow is a formidable mathematical and
computational challenge. The simulation must combine the motion of the fluid, the
intricate geometry of the blood vessels, continual changes in flow and pressure driven
by the heartbeat, and the behavior of suspended bodies such as red blood cells. Such
simulations can provide insight into factors like endothelial shear stress that act as
triggers for the complex biomechanical events that can lead to atherosclerotic patholo-
gies. Currently, it is not possible to measure endothelial shear stress in vivo, making
these simulations a crucial component to understanding and potentially predicting
the progression of cardiovascular disease. In this thesis, an approach for eﬃciently
modeling the fluid movement coupled to the cell dynamics in real-patient geometries
while accounting for the additional force from the expansion and contraction of the
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heart will be presented and examined.
First, a novel method to couple a mesoscopic lattice Boltzmann fluid model to the
microscopic molecular dynamics model of cell movement is elucidated. A treatment of
red blood cells as extended structures, a method to handle highly irregular geometries
through topology driven graph partitioning, and an eﬃcient molecular dynamics load
balancing scheme are introduced. These result in a large-scale simulation of the
cardiovascular system, with a realistic description of the complex human arterial
geometry, from centimeters down to the spatial resolution of red-blood cells. The
computational methods developed to enable scaling of the application to 294,912
processors are discussed, thus empowering the simulation of a full heartbeat.
Second, further extensions to enable the modeling of fluids in vessels with smaller
diameters and a method for introducing the deformational forces exerted on the arte-
rial flows from the movement of the heart by borrowing concepts from cosmodynamics
are presented. These additional forces have a great impact on the endothelial shear
stress. Third, the fluid model is extended to not only recover Navier-Stokes hydro-
dynamics, but also a wider range of Knudsen numbers, which is especially important
in micro- and nano-scale flows. The tradeoﬀs of many optimizations methods such
as the use of deep halo level ghost cells that, alongside hybrid programming models,
reduce the impact of such higher-order models and enable eﬃcient modeling of ex-
treme regimes of computational fluid dynamics are discussed. Fourth, the extension
of these models to other research questions like clogging in microfluidic devices and
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determining the severity of co-arctation of the aorta is presented. Through this work,
a validation of these methods by taking real patient data and the measured pressure
value before the narrowing of the aorta and predicting the pressure drop across the
co-arctation is shown. Comparison with the measured pressure drop in vivo highlights
the accuracy and potential impact of such patient specific simulations.
Finally, a method to enable the simulation of longer trajectories in time by dis-
cretizing both spatially and temporally is presented. In this method, a serial coarse
iterator is used to initialize data at discrete time steps for a fine model that runs
in parallel. This coarse solver is based on a larger time step and typically a coarser
discretization in space. Iterative refinement enables the compute-intensive fine iter-
ator to be modeled with temporal parallelization. The algorithm consists of a series
of prediction-corrector iterations completing when the results have converged within
a certain tolerance. Combined, these developments allow large fluid models to be
simulated for longer time durations than previously possible.
v
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1Introduction
The mechanical motions, which take place in an animal body, are regulated
by the same general laws as the motions of inanimate bodies...and it is ob-
vious that the inquiry, in what manner and in what degree, the circulation
of the blood depends on the muscular and elastic powers of the heart and of
the arteries, supposing the nature of those powers to be known, must become
simply a question belonging to the most refined departments of the theory of
hydraulics.
– Thomas Young, 1808 Croonian lecture to the Royal Society [22]
1.1 Overview
Cardiovascular disease (CVD) is still one of the leading causes of death in the west-
ern world and is predicted to be the leading cause of death worldwide. CVD caused
approximately one of every six deaths in the United States in 2008. It is projected
that each year 785,000 Americans will suﬀer from a new coronary attack and 470,000
will have a recurrent attach [133]. Even more alarming is that in approximately 50%
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of these cases, sudden cardiac death is the first manifestation of the disease [172].
Finding indicators of CVD at an early stage is therefore critical for treatment and
prevention. Over the last few decades, physicians have linked key properties to the
likely development and progression of heart disease but finding methods to identify
and track these quantities for individual patients remains an outstanding question.
While the development of CVD depends on genetic predisposition and systemic
risk factors such as high blood pressure or diabetes, the localization of the disease
that occurs typically at areas of disturbed flow such as at bifurcations and curvatures,
cannot be explained simply by these systemic factors that apply equally to the entire
arterial geometry. The role of local flow properties in the causation of these local-
ization patterns has long been asserted (c.f. [59], [130]). Even in the early research
related to atherosclerosis, it was shown that hemodynamics factors could account for
the disparate locations of atherosclerotic lesions in regions subject to identical sys-
temic risk factors. In 1957, Dr. Texon showed that that the incidence and degree
of atherosclerotic sites was tied to the fluid dynamics of the blood [153]. Aoki et al.
further asserted that fluid mechanics has a controlling and inhibiting eﬀect on the de-
velopment of atherosclerosis and demonstrated a correlation between lesion sites and
regions of low wall shear stress [2]. Studying this correlation between flow patterns
in patient-specific geometries and the localization of disease quickly gained a lot of
interest (e.g. [6], [16], [51]). While factors like oscillatory flow, eddy formation, and
boundary layer separation have been topics of interest, one of the main characteristics
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studied in this thesis is level of endothelial shear stress (ESS). Evidence has shown
that the locations of atherosclerotic lesions are often tied to regions subject to low
endothelial shear stress (ESS) (< 1.0Pa) ([100], [24], [167], [90]); however, there is
currently no method to measure ESS in vivo [80].
To address this need, personalized computer simulations that provide accurate and
reliable models of blood flows in the human cardiovascular system have become a focus
of research over the last few decades. As the velocity profiles and subsequently the
shear stress profiles depend strongly on the arterial geometry, assessing the impact
of vessel shape on the flow can provide insight into predisposition for diseases like
atherosclerosis [163]. Despite the concerted eﬀorts of researchers, building a detailed,
realistic model of hemodynamics is still a formidable computational challenge. The
simulation must combine the motion of the fluids, the intricate geometry of the blood
vessels, continual changes in flow and pressure driven by the heartbeat, and finally the
behavior of red and white blood cells and other suspended bodies, such as platelets and
lipids [113]. There is a growing literature base of large-scale hemodynamic simulations
(c.f. [159], [126], [62], [63], [42], [108],[79]); however, until now the modeling of fluid
dynamics through vessels of realistic shapes and sizes for the duration of multiple
heartbeats has remained out of reach.
Additionally, as medical imaging modalities have improved to enable data ac-
quisition of patients at resolutions below 0.1mm, it has become possible to extract
patient-specific 3D geometries of the entire coronary arterial tree in a single heartbeat
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[100]. The joint use of these imaging techniques and simulation allow for non-invasive
screening of a large number of patients for potential coronary disease.
This thesis presents methods and ideas to help address the challenges of modeling
blood flow in large regions of patient specific geometries for long time durations.
This will be addressed through computational, algorithmic, and physical advances.
A foundation will be provided covering the lattice Boltzmann method [144], the fluid
dynamics model being leveraged in the work. Building on this mathematical model,
new computational techniques are developed to enable a large-scale parallel model
including the coupling to physiological levels of red blood cells and requiring the use
of 294,912 processors of the IBM Blue Gene/P supercomputer [113]. Additionally, a
focused investigation is presented into high order fluid models and associated parallel
optimization techniques.
In order to tackle the challenge of reducing the overall time to solution, decompo-
sition in both the temporal and spatial domains will be used to extend the capabilities
of next generation systems and enable the simulation of long time intervals. This is
important as there is a fundamental limit to the amount of parallelism that can be
extracted from traditional spatial scaling. Algorithmic advances necessary to couple
these techniques in a stable and accurate formalism will be presented.
As models of multiple cardiac cycles are achieved, the deformational forces acting
on the fluid flow through the arteries as the heart expands and contracts need to be
accounted for. A novel heuristic for introducing such forces into the lattice Boltzmann
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method in a computationally eﬃcient manner will be presented.
1.2 Contributions
Eﬃcient computational codes that can model flow in real systems are essential for
understanding many of these complex phenomena. As we prepare for hardware sys-
tems that can sustain an exaflop (1018 floating-point operations per second (flop/s))
or more, many computational challenges need to be addressed. Such systems will
likely involve lower memory to flop/s footprints, greater levels of concurrency due in-
creased processor counts and use of hybrid architectures, and increased strain on I/O
resources. The methods used by today’s CFD codes today may introduce limitations
of both stability and accuracy on next generation systems. The design of massively
parallel simulations that can model long time intervals requires the coupling of dif-
ferent scales, mathematical models, and parallelization schemes. To address these
challenges of patient specific computer simulations, this thesis makes the following
contributions:
Simulating the Entire Heart Circulation System at High Resolution
Through a new topology driven graph partitioning method to handle irregular geome-
tries, an eﬃcient molecular dynamics load balancing scheme, and eﬃcient parallel
scaling to 294,912 processors of the IBM Blue Gene/P, a simulation of physiolog-
ically accurate red blood cell (RBC) count in the coronary arteries retrieved from
high-resolution medical imaging, over 300 million RBCs is presented. Complex and
5
1: Introduction
large-scale geometries, such as the one considered here, are rare in the literature (e.g.
[36], [7]) . By leveraging large-scale parallel architectures, this work demonstrates
a simulation of cardiovascular flow of unprecedented scale in a geometry from real
patient data and at physiological hematocrit values for the length of a full heartbeat
[113].
Techniques to Enable Eﬃcient Simulations of Higher Order Models
Recent work has shown that higher order approximations of the continuum Boltz-
mann equation enable not only recovery of the Navier-Stokes hydrodynamics, but
also simulations for a wider range of Knudsen numbers, which is especially important
in micro- and Nano-scale flows. These higher-order models have significant impact
on both the communication and computational complexity of the application. In this
thesis, the parallel optimization of such fluid models is investigated on both the IBM
Blue Gene/P and Blue Gene/Q architectures. The tradeoﬀs of methods such as the
use of deep halo level ghost cells that, alongside hybrid programming models, reduce
the impact of extended models and enable eﬃcient modeling of extreme regimes of
computational fluid dynamics were evaluated [115].
Method for Coupling Temporal and Spatial Decomposition
Even with such optimizations, the time to solution needed to complete the simula-
tions can be daunting and spatial decomposition has its limits. For a fixed-size fluid
simulation, the eﬃciency of larger processor counts will saturate when the number of
grid points per core becomes too small. To overcome this fundamental strong scaling
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limit in space-parallel approaches, a novel version of the lattice Boltzmann method
parallelized both spatially and temporally is presented. This method is based on a
predictor-corrector scheme combined with mesh refinement to enable the simulation
of larger number of time steps. A quantitative analysis of the potential performance
impact of this method is also described [116].
Introduction of Deformational Forces
A technique to account for time dependent deformational forces that impact the
fluid flow across heartbeats while leaving the mesh representing the geometry static
is described. Drawing from previous research on methods to model the expanding
universe, these forces are estimated and cast into a kinetic formalism by using a
Gauss-Hermite projection procedure. Their impact on endothelial shear stress is
evaluated.
1.3 Structure of Thesis
This thesis is structured into ten chapters. Following this preliminary chapter, the
mathematical and physical fundamentals are presented. For each main contribution
of this thesis, the motivation of the work will be presented alongside any additional
background information that has not been previously provided. The contribution will
be presented along with a thorough evaluation of the associated experimental results.
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The remainder of the dissertation is structured as follows:
Chapter 2: Presents the necessary background regarding the fluid model used
in this thesis. An overview of the lattice Boltzmann method is given as well as
an introduction to the key characteristics of blood relevant to this work and the
definitions utilized in this thesis.
Chapter 3: Provides an overview of the necessary concepts in parallel computing
and a brief introduction to the hardware used in this thesis. Related work modeling
blood flow using large-scale supercomputers is discussed.
Chapter 4: Describes the methods used to enable the simulation of the full coro-
nary tree included physiologically accurate red blood cell levels on a massively parallel
supercomputer. Methods of memory management, irregular domain decomposition,
and model coupling will be discussed.
Chapter 5: Discusses extensions to the conventional LBM that allow for accurate
modeling of a wider range of fluid regimes. Techniques to improve computational
eﬃciency of parallel implementations of these models are presented.
Chapter 6: Presents an application of the code to real patient data and analyzes
the ability to recover data such as pressure gradient in the flow as compared to values
measured in vivo.
Chapter 7: Describes the method to reduce the overall time to solution through
coupling decomposition of the problem in both the spatial and temporal domains.
Numerical results for a model problem of laminar flow in a cylinder as well as flow in
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patient specific geometries are evaluated.
Chapter 8: Presents a novel method to account for the deformational forces
acting on the fluid over the coarse of a heartbeat while leaving the geometry defining
mesh static. The impact of these additional forces are evaluated both in a simplified
and real patient geometry.
Chapter 9: Outlook on future work.
Chapter 10: Finally, the results, current limitations, and potential future direc-
tions will be discussed.
9
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The lattice Boltzmann methods are accurate and robust computational fluid
dynamics solvers in the mesoscale, with elegant computational characteris-
tics.
– Abdel Monim Mohamed Ali Mohamed Hassan Artoli, 2003 Ph.D. Thesis [5]
In this chapter, the numerical method is reviewed. The theory behind the lattice
Boltzmann method is first reviewed followed by a brief discussion of the boundary
treatments being used in this work. The lattice Boltzmann method (LBM), the
approach discussed in this thesis, is based an algorithm that can eﬃciently model
flow through complex geometries such as those found in the coronary arteries or the
aorta. In order to capture the flow patterns accurately and eﬃciently, it is necessary
to use a method that handles complex boundaries well. The LBM is a low-Mach,
weakly compressible solver that recovers hydrodynamic behavior in the limit of small
Knudsen numbers. Some advantages of the method include and the high level of
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scalability achieved on parallel systems (see, for example, [113], [23], [165], [121]).
2.1 Lattice Boltzmann Method
Conventional solutions to problems computational fluid dynamics rely on the in-
compressible Navier-Stokes equations [152]. An alternative approach was introduced
by McNamera and Zanetti [97] and Higuera and Jimenez [72]. While it can be derived
as a numerical approximation to the classic Boltzmann equation ([144], [27]), this
method historically evolved from Lattice Gas Cellular Automata (LGCA) in which
both time and space are discretized and the fluid is viewed as a population of particles
that can move in discrete directions between lattice points [52]. In the LGCA model
the occupations were modeled by a boolean. This notion was replaced with the dis-
tribution function that represented an ensemble of averaged populations moving with
each discretized velocity at each lattice point. It was shown that the Navier-Stokes
equation could be obtained to a second-order approximation with proper definition
of the equilibrium distribution [124].
On general grounds, kinetic theory provides the conceptual framework to bridge
micro and macroscales, and the Lattice Boltzmann (LB) method is extremely well
suited for the numerical solution. The LB formalism comes from kinetic theory and
is a minimal form of the Boltzmann equation based on the collective dynamics of
fictitious particles that represent a local ensemble of molecules moving between the
points of a regular Cartesian lattice. The dynamics of such particles reproduces
11
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hydrodynamics in the continuum limit, when the molecular mean free path is much
shorter than typical macroscopic scales. The fundamental quantity is the particle
distribution function, denoted fi(￿x, t), which represents the probability of finding
particles traveling with velocity ξ at lattice node x and at time t. The mesh spacing
is defined by ∆x, where the discrete velocities cp connect mesh points to first and
second neighbors. The fluid populations are advanced in a timestep ∆t through the
following evolution of fi(￿x, t) with time as:
fi(￿x+ ￿ci∆t, t+∆t) = fi(￿x, t)− ω∆t[fi(￿x, t)− f eqi (￿x, t)] (2.1)
where f eqi (￿x, t) is the equilibrium distribution and ω is the dimensionless relaxation
parameter (related to the frequency of particle collisions) [144]. In much of this
work, the19-speed cubic D3Q19 lattice connecting each lattice point to its first and
second neighbors is typically employed unless otherwise cited [92]. In this case, the
particles at each lattice point always move along the straight paths defined by the
18 discretized directions along the Cartesian axes and 12 velocities combining two
coordinate directions or can stay at rest. Each velocity is assigned a specific weight,
ω.
There are two key components to the algorithm: advection and collision. The ad-
vection step propagates the fluid particles along the discretized velocity paths defined
by the lattice.
Collisions are calculated via a relaxation toward local equilibrium, as illustrated in
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the right hand side of Eq.(5.1). The Bhatnagar-Gross-Krook (BGK) collision operator
with a single relaxation time scale [17] is leveraged. The local equilibrium is the result
of a second-order expansion in the fluid velocity of a local Maxwellian with speed ￿u
and is defined by:
f eqi = wiρ
￿
1 +
￿ci · ￿u
c2s
+
1
2
￿
(￿ci · ￿u)2
(c2s)
2
− u
2
c2s
￿￿
(2.2)
where rho denotes the density, ￿u the average fluid speed, cs = 1/
√
3 the speed of
sound in the lattice, and wi the weights attributed to each discretized velocity as
determined by the lattice structure. A no-slip boundary condition is enforced at the
walls through a full bounce back scheme that will be discussed later. The relaxation
frequency ω controls the kinematic viscosity of the fluid:
ν = c2s∆t
￿
1
ω
− 1
2
￿
(2.3)
The continuum-level fluid viscosity, τ , is defined by Eqn. 2.4.
τ = ν/c2s +
1
2
(2.4)
Similar to kinetic theory, the macroscopic quantities like density, velocity, and pres-
sure can be calculated through moments of the distribution function which are avail-
able locally, with no need of resorting to any expensive Poisson solver. This allows
the local mass density to be defined by Eqn. 2.5, the mass current with Eqn. , and
the momentum-flux tensor with [101].
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ρ(x, t) =
￿
i
fi(x, t) (2.5)
ρu(x, t) =
￿
i
cifi(x, t) (2.6)
←→
P (−→x , t) =
￿
i
fi(
−→x , t)−→ci−→ci (2.7)
One drawback is that the LBM requires many small time steps as limited by
CFL-type conditions. These time steps are extremely eﬃcient and make the method
amenable for parallel implementations [115]. However, the most compelling asset of
LB rests with its outstanding amenability to parallel computing, even in complex
geometries. The present work represents a major testimonial to this asset, demon-
strating excellent scalability on up to ∼ 300K cores on a real-world patient geometry.
The endothelial shear stress (ESS) is calculated via the tensor second invariant in Eq.
2.10, in which −→xω denotes the the position of the sampling points near to the mesh
wall nodes [19].
The wall shear stress can be calculated using the shear tensor defined by Eq. 2.8
and evaluated though the kinetic representation in Eq. 2.9.
←→σ (−→x , t) = νρ(−→∂x−→u +−→∂x−→uT ) (2.8)
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←→σ (−→x , t) = νω
c2s
￿
i
←→ci ←→ci (fi − f eqi )(−→x , t) (2.9)
S = (−→xω, t) =
￿
(←→σ :←→σ )(−→xω, t) (2.10)
In this equation, xω denotes the position of the geometric wall, or sampling points
in close proximity to the mesh walls. S provides a direct measure of the degree of
shear stress exhibited near the wall [100].
2.2 Boundary Treatments
The LB formalism provides a handier treatment of complex geometries such as
those seen in real world cardiovascular problems. This comes at the expense of numer-
ical accuracy, which usually degrades to first order, due to the staircase representation
of arbitrarily shaped boundaries. This weakness is, however, strongly mitigated by
two compensating eﬀects. First, the shear stress is available locally, as a linear com-
bination of the discrete populations sitting at each given cell, as shown by Eq. 2.10,
which relieves the burden of computing spatial derivatives of the velocity field at the
boundaries, which is an accuracy-threatening procedure used in Navier-Stokes solvers.
Second, while staircase boundaries do compromise second-order accuracy, it is also
true that a favorable pre-factor (due again to the straight discretized velocity trajec-
tories) secures significant error reduction by increasing resolution of the fluid model.
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In practice, wall shear stress is found to converge to acceptable levels of accuracy at
grid resolutions below 20 microns [101].
A no-slip boundary condition is imposed at the wall through the use of a full
bounce-back method. To this end, the velocity of any particle, which is set to advect
to a lattice point designated as a wall node, is reversed. In this case, the directions of
post-collisional particles are reversed if the prescribed velocity points to a lattice point
designated as a wall node as shown in Fig. 2.1. The curved vessels are shaped on
the regular (axis-aligned) grid via a staircase representation as opposed to the body-
fitted grids found in direct Navier-Stokes solvers. This does come at the expense
of numerical accuracy, which has been shown to degrade to first order [144]. This
representation is improved systematically by increasing the resolution of the mesh via
increased density of lattice points.
This consists of reversing at every time step the post-collisional populations to-
wards a wall node, providing first-order accuracy for irregular walls.
The method of prescribing the inflow and outflow rates within the diﬀerent sim-
ulations that are discussed in this thesis varies widely. To that end, these detail
implementations will be discussed for each specific case.
A constant velocity is imposed at the inlet through a plug profile at the entrance
to the vessel. While this does not assert the known parabolic profile that drops to
zero close to the wall, it allow a total flow to be imposed at a set value. In a short
distance past the inlet, the parabolic profile is recovered. At the outlets, a constant
16
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



Figure 2.1: Bounceback boundary condition. Each particle reverses direction as it
encounters a wall node. The green circles indicate the wall nodes. The blue circles
show the fluid nodes. The yellow and dark blue arrows indicate the path of post- and
pre-collision respectively.
pressure is imposed allowing pressure to be built up between the inlets and outlets.
The Zou-He boundary conditions [173] are used to implement these conditions. This
method uses information streamed from the bulk fluid nodes alongside a completion
scheme for the unknown particle populations whose neighbors are outside the fluid
domain. This method can be executed with second-order accuracy [89]. In this thesis,
the modification introduced by Hecht and Harting [69] is used in which the velocity
conditions are specified on-site thus removing the constraint that all nodes of a given
inlet or outlet must be aligned on a plane that is perpendicular to one of the three
main axis. Furthermore, this addition allows the boundary conditions to be applied
locally. Pulsatile hemodynamics requires the investigation of the flow pattern in the
time domain. It’s simulated via a time-dependent influx derived from physiological
data and discussed in more detail in Chapter 6.
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2.3 Hemodynamic Specific Parameters
The circulatory system is a complex maze of vessels designed to facilitate, control,
and maintain blood flow to all parts of the body. Blood is a concentrated suspension
of particulates primarily including erythrocytes (red blood cells or RBCs), leukocytes
(white blood cells or WBCs), and platelets [147]. These components are suspended
in a plasma that is generally regarded as a Newtonian fluid [147]. One microliter
of human blood contains about 5,000,000 red blood cells, 7,000 white blood cells,
and 300,000 platelets [86]. As the majority of the particle volume is occupied by
the erythrocytes (99%), hematocrit is defined as the proportion of blood volume that
is occupied by erythrocytes. For humans, it has been experimentally shown that
hematocrit is equal to 47 ±5% for healthy adult males and 42± 5% for healthy adult
females ([166], [87]). These cells dramatically influence the behavior of the fluid. The
resulting simulation specific parameters are discussed in the following sections.
2.3.1 Viscosity
Dynamic viscosity, ν, is one of the most significant mechanical properties of blood.
Viscosity defines the tendency of a fluid to resist flow which relates to the shear rate,
γ and the shear stress S. When S = −νγ then the viscosity is independent of the
shear rate and defined as a Newtonian fluid. The kinematic viscosity ν is defined as
the ratio of the dynamics viscosity to the density, v = ν/ρ.
The viscosity of blood is further dictated by the viscosity of the blood plasma and
18
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the density and nature of the suspended particulates. Blood plasma shows viscosity,
while whole blood is both viscous and elastic. Patients suﬀering from anemia will
have a lower hematocrit level and subsequently a lower viscosity while conversely,
those exhibiting polycythemia will have blood of a higher viscosity and RBC count.
It is also worth noting that the deformability of the cells can impact the viscosity
of blood and introduce elastic properties. The elastic behavior is derived from the
energy due to the movement and deformation of red blood cells [155]. For patient’s
with more rigid cells, the viscosity of the blood increases. This can be of significant
interest for patients that suﬀer from sickled cell anemia [41]. However, typically
the eﬀects of variation in blood viscosity are exhibited significantly typically in the
microcirculation and not evident in the large arteries geometries considered in this
thesis. At low shear rate, below 10 sec−1, the cells are heavily clustered and the blood
is categorized as non-Newtonian. For medium shear rates between ten and 100 sec−1,
the clusters dissolved and the cells start to orient themselves. The viscosity decreases
as the shear rate increases. Finally, in regimes of large shear rates above 100 sec−1,
the blood can be fairly approximated as Newtonian [5].
A change in temperature can change the viscosity as well. For instance, a decrease
of only 1◦ Celsius can result in a 2% increase in viscosity. In this thesis, the temper-
ature is taken to be 37◦ Celsius and the hematocrit level to be 45% unless otherwise
noted. This corresponds to a viscosity of 3.2mPa · s [163].
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2.3.2 Density
The density of blood is closely tied to the hematocrit level, or proportion of blood
volume occupied by red blood cells, and can vary from patient to patient. In this
thesis, density value of 1.06 gcm3 is used [71].
2.3.3 Reynolds Number
The Reynolds number (Re) refers to the ratio of inertial force to viscous force and
is defined as uρl/ν, where u is the mean blood velocity, ρ the fluid density, ν the
kinematic viscosity of blood, and l the diameter of the vessel [143]. In the case of
low Reynolds numbers, the viscous forces dominate while the inertial forces dominate
systems with high Reynolds numbers. The Reynolds number works as an indicator
of how close the fluid field is to a turbulent regime. In terms of the coronary arteries,
the Reynolds numbers have been shown to range from 100-460 [80]. These values fall
well below the 2000 cutoﬀ for producing and maintaining turbulent flow. Moreover,
experimental data has demonstrated that the blood flow will remain laminar in these
regimes [143].
For large arteries like the aorta, the Reynolds number is 1150 when assuming rigid
walls, but ranges only from 1035-1265 when taking into account wall pliability. This
shows the diminished impact of wall flexibility in large vessel models and allows the
conclusion that, to the first approximation, imposing rigid walls is a valid assumption
for large arteries [5]. In this thesis, the walls will be treated as rigid.
20
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2.3.4 Mach Number
The Mach number (Ma) helps to assess the fluid’s compressibility by measuring
the fluid’s velocity relative to the speed of sound in the fluid. It is defined asM = u/cs
where u is again the average fluid velocity and cs is the speed of sound. It is significant
here simply due to the semi compressible nature of the selected lattice Boltzmann
method and helps to ensure the validity of the model [60].
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For over a decade prophets have voiced the contention that the organization
of a single computer has reached its limits and that truly significant advances
can be made only by interconnection of a multiplicity of computers in such
a manner as to permit cooperative solution.
– Gene Amdahl, AFIPS 1967 Conference [1]
Parallel programming is a technique used to spread computation across a number of
processors in an eﬀort to reduce the overall runtime of an application and to maximize
the use of the available hardware. In this chapter, a brief introduction to key concepts
in parallel computing and its application to cardiovascular hemodynamics is provided.
3.1 Overview
The goal of parallelizing an application is to harness the power of multiple cores
and derive a subsequent speedup in the overall runtime as more cores are utilized.
Speedup here refers to how much faster the parallel implementation is to the sequential
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implementation and can be calculated with Eq. 3.1 in which S refers to the speedup,
Ts to the sequential time, and Tp to the duration of the parallel algorithm.
S =
Ts
Tp
(3.1)
Ideal or linear speedup occurs when S = N , N is the number of processors.
Essentially, if two processors are used then in the ideal case one would achieve a
2× speedup. Similarly, if 100 processors were used, one would wish to achieve a
100× speedup. In the simplest case, an algorithm can be broken down into many
serial chunks that require little to no communication. If it can be broken down into
this set of independent tasks, the algorithm is described as embarrassingly parallel or
pleasantly parallel. In the idealized case, if there were no overhead to the run, using
N cores would result in an N −× speedup.
A related quantity of interest in this thesis is the notion of parallel eﬃciency, Ep,
that defines how close the parallel scheme comes to the ideal. It can be calculated by
s
N and is often denoted as a percent. For example, if 100 processors are used and an
80× speedup is achieved, one would say the implementation has a parallel eﬃciency
of 80%.
As mentioned, in an ideal situation one would hope to see a direct match between
the number of processors and the speedup achieved; however, this is typically not
achievable due to factors like communication overhead and sections of the code that
are inherently serial. It is therefore important to get a sense of how well a particular
algorithm can be mapped to a parallel architecture. The first step to understanding
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potential speedup is to examine the code and identify any existing interdependencies.
In 1967, Gene Amdahl oﬀered a basic model to understand potential gains for paral-
lelizing an application that has come to be known as Amdahl’s Law [1]. He proposed
a method of defining S through Eq. 3.2 to identify the degree to which the speedup
of the application is limited by the serial portion of the code.
S =
1
(1− P ) + PN
(3.2)
In this case, P represents the proportion of the code that can be parallelized and
N represents the number of processors. In the case of fluid dynamics models using
lattice Boltzmann, the stream and collide function being handled for one specific
discrete velocity at one grid point in one time step is the smallest section of serial
code that the algorithm can be broken down into. The time steps must execute in
lock step thereby introducing a time dependence and inherent serial characteristic.
Amdahl’s law shows that the speedup achieved for this application will never be better
than that proportion of serial code (1-P) or in the case of the LBM, the time for each
stream and collide execution.
This model still provides an overly optimistic view of potential gains through a
parallel implementation. As stated above, the parallel portion of the code would
continue to decrease at the same rate per new processor added. This is referred to
as strong scaling and demonstrates a reduction in runtime as the problem space is
held fixed and the processor count is increased. Simply relying on Amdahl’s law
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can be misleading. A straightforward example is useful to provide insight into these
drawbacks. Many embarrassingly parallel codes utilize a scheme known as the mas-
ter/worker setup. In these applications, one processor acts as the master distributing
work units to the other slave processors. In accordance with Amdahl’s Law, as the
core count increases there are subsequently more slaves available to execute the work
units in parallel. The issue arises when all work units have been distributed. Clearly
at this point, any additional processors will sit idle and not contribute to any further
speedup. Additionally, Eq. 3.2 does not take into account factors like messaging
overhead.
In 1988, John Gustafson proposed a law to address this first issue by removing
the fixed problem size constraint and instead having the problem size increase as
the machine size increases. This is significant as the goal for parallelizing many
applications is often not simply to reduce the overall runtime, but to enable the
study of much larger problem sizes. Often times, the point of growing the system is
to enable this type of large-scale science that would otherwise be infeasible. This is
referred to as weak scaling. The method that is now referred to as Gustafson’s Law
provides a modified equation for speedup as demonstrated in Eq. 3.3 [66]:
S = N − α(N − 1) (3.3)
In this case, N is again the number of processors and α is the serial portion of
the application. This address some of the points where Amdahl’s Law falls short and
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provides a slightly more robust expectation for a parallel version of the code. For
the algorithm discussed in this thesis, this is extremely significant as a parallel imple-
mentation will enable the problem size to be increased drastically. When modeling
flow in the coronary arteries, it is important to model both larger fluid systems and
longer time durations.
The two laws described above still leave a lot to be desired in the prediction of
actual speedup to be obtained by a parallel code. These analyses both neglect signifi-
cant bottlenecks like memory and I/O bandwidth. The rate at which these scale with
the number of processors will have an impact on the exhibited speedup. In many
cases an algorithm–such as those described as embarrassingly parallel–may theoreti-
cally scale linearly with the system size, but communication overhead will cause it to
plateau or taper oﬀ in practice. Another concern is the method of coding the appli-
cation. For example, if the previously discussed master/worker scheme is employed,
the applications often have the master handle all of the I/O in the beginning and end
of the application. This not only results in high communication volume to distribute
the data and retrieve results, but often requires a large memory footprint for the
master to be able to handle any post-processing or data collection. This scheme often
requires special care to be taken in memory management in order to achieve stronger
performance. As applications scale to large system sizes, these issues of memory man-
agement, communication overhead, and I/O become key factors determining achieved
speedup. How an algorithm is aﬀected by these factors can help determine the best
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architecture for the code to be ported to. If the application requires a large amount of
inter-processor communication, hardware designed with optimized networks would be
more ideal whereas an application with completely independent chunks may require
hardware designed for memory management.
In the following chapters, refined equations for speedup to address concerns par-
ticular to the implementation of the LBM presented will be presented alongside data
demonstrated a strong correspondence between the theoretical and achieved speedup.
3.2 Architecture
For the work described in this thesis, the architectures used come from the family
of IBM Blue Gene supercomputers (c.f. [53], [74],[67]). All three supercomputers,
Blue Gene/L (BG/L), Blue Gene/P (BG/P), and Blue Gene/Q (BG/Q), were used
over the coarse of the presented research. The architecture for these systems is based
on low cost embedded PowerPC technology and is based on the notion of achieving
large performance at low power by coupling a large number of low power processors
together. Some of the architectural features are relevant for this thesis, so I will briefly
summarize some of the key components in this section.
The Blue Gene system is a massively parallel supercomputer that uses a dis-
tributed memory setup. The basic building block is a custom system-on-a-chip (SoC)
that integrates processors, memory, and communication. All three chips consist of low
frequency processors running at 700 MHz (BG/L), 850 MHz (BG/P), and 1.6 GHz
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(BG/Q). Each compute node contains 2, 4, and 16 cores respectively and exhibit
a peak performance of 5.6 GFlop/s, 13.6 GFlop/s, and 204.8 GFlop/s. Partitions
of varying sizes include compute nodes and I/O nodes. The ratio of I/O nodes to
compute can vary and depending on how data intensive your application is, this can
impact the performance.
Four highly optimized networks connect the nodes: a three-dimensional Torus
(five-dimensional in the case of Blue Gene/Q), Global Collective Network, Giga-
bit Ethernet networks, and Control System Network. The majority of messaging is
conducted via the torus network that supports low-latency, high bandwidth point-to-
point messaging. The specialized networks are a key attribute of this system. They
were specially designed with message passing applications in mind such as those re-
lying on the standard MPI protocol. Generally one of the largest sinks for parallel
code comes from communication overhead. This fine-tuned arrangement allows for
eﬃcient point-to-point communication along the torus and multiple node collective
communication across the global collective network. The torus interconnects all com-
pute nodes and the Global Collective Network provides both broadcast and reduce
functionalities between all nodes. The latency of the tree traversal is on the order of
microseconds. This collective network allows for standard MPI calls like Broadcast
and AlltoAll to be complete in only a few clock cycles. As the Blue Gene system
scales to such a high number of processors, the ability to communicate succinctly
between the cores is a key factor when scaling applications. For more information
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regarding the networks refer to [104].
Another quantity of interest is the hardware eﬃciency which refers to the amount
of available system performance that a particular application can leverage. Typically
this is measured in terms of achieved floating-point operations per second (flop/s)
over the theoretical peak flop/s that can be achieved by the system. In this thesis,
the Hardware Performance Monitor from the IBM HPC Toolkit is used to measure
hardware eﬃciency [33].
3.3 Related Work
Modeling fluid dynamics of a biological nature has been an area of interest for
many years (c.f. [158], [84]). Specifically applying computational methodologies to
identify regions prone to cardiovascular disease dates back to the work by DeBakey
[32] and Thubriker and Robicsek [154]. Since then, research has typically focused on
either accurate modeling of the red blood cells and other particulate components of
the blood or on the fluid dynamics of blood moving through patient representative
geometries. Many models for red blood cells have been explored such as the immersed
boundary method ([112], [38]), dissipative particle dynamics ([161], [109], [73]), or lin-
ear finite element analysis (FEA) which has been shown to eﬃciently model hundreds
of cells ([88], [170]).
Alternatively, a great deal of research has focused on understanding the underly-
ing mechanisms that experimental measurements alone could not have achieved. A
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recent study demonstrated the use of computational methods to guide cardiovascular
intervention. In this case, the focus was on determining fractional flow reserve (FFR)
to assess the significance of coronary lesions [78]. Alongside this there has been a
great deal of research applying large scale supercomputing to model hemodynamics
in patient specific geometries (e.g. [150], [160], [5], [60], [63], [64],[30], [79]). Much of
this work focuses on flow in small regions of arteries and only in 2012 were the some
of the first simulations of flow in full body large arterial networks presented [168].
The disease trajectories that can be modeled, however, have been limited by
the rate at which these simulations can be performed. A significant challenge is to
capture, in silico, functionally important biological events that typically occur on the
timescales of anywhere from seconds to decades. Furthermore, an eﬃcient method
of modeling physiological red blood cell levels and coupling to the fluid component
is required. Throughout the following chapters, previous work related specifically to
the contribution being presented will be provided.
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The issue of coupling models of diﬀerent events at diﬀerent scales and gov-
erned by diﬀerent physical laws is largely wide open and represents an enor-
mously challenging area for future research.
– Brown et al., U.S. Department of Energy Report [20]
4.1 Motivation
As mentioned, accurate and reliable modeling of blood flows in the human cardio-
vascular system has the potential to improve understanding of cardiovascular diseases,
which are the most common cause of death in Western countries. But building a de-
tailed, realistic model of hemodynamics is a formidable computational challenge. The
simulation must combine the motion of the fluids, the intricate geometry of the blood
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vessels, continual changes in flow and pressure driven by the heartbeat, and finally the
behavior of red and white blood cells and other suspended bodies, such as platelets
and lipids.
In this chapter, the first multiscale simulation of cardiovascular flows in realistic
human arterial geometries derived from Computed Tomography Angiography (CTA)
data is presented. The simulation covers the entire heart circulation system, the
network of arteries and arterioles that supply blood to the heart muscle, with a
spatial resolution extending from 5 cm down to 10µm.
The simulations involve up to a billion fluid nodes, embedded in a bounding
space of about a three hundred billion voxels, with 10-300 million suspended bodies.
They are performed with the multiphysics code MUPHY (MUlti PHYsics/multiscale),
which couples Lattice Boltzmann methods for the fluid flow and a Molecular Dynamics
treatment of the suspended bodies [13, 100]. The simulation achieves an aggregate
performance in excess of 60 teraflops, with a parallel eﬃciency of more than 60 percent
on a full 294, 912-processor BlueGene/P configuration.
This work presents a number of unique features, both at the level of high-performance
computing technology and in terms of physical/computational modeling. The ex-
tremely complicated conditions that are implicit to irregular geometries require that
the workload be evenly distributed across the pool of as many as 294, 912 computa-
tional nodes of the BlueGene/P supercomputer. The formidable graph-partitioning
problem, even at the mere level of the fluid computation, cannot be overestimated. On
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top of this, our multiphysics/scale application adds the further constraint of keeping
a good workload balance also across the Molecular Dynamics (MD) sector of the sim-
ulation. To the best of our knowledge, the latter issue has never been tackled before
in any MD simulation. Indeed, even top-ranking (Gordon-Bell winning) multi-billion
MD simulations are invariably performed in idealized geometries, cubes or regular
boxes [118]. Similarly, multi-billion node simulations of, say, biofluid turbulence are
indeed available, but only in the same ideal geometries mentioned above. Complex
and large-scale geometries, such as the one considered here, are rare in the litera-
ture (c.f. [36], [7], [61]). By leveraging large-scale parallel architectures, this work
demonstrates a simulation of cardiovascular flow of unprecedented scale in a geome-
try from real patient data and with blood flow at physiological hematocrit values. In
this paper, the treatment of red blood cells as extended structures (i.e. not as point
sources), a method to handle highly irregular geometries via topology driven graph
partitioning, and an eﬃcient MD load balancing scheme are introduced.
4.2 Multiscale hemodynamics
The approach is based on eﬃcient and accurate algorithms capable of handling
the requirements of the diverse computational entities and associated scales. The
numerical framework is handled by the software MUPHY developed by our group in
recent years [13]. The approach is genuinely multiphysics, as it combines diﬀerent
levels of the description of matter, continuum hydrokinetic fluids for the dynamics of
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blood plasma and individual particles for the representation of red blood cells and
other minority suspended species. The method is also multiscale, since fluid and
particles are advanced concurrently and the exchange of information is computed
on-the-fly.
Finally, the last term in Eq. (5.1) represents the coupling between fluid and
suspended bodies. This is given by
∆fp(x, t) = −wp∆t
￿
G · cp
c2s
+
(G · cp)(u · cp)− c2sG · u
c4s
￿
(4.1)
where G is a forcing term containing the translational and rotational exchange of
momentum induced by N moving red blood cells at position {R}. The forcing term
is smeared over a region made of 32 mesh points around each RBC and with ellipsoidal
shape. The drag force acting on particles is modelled as
FDi (Ri) = − γT (Vi − u˜) (4.2)
and the torque is
TDi (Ri) = −γR
￿
Ωi − Ω˜
￿
(4.3)
with {Vi} and {Ωi} being the RBC velocities and angular velocities, and with u˜
and Ω˜ the fluid velocity and vorticity fields, smeared over the same ellipsoidal region
occupied by a RBC. This smearing is achieved through an envelope function similar
to the one used in the Immersed Boundary method [112], which takes into account
the finite extent of the particles by means of a smooth interaction. The constants γT
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and γR are translational and rotational coupling coeﬃcients of RBCs represented as
oblate ellipsoids in a hydrodynamic environment.
Due to the finite extent representation of an RBC, the hydrodynamic size of RBC
is smaller than the smearing region covered by the particle, with the RBC eﬀective
size depending on the strength of the coupling coeﬃcients γR and γT . By varying
these coeﬃcients, and matching the hydrodynamic volume with the GB exclusion
volume, the eﬀective extension of a RBC covers ∼ 1 lattice cell. This corresponds to
a hematocrit level of 1%. To reach a more physiological level of 30− 45% about 300
million RBCs are required.
Here a compromise between physical fidelity and computational eﬃciency must
be taken. Indeed, recent studies [119] indicate that the minimum number of degrees
of freedom required for a quantitative description of RBC dynamics in a fluid flow,
including deformability, is of the order of hundreds to thousands. This is far too much
for a viable fluid-particle coupling at large-scales. As a result, an intermediate strategy
has been developed, whereby RBCs are treated as rigid ellipsoidal bodies (six degrees
of freedom) interacting with each other through custom potentials, and with the
surrounding fluid (the blood plasma) via tensorial mobility coeﬃcients, accounting
for the anisotropic drag experienced by the RBC along and across the local fluid
direction of motion. Such an intermediate strategy permits to capture the essential
features of the complex behavior of the RBCs and their impact on the macroscopic
blood rheology, at a very moderate computational cost. The represented behavior
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accounts not only for the translational and rotational motion of the RBCs, but also
for their mutual interaction, reproducing aggregation patterns of RBCs and their
impact on the overall behavior of the blood flow.
From an algorithmic point of view, this approach scales linearly with the num-
ber of RBCs, thanks to the fact that the solvent-mediated RBC-RBC interactions
are entirely local and explicit. This stands in marked contrast with consolidated ap-
proaches, based on Brownian dynamics, which rely upon a non-local Green function
representation of the Oseen tensor and consequently can only attain N logN scaling
with the number of RBC’s by resorting to highly sophisticated procedures. The strat-
egy described here, which is entirely new and still unpublished [98], makes therefore
a particularly eﬃcient use of the invested computational resources. In particular, as
typical of LB applications, it provides a very economical algorithmic representation
of fairly complex physical phenomena. In the present implementation, additional
torques arising from coupling with the elongational component of the flow pattern
and tank treading of the RBCs are neglected.
Mechanical hard core forces prevent contacts between RBCs. The RBC-RBC
interactions are pairwise and modelled via the Gay-Berne potential [55], reading
uGBij (qij) = 4￿(qij)×
￿￿
σ0
Rij − σ(qij) + σ0
￿12
−
￿
σ0
Rij − σ(qij) + σ0
￿6￿
(4.4)
where qij ≡ (Rij, uˆi, uˆj) and with Rij being the relative distance, uˆi and uˆj are
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the principal directions of the i-th and j-th ellipsoids, with ￿(qij) and σ(qij) being
functions with lengthy expressions reported in ref. [55].
The potential uGBij is set to zero beyond a orientation-dependent cut-oﬀ given by
the condition
￿
σ0
Rij − σ(qij) + σ0
￿6
> 0 (4.5)
to retain the repulsive component of the potential only. The rigid body dynamics of
the suspended bodies is propagated in time via a second-order accurate timestepping
algorithm [35], properly modified to handle fluid-particle forces and torques.
4.3 Geometry acquisition and mesh-generation
The global geometry of the problem used for the present simulations is obtained
from CTA scans of the coronary arterial system of a real patient. Data acquisition was
performed by a 320 × 0.5 mm CTA scanner (Toshiba) and subsequently segmented
into a stack of two-dimensional contours at a nominal resolution of 0.5 mm. The
slice contours, each consisting of 256 points, are oversampled along the axial distance
down to a slice-to-slice separation of 12.5µm and further smoothed out by appropriate
interpolators. The resulting multi-branched geometrical structure is finally mapped
into the Cartesian LB lattice, ready for the simulation. Full details can be found in
[100].
37
4: Parallel Implementation and Scaling
4.4 Initial and Boundary conditions
Fluid boundary conditions are set up as follows. At the inlet, a uniform flow
profile with prescribed velocity is imposed, and at the outlet ports a zero pressure
diﬀerence from the inlet is maintained. The flow-pressure inflow/outflow conditions
are implemented via the Zou-He method to set up the LB populations in the proper
way [173]. At rigid walls, a standard mid-way bounce-back rule is applied to impose
no-slip flow conditions.
The fluid flow is initialized with zero speed and constant density across the entire
domain. Particles are seeded at random positions and orientations, and with null
linear and angular velocity. In flow conditions, RBC that exit from the outlet ports
are reinjected in the inlet port in order to maintain a constant total hematocrit. The
injected RBC have velocity given by the imposed inlet velocity, random orientation
and zero angular velocity. The RBCs are repelled by the wall via a GB pairwise
potential acting between a RBC ellipsoid and a spherical particle positioned on a
wall mesh node.
4.5 Code Features
The MUPHY (MUlti PHYsics/multiscale) code is written in Fortran 90 and uses
MPI for the parallelization. To handle in a flexible and eﬃcient way any complex ge-
ometry, MUPHY makes use of an indirect addressing scheme that has been described
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along with other main features of the code in [13]. We showed in the same paper
that the penalty introduced by the indirect addressing scheme for the cases of regular
geometries is very limited (∼ 5% of the execution time) and, as a matter of fact, the
code was used for problems, such as bio-polymer translocation in which the geometry
is trivial (a regular box). Originally developed for the IBM BlueGene/L system [54]
MUPHY has been recently ported to heterogeneous clusters of CPUs and Graphics
Processing Units (GPU), using the CUDA software environment, showing excellent
results [12]. For the present work the latest generation of the IBM Bluegene system
is employed whose main features may be summarized as follows:
• quad SMP processor chip per node with 2GB of memory per node.
• system-on-a-chip design with superscalar 850 MHz PowerPC 440 cores;
• a large number of cores (scalable up to at least 294,912);
• three-dimensional torus interconnect with auxiliary networks for global commu-
nications, I/O, and management;
• lightweight, Unix-like OS per node for minimum system overhead.
The first versions of the LB component of the code used the “fusion” of the
collision and streaming steps in a single loop. This technique, by now standard in all
high-performance LB codes, significantly reduces data traﬃc between main memory
and cache/registers of the processor, since there is only one read and one store of
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all LB populations at each time step. However most implementations of the fused
update resort to a “double buﬀer” to store the LB populations. The double buﬀer
avoids the mixing of old and new data during the non-local streaming step that would
be a source of inconsistency but, obviously, doubles the memory required for the LB
populations. A recent enhancement to MUPHY is the implementation of the “single
buﬀer” mechanism for the Lattice Boltzmann update through an adaptation of the so-
called swap algorithm [95]. In this algorithm, the particle populations are rearranged
after collision. This results in a memory layout in which, as a given population
is copied to a neighboring cell during the streaming step, it simply exchanges its
memory location with a neighbor-node population. Thus, the copy operations in the
streaming step are replaced by exchange operations, or variable swaps, as suggested
by the name of the algorithm. Given that no information is lost during the swap
operation, the algorithm handles the streaming phase without the need for temporary
buﬀers. This point becomes clear by looking at Fig. 4.1, where four nodes of a one-
dimensional Lattice Boltzmann mesh, with just two populations per node, perform
a single global collision-streaming cycle, carrying them from a discrete time step t
to t +∆t. Right after the mesh populations have collided, the algorithm rearranges
the data locally by exchanging the two populations (in a higher-dimensional case, all
local populations are exchanged with the population corresponding to the opposite
direction), as indicated by the keyword “swap” on the figure. Then, as soon as the
neighboring node also reaches its post-collision state, a non-local exchange operation,
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Figure 4.1: Schematic representation of a single collision-streaming cycle on four cells
of a one-dimensional Lattice Boltzmann simulation with two populations per cell
(detailed explanations are found in the text). The two populations on each cell are
distinguished by the use of a solid line for the first and a dashed line for the second.
The numbers next to the populations label the cell on which the populations were
located at the initial time step t. Red denotes a population that has reached the
post-collisional state.
indicated by the keyword “exchange”, is performed in lieu of the streaming step.
In a typical execution of a MUPHY program, memory is used mainly for the stor-
age of the particle populations and the connectivity list. Thus the swap algorithm
reduces the overall memory needs by one-third by avoiding a duplication of memory
for the particle populations. Furthermore, this approach leads to a sensible perfor-
mance improvement, because the program becomes more cache eﬃcient as it holds
the populations and connectivity matrix in a smaller memory space.
The geometry gathered from the CTA data that was used in the runs reported in
section 7.9 is highly irregular, as shown in Figure 4.4, and its partitioning among the
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available processors represents a major challenge in itself. Several domain decompo-
sition strategies for irregular lattices already exist, as described in [96]. In particular,
state-of-the-art techniques like those represented by multilevel k−way partitioning
schemes can be used for irregular geometries. However, when either the size of the
mesh or the number of partitions increases to critical values (in our case, the figures
are ∼ 1 billion nodes for the mesh and ∼ 300,000 partitions) most of the widely used
tools simply fail, meaning that they are unable to manage the problem (that is much
worse, of course, than producing a sub-optimal solution). For instance, the well-
known tool for graph-partitioning METIS [75], even in its parallel version, requires
the allocation on each processor of a block of memory equal in size to the square
of the number of partitions. On the other hand, preliminary tests showed that a
naive partitioning based only on a balanced number of mesh nodes on each processor
produced a very poor load balancing.
It should be emphasized that the graph-partitioning strategy is entirely topology-
driven, i.e. it proceeds based on the input provided by the local connectivity supplied
by the Lattice Boltzmann grid (18 neighbors, uniformly across the entire computa-
tional domain) with no information on the global geometry of the problem.
Finally, an eﬀective solution was found by using PT-SCOTCH, the parallel version
of the SCOTCH graph/mesh partitioning tool [29]. One of the interesting features of
SCOTCH is that its running time is linear in the number of edges of the source graph,
and logarithmic in the number of vertices of the target graph for mapping compu-
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tations. Moreover, a test carried out on a smaller case (∼ 20, 000, 000 mesh nodes
partitioned among 1, 024 processors) showed that SCOTCH produces a partitioning
scheme superior to METIS, that is, with a better load balancing taking into account
both the number of mesh nodes per processor and the total communication among
the processors. Unfortunately, PT-SCOTCH runs out of memory on our real test case
that produces a graph with almost one billion vertices and ∼ 18 billion edges. Our
solution has been to use a pruned graph which represents the connectivity along the
six main directions only (+x,−x,+y,−y,+z,−z). This reduces the number of edges
in the graph by 66% (by eliminating the 12 edges: +x+ y,+x− y, etc). We confirm
that, in a smaller test case, the resulting partition is, for all practical purposes, very
similar to the partition produced for the whole graph. By using the pruned graph,
the required partition (294, 912 domains) is created for the large test case on a cluster
using 128 Intel cores (Xeon E5520 @ 2.27 Ghz) with a total of 256 GB of memory.
It is interesting to look at the distribution of the tasks with respect to the number
of other tasks with which they are required to exchange data, following the partition-
ing scheme produced by SCOTCH. The result is reported in Figure 4.2, which shows
that, on average, each task exchanges data with other 15 tasks.
This workload distribution indicated that despite the highly complex geometry,
the final workload partitioning ends up relatively close to the initial topological input,
which is expected indeed as a heuristic measure of good balance. Visual inspection of
the computational domains, shows that this is realized through a fairly sophisticated
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Figure 4.2: The distribution of the 294,912 tasks with respect to the number of tasks
with which they are required to communicate
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and highly varied morphology of the computational domains, often taking highly
counterintuitive shapes in the vicinity of geometrical complexities. Thismorphological
richness, which stands in stark contrast with elementary partitionings in idealized
geometries (cubes, slabs and similar), conveys an intuitive flavor for the complexity
of the partitioning task and also hints at some form of homeo-morphism between
dynamics and geometry which surely deserves a separate investigation for the future.
We create the communication pattern by the following “run-time” pre-processing
procedure. Mesh nodes are assigned to tasks according to the partition created as
described above. Each mesh node is also labeled, in the input file, with a tag that
identifies it as belonging to a specific subregion of the computational domain (e.g.,
fluid, wall, inlet, outlet). After the assignment of the nodes to the tasks, the pre-
processing phase begins. Basically, each task asks which tasks own the nodes to be
accessed during the subsequent phases of simulation, for instance for the streaming
part of the LB algorithm and for the Molecular Dynamics. Such information is
exchanged by using MPI collective communication primitives, so that each task knows
the neighboring peers for send/receive operations. Information about the size of data
to be sent/received is exchanged as well.
All point-to-point communication operations make use of the same scheme: the
receive operations are always posted in advance by using corresponding non-blocking
MPI primitives, then the send operations are carried out using either blocking or
non-blocking primitives, depending on the parallel platform in use (unfortunately, as
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it is well known, few platforms allow real overlapping between communication and
computation). Then, each task waits for the completion of its receive operations,
using the MPI wait primitives. The latter operation, in the case of non-blocking
send operations, is to wait for their completion. The choice between blocking and
non-blocking send can be done at run time. The evaluation of global quantities (e.g.,
the momentum along the x, y, z directions) is carried out by using MPI collective
reduction primitives.
Molecular Dynamics with a highly irregular domain decomposition is a major
challenge in itself. In most parallel Molecular Dynamics applications the geometry of
the spatial domain is a regular bounding box with Cartesian decompositions defined
in such a way that each task has (approximately) the same number of particles and
minimal communicating regions. In our case, this strategy would generate two sepa-
rate domain decompositions: one for the LB (defined by the graph-based partitioning
method previously described) and another for the MD part of the simulation. As a
consequence, the exchange of momentum between particles and fluid would become
a non-local operation with a very high cost due to the long-range point-to-point com-
munications imposed on the underlying hardware/software platform. For the IBM
BlueGene such communications are explicitly discouraged. We decided to resort to
a domain decomposition strategy where the MD parallel domains coincide with the
decomposition of the LB mesh. In this way, each computational task performs both
the LB and MD calculations and the interactions of the particles with the fluid are
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quasi-local.
The underlying LB mesh serves the purpose of identifying particles that belong
to the domain via a test of membership: a particle with position R belongs to the
domain if the vector of nearest integers [round(Rx), round(Ry), round(Rz)] coincides
with a mesh point of the domain. Additionally, the load balancing of the mesh
partitioning into the MD component can be exploited, given that an even number of
RBCs is expected to populate the domains. For the MD part of the code, a novel
parallelization strategy suitable for the irregular geometry of the LB domains has
been developed. The solution relies on the notion of cells, parallelepipeds with linear
sizes greater or equal to the interaction cutoﬀ, that cover the whole irregular domain.
This representation allows the processors to i) perform an eﬃcient search of both
interdomain and intradomain pairs of particles and ii) to reduce data transfers by
exchanging a limited superset of the particles actually involved in interdomain pairs
and particles moving across domains.
The cells are grouped into three sets (internal, frontier and external cells) that
verify the following properties:
1. Every point of the domain is within either an internal or a frontier cell;
2. Internal cells contain only points of the domain at distance greater than the
cutoﬀ distance from the domain boundary;
3. Frontier cells contain all the points of the domain at distance less than or equal
47
4: Parallel Implementation and Scaling
Figure 4.3: Decomposition of a 2D domain in external cells (red), frontier cells (yel-
low) and internal cells (green). The dashed line represents the region within a cutoﬀ
distance from the domain (solid line). The domain frontier has a staircase shape, but
in this figure it is shown as a smooth curve for f simplicity.
to the cutoﬀ distance from the domain boundary;
4. External cells contain only points outside the domain;
5. All external points at distance less than or equal to the cutoﬀ distance from the
domain boundary lie within either an external or a frontier cell.
Figure 4.3 shows an example of such decomposition applied to a simplified two di-
mension domain.
The decomposition into cells helps in handling MD for irregular domains in the
following way. At the beginning of each iteration, each processor searches for the par-
ticles inside its domain that could interact with particles located inside neighboring
domains. Property 3 guarantees that the particles are only contained inside fron-
tier cells. All particles located in the frontier cells are exchanged with neighboring
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Figure 4.4: The geometry of the 12.5µm resolution test case, derived from a CTA
scan of human coronary arteries. The inset shows a detail of the geometry with red
blood cells visible. Note: the red color in the inset is meant simply to highlight the
presence of RBCs and is not an indicator of ESS. The Endothelial Shear Stress (ESS)
is the field derived from the simulations that encodes the atherosclerotic risk map
and is represented as a color map on the arterial walls.
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processors so that only a limited superset of the particles that could interact with
the outer region is transferred. On the receiving side, only the particles that could
interact with the inner region are considered. Given property 5, the received parti-
cles to be retained lie inside either external or frontier cells. After particles involved
in interdomain pairs are exchanged, forces can be computed and particles positions
updated.
Next, RBC migration among processors is handled. All particles are binned in-
side the cells they moved into, and those that left the domain are exchanged with
neighboring processors. Departing particles are found by selecting those that moved
to external cells (property 4) and frontier cells. To discriminate RBCs inside the
frontier cells that moved to other domains, the underlying mesh is used by means of
the membership test previously described. In this way, each processor sends exactly
the particles that left its domain to all neighboring domains. On the receiving side,
incoming particles are selected among the pool of all transferred ones.
The final component of the discussed multiscale methodology involves the fluid-
particle coupling. Each suspended RBC experiences hydrodynamic forces and torques
arising from the fluid macroscopic velocity and vorticity, smeared over a domain made
of 4×4×4 mesh points. This non-local operation requires a communication step such
that each processor owning a given particle exchanges the hydrodynamic quantities
with the surrounding processors. The same type of information is exchanged to build
the forces acting on the fluid and arising from the suspended RBCs.
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4.6 Results
The performance of the Lattice Boltzmann component ofMUPHY on a single core
is in line with other LB kernels highly tuned for the Bluegene/P platform[30]. From
this viewpoint, it should be noted that: i) the algorithm for the update of the LB
populations has an unfavorable ratio between number of floating point operations and
number of memory accesses; ii) unlike other applications which can heavily draw upon
consolidated computational kernels (e.g., matrix operations or FFTs), no optimized
libraries are available to perform the basic LB operations; and iii) it is not possibile
to exploit the SIMD-like operations of the PowerPC 440 processor, since these require
stride-one access whereas the LB method has a “scattered” data access pattern due
to the streaming phase.
We focus on the total runtime for the simulation, as well as on the breakdown
between computation and communication. To this end, a simulation was run at
12.5µm resolution, corresponding to about 1 billion lattice sites for the fluid flow.
All simulations were run over 200 time-steps. The measurements were performed on
the Ju¨lich Bluegene/P with 294, 912 cores, 144 TB of total memory and a theoretical
peak performance of about 1 Petaflops. All runs were made in VN mode.
With a mesh having 1 billion fluid nodes within a bounding box having a total
of almost 300 billion nodes, the reference hematocrit level corresponds to 10 million
RBCs, run on the 72 racks system. More recently, results were obtained utilizing the
same mesh but with 100 and 300 million RBCs on the 40 rack Bluegene/P system
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at Argonne National Laboratory. These results provided a fundamental check of the
reliability of the code at physiologic levels of hematocrit.
The successful completion of the simulations at each number of RBCs proves
the feasibility and robustness of the method up to physiological levels. The joint
usage of linkcell algorithms to compute pairwise interactions together with the linear
method to access the indirect addresses of the mesh for the RBC-fluid exchange of
hydrodynamic forces proved the linearity of the multiscale methodology with the
problem size on the 40 racks installation. Through the combination of the fine mesh
and inclusion of red blood cells, ESS in the patient could be observed over the course
of several hundred time steps as shown in Figure 4.4.
4.6.1 Strong Scaling
This scaling analysis is performed by increasing the number of processors at a
fixed problem size, in an eﬀort to analyze the impact of the number of computational
cores on the total simulation time. In Table 4.1 and Figure 4.5, we show the elapsed
time per time-step, as well as the breakup for the LB and MD components separately.
A few comments are in order. First, the elapsed time decreases significantly with the
number of cores, with a speed-up of 43.5 between the 4, 096- versus 294, 912- core
configurations (see Fig. 4.6), corresponding to a parallel eﬃciency in excess of 60%.
This result is particularly significant given that the average number of mesh points
per computational core becomes pretty low (i.e., ∼ 3, 300) on the full configuration
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of 294, 912 cores. Particularly eﬃcient are the data concerning the LB component,
showing a speed-up of 54.1 and eﬃciency of 75%. Second, note that up to 147, 456
cores the MD and LB sections remain in a fairly satisfactory balance with each other
across the whole range of cores, thereby highlighting the excellent quality of the
workload partitioning. Third, the MD component shows saturation above 147, 456
cores. This is not unexpected, since at this number of cores and with 10 million
RBCs each domain contains an average number of 60 RBCs, a critically small number
regarding the calculations of Gay-Berne forces, the time-consuming MD component.
Below the threshold of 147, 456 cores, the constant ratio between the LB and MD
workloads underscores the good response of the MD component in dealing with a
handful of particles per domain. It is likely that, with a significant increase in the
number of RBCs, the MD component would show a further speed-up up to 294, 912
cores.
Table 4.1: Breakdown of the elapsed runtime
Cores LB MD LB+MD
4,096 0.4761 0.04633 0.5224
16,384 0.1191 0.01610 0.1352
147,456 0.0151 0.00419 0.0193
294,912 0.0088 0.00419 0.0130
To further analyze the parallel performance of this simulation, the breakdown of
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Figure 4.5: Log-log plot of the elapsed time for the LB component (circles), the MD
component (squares) and for the full simulation (diamonds) versus the number of
cores, for the system composed by 1 billion fluid nodes and 10 million RBCs.
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Figure 4.6: Semilog plot of the speed-up for the LB (circles) and MD (squares)
components, for the full simulation (diamonds), and for the ideal regime (dashed
line) versus the number of cores. Data are for the system of 1 billion fluid nodes and
10 million RBCs.
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the communication time across the pool of cores was inspected.
Details of the communication performance were obtained using the MPI Profiler
[82]. The communication times decrease significantly as the number of cores increases,
roughly by 24% when going from 16, 384 to 294, 912 cores. The time for communica-
tion by the master core remains basically the same, with just a minor 5% increase.
Table 4.2 reports the MPI function communication summary, where the Send/Irecv
calls represent by and large the most time-consuming communication routines. The
bandwidth for the (blocking) MPI send corresponds to roughly 27 MB/sec and is
satisfactory in view of the highly non-trivial communication pattern.
Table 4.2: Communication Breakdown for the run with 294, 912 cores.
MPI routine Calls Avg. bytes Time(sec)
MPI Send 10251 1187.7 0.452
MPI Irecv 10302 17148.0 0.016
MPI Waitall 603 0.0 0.222
4.6.2 Hardware Performance Monitoring
Finally, a thorough performance analysis was conducted using the hardware per-
formance monitoring library (HPM) on BlueGene/P. HPM tracks 256 performance
counters that measure events ranging from integer and floating-point operations to
cache and memory accesses. The hardware counters can be set to measure the per-
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formance for either cores 0 and 1 or cores 2 and 3 during a single execution. The
tool reports Flops as a weighted sum of various floating-point operations. More in-
formation is given in [82]. For 72 racks of BlueGene/P in VN mode (294, 912 cores),
64 TeraFlops were measured, as shown in Figure. 4.7. In view of the intrinsic Flop-
limitations of the Lattice Boltzmann algorithm discussed previously, and taking into
account the coupling between LB and MD components, this appears to be a fairly
satisfactory overall performance. Just to convey the flavor of the practical impact of
this application, the above performance corresponds to simulating a full heartbeat at
microsecond resolution in only a few hours time on the 72-rack BlueGene/P system.
4.7 Discussion
Summarizing, presented here is the first large-scale simulation ever of the entire
heart-circulation cardiovascular system, with a realistic representation of the complex
human arterial geometry at the spatial resolution of red-blood cells: from centime-
ters all the way down to microns in a single multiscale simulation. This simulation,
involving one-billion fluid nodes, embedded in a bounding space of three hundred
billion voxels and coupled with the concurrent motion of ten million red-blood cells,
achieves over 60 Teraflops performance on the full 294, 912 BlueGene/P processor
configuration, with a parallel eﬃciency in excess of 60 percent, performing about 100
billion lattice updates per seconds. Using the same arterial system and simulation
parameters it has been possible to elevate the hematocrit level to physiological levels
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Figure 4.7: Aggregate performance (Floating Point Operations Per Second) as a
function of the number of cores.
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of 300 million RBCs.
The above achievement results from the development of several unique features,
in terms of both high-performance computing technology and of physical/computa-
tional modeling, namely i) the solution of the formidable graph-partitioning problem
prompted by the need of evenly distributing the workload associated with the complex
arterial geometry, across as many as 294, 912 BlueGene/P cores; ii) the innovative
communication techniques required to secure a balanced workload between fluid-
dynamics and Molecular Dynamics in geometries of real-life complexity; and iii) the
innovative modeling techniques required to manage the self-consistent fluid-particle
interactions in complex geometries. As to (ii), we are not aware of any previous
implementation dealing with non-ideal geometries.
This work represents major progress in the predictive capabilities of computer
simulation for real-life cardiovascular applications. The scientific and societal impact
of the extensions of such activity cannot be underestimated.
Currently, no combination of computational models, however sophisticated, can
provide a comprehensive and all-embracing description of all complex phenomena
which underlie the dynamical behavior of the entire human cardiovascular system,
including a realistic description of the arterial tissues, wall compliance, RBCs de-
formability, to name but a few. However, this does not prevent the possibility to
gain completely new insights on specific cardiovascular phenomena of major clinical
relevance. For instance, as far as long-term atherogenesis is concerned, neither wall
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compliance, nor RBCs deformability, are credited for playing a lead role. On the
other hand, even in large arteries, the finite extent of the RBCs, is likely to exert a
major eﬀect on the near-wall circulation patterns, hence the local wall shear stress
distribution. This is the kind of eﬀect that the present simulations are expected to
shed new light on, once appropriate hardware resources are available.
This research raises several questions that will be addressed in the following chap-
ters. First, even taking into account all of the aforementioned strategies for eﬃcient
parallelization, the simulation of one heartbeat required the use of 163,840 cores for a
full six hours. This order of time scale is not feasible to enable physicians to leverage
simulations such as this on a regular basis. Furthermore, the inset of Fig. 4.4 shows
the density of red blood cells for physiological values of hematocrit. This level of den-
sity causes the distance between the cells that the plasma moves between to diminish
and cause the fluid model to approach the continuum limit. To address both of these
concerns, focus was shifted to focus purely on the fluid component of the model. In
the follow chapters, methods to optimize the lattice Boltzmann model for the D3Q19
velocity model presented here as well as higher order models that extend the accuracy
of the simulation beyond the continuum limit are presented.
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But not finding it possible that this could be supplied by the juices of the
ingested aliment without the veins on the one hand becoming drained, and
the arteries on the other getting ruptured through the excessive charge of
blood, unless the blood somehow flowed back again from the arteries into the
veins and returned to the right ventricle of the heart. In consequence, I began
privately to consider if it had a movement, as it were a circle.
– William Harvey, De motu cordis [68]
5.1 Motivation
The realization that blood actually circulated through the body was a great break-
through in the history of the study of hemodynamics and as such the massively parallel
application presented in this chapter is named HARVEY after its discoverer, William
Harvey. In Chapter 4, a model of blood flow coupled with the motion of red blood
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cells was introduced and the methods to provide eﬃcient scaling up to 294,912 cores
presented. As discussed, the model presented some challenges such as the length of
time required to simulate just on heartbeat. To address such diﬃculties, the following
chapter focuses on fine-tuning the lattice Boltzmann model to ensure minimization of
the overall time to solution for the fluid model as well as ways to extend the regime
for which it is accurate through the introduction of HARVEY.
Beyond the cardiovascular models, the increasing demand for micron scale sim-
ulations for devices such as those used for microfluidics, furthers the urgency of the
need for models that can accurately model fluid flow beyond the continuum regime,
and for the development of optimization techniques that will enable these models
to achieve strong performance on current and future computer architectures. The
objective of this work is to study the performance impact of improving the accuracy
of a computational fluid dynamics (CFD) model and to identify methods to mitigate
this cost, thus making the simulation of extreme regimes of CFD tractable.
As shown, a multiscale fluid dynamics simulation was developed that allows for
the modeling of flow in complicated geometries from microfluidic devices to patient-
specific arterial geometries obtained from computed tomography (CT) scans [113],
[114]. Initial models have focused on flow in the coronary arteries where the diameters
are on the order of millimeters as shown in Fig. 5.1. In this chapter, the model is
extended such that it can be applied to other domains in fluid dynamics such as the
study of clogging in a microfluidic device. In expanding the use of this application
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to modeling gaseous flows in such devices, the model must be extended to accurately
simulate flows beyond the continuum regime. This will enable us to study situations
in which the traditional model may also fail for liquids, as in the case of modeling the
plasma flow between the particulates in blood.
Figure 5.1: Fluid density in the aorta.
Traditionally, CFD methods for studying flow are based on the Euler or Navier-
Stokes equations. These equations assume that the fluid is being modeled as a contin-
uum; however, at small scales this assumption begins to break down and conventional
CFD approaches become inaccurate [43]. The limit to the regimes accurately cap-
tured by these models are flows with Knudsen numbers (Kn) between 0 and 0.1 [26];
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where Kn = λL with λ being the average distance traveled by a molecule between
collisions (the mean free path), and L the macroscopic length scale within which flow
occurs. Beyond this range, many of the continuum assumptions break down and cor-
rections are necessary as the contributions from higher kinetic moments are no longer
negligible [171].
Figure 5.2: Microfluidic device.
Experiments have shown that the conventional methods may not produce accu-
rate results for rarefied flows [3], [31], [4]. Alternative methods such as the direct
simulation Monte Carlo [43], extensions to Navier-Stokes [140], [4], and use of the
Burnett equations [169], have been investigated to address these situations. Due to
its kinetic nature, the lattice Boltzmann method (LBM) oﬀers a promising alternative
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for simulating flows in which Kn falls outside the [0-0.1] interval. In this chapter, the
focus is on on recent advances to the lattice Boltzmann model (LBM) that extend its
reach to accurately model flows for larger Kn ranges such as those described by Chan,
Yuan and Chen [139]. These higher order methods impact both the communication
bandwidth and computational complexity of the application. The goal of this paper
is to assess the impact of the higher order models on computational performance and
introduce ways to mitigate this cost. The metric of success is defined as minimal wall
clock time in seconds and maximal work units completed per second to enable the
modeling of larger fluid systems in shorter physical time.
The hypothesis is that the use of deep halo ghost cells alongside further enhance-
ments such as optimized data handling and structures, loop reordering and separation,
branch minimization, and communication tuning will enable us to significantly im-
prove the code’s exhibited performance. First experiments are conducted to measure
the eﬀect of the code quality and impacts of singe node optimizations. Second, the
impact that the message aggregation has on the communication performance is evalu-
ated. Finally, experiments that address the challenges associated with scaling such as
communication performance and threading with MPI/OpenMP are presented. Hav-
ing defined the optimization levels, the methodology is validated through tests of
each level on both the IBM Blue Gene/P and IBM Blue Gene/Q architectures. This
analysis not only provides an upper bound of the potential performance metrics for
targeted supercomputing architectures, but also highlights the increasing performance
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restriction on the LBM due to the growing disparity between increases in bandwidth
and flop rate on new architectures.
Significant performance results are presented: 83% of the predicted upper bound
for Blue Gene/P and 79% on Blue Gene/Q. This correlated with a three-fold improve-
ment on Blue Gene/P and almost an eight-fold improvement on Blue Gene/Q due
to the optimizations for the extended models. Furthermore, it is demonstrated that
models of extreme fluid flows through the extended LBM can be eﬃciently simulated
on large-scale supercomputing platforms and that the computational and memory
burdens can be mitigated through careful tuning alongside the use of special features
such as deep ghost cells and hybrid programming models.
5.2 Adaptations to the Lattice Boltzmann Method
As mentioned, the fundamental quantity of the LBM is the particle distribution
function, f(x, t), that describes the likelihood of finding a fictitious fluid particle at
lattice point x, at time step t, moving at the discrete velocity ci. The particles move
only along discretized velocity paths defined by the lattice. The distribution is evolved
according to Eq. (5.1) [144]:
f(x+ ci∆t, t+∆t) = f(x, t)− ω∆t(f(x, t)− f eq(x, t)) (5.1)
There are two key components to the algorithm: collision and advection. The
collision step is calculated through a relaxation towards local equilibrium, as shown
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in the right hand side of Eq. (5.1). In this work, we use the most common collision
operator, the Bhatnagar-Gross-Krook (BGK), which relaxes to equilibrium on a single
time scale [17]. The local equilibrium is defined as a truncated Hermite expansion of
a local Maxwellian with density ρ and speed u [171]. The Navier-Stokes equation is
recovered with a second order expansion:
f eqi = ωiρ
￿
1 +
ξi · u
c2s
+
1
2
￿
(ξi · u)2
(c2s)
2
− u
2
cs
￿￿
(5.2)
Higher-order expansions enable the physical eﬀects beyond the continuum regime
to be modeled. The third order accurate expansion is defined as the D3Q39 discrete
velocity model, given by:
f eqi = ωiρ
￿
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(5.3)
where ω defines the quadrature weight and cs the speed of sound [146]. The added
term in Eq. (5.3) is related to the velocity-dependent viscosity of the fluid. As
discussed in [139], third-order truncation requires a discrete velocity model of sixth
order isotropy as opposed to the fourth order needed for Eq. (5.2).
In this work, we focus on two velocity models. For continuum flow, we use the
common 19-speed cubic D3Q19 lattice connecting each lattice point to its first and
second neighbors [113]. The associated weights and discretized velocities are given in
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Table 5.1: Parameters for the D3Q19 velocity model.
D3Q19 Lattice
c2s ξi ωi Neighbor Order Distance
1/3 (0, 0, 0) 1/3 0 0
1/3 (±1, 0, 0) 1/18 1 1
1/3 (±1,±1, 0) 1/36 2 √2
Table 5.1. To study further regimes, we employ a model using the next-order kinetic
moments, the 39-point Gauss-Hermite quadrature defined in [139]. The associated
weights and discretized velocities are given in Table 5.2.
The advection, or streaming step, involves propagating the fluid particles along
the appropriate velocity trajectories. For the D3Q39 model, as opposed to the D3Q19
that focuses on up to second neighbors, particles can travel to lattice nodes that are
as far away as the fifth nearest neighbor [146]. The velocities describe the 18 first
and second neighbors or 38 first, second, third, fourth, and fifth nearest neighbors
and the 19th and 39th values are for the lattice point itself, these are represented in
the first row of the tables.
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Table 5.2: Parameters for the D3Q39 velocity model.
D3Q39 Lattice
c2s ξi ωi Neighbor Order Distance
2/3 (0, 0, 0) 1/12 0 0
2/3 (±1, 0, 0) 1/12 1 1
2/3 (±1,±1,±1) 1/27 2 √3
2/3 (±2, 0, 0) 2/135 3 2
2/3 (±2,±2, 0) 1/142 4 2√2
2/3 (±3, 0, 0) 1/1620 5 3
5.3 Systems
5.3.1 Platform Overview
The two platforms used in this paper are the IBM Blue Gene/P and IBM Blue
Gene/Q architectures. Both rely on a system-on-a-chip backbone. The Blue Gene/P
has a 32-bit PowerPC 450 processor that runs at 850 MHz. Each node consists of 4
cores capable of executing SIMD instructions when data is 16-byte aligned resulting in
a peak performance of 13.6 GFlop/s. There are 2 GB of memory per node and 1 thread
per processor, allowing up to four threads per node. Point-to-point communication
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between nodes is handled via a 3D torus with a hardware (software) bandwidth per
unidirectional link of 425 (375) MB/s [74].
Blue Gene/Q has a similar modular design but expands the options for threading,
memory access, and speeds. It has a 64-bit PowerPC processor at 1.6 GHz. Each
node consists of 16 cores with 4 potential threads per core. There is a 204.8 GFlop/s
peak performance per node [67]. Memory per node is expanded to 16 GB and there is
support for speculative execution and hardware assist to sleep threads while waiting
for an event [25].
5.3.2 MFlup/s: A Performance Metric for the LBM
In order to determine the methods of optimization, it is first important to assess
the bounds on performance expectations of our model for the platforms of focus.
When analyzing lattice Boltzmann performance, focusing on the flop/s is not the
best metric as this can vary widely based on factors such as the implementation of the
model, compilers, and hardware used. A more meaningful metric is the work done
per unit time. For LBM, this means the number of lattice points updated per second.
A standard measure for this is to measure MFlup/s, or million lattice point updates
per second, which assesses the runtime of a production application depending only on
domain size and number of time steps simulated. Equation 5.4 shows how the peak
number of potential MFlup/s is calculated for a specific simulation. In this case, T (s)
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refers to the execution time for s steps and Nfl defines the number of fluid cells [162].
P [MFlup/s] =
s ·Nfl
T (s) · 106 (5.4)
Based on the specific hardware details of each platform, we can calculate the max-
imum performance attainable of Eq. (5.4) and determine the performance limiting
factors for our model in terms of bandwidth vs. computation. The application per-
formance will either be limited by available memory bandwidth or peak performance.
To calculate the attainable maximum performance P in MFlup/s, we use Wellein
et al.’s model defined with Eq. (5.5) [162], in which B is the number of bytes per
cell transferred to and from main memory and F is the number of floating point
operations per cell.
P =
Bm
B
||Ppeak.
F
(5.5)
In this implementation there are two load operations and one store operation for
every velocity mode. For the D3Q19 model, this results in B = (19+19+19)∗8 = 456
bytes per lattice point while for the D3Q39 model, there are 936 bytes per lattice
point. For the calculation of P in Table 5.3, we use the main store bandwidth measure-
ment for individual compute nodes to obtain the maximum attainable performance.
Inherently, we will see production results below these values as those implementations
span multiple nodes and require point-to-point communication over the torus.
Both systems are capable of performing a maximum of four double precision
floating-point operations (two multiply and two add) per cycle. To get the high
baseline, we assume maximal use of this functionality in this performance model.
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This is clearly an overstatement as the stream function consists primarily of load and
store operations while the collide function has a high number of addition operations.
For the D3Q19 model, our implementation has 178 core floating-point operations and
for the D3Q39 model, it has 190 core floating-point operations. These rates do not
depend on problem size.
The subsequent estimates for maximum achievable performance on these two plat-
forms are shown in Table 5.3, in terms of peak MFlup/s given the main store band-
width of the system and the peak given the flop/s for each processor. The calculated
max MFlup/s are shown with the limiting factor for each system highlighted in red.
Similar to the previous studied architectures, the bandwidth imposes the performance
limit on each system.
5.3.3 Impact of Bandwidth Limitations
The fact that both models for both architectures are bandwidth limited indicates
that the stream function is the limiting function as it consists of the bulk of the
load/store operations in the movement of the particles. While the overall runtime can
be reduced through arithmetic optimization of the collide function, scalability will be
inherently limited by the memory bandwidth and therefore by the stream function.
When extrapolating beyond the single node performance, the data is retrieved via
point-to-point communication on the torus. Assuming all loads and stores occur at
the torus bandwidth provides a lower bound for parallel performance. For D3Q19
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Table 5.3: Table of the maximum MFlup/s attainable on the IBM Blue Gene/P and
IBM Blue Gene/Q systems for both lattices with performance limiters highlighted
in red. In all cases, the code is extremely bandwidth limited. The hardware system
data for the IBM Blue Gene systems comes from [74], [67], and [25].
D3Q19 Lattice
System Bm P(Bm) Ppeak P(Ppeak)
BG/P 13.6 GB/s 29 MFlup/s 13.6 GFlop/s 76.4 MFlup/s
BG/Q 43 GB/s 94 MFlup/s 204.8 GFlop/s 1150 MFlup/s
D3Q39 Lattice
System Bm P(Bm) Ppeak P(Ppeak)
BG/P 13.6 GB/s 14.5 MFlup/s 13.6 GFlop/s 71.5 MFlup/s
BG/Q 43 GB/s 45 MFlup/s 204.8 GFlop/s 1077 MFlup/s
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this falls at 11.1 MFlup/s and 70 MFlup/s for BG/P and BG/Q respectively. As for
D3Q39, the lower bounds are at 5.4 MFlup/s and 34 MFlup/s. Of course this is an
overestimate and a real code will have a mix of various accesses to various cache levels
as well as communication, but this provides a crude view of performance expectations
that is surprisingly useful.
This goal of this analysis is simply to provide insight into the limits of potential
performance tuning and therefore give greater context to the results of the previously
discussed optimizations. The P(Fp) defines the number of MFlup/s that would be
attained at the peak flop rate. The ratio of P(Bm) to P(Fp) provides the upper
bound on potential hardware eﬃciency. For Blue Gene/P, the models have the po-
tential of achieving 38% (D3Q19) and 20% (D3Q39) hardware eﬃciency. While some
applications achieve greater than 60% eﬃciency, most production parallel codes only
leverage at most 10% of the available flop/s. This makes LBM ripe for high eﬃciency
on such platforms. It is worth noting that the oﬀ node memory accesses have a less
steep drop oﬀ in bandwidth, so as the code is highly parallelized, there will be less of
a performance impact.
This model is, of course, over simplified and contains many assumptions, however,
it does provide strong ground for assessing the upper bound of potential performance
on new architectures and targeting optimization eﬀorts. In our case, it is worth noting
that the ghost cell implementation will add computation cycles not accounted for in
the flop/flup ratio.
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5.4 Implementation
In the work presented here, the goal is to assess the direct impacts on the compu-
tational performance due to algorithmic changes necessary to simulate fluid flow at
finite Kn. To this end, all simulations in this work are of a cubic fluid system with
periodic boundary conditions. This assumption allows the analysis to focus on the
impact of the higher order terms and extended neighbors of the lattice instead of being
dominated by boundary conditions. We further limit the study to a three-dimensional
fluid system with one-dimensional domain decomposition. While this could restrict
performance at the large-scaling limit, it again shifts focus to the algorithm and more
specifically enables direct analysis of ghost cell depth impact. As the function of this
code is to serve as the fluid component in a multiphysics coupling of red blood cell
and blood plasma motion, the realistic domain decomposition will be irregular and
rely on neighbor lists. Furthermore, it’s been shown that cubic blocking can lead to
overhead for long thin channels such as the geometries we would expect in artery and
capillary blood flow models [162]. The code discussed in this paper is written in C
and uses MPI and OpenMP for the parallelization.
As mentioned earlier, an LBM simulation consists of alternating steps completing
the streaming and colliding of particle populations. A straightforward implementation
of the method is shown in Fig. 5.3, in which a starting distribution of fluid particles
is initialized, the stream function propagates the particles to adjacent lattice points
and store these values in a temporary distribution function distr adv. The collide
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read i n i t i a l d i s t r
f o r (n< max steps ) {
d i s t r adv=stream ( d i s t r ) ;
LBM Exchange ( ) ;
d i s t r = c o l l i d e ( d i s t r adv ) ;
}
:
Figure 5.3: Naive implementation of the LBM.
function subsequently reads distr adv, determines all resulting collisions, relaxes the
population towards equilibrium, and updates the original array. In this way, it acts
as a general stencil code using information from it’s neighbors to update it’s value
and then pushing it’s data to the neighbors, however, the data accessed in distr adv is
from another phase space.
Ru¨de, Pohl, and Wellein have extensively studied optimal data structures and
cache blocking strategies for the BGK model (c.f. [162], [121], [122]). In this imple-
mentation, the collision optimized layout that they describe as optimal is leveraged.
In order to maximize messaging performance and set the code up for an easy
transition to the use of indirect addressing necessary for irregular domains, the dis-
tribution functions were stored in two dimensional arrays of (NumV elocities, zDim ·
yDim · xDim) allocated in contiguous memory. [113].
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f o r i x < xDim
f o r iy < yDim
f o r i z < zDim {
f o r i s < numVel {
i xa=ix+i cx [ i s ]
i ya=iy+i cy [ i s ]
i z a=i z+i c z [ i s ]
boundary coundit ions ( ) ;
d i s t r adv [ i s ] [ i z a+iya ∗Lz+ixa ∗Lz∗Ly ]
= d i s t r [ i s ] [ i z+iy ∗Lz+ix ∗Lz∗Ly ]
}
}
:
Figure 5.4: Stream pseudocode. The icx, icy, and icz arrays define the velocity
directions, ξi.
Fig. 5.4 shows the details of the stream function. For each lattice point, all
potential velocities are iterated over. The component of the velocity, ξi, is added to
the correlating component of the lattice point coordinates. For example, particles
with velocity (1, 0, 0) at lattice point (0, 0, 0) would stream to position (1, 0, 0). The
resulting distribution of the streaming step is stored in the temporary data structure
of distr adv.
The collide step is outlined in Fig. 5.5. For each lattice point and for each discrete
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f o r i x < xDim
f o r iy < yDim
f o r i z < zDim {
f o r i s < numVel {
c a l c r h o and v e l ( )
BGK=calc BGK op
d i s t r=update ( d i s t r adv ,BGK)
}
}
:
Figure 5.5: Collide pseudocode.
velocity, macroscopic quantities of ρ and u are calculated locally. These values are
then used to determine the relaxation towards equilibrium via the aforementioned
BGK collision operator. Finally, the distribution array is updated. Note that the
collision step relies on information from the neighboring processes stream function
due to the fact that the stream function can result in particles displacing to lattice
points contained on neighboring processors.
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5.5 Optimizations
A precise simulation of fluid flow using either velocity model is demanding and
requires well-optimized and scalable code. In this section, the sequential and parallel
optimizations employed are presented.
5.5.1 Deep Halo Ghost Cells
As the update in the collide function requires data from the distr adv array from
all neighboring processors, this can lead to a communication bottleneck. A commonly
employed tool to alleviate this contention at the boundaries is to add ghost cells or
halo cells. The addition of this ghost layer increases the distribution array size by
one in each direction of domain decomposition. At each time step, the neighboring
processors exchange a copy of their border cells and receive the borders falling in
their own ghost cell regions as shown in Fig. 5.6. Each processor adds an extra row
to its domain of interest, as shown in blue, and populates this ghost cell row with the
border data from its neighboring processor.
The use of an extra row of ghost cells is often found in large-scale models [165],
[162]; however, by stopping at one row, potential for further tuning is being left
unexplored. Kjolstad and Snir discussed implementation methods of the ghost cell
pattern in [76] and suggested the investigation of deep halos as a potential method
to trade oﬀ computation for communication. A deep halo refers to the use of ghost
cell depth greater than one. Deep halos can be leveraged to further oﬀset message
79
5: Fluid Models Beyond Navier-Stokes
  
  
  
  
 
 
 
 
  
  
  
  
       
 
Figure 5.6: 2D example of ghost cells in x-dimension. Each processors receives a row
from its neighboring processor to be used in the stencil calculation.
latency by reducing the number of overall messages used in a simulation. While this
requires extra computation to update the ghost cells, in some cases the benefit from
message reduction and further overlap of communication and computation can make
this advantageous. By increasing the number of ghost cell width by a factor n, the
data exchange can be minimized to only be required every n steps [76].
Note that for the D3Q39 lattice model, a deep halo implementation must be
used simply for correctness. As mentioned previously, this model allows particles to
move to neighboring grid points that are further away within one time step. The
fundamental ghost cell depth must be set to include the number of neighbors that a
particle could move within a time step (k). Discussions of ghost cell depth for the
D3Q39 refer to the multiples of k included. For example, a ghost cell depth of 2
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would include 2k additional cells at each side of a border exchange.
In a later section, the role that deep halo exchanges have on the performance of
both velocity models investigated in this paper is discussed.
5.5.2 Data Handling (DH)
A thorough set of standard optimizations regarding the handing of the data was
employed to improve performance. One of the overarching goals was to reduce the
number of floating point operations in the two most intensive routines: stream() and
collide(). Temporary variables were introduced to remove any redundant computation
and arithmetic division was replaced with the multiplication of the reciprocal due to
the heavy cycle count associated with division operations.
In this case, the largest impact came from optimal cache usage. Loops were re-
structured to both maximize cache reuse and reduce any recalculation. As mentioned
earlier, the discrete velocities of the distribution function, f(i)(zdim ·ydim ·zdim) are
located contiguously in memory. To maximize cache reuse, the loops were reorganized
such that all velocities are iterated over followed by the z-,y- and x- coordinates in
memory order.
This was a moderate impact on performance on the Blue Gene/P architecture,
30%, but a very significant impact of an 75% increase in MFlup/s on Blue Gene/Q.
This is due to the extensive cache hierarchy. In the original implementation, almost
no loads during the collide function hit in the L2 cache while 3% hit in DDR. After
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the DH tuning, there was a .4% increase in L1 d-cache and L1P buﬀer hits and a
1.2% increase in L2 cache hits while DDR dropped to .01%. This resulted in a longer
load latency in the original version. During the stream function, cache hits were now
optimized to fall only in L1 d-cache and the L1P buﬀer. These measurements were
taken with the IBM Hardware Performance Monitor [58].
5.5.3 Compiler Optimizations
The impact that various XL/C compiler optimizations had for this application
compared to the default O3 optimization level were assessed and shown to provide
better loop scheduling and memory usage. It was shown that the most aggressive
optimization level of O5 produced the strongest results while maintaining correct
results, surpassing that of O3. While compilation took longer, the benefit gained was
worthwhile. The most improvement, however, was gained through optimization of the
intra-procedural analysis (IPA). By setting the qipa level to 2, whole-program alias
analysis was enabled including the disambiguation of pointer dereferences and indirect
function calls and whole program data reorganization. This resulted in significant
performance gain while accuracy was maintained.
For the BG/Q implementation, it was found that a lower optimization setting of
O3 produced better results increased the produced MFlup/s by 2.5x. By investigating
generated lst files, we found that the compilers were more successful in automating
loop unrolling and optimizing the floating-point instructions for this architecture.
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5.5.4 Loop Restructuring and Branching Reduction (LoBr)
To further minimize the over all runtime of the application, we restructured the
loops and reduced any branching in the code. With the addition of ghost cells to
the simulations, especially those of deep ghost cell levels, there are several distinct
sections of the domain to be modeled on each processor. In the case of a 1D domain
decomposition, there is the ghost cell region from the previous processor, the local
domain of interest, and the ghost cell region covering data from the next processor.
In the LBM, both the stream and collide functions must iterate through loops that
cover all three regions. We found that by explicitly separating these into diﬀerent
for loop groupings, we were able to better take advantage of the cache and minimize
index calculation.
More improvement was garnered through a branch reduction trick we developed
to swap if statements with for loops. This is outlined in Fig. 5.7. We removed all if
statements from the innermost loop and replaced them with a for-loop that is able to
continue without stalling. The location of where a particle is displaced to determines
which region the new index falls in. For storing data, there is an oﬀset needed to
store ghost cell data. We create an array of these new indices based on the x-index
in the outermost loop. This array is then iterated over for 1, 2, or 3 passes depending
on the number of regions being spanned.
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f o r i x < xDim {
i xa=ix+i cx [ i s ]
count = 0 ;
i f ( xmin< i xa < xmax)
index [ count ] = ( ixa−my xmin+GCS) ∗LyLz
count++
i f ( gc min1< i xa < gc max1 )
index [ count ] = ( ixa−gc min1 ) ∗LyLz
count++
i f ( gc min2< i xa < gc max2 )
index [ count ] = (my Lx−GCS+ixa−gc min2 ) ∗LyLz
count++
f o r iy < yDim {
i ya=iy+i cy [ i s ]
f o r i z < zDim{
i z a=i z+i c z [ i s ]
f o r i s < numVel {
boundary coundit ions ( )
a = i z+iy ∗Lz+(ix−my xmin+GCS) ∗LyLz
f o r ( j j =0; j j < count ; j j++)
d i s t r adv [ i s ] [ i z a+iya ∗Lz+index [ j j ] ] = d i s t r [ i s ] [ a ]
} } } }
:
Figure 5.7: Stream pseudocode with branch optimization.
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5.5.5 Nonblocking Communication
In the naive implementation, blocking communication was used to exchange data
between processors. Instead, this was switched to the use of non-blocking MPI func-
tions. Especially for the non-ghost cell case, there is no opportunity to allow an
overlap of computation and communication as the collide function directly relies on
the results of the stream function from it’s neighbors. The MPI Irecv is posted before
the local stream calculation and the MPI ISend posts at the completion of the local
stream. This results in a small reduction in the communication overhead that will be
shown in the Results section. In the ghost cell implementation, the data can be sent
at the end of the time step and waited on before the next stream function commences.
5.5.6 Separate collide function for collide (GC-C)
When using ghost cells, and especially when using deeper halos, the computa-
tion/communication overload can actually be increased by a much further degree. A
separate function to handle the collision phase of the ghost cell regions was intro-
duced. As the data being sent to the processor’s neighbor is the border region of the
domain of interest on that processor, it can be calculated and sent before the ghost
cell region collisions are computed. By separating out the handling of the ghost cells
and the region of interest, the message latency is hidden by overlapping it with the
ghost cell computation. This is outlined in Fig. 5.8.
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f o r (n < maxsteps ) {
read i n i t i a l d i s t r
f o r ( i < num ve l o c i t i e s ) {
f o r ( z <z dim )
f o r ( y < y dim )
f o r ( x < x dim ) {
i f (n%GCL == 0) {
MPI Send
MPI Waitall
}
d i s t r adv = stream ( )
d i s t r = c o l l i d e ( d i s t r adv )
i f ( (n+1) % GCL ==0) {
MPI Irecv ( d i s t r ) ;
}
d i s t r = g c c o l l i d e ( d i s t r adv ) ;
} } }
:
Figure 5.8: Separate handing of ghost cell collision.
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5.5.7 SIMD Vectorization
Examining the compiler generated code for both BG/P and BG/Q, showed that
the compiler failed to have SIMD double hummer intrinsics leveraged, therefore cut-
ting the potential hardware eﬃciency already in half. To maximize performance, the
code was modified to explicitly generate double hummer intrinsics through direct calls
to instructions like fpmadd. This required enforcing 16-byte alignment and the disjoint
pragma. Alongside the intrinsics, XL/C pragmas were utilized to force loop unrolling
of the innermost loops in the functions [58].
For Blue Gene/Q, several compiler options were attempted as well as hand coding
the intrinsics functions. In this case, there were modifications to the compiler so
this work needed to be re-implemented for BG/Q instead of BG/P. Also, BG/Q
has the expanded ability to handle diﬀerent data alignments than simply the 16-
byte alignment required for BG/P. Specifically in the collide function, quad-word
load, store, and arithmetic operations were able to be used. While more limited,
instructions like fused multiply-add were able to be taken advantage of. Without
moving to vector doubles, we were not able to fully exploit QPX instructions [58].
5.6 Results
To assess the impact of the various optimizations previously discussed, Fig. 5.9
shows the results of progressive tuning of the two velocity models on each hardware
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and their approach to the peak performance rate defined by our performance model.
Performance is presented in terms of the previously discussed quantity, MFlup/s.
For Blue Gene/P, the MFlup/s achieved for D3Q19 is 92% of the peak performance
from our model. The slight discrepancy can be partially accounted for in that the
model is actually targeting single node performance while Fig. 5.9 depicts results
from multi-node runs. This diﬀerence was intentional in order to enable side-by-side
comparison of the single node optimizations with the communication improvements.
It does, however, introduce the previously discussed performance degradation from
use of the torus for communication instead of all on node memory access. The torus
has a lower bandwidth and will reduce the achieved MFlup/s. Moreover, the optimal
runtime was achieved using the ghost cell method, which adds lattice updates not
accounted for in the performance model.
Additionally, the model shows a maximum hardware eﬃciency of 38% and with
these optimizations, we achieve 31% of peak flop/s for the full simulation and 43%
hardware eﬃciency in the compute heavy collide routine. This further confirms that
the optimizations discussed have tuned the code almost to its maximum potential.
For D3Q39, it was slightly lower at 83% of the peak predicted performance value,
likely due to the increased impact of the ghost cell implementation. In this case, 2
extra boundary rows are added around each processor boundary. The additional cost
of these lattice updates are not accounted for and introduce a larger impact on the
overall performance. The optimizations for this level with the largest impact were
88
5: Fluid Models Beyond Navier-Stokes
the compiler settings and the separate collide function for ghost cells. This is likely
due to the extended number of ghost cells providing a more substantial option for
communication/computation overlap. We will investigate impacts on communication
overhead later in this section.
As for Blue Gene/Q, the largest impacts came from the compiler optimizations and
the data handling. The intrinsics provided less of an impact, likely for two reasons.
First, much of the performance gain was already achieved through the compiler and
BG/Q gains a lot of its performance bump from the Quad Processing Extension
(QPX) built-in functions. In the current implementation, we do not use the vector
logical functions, leaving room for potentially further tuning. Optimal use of the
cache and compiler optimizations proved the most fruitful optimizations. The max
issue rate per core rose from 16.19% to 29.52%, meaning that each core is producing
instructions at about 30% of the theoretical limit. This value is a good issue rate
especially considering these results are from 128 nodes using 32 tasks per node with
an unthreaded implementation. As shown in Fig. 5.9, the tuned version of the
code approached the estimated performance maximum. For overall performance of
the D3Q19 and D3Q39 models, we recovered 85% and 79% of the peak predicted
performance. Again, these results are from a multi-node partition, introducing the
degradation from intra-node communication.
Some of the optimizations encapsulated in Fig. 5.9 improved the load balance of
the application and consequently the parallel nature of the application more than the
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(b) Blue Gene/Q Optimization Impacts.
Figure 5.9: MFlup/s achieved with each optimization enhancement on the two plat-
forms in question. The horizontal lines represent the corresponding peak MFlup/s.
In each case, 128 nodes were used.
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performance as measured by MFlup/s of a single processor count. To gain insight
into the impact of the communication tuning, we look at the time spent by the node
spending the minimum, median, and maximum time in communication. This data,
presented in Fig. 7.5, shows the communication balance of simply using non-blocking
communication with solid lines. The blue lines refer to the D3Q19 model and the
red to the D3Q39 model. The sharp slope of both lines indicates the strong load
imbalance as one node spends as little as 4.8 seconds in communication while another
spends 40 seconds almost entirely in MPI Waitall. The dash-dot lines represent the use
of both non-blocking communication and ghost cells. The introduction of the ghost
cells allows the data to be sent at the end of the time step instead of causing the collide
function to wait for the results of the stream function of neighboring processors. While
there is still limited overlap with computation, communication imbalance is reduced.
Finally, the dashed lines show the improvement gained through the introduction of
a separate collide function to calculate the ghost cell data. This function allows
the sends to be posted before the ghost cell calculations. As the receives can be
posted at the beginning of the time step, the latency of the message passing can be
hidden by the time for computing the ghost cells. The communication imbalance is
minimized to ranging from 3-5 seconds for the D3Q19 model for example, posing a
significant improvement to the initial range of 4.8-40 seconds. Simulations conducted
for a greater number of time steps and larger fluid system sizes saw roughly the same
ratio to hold throughout.
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Figure 5.10: Time in seconds spent in communication for the processors that exhibited
the minimum, median and maximum communication time at a range of optimization
levels.
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5.6.1 Deep Halo Ghost Cells
The use of deep halo ghost cells can further reduce message overhead by reducing
the number of messages being sent. A greater number of ghost cells are retained on
each processor, subsequently introducing a small computational cost, but messages
are only exchanged every few time steps. The same amount of data is passed, but the
reduction in number of messages allows for easier masking of the messaging latency. In
order to assess the tradeoﬀ between the communication gains and added computation,
we simulated several diﬀerent fluid system sizes for 300 time steps, enough so that
the messaging tradeoﬀ would have a visible impact on the runtime. For the D3Q19
model, 2048 processors on Blue Gene/P were used. The results given in Fig. 5.11 are
normalized to the runtime for one ghost cell. GC refers to the ghost cell depth. Again,
note that GC=1 for the D3Q39 model actually includes two extra lattice points in
that direction as particles can move up to two points in a single time steps. The
results highlight that at small population counts, the ghost cells have a higher impact
on the surface/volume ratio and lead to typically longer runtimes. It is not until the
larger sizes of 64,000 and 133,000 fluid nodes that a 2-ghost cell deep and 3 ghost cell
deep implementation becomes optimal. The size indicates the size of the dimension
being partitioned across processors. The other dimensions are held constant for the
purpose of this study. For the 133,000 case, the individual nodes ran out of memory
due to the addition of the fourth ghost cell and could not complete the simulation.
For the D3Q39 model, system sizes that fit into memory on BG/P were not large
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Figure 5.11: Results showing optimal ghost cell depth, GC, at a variety of fluid
system sizes. The results for the D3Q19 model were obtained on 2048 processors of
Blue Gene/P while the results for the D3Q39 were from 16 nodes on Blue Gene/Q
run with 16 tasks and 1 thread per node. This diﬀerence was due to diﬀerences in
memory constraints between the two models.
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enough to overcome the added cost of computing an additional 2 lattice points in the
direction of each neighbor for each ghost cell level, so 16 nodes on Blue Gene/Q were
used with 16 tasks each and one thread. Fig. 5.11 shows the results for dimensions
ranging from 16,000 to 200,000.
In both graphs of Fig. 5.11, deep levels of ghost cells are shown to be beneficial at
various fluid sizes and can produce more eﬃcient simulations. For example, with the
D3Q19 model ghost cell=2 for 64k corresponds to a hardware eﬃciency of 27% and
43% eﬃcient in the collide routine, achieving several percent higher than seen with
other fluid sizes.
For both Blue Gene/P and Blue Gene/Q, the number of ghost cells ideal for the
D3Q19 model depends on the ratio of the dimension of the fluid system to the number
of processors. The ideal ratios in Table 5.4 were consistent for both architectures,
however, ratios beyond 66 per node were unable to be tested on either due to memory
constraints. For systems with larger memory footprints, further lower bounds that
require more ghost cells would likely be identified.
On Blue Gene/P, the memory overhead associated with deep halo ghost cells of
the D3Q39 model made it have no performance gain. On Blue Gene/Q, however, the
deeper levels started to have an impact mimicking the results shown for the D3Q19
model. Again, the most eﬃcient level did not simply increase linearly with the ratio
as one might naively expect. Due to on-node memory restrictions, ratios beyond
800:1 were not able to be tested. At higher ratios, it is likely that even deeper ghost
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Table 5.4: Optimal ghost cell depth for fluid size/processor ratios in the D3Q19 lattice
model.
Lattice Points/Proc Ghost Cell Depth
R ≤ 16 1
16 < R ≤ 32 3
32 < R ≤ 66 2
cell depths will be beneficial. At the maximum ratio tested here, the impact of 2 vs.
3 ghost cell layers was negligible.
Table 5.5: Optimal ghost cell depth for fluid size/processor ratios in the D3Q39 lattice
model.
Lattice Points/Proc Ghost Cell Depth
R < 256 1
532 < R ≤ 256 3
680 < R ≤ 532 2
800 < R ≤ 680 2 or 3
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5.6.2 Hybrid Implementation
We finally studied the role that a hybrid implementation could have for a LBM
implementation that leverages a deep halo ghost cells pattern. In previous tuning
studies conducted on Blue Gene/P, flat MPI and MPI/OpenMP programming models
were shown to oﬀer similar performance results for the LBM [165]. We found similar
results as depicted in Fig. 5.12a, however, the hybrid implementation allows us to
both increase the size of the fluid system that can be simulated and reduce the number
of ghost cells because it reduces the number of domains of interest that the problem
is broken into, thus directly reducing the number of ghost cells used. Recall that for
any ghost cell depth n, the number of ghost cells in a simulation is equal to the area
of the cross sections of the number of domains multiplied by 2n.
This tradeoﬀ also provides the ability to model larger fluid systems on smaller
processor counts. For the results presented here, we used the maximum ratio from
the previous studies, fluid dimension of 66 lattice points per processor for the D3Q19
model and 800 lattice points per processor for the D3Q39 model.
The first set of test was conducted on 32 nodes of Blue Gene/P exploring the use
of 1,2,3 and 4 threads compared to results modeling the same fluid system but maxing
out the MPI rank count through use of virtual node mode or four MPI processes per
node. The simulations were run for ghost cell ranges 1-4 with the smallest runtime
at each level being displayed to show maximum performance. Second, 16 nodes on
Blue Gene/Q were used with a range of task and thread combinations shown in Fig.
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5.12b.
As shown in Fig. 5.12, threading improves the performance of both models for
both platforms. The minimal runtime for the D3Q19 model on Blue Gene/P is
approximately the same for the hybrid model with 4-threads or the flat MPI model
run in virtual node mode. This result is consistent with the previous group’s results.
The interesting point here, is that for the D3Q39 model, the hybrid model with 4-
threads with two ghost cells actually outperforms the virtual node mode case. This
improvement is due to the reduction in ghost cell overhead as the number of border
cells is decreased. There is a much bigger impact on the D3Q39 model as it not only
requires more memory bandwidth for the extended velocities but also has to take into
account the two-speed nature of the model, resulting in twice as much overhead as
seen in the D3Q19 model. In regards to Blue Gene/Q, the naive expectation was
that the optimal setup would have at least one task per processor and between one
and four threads per task. Due to the aforementioned benefit of ghost cell reduction
through the shared memory optimization, the optimal pairing of tasks and threads
for the higher order model is actually four tasks per node with 16 threads assigned,
as shown in Fig. 5.12b. This optimal pairing was true for both models.
5.7 Discussion
Modeling fluid flows beyond the Navier-Stokes regime has been a long posed chal-
lenge. With the extension of the LBM to the D3Q39 discrete velocity model, flows
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Figure 5.12: Impact of threading on both velocity model’s performance. In each case
here, the time of the minimal ghost cell implementation is shown.
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at finite Kn are able to be accurately modeled and higher order kinetic moments
recovered [171], allowing the accurate modeling of nanoscale flows such at those in
the micro-vasculature or MEMS.
This extended model, however, introduces new computational challenges over pre-
viously studied LBM implementations. In this paper, the performance impact of the
extension and methods to reduce this impact were explored. By maximizing data
handling and streamlining the computation, results were produced demonstrating
92% and 83% of the predicted upper bound on performance on Blue Gene/P for the
two models, consistent with the 30% demonstrated hardware eﬃciency for D3Q19
and 21% of peak for D3Q39. For Blue Gene/Q, the production results were at 85%
and 79% of the predicted performance maximums, confirming strong correlation with
the simple performance projection. An overall 3× improvement for Blue Gene/P and
7.5× improvement on Blue Gene/Q were exhibited.
It was shown that for both models, deeper levels of ghost cells proved beneficial
as they minimized the overall number of messages being sent. The performance
gain from deep level ghost cells, actually made the D3Q39 model with 4 threads
outperform the single ghost cell implementation maxing out flat-MPI ranks on Blue
Gene/P. Similarly, on Blue Gene/Q, the use of deep level ghost cells alongside the
hybrid programming model produced eﬃcient simulations of the extreme condition
fluid flows. It was found that using a high level of threading per node resulted in
maximal performance due to the ideal ratio of minimized communication due to ghost
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cell use and minimized added ghost cell overhead due to threading.
Finally, it was demonstrated that the extended models are highly bandwidth lim-
ited, which poses limitations to the potential hardware eﬃciency when there is a
greater imbalance between bandwidth and floating point capabilities. While signif-
icant runtime reduction is achieved on the Blue Gene/Q architecture, investigation
into methods to alter the algorithm as to reduce the memory accesses per lattice
update could increase the potential hardware eﬃciency on such systems. The simu-
lations of fluid at extreme conditions present a real world example of an application
where focus needs to be on memory bandwidth improvement over increased flop rate.
While the work presented in this paper oﬀers demonstrated performance nearing the
upper bound predicted for this platform, it simultaneously highlights the need for
more methods to bridge the gap between bandwidth and floating-point performance
limitations.
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vivo Measurements
One concrete example is better than a mountain of prose.
– Freeman Dyson, Scientific American [111]
In this chapter, the results of the proposed blood flow simulation are evaluated and
compared to in vivo measurements. The objective of this chapter is to assess the
accuracy of the calculation of the pressure gradient through a moderate thoracic
aortic co-arctation model. The focus is shifted to the pressure gradient in the aorta
due to its ease of measurement. This quantity is a strong candidate for evaluating
simulation as opposed to the aforementioned ESS that cannot currently be measured
in vivo [80].
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6.1 Motivation
The disease in question in this chapter is another CVD called the co-arctation of
the aorta (CoA). CoA can pose a significant problem as the narrowing of the aorta
can inhibit blood flow through the artery. CoA accounts for 8%-11% of congenital
heart defects, aﬀecting tens of thousands of patients annually in the western world
[81]. While preventative actions such as balloon angioplasty or stent implantation
can reduce the burden the heart by alleviating the pressure gradient [127], long-term
results still reveal a decreased life expectancy associated with the disease. Studies
have indicated that biomechanical properties could be a contributing factor ([81],
[107]). The objective of personalized computer simulations of patients suﬀering from
CoA is to further the understanding of hemodynamic flow patterns under both resting
and exercised states to allow for a better understanding of likely sources of morbidity
and an assessment of potential treatment outcomes [81].
Currently, surgical intervention is sought if the peak-to-peak systolic pressure
gradient across the co-arcted vessel is measured at greater than 20 mmHg. This level
was shown to be the cutoﬀ for best results by physician intervention that incurred
the least risk for the need of additional procedures [134]. This pressure gradient is
not only determined by the size of the narrowing but also factors such as the flow
rate of the fluid and the size, number, and placement of collateral vessels [127]. The
physiological state of the patient can also contribute to an increase in the pressure
gradient if, e.g., the patient is in an exercised state due to the associated elevation
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in heart rate. When the patient is at rest, clinicians can easily measure the pressure
gradient; however, this measurement is diﬃcult to obtain under exercise conditions.
This diﬃculty causes simulation to play a key role in determining the pressure gradient
non-invasively.
In this chapter, the accuracy of the aforementioned HARVEY application is eval-
uated through comparison of measured patient data to the result of data informed
simulation. In this case, the measurements from several medical imaging modalities
are used to prescribe parameters like blood viscosity and inflow rates in order to get
an estimate of the pressure gradient across the co-arcted aorta. The simulation of
blood flow in the patient specific data involves the following five steps:
1. Acquisition of medical imaging data
2. Image segmentation to identify vessel geometry
3. Grid initialization
4. Flow simulation
5. Data analysis and simulation
The methods to obtain the medical imaging data, process it, and impose a regular
grid and model the fluid flow using parameters provided from patient data will be
discussed. Furthermore, a technique is introduced to use a patient specific inflow
waveform to produce realistic pulsatile flow that upholds the measured flow distribu-
tion via velocity-imposed boundary conditions at the inlets and outlets. Finally, the
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convergence of the pressure gradient is assessed alongside the overall accuracy of the
simulation.
6.2 Geometry Data Acquisition and Segmentation
The patient data used in this chapter was provided by the STACOM CFD Chal-
lenge for the simulation of hemodynamics in a patient-specific aorta co-arctation
model [127] and was discussed in detail in [81]. Gadolinium-enhanced MR angiogra-
phy (MRA) was performed on the participant using a 1.5-T GE Sigma MRI scanner
(GE Medical Systems, Milwaukee, WI). The participant was in the supine position
and instructed to hold their breath during the acquisition period that lasted approx-
imately 20s. Simvascular software [21] was used to extract a 3D volumetric repre-
sentation of the ascending aorta, arch, descending aorta, and upper branch vessels as
shown in Fig. 6.1. MeshSim (Simmetrix, Clifton Park, NY) was used to generate a
mesh file of the segmented MRA data. More details can be found in [83].
6.3 Initializing the Regular Simulation Grid
As discussed in Chapter ch:methodology, the LBM relies on a regular Cartesian
grid being applied across the vessel geometry. The computational fluid dynamics
equations are then solved at each grid point allowing the hydrodynamics properties
to be deduced. To guarantee a proper initialization of the simulation grid, it is
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Figure 6.1: Patient specific aortic geometry acquired from the segmentation of MRA
data. The specific vessels contained in the geometry are labeled.
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required the patient’s triangulated vessel geometry to be a closed, 2-manifold with
no overlaps of interior volume. The process starts by computing the axis-aligned
bounding box (AABB) of the input geometry oﬀset by ε (I use ε = 1.8ci∆t) on each
side, then discretize the box’s volume into a regular grid of targeted resolution. Note
that ε is chosen to be slightly bigger than the length of the diagonal of a regular
grid cube (ε >
√
3ci∆t). With this choice, it can be guaranteed that every interior
grid point has a neighbor not only in any 6-neighborhood but in any diagonal grid
direction also.
Next, each grid point is classified to either be inside or outside of the given vessel
geometry. Note that it would be prohibitively slow to run an inside-outside test for
each individual grid point. The grid points falling inside the union of all sphere-sIpt
triangles (the volume of a sphere-sIpt triangle is given by the union of all spheres of
radius ε with centers on the triangle) and then “fill in” the inside-outside classification
for all remaining grid points. More specifically, the method calls for the iteration over
all vessel triangles: for each triangle, the computation of the grid points that overlap
with its AABB oﬀset by ε and then the validation against its sphere-sIot bounding
volume. For the remaining grid points, the closest point on the triangle and – if the
point hasn’t been initialized yet or the current point is closer to the vessel geometry
than the previously initialized one – is computed and the method will classify it as
either inside or outside using the angle Iighted pseudo normal approach by Bærentzen
and Aanæs [8]. Note that [8] guarantees a correct inside-outside classification for
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points with respect to non-convex geometries provided that I know their closest points
on the mesh. After a run through all triangles, I can guarantee to find the correct
closest points for all grid points falling in the union of the sphere-sIpt triangles, hence,
to correctly classify them using [8]. By using a radius of ε to setup the triangles, the
method further guarantees the correct initialization of at least two inside grid points
in any 6-neighborhood and diagonal grid direction within a distance ε of the vessel’s
boundary. Finally, the algorithm proceeds by looping over the three grid indices (that
are monotonously decreasing or increasing in their respective dimension) to “fill in”
the remaining grid points and classifying all grid points as inside if the loop index of
the most inner loop has crossed the grid boundary an odd number of times.
This classification is then refined into wall, inlet, and outlet points by using the
grid point’s 6-neighborhood (if at least one of its six neighbors are classified as outside,
there is a wall point) together with proximity information to inlet or outlet triangles.
The remaining grid points are either “fluid” nodes (inside the wall), or “dead” (outside
and not considered).
6.4 HARVEY
As mentioned, the LBM has proven to be a strong alternative to simulations
derived from the Navier-Stokes equation of continuum mechanics and in this work,
the developed LBM application, HARVEY, is used to assess the pressure and flow
conditions in the aorta. A key advantage of the LBM is that macroscopic quantities
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such as density are moments of the distribution function. This means that they can
be calculated based on its summation and therefore are available entirely locally. In
the study of CoA, the fluid pressure is particularly important. Pressure can be easily
recovered through the ideal gas relation: P = c2sρ. This means that the value is
available locally which is particularly advantageous as this means they do not require
solving an expensive Poisson problem as in other CFD methods [100].
6.4.1 Boundary Conditions
Rigid walls are assumed throughout the coarse of the simulation and a no-slip
boundary condition is imposed at the wall through the use of a full bounce-back
method described in Chapter 2. The inflow and outflow boundary conditions are set
by measured patient specific quantities obtained via a cardiac-gated, 2D, respiratory
compensated, phase-contrast (PC) cine sequence with through-plane velocity encod-
ing. Each scan lasted approximately 3 min while the subject breathed freely [127].
In this model, there is one inlet for the aorta and multiple outlets for each of the col-
lateral vessels. The imposition of the boundary conditions is based on the knowledge
of local flow profiles as provided by the measured patient-specific data.
Fig. 6.2 shows the result of the measurements of the ascending aortic flow with
the red circles. In order to enable continuous flow throughout the heartbeat in the
CFD simulation, the sum of sine functions was fit to the data, shown in Eq. 6.1,
to determine the equation of the pulse. The fit procedure was performed in MatLab
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Figure 6.2: Fit to blood flow information acquired with PC-MRI. This fit is used for
the simulation of only one cardiac cycle. A more complex and periodic fit would be
leveraged when modeling multiple heartbeats.
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Table 6.1: Coeﬃcients for Eq. 6.1 with a 95% confidence bound.
Coeﬃcent Value
a1 0.6639
b1 0.211
c1 2.961
a2 0.08709
b2 16.75
c2 -0.5791
a3 0.1042
b3 11.88
c3 -1.129
using a non-linear least squares method and a trust region algorithm. The associated
coeﬃcients with a 95% confidence bound are shown in Table 6.1. Using a Pearson
correlation, there was a statistically significant agreement between the phase contrast
data and the equation derived velocity values (R = 0.981, p < 7x10−15).
u(x) = a1 · sin(b1 · x+ c1) + a2 · sin(b2 · x+ c2) + a3 · sin(b3 · x+ c3) (6.1)
A straightforward method of imposing a plug flow profile based on the flow rates
above is employed. Any node defined as an inlet node has its velocity set based
on the time point in the simulation ensuring proper pulsatile flow that matches the
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Table 6.2: Percent of the inlet flow that is routed through each branch.
Location QIA QLCCA QLSA QDAo
% Ascending Aortic Flow 25.6 11.3 4.26 58.8
measured data.
For the outlet condition, additional PC-MRI planes were defined to obtain flow
rates at the upper branch vessels and descending aorta. Table 6.2 shows these flow
rates as a percentage of the aortic flow. QLCCA denotes the flow through the left
common carotid artery, the QLSA is the left subclavian artery, and the QDAo is the
flow through the descending aorta. QIA refers to the flow through the innominate
artery. In order to determine flow going through the right subclavian and right
common carotid outlet faces, the physiological condition is assumed that the pressure
drop in each vessel is driven by the oxygen request from the tissues nourished by the
vessel as in the empirical procedure described in ([100]). To this end, the flow splitting
conditions of φ1/φ2 = S1/S2 in which φ1 and φ2 are employed to denote the outgoing
flow rates and S1 and S2 the corresponding sectional areas. Coupling the incoming
flow rate with the known flow splitting at each bifurcation asserts consistent outflow
conditions. For the rest of the vessels, the measured outflow rates are imposed.
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6.4.2 Memory Requirements
As previously discussed, the HARVEY simulation package is designed to handle
complex geometries and to run large-scale simulations on high performance hardware
resources. It has been developed from the ground up with parallel eﬃciency in mind
to enable high-resolution runs. The mesh is Cartesian which enables straightforward
data handling. It is written in C and uses MPI as the communication library. This
code takes advantage of optimizations such as a) hand loop unrolling b) Single In-
struction, Multiple Data (SIMD) intrinsics c) removal of redundant operations d)
non-blocking communication discussed in Chapter 5 [115].
The domain is split such that each processor handles a set division of the Cartesian
mesh. In HARVEY a double buﬀer approach is used in which a starting distribution
of fluid particles is initialized for each lattice point. The advection step propagates
the particles to adjacent lattice points and stores these values in a temporary dis-
tribution function. This is the data exchanged with the neighboring processors, and
subsequently used for the collision step. The result of the collision step is then used
to update the local portion of the original array containing the distribution function
for each lattice point. In this manner, HARVEY acts as a typical stencil code that
draws information from its neighbors, updates its local value, and pushes this data
to the neighbors, however, the data accessed in the temporary data structure is from
another phase space as well as from another lattice location.
This double buﬀer approach further increases the already large memory demand of
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the simulation. In the case of this data set when simulated at a 200-micron resolution,
there are 64,435 fluid voxels in a bounding box of 11,254,320 voxels. For each lattice
point, there are two buﬀers that make up the bulk of the memory requirements.
These buﬀers store the density data for each discrete velocity at each lattice point
as a floating-point number. For a 200-micron resolution simulation, this requires at
least three gigabytes of memory. While some commodity desktops may now be able
to meet the memory needs for 200 microns, this becomes increasingly diﬃcult at finer
resolutions. For a 20-micron simulation, 3 terabytes of data are necessary. This is
beyond the capabilities of traditional computers and requires the use of large-scale
platforms such as the IBM Blue Gene/Q described in a following section, especially
when simulating full heartbeats.
The second issue is the runtime for the simulation to complete. At high resolutions,
the LBM requires rather small time steps on the order of 10−6 seconds resulting in
the need for 700,000 time steps to complete one heartbeat. The computation of the
solution of the LBM equations for each lattice point in a serial manner can take
from hours to days at these resolutions. In order to drastically decrease the time to
solution, a parallel implementation that allows us to simulate the full cardiac cycle
in minutes is leveraged.
For the work in this challenge, the IBM Blue Gene/Q architecture was relied on.
Similar to previous Blue Gene systems, it is built on a system-on-a-chip backbone and
has expanded options for threading and memory access. The Blue Gene/Q system has
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a 64-bit PowerPC processor operating at a 1.6 GHz frequency. Each node consists of
16 cores with 4 potential threads per core. There are capabilities for a 4-wide double
precision FPU SIMD resulting in a 204.8 GFlop/s peak performance per node [67].
Memory per node is expanded to 16 gigabytes. In this work, 256 cores on 16 nodes
of Blue Gene/Q are used for the simulations.
The velocity distribution at 0.14 seconds is shown in Fig. 6.3 for 100 − micron
resolution simulation. The velocity is shown to vary between 0.0013m/s and 0.3m/s.
Regions subject to lower velocity fields occur at points of curvature in the wall whereas
the highest fluid exhibiting the highest velocity is at the center of the arteries. As the
region in the aorta subject to the narrowing, the velocity is shown to decrease above
and below the co-arcted segment.
6.5 Results
The distribution function, f , at each lattice point is saved at a set time interval
during the simulation allowing for post processing of the data to determine relevant
macroscopic properties. It is during the post processing stage that the data is shifted
from lattice units to SI units to allow for analysis of factor like fluid velocity, density,
and pressure gradients. Only a subsample of time points are recorded and used for
visualization and analysis. In this case, checkpoints are invoked every 20000 time
steps. Paraview from Kitware is used to view the results [70].
To a fair approximation, the eﬀect of non-Newtonian behavior of blood in the
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Figure 6.3: Mapping showing the velocity distribution at .14 seconds in a 100 micron
resolution simulation.
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Figure 6.4: Location of the proximal and distal planes to the co-arctation site for
reporting the pressure gradients [127].
aorta is negligible, and so Newtonian behavior of the blood is assumed. The physical
density is set at .001 g/mm3 and the dynamic viscosity is .004 gr/mm/s.
The mean pressure gradient between the upper and lower body is determined by
taking the diﬀerence of the average pressure of the fluid in the plane at the proximal
and distal locations as shown in Fig. 6.4 [46]. The results of simulations at three
diﬀerent resolutions are provided in Table 6.3. The pressure proximal to the co-
arctation is measured at 113.1 mmHg (systolic) and 62.3 mmHg (diastolic), which
correspond well to the measured values of 115 mmHg and 65 mmHg respectively.
Table 6.4 shows the simulation results for the peak and mean pressure diﬀerences
as well as the flow splits and pressure in the AAo at a 20µm resolution.
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Table 6.3: Mean pressure gradient at diﬀerent mesh resolutions.
Resolution Pressure Gradient at Diastole Pressure Gradient at Systole
200µm 10.1 mmHg 12.2 mmHg
100µm 8.7 mmHg 10.9 mmHg
50µm 8.1 mmHg 10.4mmHg
20µm 8.2 mmHg 10.3 mmHg
Table 6.4: Full Results at 20µm resolution.
Peak pressure diﬀerence between Plane 1 and Plane 2 10.6 mmHg
Mean pressure diﬀerence between Plane 1 and Plane 2 9.2 mmHg
Flow splits in supra-aortic and DAo 40% and 60%
Pressure in AAo(Systolic/Diastolic) 10.3mmHg/8.2mmHg
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6.6 Discussion
In this chapter, simulating blood flow in a patient specific geometry and estimating
the pressure gradient in the aorta assess the accuracy of the method developed in prior
sections. The system imposes a regular grid on the vessel geometry derived from the
segmentation of MRA data and uses HARVEY, a lattice Boltzmann application, to
model the blood flow through the arteries and to derive the fluid pressure gradients.
Simulations were undertaken to model the resting clinical blood pressure gradi-
ents. The results demonstrate an 8.2 mmHg pressure diﬀerential at diastole and 10.3
mmHg at systole. The average pressure diﬀerence across the entire cardiac cycle was
estimated to be 9.2mmHg. The measured value was 12mmHg giving an error of
2.8mmHg. This result improved on the simulations of previous CFD studies that
used a finite element method to solve the Navier-Stokes equations and took into ac-
count wall elasticity [81]. This previous work exhibited an error of 5mmHg and a
mean pressure gradient estimation of 7mmHg. Furthermore, the results obtained by
HARVEY were found to achieve the smallest error in regard to the average pressure
gradient of any submission to the 2012 STACOM Computational Fluid Dynamics
Challenge.
The results demonstrate the applicability of informing HARVEY with clinical
imaging data to accurately assess the pressure gradient and hemodynamics quantities
associated blood flow through a co-arcted aorta. Such a model can provide insight
into the underlying mechanisms of the disease and steer potential treatment options.
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the Lattice Boltzmann Method
Prediction is very diﬃcult, especially about the future.
– Niels Bohr [40]
7.1 Motivation
Computational fluid dynamic (CFD) simulations of biological flows provide physi-
cians the ability to identify regions of the circulatory system that are at risk for the
development and progression of heart disease and have helped yield deep insights
into the underlying mechanisms that experimental measurements alone could not
have achieved (e.g. [99], [78], [149], [150], [160]). The disease trajectories that can
be modeled, however, have been limited by the rate at which these simulations can
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be performed. A significant challenge is to capture, in silico, functionally important
biological events that typically occur on the timescales of anywhere from seconds to
decades. It is important to not only understand the flow patterns over the coarse of
one heartbeat, but in many instances the quantity of interest is the wall shear stress
or fluid pressure across heartbeats. Furthermore, the target for these applications is
to mode time domains that capture events such as plaque accumulation in the arte-
rial wall. In such instances, simulations of weeks to years worth of simulated time
would be required. Such long timescale simulations actually pose an arguably larger
problem than modeling larger fluid systems for more moderate timescales. To model
larger fluid systems, one can leverage the great array of prior art and exploitation
of spatial parallelism that is not available when extending a simulation in time (c.f.
[63], [113], [64], [30], [79], [165], [121]).
For many fluid simulations, the parallel eﬃciency saturates as soon as the size
of the fluid domain drops below a certain limit. In these cases, the speedup gained
from spatial decomposition will inevitably reach a plateau for a fixed problem size:
increasing the spatial discretization will lead to saturation of parallel speedup when
the number of lattice points per core becomes too small. After this point, any addi-
tional cores no longer improve the overall time to solution. Moreover, it is becoming
more common that large simulations need to be completed on a short time scale in
order to make a significant impact on scientific outcomes, making the wall-clock time
a crucial component. If suﬃcient computational resources are available, decomposing
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the problem in the time domain as well can assist in overcoming this strong scaling
limit and significantly reduce the wall clock time. In this chapter, an eﬃcient method
for time parallelization of the lattice Boltzmann method is presented.
The focus will be on the parareal algorithm first introduced by Lions et al. [85],
which consists of a coarse iterator calculated serially to initialize data at discrete time
steps that is used as the input for a fine grid iterator that runs in parallel. The coarse
solver is based on a larger time step and typically a coarser space discretization.
Iterative refinement enables the compute-intensive fine iterator to be handled by the
temporal parallelization. This method can be viewed as a predictor-corrector scheme
in which the coarse solver is used to predict initial values for the full time range
and these initial guesses are iteratively refined through application of the fine solver,
with the refinement (correction step) completed in parallel. The algorithm consists
of a series of these iterations completing when the results have converged within
a certain tolerance and is advantageous only if convergence happens faster than it
would have taken for the fine iterator to simply run serially. The parareal algorithm
has been shown to be eﬀective in a variety of fluid dynamics applications including
the development of turbulent flow [50], [129], [128], [136]. Here a method to enable
parallel-in-time simulation of the LBM for modeling fluid dynamics is introduced
using a multigrid approach to define the coarse and fine iterators. This method
therefore reduces the real time duration of simulations and lengthens the bound on
time trajectories that can be modeled.
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To gain further performance advantage, temporal decomposition is coupled with
spatial decomposition and in this chapter is presented initial performance and error
analysis results from introducing a novel space-time parallelism to the computational
hemodynamics application, HARVEY [115]. The relationships between spatial and
temporal domain decomposition that can lead to highly eﬃcient models capable of
taking advantage of next generation supercomputers are described. An adaptation of
the parareal algorithm first introduced by Lions et al., which combines independent
coarse and fine resolutions in time to reduce the wall clock time of real time problems
will be focused on [85]. The fine representation is more computationally expensive
and is run in parallel on multiple time intervals to refine the result of that individual
interval. The result for the coarse resolution is calculated serially and used to initialize
the fine representation, which is in turn calculated in parallel. The coupling of the
two iterators provides a predictor-corrector scheme that iteratively refines the initial
values to the fine solver and completes the refinement (correction step) in parallel.
The algorithm consists of a series of these iterations that reach completion when the
results converge within a set tolerance. It is worth noting that this scheme is only
advantageous when convergence occurs faster than a serial run of the fine iterator
would take [50].
Introducing a space-time parallel scheme into a lattice Boltzmann code such as
HARVEY is not straightforward and requires computational and algorithmic devel-
opments to address challenges related to the accuracy, scalability, and stability of
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coupling these two fluid representations. A main contribution in this chapter is the
development of a multi-level space-time coupling (MSTC) that enforces a hierarchi-
cal decomposition of the default communicator and allows seamless communication
between the spatial and temporal decompositions.
This chapter is organized as follows: in Section 7.5 the general formulation of the
parareal algorithm is given. The definition of the coarse and fine iterators and neces-
sary coupling mechanism is presented in Section 7.6, where there is also a discussion
of techniques for conserving macroscopic quantities like viscosity across the refine-
ment levels, and the expected performance model. This is followed with a discussion
of the method for extending the model to include spatial decomposition as well as
temporal.
In Section 7.9, the results of LBM with temporal parallelization are presented,
showing that up to a 32× increase in speed can be achieved for a model system
consisting of a cylinder with conditions for laminar flow. Finally, the first space-
time parallel simulation of cardiovascular flows in realistic human arterial geometries
derived from clinical imaging data is presented. The ability of our method to not
only eﬃciently produces accurate results, but to recover time-dependent phenomena
like the flow rate imposed by a heartbeat is demonstrated. Finally it is proven that
space-time parallelization can help applications make better use of the large core
counts available on next generation systems and overcome the intrinsic strong scaling
limit to achieve a shorter time to solution than obtained with spatial parallelization
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alone.
7.2 Related Work
Parallel-in-time methods have been investigated as ways to go beyond the strong-
scaling limit of many applications. If the hardware is available, the combination
of a coarse and fine solver can converge and enable a shorter time to solution for
models of interest. The parareal algorithm was first proposed in 2001 [85] and so-
lidified in the predictor-corrector format shortly after (e.g. [10], [9]). It converges
with the same accuracy as would be achieved with the expensive or fine iterator.
Recently, alternate parallel-in-time methods have been propose such as the parallel
implicit time-integration algorithms (PITA) in which parallelizes the time-loop of a
time-dependent PDE solver without impacting the serial compo (c.f. [44],[45]). Other
studies use intertwining the iterations of parareal with the spectral deferred correc-
tions, the Parallel Full Approximation Scheme in Space and Time (PFASST) ([102],
[56]). Speck et al. demonstrated a speedup of 8× in addition to the spatial speedup
on up to 294,912 cores [141].
In this chapter, the focus is on adapting the parareal algorithm to enable space-
time parallel simulation of computational fluid dynamics (CFD). Previous work has
shown the potential for such algorithms in CFD applications like in recovering time
dependent behavior such as the development of turbulent flow [128], however, most
of the literature emphasizes the algorithmic aspects of the time-parallel schemes and
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there are only a few examples of studies into the eﬃciency of space-time coupling.
There has been some research into the use of the parareal algorithm combined with
spatial decomposition for a Navier-Stokes solver on up to 2,048 cores modeling flow
passed a cylinder [50], but there are no studies that we are aware of investigating the
coupling of spatial and temporal parallelism at larger scales for CFD for complex flow
in a real 3 dimensional problem.
7.3 Spatial Scaling Limit of the Lattice Boltzmann
Method
While the LBM has been shown to scale with high eﬃciency up to 294,912 cores
[113], there is a limit to the strong scaling potential when using only spatial decom-
position. As more cores are used, fewer and fewer fluid nodes are allocated per code.
As this ratio diminishes, the cost of the internode communication starts to overwhelm
the runtime and reduce the scaling eﬃciency. In this work, an even spatial decom-
position was employed in which the bounding box of the fluid was broken up into
small cubes of equal sizes by evenly splitting each dimension. Fig. 7.1 shows the
speedup achieved on up to 32,768 cores of the IBM Blue Gene/P supercomputer at
Argonne National Laboratory. The blue line indicates the strong speed up for a large
fluid system consisting of 500 million fluid nodes. The green line shows the result
for a medium sized system of 100 million fluid nodes and the red line denotes a small
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system of 10 million fluid nodes. As shown, for fixed-size fluid systems, beyond a
certain point, adding more cores can actually slow down the simulation. As the num-
ber of fluid nodes per core drops below 5000, the time spent in communication starts
to overwhelm the computation resulting in lower overall speedup. Fig. 7.2 highlights
this drop oﬀ showing a decrease in parallel eﬃciency for three diﬀerent LBM codes.
All of the scaling studies were completed on IBM Blue Gene/P supercomputers. The
data for the second two applications were obtained from [113] and [30] respectively.
While the second two codes included red blood cell modeling as well as the CFD
component, all three demonstrate the same overall decline in eﬃciency corresponding
to the number of fluid nodes per core. This is the intrinsic spatial scaling limit and
will serve as the baseline for our parallel space-time simulations.
7.4 Parameters
The following parameters are used to setup the coarse-grained and fine-grained
solvers for applying the parareal algorithm to the LBM.
T = overall time to be simulated
C = (ν/νo) where ν is the viscosity of the fluid in dimensionless lattice Boltzmann
units and νo is the viscosity in terms of physical units (m2/s).
γG = cost of coarse iterator
γF = cost of fine iterator
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Figure 7.1: Speedup of LBM simulations using HARVEY for a range of fluid system
sizes on up to 32,768 cores of the IBM Blue Gene/P supercomputer.
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Figure 7.2: Parallel eﬃciency in terms of cores per fluid node for three diﬀerent lattice
Boltzmann codes. HARVEY is the application presented here. The other two codes
include red blood models and the scaling studies were also completed on IBM Blue
Gene/P supercomputers (c.f. [113], [30]).
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lx = length in x-dimension of fluid system
ly = length in y-dimension of fluid system
lz = length in z-dimension of fluid system
dxc = coarse grid size
dxf = fine grid size
dtc = time step for coarse iterator
dtf = time step for fine iterator
tsc = number of time steps to complete coarse iterator
tsf = number of time steps to complete fine iterator
τ = wall clock time to simulate flow for one time step at one grid point
numC = number of grid points in coarse grid
numF = number of grid points in fine grid
7.5 Parareal algorithm
Lions, Maday, and Turinici (LMT) [85] first proposed the parareal algorithm as
a method to decompose an ODE solver in the time domain. The method enables
more eﬀective utilization of high performance parallel systems by numerically solving
a time dependent system in a shorter overall wall-clock time [15]. Temporal decom-
position is achieved through a predictor-corrector scheme consisting of a prediction
step, denoted by G, that provides a coarse approximation and a correction step, de-
noted by F, that contributes a more accurate but more computationally expensive
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solution. This method alternates between the serial update of initial conditions with
G followed by the parallel application of F until the corrected values converge within
a predetermined tolerance, ε. By computing F in parallel, a shorter overall runtime
is obtained [10]. Inherent to the method is the need for G to be less computationally
expensive than F. The disparity between these two iterators determines the potential
speedup of the time parallelization.
In the parareal algorithm, the time interval to be modeled by the simulation is
divided into N separate intervals of equal size, [tn−1, tn], n = 1 . . . N , with n denoting
the nth time step. For simulations that are split entirely in the temporal domain, N is
set to the number of processors in the system. A diﬀerent processor is responsible for
each of these discrete time intervals. For each interval, a succession of approximations
denoted UKn+1 are calculated where K is the parareal iteration number. For each
parareal iteration, K, the following steps are taken [129], [136]:
0. (K = 0) The coarse prediction step G is first applied serially on all processors
to calculate U0n for the full simulation time, 0 . . . , tN .
1. (K > 0) Using the initial value U0n, each processor can calculate F in parallel
on its respective time interval, tn−1 to tn. The result is then propagated to the
next processor in line.
2. The serial correction step is calculated through:
UK+1n+1 = G(tn+1, tn, U
K+1
n ) + F(tn+1, tn, U
K
n )− G(tn+1, tn, UKn ) (7.1)
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Note that the second and third terms on the right-hand side of this expression
have been obtained in previous iterations and steps.
3. Convergence is checked through the condition | UKn − UK−1n |< ε where ε is
the predetermined tolerance value. If the diﬀerence between the solutions for
two successive parareal K iterations is smaller than ε for all time intervals, the
parareal cycle completes.
In the work described in this chapter, a pipelined implementation of the parareal
algorithm is used in which the fine approximation commences as soon as the coarse
approximation is available for the time interval to be calculated by each processor,
rather than waiting for all processors to complete the G calculation [102], [77]. This
way, every processor computes each step of the parareal algorithm as soon as possible,
removing the need for processors to remain idle while waiting for all of the other
processors to finish calculating G [102]. Fig. 7.3 illustrates the method in a diagram
for K = 3. The blue arrows indicate the wall-clock time (vertical component) for
each step of the coarse iterator. In the example shown here, each processor handles
the duration of one coarse time step (horizontal component of blue arrow). The red
arrows show the wall-clock time (vertical component) required for the fine iterator,
as described in Step 1. As will be discussed in more detail later, the fine iterator
requires more time steps and a larger number of grid points at each time step, which
implies a higher computational cost for each fine step, as indicated by the magnitude
and the slope of the red arrows relative to the blue arrows in Fig. 7.3. The green
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arrows indicate the propagation of data needed for Eq. (7.1) in the serial correction
described in Step 2. Communication between processors occurs in the yellow shaded
regions and is presumed to have negligible computational cost. The convergence tests
are conducted at each black circle by comparing the result at that circle with that of
the circle vertically below it, as described by Step 3.
5
U 25
U 35
0 1 2 3
W
al
l−
cl
oc
k 
tim
e
4 5 n
2
3
K
1
U
=0
1
5
U 0
Figure 7.3: Computational cost of the pipelined parareal method for K=3: each
processor is handling the time duration covered by one coarse time step, as shown
along the horizontal axis. The cost of G in terms of wall-clock seconds per step
is shown by the blue arrows and the cost of F is shown by the red arrows. The
green arrows indicate the propagation of the data used in the correction step and
the shaded regions correspond to communication between processors. At each black
circle, converge tests are conducted. The corresponding speedup for each K value is
shown on the right. The magenta bars indicate speedup given 10 processors and the
aqua bars show the speedup given 100 processors.
133
7: Parallel in Time Approximation of the Lattice Boltzmann Method
7.6 Adaptation for the Lattice Boltzmann Method
our approach to enabling parallel-in-time simulation of the lattice Boltzmann
method is defined next. To this end, the coarse and fine iterators are defined through
use of grids at diﬀerent resolutions. As discussed in Section 2.1, the LBM relies
on discrete particles moving and interacting on a regular uniform lattice. Diﬀerent
resolutions of the simulation are achieved through the use of diﬀerent size grid dis-
cretization levels, which define the coarse and fine grid iterators. The use of regular
grids in which the local connectivity remains unchanged but the lattice spacing it-
self is refined is not new to the LBM. Typically, grids of diﬀerent spacing have been
used to produce multiscale models with finer resolution at specific regions in the fluid
domain, such as at the walls or boundaries. Research has also shown the success of
locally embedded grids for multigrid schemes modeling high Reynolds number flows
around objects (c.f. [145], [47], [49]). our definition of the two diﬀerent grid levels
to enable temporal parallelism builds on previous work using mesh refinement [11].
Other factors that need to be taken into account include the time stepping mechanism
and continuity of the kinematic velocity across the grids. These are each discussed in
detail in the following.
Filippova and Hanel [47] developed a node-based approach for mesh refinement
that relies on a hierarchical refinement of coarse and fine grids for the LBM. This
work was extended to enable the use of fewer time steps on refined grids without
any degradation in accuracy in space or time [48]. In the present approach, such
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a two-level hierarchical grid refinement strategy in which a coarse grid covers the
entire spatial domain and a finer grid is superimposed is leveraged. Grid refinement
is implemented by dividing the spatial discretization by a refinement factor m. Fig.
7.4 shows a refinement in which the coarse grid is half the resolution of the fine grid,
with m = 2. The red dashed lines indicate the placement of the fine grid while the
blue lines show the coarse grid. Fig. 7.4 also depicts the lattice points encompassed
by the simulation to emphasize the overlapping node-based method. The fine iterator
uses all grid points (colored blue and red) and the coarse iterator only simulates the
flow at the blue lattice points.
Figure 7.4: Left panel: a two level grid where the fine grid is represented with red
dashed lines and the coarse grid with solid lines. The fine grid in this example has
twice the resolution of the coarse grid, with m = 2. Right panel: the lattice points
highlighted to demonstrate the overlapping method used. The fine iterator applies
to each grid point, both red and blue, whereas the coarse iterator applies only to the
blue ones.
In contrast to conventional multigrid methods, the entire spatial domain is cov-
ered with the grids for the two diﬀerent iterators and the fluid motion on each is
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modeled separately. Furthermore, the key challenge for multigrid and adaptive mesh
refinement implementations is the handling of advection from one grid resolution to
the other. However, due to the fact that the grids span the full spatial system, fluid
particles are not streaming from one grid spacing to another between time steps for
the introduced time-parallel technique. Conversely, the hurdle to overcome lies in
the propagation of initial conditions from one grid resolution to the other and subse-
quently the coupling between the grids.
There are two key operations needed to address this challenge and coordinate be-
tween grid hierarchies: coarsening and interpolating. In order to transfer information
from the fine grid to the coarse grid, a coarsening process must take place in which
the distribution function at each velocity for the fine grid is averaged to pass the
data to the coarse grid. This operates on conserved values and introduces no further
truncation error. In order to move in the opposite direction, an interpolation method
is required to transfer information from the coarse grid to the fine grid, that is, to fill
in the data for the new lattice sites required by the fine iterator.
Within the two grid schemes, the time steps required for a simulation with each
grid diﬀer in size, resulting in a diﬀerent number of time steps to be modeled by
each iterator. In addition, each iterator relies on diﬀerent relaxation parameters.
Specifically, the modeling of fluid motion on the coarse grid requires the use of large
time steps while modeling of the fluid motion on a fine grid relies on many smaller
time steps. The size of a time step, dt, is related directly to the square of the grid
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resolution, dx in the LBM: dt = dx2(ν/νo) where ν is the viscosity of the fluid in
dimensionless lattice Boltzmann units and νo is the viscosity in terms of physical
units (m2/s). The number of time steps calculated by the coarse and fine operators
is determined by the size of each respective time step.
A local second-order refinement solution for coupling between the grids that relies
on diﬀerent relaxation parameters and lattice spacing to transition between the grids
as described in [47] was developed to ensure stable coupling. The kinematic viscosity
in the LBM is defined by v = c2s(
1
ω − dt2 ) where dx is the lattice spacing and ω
is in dimensionless lattice Boltzmann units. For multigrid methods, the relaxation
parameter ω in Eq. (5.1) must be rescaled to keep the viscosity constant across both
the coarse and fine grids [47] . Here, the modification introduced by Dupuis et al.
[37] that removes the potential singularity from the initial formulation was used that
redefines ω as:
ωf =
∆xc
∆xf
￿
ωc − 1
2
￿
+
1
2
,
where ∆xc and ∆xf are the spatial discretization size for the coarse and fine grids,
respectively, and ωc and ωf are the corresponding relaxation parameters. This ensures
that the simulation remains stable and introduces an upper bound on N by requiring
ωc to remain close to 2 and ωf to be greater than 1 [47]. The use of this modified
definition of ω for each grid imposes a finite limit on the disparity between the two
iterator’s resolutions.
The parareal algorithm applied to the LBM involves the following steps in which
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each processor, n, computes the simulation for time domain [tn−1, tn]:
0. (K = 0) Initialize the coarse grid with a serial LBM simulation for the time
domain [tn−1, tn] for each processor; interpolate to initialize the fine iterator.
1. (K = K+1) Each processor separately applies F starting with the initial values
provided by the previous iteration for tn−1 to determine the distribution function
at tn for its respective interval of time. This is completed in parallel and the
result is shared with the next processor. As a serial process, G is applied.
2. The correction to F is calculated via Eq. (7.1); the result is coarsened to update
the initial conditions for G and propagated to the next processor.
3. Convergence is checked: if all intervals of time have converged, exit the cycle;
else, return to Step 1.
The key components to this scheme are the steps required to link the two diﬀerent
grid resolution levels in the interpolate and coarsen steps. There are a few important
points to note: errors are introduced near the walls at boundaries as the initial
conditions are taken from the coarse grid. When a boundary is interpolated, fluid
cells are introduced that did not exist in the coarse grid and have no fluid cell from
which to draw initial data. In this case, the average of all surrounding fluid cells
is used to initialize the distribution function at this point. With each K-cycle, this
approximation is updated from previous results on the fine grid, reducing the error
at the boundaries over time. Convergence is defined by requiring the average relative
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error of the solution in theKth iteration of fi to diﬀer from the solution of the (K+1)th
iteration of fi by an amount less than a prescribed tolerance ε [136].
7.7 Coupled Spatial and Temporal Decomposition
To optimally leverage the available hardware of massively parallel supercomput-
ers and ultimately minimize the overall runtime of the applications in question, it is
posited that leveraging both spatial and temporal domain decomposition is needed
for fixed-size problems. A general approach is introduced for coupling these de-
composition strategies through a Multi-level Space-Time Interface. This is similar to
communicator breakdown introduced by Grinberg et al. in [64] to enable the coupling
between physical models. The key advantage of the MSTC architecture is the hier-
archical decomposition of the default World communicator into sub-communicators
to enable eﬃcient coupling of parallel decomposition in both time and space. This
decomposition is handled by splitting the World communicator into N diﬀerent sub-
communicators to handle the diﬀerent time intervals of equal size. This is handled in
a topology aware manner assigning cores that are physically near each other to the
same Tier 2 (T2) group of cores. If no temporal decomposition is being used, all cores
are assigned to the same T2 group. These groups are further subdivided through spa-
tial decomposition strategies defining Tier 3, T3, non-overlapping groups. The core
kernel being modeled in this framework would be solved within T3 groups.
Fig. 7.5 shows the layout of the MSTC. At T2, new communicators are intro-
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Figure 7.5: Multi-level Space-Time Interface breakdown. For Tier 2 (T2), the World
communicator is broken into separate communicators handling temporal intervals.
For Tier 3 (T3), each T2 group is broken up spatially. Coarse and fine solvers run
across T3 groups. The red arrows indicate the tightly coupled message passing with
the LBM and the dashed lines indicate the communication between T2 groups for
the one core of each.
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duced splitting the cores into groups handling each time interval and at T3, these are
each further decomposed to handle specific spatial regions. The arrows in T3 give
a view of the communication patterns involved with MSTC. The red bi-directional
arrows indicate the tightly coupled interaction between cores in the same T3 group.
This is defined by the kernel in question and can involve either point-to-point or
global communication across all cores within that group. The kernel here defines
both the coarse and fine solvers that will be executed within each T3 group. The
dashed arrows indicate the point-to-point communication between T2 groups. These
provide the interaction between temporal intervals in which the core handling a set
spatial region for a time interval will inform the estimation of the corresponding core
that handles the same spatial region in the next time interval. This is implemented
through point-to-point communication between cores that have the same T3 ranks.
The communication shown here simply indicates messages for cores of rank 0 in each,
but similar message patterns occur for each rank. The bulk of the computational
time for the simulation actually occurs within the T3 groups themselves and the mes-
sage passing between T2 groups only occurs N times. As the calculations in each T3
group need to proceed in sync, blocking receive protocols are leveraged to ensure this.
The pipelined nature of the parareal algorithm though allows the use of non-blocking
sends to minimize communication overhead.
The T3 groups are implemented as input variables to the coarse and fine solvers,
so one could envision future methods where one would redefine the communicators
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throughout the coarse of the simulation allowing processors that would remain idle
from K=0 time interval T communicators redefining the late communicators, joining
them and providing further spatial scaling (up to the limit of course).
To define the coarse and fine solvers, a two-level hierarchical refinement of coarse
and fine grids is used in which a coarse grid covers the entire spatial domain and a
finer grid is superimposed [47]. The coarse iterator models fluid moving using the
coarse grid and similarly the fine iterator is solved across the fine grid. As before,
the entire spatial domain is covered with both the coarse grid and an overlapping
superimposed finer grid. Each iterator models the fluid on its corresponding grid
points separately for the entire spatial domain. To ensure accuracy and minimize
communication overhead, the coarse and fine grid points for the same spatial region
are mapped to the same core.
In the LBM, the resolution of the imposed grid spacing determines the time step
size and contributes to the calculation of the kinematic viscosity of the fluid. The
size of a time step, dt, is related directly to the square of the grid resolution, dx
in the LBM: dt = dx2(ν/νo) where ν is the viscosity of the fluid in dimensionless
lattice Boltzmann units and νo is the viscosity in terms of physical units (m2/s).
The kinematic viscosity of the fluid is determined as v = (2/ω − 1)dx · (c/6) where
dx is the lattice spacing and c = dx/dt. It is the impact on these two quantities
that makes the adaptation of parareal for the LBM a challenging task and not a
straightforward implementation. The coupling for the fluid model on the coarse and
142
7: Parallel in Time Approximation of the Lattice Boltzmann Method
fine grid introduces potential accuracy and stability issues to the method that need
to be addressed.
As in the initial studies applying simply temporal decomposition to laminar flow
in a tube, a local second-order refinement solution for coupling between the grids that
relies on diﬀerent relaxation parameters and lattice spacing to transition between the
grids was used [117]. The relaxation parameter ω in Eq. (5.1) must be rescaled to
keep the viscosity constant across both the coarse and fine grids to ensure a stable
coupling mechanism [47] . Again ω is redefined as:
ωf =
∆xc
∆xf
￿
ωc − 1
2
￿
+
1
2
,
where ∆xc and ∆xf are the spatial discretization size for the coarse and fine grids,
respectively, and ωc and ωf are the corresponding relaxation parameters [37]. This
both addresses the stability concern and imposes an upper bound on N by requiring
ωc to remain close to 2 and ωf to be greater than 1 [47]. Moreover, the use of this
modified definition of ω for each grid imposes a finite limit on the disparity between
the two iterator’s resolutions.
From here MSTC can be adapted to this locally embedded version of the LBM
using the following steps:
0. (K = 0)
Initialize T2 and T3 groups.
Define neighbors between T2 groups.
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In each T3 group, initialize the coarse estimation with serial LBM simulation
for the time domain [tn−1, tn] for the assigned spatial region.
Interpolate to initialize the fine solver.
For (K = K + 1)
1. F is across all T3 groups starting with the initial values provided by the previous
iteration for tn−1 to determine the distribution function at tn for its respective
interval of time and space.
2. In each T3, G is applied. The correction to F is calculated via Eq. (7.1).
3. This result is coarsened and propagated between T2 groups to update the initial
conditions for G.
4. Convergence is checked: if all intervals of time have converged, exit the cycle;
else, return to Step 1.
The key components to this scheme are the steps required to link the two diﬀerent
grid resolution levels in the coarsening and the interpolation steps. On each core, a
coarsening function in which the distribution function at each velocity for the fine grid
is averaged and rescaled is required to move data between the two grid levels. This
operates on conserved values and introduces no further truncation error. Similarly,
an interpolation method is required to address the new lattice sites requires by the
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fine iterator. It is in both of these functions that the rescaling of ω is employed to
maintain a constant kinematic viscosity across the space-time decompositions.
To enable the pipeline approach in a space-time coupling, non-blocking sending
of messages is employed but blocking message passing by the receivers is required.
This prevents cores from within one subcommunicator to get out of sync. All cores
in the subcommunicator must handle the advection and collision within one step
sequentially as the following step relies on data from its nearest neighbors from the
previous step.
It is worth noting that even as larger fluid systems are modeled, the overhead
of the message passing between T2 groups will remain constant. This is due to the
fact that the gain from spatial speedup should always be maximized before using
temporal decomposition. In the case of lattice Boltzmann, this means that temporal
decomposition will only be employed when the number of fluid nodes per core drops
below the cutoﬀ defined by Fig. fig:dropoﬀ. Adhering to this drop oﬀ imposes a
fundamental limit to the potential number of fluid nodes to be handles on each core
within a T2 group and subsequently a limit to the potential message size being sent
between K iterations.
7.8 Theoretical Parallel Speedup
In order to gain insight into the performance that can be expected from the use
of this technique, an upper bound on the strong scaling capabilities are calculated.
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To this end, it is assumed that the hardware system is homogenous in that each
processor is identical and that the communication time between the processors is
negligible. The time for one processor to compute one time step by the fine iterator
is denoted by τF and similarly, the time to compute one time step of by the coarse
iterator is denoted by τC . The number of steps required by G and F during the course
of one iteration are defined by QG and QF , respectively, and the total computational
cost as γG and γF . Through use of the pipeline method shown in Fig. 7.3, each
processor proceeds as soon as the initial conditions are available, and so the cost of
each K iteration is given by QF τF + QGτG = γF + γG. The procedure outlined by
Minion et. al. [102] is followed to calculate the parallel speedup, S, for pipelined
parareal implementations, which is given by
S =
NγF
NγG +K(γG + γF )
=
1
α + (K/N)(α + 1)
(7.2)
with N the total number of processors and K the number of parareal iterations,
and further define α = γG/γF . This model was used to demonstrate the speedup at
diﬀerent K iterations for both 10 and 100 processor runs in Fig. 7.3. The potential
speedup is strongly influenced by the size of both α and K. To maximize S, both
need to be minimized; however, reducing α requires that τG be reduced. The only
way to reduce the cost of the coarse iterator is to lower the resolution and thereby
make G less computationally intense. This reduction often leads to a less accurate
coarse approximation and wider disparity between the two grids. As this disparity
increases, the number of K iterations required to converge will consequently increase.
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Thus, the speedup cannot be increased at will, but requires a careful balance between
the ratio of time cost for the fine and coarse steps (α) and the number of iterations
(K) required to achieve the desired convergence level.
Eq. 7.3 allows the estimation of speedup achieved by simply the temporal compo-
nent of the space-time coupling. It can be taken alongside the speedup from spatial
scaling to provide the predicated total speedup. Extending the model itself to calcu-
late the combined speedup, EF and EG are defined as the parallel eﬃciency of the
spatial decomposition on P cores. In this instance, the total number of cores in the
system is N ∗ P where each N time interval is divided into P spatial domains. To
calculate the total speedup use the following:
SST =
EFNγF
EGNγG +K(EGγG + EFγF )
=
1
α + (K/N)(α + 1)
(7.3)
updating the definition of α to (EGγG)/(EFγF ). In both cases, the values of alpha
and K strongly influence the potential speedup.
7.9 Numerical Results
The limiting factor in previous computational models has been the total extent of
real time that can be simulated on current hardware. To gain a better understanding
of the role parallelization-in-time plays on scalability and runtime, a series of tests
were undertaken to study both the implications on the accuracy of the simulation as
well as on the parallel eﬃciency for both a model system consisting of laminar flow
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through a cylinder and flow through a patient specific arterial geometry.
7.9.1 Model Problem: Laminar Flow in a Cylinder
To study the accuracy of the results at diﬀerent K iteration levels, the fluid
flowing through a straight cylindrical tube of 1 cm in length and 1 mm in diameter
was modeled. The flow was subject to a constant velocity at the inlet of the tube
and fixed pressure gradient at the outlet. The simulation was initialized with a 100
µm resolution for the coarse iterator and a 50 µm resolution for the fine iterator. For
the fine iterator, this corresponds to a cylinder with a height of 100 lattice points and
a diameter of 10 lattice points. A bounding box of dimensions 10×10×100 lattice
points is used to encapsulate the fine grid. This corresponds to 1200 time steps for
the coarse iterator and 4800 time steps for the fine iterator, for the simulation of 0.5
seconds of flow.
in Fig. 7.6 the velocity profile is shown on a cross-section of the system at x = 5
and z = 50 . The units in this case define the lattice point coordinates of the
cross section. The inset of Fig. 3 shows the tube with the white line indicating the
cross section used for the velocity plot. The velocity of the fluid is calculated from
(1/ρ)
￿
i fi(￿x, t)￿ci. The deep purple line shows the result of the simulation at K = 10
which is the correct result of the fine iterator as this simulation used N = 10 temporal
domains simulated on ten processors. The black line shows the velocity estimate at
K = 1 and highlights the disparity between the initial estimate and the correct result.
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Figure 7.6: The magnitude of the velocity across the y-axis for a system broken into
N = 10 temporal domains simulated on ten processors. The lines are labeled and
color-coded according to the K value, running from K = 1 to K = 10 (converged).
The inset shows the 3-dimensional velocity profile of the tube with the white line
indicating the cross-section along which the velocities are plotted.
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(a) Periodic Boundary Conditions
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(b) Zou-He Boundary Conditions
Figure 7.7: Boundary Condition Analysis. The velocity profile of flow in the cylindri-
cal tube at varying K levels for a simulation broken into 10 temporal domains. (a)
Shows the result using periodic boundary conditions. (b) Demonstrates the use of
Zou-He boundary conditions [173].
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First two diﬀerent boundary treatments are studied. With periodic boundary
conditions, the result, shown in 7.7a, is iteratively refined in each K level moving
nearer and nearer to the correct answer at a constant rate. Flow is imposed through
the introduction of a gravitational body force. In contrast, the Zou-He boundary
conditions cause more of a jump between accuracy levels leading to a convergence after
only four K iterations. In Fig. 7.7b, Zou-He boundary conditions with a prescribed
inflow velocity of 0.14 mm/sec and constant pressure gradient at the outlet were used.
As the incorrect inlet and outlet conditions are no longer being propagated via the
periodic boundary, the set inflow rate allows HARVEY to converge to the result of
the fine iterator much faster.
Fig. 7.15 shows the change in accuracy across the slice at the center of a cylinder
with laminar flow. The relative error is shown for the section of the cylinder shown on
the left. The relative error is calculated with respect to the result of the fine solver.
The reduction in error over time is clearly depicted. In this case, steady flow is used.
At each K iteration, the overall accuracy increases. As you can see, the greatest error
is at the center of the tube. The calculated velocity at the wall of the tube converges
to the result of the fine iterator at a faster rate. This is demonstrated in Fig. 7.9 in
which the relative error is shown at a range of K values at the wall and at the center
of the cylinder.
Fig. 7.10 demonstrates the reduction in the time to solution at each K level. The
corresponding relative error for both fluid at the center and wall of the cylinder are
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Figure 7.8: Accuracy at diﬀerent K levels. The relative error is shown for the section
of the cylinder shown on the left. The relative error is calculated with respect to the
result of the fine solver, F. This is for laminar flow in the cylinder and demonstrates
the convergence to the fine solution as K increases. Moreover, the error variation
across the section is demonstrated.
shown for each level. The dashed horizontal line depicts the wall clock time of a serial
run of the fine iterator. As shown, for all K < 9, the time to solution is less than the
serial run time. In the case of K = 4, the wall clock runtime was reduced by more
than 50% while still having an accuracy of between 1-2% depending on whether the
fluid node is at the center or wall. Fig. 4.6 further emphasizes this point by showing
the corresponding parallel speedup compared to each error level. The speedup was
calculated in comparison to the serial runtime of the fine iterator. If the goal of the
simulation is to focus on flow at the wall, one could achieve a 3× speedup and only
incur 4% error by setting K = 3.
Full convergence with machine accuracy to the F solution requires K = N iter-
ations when using N processors. The results presented and discussed in this section
are intended to show that convergence within a set tolerance can be achieved with
152
7: Parallel in Time Approximation of the Lattice Boltzmann Method
1 2 3 4 5 6 7 8 9 100
10
20
30
40
50
60
70
K level
Er
ro
r (
%)
 
 
Center
Wall
Figure 7.9: Percent relative error of the magnitude of the velocity at the wall and at
the center as compared to the result of the fine solver.
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Figure 7.10: Speedup from only the temporal portion. The relative error for the flow
at the center of the tube and at the wall are shown respectively above each bar.
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fewer K iterations than the number of processors (K < N). In the initial study, ten
2.66 GHz Intel Xeon X5650 cores were used. To assess the impact of the parareal al-
gorithm, the value of the velocity at the center of the cylindrical tube, corresponding
to lattice point (5,5,50), at each K iteration was compared. This point was selected
as it represents the magnitude of the velocity at the center of the tube, which is the
peak of the parabolic cross-section profile. The error was assessed through compari-
son with the result of one serial run of the fine iterator, F. The results are shown in
Fig. 7.11 (a).
When simulating the fluid flow using simply the coarse iterator, the results have
an error of nearly 30%, and with six iterations of the parareal predictor-corrector
method, this error is reduced by two-thirds to less than 10%. Fig. 7.11b shows the
impact of each K-level on the overall wall-clock time using a temporal break up of
only 10 domains (N = 10). The results show a linear increase in overall runtime
as more K iterations are included in the simulation, indicating that the ability to
restrict to few K iterations while remaining in an acceptable convergence tolerance
can lead to a large improvement in time-to-solution. For example, assuming that an
error of 10% is acceptable, which corresponds to K = 6, gives a time to solution of
140 s, about a 30% gain compared to the time to calculate the fine iterator serially
which was 197 seconds. The serial runtime is shown as the horizontal dashed line
indicating that the overall time to solution for all K < 9 was shorter than the serial
runtime.
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Figure 7.11: Accuracy test for a system broken into N = 10 temporal domains
simulated on ten processors. (a) The red points show the percent error of the y-
component of the velocity at point (5,5,50). (b) The wall-clock time for each K level
in a ten processor run. The dashed line indicates the serial runtime.
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In order to determine the success of recovering time dependent phenomena in the
simulation, pulsatile flow through the cylinder was modeled. A varying inflow velocity
was introduced via the Zou-He boundary conditions. In this instance, the inlet nodes
are provides a set velocity and a constant pressure gradient is asserted at the outlet
nodes [173]. The inbound velocity was set to oscillate on a sine wave between .011
m/s and .014 m/s. Fig. 7.12 shows the magnitude of the fluid velocity at point
(5,5,50) for a range of K levels. The regions of time handled by each processor are
indicated by the vertical dashed lines.
To assess the performance of this method on large systems, the initial studies were
supplemented with a test using an IBM Blue Gene/P system with 2048 processors.
This allowed us to assess how close the proposed method comes to meeting the the-
oretical performance prescribed by Eq. (7.3). Furthermore, these studies identified
the peak potential speedup that could be achieved for given K iteration levels. The
goal of this work was to shorten the overall time-to-solution, so the focus is shifted
to the strong scaling capabilities in which a fixed system size is used as the number
of cores is increased.
Fig. 7.13 shows the correlation between the theoretical performance model previ-
ously discussed for speedup, Eq. (7.3), and the experimental results of the simulation.
The data shows that for given number of K-iterations, the potential speedup S for
varying processor counts can be accurately estimated. The calculations are based on
the coarse and fine iterators defined previously (∆xf = 50 µm and ∆xc = 100 µm
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Figure 7.12: Test to recover time dependent phenomena for a system broken into
N = 10 temporal domains simulated on ten processors. The blue line shows the
magnitude of the velocity over time at point (5,5,50) after the first K iteration. The
green and red lines represent K = 4 and K = 10 respectively. The vertical dashed
lines indicate the break point between regions of time handled by each processor.
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Figure 7.13: Performance tests demonstrating the strong correlation between the
theoretically expected performance and experimental results. The solid lines indicate
the theoretical speedup from Eq. (7.3) and the dashed lines depict the simulation
results on the IBM Blue Gene/P system with 2048 processors.
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resolution). These resolutions determine the value of the ratio α = γG/γF as they
dictate the computational cost of both G and F. They were chosen to ensure the
stability of the simulation. A change to either grid size would inherently impact α
and the associated speedup S to be gained.
Since the theoretical model of Eq. (7.3) reproduces the data very well, the limit
on the potential speedup to be gained through the use of the method was also inves-
tigated. For every K iteration level, the potential speedup reaches a plateau at an
upper bound value.
As Eq. (7.3) demonstrates, the potential speedup is limited by 1α . With the
iterators prescribed in this study, the coarse iterator is defined with a grid resolution
of one half the resolution of the grid used by the fine iterator. The number of grid
points in the coarse iterator is defined as numC =
lx∗ly∗lz
dx3c
and subsequently the number
of time steps required is found through the following:
tsc =
T
dtc
=
T
Cdx2c
. (7.4)
From these two quantities, the cost of the coarse solver is prescribed as
γG = τ ∗ tsc ∗ numC = τ ∗ lx ∗ ly ∗ lz
dx3c
∗ T
Cdx2c
=
τT lxlylz
Cdx5c
(7.5)
Similarly, to find γF , in the work described here, dxF = 2dxc. This causes the
number of grid points for the fine solver to be derived by:
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numF =
lx ∗ ly ∗ lz
dx3f
=
lxlylz
(2dxc)3
=
lxlylz
8dx3c
(7.6)
and the time step size to be defined as dtf = (2dxc)2 = 4dx2c . The number of
fine time steps is then tsf =
T
dtf
= T4Cdx2c and the cost of the fine solver is determined
through γF =
τT lxlylz
32Cdx5c
. This variance corresponds to the fine iterator having four times
as many time steps as the coarse iterator. Taking account the factor of 2 diﬀerence
in all spatial dimensions combined with the factor of 4 diﬀerence in the number of
time steps, the limit to the cost ratio, α, of the coarse to fine iterator is 32, as shown
through the following:
α =
τT lxlylz
Cdx5c
∗ 32Cdx
5
c
τT lxlylz
=
1
32
(7.7)
Fig. 7.13 shows both the experimental and theoretical data confirming a plateau
at a 32× speedup. The specific K for each simulation will depend on the chosen
convergence tolerance, ε, which can vary in each problem. In all cases, the potential
speedup reaches a limit, and beyond this point, the parallel eﬃciency will begin to
drop dramatically.
7.9.2 Flow through Patient Specific Aorta Geometry
In this section, results of experiments on the accuracy and speedup results from
space-time parallelization of the LBM as applied to understanding blood flow proper-
ties in a patient suﬀering from co-arctation of the aorta (CoA) are presented. Person-
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alized computer simulations can provide an insightful study of the flow under stress
conditions that would otherwise require diﬃcult stress tests that have potential side
eﬀects. In the following studies, patient data from an 8-year old female with mod-
erate aortic co-arctation (65% area reduction) is used. Gadolinium-enhanced MR
angiography was performed using a 1.5-T GE Sigma scanner to obtain the arterial
geometry as shown in Fig 6.1 (a). Rigid walls are assumed as well as Newtonian flow
behavior for the blood, with a density r = 0.001 gr/mm3 and a dynamic viscosity
m = 0.004 gr/mm/sec [81]. All of these studies were completed using an IBM Blue
Gene/P supercomputer.
The simulation was initialized with a 100 µm resolution for the coarse iterator
and a 50 µm resolution for the fine iterator. The fine grid corresponds to the fluid
system size matching the small size in Fig. 7.1 allowing us to focus on reducing
the time to solution for simulations in which adding more cores to a spatial paral-
lelization will no longer improve the parallel performance. Unless otherwise noted,
the following simulations were conducted on 32,768 cores of the IBM Blue Gene/P
supercomputer. N = 8 was selected as the number of temporal domains so that we
would be maximizing the strong scaling potential for this fluid system. By using 8
time intervals, each subcommunicator consists of 4,096 cores. As shown in Fig. 7.2,
the small system achieves 85% parallel eﬃciency for 4,096 cores. The time duration
simulated was 0.7 seconds or the average length of one human heartbeat. The goal of
this work was to shorten the overall time-to-solution, so the focus here is on the strong
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Figure 7.14: Pulsatile Flow. Test to recover time dependent phenomena for a system
broken into N = 8 temporal domains simulated on 32,768 cores. The blue line
shows the magnitude of the velocity over time at point (16,16,32) after the first K
iteration. The green line, black dots, and red line represent K = 3, K = 5 and K = 8
respectively. The vertical dashed lines indicate the break point between regions of
time handled by each core.
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Figure 7.15: Accuracy at diﬀerent K levels. (a) The mesh defining the arterial
geometry from patient specific data is shown. The red rectangle depicts the section
across which velocity is assessed. (b) The three vertical lines identify the time points
that the error tests were imposed over the coarse of one heartbeat. (c) The relative
error in velocity as compared to the solution of the fine iterator, F, is shown at four
diﬀerent K levels at each time point identified in (b). The error variation across the
section is highlighted.
scaling capabilities in which a fixed system size is used as the number of processors
is increased.
A patient-specific inflow velocity was prescribed at the inlet and a constant pres-
sure gradient was applied out the outlets through Zou-He boundary conditions [173].
The inflow velocity was obtained via a 2D, phase-contrast (PC) MRI sequence with
through-plane velocity encoding [81]. In order to enable continuous flow throughout
the heartbeat, a sum of sine functions is used to fit the data to determine the equa-
tion of the pulse. The fit procedure was performed in MatLab using a non-linear least
squares method and a trust region algorithm. Using a Pearson correlation, there was
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a statistically significant agreement between the phase contrast data and the equation
derived velocity values (R = 0.981, p < 7x10−15). Fig. 7.14 shows that the space-time
framework in HARVEY starts to recover the pulsatile behavior with greater accuracy
at each K iteration. It shows the magnitude of the fluid velocity at point (16,16,32)
for a range of K levels of a simulation with 8 temporal domain slices using 32,768
cores. As the K iteration level increases, the result gets nearer and nearer to the so-
lution of the full fine solver which is equivalent to the K = 8 depicted by the red line.
Even at K = 5, the time dependent behavior is fully recovered. The dashed black
vertical lines indicate the break point between regions of time handled by diﬀerent
time intervals or subcommunicators.
Full convergence with machine accuracy to the F solution requires K = N iter-
ations when using N processors. The results presented and discussed in this section
are intended to show that convergence within a set tolerance can be achieved with
fewer K iterations than the number of processors (K < N). Fig. 7.15 shows the
change in accuracy across the slice at the red plane within a real patient’s arterial
geometry as shown in Fig. 7.15(a). The relative error in velocity as compared to the
solution of the fine iterator, F, is shown at three diﬀerent time points from within a
heartbeat. The pulsatile nature of the flow causes a variation in the error. At each
K iteration, the overall accuracy increases. When K > 5, the relative error across
the entire slice is approximately zero. The fact that the initial time intervals reach
convergence first is highlighted by K = 3 in which the error is greatly reduced for
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Figure 7.16: Performance tests demonstrating the strong correlation between the
theoretically expected performance and experimental results. The black line depicts
the simulation results and the red circles indicate the theoretical speedup added from
the temporal component as calculated from Eq. (7.3).
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the first two time points. Of further note, the greatest error is at the center of the
tube. The calculated velocity at the wall of the tube converges to the result of the fine
iterator at a faster rate. This is significant in selecting the desired K level as it can
depend on the research question and disease targeted. Often when assessing risk for
a disease like atherosclerosis, one is concerned with the magnitude of the endothelial
shear stress on the wall of the vessel [100]. In this case a lower K iteration may
provide the accuracy desired. Conversely, when trying to understand the pressure
gradient associated with co-arctation of the aorta, the pressure at the center of the
vessel is equally as significant.
These results are congruent with results found for other domains. Baﬃco et al.
showed that K = 4 of a domain broken into six temporal intervals provided accurate
results for a molecular dynamics code [9] and Fisher et al. demonstrated high accuracy
at K = 2 for a Navier-Stokes simulation with ten temporal intervals [50].
The additional speedup provided by this method above and beyond that achieved
by the spatial parallelization was then assessed and the disparity between this imple-
mentation and the theoretical performance prescribed by Eq. (7.3) evaluated.
Fig. 7.16 shows the correlation between the theoretical performance model previ-
ously discussed for speedup, Eq. (7.3), and the experimental results of the simulation.
The previously mentioned resolutions (∆xf = 50 µm and ∆xc = 100 µm resolution)
were used to determine the value of α and consequently the overall computational
costs. Any change to either grid resolution would impact the associated speedup that
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can be achieved.
Fig. 7.17 demonstrates the reduction in the time to solution at each K level.
The corresponding relative error for both fluid at the center and wall of the cylinder
are shown for each level. The bold red horizontal line shows the wall clock time of
parallel run on the full 32,768 processors with only spatial parallelization used. The
significance of this data is that available hardware can be utilized more eﬃciently
by combining the use of temporal and spatial scaling. As the data shows, for all
iterations with K < 9, the time to solution is less than the spatial only run time. In
the case of K = 4, the wall clock runtime was reduced by more than 50% while still
having an accuracy of between 2-5% depending on whether the fluid node is at the
center or wall.
7.10 Discussion
For many fluid problems even beyond the medical applications discusses in this
paper, there is a strong need to model longer time durations for fixed system sizes. In
these instances, there is often a fundamental limit to the benefits that can be obtained
through traditional spatial scaling. Through the careful coupling of temporal with
spatial parallelization, it has been demonstrated that this method provides an eﬃcient
way to leverage available parallel resources and to reduce the time to solution for real
problems and real data.
In this work, a time-parallel method to speedup fluid simulations based on the lat-
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Figure 7.17: Time to solution for each K level as compared to the serial run. The rela-
tive errors for the flow at the center of the tube and at the wall are shown respectively
above each bar. The dashed horizontal line represents the serial runtime.
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tice Boltzmann method was first introduced, thus enabling the modeling of more time
steps in a shorter wall-clock time. Previously, a limiting factor to parallel eﬃciency
of simulations of a fixed problem size was the saturation of spatial parallelization.
While LBM is well suited to large-scale spatial parallelism, parallel eﬃciency starts
to decline as the number of mesh points per processor becomes too low. Typically, in
these simulations there is a fixed resolution requirement in which further discretiza-
tion of the space will not yield better accuracy. In such cases, when the limits of
spatial parallelism have been reached, the method introduced here to parallelize the
LBM in time overcomes this intrinsic strong scaling limit.
In order to use a time parallel LBM code on large scales eﬃciently, carefully
designed coarse and fine iterators are needed. It was demonstrated that this goal can
be met by means of the multigrid approach. By combining mesh refinement methods
with the parareal algorithm, longer time intervals of a fluid simulation were able to
be simulated in a shorter wall-clock time, within which, through iterative refinement,
the compute-intensive fine iterator is modeled with temporal parallelization. Thus,
the novel combination of mesh refinement and the parareal algorithm presented in
this work provide a method to considerably extend the intrinsic strong scaling limit of
classical LBM codes and therefore minimize the runtime of fixed-size fluid simulations.
Finally, here are some comments on some issues related to future extensions and
further development of the method. The implementation described here requires that
processors that have achieved convergence with the fine iterator remain idle until the
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solution for the entire time domain has converged within the desired tolerance. The
parallel eﬃciency of this method can be improved through reuse of these processors.
One such option would be to re-allocate their use for further spatial discretization of
remaining time intervals. Another subtle point is that if a grid point is defined as a
boundary node on the coarse mesh, it will translate to a wall plus fluid nodes in the
fine mesh. The value of the fluid quantities near the wall will be inaccurate as they
are initialized to zero due to the averaging from the coarseness. The additional fluid
nodes encompassed by the fine grid have contributions from coarse wall nodes in their
initialization. The contribution from the wall nodes lowers the real distribution value
seen by the fluid at the wall. Through each K-iteration, the value will be refined
and propagated to the mesh. After the first iteration they will be based on values
from the first fine full iteration and propagated through the system. This may take
more time but only impacts the few lattice points directly next to the wall in the fine
grid. In an extremely porous material, this could be an issue but otherwise (as in the
case of the model system presented here) it does not have serious adverse eﬀects. For
porous materials, an interpolation function should take nearby fluid data to initialize
the conditions instead of using the zero contribution from the wall.
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8Accounting for Deformational
Forces
Nothing happens until something moves.
– Albert Einstein [131]
8.1 Motivation
While it is accepted that complex flow fields in coronary arteries are related to
the development and progression of CVD, most numeral studies rely on geometry,
pulsatile flow, and the non-Newtonian behavior of blood in non-moving vessels [120].
The coronary arteries are located such that they curve around the myocardium, the
muscular tissue of the heart, and throughout the cardiac cycle, the coronary arteries
undergo large dynamic variations in curvature due to this position on the beating
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heart. In 1976, Gibson et al. studied the left ventricular angiograms of 60 patients
with heart disease and 10 normal patients frame by frame to evaluate the vessel motion
throughout the cardiac cycle. This study demonstrated significant wall movement
over the coarse of the heartbeat both for normal and diseased patients [57]. More
recently, Gross and Friedman specifically evaluated the curvature variation of the left
anterior descending (LAD) artery over the coarse of a heartbeat and demonstrated a
significant change [65].
A useful quantification to assess the range of curvature change in the coronary
arteries is referred to as the curvature ratio, δ, and defined as δ = aR . In this case a
denotes the arterial radius and R indicates the radius of curvature. For the left coro-
nary tree, δ typically falls in the range of 0.02-0.5, with a varying between 3− 4mm.
Throughout the cardiac cycle, the expansion and contraction of the myocardium leads
to the aforementioned curvature change and displacement of the coronary arteries.
Santamarina et al. defined this change in curvature as ￿ or the ratio of the amplitude
of the change in radius, ∆R, to the average radius of curvature shown in Eq. 8.1
[137]. Experimental measurements of the left anterior descending artery have deter-
mined ￿ to fall between 0.7 and 0.8 (c.f. [123], [65]). While the eﬀect of curvature on
flow in tubes has been a subject of heavy investigation (summarized well in [110]),
accounting for the dynamic curvature change in time that poses new challenges.
￿ =
∆R
Rmean
(8.1)
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Initial experiments have shown the importance of accounting for flow pulsatility
when modeling hemodynamics in coronary arteries by measuring steady and pulsatile
flow through vascular casts (c.f. [135], [91]); however, it wasn’t until recently that
studies have been undertaken to gain insight into the impact of the cardiac-induced
motion on coronary flow. In 1998, Santamarina et al. conducted an experiment in
which a uniformly curved tube was fixed in place at its inlet and had the radius of cur-
vature varied in time in order to assess flow patterns of a simplified geometry similarly
shaped to coronary arteries. Flow patterns and wall shear rates were determined for
steady inflow while curvature was varied sinusoidally in time at a frequency of 1Hz.
When compared to results from flow through curved tubes fixed with the static radii
of curvature equal to the minimum, mean, and maximum exhibited in the oscillating
experiment, it was shown that the dynamic deformation had significant impact. The
wall shear rates vary as much as 52% of the static mean wall shear rate when dynamic
deformation was included [137]. These results proved that it is not simply enough
to account for the change in curvature, but rather the smooth transition between
curvature states has to be accounted for.
This eﬀect was further shown in more simplistic models of the right coronary
artery (RCA) ([103], [125]) as well as in simple patient geometries like a symmet-
ric bifurcation [164] and a non-compliant model of the LAD and it’s first diagonal
branch. Torii et al. introduced one of the first subject-specific models of an RCA by
interpolating between geometries acquired at multiple time points [157]. The dynam-
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ically varying vascular geometry was reconstructed from magnetic resonance images
(MRI). The eﬀects of the vessel motion on shear stress was examined through the
comparison of an RCA model with time-varying geometry compared to those with
a static geometry corresponding to 9 diﬀerent time points in the cardiac cycle. A
method to leverage two-dimensional cross-sectional images that are obtained via an
interleaved spiral k-space technique with short acquisition windows on the order of
10 ms was developed. This technique enabled imaging at any time-point without
motion blurring or the need for full three-dimensional image acquisition at multi-
ple time points in the heartbeat [157]. Torii et al further studied the impact the
dynamic vessel motion had specifically on the the resulting endothelial shear stress.
Time-varying curvature change was introduced by interpolating geometries obtained
at 14 time points during the cardiac cycle using MRI. These experiments confirmed
the significant impact that dynamic curvature change could have on associated wall
shear stress [156].
Pivkin et al. extended these studies to investigate the role that the combination of
both pulsatility and curvature variation has on the wall shear rate at the bifurcation of
a coronary artery. The increase in curvature during ventricular expansion, decrease
during contraction, and the corresponding flow rates are taken into account. An
arbitrary Lagrangian Eulerian (ALE) formulation of the unsteady, incompressible,
three-dimensional Navier-Stokes equations is employed to solve for the flow field. In
this work, a representative geometry was created as an analytical intersection of two
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cylinders. The motion of the cardiac muscle was simulated y changing the curvature
radius of the main cylindrical tube over time. Velocity smoothing is used to update
the computational mesh defining the arterial geometry. The eﬀect of pulsatile inflow
alongside the time-varying geometry was shown to have a considerable impact on the
flow dynamics and specifically on the wall shear rate [120].
The studies mentioned above concretely demonstrate not only the contribution
that arterial curvature has on hemodynamic factors like wall shear stress, but the
essential need to include its dynamic temporal change in order to obtain accurate
numerical estimates of such quantities. As the changes in flow patterns have been
shown to potentially be more important than the flow patterns themselves in deter-
mining the locations of potentially deleterious eﬀects on the vascular walls [28], it is
important to adequately account for the changes in flow dynamics. The aforemen-
tioned studies suﬀer from two common drawbacks. First, most rely on simplified
geometrical representations of coronary arteries. Those that do rely on data acquired
for medical imaging technologies, focus on a single artery or at most the inclusion
of one simple bifurcation. The goal of this thesis is to enable eﬃcient and accurate
modeling of larger arterial sections such as the entire coronary arterial tree. This
results in a much more complex geometry including at least 12 main coronary arter-
ies. Second, in all cases the definition of the arterial geometry is modified throughout
the cardiac cycle to account for the curvature changes. This is typically employed
through the interpolation between static geometries obtained through multiple MRI
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acquisitions. Not only can this interpolation become computationally expensive for
large arterial trees, but also the need for many acquisition time points increases the
patient radiation dosage. In this chapter, a method to account for the deformational
forces exerted on the blood flow due to the curvature changes throughout the cardiac
cycle while leaving the geometry itself static is proposed. The numerical method
will be discussed followed by experiments demonstrating the capture of the eﬀects of
dynamic curvature change in a computationally eﬃcient manner.
8.2 Definition of External Force
In order to account for the deformational forces in the LBM leveraged in work
presented in this thesis, the introduction of a body force that encompasses the defor-
mational forces is used. As mentioned, a uniform curvature at each individual time
point is assumed requiring an isotropic and homogeneous system view. To incorporate
the curvature changes into the model, the underlying lattice grid applied is expanded
uniformly between time points to enforce that the relationship between the diﬀerent
grid points remain the same while the density of the overall system changes.
This approach is similar to kinetic models of the expanding universe. As described
by H.P. Robertson in [132], the general theory of relativity takes the view that on
suﬃciently large scales, the universe on average is homogeneous and isotropic. This is
also known as the cosmological principle. In both the de Sitter and Einstein models of
cosmology, the curvature of the universe remains constant in time [14]. This achieved
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through the use of co-moving coordinates in which the grid system applied to a
galaxy is assigned values that remain constant as the universe expands. To clarify,
the distance between the grids points themselves will actually increase to account for
the expansion of the underlying manifold. The Robertson-Walker metric, as named
for the two researchers who first derived it in cosmology, requires that the large-scale
curvature is the same at each location in each time point, similar to the requirements
imposed on the representation of the curvature of coronary arteries [39]. A single
cosmic scale factor, R(t), defines the relative expansion of the universe as a function
of time. It is used to relate the distance between two objects over time.
Taking a kinetic formalism of the universe, the fundamental quantity in the de-
scription of fluid particles in the expanding universe is the distribution function, f ,
similar to the function described in Chapter 2 to capture hydrodynamic behavior.
This quantity is modified to be a function of position, velocity, and now R(t) instead
of simply time. The Liouville operator which asserts that the f is constant along the
trajectories of the system is thus defined by Eq. 8.2.
L(f)
∂f
∂t
− 2R˙
R
ρ
∂f
∂ρ
(8.2)
The distribution function is strongly influenced by the microscopic behavior of the
inter-particle collisions. It is therefore useful to recast the Liouville operator in terms
of the local momentum. To do so, the method put forth by Bernstein is used alongside
the assumption of massless particles resulting in Eq. 8.3. Readers are referred to [14]
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for more in depth background.
L(f) =
∂f
∂t
− R˙
R
vi∂vf (8.3)
The underlying manifold is expanding and increasing the distance between pre-
scribed grid points; however, the relationship between the grid points themselves
remains the same. The Bernstein method for introducing forces due to the increase
of the radius of curvature of the universe is used to define the additional body force
resulting from the expansion and contraction of the heart.
R˙
R
=
−∆Dωsin(ωt)
Ro+∆Dcos(ωt)
(8.4)
In this case the variable R˙R from Eq. 8.3 is modified as shown in Eq. 8.4 where ∆D
defines the average change in diameter of the system, Ro defines the initial radius
of the heart, and omega controls the curvature change over time. In this thesis,
∆D, the average change in diameter throughout a cardiac cycle, is set to 1cm [163].
The average radius of the heart is defined as 2.5cm and drawing from the work by
Santamarina et al. [137] the curvature change is prescribed as a sinusoidal function,
ω = 2π0.7s .
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8.3 Inclusion of External Force Term in the LBM
Shan and He demonstrated the equivalence between the solution of the LBM and
the approximations to the Boltzmann equation by Hermite polynomial expansion as
a new and alternate approach for discretizing the Boltzmann Equation in velocity
space [138]. The truncation of the Hermite expansion of the Boltzmann distribution
was shown to be equivalent to using the LBM for selected discrete velocity models,
including the previously described D3Q19 model.
In this section, we follow the procedure laid out in [139] to define the external
forcing term by casting it in the Gauss-Hermite formalism. A detailed description
of the relationship between hydrodynamic moment integrations and hydrodynamic
quantities like density and velocity is presented followed by the extension to include
the external force term. By expanding fi(￿x + ￿ci∆t, t + ∆t) as defined by Eq. 5.1
in terms of dimensionless Hermite ortho-normal polynomials in velocity space xi, as
outlined in [139] f is recast as:
f(￿x, ξ, t) = ω(ξ)
∞￿
n=0
1
n!
a(n)(x, t)H(n)(ξ) (8.5)
The dimensionless expansion coeﬃcients, a(n)(x, t), are defined by
a(n)(x, t) =
￿
f(￿x, ξ, t)H(n)(ξ)∂ξ (8.6)
Eq. 8.6 demonstrates that all expansion coeﬃcients are linear combinations of the
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velocity moments of f . Shan et al. demonstrated that the first few expansion coef-
ficients are directly associated with conventional hydrodynamic variables and can be
defined as follows [139]:
a(0) =
￿
f∂ξ = ρ (8.7)
a(1) =
￿
fξ∂ξ = ρu (8.8)
a(2) =
￿
f(ξ2 − δ)∂ξ = P + ρ(u2 − δ) (8.9)
Eq. 8.7-8.9 demonstrate that the thermodynamic variables can be expressed in terms
of just the first three Hermite expansion coeﬃcients. In this case, density is defined
in Eq. 8.7, momentum in Eq. 8.8, and the momentum flux tensor, P , in Eq. 8.9.
Martys et al. built on this formalism to introduce the inclusion of a body force term
[93]. In this case, the external force term, F (ξ), is defined as−→g · ∂vf and Eq. 8.10
is the Hermite expansion in which ga(n−1) is the symmetric tensor product of g and
a(n−1).
F (ξ) = ω
∞￿
n=1
1
n!
ga(n−1)H(n) (8.10)
As the leading coeﬃcients are defined by Equations 8.7-8.9, the second order expan-
sion of F can be denoted with Eq. 8.11.
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F · ∂vf = ω(ξ)ρ
￿
0 +−→g ·−→ξ + (−→g ·−→ξ )(−→u ·−→ξ )−−→g ·−→u
￿
(8.11)
Following this same procedure for the external force from the curvature change as
defined by −˙RR
−→v · ∂vf , Eq. 8.12 is derived.
F (v) · ∂vf = R˙
R
ωξρ
￿
1 + 2−→u ·−→uξ + (3Pˆ + 2c2ρIˆ) : (ξˆξ − c2Iˆ)
￿
(8.12)
8.4 Numerical Results
To evaluate the accuracy of the proposed method of capturing the impact on shear
stress and velocity profiles of time varying curvature change, a series of tests were
undertaken on two representative geometries: a curved tube and a patient-specific
left coronary tree.
8.4.1 Model Problem: Flow in a Curved Tube
First, a computational model mimicking the in vitro experiment conducted by
Santamarina et al. was constructed [137]. In this case, a curved section of a tube with
a1.27cm inside diameter was surrounded by a spiral vacuum hose to prevent the dis-
tortion of the cross sectional area. The other geometric parameters were δm = 0.043,
￿ = 0.26, and Re=300. One end of the tube was held fixed while the curvature change
was introduced through a motor coupled to a crank-piston linkage that introduced
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the sinusoidal oscillation. The fluid in the system was a water-glycerin solution of
65% glycerin by volume and had a kinematic viscosity of 0.12cm2/s. These conditions
were replicated in the simulation.
The geometry of the curved tube, shown in Fig. 8.1 (a), was similar to that of
typical coronary arteries. Fig. 8.1 (b) shows the velocity magnitude at the point
(45,45,120) over the coarse of 350 time steps. The impact of the curvature change
has been introduced as a sine wave applied uniformly across the geometry using the
introduction of the external force defined in Eq. 8.12. Over the cardiac cycle, the
velocity fluctuation recovers the sinusoidal deformation wave form. Fig. 8.1 (c) shows
the velocity profile across the spatial slice of the tube indicated by the white line in
(a) taken at each checkpoint (C0, C1, C2, and C3) defined in (b). Again, as the
cardiac cycle progresses, a significant qualitative change in flow patterns for the fours
checkpoints in the figure, which reflect the waveform of the curvature change.
8.4.2 Flow through Patient Specific Coronary Arterial Tree
Geometry
The overall impact of the deformational forces on shear stress in a real geome-
try was evaluated using the left coronary arterial tree obtained from multidetector
computed tomography (MDCT). This geometry was acquired in a single heartbeat
at 0.5mm resolution as described in Chapter 4. In all simulations, a steady flow was
used to put emphasis on the impact from the forces resulting purely from the curva-
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(a) Simplified Geometry
(b) Curvature Variation
(c) Velocity Profile
Figure 8.1: Results of flow in a simple curved tube similar to known coronary ge-
ometry. (a) The geometry with δm = 0.043 and the average radius of curvature of
0.635cm. (b) The magnitude of the velocity at point (45,45,120) is shown over the
coarse of the cardiac cycle. (c) The slices represented here are taken from the area
marked by the white line of (a) and at the temporal checkpoints designated by the
vertical red lines in (b).
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ture change as the heart expands and contracts. Fig. 8.4.2 (a) the conventional result
using a steady flow of 0.14m/s is shown. This is the result after the shear stress has
converged to a steady state. Fig. 8.4.2 (b-d) depict the shear stress map at three time
points in the expansion cycle. In this case, the curvature change is being represented
as a sinusiodal wave that is applied uniformly across the arterial tree. The sine wave
was scaled to match the time duration of the average heartbeat, 0.7 seconds [163];
however, this does result in the peak of the expansion occurring at t = 0.35s. In
future work, the sine waveform would be replaced with the patient’s cardiac inflow
waveform.
In order to better assess the impact of the deformational forces on the shear stress
across the individual arteries, Fig. 8.3 shows a 2D projection of the LAD artery in
which the width equals the circumference of the artery at the cross section. ESS is
mapped to the surface using a color encoding that diverges from red to blue. In a
formal quantitative user study with domain experts, this 2D representation and color
map resulted in fewer diagnostic errors and faster identification of at risk regions
[18]. Using this representation, one can see the impact that the curvature change
has at diﬀerent points in the arterial wall throughout the cardiac cycle. Again, the
cardiac cycle is implemented as an idealized sinusoidal wave with the maximum point
of expansion occurring at t = 0.35s. For the time point at 0.35s, both the result
from the standard force and the result when including the deformational forces are
shown. This emphasizes the change in ESS that occurs due to the introduction of
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(a) Standard Force
(b) t=0s
Figure 8.2: First two images of the evaluation of the impact of the deformational forces
on the endothelial shear stress. (a) Depicts the shear stress of a steady flow through
the patient specific geometry once it has converged to a steady state. (b) Shear stress
mapping for simulation including the deformational forces at the initialized state.186
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(c) t=0.35s
(d) t=0.7s
Figure 8.2: (Continued) Second two images of the evaluation of the impact of the
deformational forces on the endothelial shear stress. (c) Shear stress mapping for
simulation including the deformational forces at 0.35 seconds or the height of the
expansion. (d) Shear stress mapping for simulation including the deformational forces
at 0.7. 187
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the deformational forces. In conventional simulations that ignore the time-varying
curvature change, such changes in endothelial shear stress are not accounted for.
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Figure 8.3: 2D projection of the shear stress map of the LAD artery at diﬀerent points
in the cardiac cycle. For the time point at 0.35s, both the result from the standard
force and the result when including the deformational forces are shown.
8.5 Discussion
In the current chapter, a method for accounting for the deformational forces that
impact coronary blood flow due to the curvature change of the arteries is introduced.
This method captures the dynamic curvature change while allowing the geometry of
the artery itself to remain static. Key advantages are the ease of incorporating this
force into the LBM as an external body force and removing the need to redefine the
geometrical mesh at each time point. The use of the body force allows the simulation
to be based on one 3D patient geometry, thus minimizing the number and duration
of image acquisitions (and consequently minimizing the associated radiation dose)
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and also reducing the computational complexity of the method. First, the flow in
a simple geometry representing a coronary artery shows the successful addition of
a sinusoidal curvature change. The simplified arterial motion allowed the focus to
be on the unsteady motion on the arteries as the underlying myocardium expands
and contracts. It was shown that the inclusion of this force caused a large temporal
variance in the velocity profile. Second, the change in endothelial shear stress in a
complex patient geometry was assessed. Again the curvature change was introduced
through a sinusoidal wave and a strong qualitative change in ESS was observed. When
comparing the result of this method to simulations including only a standard body
force for steady flow, a large impact is shown.
In general, such computational studies oﬀer a method of assessing the impact of
various forces on ESS in real patient geometries. In this study, the focus was only on
the addition of the deformational forces. In future work, the combination of pulsatile
flow and the motion of the arteries should be considered. This can be especially
important if cardiac disease is present. In such cases, the cardiac muscle may contract
diﬀerently leading to potentially non-uniform curvature changes. Moreover, if aortic
regurgitation is present, the phase diﬀerence between the arterial motion and pulsatile
flow may increase having a severe eﬀect on the overall shear rates ([94], [120]).
A limitation of this study is the assumption that the cardiac muscle is subjected to
a uniform contraction and expansion across its volume should be modified to reflect
more realistic change. The variation of curvature change across porcine hearts was
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investigated in [142]. Similar changes for human myocardium should be studied and
potentially included in the model. An ellipsoidal representation could be used to get
a more accurate model. Also, patient-specific or more accurate models for the flow
rate waveform could be used instead of the sinusoidal wave used here.
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Attention in computational vascular mechanics should focus on patient-
specific analyses of disease progression, device-tissue interactions, and inter-
ventional and surgical planning based on appropriate couplings of advection-
reactiondiﬀusion formulations and fluidsolid-growth models. Models should
be as simple as possible, yet include complexities that enable the underlying
mechanobiology and chemomechanics to be modeled well.
– Charles Taylor and Jay Humphrey [151]
The objective of the research presented in this thesis is to provide conceptual insight
into the development of CVD and to serve as a proof of principle for larger circu-
latory models to aid in disease prediction and diagnosis. The prediction of disease
localization and progression is still an important open question facing cardiovascular
researchers. One of the fundamental questions is to understand the mechanism of cell
movement through the vascular system and the likelihood of penetration of the vessel
wall. Depending on the cell-types involved, these adhesions can lead to the develop-
ment of an atherosclerotic plaque. During the past few decades, clinical studies have
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found that in silico identification of areas of low ESS has enabled the potential for
early detection of regions prone to atherosclerotic disease development. It is there-
fore of great importance to detect the underlying mechanisms at early stages in the
disease process, so that appropriate treatment can be started in time.
Simulation of the movement of disease-specific cells through the blood vessels will
enable the investigation of factors like cell concentration, cell size, blood pressure,
and velocity and the calculation of the probability of adhesion at diﬀerent points in
the circulatory system. Such studies will provide insight into likely locations of dis-
ease sites and a coherent understanding of the complex interactions involved with the
development of vulnerable plaques. However, the ability to model fluid movement in
the full circulatory system is currently limited by deep conceptual and technical chal-
lenges. While computational models allow us to reconstruct patient specific arterial
geometries and assess fluid flow in the system, these simulations typically involve a
small subsection of the circulatory system or ignore complex cellular interactions.
In Chapter 4, the first multiscale simulation of cardiovascular flows in realistic
human arterial geometries was presented. A challenge raised by this work was that
even taking the described strategies for eﬃcient parallelization, the simulation of one
heartbeat required the use of 163,840 cores for a full six hours. This order of time
scale is simply not feasible to enable physicians to leverage such personalized computer
simulations as routine component of patient assessment. In the following chapters,
methods to extend the accuracy of the model, improve computational eﬃciency, and
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reduce time to solution through coupled space-time parallelism were presented. This
work has raised several open questions for future research.
One such question involves the red blood cell model. In response to the simula-
tion time exhibited in Chapter 4, the rest of this thesis focused on improving the fluid
component of the model. The result is HARVEY, a highly eﬃcient lattice Boltzmann
based code, which is capable of accurately modeling blood flow for long time dura-
tions. Now that the fluid component has been optimized and extended to regimes
beyond the continuum limit, can a red blood cell model be introduced that allows for
reasonable time to solution for large-scale models? Moreover, mechanical factors like
wall shear stress play a factor in its development and high low-density lipoprotein
(LDL) concentration has been shown to correspond with sites of plaque development
and indicate the nature of the plaque’s growth [148], [106]. Through modeling the
interaction of the LDLs with other cells and the arterial wall, quantities like concen-
tration and residence time at the wall can be compared with experimental data for
insight to the disease progression. In the initial work discussed here, red blood cells
were modeled as rigid body ellipsoids. To study LDL interaction at the arterial wall,
the interaction of the cells with the wall and with others cells plays an important role
rather than in the previous case when the focus was on the bulk movement of the
fluid. A low-dimensional model that takes into account the flexibility of the cells is
necessary; however, the scale of the cells needed for the simulations is on the order of
billions of cells simultaneously being modeled.
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Another open question is whether or not these methods can extended to enable
modeling of larger circulatory models. What are the bounds on the size an duration of
the hemodynamic simulations? Typical hemodynamic models are simulated for short
stretches of a single artery or focus only on the bulk fluid in an arterial system of
typically 10-12 vessels. Recently, simulations of full body hemodynamics have started
to be completed. In these cases, only fluid is modeled and only larger arteries are
included (c.f [168], [105]).
In Chapter 8, a method to account for the deformational force applied to coronary
blood flow as a result of the artery’s curvature change. This was completed through
the formalism of an external body force which both reduced the potential computa-
tional complexity of the model and the radiation dose the patient was exposed to by
enabling arterial motion to be included even while the geometry remained static over
the entire cardiac cycle. In all of the simulations discusses in that chapter, steady flow
was used to emphasize the role curvature change had in changing the ESS exhibited
in the arteries. In future work, a more realistic waveform to describe the curvature
change as well as the coupling between the vessel movement and pulsatile flow should
be investigated. Studies taking into account the potential phase diﬀerence between
the arterial motion and flow rate should be pursued.
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Conclusions
Each problem that I solved became a rule which served afterwards to solve
other problems.
– Rene´ Descartes [34]
And so I conclude that blood lives and is nourished of itself and in no way
depends on any other part of the body as being prior to it or more excellent...
So that from this we may perceive the causes not only of life in general...
but also of longer or shorter life, of sleeping and waking, of skill, of strength
and so forth.
– William Harvey, De motu cordis [68]
This thesis has attempted to address the challenges associated with using mas-
sively parallel supercomputers to model blood flow in real patient geometries. The
entire heart circulation system was simulated at high resolution using up to 294,912
processors of the IBM Blue Gene/P supercomputer. This involved the designing of
new algorithms to address diﬃculties like the extremely complex and irregular geom-
etry and workload balancing across the large core count.
Methods to optimize the the lattice Boltzmann model for the D3Q19 velocity
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model as well as higher order models that extend the accuracy of the simulation be-
yond the continuum limit were presented. Techniques such as deep halo level ghost
cells and hybrid programming models were introduced to help reduce the computa-
tional impact of these extended models.
In order to further reduce the overall time to solution for cardiovascular simula-
tions, a novel scheme for coupling temporal and spatial decomposition was developed.
This has the benefit of overcoming the fundamental strong scaling limit of space-
parallel CFD methods and enabling more eﬃcient use of the core counts becoming
available on next generation systems.
Additionally, a new algorithm was presented to account for the arterial curvature
change over the coarse of the cardiac cycle and its impact on coronary blood flow.
Various steady and unsteady numerical simulations were performed, all yielding excel-
lent agreement with either analytical solutions or in vivo measurements. The ability
to evaluate the proclivity of patients for various cardiovascular diseases through per-
sonalized computer simulations has been demonstrated. In conclusion, the lattice
Boltzmann methods discussed here are shown to be accurate and robust solvers for
computational fluid dynamics in the regimes associated with cardiovascular disease.
The work in this thesis demonstrates that applying such computational techniques
to study CVD has the potential to ultimately help reduce long-term morbidity by
identifying risk factors before there are clinical manifestations.
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