I. INTRODUCTION
electrons' elastic scattering from the channel walls, potentially an important effect for the low-impact energies prevalent in an MCP electron cascade. A further difficulty encountered by all such previous efforts (and, indeed, the present one) is that a fair number of adjustable parameters in these simulations cannot be unambiguously determined from the existing data. Consequently, inconsistent parameter sets appear in the literature, with some more robustly constrained by the data than others.
In the last two decades, high-speed, gated MCP x-ray detectors have proven to be a powerful diagnostic tool for two-dimensional, time-resolved imaging and time-resolved x-ray spectroscopy in the field of laser-driven inertial confinement fusion and fast z-pinch experiments. 19, 20, 21 These detectors quantitative measurements are critical for a comprehensive understanding of the experimental results. To assist their characterizations and to aid design improvements, a more comprehensive Monte Carlo simulation model for the MCP detector is needed.
The main purpose of this paper is twofold. First, we describe our new simulation model, which includes the effects of elastically scattered electrons and precludes the total secondary electron energy from exceeding that of the primary. Then, we compare the simulations with experimental results to obtain a reasonable set of model parameters for the MCP. Although these parameters can't be uniquely determined, achieving good agreement between the simulation and experiments in DC operations can lead to a useful parameter set to study MCP performance with subnanosecond high-voltage pulses.
In section II, we present a Monte Carlo simulation model and computational algorithm. Comparisons of simulated and measured MCP gain appear in section III.
Spatial resolution of the MCP detector is discussed in section IV. Section V summarizes our results.
II. MODEL AND COMPUTATIONAL ALGORITHM
A microchannel plate is essentially an array of parallel continuous electron multipliers. Individual MCP channels are typically ~10 µm in diameter, and the plates themselves are usually 450-600 µm thick. Generally, the channels are set at an angle, α, relative to the MCP surface normal, also called the "bias angle." The MCP is also characterized by the ratio of its thickness to the channel diameter, or its L/D ratio.
MCP electron cascade dynamics can be approximated by the behavior of a single microchannel. For our purposes, it is acceptable to assume that all microchannels in a particular plate are identical because we are neglecting any cross-talk effects between adjacent channels. When the MCP is operated at high count rates or hard x-ray detection, the effects of neighbor channels can be more significant. 22, 23 The cascade is taken to be initiated by some number of incident electrons. Their number, incident energy, initial direction, and initial location are determined by the user. For the simulations presented in this paper, initial positions are all at the MCP input face. For each electron incident on the channel wall, equations dependent on the incident energy and angle are used to determine the mean secondary emission yield. The incident energy, ) ( i m V θ , at which an electron colliding with the channel wall will produce the maximum yield is given as
is the incident energy producing maximum yield at normal incidence, and θ i is the incident angle. 24 Values for V m (0) found in the literature for lead glass run from ~200 to 300 eV. 25 We discovered that using a value near the middle of this range (260-270 eV) achieved a good fit with our experimental data.
The maximum yield for a primary electron incident at angle θ i is ,
where α is a material-dependent parameter determining the variation of the maximum yield with incident angle, and δ m (0) is the maximum yield at normal incidence. 24 Typical values for α, for lead glass used in constructing MCPs, range from 0.4 to 0.6. 25 We begin our simulation with a value of 0.5, then adjust to fit the experimental data. Values for 
where s is an adjustable, material-dependent parameter >1, typically around 1.3 (the value used in this work). The actual secondary yield is determined by random sampling of a Poisson distribution with a mean value of δ(V i ,θ i ). Other authors have used a variety
of alternate forms for Eq. (3), each with their own adjustable parameters. We have found there to be little difference between the performances of these models for simulating the secondary emission processes in a microchannel plate. In large measure, this is due to the fact that the majority of electron-channel wall collisions are low energy (<100 eV), in a domain in which each of these models is nearly linear.
With the number of secondary electrons determined, each electron's initial energy is assigned by sampling a Maxwell-Boltzmann probability distribution
where E 0 is the most probable secondary energy, and C is a normalization constant.
Experimental data for MCP-type lead glass indicate a value of about 2-3 eV for E 0 . 25, 27, 28 This work uses a value of 3 eV. It should be noted that various forms for the secondary energy distribution have been used by different authors. We have tried several, and found that the specific form of the distribution generally has little effect on the simulation results. Of greatest importance to the outcome is the value of the most probable energy.
While we assume the emission energies of the secondary electrons to be uncorrelated, we do require that energy is conserved by ensuring that the sum of the secondary electron emission energies be less than the impact energy of the primary electron. We implement this by repeatedly sampling the secondary electron energies from the above MaxwellBoltzmann distribution until the conservation condition is met.
The direction in which each secondary electron is emitted is sampled from a cosine distribution,
where θ is the angle relative to the surface normal. We assume that the emission angles of the secondary electrons are fully uncorrelated, independent of the incident energy and angle, and uncorrelated with the emission energies. Experiments have shown these to be reasonable assumptions. 24 The trajectories of the secondary electrons are then calculated using nonrelativistic equations of motion. Since the maximum electron energies are on the order of 1 keV, a small fraction of the rest-mass energy, the problem can safely be treated nonrelativistically. After the electron equations of motion are solved, the impact energy and angle of the electron with the channel wall are determined, giving the initial conditions for the next generation of electrons. This process is repeated until the electrons emerge from the output end of the channel or the cascade dies out, yielding no output electrons.
In this simple model, we assume that only the photoelectrons and Auger electrons generated adjacent to the microchannel can initiate a cascade within the channel, which agrees with experimental observation. 10 From the E-field calculations 29 , the photoelectrons produced in the field region would not be further amplified and would no contribute to the total signal. The initial photoelectrons are generated in a timeframe (<10 -12 s) that is much shorter than the transit time of the cascading electrons. The time lag of secondary emission is estimated to be 10 -13 to 10 -14 s, which is much shorter than any timescale relevant to electron-cloud effects. 30 Thus, we assume that the secondary electrons are generated instantaneously when a primary electron hits the lead glass surface.
In previous Monte Carlo simulations, 15, 16, 17, 18 the possibility of the incoming electrons' elastic reflection was neglected. In our simulations, we found elastic scattering to be an important effect, particularly for low-bias voltages. It was necessary in order to use one set of parameters to describe the gain variation of the MCP with bias voltage over the full range of voltages of interest. The probability of electron reflections from lead glass at normal incidence as a function of energy was studied by Scholtz et al. 27 They discovered that for 10-eV primary electrons incident normal to a lead glass surface, ~95%
of the resulting secondary electrons were in fact elastically reflected primary electrons, decreasing to ~5% for 100-eV primary electrons. Scholtz et al. 18 found that the following equation produced a good fit to the reflected fraction of secondary electrons vs. primary electron energy data:
Unfortunately, the research did not examine any angular dependence for this effect.
Nevertheless, we have included the option of using Scholtz's results in the simulations as an elastic scattering approximation, assuming the effect to be independent of incident angle and providing for an adjustable scaling factor, R, to be included in order to better fit our experimental data. Thus, the reflected fraction of secondaries is:
Using Eq. (6) 
where δ s is the true secondary yield, and f is given by Eq. (6). It then follows that the average reflected yield is t e fδ δ = .
Eq. (8) is used to determine the probability that an electron is elastically reflected after a collision with the channel wall. If reflection occurs, then the axial and angular components of the electrons' velocity are left unchanged, while the radial component is reversed. If reflection does not occur, the secondary electron yield and initial properties of the secondary electrons are determined, as described above.
III. DC VOLTAGE SIMULATIONS
Although these simulations can be adapted to MCPs with almost any geometry, we have concentrated most of our modeling efforts on an MCP with a 10-µm channel diameter and a thickness of 0.46 mm (L/D = 46). The parameters used in these simulations are summarized in Table 1 . For MCPs with these characteristics, we have a large amount of experimental data that can be compared to our simulation results. Figure   1 shows simulation results for an MCP with the parameters shown in Table 1 Both modeled and measured sensitivities are plotted versus voltage in Figure 3 . The simulated gains have been scaled so that the model value at 450 V is set to the average of the measured data. Clearly the model reproduces the trend in the measured data extremely well over virtually the entire voltage range. However, the data show some leveling off at 950 V, which is not seen in the simulations. This leveling off is due to the onset of saturation in the CCD used to collect the data, and is not an effect of the MCP.
IV. SPATIAL RESOLUTION
The three-dimensional electron transport model also allows us to predict MCP resolution. Resolution calculations were based on the set of parameters for the MCP camera back imaging system described in the experiments. The electron position distribution is obtained by calculating the ballistic trajectory of the MCP output electrons hitting the phosphor plate held at a fixed positive potential. The phosphor is located 0.029 in. from the MCP exit face, which is at ground potential. Experimental measurements of the detector's spatial resolution were made using a knife-edge resolution target. For some simulations, we assumed that the conductive gold coating extended into the channel output a distance of about 1.5 channel diameters, or 15 μm.
This "end-spoiling" created an electron focusing effect, which has been detailed previously. 14, 31, 32, 33 For our resolution calculations, we have generated a set of output electrons from a 729-channel array in a hexagonal-packed geometry with a center-to-center distance of From Figure 5 , it is apparent that such a relationship does in fact hold, in both the x and y directions. Figure 6 shows the LSF FWHM as a function of V ph along the x and y axes for different MCP bias angles. Clearly, bias angle has no effect on the spatial resolution in the x direction. Along the y axis, however, we observe reduced resolution as a result of the MCP bias angle, with increasing bias angles leading to reduced resolution. Experimental measurements and simulations have been performed for V ph between 500
and 4000 V. The resolution target was place in front of MCP with a spacing less than 1 mm. In our measurements, the detector was placed 2.7 meter away from the Manson source. The 1 mm spacing between the resolution target and the MCP should have almost no effect on measured line spread function. For the simulated resolutions, 37-μm instrument resolution broadening was added in quadrature to the simulated LSF FWHM, and the x and y FWHM were averaged. The measured and simulated results showed excellent agreement. Additionally, Figure 7 shows a single point at a 2-kV phosphor bias, the result of including the effects of end-spoiling in the simulation. The outcome is a reduction in the LSF FWHM, and hence, an improvement in spatial resolution.
V. CONCLUSIONS
We have discussed our new Monte Carlo simulation model, developed as a tool for assisting with the design of high speed, gated x-ray cameras and for interpreting the data obtained from such devices. The code uses a fairly standard set of equations for determining secondary emission yields, based in part on experimental data obtained with MCP lead glass. It also takes into account elastic reflections of low-energy electrons from the channel wall and requires that the total secondary electron energy not exceed the energy of the parent primary electron.
The large amount of experimental data we have for 0.46-mm-thick, 10-μm porediameter MCPs allows us to test our simulation code and fine-tune unknown MCP secondary emission parameters. With this fine-tuning, our simulations of gain vs. DC bias voltage and of MCP spatial resolution achieve excellent agreement with our experimental data.
Future work will involve extending the MCP simulations to include subnanosecond pulsed voltages. We also plan to study MCP saturation due to space charge, positive wall charge buildup, and strip current limitations. These topics will be the subjects of future publications. 
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