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Consider the nonlinear integro-differential equation 
u,(x, 1) = 
I 
’ a(t - z); a(u,(x, t)) dz +f(x, t), O<x<l, O<r<T, 
0 
with appropriate initial and boundary conditions. This problem serves as a model 
for one-dimensional heat flow in materials with memory. The numerical solution 
via finite elements was discussed in B. Neta [J. Math. Anal. Appl. 89 (1982), 
598-6111. In this paper we compare the results obtained there with finite difference 
approximation from the point of view of accuracy and computer storage. It turns 
out that the finite difference method yields comparable results for the same mesh 
spacing using less computer storage. I(‘ 1985 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we discuss finite difference method for approximating the 
solution of the nonlinear integro-differential problem 
4(x, r) = 1’ u(t - 7) -& 4&(X, z)) Liz +f(x, t), O<x<l,O<t<T, 
0 
(1) 
u(0, t) = u( 1, t) = 0, t > 0, (2) 
4-G 0) = WI, O<x<l. (3) 
This problem serves as a very special model for one dimensional heat flow 
in materials with memory [4,5]. The problem also arises in the theory of 
one-dimensional viscoelasticity, see [3-61. 
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As a special case of (l)-(3), one obtains the solution to the damped non- 
linear hyperbolic equation 
%,(4 t) + ~UI(X, t) =g 4u,(x, t)) + g(x, t), O<x<l, t>o, (4) 
u(0, t) = u( 1, t) = 0, t > 0, (5) 
4x, 0) = $(x), o<x< 1, (6) 
%(X, 0) =f(x, 01, O<x<l, (7) 
where 
g(x, t) =.f,(x, l) + @(x, t), (8) 
and 
a(t)=e lf. (9) 
The existence and uniqueness of solutions to these problems were studied 
by MacCamy [S], Nohel [S], Staffans [lo], and others. See also Bloom 
Cll. 
The assumptions in [S] for existence and uniqueness are as follows: 
UE P[O, co), 40) > 0, b(O) < 0, (10) 
tjdk) f L,(O, co), k=O, 1,2, j<3+nforsomen>O, (11) 
Reb(iq)>O for all rj, (12) 
where i(s) is the Laplace transform of u(t). 
oEC*(-q co), a(0) = 0, (13) 
0 d p da’(<) d y for all 5, (14) 
.t-e C3(C0, 11 x co, cc )h (15) 
f(t)Eb(o, co)nL,(O, m)nL,(O, co), (16) 
where 
f(t)= sup (If(x, t)l, If,& r)l). 
x E co, I 1 
(17) 
In the next section we describe the finite difference approximation to the 
problem (1 k( 3). Section 3 will be devoted to numerical experiments and 
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comparison with finite (linear) elements. We compare the linear elements 
with second order discretization in time with finite difference method of 
second order in time. The finite difference method gives comparable results 
for the same mesh spacing using less computer storage. 
2. FINITE DIFFERENCE APPROXIMATION 
Budak and Pavlov [2] discussed the finite difference approximation for 
a linear integro-differential equation. 
In our case we have a nonlinear function of U, under the integral sign. In 
order to describe the finite difference method, we introduce a net whose 
mesh points are denoted by x, = ih, f, = jk, where i = 0, l,..., M; j = 0, l,..., N 
with h = l/M and k = T/N. The boundaries are specified by i = 0 and i = M. 
The initial line is denoted by j = 0 and the discrete approximation at xi, tj 
is designated U,. The exact solution to the problem at xi, tj, denoted by 
uii, is assumed to exist and be smooth enough. From the boundary con- 
ditions we have 
u, = u, = 0. (18) 
At other points 0 < i < M, the integro-differential equation will be replaced 
by a difference equation. The simplest one, consists of approximating the 
space derivatives by a forward and backward difference at (xi, tj) and the 
time derivative by a forward difference. The integral is approximated by the 
trapezoidal rule as described in [7]. 
ut(Xi, ‘J) =i (Uij+ I- U,) + O(k), 
Qxi> I,,=; (U;+lj- U,)+ O(h), 
s d’#(s) ds = k C&t,) + d(t,- III;+ O(k3), 
/= 1 
(19) 
(20) 
(21) 
(22) 
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Combining (19) (21), (22) with (l)(3) one has 
ulj+l = U, + kf,, +; i 4(j- 4 k) 
I= I 
X 
a(“~+,a-“i,)-a(ui,-P -11) 
h 
+a((j-l+ 1)k) 
a Iii+ I/+ l- ud+ I 
h 
X 
1 ( 
-a Uilfl-Ui-l/+I 
h 
h 
j=1,2 ,..,, N. (23) 
The method is first order in t and second order in x. Note that one needs 
Uio and Ui, (i = 1,2,..., M- 1) in order to use (23). These values can be 
computed from the initial condition 
and from 
u,(x, 0) =f(x, 0). (25) 
This last relation is obtained from equation (1) upon letting t = 0. Thus 
Ii,0 = 11/txi)9 (26) 
u,, = u,, +kf,,. (27) 
Therefore, one can march forward in time. Since the finite element method 
is second order in time we will not use (23) (26), and (27) in our com- 
parison. We will now develop a second-order finite difference method. 
To increase the order of convergence with respect to t one can use a 
Crank-Nicholson method. In this case, one obtains a system of nonlinear 
algebraic equations to solve for each time step. This increases the com- 
putational complexity considerably. On the other hand our idea in [7] for 
finite elements yields a second order method in time for the price of a linear 
system of algebraic equation at each time step. The coefficient matrix of 
that system is independent of time. As in [7], we will use the following idea 
to obtain a second order in time algorithm to solve (l)-(3), 
u(x, t + k) = u(x, t) + ku,(x, t) +; u,,(x, t) + O(k’). (28) 
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Substituting the integro-differential equation (1) and its time derivative in 
(28) we obtain 
u(x, t+k)=u(x, t)+k f(x, t)+$(x, t) +~a(O)~~(U,(X, t)) 
( 1 
+k ’ 
HI 0 
n(t-~)+;a,@-r) ~~(u,(x,~))dr+O(kl)- 1 
(29) 
Combining (21), (22), and (29) we have 
+k2 i [,U(tj-t/) a((Ui+ II- Uil)lh)-a((Uil- ui- l,)lh) 
I=0 h 
+ O(h2k2 + k3), (30) 
where 
i&= *, 
i 
I>0 
;, I= 0. 
(31) 
Note that using (30) one can march forward in time, starting with (26). 
Equation (27) is not used with this procedure. Clearly the method is 
second order in time. What is maybe surprising is that the only difference 
between (30) and (23) is the term k2j1,/2. 
To investigate the stability of the method, let U, be the approximate 
solution at xi, tj and zri = uji - U, be the difference. Then 
z 
/=O 
(32) 
Using the Taylor expansion for G one can show that 
zij+1 = zjj + r2a(0) o’(u;j)(zi+ lj - 22, + zip lj) 
j-l 
+ r2 1 i/U(tj- t[) Cr’(U:,)(Z;+ 1/-2Zi[+ Zf- 1,). (33) 
I=0 
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Following Ames [ 11, p. 743 one has the following condition for stability 
1 - 2r%(O) ,Lf b 0, (34) 
where r = k/h and /J is given by (14). Note that a(O) is positive and that the 
smaller the value of ~1 the better. 
3. NUMERICAL EXPERIMENTS 
We have developed a computer program which utilizes (26), (27), and 
(23) to obtain the numerical solution of the nonlinear problem (l)-(3). The 
computer storage required is smaller than that required by the finite 
(linear) elements program. For finite difference one requires an M vector 
for nodes and an M vector for exact solution at current time steps. One 
also needs an Nx M matrix to save all approximate solutions. (Note that 
one has to use the approximate solution at all previous time steps to obtain 
the solution at current time.) 
For the finite (linear) elements program one requires 6M extra entries, 
where M is the number of nodes along x-axis. 
In our numerical experiments we solved the linear problem, i.e., 
a(u,) = u, as well as nonlinear problems. The first problem 
I 
I 
u,= e -(f-T)~XX(~, z) dT +f(x, t), O<x<l, O<t<T, 
0 
wheref(x, t) is chosen so that the exact solution is 
u(x, t)=x(l -x)e-.“-‘, 
i.e., 
,f(x, t)= -x(1-x)e~“~‘+t(x2-5x+4)ep-‘+‘. 
(35) 
(36) 
(37) 
The error was computed using the norm L,[O, l] x L, [0, T]. In 
Tables I-III we present the error and rate of convergence (with respect o 
time) for fixed h =O.l, T=O.O1313, various values of k(N) and (T(u,) = ufi, 
I= 1,2, 3. The rate of convergence should be 2 (see (30)) but the numerical 
experiments how a smaller rate. The CPU time for each is also given. The 
results were obtained on IBM 3033 computer using double precision. 
Note that in Table II CT’ < 0 (in contradiction to condition (14)), but the 
solution does exist for a very short time (see [9]). Note also that in 
Table III the error for N = 112 is larger than that for N = 56. The reason is, 
of course, the round-off errors. 
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TABLE I 
h=O.l, T=0.01313, a(u,)=u, 
CPU 
(set) N Error Rate 
0.21 I 0.00004138 
1.02 
0.25 14 0.00002041 
1.04 
0.39 28 O.OOOOO992 
1.09 
0.11 56 0.00000467 
1.19 
2.22 112 0.00000205 
TABLE II 
h=O.l, T=0.01313, u(u,)=uf 
CPU 
(set) N Error Rate 
0.07 7 0.00005839 
1.19 
0.11 14 0.00002562 
1.21 
0.23 28 0.00001110 
1.44 
0.63 56 o.OOOoO709 
1.78 
2.13 112 0.0oooo120 
TABLE III 
h=O.l, 7’=0.01313, c~(u~)=u; 
CPU 
(set) N Error Rate 
0.07 I 0.00006447 
1.53 
0.11 14 0.00002230 
1.76 
0.23 28 0.00000658 
1.80 
0.66 56 O.OOOW189 
2.19 112 O.OOOOO448 
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TABLE IV 
h=O.l, T=O.O1313, a(u,)=u, 
CPU 
(set) N Error Rate 
0.25 I 0.00008917 
1.10 
0.28 14 o.OOc04171 
1.04 
0.40 28 0.00002033 
0.99 
0.83 56 0.00001022 
0.95 
2.33 112 0.00000530 
Note that there is no significant difference in CPU time between linear 
and nonlinear problems. Note also that one obtains the same accuracy. It 
should be remarked that f(x, t) depends on CJ. 
In the next two tables we show the errors and rate for the same problems 
with exact solution 
u(x, t) =x( 1 -x) sin(x + t). (38) 
In Table IV we have the results for a linear problem, i.e., rr(u,) = u,, and in 
Table V we give the results for the case CJ(U,) = u’,. 
In Table VI we compare with results using finite (linear) elements for the 
above five problems (see [7]). 
TABLE V 
h=O.l, T=O.O1313, u(u,)=u: 
CPU 
WI N Error Rate 
0.08 I 0.00006605 
1.21 
0.13 14 0.00002846 
1.21 
0.28 28 O.OOOQ1227 
1.29 
0.75 56 0.00000501 
1.05 
2.33 112 O.OOOOO242 
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TABLE VI 
h=O.l, T=O.O1313, N=7 
Problem 
number 
Finite differences Finite elements 
CPU CPU 
(set) Error (set) Error 
1 0.42 0.00004138 0.66 0.00148504 
2 0.43 0.00005839 0.73 0.00150278 
3 0.45 0.00006447 0.73 0.00146377 
4 0.42 0.000089 I 7 0.82 0.00147419 
5 0.46 0.00006605 0.92 0.00149656 
Note that the errors are about the same. The results for finite elements 
are better than those in [7]. This improvement is due to change in com- 
puting the initial solution. Here we use $(x) at the nodes instead of (4.3) in 
c71. 
It is interesting to see what happens for large T. We have used both finite 
difference and finite (linear) elements to solve the above five problems for 
h=O.l, N=200 (T=l) and N=2000 (T=lO). As one can see in 
Table VII the errors in finite elements for linear problems are now about 
half the size of those in finite differences. For nonlinear problems the errors 
are about the same except for problem 2 and 5. The CPU time used by 
finite elements is larger. For T= 10, we find again that the finite element 
method gives better accuracy for linear problems using less CPU. For the 
nonlinear problem 3 the accuracy is only slightly better. 
TABLE VII 
h=O.l, T= 1, N=200 
Problem 
number 
Finite differences Finite elements 
CPU CPU 
(set) Error (set) Error 
6.38 
6.41 
6.65 
6.50 
0.001397 
0.017705 
0.002789 
0.001242 
divergence 
8.05 
8.84 
10.86 
0.000861 
divergence 
0.002337 
0.000692 
divergence 
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Problem 
number 
TABLE VIII 
h=O.l, T=lO, N=2000 
Finite differences Finite elements 
CPU CPU 
(set) Error (set) Error 
1 599.21 0.001717 482.37 0.000861 
3 630.05 0.003271 486.86 0.002388 
4 582.24 0.003099 509.52 0.000692 
0.84 
0.56 
0.28 
1.00 
FIG. 1. Interface curve. 
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The difference between problems 2, 5 and the others is in the sign of c’. 
For the uniqueness we assumed that a’(<) > p > 0. It turns out that for 
problems 2 and 5 the sign of C’ is not always nonnegative in 
[0, l] x [0, I]. For problem 2 
(T’(z4,)=2z4X=2(1-3X+X2)e-X-‘, (39) 
which is positive for all t and x < (3 $)/2 N 0.382. For problem 5 
a’(~,) = 2( 1 - 2x) sin(x + t) + 2x( 1 - x) cos(x + t), (40) 
which is positive for all t and x < x,(t) as can be seen on the computer plot 
Fig. 1. In this figure we plotted 
i 
(f(x, f) if CJ’> 0, z= 
0 if a’<O. 
We can conclude that there exists a weak solution for CJ’ < 0 but only for a 
very short time. See for example Slemrod [9]. 
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