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Efficient Probit Estimation with Partially Missing Covariates
*
 
A common approach to dealing with missing data is to estimate the model on the common 
subset of data, by necessity throwing away potentially useful data. We derive a new probit 
type estimator for models with missing covariate data where the dependent variable is binary. 
For the benchmark case of conditional multinormality we show that our estimator is efficient 
and provide exact formulae for its asymptotic variance. Simulation results show that our 
estimator outperforms popular alternatives and is robust to departures from the benchmark 
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1.  Introduction 
Many approaches for dealing with missing data in regression type analyses have appeared in 












applied  to  a  tractable  data  pattern.  This  paper  estimates  a  probit  equation  when  some 
explanatory  variables  are unrecorded  on r  of  the  original n  observations,  but  the  binary 
dependent variable and the remaining explanatory variables are recorded on all observations. 
We  show  that  explicit  formulae  for  coefficient  estimators  and  their  variances  are  quite 
straightforward and easily implemented on standard econometrics packages such as Stata. 
Taking multinormality as an initial benchmark case we show the estimator is efficient and 
that  improvements  over  complete  case  analysis  can  be  very  substantial.  We  show  by 
simulation  and  analysis  of  real  data,  that  our  estimator  can  outperform  other  popular 
techniques for dealing with missing data.  By considering departures from the initial model 
we also show that these findings extend beyond the benchmark case. 
Any  approach  to  missing  data  analysis  requires  assumptions  about  the  process 
causing the absence of data. There is a large literature on this topic with Rubin (1974, 1976) 





in the  demonstration of  efficiency, assess robustness of  our estimator to  departures from 













paper’s  data  structure.  This  pattern,  generated  by  deliberate  double  sampling,  can  be 
reinforced when researchers try to match Census data across different years. 
2 
The  data  structure  of  r  complete  and  (n–r)  incomplete  observations  also  arises 
frequently in econometrics through mechanisms other than deliberate random sampling.  In 
many  fields,  such  as  labour  economics,  there  is  a  growing  tendency  to  draw  data  from 
multiple sources. Often the sample sizes can differ between two data sources. Dolton and 
1 If the process generating the missing data is (using Rubin’s term) non­ignorable, inference based on 
the  complete  observations  alone  may  not  be  representative  of the  population  of  interest.  Correct 
inference may be obtainable by joint modelling of the process along with the model of substantive 






O’Neill  (1996)  evaluated  a  government  training  programme  in  the  UK  where  data  on 






















Our  application  examines  the  portfolio  allocation  decisions  of  Italian  households 




of  the  missing  data  is  ignorable  by  design  and  where  complete  case  analysis  involves 
dispensing with over half of the original sample. Using our estimator on all the data reduces 
the estimated standard errors of the coefficients greatly compared to complete case analysis 




presents  the  efficient  estimator  for  this  model  and  obtains  explicit  formulae  for  the 
asymptotic  variance  of  our  estimator.  Section  4  describes  how  to  test  the  assumptions 
underlying our estimator and discusses modifications to our estimators that might be required 



















i i x i w i  Y X B W B  e  = + +  (2) 








i i i  W X C u  = +  (3) 
where C is a (k x l ) matrix of parameters, 
'  ~ (0, )  i  u MVN  S  . These assumptions are 





In  conjunction  with  (2),  equation  (3)  implies  that,  conditionally  on  X  only, 
' ( ) 
i i X W yi  Y X B CB e  = + +  with  variance  w  w  yy  B  B  S  +  = 
'  1  s  and  ( 
'  , 
yi i  e W )  are  multivariate 
normally distributed. Sometimes a stronger assumption, namely that  all regressors {Xi,, Wi} 





The parameter vector to be estimated, q , consists of the k components of  x  B  , the l 
components of  w  B  , the l*k elements of the matrix C and the  (  )  1 
2 
l 
l  ￿ ￿  +  ￿ ￿ 
Ł ł 
distinct elements of 
Σ.  Complete case analysis estimates  q  using only the observations i=1….r. In the next 
section  we  develop  an  efficient  estimator  for  our  data  structure  that  makes  use  of  the 
additional (n­r) observations. 
3.  Efficient Estimators and Variances 
To  derive  our  efficient  estimator  we  use  the  fact  that  whenever  q 
» 
is  a  n  consistent 
estimator for q  then the ‘one­step’ estimator7 
^ 
( ) ( )  n  J L  q q q q 
q 







'  ( ) plim ( )  J L  q q 
q q 
- 
￿ ￿  Ø ø  ¶  ￿ ￿  = -  ￿ ￿  Œ œ  ¶ ¶  ￿ ￿  º ß  ￿ ￿ 
is asymptotically efficient (for example, Cox and Hinkley, 1974, p.308). 
Let 














is the ML estimator it is  r  consistent and therefore  n 
consistent if we assume n proportional to r.  Using (4) it follows that: 
^ 















, ,  ,  n r w n r z  r z w  L L L L -  = + +  (6) 
where  the  subscript  r  indicates  complete  observations  and  (  r  n -  )  indicates 
incomplete observations. In Appendix A we use this to derive the required components of the 
efficient estimator (5). We show that efficient estimators for  x  B  and  w  B  are given by: 
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i i X W yi  Y X B CB e  = + +  . 
A  V  %  %  and  A  V  are 





respectively, evaluated at the MLE estimates from  ,  r z w  L 
and  xw  C  %  their estimated covariance matrix. 
The asymptotic variances of  ˆ 
x  B  and  ˆ 
w  B  are derived in Appendix B. Since  ˆ 
x  B  and 
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1  ˆ  ( )  x x x xw x xw  A  A 
x w x w 
A A A A 
Var B V V C V V V C 
B B B B 
-  Ø ø Ø ø  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿  ¶ ¶ ¶ ¶ 
= - + + +  Œ œ Œ œ  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ 
¶ ¶ ¶ ¶  Œ œ Œ œ  Ł ł Ł ł Ł ł Ł ł  º ß º ß 
%  (9) 
and the estimated variance is obtained by replacing the Vs  by  s  V 
~ 
,  xw  C  by  xw  C  %  and 




1  ˆ  ( ) ' '  w w xw w xw w  A  A 
x w x w 
A A A A 
Var B V C V V V C V 
B B B B 
-  Ø ø Ø ø  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿  ¶ ¶ ¶ ¶ 
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%  (10) 
and the covariance of  x  B  ˆ  and  w  B  ˆ  to be 
(  ) 
' 
1  ˆ ˆ  ( , ) '  x w xw x xw xw w  A  A 
x w x w 
A A A A 
Cov B B C V C V V C V 
B B B B 
-  Ø ø Ø ø  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿  ¶ ¶ ¶ ¶ 
= - + + +  Œ œ Œ œ  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ 
¶ ¶ ¶ ¶  Œ œ Œ œ  Ł ł Ł ł Ł ł Ł ł  º ß º ß 
%  (11)9 
While it is intuitively obvious from the data structure that the variance of  x  B  ˆ  may be 
much smaller than that of  x  B 
~ 
, we would not expect the same for the variance of  w  B  ˆ  relative 
to  w  B 
~ 




From examination of (7) and (8) it is clear that consistency of  x  B  ˆ  and  ˆ 
w  B  requires 
that  ( )  A A  -  %  be  a  consistent  estimator  of  zero.  A  necessary  condition  for  this  is  that  the 
missing data for W are MAR. The MAR assumption is obviously valid if the r observations 
have  been  deliberately  chosen  at random  from  the n.   Otherwise the assumption can be 
assessed by comparing the coefficient estimates based on complete data with the estimates 
using all data.  If true, the former are consistent, but inefficient, while the latter are consistent 




efficient estimator is  x  B  ˆ  with variance given by (9) and  x  B 
~ 
is a consistent estimator with 
variance  x  V  .  The asymptotic variance of the difference between an efficient estimator and 
another consistent one is the difference of the variances and so 
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q  q  q  q 
is asymptotically 
2  c  with k degrees of freedom.10 
If  the  MAR  assumption  is  inappropriate  then  the  above 
2  c  test  should    prove 
statistically significant. However it is also possible that the test may prove significant when 
the MAR assumption is true but another maintained assumption of our estimator is false. For 
instance  in  deriving  our  estimator  we  estimated A  by A 
~ 
.  If  the  normality  assumption 




distribution. Correspondingly  x  B  ˆ  would no longer be efficient.  However, we can investigate 
this assumption by comparing  A 
~ 
and  *  A  , again employing a variant of the Hausman test, 
this time using only the  r complete observations, the estimate (A3) of the variance of  A 
~ 
and 





S  W  +  =q  q 
~  ˆ  ,  (12) 
where  S  is a statistic correlated with q  % , with asymptotic expectation zero and W  is 
a constant could be employed.  We could choose  x  B 
~  ~ 
=  q  and  A  A  S  -  =  *  . The resulting 






set aside lightly. Second, not every value of  W  will achieve a significant, or perhaps any, 
improvement over 
x  B  %  and it is unclear how to choose W without assumptions. For minimum 
variance in its class W should be the covariance of  x  B 
~ 
and  A  A  - 
*  multiplied by the inverse 
of the  variance  of  A  A  - 
*  .  But  A and 
*  A  are functions  of the Z  and W  variables and 
without our distributional assumptions this optimal W  cannot be calculated. A possible way11 
forward is to remember that q  ˆ is consistent for any constant  W , even if inefficient, and to 
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While this paper is primarily concerned  with  estimation of the  coefficients  of a 
probit  regression  of  Z  on X  and W, the  estimator 
^ 
q , as  given  by  (A5)  in  Appendix  A, 
provides solutions to other models that might well be relevant for our data structure.  If an 
equation  of  interest  relates  a  continuous  dependent  variable,  W,  measured  only  on  the r 
observations, to a set of explanatory X variables, it is well known that extra observations on 
just  the  explanatory  variables  cannot  increase  the  precision  of  estimation.    But  joint 
estimation with another dependent variable, measured on all observations can do so.  When 
that variable is binary and  modelled by a probit, the  efficient  estimator is that given by 
Conniffe (1997).  The C  ˆ estimators from (A5) are the generalisation of that estimator to a set 
of l linear equations of the W variables on the X variables.  The overall model may be viewed 
as seemingly unrelated regressions with one dependent variable binary, recorded on the extra 
n – r observations. 
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and  w  w  B  B 








estimators of coefficients of Y on just the X variables for the r and (n– r) observations,  w  yy.  s 
estimated from the error mean square of the regression of Y on the X and  W variables for the 






previously  by  Conniffe  (1983).  Conniffe’s  approach  was  not  based  on  the  likelihood 
approximation used in this paper but rather on  the device (12) as discussed above.  In this 
linear case C  ˆ  provides the seemingly unrelated regression estimators for the system with Y 















Before studying the  determinants  of portfolio allocation using the  Bank  of Italy’s 
SHIW,  we  assess  the  performance  of  our  estimator  using Monte  Carlo simulations.  The 
model used for the first simulations is 
' ' 
i i x i w i  Y X B W B  e  = + +  (14) 
where X and W are both scalar random variables and εi ~N(0,1). For the simulation 
we assume that 
' ~ (0,1)  i  X N  . In addition: 
' ' ' 
i i i  W X C u  = +  (15) 
where 
'  ~ (0, )  i  u N  s  . 
The true parameter vector  '  q  , is therefore a (1x4) vector consisting of  (  x  B  ,  w  B  , C, 































bias  in both  estimators  that  goes  to  zero  as  r→∞. 











x  B  %  shows  significant  improvements  in  precision.  As  expected  the  biggest  reductions  in 
variance arise when the proportion of missing data is highest. In the worst case scenario 






The  results  presented  in  Table  2  allow  us  to  compare  the  performance  of  our 
estimator to other popular approaches used with missing data. For ease of exposition we 
repeat the results from our efficient estimator in the first row of each panel. Underneath the 
























As  we  noted  earlier  the  assumption  of  conditional  normality  of  the  missing 
regressors, Wi, permits efficient estimation of our model. In the remainder of this section we 
use  simulation  methods  to  examine  the  robustness  of  our  estimator  when  the  normality 
assumption fails.  The first departure from normality is a rather mild one whereby we assume 
the W variable has a logistic rather than a normal distribution. This allows us to examine the 
9  Other  simulations,  not  presented,  suggest  that  the  improvements  in  efficiency  increase  as  the 






12  Paul  et  al  (2008)  report  biases  of  similar  magnitude  to  us  when  applying  multiple  imputation 
techniques to a logistic model. It is interesting to note that in our simulation the bias in the multiple 












imputation  approach  also  performs  well  in  the  case  of  missing  binary  data.  Further 
simulations showed that our estimator achieved efficiency levels close to those obtained by 
the  MLE  with  no  missing  data. The  exceptional  performance  of  both  estimators  in  this 
situation suggests that missing data on a binary regressor can be effectively dealt with using 




affect  its  sign,  will  not  affect  the  final  estimate.  In  this  sense  imputation  of  a  twofold 
classification  of  a  missing  variable  is  more  forgiving  than  imputation  of  a  continuous 





















on X. However, estimation of  A  %  in our approach assumes a linear marginal model and is thus 
not a consistent estimator for A. 
One  possible  approach  in  this  case  is  to  use 
*  ( )  A A  -  in  our  adjustment.  Given 
MCAR 
*  ( )  A A  -  has  asymptotic  expectation  zero,  even  though  neither  estimator  is  a 
consistent estimator of the true coefficient. However, this approach no longer works if we 
consider the weaker assumption of MAR. 





from  the regression  of  X  on  X 










our  adjusted  estimator  but  is  automatically  imposed  in  the  complete  case  analysis. 
Nevertheless, this approach may still be useful for a number of reasons. Firstly it can help in 
establishing the order of adjustment needed for the functional form of W. As noted earlier 














Campbell  (2006)  presents  an  overview  of  recent  theoretical 
14  and  empirical 
15 



























In  addition  to  traditional  measurement  problems,  previous  studies  of  portfolio 








aversion. The wording of the  question  varied slightly between surveys, so for clarity  we 
focus only on the 2000 survey. In that year the lottery question was as follows: 





























For individuals who are risk neutral Pi=5, so that  ( )  i  R y  =0. 
However, there are two  data problems associated  with the lottery question  in the 
SHIW. Firstly in 2000 it was only asked of a random sample of one half of the survey. In 








































those  from  the  complete  case  analysis  supports  our  assumption  of  missing  at  random. 
Applying the Hausman test described in Section 4 gives a test statistic, which under the 
assumptions of MAR and joint normality, is asymptotically 
2  c  with 10 degrees of freedom. 



















data  on  explanatory  variables  in  a  probit  choice  model  that  is  easily  implemented  using 
standard software packages such as Stata. We provide closed form expressions for both the 
















Appendix A: Efficient estimators of  x  B  and  w  B 
As noted in the main text our data structure implies that the log­likelihood function 
over the entire sample  n  L may be written as 
(A1)  , ,  ,  n r w n r z  r z w  L L L L -  = + + 




,  r z w  L  =  {  } 
1 
log ( ) (1 )log[1 ( )] 
r 
i i i i  Z M Z M  F + - -F  ￿  , 
with 
' ' 
i i x i w  M X B W B  = +  . 
The second is 
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2 2 2 
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r w i i i i 
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L W C X W C X  p 
-  = - S - - S -  ￿  , 
which is the likelihood function for a seemingly unrelated regressions model with the 
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underlying unobserved  Y  divided  by  its  unconditional  standard  error.  The  vector  of  all 
parameters, q , is the transpose of 
' ' '  [ , , ' , ' ]  x w  B B vec C vech  q  = S  , where vech denotes the half­ 
vectorization  operator  that  transforms  a  symmetric  matrix  into  a  vector,  omitting  the25 
duplicated elements above the leading diagonal (see for example Seber (2008)).  In total, 
there are  2  /  )  1  (  +  +  +  +  =  l  l  kl  l  k  q  parameters. 





' ' ' '  ( , , , ' )  x w  B B vecC vech  q  = S  % %  % %  %  , the maximum likelihood estimator of q  using only 
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results from A by replacing q  byq 
~ 
. 
Denoting the MLE of A from  )  (A  L  r  n-  by  A 
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which estimates  A  V  , the variance of  A , and satisfies  =  A  V  )  (  2 
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+  n  O  V  p  A  .  So 
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Using the matrix inversion formula 
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, can be written as28 
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, where the  ij  s  are replaced by their 
estimators based on  OLS residuals.  From the structure of (A6) it is clear that29 
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where  w  w  yy  B  B 
~  ~  ~ 
1  ~  ' S  +  =  s  .  It  may  be  worth  noting  that  w  B  S  is  the  vector  of 
‘covariances’ of the unobserved Y and the W variables (conditionally on the X variables). 
Appendix B: Variances of  x  B  ˆ  and  w  B  ˆ 
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When Y is observed the components of the likelihood are 
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where  w  yy.  s  is simply estimated from the error mean square of regression of Y on  the 
X and  W variables for the r complete observations, and  0 
~  ~  ~  '  =  +  C  V  C  w  xw  then we obtain: 
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These are the expressions given in (13) of the main text.33 
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E  w  B  %  E  x  B  % 
w  V  % 
x  V  %  E ˆ 







1.009  1.009  .008  .014  1.0098  1.0045  .008  .0109  .78 
50% 
Pr(M=1)=Ф(x) 
1.015  1.017  .013  .024  1.016  1.007  .013  .0131  .54 
75% 
Pr(M=1)=Ф(x+1) 
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% missing  E  w  B  %  E  x  B  % 
w  V  % 
x  V  %  E ˆ 






50% missing  1.02  1.02  .0126  .0327  1.023  1.005  .0125  .0192  .59 
(Omitted  X 
2 : Complete Case versus Original Efficient Estimator) 
50% missing  1.013  1.014  .077  .0144  1.012  1.26  .0076  .0077 
(Omitted  X 
2 : Complete Case versus Adjusted Efficient Estimator) 






College Education  10.3%  11.6% 
Gender  31.5%  29.35% 
Married  71.3%  74% 













Coefficient  Standard Error  Coefficient  Standard Error 
Complete Case analysis  Efficient Estimator 
Constant  ­1.24  .55  ­.96  .27 
Age  .06  .02  .04  .01 
Age­Squared  ­.0006  .0002  ­.0004  .0001 
College  .65  .13  .62  .06 
Gender  .01  .10  ­.09  .05 
Marital Status  .18  .11  .21  .05 
North­West  .15  .11  .18  .05 
Centre  ­.22  .13  ­.21  .05 
South  ­.50  .13  ­.72  .06 
Islands  ­.98  .21  ­.70  .08 
Risk­Aversion  ­4.08  .77  ­3.9  .76