Abstract. In this paper we establish certain Jacobi theta function identities, from which two q-trigonometric identities of Gosper are deduced. These identities include as special cases some interesting results. As an application, we also give a new proof of Jacobi's four squares theorem.
Introduction
Throughout this paper we take q = exp(πiτ ), where Imτ > 0. We also use Ω to denote the period lattice {mπ + nπτ |(m, n) ∈ Z 2 }. To carry out our study, we need the definition of the Jacobi theta functions. Definition 1.1. The Jacobi theta functions θ j (z|τ ) for j = 1, 2, 3, 4 are defined as [16, 20] θ 1 (z|τ ) = −iq The familiar notation are used frequently in the sequel:
(1 − aq n ).
With this notation, the well-known Jacobi triple product identity can be written as (see [7, (21) and (1.6.1)] and [10] ) ∞ n=−∞ (−1) n q n(n−1)/2 z n = (q; q) ∞ (z; q) ∞ (q/z; q) ∞ , z = 0.
Using the Jacobi triple product identity we can deduce the Jacobi infinite product expressions for theta functions:
With respect to the (quasi) periods π and πτ, we have
We also have the following relation:
Gosper [8] introduced q-analogues of sin q z and cos q z which are defined as
From above we can see that cos q z = sin q ( π 2 − z), lim q→1 sin q z = sin z and lim q→1 cos q z = cos z. Two relations between sin q , cos q and the functions θ 1 and θ 2 are equivalent to [8] :
and
where
τ . In the same paper, Gosper listed without proofs many identities involving sin q z and cos q z. These identities were conjectured by him using a computer program called MACSYMA. Using the method of logarithmic differentiation, Mező in [17] confirmed the conjecture (q-Double 2 ):
Applying the theory of elliptic functions, M. El Bachraoui [3] gave proofs of the conjecture (q-Double 2 ) and the conjecture (q-Double 3 ):
In [1] S. Abo Touk, Z. Al Houchan and M. El Bachraoui proved the q-trigonometric identities:
See [4] and [5] for proofs of some other q-trigonometric identities of Gosper and Liu [11, 12, 13, 14] , Shen [18, 19] and Whittaker, Watson [20] for more information dealing with formulas of theta functions using the theory of elliptic functions.
In [8, p . 100] Gosper stated without proofs the following q-trigonometric identities:
In this paper we shall prove the above q-trigonometric identities. Actually, we will establish the following theta function identities:
The q-trigonometric identities (1.4) has the following consequences. Putting b j = a j − c j and 1≤j≤n c j = 0 in the first identity of (1.4) we can readily get
Actually, this identity is equivalent to [15, (1.12) ]. If n = 2m and c j = (−1) j π/2, then the above identity reduces to
When m = 2, a 1 = w, a 2 = x, a 3 = y, a 4 = z, the above identity becomes (1.9)
Let q → 1 in (1.7), (1.8) and (1.9). We have
We set q → 1 in the second identity of (1.4) to get
In order to prove Theorem 1.1 we need the following result.
.., z r be r complex numbers such that for j = k, z j − z k ≡ 0(mod Ω), and let f (z) be an entire function of z satisfying the functional equations
Then f (z) and θ 1 (z|τ ) satisfy the identity
Proof of Theorem 1.1
Proof of Theorem 1.1. We first prove (1.5). Set r = n + 1, z 1 = a 1 , z 2 = a 2 , · · · , z n = a n and z n+1 = 0 in Lemma 1.2. Let
Then f (z) is an entire function of z. By the functional equations (1.1), we verify that f (z) satisfies the functional equations (1.10). It is easily seen that for 1 ≤ i ≤ n,
This means that (2.1)
We also know that
Substituting (2.1) and (2.2) into (1.11) we can easily obtain (1.5).
The identity (1.6) follows readily by replacing a i by a i + πτ 2 in (1.5) and using (1.2). This completes the proof of Theorem 1.1. Proof of Corollary 1.1. Dividing both sides of (1.5) by ϑ 2 (τ ) 1≤i≤n θ1(ai−ci|τ ) θ1(ai|τ ) , replacing τ by τ ′ in the resulting identity and then applying (1.3) we can easily deduce the first identity.
It can be seen from the Jacobi infinite product expressions for theta functions that
We put z = 0 in (2.4) to arrive at
Combining (1.3), (2.3) and (2.5) we have (2.6)
Thus, the second identity follows readily by dividing both sides of (1.6) by ϑ 2 (τ ) · 1≤i≤n
θ4(ai−ci|τ ) θ4(ai|τ ) , replacing τ by τ ′ in the resulting identity and employing (2.6) and (1.3) . This finishes the proof of Corollary 1.1.
A new proof of Jacobi's four squares theorem
Given two positive integers n and k, we denote by r k (n) the number of representations of n as a sum of k squares, where the orders and signs are also counted. Jacobi's four squares theorem says that for each positive integer n, we have
The first proof of this formula was given by Jacobi [9] . See [2] and [6] for other proofs of this formula. We now give a new proof of Jacobi's four squares theorem using a special case of (1.6). Proof. When n = 2, the identity (1.6) becomes
Differentiating this equation with respect to a 1 using logarithmic differentiation and then setting a 1 = a 2 we find that
Differentiating the above identity with respect to c 1 and then taking c 1 = −c 2 we have
In particular,
.
Recall from [16] the trigonometric expansions for logarithmic derivatives of theta functions:
Substituting these two identities into (3.1) gives
Appealing to the Jacobi infinite product expressions for theta functions we can deduce We put z = π/4 in (3.2), employ the above five identities in the resulting identity and then replace q 2 by q to get Replacing q by −q in the above identity we are led to Then the formula for r 4 (n) follows readily by comparing the coefficients of q n on both sides of this identity.
