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ABSTRACT 
This research investigates industry agglomeration and coagglomeration patterns in Brazil, 
and assesses their association with the Marshallian forces that are commonly viewed as sources 
of agglomeration economies, namely the input-output and labor pooling externalities. 
Knowledge externalities, the third classic source of Marshallian agglomeration economies, are 
partially captured through labor-embodied knowledge usage. Industry-specific agglomeration 
and the coagglomeration of pairs of industries are measured with the use of Ellison and Glaeser 
(1997), and Moran’s  indices. 
Direct and indirect input-output linkages are described and measured with the use of 
direct shares and dual scaling techniques. The ONET database, which contains several skill 
measures for US occupations, is matched with Brazilian occupations and factor analysis is used 
to produce a set of ONET skill and knowledge groups. These skills groups are intended to 
describe the labor profile of industries and regions and constitute the basis for measures of labor 
and labor-embodied knowledge externalities for pairs of industries. The measures of input-output 
linkages and labor-use similarity are related to the observed agglomeration and coagglomeration 
patterns, in order to test for the possible sources of agglomeration economies in Brazil. 
Results indicate that Brazil has agglomeration levels, as measured by Ellison and 
Glaeser’s (1997) agglomeration index, that are slightly decreasing over time, but comparable to 
the international experience. However, the components of the agglomeration index reveal that 
Gini-type regional employment concentration and plant-level employment concentration are 
relatively high, despite their decrease from 1994 to 2010. That is, Brazil has most of its 
employment concentrated into relatively fewer regions and plants, when compared to results 
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found in the literature, for example, for the United States. 
Agglomeration and coagglomeration patterns indicate higher agglomeration of oil and 
mining industries, which are based on local natural advantages, as well as of electronics and 
transportation equipment industries, which are influenced, in Brazil, by the existence of tax 
incentives in the Amazon region. The “Trucks and buses” industry is the most coagglomerated 
with other industries, especially with the “Cars, vans and utility vehicles” industry. The 
coagglomeration of this pair of industries is beyond what could be expect from all types 
externalities. Since some large firms in this industry pair belong to the same corporations, 
internal economies of scope may be driving the coagglomeration of these industries. 
Moran’s   values show that municipal employment displays spatial autocorrelation for 
several agricultural industries, due to spatially autocorrelated agricultural potential, and for 
manufacturing industries producing metal products (auto parts and metal forgings, among others) 
and products intensive in chemical inputs (paints, soaps, rubber products, and plastics). Bivariate 
Moran indices also indicate the coagglomeration of agricultural production, and of industries that 
are intensive in the use of metal and chemical inputs. 
Labor skill and labor-embodied knowledge-use similarities between pairs of industries 
show that the most collocated industries (agricultural products, and manufacturing based on 
metal, glass and chemical inputs) also display a high degree of similarity in the use of labor skills 
and knowledge labor requirements. 
Overall colocation patterns in Brazil seem to be more associated with labor and labor-
embodied knowledge externalities than with input-output externalities Natural advantages, such 
as agricultural and mining potential and road density are also positively associated with observed 
coagglomeration. 
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Certain labor skills, particularly those related to manufacturing production are negatively 
associated with coagglomeration. This is an indication that certain types of skills may be subject 
to labor poaching, or diseconomies of agglomeration, driving industries to locate far from other 
sectors that are intensive in the same skills they use. These finding may also suggest the relative 
scarcity of certain types of manufacturing skills in Brazil. 
Knowledge externalities are also associated with coagglomeration patterns in general and 
with manufacturing coagglomeration in particular. Services, however, do not have their 
coagglomeration associated with knowledge externalities, contrarily to evidence found for the 
US. This difference may be a consequence of larger differences for services than for 
manufacturing between Brazil and the US. Tradable good produced by manufacturing are likely 
to be more influenced by international production and competition than services, which are 
primarily dependent on each economy’s income and productivity levels. 
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Chapter 1 
INTRODUCTION 
Firms agglomerate for various reasons, but the two key factors influencing the spatial 
concentration of economic agents are (Henderson, Shalizi, & Venables, 2001): (i) the uneven 
distribution of local endowments, natural or human built, such as institutions, and infrastructure; 
or (ii) the spatial relationship among economic units. Natural resources, such as the presence of 
favorable weather, navigable rivers, rich soils, or mineral resources have always played an 
important role in the spatial distribution of economic activities (Ellison & Glaeser, 1997). The 
continual technological advance in production, transportation and communications, however, can 
expand production and consumption beyond the restrictions imposed by the exogenously given 
natural resources. 
Consequently, the distribution of economic activity may be increasingly determined by 
attraction forces that result from the linkages among firms and consumers. These economic 
externalities, generated by the production process itself and, therefore, endogenous to the 
economic structure, are a greater challenge to the traditional economic theory, since they require 
some form of increasing returns (Fujita & Thisse, 2002; P. R. Krugman, 1991a; P. R. Krugman, 
1991b), which can be internal or external to the firm (Henderson et al., 2001; Parr, 2002b). 
Furthermore, these externalities can be of several types, direct or indirect (Czamanski, 
Czamanski, & Ellis, 1974a; Ó HUallacháin, 1984), informal or institutionalized (Porter, 2000), 
and expressed or not through the market system (Scitovsky, 1954). 
Two types of externalities, and their different effects on the behavior of the economic 
agents, will be analyzed in the Brazilian context: (i) input-output externalities, as highlighted by 
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the New Economic Geography (NEG) literature (Ottaviano & Robert-Nicoud, 2006; Ottaviano, 
2007; Venables, 1996); and (ii) labor and labor-based knowledge externalities (Fujita, Krugman, 
& Venables, 1999; Jacobs, 1969; Marshall, 1920) 
From an economic development perspective, it is important identify and measure the 
extent of agglomeration forces that contribute to the location and co-location patterns of different 
industries. Glaeser and Kerr (2009), for example, construct measures for alternative 
agglomeration sources and test for their relative importance in the location distribution of startup 
firms in the US. They find that a larger number of small suppliers and the presence of a larger 
local supply of workers in relevant occupations have a stronger effect on industry startups than 
the general presence of customers and supplying industries. 
Ellison, Glaeser, and Kerr (2010) measure coagglomeration patterns for pairs of US 
industries and verify the types of externalities most correlated with these patterns. They find that 
input-output relationships seem to be stronger drivers of co-agglomeration of manufacturing 
industries than other forms of externalities. 
Brazil has a very spatially concentrated economic activity, focused on the production of 
services, commodities and commodity-related goods. Many of its industries have relied for a 
long time (Edwards, 1993)—and some still do—on high levels of protection against foreign 
competition, through high import taxes. Because of its relatively large domestic market, some of 
its industries have become very large and important global players, but many industries are still 
dependent on public incentives and regional policies. 
The study of agglomeration economies in Brazil is an important research agenda because 
the country’s economic geography has witnessed, in the last decades, the growth of new 
industrial areas outside the tradition metropolitan areas, especially in medium cities (Suzigan, 
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2001). Given the various theoretical explanations for the existence of agglomeration economies, 
these recent regional trends may be the result of different underlying causes. 
Agglomeration economies based on input-output externalities, such as those described in 
the NEG literature, bring several issues for countries like Brazil, which face development 
challenges in areas such as trade, tax, and regional policies (Baldwin, Forslid, & Martin, 2005). 
Technological externalities, on the other side, can prompt the need for several urban, educational 
and labor training policies (Duranton & Puga, 2004). Therefore, important economic 
development issues can be addressed with the identification of the different externalities that are 
more associated with the agglomeration patterns of the economy. 
Previous empirical works have addressed important aspects of agglomeration economies 
in Brazil. Resende and Wyllie (2005), for example, use agglomeration indices proposed by 
Maurel and Sedillot (1999) and Ellison and Glaeser (1997) for Brazilian manufacturing in 1995 
and 2001. The authors show changes in the agglomeration patterns between these two points in 
time, with an increase in the proportion of less agglomerated industries. The most agglomerated 
industries in 2001 being coke fuel production, military equipment manufacturing, printing and 
publishing, and audio and video receivers, players and recorder and amplifiers. 
Maciente (2011) has also used Ellison and Glaeser’s (1997) agglomeration index to 
analyze the evolution of the geographic concentration of economic activity, using municipal and 
state level employment data from 1994 to 2005. The work has shown that geographic 
concentration has slightly decreased during the period, particularly for manufacturing and 
agriculture and that agglomeration patterns differ among sectors when the index is calculated for 
workers with different types of schooling level. 
Resende (2012) investigates the presence of coagglomeration between pairs of industries 
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for the Brazilian state of Rio de Janeiro, showing some evidence of local coagglomeration of 
sectors in the automotive industry, as well as several industries dependent on petrochemical 
inputs. 
There is also a large literature on the spatial concentration of the economic activity in 
Brazil, with the measurement of Gini economic disparities (Suzigan, Furtado, Garcia, & 
Sampaio, 2003), the identification of economic clusters (Batista da Silva & Silveira Neto, 2009; 
Suzigan, Furtado, Garcia, & Sampaio, 2004), and the identification of state convergence trends 
(Ferreira & Diniz, 1995; Magalhães, Hewings, & Azzoni, 2005) among others. 
Few studies, however, provide an investigation of the nature and sources of the observed 
economic agglomeration patterns, especially in terms of which agglomeration economies are 
more associated with them. This study aims at contributing to this literature, by providing an 
overview of the economic agglomeration and coagglomeration patterns in the Brazilian economy 
and an investigation of the agglomeration economies that may be responsible for them. 
The results provide a combination of some of the available agglomeration measures 
found in the literature, and adapt available metrics of input-output linkages and labor 
characteristics to investigate the possible sources of agglomeration economies. Controls for 
natural advantages and institutional regulations that may affect agglomeration are also proposed. 
1.1 Objectives of the study 
The objectives of this study are to identify agglomeration (intra-industry) and co-
agglomeration (inter-industry) patterns of the different economic activities in Brazil at the 
municipal level, and to investigate the possible determinants of these patterns. Two of the main 
theoretical frameworks for the agglomeration of economic activity will be tested against the 
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spatial patterns verified for the Brazilian economy: (i) the externalities caused by the economic 
interdependencies (input and output relationships) among industries, typically described in the 
new Economic Geography literature, and (ii) the localization and urbanization externalities 
caused by the use of a common labor pool, or of a common knowledge basis among industries. 
The empirical industry agglomeration patterns will be contrasted with indicators of the 
relative importance of these major theoretical explanations for the existence of agglomerations, 
and will provide an assessment of which theoretical source of economic externalities better 
explains the location pattern of each group of industries. Taking into consideration the Brazilian 
context, where the economic structure has been regionally concentrated and dependent on natural 
resources, it is particularly important to explore the different economic implications and the 
expected behavior of agglomerations under each of the relevant theoretical frameworks that 
explain agglomeration forces. Current and prospective policies designed for regional or industrial 
development depend on which are the predominant elements driving regional economic activity. 
Specifically, the following objectives are pursued: 
 To combine empirical methods for measuring both local (own-region association methods) 
and neighboring (spatial association methods) agglomeration and co-agglomeration (co-
location of distinct industries) patterns for the Brazilian economy, ranking industries and 
industry pairs in terms of the strength of their spatial clustering. 
 To test, for industries and industry pairs, the strength of alternative theoretical explanations 
for their agglomerative pattern: (i) the economic interdependencies among industries given 
by their input-output relationships; (ii) externalities related to the use of a common labor pool 
or a common knowledge basis. 
 6 
1.2 Research questions 
This study aims at answering the following research questions: 
1. Which empirical methods can be used to better measure agglomeration and co-agglomeration 
of the economic activity, with the use of firm-level data at a municipal scale? 
2. For which industries in Brazil is there a stronger coincidence of the spatial agglomeration 
patterns with, respectively: 
 the economic interdependencies given by the national input-output matrices; and  
 the skill and knowledge characteristics of the local labor force. 
3. What is the significance of these distinct agglomeration causes, and of their relative weight in 
the economy, for regional and technological policies in a developing country such as Brazil? 
1.3 Significance of the study 
The economic geography literature is very rich in terms of the theoretical frameworks 
that explain the spatial concentration of economic activity. The New Economic Geography 
literature, for example, focus on returns to scale and cost minimization caused by geographic 
proximity of economically related industries. That is, under a monopolistic competition 
framework, the input-output structure of the economy helps determine the geographic patterns of 
production. 
Under a Marshallian view, input and labor specialization and knowledge spillovers can 
determine the degree to which firms sharing the same labor or knowledge pool will locate close 
to each other, in order to benefit from externalities generated by their close interaction. Under a 
framework closer to Jacobs (1969), urban externalities that arise from an environment of higher 
diversification can help explain the proximity among firms and the labor force. 
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As highlighted by Henderson, Shalizi, and Venables (2001), all these theories focus on a 
different type of economic externality among producers or between them and their consumers 
(final or intermediate). In addition to these externalities, exogenous factors such as the natural 
resource base, which is always unevenly distributed in space, can also determine the spatial 
pattern of the economy. 
Many developing countries like Brazil have always had an economy based on the 
production of natural-resource-based products, such as agricultural or mineral commodities. 
With urbanization and industrialization, this reality has changed, but the Import Substitution 
Policy, undertaken to foster industrialization in the past (Edwards, 1993), has left a legacy of 
highly protected industries. Furthermore, past macroeconomic instability, and deficiencies on 
infrastructure and in the educational system have created an environment not very suitable for 
the investment in technology-oriented activities. As a result, the Brazilian economy still relies on 
the production and export of commodities and low-tech manufacturing products (De Negri, 
Salerno, & Almeida, 2005, chapters 2 and 6). 
With the increasingly competitive and technology-oriented global economy, several 
economic development challenges are posed to countries like Brazil. These challenges can be 
better addressed with a deeper understanding of the relative importance of the agglomeration 
forces that are current responsible for the regional and industry production patterns in the 
country. Taking labor and technological externalities as an example, the relatively higher 
economic growth of the last decade in Brazil, especially when compared to the 1980s and the 
1990s, has increased the concerns with the deficiencies of the education system. A labor force 
with a low level of qualification may be a detrimental factor especially for industries that rely on 
labor and knowledge externalities. 
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Chapter 2 
LITERATURE REVIEW 
Spatial agglomerations, of which cities, agricultural production belts, and financial or 
industrial districts are examples, are an important feature of the economic landscape. Different 
firms or industries agglomerate for diverse reasons, but the key factors influencing the spatial 
concentration of economic agents can be grouped into two main categories (Henderson et al., 
2001; Parr, 2002a; Parr, 2002b): (i) the uneven spatial distribution of natural or institutional 
endowments; and (ii) agglomeration economies driven by increasing returns to local production. 
The location of natural resources, such as a favorable weather, navigable rivers, coastal 
access, rich soils, or mineral resources play an important role in the spatial distribution of 
economic activities. Non-natural local endowments—such as ports, roads and energy supply 
sources, or institutions or tax benefits—, which may have developed as a consequence of 
previous natural advantages or of other historical processes, can also be an important explanation 
for the concentration of many activities. 
Despite their importance, these natural or human-developed local endowments are mostly 
exogenous to the economic system. The continual technological advance of production, 
transportation and communications, however, has expanded production possibilities beyond the 
restrictions imposed by many of these exogenously given factors. As a result, the distribution of 
economic activity in space has gained a more autonomous dynamic, determined by the benefits 
that result from the proximity of firms and consumers. 
Marshall (1920) pioneered on the description of agglomeration economies. As put by 
Ellison, Glaeser, and Kerr (2010), in the Marshallian view agglomerations result in the reduction 
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of three types of transportation costs, those of moving goods, people, and ideas. As a 
consequence, firms locate near suppliers or customers to save on shipping costs, to stay close to a 
specialized labor pool, and, finally, so that they can benefit from local knowledge spillovers. 
Building upon Marshall’s insights, many authors have classified agglomeration 
economies as being direct or indirect, informal or institutionalized (Porter, 2000), expressed or 
not through the market system (Scitovsky, 1954), and as internal or external to the firms (Parr, 
2002a; 2002b). In any case, even though sometimes natural resources are the greater influence on 
the initial conditions, the spillovers that an industry’s location produces over its surrounding 
environment ignite a dynamic process that may become self-reinforcing and autonomous. 
The next sections will present a discussion of the most common types of externalities 
found in the literature and an overview of some of the theoretical modeling strategies that try to 
explain why spatial agglomerations are such a pervasive characteristic of the economic 
landscape. 
2.1 Classifying agglomeration economies 
Despite their common effects on the spatial concentration of the economic activity, 
agglomeration economies may be the result of different underlying causes. Several taxonomies 
have been proposed to facilitate their understanding and one of the most comprehensive among 
these classifications is due to John Parr (2002a; 2002b). Most of the literature focuses 
exclusively on economies which are external to the firm, but this author shows that internal 
agglomeration economies, while displaying a strong parallelism to their external counterparts, 
should be considered separately, helping to build a more complete view of the possible 
phenomena leading to economic agglomeration. 
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Table 1 summarizes Parr’s classification, which organizes internal and external 
agglomeration economies into three categories according to their economic rationale. Internal 
economies of scale are present whenever larger local outputs within a firm reduce the unit costs 
of production. Economies of scope, which Parr also calls economies of lateral integration, occur 
whenever the production of two or more products within a single firm is less costly than their 
production by separate firms, that is, when multiple-output production results in a more efficient 
use of production inputs. Internal economies of complexity are gains brought about by a 
vertically integrated local production, that is, by the agglomeration of various stages of 
production in a single place. 
 
Table 1 – Parr’s (2002a; 2002b) agglomeration economy classification 
 Internal to the Firm External to the Firm 
Scale Horizontal integration Localization economies 
Scope Lateral integration Urbanization economies 
Complexity Vertical integration Activity-complex economies 
 
External economies, or externalities, on the other hand, are present whenever the location 
of a firm brings about reduced production costs to other independently owned and operated firms 
located at the same place. External economies of scale, often referred to as localization or 
Marshall-Arrow-Romer economies, consist of cost savings to a firm that are due to the local 
scale of its own industry. 
Localization economies are associated with the occurrence of knowledge spillovers 
within firms of the same industry, once closely located. It is, therefore, a horizontal externality, 
operating at the industry level. Their theoretical origins rely on the work of Alfred Marshall, and 
later contributions and formalizations by Arrow (1962), who modeled the learning process in the 
capital goods industry, and Romer (1986), who modeled human capital as an important 
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component of growth models. 
External economies of scope on the other hand, are the result of the co-location of firms 
belonging to different industries. Since this is usually the case of urban settings, external 
economies of scale are also known as urbanization or Jacobs economies (Beaudry & 
Schiffauerova, 2009; Fujita & Thisse, 2002). These economies are related to the existence of 
thick markets for specialized inputs (backward economies) or to more extensive local demand 
markets (forward economies) in large urban areas. This argument is associated with the work of 
Jacobs (1969), who attributed economic growth to increasing diversification and the extent of the 
market in city economies. External economies of scope mirror the lateral integration economies 
described by Parr, since the cost saving mechanism responsible for this externality also involves 
the use of shared inputs. However, differently from their internal economy counterpart, for 
urbanization economies, independent firms belonging different trades are influencing each 
other’s demand and supply markets. 
Finally, external economies of complexity are defined as those arising from the co-
location of industries belonging to a particular production chain, that is, industries linked through 
direct or indirect trade linkages. Similar to internal economies complexity, external economies of 
complexity operate in a vertically integrated production process. However, while in the former 
the gains are internal to a single multi-industry firm, in the latter, the gains are internal to the 
complex as a whole, but are external to each independent firm belonging to the complex. 
As pointed out by Parr (2002b), external economies may become internal agglomeration 
economies if the involved firms merge or are acquired by a single company. In such cases, 
already existing external agglomeration economies may be further explored as internal 
economies, due to a better coordination or management under a single administration. 
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Parr’s classification of agglomeration economies is particularly useful because it shows 
that the many types of agglomeration economies studied in the literature can be understood as 
different but complementary types of economic incentives that trigger the agglomeration of firms 
and co-agglomeration of industries
1
. 
While most of the literature on agglomeration economies focuses on the external 
economies, or externalities, Parr’s classification points out to a strong parallelism between 
externalities and internal agglomeration economies. As a result, models that describe the 
operating mechanisms behind external agglomeration economies eventually share many common 
characteristics with the industrial organization and international trade models displaying 
imperfect competition and increasing returns. 
An important classification of externalities alone is due to Viner (1932) and Scitovsky 
(1954), who have classified them into technological or pecuniary, depending on whether or not 
the benefits of agglomeration are channeled via non-market or market mechanisms, respectively. 
According to Parr (2002b), this classification cuts across his categories, however, technological 
externalities tend to be more associated with localization externalities. They arise whenever the 
output, , of a firm  depends not only on the inputs  it uses but also on the output and inputs 
usage of other firms . This dependence may be expressed as 
 . (1) 
Since  is a production function, this type of externality is part of the production technology 
adopted by the firm, hence the name technological externality. 
Examples of this type of externality were highlighted by Marshall (1920) in his 
                                                 
1
 Following most of the regional economic literature, the term “industry” will be used to refer to an economic sector, 
regardless of the type of good or service produced by its firms, unless otherwise noted. 
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discussion of how the localization of an industry can lead to the development of new production 
methods, ideas and skills related to that activity. The rapid technological progress of the 20th 
century has created important examples of technological externalities. The clusters literature 
(Pontes, 2003; Porter, 2000) has pointed to the importance of specialized industrial and 
technological districts, based on their predicted tendency towards growth and product 
innovation.  
Technological spillovers are usually industry-specific, since only firms that produce 
similar goods, or that use similar technologies, labor or inputs, benefit from a technological 
innovation that takes place at a neighboring firm. Therefore, technological externalities are most 
often associated with horizontal agglomeration, that is, the agglomeration of firms belonging to a 
specific industry. The most important examples of technological externalities are the 
transmission of new knowledge, ideas, production or organizational techniques and skills. 
Examples of this type of externality are commonly found in high-technology regions, such as the 
Silicon Valley (Bresnahan, Gambardella, & Saxenian, 2001; Saxenian, 1996). 
Despite the need for global networks (Bathelt, Malmberg, & Maskell, 2004), close 
proximity at the local level is viewed as a key feature of technological externalities, because only 
agents who share the same expertise and environment would be able to absorb knowledge 
spillovers in the form of meaningful information. Finally, since this type of externality is more 
commonly produced under external returns to scale, they can be compatible with perfect 
competition models with price-taking firms. (Fujita & Thisse, 2002) 
The second type proposed by Scitovsky (1954), called pecuniary externality, occurs when 
the profit function of firm  is influenced by the production of other producers, that is, 
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This definition may include the direct, non-market interdependence of the firms’ 
production functions, as depicted in equation (1), but in addition may also comprise an indirect 
interdependence, through the market mechanism. Since the profit function is ultimately a 
function of prices, one can think of the actions of other firms influencing firm ’s profit function 
through output and input prices,  and  respectively, hence the name pecuniary. That is, 
  (2) 
As argued by Fujita and Thisse (2002), while technological externalities occur through 
non-market interactions and processes directly affecting the utility of a consumer or the 
production function of a firm, pecuniary externalities, in contrast, are relevant when markets are 
imperfectly competitive, and location decisions of a firm affect the prices faced by other firms. 
Since cost and price interdependencies are the key determinants of this last type of 
externality, it incorporates the case of vertically dependent industries. Both backward economies 
(caused by purchases from suppliers) and forward economies (originated by the demand from 
customer industries or final consumers) are examples of pecuniary externalities. 
Therefore, pecuniary externalities are more closely related to urbanization and activity-
complex economies. In the case of urbanization externalities, economies are generated by the 
increased scale that is typical of larger markets. For activity-complex economies, local 
specialized inputs (backward linkages) or more extensive local demand markets (forward 
linkages) are the main source of these economies. 
The degree of association between economic linkages and spatial location of firms will 
depend on factors affecting the mobility cost of inputs and the firms’ access to final consumer 
markets. Because of their direct influence on prices, transportation costs are a key factor 
influencing the agglomeration forces that are generated by pecuniary externalities. This is true 
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for both vertically linked industries facing activity-complex economies (Venables, 1996) and 
firms facing urbanization economies. 
High transportation costs can reinforce urbanization economies and lead to higher levels 
of spatial concentration of industries because proximity to suppliers or customers lowers 
transportation costs. This relationship, however, is not always monotonic, and New Economic 
Geography models have shown that variations in transportation costs may lead to either an 
increase or a decrease in the overall concentration of the economic activity, depending on 
conditions prevailing at the equilibrium of the economy (Fujita et al., 1999). Tariffs, local taxes, 
and barriers to the movement of labor, such as national borders, are all exogenous factors that 
affect agglomerations based on this type of externality. 
Another benefit from agglomeration which may be related to urbanization economies is 
the so-called labor pooling. Industries or firms within an industry may agglomerate in order to 
get access to the larger pool of labor that becomes available at larger centers. This type of 
externality, however, may not be exclusively pecuniary, and has been pointed out by Marshall as 
a source of technological, or localization, externalities. 
The relative importance of specialized labor skills in an industry should be assessed in 
order to distinguish labor market pecuniary externalities from the technological externalities 
generated by the spread of skills and knowledge within the local labor pool. Feser (2000) 
suggests that moderate- to low-technology industries are more influenced by urbanization 
economies, that is, by the existence of a large pool of relatively non-specialized input markets, 
exhibiting a tendency to locate in more heterogeneous, non-specialized clusters or urban areas. 
High-tech industries, on the other side, are expected to require specialized, knowledge-based, 
inputs and human capital. If this is the case, one can expect technology-based firms to locate 
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more often with firms in their own industry. 
According to van der Panne (2004), these differences are in line with most innovation 
and growth models (Romer, 1986), which consider knowledge and its spillovers to be industry-
specific. Firms relying more intensively on technological progress would benefit proportionately 
more from locating together because of the higher innovation externalities in their common 
location. 
In a survey analyzing empirical studies on both Marshallian and Jacobs’ externalities, 
Beaudry and Schiffauerova (2009) point out the large literature supporting empirical evidence 
for both types of externalities. According to these authors, the level of industry and regional 
aggregation, and the performance indicators chosen by the different authors seem to determine 
whether one type of externality is empirically more relevant than the other. 
Due to their more subtle nature (Parr, 2002b), technology externalities are sometimes 
“de-emphasized” in the theoretical literature (P. Krugman, 2011). As argued by Storper (2011), 
however, the fact that information, relationship, and learning mechanisms—usually associated 
with technological externalities—are difficult to model and test does not make their theoretical 
and empirical analysis less important. 
The next sections will briefly survey some of the New Economic Geography (NEG) 
models that describe mechanisms responsible for the existence of localization, urbanization and 
activity-complex, or vertical, externalities. The described models are not intended to provide a 
thorough review of the NEG literature, but only to exemplify the types of micro foundations for 
the existence of externalities that have been modeled by different authors. 
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2.2 Forward and backward linkages 
The theoretical models used to address the vertical linkages among industries are 
extensions of the regional model developed by Paul Krugman (Fujita et al., 1999; P. R. 
Krugman, 1991b), and originally based on the Dixit and Stiglitz’ (1977) monopolistic 
competition framework. The field has come to be known as New Economic Geography because 
it marked a renewed interest on regional models in the mainstream economic literature. 
A common characteristic to all NEG models is that agglomeration economies are the 
result of a combination of economies of scale, transportation costs and market size (P. Krugman, 
2011). The concentration of industries tends to generate productivity gains and positive 
externalities that translate into a higher return to local production factors. These higher returns 
ultimately attract more companies and workers, which produce further externalities, in a self-
reinforcing and autonomous cycle (Markusen, 1996; Rosenthal & Strange, 2001). 
In its original formulation, Krugman’s model did not include multiple industries linked 
through customer-supplier relationships. Labor mobility plays the role of generating the 
concentration of local consumption. This in turn stimulates the creation of local industries, which 
save on transportation costs because of the proximity with consumers. These savings, due to the 
zero-profit assumption of the standard model, are transferred to labor in the form of higher 
wages, stimulating further concentration of labor into larger urban centers. 
Economies of scale, in turn, are usually modeled through a regional version of the Dixit 
and Stiglitz (1977) monopolistic competition model, based on constant elasticity of substitution 
preferences, or as in Ottaviano et al. (2002), on a quadratic utility model. Consumer preferences 
also play a significant role in these models, since firms otherwise identical in resources and 
technology seek to specialize in the production of different goods, given the consumers’ 
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preference for variety. 
At an international trade context however, labor mobility cannot be used as the driving 
force of home market effects. As a result, later model extensions (Fujita et al., 1999; Ottaviano & 
Robert-Nicoud, 2003; Ottaviano, 2007; Venables, 1996) include vertical linkages to explain the 
agglomeration of industries in the absence of factor mobility. 
Vertical linkages generate agglomeration through a mechanism similar to that operating 
under labor mobility. Industries producing intermediate goods are attracted by the demand 
generated by final goods production, which, in turn concentrates in locations that possess the 
appropriate balance of cost savings due to the proximity with final consumption and with the 
production of intermediate goods. With labor endowments given at each region, the 
concentrations of intermediate- and final-good production reinforce themselves mutually. 
2.2.1 Venables’ model of vertically linked industries 
One of the original NEG formulations with input-output linkages is Venables’ (1996) 
model of vertically linked industries. In this model, a firm’s location decision depends on the 
interaction between production costs, i.e. upstream factors in the input markets, and the ease of 
access to output markets, i.e., the downstream factors. Under low trade costs–costs associated 
with supplying at different locations–firms are more sensitive to regional production cost 
differences, while under high trade costs, firms are tied to local markets and their location 
decisions are less sensitive to production cost variations. 
Labor mobility, introduced by Krugman (1991a; 1991b), is replaced by vertical linkages 
as the driver local market size endogeneity. Input-output structure makes the downstream 
industry constitute a demand market for upstream ones. Under these circumstances, market 
access considerations attract upstream industries to locations where downstream firms are 
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relatively more concentrated. 
In addition to the demand linkage, there is a cost linkage operating in the opposite 
direction. Downstream industries are able to lower their costs when locating where upstream 
firms concentrate, saving on trade costs on their intermediate inputs. These two linkages create 
an agglomeration force derived from pecuniary externalities alone, through market interactions 
that depend on imperfect competition at both the upstream and downstream industries (Venables, 
1996). There is no need for technological externalities. 
While cost and demand linkages between industries generate agglomeration forces, the 
location of immobile production factors operates in the opposite direction, creating a force for 
the dispersion of production. The balance between agglomeration and dispersion forces depends 
on the strength of the vertical linkages among industries, and on the trade costs among locations. 
Venables’ (1996) example has three economic sectors. As in most NEG models, the 
perfectly competitive sector, used as the numeraire, produces a perfectly tradable good, not 
subject to trade costs. The other two sectors are monopolistically competitive, with product 
differentiation, following the standard Dixit and Stiglitz (1977) approach. They are vertically 
linked, with one industry providing an intermediate good to the other. There are two locations, 
labeled , and firms supply both locations. Expenditure on the output of industry  at 
location  is denoted . With CES among product varieties of an industry , demand for each 
variety is given by 
 
 
 (3) 
where  is the quantity of a variety of industry  produced in  and sold in , and  is its price 
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at location .  is the demand elasticity, assumed equal for all varieties of industry . Ad 
valorem trade costs, , are assumed to be paid in units of the numeraire, so  is the 
consumer price of a product of  exported from . The aggregate price indices at each location, 
 and , are defined as 
  (4) 
where  is the number of industry-  firms at location . 
On the supply side, profits of an -firm at  are given by 
  (5) 
where  is marginal cost and  is the fixed cost. The first-order profit maximization condition 
is 
  (6) 
Using (6) into (5), the zero-profit condition determines the firm scale, which is independent of 
the cost level: 
  (7) 
The expenditure levels  and costs  are endogenous determined in the model, but for a 
given set of expenditure and costs in partial equilibrium, (3) through (7) determine prices, 
quantities, price indices, and the numbers of firms of an industry. 
The relative output, , cost, , and expenditure, , values of an industry at each location 
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are defined and used to help characterize the equilibrium: 
        (8) 
The ratio of the price indices (4) at the two locations can be expressed as 
  (9) 
Zero profits imply that firms operate at the same scale, regardless of their location. 
Taking the ratio of these equations for firms at each location, and using the demand functions 
and price indices, one gets an expression for , the relative production between locations: 
  (10) 
Therefore, in this model the relative production between locations, is a function of the 
relative production costs, , the relative expenditure at the two locations, , and trade costs, . 
Due to the zero profit condition, the relationship only holds if  and , which requires 
. 
Venables (1996) presents the case where there are only two industries  and a final 
demand sector, with  being the supplier, upstream industry, and  is the costumer, downstream 
industry, which sells to the final consumers. Both  and  are assumed to have the structure given 
by equations (3) through (7). The linkages imply that , the cost linkage, and , the demand 
linkage, are endogenous. In a partial equilibrium the costs of  and the demand for  (and hence 
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 and ) can be taken as exogenous. 
Considering labor as the single primary factor at each location, with wage  the relative 
wage is given by . In the partial equilibrium,  is exogenous at . Since industry 
 uses only labor, it has constant relative costs and prices given by 
  (11) 
The downstream industry, , on the other hand, uses both labor and industry ’s output as 
production inputs. These inputs enter ’s cost function through a CES function, represented, at 
each location, by a price index . Assuming a Cobb-Douglas technology between labor and 
industry ’s composite output, with share , industry ’s cost function is given by: 
  (12) 
with the relative cost—and price—between locations given by 
 
That is,  depends on  and on industry ’s price indices, which in turn depend on this 
industry’s costs and number of firms: 
  (13) 
Treating consumer demand as exogenous at each location yields . For industry 
, however, the vertical linkages imply that expenditures depend on local demands by industry  
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varieties. The zero-profit condition yields 
  (14) 
so that the relative expenditures are 
 
Using the cost and demand linkage equations in (10) one gets 
  (15) 
The exogenous variables in this system are , , , and . Given their values, (15) can 
be solved for the endogenous variables  and . Both variables are increasing on the other, 
which means that both demand (forward) and cost (backward) linkages work as agglomeration 
forces. 
Another aspect highlighted by this model is the importance of a region’s industrial base, 
that is, its set of suppliers and customers. The presence of a strong industrial base enables higher 
local wages, while a weak industrial base makes the location less attractive to firms across all the 
supply chain, which causes local wages to be lower. 
2.3 Labor pooling and knowledge spillovers 
Having described above a NEG-based model that illustrates the mechanisms behind the 
activity-complex, or vertical economies, there remains to exemplify the other two types of 
externalities described by Parr (2002a; 2002b), that is, localization and urbanization externalities, 
which may be the result of labor pooling and knowledge spillovers. In the case localization 
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externalities, firms belonging to the same industry benefit from locally constrained knowledge 
flows and access to specialized, industry-specific labor skills. For urbanization externalities, 
rather than specialized inputs, it is the diversity of industries and job opportunities that attract 
firms and workers. 
A theoretical survey by Duranton & Puga (2004) describes how several of the 
mechanisms under which localization and urbanization economies operate may be described by 
urban NEG models based on very similar frameworks. In fact, according to these authors, a 
better route for classifying the basic theoretical mechanism responsible for the existence of 
externalities is to separate them into three main categories: sharing, matching and learning. 
The first motivation for agglomeration comes from the fact that local concentration 
makes it possible for agents to share the economic gains generated by externalities. Firms and 
individuals may share indivisible goods and services that would not be provided in places having 
a smaller scale, they may share the gains from greater variety, they may also share the gains from 
greater product specialization, or, finally, they may share risks, like those associated with 
specialization itself. 
The second motivation for agglomeration is that it increases the possibilities of a better 
matching between firms, individuals, or between firms and individuals. A thicker marketplace 
will increase the chances of matching of supply and demand needs, and will generate better 
quality matches, as well as mitigate hold-up problems. Finally, a third incentive for 
agglomeration is the possibility of learning, through expanded knowledge generation, diffusion 
or local accumulation. 
For the localization economies, Duranton & Puga (2004) present a skill transmission 
model in which a city can be considered as a factory. It is made up of individuals that operate 
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under constant returns to scale, but generate increasing returns to scale at the aggregate city 
level. For the urbanization economies, they present a model in which the size of the city 
increases the efficiency of a costly matching between the firms and the workers. The next 
sections briefly review these models. 
2.3.1 Skill transmission model 
As an example of the localization externalities framework, which will motivate the 
methodological identification of labor and technological externalities in latter chapters, let us 
consider a skill transmission model with urban specialization, developed by Duranton and Puga 
(2004), and based on previous contributions on urban learning and specialization models 
(Glaeser, 1999; Henderson, 1974; Jovanovic & Rob, 1989; Jovanovic & Nyarko, 1995). 
Consider a model with discrete time, infinite horizon, and overlapping generations, with 
individuals living for two periods, young and old. The authors simplify the analysis by adopting 
no time discount, no population growth, and no altruism between generations. 
There are two types of workers, endowed with one unit of labor, but differentiated by 
their productivity level. Skilled workers have a productivity of , while unskilled workers have a 
productivity of , with . Workers will have a labor income equivalent to their labor 
productivity. Every worker is born unskilled, but can try to become skilled during her young 
time period. If successful, she can use these acquired skills when old. Preferences are assumed 
homothetic, so that utility is a linear function of consumption expenditures. 
Skill acquisition is influenced by geography, since workers can only become skilled if 
they live in the cities when young, together with other already skilled old workers. Living in 
cities, which are indexed by , however, is not a sufficient condition for becoming 
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skilled, and the probability of becoming skilled, which is dependent of the city size, assumes the 
form of a probability distribution function 
, with and  
where  is the number of skilled workers in city . Old skilled workers charge the young 
unskilled ones for the transmission of knowledge, by getting half of the surplus, , generated by 
the acquisition of skills by the young ones. 
Cities provide no benefit other than a better opportunity to learn, and young workers may 
be attracted to cities in order to acquire skills, while old workers may remain in cities in order to 
have a market for selling their skill. Living in cities, however, is more costly than living outside 
them, due to commuting costs. Therefore, the decision of living in a city is risky, as it always 
involves costs but may not guarantee the acquisition of knowledge. A city’s population size will 
be the sum of its skilled and unskilled workers, . 
The urban structure of the model is characterized by a continuum of potential locations 
for the establishment of cities. Locations outside the cities, that is, the hinterland, are labeled . 
Production in each city takes place at a single central location, its business district (BD). Around 
each city’s BD there is a line with residences of unit length. Commuting has a monetary cost of 
 per unit of distance, with , times the distance, , traveled by the worker from her home 
to the center, and back from it. That is, total commuting costs equal . Residential lots are 
assumed identical, apart from their distance to the BD, and the analysis is simplified to assume 
no time costs associated with commuting. If there are  workers in the city and each of them 
lives in a unit-sized lot, the total city length will equal the number of workers, with  workers 
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living in each side of the city, with distances  within a city in the range . 
In addition to the commuting costs, each worker is willing to pay some rent for the lots 
that are closer to the BD, and this willingness will decrease with the distance  of the lot, so that 
the sum of commuting costs and rent costs  will be the same for all workers, and equal to 
the commuting costs of someone living in the city edge, : 
  (16) 
This determines a rent function that is decreasing in , 
 
Total rent paid in the city is assumed, for simplicity, to be equally distributed to all 
workers living in the city. Integrating  over the city extension yields total rent income equal 
to 
  (17) 
Subtracting the per capital value of (17) from the total living costs (16), the total net cost of 
living in a city for one period of a worker’s life will be . 
In order to find the equilibrium city size, let analyze the possible worker choices in the 
two periods of her life. A pair of subscripts will describe this location choice. The consumption 
expenditure of a worker living in the countryside during her whole life is equal to , 
since she will remain unskilled and with a lower productivity. 
A worker who lives in the countryside in the first period has no chance of becoming 
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skilled and of using these skills when old. Thus, moving to the city when old would only 
decrease her consumption compared to staying in the countryside, since her income  would 
remain unchanged and the costs of living would be positive in the second period, with 
 
This implies that no worker who stayed in the countryside when young will move to the 
city when old. Likewise, if a worker lived in a city when young, but was not able to acquire 
skills, she will have an incentive to move to the countryside when old, in order to have lower 
living costs, given that her income will be  in the second period, regardless of her decision on 
where to live. That is, her income if moving to the countryside when old will be higher than that 
of remaining in the city: . As a result, there will be no old 
unskilled workers living in any city, since they are better-off living in the countryside. 
Finally, a worker who spent her youth in a city and was successful in obtaining skills ha 
the alternative of going to the countryside when old, in which case she has lifetime expenditure 
  (18) 
or she can stay in the city and have the chance of successfully teaching a young skilled worker 
and get lifetime expected expenditure 
  (19) 
Therefore, a skilled worker will prefer to stay in the city if 
  (20) 
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That is, if the expected value of her share in the knowledge acquired by to the young worker she 
trains is greater than the cost of living in a city when old. 
The authors show that in steady-state equilibrium all cities have equal size and an equal 
proportion of skilled versus unskilled workers. In addition, all young workers will live in the 
cities and all old unskilled workers move to the countryside. The skilled population will be equal 
to the unskilled population times the probability of unskilled workers becoming skilled, that is 
  (21) 
Steady state also requires that the expected expenditure value of someone who goes to the 
city and tries to get skilled be greater that the expenditure value of someone who stays in the 
countryside, that is, 
 
Using (18), (19) and (21), this expression can be simplified to  
  (22) 
which means that the productivity difference among skilled and unskilled workers must be large 
enough to compensate for the higher urban costs of living. If this condition is met, there exists an 
equilibrium with positive urban population. The authors also show that the probability of 
learning must be described by a sufficiently concave function . 
This model relies entirely, according to Duranton and Puga (2004), on the assumption 
that cities are locus for knowledge transmission and that this transmission will be influenced by 
the size of the city. The importance of models such as this is to highlight the role that an urban 
setting, or the proximity of firms and workers, may have on the diffusion of technological 
externalities. 
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2.3.2 Gains from specialization and increasing returns 
Another example of technological externalities is described by Duranton and Puga (2004) 
in a model in which individual gains from labor specialization translate into aggregate increasing 
returns to scale. Consider one industry producing a final good, , under perfect competition, with 
the use of a combination of different tasks, , instead of the intermediate inputs of the previous 
model. If these tasks take values on a fixed continuous range and are indexed by , the 
production function of the final good takes the form 
  (23) 
The authors assume that each worker is endowed with one unit of labor and that, by using 
an amount of time , she can produce the task amount: 
  (24) 
where  is a productivity parameter and  determines the intensity of the individual 
specialization gains. The time amount  can be interpreted as a measure of specialization, 
since allocating more time to task  lefts less available time to execute other task. Additionally, 
since , there are increasing returns in the individual production of each task. As argued by 
Duranton and Puga (2004), this is consistent with a learning-by-doing setup, because the 
worker’s marginal productivity increases with her specialization in a task. 
The workers’ decision of time allocation is modeled as a two-stage game. In the first 
stage, the worker decides on which task to perform and in the second stage, she sets a price to 
this task’s execution. Whenever two workers decide on the same task, they become Bertrand 
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competitors and receive no revenue from the task. If only one worker decides on a given task, 
she gets the following positive revenue on the second stage 
 
In the sub-game perfect equilibrium, no task is performed by more than one worker. By 
setting  the marginal revenue is decreasing in , which means that every task will be 
performed by some worker. These two properties determine a unique symmetric equilibrium at 
which every task is performed by a single worker. If there are  workers and  tasks, each 
worker will devote  of her time to each of the  tasks she performs. 
Substituting  into equation (23), yields the aggregate production 
 
This equation exhibits increasing returns to scale driven only by the gains from labor 
specialization  and not by  as in typical NEG models with product varieties as inputs. This 
happens because the number of tasks is fixed in this model, while the number of input varieties is 
usually determined endogenously in NEG models. Therefore, only an increase in the workforce 
 can lead to a deepening of the division of labor, making the workers more productive. This is a 
rationale for the existence of larger city agglomeration, which would enable the appropriation of 
the gains derived from specialization. 
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Chapter 3 
METHODOLOGICAL REVIEW 
Summarizing the discussion previous of the previous chapter, market and non-market 
mechanisms, formal and informal linkages (Porter, 2003), as well as the distribution of natural 
resources (Ellison & Glaeser, 1997) and factors of production such as labor and capital (Fujita et 
al., 1999) produce a set of forces that influence the distribution of firms in space. 
In order to model the firms’ location decision process and the agglomeration forces 
involving the different types of economic externalities, let us start with Cressie (1993)’s notation 
for a geographic space, . Let  represent a location in , with  being a random variable 
at . These elements define a spatial process 
  (25) 
A realization of (25) is denoted  and different statistical approaches rely on 
different structures for the spatial process (Anselin & Bera, 1998): 
 Geostatistical approach: The geographic space  is a continuous fixed subset of  and  is 
a random vector at location . The Euclidian metric is usually used on the space  to 
represent the physical distance among locations. 
 Lattice approach: The space  is represented by a fixed collection of countable points in . 
These points or locations  can characterize regular or irregular spatial lattices and  is a 
random vector in . This approach is the most commonly used in the economic geography 
and spatial econometrics literature, which often deals with data that represent discrete 
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regions. Several metrics have been used to describe distances among lattice locations , and 
this approach usually involves the definition of neighborhood linkages among locations; 
 Point patterns approach: The space  is a point process in , that is, a stochastic model that 
governs the location of the random vector of “events”  in . In an economics perspective, 
this approach is used to identify patterns (randomness, clustering or regularity) in the location 
of agents. 
Most data collected on industries and firms are organized and aggregated in terms of 
administrative units such as metropolitan areas, municipalities, counties, or states. These units 
form an irregular and discrete spatial lattice. This is the case of the Brazilian annual labor market 
database, RAIS, published by the Brazilian Ministry of Labor and Employment (MTE), used in 
this work, for which the most disaggregated geographical information available is the 
municipality of the firm establishments. 
Because of data availability constraints such as these, most studies in economic 
agglomeration use indices and statistical methods that rely on the lattice approach (Ellison & 
Glaeser, 1997; Ellison, Glaeser, & Kerr, 2007; Lautert & Araújo, 2007; Rosenthal & Strange, 
2001). This is the case of the agglomeration and coagglomeration measures that are discussed in 
this chapter and that will be the basis of all further analysis. 
This, together with the amount of information required to calculate agglomeration 
measures, will hinder the use, in this study, of point-pattern-based indices, such as the Duranton 
and Overman (2005) measure of industry location. As more detailed industry geographic 
information is made available, future research should focus on the use of distance-based indices, 
and compare their results with those generated with the use of lattice-based indices. 
In this study, however, industry location and collocation patterns will be assessed for the 
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Brazilian municipalities, for the years from 1994 to 2010. . Since new municipalities have been 
created in recent years, analyses conducted over time will be based on minimum common areas 
(MCA), constructed with the help of geographic information system (GIS) software and using 
information on the creation of new municipalities. These areas represent the most disaggregated 
municipality-based lattices that remain fixed over the entire period. This procedure is detailed in 
Appendix A . 
The next section will present agglomeration indices based on a geographic lattice that 
consists of a finite set of regions. There are two strains of indices that use this type of geographic 
model, and the main difference between them relates to their assumptions on the lattice. These 
indices will be used in Chapter 4 to describe the agglomeration and coagglomeration patterns of 
the Brazilian economy. 
3.1 Agglomeration measures 
There are two main categories of lattice-based measures of economic agglomeration and 
location. The first type considers the geographic lattice as an index set of regions : 
 . (26) 
This approach does not take into account any spatial information contained in the data, such as 
the distances among regions. 
The second type, used in the spatial econometrics literature, consists of what Cressie 
(1993, p. 384) calls a spatial lattice, which is formed by the combination of an index set and a 
distance measure. The most straightforward way to generate a spatial lattice is to associate each 
geographic unit, or region,  with a longitude  and a latitude : 
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  (27) 
Spatial lattices are important because they allow for the specification of neighborhoods of 
regions, which are not possible under the simple lattice (26). 
A review of several measures used for assessing location and concentration is presented 
below. They include measures based on both the simple index sets (26) and spatial lattices (27), 
giving them different properties and usages in the analysis of the spatial concentration of the 
economic activity. Indices based on index sets are able to measure localized agglomeration 
forces, while indices based on spatial lattices, are able to measure agglomeration forces that 
operate across regions. 
3.1.1 Local agglomeration indices 
One of the earliest measures of industrial concentration is the location quotient (Hoover, 
1936; Kim, 1995). It can be calculated for every location  and industry , and is given by 
  (28) 
where  indicates employment in industry  at region ,  is total employment in region ,  
is total (or national, if the analysis is conducted at a country level) employment in industry , and 
 is total (or national) employment. As a result,  represents region ’s share in 
industry ’s employment and  represents region ’s share in total employment. 
The location quotient is an index of specialization (Kim, 1995; Koo, 2005; Wolfe & 
Gertler, 2004). A value higher than one indicates that region  has a higher share of industry ’s 
employment than its share on national employment. That is, employment in region  is relatively 
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specialized in industry . 
The traditional Gini coefficient, often used as a measure of income inequality, is also 
used in the economic geography literature. If income information  is available for individuals 
in a population of size , the Gini coefficient is calculated as a function of the income gaps 
between any two individuals  and , with  (Sen, 1976): 
 
where  represents total income. Numerically, , and graphically (Figure 1 ) it 
represents the area under a 45° line, which itself represents a perfect distribution of income. The 
larger  is, the higher is the income concentration for population . 
 
Figure 1 – Gini Coefficient for Income Concentration 
 
An alternative Gini-type coefficient is also used in the literature (Brown, 1994) when 
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there are two variables being analyzed or when the population data is aggregated into income 
groups. Let individuals (or households) be ordered according to their income and total population 
 be divided into  regular quantiles  following this ordering. Cumulative income 
shares, , are then calculated for each quantile, where  is total income. The 
Gini coefficient is then calculated as 
 
Krugman (1991a) uses this formula and the shares defined for the location quotient (28) 
to calculate another lattice-based measure, the Locational Gini Coefficient. In a regional context, 
the quantiles are replaced by the regions , for which both  and  are calculated. 
The shares  are ordered and their cumulative sum is calculated. The Locational Gini 
coefficient for industry  is given by 
 (29) 
These ordered shares produce graphics like the ones in Figure 2 , which depict the 
locational Gini for Industrial Gases Manufacturing and Restaurants, in Brazil, based on the 
municipal employment in 2010. 
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Figure 2 – Locational Gini Coefficients for two industries, 2010 
 
The existence of a large number of regions with no industry  employment, for which 
, considerably increases the coefficient given by equation (29). Numerically, industrial 
gases manufacturing has a Gini coefficient in 2005 equal to 0.8021, while restaurants show a 
much lower concentration, indicated by a Gini coefficient of 0.3231. 
One of the limitations of the Gini coefficient is its sensitivity to changes in the number of 
quantiles. In the locational version, this translates into a high sensitivity to the choice of the 
geographic lattice, as well as to the level of industrial aggregation. 
Another limitation, common to both the Location Quotient and the Gini Coefficient is 
that they do not take into account plant concentration. When using the concentration of total 
employment to compare industries, if one industry has a smaller number of firms than another, 
this may increase its concentration measure, despite the fact that this alone may not necessarily 
mean a higher degree of spatial agglomeration. 
Ellison & Glaeser (1997), henceforth called EG, have proposed an alternative to previous 
measures of concentration that is intended to deal with this particular issue. Their index has two 
components. The first, which the authors called Raw Concentration Index, is given by 
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 (30) 
In addition, EG’s index makes use of the Herfindahl index that gives higher weight to 
larger firms. The Herfindahl index is a commonly used measure of market concentration that 
takes into account the relative size of the firms in a market. It consists of the sum of the squares 
of market shares  for each firm  in a given market. Here, these shares correspond to firm ’s 
share in industry ’s total employment: 
This index approaches zero when the market has a large number of firms of similar size, 
and increases as the number of firms decreases and as the difference in size between firms 
increases. Given these definitions, EG define a gamma index for industry , , as: 
 
 (31) 
The  index is based on a location choice model developed by the authors. It is a one-
industry localized agglomeration measure, since it uses information of a single industry (or of a 
single aggregate of industries) and assumes that the externalities operate at the local level, 
regardless of the employment in neighboring or near regions. 
EG show this by supposing that firms of an industry sequentially choose their locations in 
order to maximize profits. Dropping the industry subscript for simplicity, for each firm , profits 
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at location r are given by 
 (32) 
Firm  chooses location  that maximizes its profits, subject to a employment vector at 
locations , already chosen by firms  through , respectively. Two factors play a 
role in this equation. “Natural advantages”, captured by the random variable , determined by 
nature at the start of the process. This random variable is both industry- and region-specific, 
since factors such as natural resources, climate and landscape features, make some locations 
more desirable than others to all firms belonging to the industry. The term  represents the 
component of local profitability that is independent of other firms’ location choices. 
Local spillovers are represented by the function , which affects firm ’s profitability 
at each possible location . This function represents within-industry externalities generated by 
firms  that have already chosen their locations  and their local 
employment levels . Finally, the authors assume the existence of a random 
term, , that is specific to firm . Location model (32) is general, and it complies with profit 
equation (2), which depicts externalities in a general form. 
In the absence of externalities, and with independent of , firm location choices 
assume the form of a logit model and are conditionally independent random variables with 
probability given by 
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  (33) 
That is, the probability of a firm choosing location  depends solely of this location’s share, , 
on the total endowment of natural advantages that affect this specific industry. 
Two key parametric restrictions are made by EG regarding to the joint distribution of the 
natural advantage shares 
 (34) 
The assumptions of their model imply that, in the absence of externalities, each industry 
tends to reproduce the existent spatial distribution of the economic activity, given by 
employment shares . Furthermore, a single parameter, , captures the degree to which 
the natural characteristics of region  influence the profitability of firms in an industry. If , 
the model has no “natural advantages”, and, if , these advantages completely determine 
firm location. Finally, natural advantages are local and do not spread across regions. 
Considering the existence of spillovers among firms, EG assume, for simplicity, that the 
spatial nature of these spillovers is of an all-or-nothing type. For any pair of plants  and  in a 
set , one plant has a location effect on the other only if both firms choose the same location . 
EG assume that the matrix of externality variables is symmetric and transitive, which 
renders firm ’s decision, based on the location choices of the first  firms, equivalent to a 
model with forward looking firms, in which the order of firms’ location choices does not affect 
their final spatial outcome. 
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EG show that the Raw Concentration Index (30) for industry  satisfies 
 (35) 
Under (34) and (35), EG show that the Raw Concentration Index (30) for industry  satisfies 
 (36) 
where  and  is the Herfindahl index. This implies that the Index of 
Geographic Concentration  has , with positive values indicating that industry  is 
more concentrated than what we would expect if locations were chosen randomly. Furthermore, 
 measures both natural advantages  and own-industry externalities  symmetrically, so that 
it is not possible to identify which of these two factors is the actual source of concentration for a 
particular industry. 
A few remarks can be made about this model and, consequently, about the gamma index. 
First, the all-or-nothing externality approach actually converts the process into a non-spatial one. 
As a result, the agglomeration index is insensitive to permutation of the data. As pointed out by 
Arbia (2001), this type of index measures variability but ignores polarization, which relates to 
spatial association. Using this author’s example, suppose three different situations in which data 
is distributed in a square divided into a regular lattice, as shown in Figure 3. When total 
employment is distributed uniformly to four out of the 16 regions a Gini or EG index is 
unchanged, regardless of the spatial positioning of the individual regions in the lattice. 
This is only appropriate when externalities and natural effects operate at a local level, that 
is, when their scope exactly matches the spatial lattice defined by the regions. Since all 
components of these concentration indices are insensitive to the spatial arrangement of the 
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regions, this index will not capture polarized situations like the ones represented by the left 
square in Figure 3 . 
 
3 3 0 0  3 0 0 0  0 0 0 0 
3 3 0 0  3 0 0 0  0 3 0 3 
0 0 0 0  3 0 0 0  0 0 0 0 
0 0 0 0  3 0 0 0  0 3 0 3 
Figure 3 – Three cases with the same Gini and EG Indices (Arbia, 2001). 
 
In the income inequality literature, the spatial anonymity property of Gini-type 
coefficients is considered an advantage. These indices can be calculated regardless of the 
location of the individuals or households, protecting their identity. In a spatial analysis, however, 
where regions take the place of individuals, their identity and positioning is important. 
A second important feature of the concentration measures analyzed so far is that they 
consider only the location choice of firms in a single industry. Therefore, the EG index, for 
example, is prone to capture technological rather than to pecuniary externalities, since the 
former, as discussed in Chapter 2, tend to be more industry-specific than the latter. 
3.1.2 EG’s coagglomeration index 
In order to address the issue of coagglomeration, which necessarily involves two or more 
industries, EG extend their location choice model to allow for an impact of other industries’ 
location decisions into industry ’s profitability. An index of coagglomeration, similar to the 
agglomeration index, is then proposed in order to capture this tendency of firms of an industry  
to locate close to firms of other industries. 
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Defining the indicator  as equal to one if plant  in industry  is located at region  and 
zero otherwise, assume that the location decision of firms in industry  are correlated with that of 
firms in industry , such that 
and 
corr  
EG simplify this correlation matrix by assuming that there is a set  that represents a group of 
industries whose location decisions are correlated such that 
corr
, if plants and  belong to industry 
, otherwise.
 
Extending the definition of the raw concentration index for industries in group  as 
 
and, under the simplified correlation matrix, the authors show that the expected value of the 
index, previously given by (35) in the one-industry case, is now given by 
 
where  is the share of industry  in set ’s total employment. As a result, the 
coagglomeration index for the set of industries  is given by 
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 (37) 
Since , this index is positive, like its single-industry version, when there is a positive 
correlation among the location decisions of firms in industries . 
The co-agglomeration index is an important step into the measurement of concentration 
among firms belonging to different industries. However, it shares the non-spatial characteristic of 
the other concentration measures reviewed in section 3.1.1, that is, it is not affected by two 
equally concentrated but differently polarized situations, such as in a multivariate equivalent of 
Figure 1 . 
Ellison et al. (2007; 2010), show that, for the analysis of pairs of industries,  and , the 
coagglomeration index can be measured by an equivalent, simpler formula: 
 (38) 
where , as before, is the share of industy s employment in region  and  is a measure of 
region ’s relative size, which the authors model as the region employment share across 
manufacturing industries, since their analysis is restricted to manufacturing industries. Both 
version of the coagglomeration index will be assessed and compared for the Brazilian economy 
in the next chapter. 
3.1.3 Spatial association indices 
A second class of indices is also very common in the literature pertaining to lattice-based 
phenomena. Contrarily to the concentration measures described so far, this second category of 
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indices makes full use of the spatial information of the data, by means of a spatial lattice like 
(27), which incorporates both an index set and a measure of association, or distance, among 
regions. 
The association among regions is modeled with the use of a weigh matrix, . This 
matrix gives, at each element , the importance of location  to location : 
 (39) 
It is usually assumed that  for all pairs of regions, so that the matrix  is non-negative 
and symmetric. Each strictly positive element of row  determines a neighborhood for region . 
The construction of an appropriate spatial weights matrix is a crucial step, since it indirectly 
determines a covariance structure between any two observations (Anselin & Bera, 1998). 
The weights matrix can also be made a function of the physical distance among regions. 
Alternatively, a neighborhood criterion (first- or higher-order contiguity, hook or queen 
contiguity, etc.) may be used, based on physical borders. Under the neighborhood criterion, it is 
assumed by convention that  when  and  are neighbors and that  otherwise. The 
elements of the weights matrix are usually standardized so that its rows sum to one: 
 
A general class of spatial association indices is defined by the index of matrix association 
proposed by Mantel (1967). If a spatially distributed variable is given by a vector , for 
, define a matrix  of value similarity between pairs of elements of , and a 
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spatial weighs matrix . Mantel’s index of matrix association, , is given by 
(Anselin, 1995): 
 
The weighting matrix  provides a measure of spatial association and different 
definitions of  will provide distinct measures of value association. One such index of matrix 
association is Moran’s  statistic, which is defined by setting . When  s a centered 
standardized variable, the index assumes the form: 
 
The denominator corresponds to a normalization factor for the spatial weights and the 
value association matrices. In matrix form, Moran’s  can be written as 
 (40) 
where  is a row standardized weight matrix. Such index of global association can be 
interpreted as a regression coefficient, since  corresponds to the slope of a linear regression of 
 on  (Anselin, 1995, p. 105), that is,  will measure the linear association between  and its 
spatial lag, . In this sense, it tests for the spatial dependence of regional data. 
Anselin (1995) has developed the concept of local indicators of spatial association 
(LISA), that decomposes statistics such as Moran’s I into local indices. Each region’s version of 
the index can be written as: 
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Local indices give each location’s contribution to their global counterpart, helping identify 
locations of particular interest, or “pockets of nonstationarity” in the data (Anselin, 1995). 
3.1.4 Bivariate spatial association indices 
Similarly, to the agglomeration indices described at section 3.1.1, Moran’s  is a 
univariate index. Therefore, it can only be used to analyze the spatial association of own-industry 
employment or activity levels. If the spatial association between pairs of industries is of interest, 
bivariate spatial association indices may be required. 
A bivariate version of the Moran’s  assesses whether high values of employment of 
industry  in region  are associated with high values of industry  employment in regions 
neighboring . Based on the work of Wartenberg (1985), the bivariate version of the Moran’s  
index can be defined as (Anselin, Syabri, & Smirnov, 2002): 
 
or, in matrix notation, as 
 (41) 
If variables  and  are standardized, then (41) reduces to , where  is the 
number of regions. 
The bivariate Moran index, like its univariate counterpart, can be interpreted as a linear 
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regression coefficient of , on . That is, it measures the association of values of  at each 
region with the values of  at neighboring regions. As such, (41) is not a symmetric measure, 
since . 
This asymmetry of the bivariate index has been criticized (Lee, 2001), in particular, as an 
index for the analysis of coagglomeration patterns (Bekele, 2007). Lee (2001) has proposed an 
alternative bivariate measure that seeks to address this issue. This author argues that a bivariate 
measure should contain the univariate spatial association of both variables. In contrast with the 
bivariate Moran given by equation (41), which contains this information only for the second 
variable, the author defines a new index: 
 
where the bars indicate the means of the respective variable. When both  and  are 
standardized variables, the expression for Lee (2001)’s index simplifies, in matrix notation, to 
 
where  is an  matrix containing the standardized values of  and  and  is a row-
standardized weights matrix. Lee (2001)’s index, due to its definition, is unchanged by the order 
of variables  and  in its composition, that is, . 
Although not desirable for certain analysis, the asymmetric nature of the bivariate 
Moran’s  can be useful for the evaluation of coagglomeration patterns between industries. As 
argued in section 3.1.2, when analyzing the properties of EG’s coagglomeration index, it is not, 
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in general, reasonable to imagine that the location decision process of two economically related 
industries are completely symmetric. That is, the location decisions of firms in industry  may 
influence the location decisions of firms in industry  very differently than, conversely, the 
location decisions of firms in  affect those of firms in industry . In such cases, the bivariate 
Moran’s  may provide important additional insights on how the economic dependences 
determine different location behaviors within pairs of economic linked industries. 
Under this line of argument, Rusche, Kies and Schulte (2011) propose a modification of 
the bivariate Moran’s  weight matrix, for the purposes of analyzing co-agglomeration patterns. 
The regular weights matrix, , used for calculating the univariate version of the index usually 
has zero main diagonal elements, that is, , for all . This is so because the 
analyzed variable’s value at location  cannot be used to predict itself when measuring its spatial 
association with neighboring values. 
When analyzing two variables  and , however, the bivariate Moran’s index measures 
the association of  values with neighboring values of another variable, , with  belonging to 
a set of appropriately chosen neighbors. In this case, Rusche et al. (2011) argue that,  can be 
used as a neighboring value for , in additional to the values of  other regions neighboring . 
As a result, in the next chapter, the bivariate Moran index will be used with a modified version of 
the weights matrix, which incorporates non-zero values in its main diagonal. 
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3.1.5 Spatial processes with local and global components 
Concentration measures, such and the Gini coefficient or the EG index of agglomeration, 
may be used to measure a tendency for firms, or industry employment, to agglomerate locally. 
That is, if the data is disaggregated at a municipal level, these measures are able to indicate 
whether positive externalities or exogenous factors such as natural advantages are generating a 
tendency of firms to concentrate at the municipal level. 
While these measures may be a good indicator for local externalities, they cannot capture 
externalities that spill over neighboring municipalities, for example. If this is the case, then a 
higher-than-average share of an industry in a municipality may be correlated with higher-than-
average shares in neighboring municipalities. 
For such cases, when there is a tendency, for example, of employment or firm counts in 
one municipality to be correlated with their respective values at neighboring areas, a measure of 
spatial association, such as Moran’s  should be used. The global version of this measure, given 
by equation (40), is suitable for the assessment of agglomeration forces that spread beyond the 
borders of each region. 
When these two processes simultaneously are at play, however, Di Giacinto & Pagnini 
(2011) show that indices such as EG and Moran’s  yield biased estimates of, respectively, the 
local and regional components of the agglomeration process that they are intended to measure. 
The authors use industrial plant count in their work, instead of industrial employment. In this 
case, for  plants in an industry, the Herfindahl index reduces to the constant value of . 
In this case, the difference , for all , used in the definition of the raw 
concentration index (30), represents the general tendency of industry ’s plants to deviate from 
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the general plant distribution verified in the economy. 
Next, Di Giacinto & Pagnini (2011) assume that each local deviation can be decomposed 
into two independent stochastic variables: 
 (42) 
First, a purely local random variable, , represents, as in EG’s equations (33) and (34), 
the natural advantages at play in region . Equation (34) is modified in Di Giacinto & Pagnini 
(2011)’s setup to 
 for (43) 
Second, a variable labeled , representing the diffusion of local disturbances , assumed 
homoscedastic and uncorrelated in space, depends on the distance from , that is, 
 with (44) 
  and for  (45) 
With these assumptions Di Giacinto & Pagnini (2011) show that EG’s agglomeration 
overestimates the true parameter  and that its bias is increasing in . On the other hand, 
Moran’s  underestimates the global autocorrelation with a bias that is increasing in the variance 
of the local component of the model, . 
Given these results by Di Giacinto & Pagnini (2011), the analysis of the EG 
agglomeration indices should and Moran indices in the following chapters will include 
comments on the possible coexistence of local and global agglomeration forces and on the 
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estimation problems that this coexistence may bring to the obtained results. 
3.2 Measures of vertical-linkage economies 
As reviewed in Chapter 2, direct forward and backward linkages between industries, as 
well as the similarities of their indirect sales and purchases profiles, constitute one of the 
important theoretical explanations for the development of agglomerations. Therefore, one of the 
common approaches for the identification of externalities is the use of the inter-industrial flows 
of goods and services. 
As argued by Czamanski, Czamanski, and Ellis (1974b) and Roepke et al. (1974), input-
output matrices provide a useful tool in evaluating these flows, since they describe how 
important other industries are in the net of suppliers and customers of a given industry. The 
following sections will present the input-output models that describe such matrices, the 
derivation of these matrices for the Brazilian context, and a discussion of some of the empirical 
methods found in the literature to interpret the information provided by such matrices. 
3.2.1 Input-output models and the commodity- by-industry approach 
The study of the input-output relationships goes back to François Quesnay’s Tableau 
Économique, but modern input-output theory own much of its first developments to Leontief’s 
(1986; 1936) pioneering work, which used the then available economic information to create “a 
more complete analysis of the interrelations of the whole economic system” (W. W. Leontief, 
1936). 
According to Miller and Blair (2009), Leontief’s original models adopted an industry-
based approach, in which a square transactions matrix  represents the value of 
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purchases, by industry , of industry ’s output, for . This matrix represents the 
intermediate consumption in the economy, and an industry’s total output can be represented by a 
vector , with elements given by 
 
or, in matrix notation 
 (46) 
where  is the vector of final demands and  is a unit vector. The direct input coefficients, or 
technical coefficients, can be represented in matrix form as 
 (47) 
with  representing a diagonal matrix formed with the elements of  in its main diagonal. 
Combining (47) and (46), since  and , 
 (48) 
or 
 (49) 
Leontief’s inverse matrix, , also called total requirements matrix, determines the industry 
output  necessary to sustain the final demand given by . 
The national accounts system used in most countries, which is the basis for the 
computation of the input-output tables, is based on a system of data compilation known as the 
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commodity-by-industry approach
2
. Under this system, economic data on production, 
intermediate consumption, final consumption, and the value added by production factors are 
compiled for a set of industries, indexed , which produce a set of products, called 
commodities, indexed . These tables are summarized in Table 2. 
 
Table 2 – Data in the commodity-by-industry national accounts approach 
 Commodities Industries Final demand Total output 
Commodities     
Industries     
Value added     
Total input     
Source: Miller and Blair (2009, p. 187) 
 
The tables that depict the inter-industry flows are the use and the make matrices. The use 
matrix, , is a commodity-by-industry matrix that reports the value of the commodities used by 
each industry. Thus, its elements represent the value of purchases of commodity  by industry . 
In this commodity-by-industry approach, the transactions matrix is replaced by the use matrix in 
the calculation of the direct input coefficients matrix, which will be given by 
 (50) 
This new direct input coefficients matrix gives the amount of commodity  used by industry , 
measured in terms of the output value of that industry. 
The make matrix, , on the other hand, is an industry-by-commodity matrix that reports 
the value of the commodities produced by the each industry. If each industry produces only one 
                                                 
2
 See Miller and Blair (2009) for a discussion on the concepts and methodological issues regarding the commodity-
by-industry approach and the input-output analysis. 
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commodity, then  is a diagonal matrix and all the commodity-by-industry relationships reduce 
to Leontief’s industry-based approach. In most countries, however, the national accounts report 
most activities producing more than one commodity. 
In this case, the total output of an industry, , will be given by the sum of all 
commodities produced by it, which corresponds to the columns sum of : 
 
The total output of a commodity, , is the sum of the output of all industries producing it. This 
corresponds to the rows sum of ,  
 
or, as indicated by Table 2, by the sum of the commodities’ intermediate and final consumptions 
 
which, in matrix notation, denoting  a unit vector, corresponds to 
 (51) 
Using (50) and (51) as in the Leontief model, one gets  and 
 (52) 
According to Miller and Blair (2009), (52) mirrors (48), but while (48) had only industry 
outputs, (52) has both industry and commodity outputs,  and  respectively, which does not 
enable one to directly generate a total requirements matrix. One solution is to find the industry 
source of commodity outputs, by defining a matrix 
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 (53) 
The elements  of this matrix of commodity output proportions, also called market shares 
matrix, indicate the fraction of commodity ’s output that is produced by industry  
Using the previous equations, it is possible to show that 
 (54) 
which, using (52), gives 
 (55) 
This makes  the commodity-by-commodity equivalent of the earlier direct input coefficients 
matrix, , in a commodity-by-industry approach. Since  is defined with the use of industries as 
the source of commodity outputs,  is known as industry-technology commodity-by-
commodity direct input coefficients matrix, and its inverse, , as the commodity-by-
commodity total requirements matrix under the industry technology assumption (Miller & Blair, 
2009). 
With the industry-technology assumption, one can alternatively obtain an industry-by-
industry total requirements matrix, by using (52) into (54): 
 
 (56) 
The inverse matrix  is the industry-technology industry-by-industry direct input 
coefficients matrix. Its corresponding transactions matrix, is given by 
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 (57) 
This matrix, , is used in most of the literature that studies the agglomeration forces caused by 
the vertical linkages among industries. Its industry-by-industry dimension makes it suitable for 
comparisons with other available industrial data, such as employment and value-added. 
3.2.2 Deriving annual transactions matrices 
Annual transactions matrices for Brazil can be obtained with the use of the annual 
National Accounts and of the quinquennial Input-Output matrices published by IBGE (the 
Brazilian Institute of Geography and Statistics). The National Accounts are based on a 
commodity-by-industry approach that has 55 industries and 110 commodities, and the 
corresponding tables, from which the use and make matrices can be extracted, are available in 
this structure for the years 2000 to 2009. Input-output matrices, which include derived 
transactions matrices, are also available for the years 2000 and 2005. 
The annual tables have structures similar to the ones presented at table Table 2. Under 
this setup, however, the use matrix is usually presented at consumer prices, which also include 
taxes and transportation and commerce margins. The make matrix, on the other side, represents 
only the production of domestic goods, valued at their producer prices, before taxes and 
transportation and commerce margins. 
For the purposes of studying agglomeration economies, domestic dependencies among 
industries should exclude the effect of imports, taxes, and trade and transportation margins on the 
use matrix. In doing so, both supply and demand are considered in terms of producer prices. 
Interindustry linkages that include imported goods may be useful for deriving the production 
functions of the industries, for example, where the importance of inputs, regardless of their 
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origin, is of interest. However, the inclusion of imported goods may lead to an overestimation of 
the importance of domestic industries, if the goal of the analysis is assess the importance of 
input-output relationships to agglomeration economies. 
As a result, one must split the use matrix into two component matrices, one containing 
the domestic goods and the other comprising imported goods. Taxes, and transportation and 
trade margins must also be accounted for separately. Table 3 shows the structure of such 
decomposed Use and Final Demand matrices.  represents the use of domestic goods, valued at 
producer prices, while , represents the use of imported goods, at their free-on-board (FOB) 
prices. The vectors  and  represent taxes paid by intermediate and final consumption, 
respectively, and  is a vector containing the value added by production factors, such as labor, 
and capital. 
 
Table 3 – Decomposing the Use and Final Demand matrices 
 Commodities Industries Final demand Total output 
Domestic Commodities     
Imported Commodities     
Taxes     
Industries     
Value added     
Total input     
Source: Miller and Blair (2009, p. 187), Grijó and Bêrni (2006) and IBGE (2008a) 
 
The annual tables published by IBGE, however, do not provide all the necessary 
information for the estimation of the transactions matrix. While the make matrix can be directly 
extracted, since it is already valued at producer prices, the domestic-good use matrix must be 
estimated, since the corresponding IBGE table is valued at market prices, as in Table 2, which 
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include taxes, transportation and trade margins, and imports. 
There are a couple of methods for estimating the make matrix valued at producer prices 
(J. J. M. Guilhoto & Sesso Filho, 2005; Miller & Blair, 2009; National Research Council, 2006). 
As stated by Miller and Blair (2009, pp. 144-157), transportation and trade margins, taxes and 
imports must be subtracted from the lines of make matrix, in the proportion of these four 
aggregates that was paid by each industry. Unfortunately, IBGE has not produced matrices that 
determine, for every industry, the amount of margins, and taxes paid, or the amount of imports. 
This issue has been addressed for previous versions of the Brazilian national accounts by 
Guilhoto and Sesso Filho (2005; 2010), who subtract margins and domestic imports 
proportionately to all columns of the expanded make matrix, with the final demand columns 
added to it. Using the definitions of Table 2 and Table 3, let this expanded use matrix, , 
valued at market prices, be given by the concatenation of intermediate and final consumption: 
 
where , instead of the final demands vector  in Table 2, corresponds here to a matrix with the 
final demands by six different activities: exports, public administration, non-profit institutions, 
households, capital investment, and inventory investment. The sum of the rows of  at market 
prices corresponds to total output . Dividing every row of  by its corresponding column sum 
 results in a matrix that represents the share of an intermediate or final demand (with a 
total of  columns) on the total demand for the th commodity in each row: 
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A first adjustment vector , with the sum of margins and domestic taxes for every 
commodity, is multiplied row-wise to the share matrix  (an operation represented by the 
symbol “ ”). This results in a matrix containing the estimated value of margins and domestic 
taxes corresponding to each intermediate or final demand category, estimated according to their 
share in total demand. These values are subtracted from each column of , resulting in a first-
step adjusted matrix: 
 
As a second step, Guilhoto and Sesso Filho (2005; 2010) remove the exports column 
from this newly obtained, no-domestic tax, no-margins matrix, and recalculate the shares matrix 
 
An additional zero-column corresponding to exports is then added to this newly created share 
matrix, so that it can assume the dimension of the  matrix again. A second adjustment matrix 
, corresponding to the value of imports and import taxes for every commodity, is row-wise 
multiplied to this share matrix. The result is then subtracted from the first-round adjusted use 
matrix, that is, 
 
This matrix is comprised of intermediate and final demand columns , and its 
intermediate consumption columns, , correspond to the desired estimated use matrix, measured 
at producer prices. An estimated industry-by-industry transactions matrix can be obtained, from 
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(53) and (57), as 
 
The use of this method, however, has several drawbacks. It assumes that all industries 
pay taxes and margins according to their share in total consumption, valued at market prices. It 
also assumes that imports are spread proportionately to all demanding industries. The Brazilian 
economy, however, is characterized by a very complex tax system, in which some industries are 
exempted from paying certain taxes. Exports, in addition, do not pay some of the existing 
domestic taxes. 
In order to avoid some of these drawbacks, a more recent literature (Grijó & Bêrni, 2006; 
Martinez, in press) has developed alternative estimates of the use matrix valued at producer 
prices measures, based on variations of the tradition RAS method (Miller & Blair, 2009, chapter 
7). The RAS method consists of using known row and column totals of an unknown matrix , to 
estimate it from an initial matrix . Following Martinez (in press), define: 
: an unknown  matrix to be estimated; 
: the known column vector consisting of the sum of the rows of ; 
: the known row vector consisting of the sum of the columns of ; 
: a known  matrix to be used as a first estimate for matrix . 
The adjustment of  to the known row and column totals of  is made in several two-
step iterations. The first step of each iteration adjusts  to the row totals . For the first 
iteration, the adjustment vector consists of an  column  with elements 
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A diagonal matrix with the elements of , denoted , is pre-multiplied to , resulting in a 
matrix , whose row summations are equal to those of : 
 
The second step in this iteration performs a similar operation on , using the row vector 
. A row vector  with elements  is diagonalized and post-multiplied to : 
 
According to Martinez (in press), this process is repeated for  steps, until adjustments reach 
acceptably low values and a final  matrix is derived: 
 
 (58) 
where  and  consist of diagonal total adjusment matrices. 
Grijó and Bêrni (2006) developed an alternative estimation approach that applies a 
modified RAS method to the estimation of the use matrix, valued at consumer prices. For a given 
year for which IBGE makes available both the market-price and the producer-price use matrices, 
the proportional difference between them is used as a benchmark for the estimation of the 
producer-price matrix of adjacent years. 
The authors show that, following Table 3, the market-price matrix  can be 
decomposed into 
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Where  corresponds to the desired producer-price intermediate and final consumption of 
domestic goods,  corresponds to intermediate and final consumption of imported goods,  
are the transportation margins paid by domestic and imported goods,  are the trade margins 
paid by domestic and imported goods, and, finally, are taxes paid by domestic and imported 
goods. 
At the time of Grijó and Bêrni’ (2006) article, IBGE had published all these matrices for 
the year 1996, but only the total  matrix was available annually, from 1997 to 2002, within 
the national accounts data. Using and as benchmarks, the authors propose the 
calculation of a coefficient matrix given by the element-wise division (represented with the 
symbol ) of  by : 
 
The elements of  were then element-wise multiplied (an operation represented with 
symbol ) to the 2002 market-price use matrix to obtain a first estimate of the producer price 
matrix for that year: 
 
Coefficient matrices, using , are also derived for the trade and transportation margins and 
for the tax matrices, resulting in a set of estimates for the unknown components of the known 
matrix . This first set of estimates, however, does not respect the constraints of the 
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economy in 2002. That is, the sum of component estimates, 
, is such that . 
As a result of this imbalance, Grijó and Bêrni’ (2006) apply the RAS method to the above 
matrices, using , , , , and  in the role of the initial  matrix in the method. For 
the Brazilian case only the  restrictions (row totals) are known, since column totals for the 
individual matrices are not available. However, the additional fact that the final sum of the 
column totals of the matrices must be equal to the column totals of the known  matrix 
replaces the  restriction of the method. 
Grijó and Bêrni’ (2006) method is a great advance in the estimation of the annual 
producer-price use matrices in Brazil. Their method, however, adopts some ad hoc adjustments 
when negative and zero values in the benchmark producer-price  and the available 
market-price  do not match. This happens when, for example, a product is not imported in 
the benchmark year, 1996, but had been imported in 2002. For these cases, the original RAS 
method cannot distribute 2002 imports using the 1996 data as a benchmark. The same is true for 
inventory variations with opposite signs in the two years. 
Further developments in the literature have generalized the RAS method to make it 
capable of using  matrices containing negative and zero values and of joint estimation of 
matrices, such as the combination of the use and make matrices (U. Temurshoev, Webb, & 
Yamano, 2011; U. Temurshoev & Timmer, 2011). Martinez (in press) makes use of these RAS 
generalization methods and adjusts Grijó and Bêrni’ (2006) procedure to the new National 
Accounts system, which is available for the years 2000 to 2009, with producer-prices use 
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matrices also available for the years 2000 and 2005. 
Martinez (in press) makes use of Temurshoev and Timmer’s (2011) generalized RAS 
algorithm for the years 2000 and 2005—for which both the consumer- and producer-prices use 
matrices are available—to estimate the other component matrices (margins and tax matrices). 
The method incorporates an additional constraint matrix  that refers to Brazilian tax legislation 
and that are retrieved from the old National Accounts system, based on the year 1996 matrix 
used by Grijó and Bêrni (2006). The resulting adjustments closely follow the RAS equation (58): 
 (59) 
However, using Temurshoev and Timmer’s (2011) method, ’s adjustments treats 
positive and negative values differently, in order to avoid Grijó and Bêrni’s (2006) ad hoc 
adjustments of latter. 
For the years 2001 to 2004, for which there are no  restrictions, Martinez (in press) uses 
a method similar to that of Grijó and Bêrni’s (2006), but adopts a weighted average of the 
estimates that are possible with the use of the 2000 and 2005 benchmark producer-prices use 
matrices. For the years 2006 to 2009, estimates are conducted with the 2005 benchmark matrix. 
The resulting annual use matrices were provided by the author and will be used in this 
study for the estimation of the industry-by-industry transactions matrix, valued at producer prices 
and containing only domestic good consumption: 
 (60) 
The following sections describe the literature on input-output linkage measures and data 
reduction techniques that will use this transactions matrix to describe the direct and indirect 
linkages of the Brazilian economy. 
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3.2.3 Direct and indirect input-output linkages 
As pointed out by Feser (2005), most industries in national input-output data are related 
to several other industries, making the analysis of detailed, large-sized matrices a complex task. 
Data reduction techniques, such as principal components, factor analysis, or dual scaling 
analysis, among others, have been employed to describe these complex economic relationships in 
terms of fewer, more fundamental underlying relationships, which highlight the stronger linkages 
among industries. 
Figure 4 schematically shows the most commonly analyzed backward and forward 
linkages between pairs of industries. Direct linkages relate to the importance of an industry  as a 
supplier to an industry , or, conversely, to the importance of industry  as a purchaser of 
industry , as indicated in the relationship type (A). 
As for indirect linkages, they can be present as in (B), with two industries sharing a 
strong backward linkage with another supplying industry , or with a similar set of supplying 
industries. Conversely, industries may share strong forward linkages with a third purchasing 
industry , or with a similar set of purchasing industries. There can also be situations such as (C), 
where indirect vertical integration arise (Ó HUallacháin, 1984), and there is an association of the 
purchase profiles of industry  with the sales profiles of industry  (Dridi & Hewings, 2002; 
2003), or vice-versa. 
 
 68 
 
Figure 4 – Direct and indirect relationships between industries  and . 
 
Considering the industry-by-industry transactions matrix, , each of its elements 
denotes the yearly flow, in monetary value, of goods and services provided by industry  to 
industry . Transformations of this matrix can help in the analysis of the direct and indirect 
linkages between  and . Let the elements of  be transformed into elements of two new 
matrices,  and  (Czamanski, Czamanski, & Ellis, 1974b; Czamanski & Ablas, 1979; E. J. 
Feser & Bergman, 2000), so that: 
 (61) 
Each element  represents the share of industry  in the total purchases of industry , 
and, therefore, the columns of  reveal the purchases patterns of industries . 
 
 
 
(B) Indirect common 
linkages: 
 
 
 
(C) Indirect 
vertical linkages:    
(A) Direct 
vertical linkages:     
   
Backward Forward 
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Likewise, the elements  reveal the share of industry  in the total sales of industry , so that the 
rows of  reveal the sales patterns of industries . 
As a result, the columns of  and the rows of  constitute, by themselves, measures of 
the direct backward and forward linkages between industry pairs, as depicted in Figure 4 (A). 
Since these linkages are normalized by total purchases and sales, respectively,  represents a 
measure of the direct backward linkage of purchasing industry  with supplying industry , and 
 expresses the forward linkage that an industry  has with a purchasing industry . These two 
linkages are not symmetric, since there can be situations, for example, in which a purchasing 
industry  can have industry  as its main supplier, but industry  may not be the most important 
customer to industry . In such a case,  will represent a higher share than , that is, the 
backward linkage of  with  is higher than the forward linkage of  with . 
Regarding indirect linkages, an important early contribution was provided by Czamanski 
et al. (1974b), who proposed a multivariate analysis method based on a combination of 
coefficients derived from the matrices  and . For any pair of industries  and  one can derive 
four coefficients of correlation based on indirect input-output relationships: 
 
A high correlation between two columns  and  of , that is, a high , for 
, indicates that industries  and  have similar supply patterns, as in the left side of 
Figure 4 (B). A high correlation between rows of , , indicates that  and  have a 
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similar set of customers, as in the right side of Figure 4 (B). The last two coefficients capture 
indirect vertical linkages such as in Figure 4 (C). A high  indicates that the costumers 
of industry  tend to be the suppliers of industry  and a high  indicates that the 
suppliers of industry  tend to be the customers of industry . 
These correlation coefficients may be organized into four  matrices containing the 
set of correlations between any pair of industries. Czamanski et al. (1974b) and Feser and 
Bergman (2000) calculate these matrices and reduce them to a single symmetric matrix , called 
intercorrelation matrix by Czamanski et al. (1974b), in which each element  equals 
 
This procedure simplifies the analysis of indirect linkages, since it gives equal weight to 
four possible types of indirect relationships between industries, and uses only the most important 
of them. Czamanski et al. (1974b) interpret this matrix as a measure of the affinity between pairs 
of industries, in terms of their various relations with the remaining sectors of the economic 
system. 
Afterwards, these authors construct groupings of economically related firms, based on 
this correlation matrix, . Feser and Bergman (2000) build upon this concept by performing a 
principal components analysis of this matrix, finding groups of industries related by the strongest 
of these four types of indirect relationships. 
This method allows for a more systematic construction of groupings of industries, going 
beyond, as the authors emphasize, the traditional descriptive approach, commonly found in the 
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literature in the form of case studies and local surveys. In addition, the  matrix takes into 
account national input-output linkages, avoiding a reliance on local industrial complexes, which 
may lack the necessary generality for national-level empirical studies. 
There are, however, some drawbacks to Czamanski et al.’s (1974b) technique based on 
the maximum of the indirect linkages depicted in Figure 4. Since each of the four types of 
indirect linkages represents a different economic relationship, using only the maximum of these 
linkages as a representation of the bilateral indirect linkages may produce some unclear results. 
In particular, the inter-correlation matrix, defined as a maximum of four possible indirect 
linkages between industries, may not be appropriate for analyzes that try to assess the 
determinants of coagglomeration. For this type of study, separately identifying input use 
similarities and output destination similarities, as well as direct linkages and the more indirect 
row-column linkages, is important, since each of these linkages may play a different role in the 
coagglomeration of economic sectors. 
Following this argument, Roepke et al. (1974), for example, explore the direct, forward 
and backward linkages by conducting three separate principal components analyses. The first is 
based on a symmetric matrix , derived by the sum of the transactions matrix with its transpose, 
with elements . The other two analyses use the rows and columns of the 
transactions matrix in order to separately identify input and output similarity patterns. 
Ó hUallacháin (1984) also uses principal component analysis (PCA) to study the indirect 
row and column linkages, but claims that separate row and column analyses are more 
informative than an analysis based on maximum correlations matrices, such as the one performed 
by Czamanski et al.’s (1974b). 
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3.2.4 Dual Scaling analysis 
Dual scaling is another method that has been proposed to measure industry associations 
and similarities in input-output matrices (Dridi & Hewings, 2002; 2003). The method, similar to 
quantification theory or correspondence analysis, has been proposed by Nishisato (1996) for the 
analysis of contingency tables. According to Dridi and Hewings (2003) input-output tables, 
along with final demand column vectors, primary input rows, and input and output totals, can be 
viewed as a contingency table, where the monetary values represent the frequency of exchanges 
between input and output categories. 
The dual solution produced through the method provides insights on the relationships 
between sales profiles, purchases profiles and between sales and purchases profiles among 
industries. A general contingency table with  rows and  columns consists of an  by 
 frequency matrix 
 
where the last row and the last column represent column and row totals, respectively, added by a 
scalar zero, called structural zero, at cell . 
For input-output matrices, in particular, following Dridi and Hewings (2002; 2003), a 
complete contingency table derived for the Brazilian national accounts is given by 
 (62) 
where  is the industry-by-industry direct input coefficient matrix derived from the matrix of 
 73 
intermediate consumprion of domestic goods, valued at producer prices, ,  is the column 
vector representing the final demand for domestic goods final demand , and  is the row vector 
representing primary input flows. These matrices can be derived, as in (57), by multiplying the 
market shares matrix , respectively, by the estimated domestic good use matrix and by the 
column-sum of the domestic good final demand matrix, both values at producer prices: 
 
 
Finally, vector  represents the sum of imports, valued at producer prices, the total of imports 
paid by domestic and imported intermediate consumption and the sum of the value added by 
primary inputs. That is, , as summarized by Table 4. 
 
Table 4 – Input-output components of a contingency table for Brazil 
 Industries Final demand Total output 
Industries    
Imports    
Taxes    
Value added    
Total input    
 
If one has, as assumed elsewhere in this text, a total of  industries in the national 
accounts system, indexed as , the corresponding contingency table (62) has a total of 
rows and columns. Define also: 
: the column vector of total outputs, corresponding to the sum of the columns of ; 
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: the row vector of total inputs in , the sum of the rows of ; 
: a diagonal matrix with the elements of  in the main diagonal; 
: a diagonal matrix with the elements of  in the main diagonal; 
: a vector of demand industry weights; 
: a vector of supply industry weights; 
: is the overall sum of the elements of , representing its total intensity. 
Given these matrices, Dridi and Hewings (2002; 2003) define , the 
variation between the rows of , and , the total variation of the input-output table. 
The goal of the dual scaling method is to maximize the squared correlation ratio 
 
This can be accomplished by setting  and maximizing , through the Lagrangian 
function problem: 
 
with first-order conditions: 
  (63) 
 
Pre-multiplying (63) by  and solving  for one gets 
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so that the Lagrangian multiplier corresponds to . Pre-multiplying (63) by yields the 
eigen-equation 
 , (64) 
where  represents the identity matrix of size . The solution to the method corresponds to 
finding the eigenvalues and eigenvectors of . The eigenvalues represent a 
partition of the total association in  and the eigenvectors  are used to determine the 
associations and similarities between industries, since the vectors  can be derived from  as 
  (65) 
For an input-output contingency matrix with  rows and columns, there are 
 possible eigenvectors , which constitute the non-zero solutions to (64). These 
column vectors  and, through equation (65), , can be organized in two weight matrices,  
and , that measure the association of supplying and demanding industries, respectively: 
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Note that, despite the same notation, these matrices are not equivalent to the shares matrices (61), 
proposed by Czamanski et al. (1974b) and derived directly from the transactions matrix. The 
only parallelism stems from the fact that the  matrices for both methods highlight backward 
industry linkages, while both  matrices refer to forward linkages. 
Dridi and Hewings (2002; 2003) use these matrices to cluster industries in terms of their 
input-use and output-destination similarities, as well as to measure associations between sales 
and purchase profiles, comprising the industry linkages depicted in Figure 4. Since the rows of  
and  can be interpreted as coordinates in a space of dimension , output-destination (sales) 
similarities can be found by calculating the Euclidean distances for every industry pair : 
 (66) 
Similarly, input-use (that is, purchases) similarities between industry pairs can be obtained by 
 (67) 
The calculation of row-column distances for pairs of industries—representing, for 
example, how important the output destinations of industry  are as input sources of an industry 
—requires, as argued by Dridi and Hewings (2002; 2003), that the weights  and  span the 
same Cartesian coordinate system. As pointed out by the authors, this would be the case if the 
correlation ratio  were equal to one, implying, for the case of input-output tables, that each 
industry’s output would be exclusively used as an input for itself and for final demand, and that 
all the inputs for other industries would come from primary factors. 
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Since this situation is unlikely in modern input-output data, either weight matrix,  or , 
must be projected on the axis of the other. Keeping the original matrix , the projection of  can 
be performed by multiplying it by the scalar . Therefore, each vector (65) can be rewritten as 
 
These adjusted vectors can then be used to calculate pairwise row-column distances 
  (68) 
Some of the previously mentioned methods, such as Czamanski et al.’s (1974b) technique 
based on the maximum of indirect linkages depicted in Figure 4, do not distinguish which type of 
linkage between industries is driving the industry proximity measures. As argued by Dridi and 
Hewings (2003), the dual scaling method provides additional insights into the different types of 
indirect linkages among industries, as it allows for the analysis of row, column and row-column 
distances between industries. Therefore, the basic metrics of indirect inter-industry linkages to be 
used in the next chapters will be those derived by the dual scaling method, and represented by 
the distance matrices (66) through (68). 
3.2.5 Alternative indirect linkage measures 
The dual scaling method, used to measure indirect linkages, will be complemented by 
two other types of measures. The first is an Euclidean distance measure, based on the column 
and row standardized transactions matrices,  and  respectively, used by Czamanski et al. 
(1974b), Czamanski and Ablas (1979), and Feser and Bergman (2000). The elements of these 
matrices are defined by equation (61), which is recalled here: 
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The direct use of these share matrices reveals slightly different relationships than those 
obtained with the use of the dual scaling method. Applying the Euclidean distance, proposed by 
Dridi and Hewings (2002; 2003) for the dual scaling matrices, directly into the shares matrices  
and , with elements  and  as above, results in the following distance measures: 
 (69) 
 (70) 
The first considers the rows of the shares matrix , measuring sales patterns similarities. 
The summation is performed over values  that represent the shares of other industries  as 
purchasers of industries  and . This is different from the values in equation (66), which 
represent coordinates in a dimension  generated by the dual scaling method. Similarly, the 
distances between columns of  measure similarities between industry purchase patterns. 
Euclidean distances, such as these and the ones used for the dual scaling matrices are a 
standard measure in the literature, since they are based on the intuitive sum of squared 
differences. However, the main purpose of the analysis of industry profiles in this work is to 
investigate their association with the observed agglomeration patterns of the economy. If 
coagglomeration tends to occur between industries whose main common characteristic is their 
input-output patterns, one can expect coagglomeration to be a consequence of these input-output 
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similarities. 
The next chapter will present empirical findings on coagglomeration, input-output and 
labor use profiles. The investigation of the relationship between coagglomeration patterns and 
input-output similarity measures has revealed that Euclidean distance input-output measures 
require some type of variable transformation prior to their use as covariates in a regression model 
for agglomeration patterns. 
As a result, other measures of distance or similarity for the input-output variables have 
been investigated. An alternative to the Euclidean distance for input-output profiles, which will 
prove suitable for a regression analysis of the factors influencing agglomeration patterns, is the 
absolute distance measure. Considering again the share matrix , a distance measure 
considering absolute distances between the purchases profiles of industries  and  is given by 
(Gower & Legendre, 1986; SAS Institute Inc., 2011, pp. 2094-2095): 
 
This distance measure is an alternative to the Euclidean distance (70) and considers the 
mean absolute distances between the purchases profiles of industries  and , normalized by the 
range of the purchase shares of each industry  across all industries. In order to make this 
measure easier to interpret in regression models associating coagglomeration patterns and input-
output profiles, it is convenient to convert it into a similarity measure  
or 
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 (71) 
This similarity measure has a range between , with higher values indicating more 
similar purchase patterns. An equivalent measure for sales profiles similarities is given by 
 (72) 
The next chapter will provide empirical results using the similarity measures (71) and 
(72), comparing them with distance measures (69) and (70), for the shares matrices, and (66) and 
(67), for the dual scaling matrices. 
3.3 Measures of labor pooling and knowledge similarity 
As discussed in section 2.2, labor pooling and knowledge similarities are another 
important theoretical reason for the agglomeration of economic activity. Recent studies have 
used industry labor profiles as an explaining factor for agglomeration and coagglomeration 
patterns. Alkay and Hewings (2012) use both population and population density as proxies for 
urbanization economies and correlate these and other measures with the EG agglomeration index 
for 22 manufacturing industries, in a study of the Istanbul metropolitan area. Rosenthal and 
Strange (2001; 2008) use the percentage and the number of workers with higher education 
degrees as proxies for the quality of the local labor pool. 
Ellison et al. (2010) define a correlation-based index, based on occupation shares as a 
measure of the similarity of the employment usage for pairs of manufacturing industries. This 
measure is intended to assess the degree to which a common labor pool may be responsible for 
coagglomeration patterns, as measured by the EG coagglomeration index. The authors make use 
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of the National Industrial-Occupation Employment Matrix (NIOEM), published by the Bureau of 
Labor Statistics (BLS), which contains industry employment for 277 occupations. 
The use of occupation codes as a measure of labor-use similarity among industries, 
however, as in Ellison et al. (2010), brings some difficulties. Different occupation codes may 
demand similar skills and may represent, therefore, similar jobs. Feser (2003) adopts a different 
approach that addresses this problem. The author uses the ONET occupation database, which 
systematizes occupational information on several dimensions, as a measure of the degree to 
which different industries share a common knowledge basis. This approach can be extended to 
include other Marshallian externalities related to labor pooling and will, therefore, be described 
in detail. 
3.3.1 The ONET content model 
The Occupational Information Network (ONET) is a database of occupational 
information, launched by the U.S. Department of Labor in 1998. It is the successor of the 
Dictionary of Occupational Titles (DOT), first published in 1939. The ONET information system 
is based on a content model that is comprised of six main groups of occupational data, called 
domains in ONET publications (Figure 5 ). Each domain represents a different set of job or 
worker characteristics (Tippins & Hilton, 2010). The classification system adopted by ONET has 
changed over time, reflecting the evolution of the US Standard Occupational Classification 
(SOC). As of January 2013, the database uses the ONET-SOC 2010, updated in July 2011 and 
derived from the 2010 Standard Occupational Classification, used by US statistical agencies. 
With every update, ONET’s database is revised with new information for some 
occupations, according to a previously defined revision schedule. Version 16.0 of the database 
brings updated information for 857 out of the 1110 occupations present in the current 
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classification. The remaining occupations bring older information, derived from an older, DOT-
based version (4.0 database) containing solely analyst ratings (Boese, Lewis, Frugoli, & Litwin, 
2001). Current databases are progressively replacing these ratings with new ratings derived from 
job incumbents and updated analyst ratings. 
 
Figure 5 – ONET Content Model 
 
 Worker Characteristics – personal characteristics that influence work performance and the 
capacity to acquire knowledge and skills required for an effective work performance: 
o Abilities: Individual attributes that influence performance; 
o Occupational Interests: individual preferences compatible with the RIASEC model of 
personality types and work environments (Holland, 1997); 
o Work Values: individual work needs important to a person’s satisfaction, based on 
the Theory of Work Adjustment (Dawis & Lofquist, 1984); 
o Work Styles: personal characteristics that affect how well someone performs a job. 
 Worker Requirements – work-related attributes acquired through experience and education: 
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o Basic Skills: developed capacities that facilitate learning or knowledge acquisition; 
o Cross-Functional Skills: developed capacities that facilitate performance of activities 
that occur across jobs; 
o Knowledge: organized sets of principles and facts applying in general domains; 
o Education: Prior educational experience required to perform in a job. 
 Experience Requirements – requirements related to previous work activities: 
o Experience and Training requirements for someone being hired to perform the job: 
 Related Work Experience; 
  On-Site or In-Plant Training; 
  On-the-Job Training. 
 Occupational Requirements – variables that describe what various occupations require: 
o Generalized Work Activities: General types of job behaviors; 
o Work Context: Physical and social factors that influence the nature of work. 
The ONET database also contains data pertaining to other aspects of their content model, 
such as tasks, tools, and technology, for the Occupation-Specific Information domain, and data 
produced by the BLS for the Workforce Characteristics domain. This information, however, will 
not be used for constructing the ONET-based characteristics of Brazilian occupations. The 
Occupation-Specific Information data does not allow a straightforward comparison across 
occupations, and the Workforce Characteristics will be constructed later, based on Brazilian data. 
3.3.2 A bridge between ONET and Brazilian occupations 
Brazil’s current occupation classification—CBO 2002—is comprised, in its 2013 
revision, of 2,557 occupations (5-digit classification), grouped into 613 so-called occupational 
families (4-digit classification). These occupations have a set of synonyms, similarly to the so-
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called “occupation titles” of the ONET-SOC classification, which help describe all jobs 
commonly included in each occupation code. 
The CBO does not have a database with a set of rated abilities and skills, as does the 
ONET-SOC system. The Brazilian occupation system is based on the DACUM (Developing a 
Curriculum), a curriculum development methodology that relies on supervised discussion 
groups. The information gathered by specialists during these discussion groups is used to build a 
picture of the tasks and tools involved in performing the job, as well as on the personal traits 
typically required from the workers, such as their abilities, knowledge, and skills (Norton, 1998). 
As a result, the data provided by the DACUM methodology could potentially provide 
much of the information required to build the equivalent of the ONET content model. However, 
due to the high costs of creating ratings for abilities and skills across occupations, this type of 
information was never produced for the CBO. The existing lists of duties, tasks, and tools 
involved in performing the jobs—available only at the more aggregated four-digit level—do not 
allow for skill- level comparisons across occupations. 
In order to circumvent this limitation of the CBO database, the ONET database was used 
as an approximation for the level of skills, knowledge and other job requirements in the Brazilian 
labor market. The use of the ONET database for Brazil requires a matching of the ONET and 
CBO classifications, which brings some operational and conceptual difficulties. 
The operational challenge consists of producing as good a matching as possible for the 
occupations present in both classifications, a task that will be described in detail. Among the 
main conceptual difficulties, two are particularly important. First, the underlying assumption that 
US occupation requirements, as described by the skill ratings contained in the ONET variables, 
correspond to the requirements of similar occupations performed by Brazilian workers. This may 
 85 
be particularly false for occupations whose tasks depend on technology-intensive equipment or 
practices, given the economic and educational differences between both countries. Second, using 
the most recent ONET skill variables for comparing industry skill use over time, for example, 
assumes that job skill requirements are relatively stable over the period. 
In order to minimize the possible shortcomings caused by these operational and 
conceptual difficulties, a great attention was given to the matching of occupations and to the final 
score distribution of the ONET variables across Brazilian occupations. Inconsistencies due to 
country classification differences, found after the final matching was obtained, were used as a 
basis to improve the matching. It is believed that the use of the occupations at their most detailed 
level, including ONET so called “lay titles” and CBO “synonyms” reduced, as much as possible, 
the distance between occupation definitions. 
Assuming a good occupational matching is produced, the analysis would allow for 
comparisons across industries, regions, and even across the two countries. If a typical firm in an 
industry in the US uses significantly different types of occupations when compared to its 
equivalent in Brazil, the detailed occupational profiles will capture this fact as much as it does 
for differences across industries in a given country. 
The difficulties are greater, however, if a civil engineer, medical doctor, truck driver, or 
farmworker, for example, uses a different mix of skills and knowledge in the US, when 
compared to workers classified under the very same occupation in Brazil. In such cases, the use 
of US occupations as a metric for Brazilian occupational skills will introduce measurement 
errors that vary in unpredictable ways, in terms of both the direction and the intensity of the 
eventual skill differences across countries. Once again, the use of the lay titles during the 
matching process helped in coping with these issues, since current occupational descriptions 
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already contain a great deal of detail regarding the work tools and context. 
The justification for the use of ONET skills lies mainly in the complete absence, for 
Brazil, of a similar occupational database. As the analysis in the next chapters will indicate, the 
ONET database seems to provide interesting insights into skill and knowledge use in Brazil. The 
obtained industry labor patterns, in particular, seem to make economic sense in terms of what 
one could expect in terms of industrial labor usage. 
Regarding the stability of occupational requirements over time, since Brazil adopted its 
current occupational classification in 2003, the analysis will be restricted to eight years, from 
2003 to 2010. Reported changes in the observed labor use by different industries, for example, 
will be caused by changes in the proportion of workers in each occupation and by the 
incorporation or reclassification of workers into newly available occupational codes. Each 
occupation, however, is assumed to require, in 2010, the same set of skills that it required in 
2003. Eventual organizational or technological progress implying changes in occupational 
requirements over this period, unfortunately, cannot be accounted for. 
With these considerations in mind, the Brazilian occupations of the CBO 2002 were 
matched with those of the ONET-SOC 2010 classification. The matching was made for each 
occupation synonym present for each code at each classification. As an intermediate step, 
correspondences between the two national classifications and the International Standard 
Classification of Occupations (ISCO 88) were first obtained with the use of available 
correspondences between older versions of the two national classifications and the ISCO. As 
shown in Figure 6 , these correspondences were used to create a direct linkage between the 
current ONET and CBO classifications. 
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Figure 6 – CBO-ONET correspondence via ISCO 88 
 
There are 2,557 occupation codes in the 2013 update of the CBO, but since some of them 
constitute military and government-elected occupations, which are not present in the labor 
market database, only 2,449 occupation codes (with 10,251 total synonyms) were matched to the 
1,090 non-military ONET-SOC codes (with 57,867 total synonyms, called lay titles). In order to 
incorporate industry-specific matches, some CBOs were linked to different ONET occupations 
(or to a different set of ONET occupations) depending on the industry of the firm in which the 
worker is employed. 
Finally, from 2002 to 2013, some occupations had their codes changed. In order to 
maintain comparability across time, old and new codes corresponding to the same occupations 
were matched to the same set of ONET codes. Because of exclusions, industry-specific matches 
and code change considerations, 2,702 distinct CBO occupation codes were analyzed and 
matched with the 2010 ONET-SOC codes. 
Whenever the corresponding matches indicated more than one ONET code for a CBO 
code, the matching between occupation main titles received a higher weight, while secondary 
matches, corresponding to lay titles, were given a lower weight. The number of title matches per 
code and the lack of an ISCO correspondence were also used as weighting criteria. In some 
cases, a common ISCO was not found or the ISCO correspondence was not unique in one of the 
two classifications. In such cases, manual search for similar tiles and synonyms was made, in 
ISCO 88 
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ONET-SOC 
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order to find a suitable matching. 
Priority was given, whenever possible, to one-to-one matches, in order to avoid averaging 
heterogeneous ONET occupations under a single CBO code. Table 5 shows the distribution of 
ONET-CBO matches. Approximately 96% of Brazilian occupations were matched to 
occupations belonging to only one or two distinct six-digit ONET-SOC codes. The few 
exceptions include occupations that are relatively broad or industry-specific in one of the two 
classifications. 
 
Table 5 – CBO code distribution according to the number of ONET matches 
Number of six-digit 
ONET code matches 
Number of 
CBO codes 
Percentage of 
CBO codes 
1 2,197 81.3% 
2 410 15.2% 
3 76 2.8% 
4 19 0.7% 
 
As a result, the 1,030 unique skill requirement combinations contained in the ONET 
occupations were translated into 1,160 unique skill combinations for the CBO occupational 
classification. This means that some of the 1,090 ONET codes represent exactly the same 
“occupation”, from the perspective of the ONET content model skills. Similarly, the 2,702 CBO 
codes were translated into only 1,160 skill combinations, since many CBO codes were matched 
to a same set of ONET codes and, therefore, to a same set of skills. 
3.3.3 A metric of the ONET skills for Brazilian occupations 
Once a matching between classifications was established, it was necessary to evaluate 
which ONET variables were to be used as part of a metric for labor pooling and technological 
externalities, as well as evaluate how to use their ratings appropriately. The knowledge variables, 
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under the worker requirement dimension, are natural candidates for the construction of 
knowledge externality measures, since they rate occupation skills for a set of science and 
technology fields, listed in Table 6. These variables have been used by Feser (2003) and, more 
recently, by Renski, Koo, and Feser (2007) and Gabe and Abel (2012), among others, for 
classifying industries based on the knowledge content of their labor force. 
 
Table 6 – List of ONET knowledge domains 
Administration and Management Building and Construction Education and Training 
Clerical Mechanical English Language 
Economics and Accounting Mathematics Foreign Language 
Sales and Marketing Physics Fine Arts 
Customer and Personal Service Chemistry History and Archeology 
Personnel and Human Resources Biology Philosophy and Theology 
Production and Processing Psychology Public Safety and Security 
Food Production Sociology and Anthropology Law and Government 
Computers and Electronics Geography Telecommunications 
Engineering and Technology Medicine and Dentistry Communications and Media 
Design Therapy and Counseling Transportation 
Source: National Center for O*NET Development. 
 
Other authors have used additional ONET variables to group occupations in terms of 
their skill content, especially as a method for estimating the actual returns to education, after 
controlling for skills (D. Acemoglu & Autor, 2011; Ingram & Neumann, 2006). The skills, 
interests, abilities, and work context variables help characterize other dimensions of worker and 
job characteristics and are important for identifying groups of related occupations. Therefore, in 
order to measure Marshallian externalities other than knowledge spillovers, a broader set of 
variables, in addition to those pertaining to the knowledge content, will be used here. 
This is particularly important when the high correlations among most ONET content 
model variables are considered. As described below, there are high levels of correlation even 
among ONET variables that belong to different domains. This means that Exploratory Factor 
Analysis (EFA) methods can be used to identify latent factors, or constructs, that, instead of 
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using ONET domain categories, will group skills, abilities and knowledge variables whenever 
they are simultaneously present in the same occupations. 
Following Feser (2003), the ONET measures were adapted in order to maximize their 
variation across occupations. Some ONET variables, such as the knowledge content variables 
used by Feser (2003), have two metrics, one denoting its importance to the occupation and the 
other denoting the level of its use in that occupation. For such cases, a unique score was obtained 
with the multiplication of the existing level and importance scores. The work context variables, 
which have different scales, were rescaled so that their range would lie on the  scale. Values 
that were flagged as not relevant were converted to zero, in order to give a higher weight to 
values that are considered significant in the database. 
The complete SAS code used to generate the score values for the initial 264 variables 
used in the analysis is available in Appendix B and can be directly applied to the SAS files of the 
17.0 version of ONET database and to its supplemental SAS files, made available by the 
National Crosswalk Service Center (2012) website. The resulting scores calculated for the US 
occupations were applied to the Brazilian occupations, based on the constructed concordance 
between the classifications. 
3.3.4 Identification of underlying skill factors 
The total 264 ONET variables, many of which highly correlated, require some type of 
data reduction technique, in order to provide an adequate measure of skill similarity across 
occupations. Since there were no ex ante hypotheses regarding the set of ONET variables, an 
exploratory factor analysis (EFA) was performed. Factor analysis is used to investigate the 
presence of unknown latent factors or constructs that influence the scores of a number of 
measured variables. EFA is a subset of factor analysis that is used to develop a theory on the 
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nature of these latent factors (DeCoster, 1998; Johnson & Wichern, 2002; Thompson, 2004). 
In this study, EFA is used to derive, from the ONET content model variables, a reduced 
set of factors that help characterize Brazilian occupations. Different EFA procedures were used, 
in order to minimize the risk of generating misleading factors. EFA involves a sequence of 
decisions, all of which have an impact on the outcome of the analysis (Fabrigar, Wegener, 
MacCallum, & Strahan, 1999; Schmitt, 2011; Thompson, 2004), pertaining to: 
(i) the choice of variables and sample size; 
(ii) the appropriate association matrix to be used; 
(iii) the number of factors to be extracted; 
(iv) the method for extracting and rotating the factors; and 
(v) the calculation of factor scores to be used in further analyses. 
In order to maximize the sample size, all 1,315 composite occupations (that is, ONET-
matched Brazilian occupations) were used as the observations, with equal weights for the skills 
of each occupation. An alternative would be to weight occupations by their importance in the 
labor market, for example. As suggested by Ingram and Neumann (2006), the Brazilian 
employment for each occupation in a recent year, or in an average of recent years, could be used 
as weights for the occupations. 
An experiment using such an employment weighted factor analysis has been attempted, 
but the resulting factors were heavily determined by more numerically important occupations. 
From an economic perspective, however, it seems important to consider high-skilled occupations 
as equally relevant in the definition of the underlying factors. Despite comprising a minority of 
the labor pool, less frequent but highly skilled occupations tend help define industry specificities 
and similarities. Since this is the ultimate purpose of this study, it seems inappropriate to favor 
 92 
the definition of skill factors, ex ante, towards the mostly common occupational skills. 
Therefore, the sample in this study is formed by equally weighted occupations. 
For the number of variables in the model, Kaiser’s Measure of Sampling Adequacy 
(MSA) is used as a first assessment of the variables’ adequacy. The MSA of a variable  is the 
ratio of the sum of the squared correlations  between  and all the other variables , and 
the addition of this sum with the sum of the squared partial correlation (anti-image correlation) 
 of  and every other variable (Kaiser & Rice, 1974): 
 
The authors argue that a variable’s MSA should ideally be greater than 0.8, with MSA 
values in the 0.70’s considered “middling” and those in the 0.60’s considered mediocre. When 
all 264 ONET variables are included in the joint MSA calculation, five of them have values 
lower than 0.8, as shown in the third column of Table 7 . 
Inspection of the “Explosive Strength” and “Dynamic Flexibility” variables shows that 
they assume high values for a very diverse set of occupations. Indeed, occupations such as 
construction, healthcare, and artistic workers have higher than average values on these two 
variables. Because of this diversity, of their low MSA values, and because they represent a 
physical attribute that may not have a significant impact on Marshallian externalities, both 
variables have been dropped from the analysis. 
“Food Production” and “Exposed to Radiation” were also excluded due to their low MSA 
and their hard-to-interpret values across occupations. “Time Pressure” and “Physical Proximity”, 
among other variables, were excluded later in the analysis, due to their low communalities in the 
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final model. After all exclusions, the retained variables with the lower MSA were “Company 
Policies and Practices” and “Importance of Repeating Same Tasks”, which were considered 
well-adjusted to the final factors and also meaningful in their economic interpretation. 
 
Table 7 – ONET variables with the lowest MSA values 
Code Variable MSA 
  Before 
exclusions 
After 
exclusions 
2C2b Food Production 0.593 - 
1A3c2 Dynamic Flexibility 0.679 - 
1A3a2 Explosive Strength 0.707 - 
4C3d1 Time Pressure 0.776 - 
4C3b7 Importance of Repeating Same Tasks 0.837 0.838 
2C7c Fine Arts 0.845 0.832 
1B2e1 Company Policies and Practices 0.849 0.856 
1B2d3 Moral Values 0.854 0.846 
4C3b2 Degree of Automation 0.855 0.872 
4C2c1a Exposed to Radiation 0.861 - 
1B1f Conventional 0.866 0.902 
2C10 Transportation 0.879 0.879 
1B2e2 Supervision, Human Relations 0.882 0.885 
4C1d3 Deal With Physically Aggressive People 0.895 0.904 
2C3d Building and Construction 0.901 0.892 
4C2a3 Physical Proximity 0.902 - 
4A3b2 Drafting, Laying Out, and Specifying 
Technical Devices, Parts, and Equipment 
0.905 0.913 
4C1d2 Deal With Unpleasant or Angry People 0.906 0.907 
3A2 On-Site or In-Plant Training 0.909 0.905 
2C3c Design 0.911 0.905 
 
The next decision consists of defining the number of factors to retain for further analysis. 
There are in the literature several methods for making this decision. An initial test on the number 
of factors was conducted with the use of Maximum Likelihood (ML) extraction. This extraction 
method is the only one that permits statistical hypothesis tests on the number of factors. It also 
tests for the normality distribution of the variables, which is necessary for the use of this method. 
The tests rejected the normality of the ONET variable scores, indicating that the ML factor 
analysis should not be applied to this dataset. Due to this inadequacy of the data to this model, 
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the ML tests for the number of factors could not be considered. 
Among other criteria for deciding on the number of factors, the most common is Kaiser 
(1960)’s rule of retaining components with eigenvalues greater than one. Other criteria include 
Velicer’s minimum average partial (MAP) test (Velicer, 1976; Zwick & Velicer, 1986), Horn’s 
(1965b) Parallel Analysis (PA), and Gorsuch’s (Gorsuch, 1997) salient loading criterion. 
According to Schmitt (2011), PA and MAP have shown to be the most accurate factor retention 
methods. In order to avoid overfactoring or underfactoring, that is, the choice of too many or too 
few factors, respectively, a comparison of these methods was undertaken, based on SAS 
programs created by O’Connor (2000; 2001). 
Table 8  shows the range of factors retained according to the different criteria, when 
using all ONET variables, and Promax rotation. As will be discussed below, this type of rotation 
is oblique, generating non-orthogonal factors. As a result, the code also produces second-order 
factors, which constitute the minimum orthogonal dimensions found in the data. 
Since choosing too few factors is considered more detrimental in the literature, caution 
was exercised in eliminating factors. The criteria for choosing the number of factors to retain 
indicated disparate results. The Salient loadings criterion yielded the most parsimonious number 
of factors, followed by Parallel Analysis with Principal Components Analysis (PCA) extraction 
and Kaiser’s rule. Parallel Analysis with Common Factor Analysis (CFA) and Velicer’s MAP 
yielded a much large number of factors. 
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Table 8 – Number of factors according to different extraction methods and statistical criteria 
Extraction method Order 
Salient 
loadings 
criterion 
Parallel 
analysis 
w/ PCA 
Kaiser's 
rule 
Parallel 
analysis 
w/ CFA 
Velicer’s 
MAP test 
Common Factor Analysis 
1
st
 order 10 - 21 23 46 
2
nd
 order 1 - 7 12 11 
Principal Comp. Analysis 
1
st
 order 10 15 21 23 46 
2
nd
 order 1 0 7 11 11 
ML factor analysis 
1
st
 order 10 15 21 23 46 
2
nd
 order 1 0 6 12 10 
Common image analysis 
1
st
 order 10 15 21 23 46 
2
nd
 order 1 0 7 14 9 
 
Since Kaiser’s rule is considered an upper bound for the number of factors, extractions 
with number of factors between 10 and 22 were generated and inspected for different factor 
extraction methods.  
Regarding the decision on the extraction method, besides the Maximum Likelihood 
Factor Analysis already mentioned, Principal Components Analysis (PCA), Common Factor 
Analysis (CFA), Alpha Factor Analysis, and Iterated Principal Factor Analysis were attempted. 
An explanation of the differences among these methods is out of the scope of this work. For a 
thorough review of this literature consult, for example, Thompson (2004), and Johnson and 
Wichern (2002). PCA tries to find components that account for most of the total variance among 
the original variables, while Factor Analysis methods attempt to find underlying factors that 
maximize the common variance of the variables that load on each factor. 
According to Thompson (2004), the Alpha method tries to generate factors with 
maximum reliability, while the Iterated method uses least square estimates of the communalities 
in place of the main diagonal of the correlation matrix, and performs several extractions until a 
convergence is achieved. PCA, CFA and Iterated Principal Factor Analysis yielded factors with 
more similar groups of variables than those generated with Alpha Factor Analysis. 
An analysis of the residual correlation matrices under all methods showed that the 
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Common Factor Analysis yielded the lowest residual variable correlation matrix, indicating that 
the variances fitted better this method. Inspection of the factors, and of the variables that had 
their highest scores on each factor, lead to the choice of a 21-factor CFA extraction. 
The factors are intended to represent constructs that are related to the mental abilities, 
personality traits and worker aptitudes and values. For such cases, as argued by Fabrigar et al. 
(1999), there is a sound theoretical and empirical basis for considering possible correlations 
among factors. As a result, the choice was for the use of an oblique factor rotation, which 
allowed the extracted factors to be correlated after rotation. The Promax oblique rotation, 
recommended by Thompson (2004) for situations demanding non-orthogonal factors, was 
chosen as the primary rotation method. Other orthogonal and oblique rotation methods, such as 
varimax, quartimax and oblimin, were also attempted, since the resulting factors were considered 
harder to interpret. 
The names of the resulting Promax factors were chosen to reflect both the pattern and the 
structure matrices, as recommended in the literature for the case of oblique rotations. The 21 
chosen factors account for about 90% of the variability of the final 232 ONET variables that 
were kept in the analysis, as shown by the eigenvalues in Table 9 . 
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Table 9 – Eigenvalues of the Correlation Matrix 
 
Eigenvalue 
Proportion 
Explained 
Cumulative 
Proportion 
1 91.93 0.428 0.428 
2 29.49 0.137 0.565 
3 16.07 0.075 0.640 
4 9.24 0.043 0.682 
5 7.96 0.037 0.720 
6 5.53 0.026 0.745 
7 4.99 0.023 0.768 
8 4.01 0.019 0.787 
9 3.51 0.016 0.803 
10 3.26 0.015 0.819 
11 2.97 0.014 0.832 
12 2.56 0.012 0.844 
13 2.15 0.010 0.854 
14 1.98 0.009 0.864 
15 1.70 0.008 0.872 
16 1.62 0.008 0.879 
17 1.55 0.007 0.886 
18 1.36 0.006 0.893 
19 1.20 0.006 0.898 
20 1.16 0.005 0.904 
21 1.04 0.005 0.908 
 
In addition, Table 10 shows that the factors are highly correlated with the variables, as indicated 
by their squared multiple correlation with the variables. The variance explained by each factor 
indicates that the most relevant factor is a general set of skills labeled “Cognitive Skills”, 
followed by “Maintenance and operation skills”, and “Assistance Skills”. A complete list of the 
Pattern matrix, which shows the standardized regression coefficients of the final variables with 
the retained factors, is shown in Appendix C . Higher values indicate a higher loading of the 
variable in the Factor represented at the respective column. 
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Table 10 – Variance explained and squared multiple correlations with variables 
 
Factor Label 
Variance Explained 
SMC w/ 
Variables 
Eliminating 
Other 
Factors 
Ignoring 
Other 
Factors 
1 Cognitive skills 22.50 80.79 0.999 
2 Maintenance and operation skills 16.45 51.42 0.998 
3 Assistance skills 6.94 27.87 0.994 
4 Management skills 6.04 32.32 0.991 
5 Design and engineering skills 3.13 13.78 0.991 
6 Transportation skills 4.17 7.10 0.986 
7 Artistic skills 3.55 11.67 0.982 
8 Accuracy and automation skills 2.99 7.22 0.980 
9 Supervised work skills 1.75 6.49 0.989 
10 Teaching and social science skills 2.33 13.92 0.981 
11 Physical strength 2.58 24.56 0.987 
12 Telecommunication skills 2.13 7.57 0.973 
13 Independence skills 2.59 16.21 0.976 
14 Natural science skills 2.54 7.82 0.977 
15 Attention skills 2.79 8.97 0.982 
16 On-the-job experience 1.65 13.41 0.971 
17 Conflict management skills 1.87 13.97 0.977 
18 Team-work skills 2.09 9.71 0.972 
19 Sales skills 2.06 20.85 0.974 
20 Monitoring and compliance skills 2.57 5.03 0.977 
21 Clerical skills 1.65 10.09 0.971 
 
The “Cognitive skills” factor constitutes a more general set of abilities and skills, 
including variables such as deductive, inductive, and mathematical reasoning, investigative and 
analytical skills, as well as oral, written and interpretative skills. This group of skills is the 
dominant statistical factor, which means that it is the one that most explains differences among 
occupation requirements. In terms of occupational interests, based on Holland’s (1997) RIASEC 
model of personality types and work environments, this set of skills is correlated with 
investigative personalities. 
The “Maintenance and operation skills” factor includes skills related to the maintenance, 
operation, control, and repair of machines, manual dexterity, hearing and inspecting skills, as 
well with Holland’s (1997) realistic personalities. “Assistance skills” include the medicine and 
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psychology knowledge domains, therapy and service orientation, moral values and integrity 
requirements and is associated with Holland’s (1997) social personalities. Management skills 
include the ability to coordinate and manage personnel and material resources, economics and 
accounting knowledge domains, and are related to Holland’s (1997) enterprising personalities. 
“Design and engineering skills” include, besides the two knowledge domains that give 
this factor its name, the Building and Construction and Physics domains, and drafting and 
visualization skills. “Transportation skills” are related to spatial orientation, peripheral, far and 
night vision skills, and the “Public Safety and Security” and “Transportation” knowledge 
domains. 
“Accuracy and automation skills” encompass the ability of being exact and of repeating 
the same tasks, Holland’s (1997) conventional personality types, and time spent making 
repetitive motions. “Supervised work skills” include discipline-related skills such as following 
company policies and practices, and working under supervision. “Artistic Skills” include 
innovation, fine arts, and creativity skills, as well as the Communication and Media knowledge 
domain and Holland’s (1997) conventional personality types. “Teaching and social science 
skills” embrace most social science knowledge domains, as well as teaching, training and 
education skills. 
“Physical Strength” skills include strength, body coordination, speed, and flexibility. This 
skill is the least associated with the cognitive skill variables included in the first factor. 
“Telecommunication skills” are associated with its respective knowledge domain area and with 
programming, computer, and electronics skills “Independence skills” comprise variables 
associated the trustworthiness of the individual, including independence, adaptability, 
dependability, integrity, leadership, initiative, and persistence. “Natural science skills” include 
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Chemistry and Biology knowledge domains and the use of specialized safety equipment. 
“Conflict management skills” include those related to dealing with aggressive or 
unpleasant people, and with frequent of conflict situations. “Attention skills” include attention, 
perceptual speed and far vision. “On-the-job experience” skills measure the extent to which in-
site experience is required by the occupations. “Team work skills” include the ability to work in 
groups, coordinate or lead others, close contact, and responsibility for outcomes.  
“Sales and customer care skills” include abilities associated with selling or influencing 
others, and caring for customers. “Monitoring skills” include the ability to monitor processes, 
materials, or surroundings. Finally, “Clerical skills” include those related to performing 
administrative tasks. 
Table 11  shows the final correlations between pairs of factors, highlighting absolute 
values over 0.30. These correlations will be taken into consideration in the next chapter, when 
the skills associated with the industries are analyzed. In some case, a high correlation between 
two factors determines a high use of both skills by a particular industry. 
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Table 11 – Inter-factor correlations 
 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
1 -0.35 0.36 0.42 0.12 -0.02 0.25 -0.06 -0.05 0.20 -0.38 0.13 0.21 0.11 0.15 0.26 0.17 0.13 0.27 0.04 0.18 
2 
 
-0.17 -0.21 0.19 0.07 -0.09 0.14 0.01 -0.31 0.36 -0.07 -0.33 0.17 -0.12 0.12 -0.15 -0.11 -0.42 0.05 -0.27 
3 
  
0.23 -0.38 0.07 0.43 0.13 -0.11 0.04 0.02 -0.17 -0.18 0.18 -0.19 0.16 0.26 -0.09 0.02 -0.01 0.01 
4 
   
0.05 0.11 0.21 -0.09 0.23 -0.04 -0.18 -0.05 0.20 0.03 0.11 0.32 0.24 0.22 0.19 0.02 -0.02 
5 
    
-0.13 -0.09 0.13 -0.10 -0.23 0.08 0.24 0.00 0.14 0.13 -0.06 -0.44 -0.21 -0.14 0.02 -0.01 
6 
     
0.08 0.12 0.12 -0.13 0.19 -0.15 -0.11 0.15 -0.06 0.25 0.27 -0.01 -0.01 0.06 -0.05 
7 
      
0.09 -0.07 -0.17 -0.10 -0.09 -0.07 0.04 -0.11 0.25 0.13 -0.11 0.07 -0.17 0.00 
8 
       
-0.09 -0.49 0.07 -0.05 -0.36 0.38 -0.21 -0.06 -0.18 -0.55 -0.35 0.05 -0.06 
9 
        
-0.12 -0.28 0.24 0.30 0.13 0.31 0.29 0.43 0.43 -0.03 0.04 0.06 
10 
         
-0.09 -0.04 0.37 -0.20 0.03 -0.03 0.00 0.35 0.24 0.16 0.02 
11 
          
-0.29 -0.34 -0.01 -0.21 -0.08 -0.22 -0.19 -0.24 0.04 -0.23 
12 
           
0.26 0.05 0.28 0.12 0.07 0.10 0.11 0.15 0.32 
13 
            
-0.22 0.27 0.22 0.16 0.46 0.36 0.07 0.18 
14 
             
-0.05 0.20 0.14 -0.17 -0.32 0.19 -0.11 
15 
              
-0.10 0.14 0.35 0.17 0.16 0.19 
16 
               
0.44 0.28 0.15 0.03 0.13 
17 
                
0.30 0.20 0.13 0.21 
18 
                 
0.36 0.03 0.03 
19 
                  
-0.08 0.49 
20 
                   
0.00 
 
Maintenance and operation skills and physical strength are positively correlated and both 
are negatively correlated with cognitive skills. Assistance skills are positively correlated with 
cognitive and artistic skills. Management skills are also positively correlated with cognitive 
skills, as well as with on the job experience. Design and engineering skills are negatively 
correlated with assistance skills, with the ability of dealing with conflict situations, and with 
teaching and social science skills. 
Finally, following the EFA decision sequence, regression factor scores were obtained. In 
the present case, the data consists of occupation scores for each of the 233 ONET variables 
retained in the analysis. Consider the standardized version of this matrix, , with  
occupations and  variables. In each column, the row values represent the z-scores of 
the occupations for the corresponding ONET skill variable. 
Factor scores are used to replace the variable scores in subsequent analyses, since the 
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factors represent a more parsimonious set of constructs, which, nevertheless, retain most of the 
information contained in the original variables. There are however, several methods for obtaining 
factor scores for the observations, which are, in this case, the individual occupations, especially 
when the chosen rotation method is non-orthogonal. 
Following an orthogonal rotation, a factor score matrix can be obtained (DiStefano, Zhu, 
& Mindrila, 2009; Horn, 1965a) by post-multiplying the z-score matrix by the inverse of 
correlation matrix among variables, , and by the pattern/structure matrix : 
 (73) 
The pattern/structure matrix is a weights matrix similar to the regression coefficient weights in a 
multiple regression (Thompson, 2004). For orthogonal rotations, it represents the common and 
unique variances in a variable that are explained by the factors. Since  is an occupation-by-
variable matrix,  is a varaible-by-variable matrix and  is a variable-by-factor matrix,  will 
be an ocupation-by-factor matrix, summarizing the information contained in the original  
matrix in terms of the calculated factors. 
For oblique rotation methods, however, the structure matrix is not equivalent to the 
pattern matrix, which is still labeled . For such rotations, structure matrices represent the 
common and unique variances, and the pattern matrix, , represents just the unique contribution 
of each factor to a variable’s variance. Mathematically, the relationship between  and  is 
given by 
 (74) 
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where  here is the inter-factor correlation matrix, such as the one reported in Table 11. Since 
for orthogonal rotations there are no interfactor correlations,  is an identity matrix and the 
pattern and structure matrices are equivalent. For oblique rotations, such as the Promax rotation 
used for deriving skill factors, however, the two matrices are distinct and both should be used to 
interpret factors and assign their labels (Thompson, 2004). 
Additionally, under the existence of inter-factor correlations, applying (66) to (65), factor 
scores can be obtained as 
 (75) 
This type of factor scores, called regression factor scores, can be readily obtained by most 
statistical software and will be used to generate the occupation-by-factor matrix for the 21 skills 
factors described above. These scores can be used to replace the occupation scores on the 
complete set of ONET variables, simplifying the analysis of skill similarity among industries. 
According to Thompson (2004), oblique rotations call for a second-order analysis, which 
would generate orthogonal second-order factors based on the oblique, that is, non-orthogonal, 
first-order factors. This analysis would allow for a more complete understanding of the abilities, 
skills, knowledge and personality traits required by the workers in different occupations. 
This analysis, however, is not the primary focus of the present study. The derived skills 
factors will be primarily used to characterize industrial and regional similarities. For these 
purpose, the first-order skills seem to provide an adequate set of requirements, as the next 
chapter will show. As a result, a deeper understanding of the skill factors and their 
interrelationships will be left for a future research. 
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3.3.5 Skills and education 
As the motivation for constructing the factor-analysis based skill groups is to build a set 
of labor skill variables that are suitable for determining labor-use patterns, it is convenient to 
discuss the relationship of these skill groups with the alternative measure commonly used in the 
literature, namely the schooling level of workers. 
Ellison and Glaeser (1999), for example, use the percentage of workers with a B.A. 
degree or more education in a given region as a proxy for the quality of the labor pool. These 
authors find a significant and positive effect of this variable on state-level industry 
agglomeration. Rosenthal and Strange (2001) use the local share of workers with B.A., M.A. and 
Ph.D. degrees as labor-pooling proxy variables that may help determine the extent of industry 
agglomeration at several regional aggregation levels. The authors find that education is 
positively associated with agglomeration at all geographic levels. 
Using the 21 skill groups or factors and the employee occupation and schooling 
information reported by firms in 2010, it was possible to assess the correlation between worker 
occupational skill scores and years of schooling in the Brazilian labor market. Table 12 shows 
the observed Pearson and Spearman correlations between occupational skill score and years of 
schooling for the 2010 data and for the 21 skills groups. 
The cognitive skills constitute the set of skills most correlated with the reported education 
of the workers. Clerical, telecommunication, sales, and independence skills are also positively 
correlated with higher education levels. On the other hand, transportation skills, physical 
strength, and maintenance and operation skills are typically present in occupations whose 
workers have lower education levels. Two skills, however, reveal important differences between 
skills and education as a measure of occupational labor requirements. 
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Table 12 – Correlation between occupation skill score and education 
 
Skill Factor Pearson Spearman 
1 Cognitive skills 0.571* 0.608* 
21 Clerical skills 0.441* 0.500* 
12 Telecommunication skills 0.380* 0.424* 
19 Sales skills 0.373* 0.414* 
13 Independence skills 0.371* 0.399* 
15 Attention skills 0.305* 0.336* 
3 Assistance skills 0.272* 0.278* 
9 Supervised work skills 0.267* 0.296* 
7 Artistic skills 0.205* 0.196* 
17 Conflict management skills 0.187* 0.177* 
18 Team-work skills 0.116* 0.123* 
4 Management skills 0.114* 0.056 
10 Teaching and social science skills 0.068* -0.015 
8 Accuracy and automation skills 0.054 0.093* 
16 On-the-job experience 0.053 0.087* 
20 Monitoring and compliance skills -0.037 -0.034 
5 Design and engineering skills -0.053 -0.152* 
14 Natural science skills -0.129* -0.177* 
6 Transportation skills -0.166* -0.134* 
11 Physical strength -0.426* -0.491* 
2 Maintenance and operation skills -0.546* -0.594* 
Source: RAIS (2010) and ONET-based skill factors. 
* Significant at the 5% level. 
 
Natural Sciences and Design and Engineering skills, which are knowledge-intensive 
factors typical of the Science, Technology, Engineering and Mathematics (STEM) education 
fields, do not show a positive correlation with the overall education level of workers in the labor 
market. This happens despite the fact that occupations with the highest scores on these skills are 
also occupations typically performed by workers with high education levels. Correlations are low 
because many occupations with high typical education—particularly those not belonging to 
STEM fields—are not intensive in natural sciences or in design and engineering skills. 
Conversely, many occupations in the construction industry, for example, such as masons or 
carpenters are more intensive in design and engineering skills, than medical doctors, lawyers or 
social scientists, for example. 
As a result, high-education labor pools may not necessarily attract industries intensive in 
 106 
Natural Sciences or Design and Engineering skills. This will only happen if the highly educated 
workers of a region are specialized in the education fields that are more typical of the 
occupations that are more intensive in these skills. This discussion helps illustrate the argument 
in favor of the use of ONET skills as an alternative measure of regional and industrial labor 
skills, as a replacement or in conjunction with worker schooling levels. 
3.3.6 Measures of industry skill similarity 
In addition to measuring region or industry skill-use intensity, the 21 skill groups derived 
with the use of factor analysis may be used as a measure of industry or regional similarity, in the 
same fashion that dual scaling methods and distance measures are used to measure input-output 
industry similarity patterns. Both standardized ONET scores  and the derived factor scores  
in (75) can be employed for this purpose. In the case of firm-level information, the use of an 
ONET variable or of a skill factor by a firm can be determined by multiplying the variable scores 
or factor scores, respectively, by the number of workers employed in each occupation in the firm. 
Similarly, it is possible to construct an industry-by-occupation matrix, such as the BLS 
National Industry-Occupation Employment Matrix (NIOEM), used by Ellison et al. (2007; 2010) 
in their metric for industry labor-use similarity. With this matrix, ONET or Factor scores can be 
weighted by the industry employment in each occupation to derive industry-by-score matrices. 
Taking an industry-by-occupation matrix , with  industries and  occupations, the 
standardized ONET variable or the regression factor score matrices, can be used to obtain: 
, and 
 
where  is the industry-by-ONET variable labor-use matrix and  is the industry-by-skill 
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factor labor-use matrix. For pairs of industries  and , one can construct similarity measures 
such as the ones constructed for the input-output patterns. Euclidean distances between labor-use 
profiles can then be calculated as: 
 (76) 
 (77) 
Gower and Legendre (1986) similarity measures, based on the absolute distances among ONET 
variable or skill factor usage, can be derived as: 
 (78) 
 (79) 
For both Euclidean distances and Gower and Legendre (1986) similarity measures, the 
number of ONET variables or factors considered will depend on the particular interest of the 
analysis. For the ONET variables, as in Feser (2003) for example, one could consider only the 
knowledge domain variables, in order to measure the similarity between industries given solely 
by the knowledge content of their occupation profiles. 
The next chapter will present results for the Brazilian economy on industrial 
agglomeration, input-output similarity profiles and labor similarity profiles. The similarity and 
distance measures described above for input-output and labor relationships are intended to serve 
as proxies for the existence of localization and vertical linkage externalities, which may help to 
explain the verified agglomeration and coagglomeration patterns. 
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Chapter 4 
AGGLOMERATION PATTERNS AND THE SOURCES OF 
AGGLOMERATION ECONOMIES 
This chapter will discuss the use of the previously discussed agglomeration, input-output 
similarity and labor-use similarity measures to the Brazilian economy in recent years. Location 
and co-location patterns will be assessed with the use of Ellison and Glaeser (1997)’s 
agglomeration and coagglomeration indices and with the use of univariate and bivariate Moran’s 
 indices. These measures are intended to provide an indication of the types of industries and 
pairs of industries that display higher agglomeration of their economic activity. 
The sources of agglomeration economies that may be responsible for the observed 
agglomeration and coagglomeration patterns will also be assessed, with the use of the input-
output and labor use similarity measures discussed in the previous chapter. Potential vertical 
externalities will be calculated with the dual scaling and share matrices similarity measures, 
provided in section 3.2, while labor use similarities will make use of the ONET skill variables 
and the ONET-based skill constructs derived in section 3.3 with the use of factor analysis. 
Since agglomeration and coagglomeration could also be a consequence of local natural 
advantages, this chapter will provide a brief discussion of their influence on the location patterns 
of the economic activity. These natural advantages include both physical characteristics, such as 
soil, coastal access, and mineral resources, and human-made local characteristics, which 
influence the location of the economic activity, but are somewhat exogenous to the location 
decisions of individual firms, such as local tax incentives and infrastructure. 
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4.1 A brief overview of Brazilian regional patterns 
Brazil has always been characterized by a concentration of its population along the 
eastern coastal areas of the South Atlantic, where the Portuguese settlements have been 
established. Differently from the US, where eventual access to the Pacific has driven a fast 
settlement of the West, in South America the Spanish and Portuguese territorial claims have been 
regulated by treaties that go back to the 15
th
 century, with the former concentrated at the West 
and South and the latter to the Northeast and Central areas of the subcontinent. The geographic 
isolation provided by Andes and the Amazon basin created a natural border between what would 
become Brazil and most of its Spanish-speaking neighboring countries. 
 
 
Figure 7 – Brazilian geographic regions (Source: IBGE) 
 
Early economic growth in colonial times in Brazil was also hindered by transportation 
costs and population scarcity and the economic landscape was characterized by isolated 
production booms, triggered at different times (Furtado, 1963). Insufficient internal 
transportation and trade flows failed to create a more integrated economic system until the 19
th
 
century. As a consequence of their relative isolation, the central and northwestern areas of Brazil 
only experienced faster population and economic growth during the 20
th
 century and the 
construction of the new capital, Brasilia, in the Center-West, in 1960, was part of an effort to 
North 
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Northeast 
Southeast 
South 
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develop and integrate this central areas them with the rest of the economy. 
Table 13 shows the shares of Brazilian regions in total territory, population and 
employment in 2010. The Southeast, Northeast and South regions are the most populated areas, 
but the employment share of the Northeast region is much below its population share, while the 
South and Southeast have employment shares larger than their already large population shares. 
The relatively unpopulated Center-West region has an employment share slightly larger than its 
population share, due to the presence of the federal capital and of a growing agro-industrial 
activity. 
 
Table 13 – Employment, territory and population shares in 2010 
Region Area Population Employment Establishments 
Center-West 19% 7% 8% 8% 
Northeast 18% 28% 18% 15% 
North 45% 8% 5% 4% 
Southeast 11% 42% 51% 51% 
South 7% 14% 17% 22% 
Brazil 100% 100% 100% 100% 
Source: 2010 RAIS (MTE, 2012) and Ipeadata (IPEA, 2012). 
 
The weight of the economic sectors within each region reveals different specialization 
patterns (Table 14 ). The South region has a much higher percentage of industrial employment, 
while the Northeast and North regions have a relatively larger service sector. In the Center-West, 
both services and agriculture have a large share. Due to its large weight for the country as a 
whole, the Southeast region displays shares that are very close to the national ones, at least for 
this level of aggregation. Construction and trade are the most evenly distributed sectors, while 
the trade sector is slightly more representative in the South and Southeast regions. 
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Table 14 – Employment industry shares, by region, in 2010 
Region Agriculture Industry Construction Trade Services Total 
Center-West 7% 12% 5% 18% 58% 100% 
Northeast 3% 15% 6% 17% 60% 100% 
North 3% 13% 6% 17% 60% 100% 
Southeast 3% 20% 5% 19% 53% 100% 
South 3% 28% 4% 20% 45% 100% 
Brazil 3% 19% 5% 19% 53% 100% 
Source: 2010 RAIS data (MTE, 2012). 
 
Regional specialization may be influenced by the presence of local natural advantages. 
Agriculture, mining and forestry are examples of industries that may be highly influenced by the 
local availability of soil, water, vegetation and mineral deposits. Therefore, a set of variables 
representing natural advantages has been compiled, with the help of information available from 
several public Brazilian institutions. A detailed description of the sources and compilation 
methods used can be found in Appendix A . 
Regarding agricultural conditions IBGE’s (IBGE, 2002b) countrywide map of 
agricultural aptitude was used to calculate a municipal index of agricultural potential. IBGE’s 
aptitude scale, based on broad soil, land and rain conditions, does not apply to specific 
agricultural products, but to agricultural activity in general. The areas under each “aptitude” 
category in each municipality were used to construct an index of agricultural potential, net of 
urban and protected areas, such as national parks and native-Brazilian reservations. Since the 
northern areas of the country contain large forest areas, which could not be completely excluded 
from the agricultural potential information, the variable is expected to indicate a potential for 
both agriculture and forestry. 
In fact, using data from the 2009 municipal value of agricultural and forest products 
(IBGE, 2010), and applying a logarithmic transformation on both scales, one gets a positive 
relationship, as shown in Figure 8. 
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Figure 8 – Relationship between agricultural production and potential indices 
 
Table 15 shows that the constructed index shows a positive correlation with the 
agricultural production of all the regions of the country, measured by the Municipal Agricultural 
Production (PAM) survey (IBGE, 2010), especially for the Center-West and South regions. 
 
Table 15 – Correlation between agricultural potential and agricultural production 
Region 
Pearson 
Correlation 
Prob > |r| 
Number of 
Municipalities 
Center West 0.3700 <.0001 466 
Northeast 0.2343 <.0001 1,794 
North 0.2971 <.0001 449 
Southeast 0.2513 <.0001 1,668 
South 0.3623 <.0001 1,188 
Sources: Agricultural potential map (IBGE, 2002a) and 2009 PAM (IBGE, 2010). 
 
Therefore, the relative agricultural specialization of the Center-west is due to a higher use 
of its agricultural potential, relatively to the other regions of the country. Table 14 also shows a 
relative concentration of population in the South and Southeast regions, and a specialization of 
these regions in manufacturing and trade industries. This is an indication that urbanization 
externalities may play a significant role for some of the industries in these categories. 
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In fact, Table 16 shows the most urbanized industries in Brazil, with a clear prevalence of 
financial, transportation, communications, and personal services. Some manufacturing sectors 
are highly urbanized as well, such as gas and pharmaceutical products manufacturing. These 
industries are mostly concentrated in larger metropolitan areas of the South and Southeast 
regions and at some of the other State capitals of the country. 
 
Table 16 – Most urbanized 147-level industries in 2010 
Code Industry name 
National industry 
employment 
Mean municipal 
employment 
070001 Insurance services 42,426 3,161,464 
067001 Rail and subway transportation 48,897 2,595,811 
067004 Air transportation 65,475 2,457,805 
068003 Motion picture and video services 9,989 2,181,506 
061002 Gas production and distribution 3,272 2,152,364 
071001 Auxiliary financial services 89,037 2,037,292 
068001 Telecommunications 147,238 1,961,437 
070002 Pension funds 13,043 1,949,940 
052002 Radio, TV and telephone manufacturing 37,151 1,797,190 
080001 Household Services 22,138 1,703,010 
068002 Information technology services 324,960 1,684,639 
072002 Real estate management 146,411 1,671,700 
073006 Miscellaneous services to businesses 1,178,274 1,617,703 
069001 Banking services 596,314 1,573,464 
067007 Travel arrangements 71,278 1,549,563 
074001 Condominium associations 538,953 1,543,868 
073004 Private security services 577,218 1,534,301 
065003 Office equip. and computer repair 40,494 1,497,749 
067005 Pipeline transportation 5,471 1,492,002 
073002 Technical and professional services 841,257 1,491,701 
034001 Pharmaceutical products 112,262 1,465,271 
073003 Labor contracting 673,650 1,461,381 
026001 Printing and publishing 241,102 1,415,070 
067008 Mail 166,543 1,320,465 
07200A Real estate lessors & developers 145,755 1,304,201 
068004 Radio and television broadcasting 92,666 1,279,103 
073001 Research and development 42,560 1,216,464 
065002 Personal and household goods repair 56,118 1,216,112 
066002 Food services 1,293,284 1,214,965 
074003 Personal Services 201,003 1,213,789 
Source: 2010 RAIS data (MTE, 2012). 
 
The next sections present the results on agglomeration and coagglomeration patterns for 
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Brazil. For the agglomeration results, industry and regional aggregation specificities of the EG 
index are discussed, as well as Moran’s   index, which indicates agglomerations that extend 
beyond the own-region agglomeration measured by the EG index. For the coagglomeration of 
pairs of industries, both EG coagglomeration index and Moran’s bivariate index are discussed. 
These agglomeration patterns a likely to be generated by local input-output, labor and 
knowledge externalities. As a result, the following section will also present the results on 
measures intended to capture the presence of these sources of agglomeration economies. 
4.2 Agglomeration Patterns 
This section will present an overview of the agglomeration and coagglomeration patterns 
of the Brazilian industrial employment. Local agglomeration will be measured with the use of 
the Ellison & Glaeser (1997) index of agglomeration, and the Locational Gini coefficient. The 
univariate Moran’s  will be used as a proxy for regional agglomeration, since it shows, for 
every industry, the ones for which high employment levels in a given municipality tend to be 
correlated with high employment levels in neighboring municipalities. 
4.2.1 EG agglomeration patterns 
Agglomeration patterns of the Brazilian economy can be assessed with the use of EG’s 
gamma agglomeration index, described in the previous chapter. Using the RAIS database 
containing municipal employment per establishment, the index was calculated from 1994 to 
2010, for the 55- and 147-level sectors of the Brazilian input-output matrix. As discussed earlier, 
the index measures the degree of own-industry agglomeration, which may indicate the existence 
of externalities or natural advantages taking place, at a given geographic level, for each sector. 
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Figure 9 shows two sets of trends for the overall gamma index over the period. The mean 
values on the left correspond to the arithmetic average of the index values for the 147-level 
industries. The values show a relative stability of the agglomeration index, caused by combined 
movements of the raw concentration, , and the Herfidahl, , indices. These two components of 
the agglomeration index show a highly correlated movement, with a slight decrease over the 
period. Recalling the agglomeration index expression given by (31), a raw concentration decline 
means that the sectors’ municipal employment shares are converging to the overall municipal 
employment shares and the Herfindahl concentration reduction means that the weight of larger 
firms in total employment is decreasing, on average, on most activity sectors. 
 
Figure 9 – Overall concentration trends between 1994 and 2010 
 
These simple averages, however, do not take into account the relative importance of each 
industry’s employment. Therefore, proceeding as Dumais, Ellison, and Glaeser (2002), the right 
figure shows weighted average trends, using annual sector employment shares as the weighting 
factor. Again, the net effect of the movement of the raw concentration and Herfindahl indices is a 
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relative stability of the agglomeration index, with an upward trend from 2003 to 2008, due to a 
faster decline of the Herfindahl index relative to the raw concentration index. 
The weighted indices show much smaller values than the simple averages across sectors. 
This means that, in Brazil, sectors with larger agglomeration patterns have much smaller shares 
in the total employment than sectors with lower agglomeration values. 
Figure 10 shows the weighted gamma index for the 12 broad National Accounts 
categories. The Utilities sector is the one with the smaller—and negative—agglomeration values, 
indicating that this sector is less concentrated than the overall employment. The same is true for 
the “Health, education and public administration” sector. Both sectors are converging to the zero 
concentration level, indicating that their provision is becoming increasingly located close to the 
overall employed population. Within the Utilities sector, the convergence is mainly due to the 
increased concentration of the energy production sector, which had very negative EG values in 
the 1990’s but has converged to almost zero concentration in 2010. In the “Health, education and 
public administration” aggregate, the education sector is becoming less concentrated over time, 
while health services and public administration have experienced a slight concentration trend. 
Mining, Agriculture, Financial Services, and Information Services are the most 
concentrated activities at this level of aggregation, with an increasing agglomeration over the 
period, especially during the late 1990’s. The agriculture and manufacturing sectors have 
experienced a slight decrease of their concentration levels, particularly from 1994 to 2004, and 
an overall constant level since then. These results confirm findings by Lautert and Araújo(2007), 
who find a decrease in the EG index for the manufacturing industries in Brazil from 1996 to 
2001. 
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Figure 10 – Average agglomeration trends for aggregate sectors 
 
The information services sector experienced the greatest increase in concentration, with 
two increase waves, one during the 1990’s and another in the mid 2000’s, and is now more 
concentrated than the manufacturing sector. Trade and Construction have an agglomeration 
pattern very similar to that of the overall economic activity, which is reflected in their nearly 
zero and very stable gamma values. 
Figure 11 shows the time trend for eight more agglomerated sectors at the 55-sector level 
of aggregation and Table 17 shows the 25 most agglomerated industries in 2010 at this 
aggregation level. “Oil and natural gas” and “Trucks and buses” are the most agglomerated 
industries in the series, with gamma values between 0.25 and 1.6 in the last years. “Tobacco 
products” is another concentrated sector, with values around 0.1, and an increased concentration 
during 2002 and 2005. “Petroleum refining” has experienced an increase in concentration during 
the 2000’s and is now one of the most concentrated activities. Finally, “Electronics and 
communication equipment”, “Cars, vans and SUVs”, and “Other transportation equipment” also 
have gamma values around or above 0.05, which EG use a threshold to indicate highly 
concentrated industries. 
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Figure 11 – EG values of the most agglomerated sectors 
 
Among the most agglomerated sectors, “Oil and natural gas”, “Tobacco products”, 
“Petroleum refining”, and “Leather goods and footwear” are more influenced by the location of 
natural resources or raw inputs, while the others are likely to be more influenced by the existence 
of purely economic externalities, whether pecuniary or technological, a hypothesis that will be 
tested in the next chapters. Most service sectors are among the least concentrated ones, with the 
exception of financial and information services, which since they tend to locate closer to the 
average pattern of the economy. 
EG index values are sensitive to the degree of industry aggregation and Table 17 shows 
the most agglomerated industries at the more disaggregated 147-level classification used in the 
National Accounts. Appendix D presents the complete list of EG values for the147-level 
classification, showing values above 0.02 for 50 out of the 143 sectors in 2010. 
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Table 17 – Most agglomerated industries, by decreasing 2010 EG values 
55-level Sector EG 147-level Sector EG 
Oil and natural gas 0.175 Radio and television receivers 0.353 
Trucks and buses 0.161 Other transportation equipment 0.253 
Tobacco products 0.101 Reproduction of recorded material 0.191 
Electronic and communication equipment 0.070 Oil and gas extraction 0.175 
Cars, vans and utility vehicles 0.060 Aircraft and parts 0.161 
Other transportation equipment 0.043 Trucks and buses 0.161 
Petroleum refining 0.032 Insurance services 0.159 
Leather goods and footwear 0.030 Tobacco products 0.101 
Computer and office equipment 0.027 Coal mining 0.097 
Resins and elastomers 0.027 Ship and boat building and repair 0.078 
Iron Ore 0.021 Pension funds 0.073 
Pharmaceutical products 0.020 Cars, vans and utility vehicles 0.060 
Agriculture and forestry 0.019 Water transportation 0.056 
Livestock and fishing 0.019 Air transportation 0.053 
Information Services 0.019 Motion picture and video services 0.052 
Financial services 0.018 Vehicle body manufact. and motor repair 0.049 
Paints and allied products 0.017 Pig iron and ferroalloys 0.047 
Wood products, except furniture 0.017 Other permanent crop products 0.046 
Other extraction industries 0.016 Basic electronic equipment 0.046 
Ethanol 0.016 Household Services 0.044 
Motor vehicle parts and accessories 0.016 Auxiliary financial services 0.039 
Textiles 0.015 Rail and subway transportation 0.039 
Nonferrous metallurgy 0.015 Railroad equipment 0.038 
Chemicals 0.013 Fishing and aquaculture 0.036 
Cement 0.013 Footwear 0.035 
 
At a more disaggregated level, the EG index shows even greater values for the most 
agglomerated industries, confirming findings in the literature that point out to the sensitivity of 
the index to the industry disaggregation level. This sensitivity is due to the  component of EG’s 
measure, which is a Gini-like index. Table 18 shows the most agglomerated industries in Brazil, 
in 2010, for the most disaggregated industry classification, which discriminates more than 1,300 
distinct industries. 
As industries are measured at increasingly detailed, disaggregated levels, a greater 
number of locations will display no employment at a given industry, showing an increase in raw 
agglomeration. As a result, the  component of the models increases more than the Herfindahl 
component, inflating the results. As shown in Table 18, at the most disaggregated classification 
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level, the most agglomerated industries display a very small percentage of total employment. 
 
Table 18 – Most agglomerated CNAE subclasses, in 2010 
Code CNAE 2.1 subclasses   Industry 
share 
 
0729402 Extraction of tungsten ore 0.993 0.517 0.0004% 1.010 
2814302 Compressors for non-indust. use, parts and accessories 0.992 0.604 0.0074% 1.009 
1099607 Manufacture of dietetic foods and food supplements 1.000 0.520 0.0001% 0.999 
0722702 Tin ore beneficiation 0.991 0.252 0.0003% 0.988 
6499901 Investment clubs 0.837 0.054 0.0009% 0.842 
3091102 Manufacture of parts and accessories for motorcycles 0.826 0.331 0.0086% 0.756 
3091101 Manufacture of motorcycles 0.734 0.333 0.0304% 0.615 
6432800 Investment banks 0.659 0.144 0.0023% 0.615 
2920402 Manufacture of engines for trucks and buses 0.797 0.535 0.0048% 0.583 
6619303 Representations of foreign banks 0.586 0.122 0.0003% 0.540 
2814301 Compressors for industrial use, parts and accessories 0.667 0.357 0.0175% 0.499 
8711503 Assistance to disabled and convalescent persons 0.607 0.330 0.0101% 0.431 
1830001 Sound reproduction in any medium 0.532 0.202 0.0075% 0.426 
0990401 Activities to support the extraction of iron ore 0.951 0.939 0.0249% 0.426 
3042300 Turbines, engines and other aircraft compon. and parts 0.478 0.109 0.0056% 0.416 
0311602 Fishing and shellfish in seawater 0.491 0.131 0.0020% 0.415 
5012201 Long-haul maritime cargo transportation 0.454 0.091 0.0021% 0.407 
2423701 Production of seamless steel pipes 0.726 0.567 0.0113% 0.389 
6450600 Capitalization companies 0.485 0.171 0.0025% 0.389 
2652300 Manufacture of watches and chronometers 0.436 0.115 0.0053% 0.370 
4618402 Sales represent. of medical instruments and supplies 0.510 0.285 0.0021% 0.329 
2092402 Manufacture of fireworks 0.345 0.029 0.0070% 0.325 
2640000 Audio and video receiv., players, recorders & amplifiers 0.350 0.047 0.0474% 0.325 
6630400 Fund management 0.316 0.005 0.0102% 0.319 
5012202 Long haul maritime passenger transportation 0.611 0.431 0.0000% 0.317 
6431000 Non commercial banks 0.391 0.120 0.0051% 0.314 
0132600 Grape cultivation 0.317 0.020 0.0521% 0.307 
6612601 Brokerage and securities 0.310 0.021 0.0115% 0.301 
9200302  Horse race betting 0.577 0.415 0.0017% 0.293 
4713003 Duty free shops in international airports 0.345 0.093 0.0038% 0.284 
 
The EG index is also sensitive to the regional aggregation used. One of the earlier studies 
conducting a sensitivity analysis of the gamma index to regional aggregation is due to Rosenthal 
and Strange (2001), who calculate the index for the US manufacturing industries at the zip code, 
county and state levels. They find increasing agglomeration for increasing levels of regional 
aggregation. 
The same is true for a more recent study by Kolko (2010), who calculates the 
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agglomeration index at the ZIP-code, county, and state levels for the USA, extending the 
analysis to the services sectors. Despite lower agglomeration, relatively to the manufacturing 
industries, services also show increased agglomeration when measured at higher aggregation 
levels. 
For Brazil, the most disaggregated regional level available in the data was the municipal 
level. Municipalities can be progressively aggregated into microregions and mesoregions 
(categories created by IBGE for statistical purposes), and, finally into the federal states. Figure 
12 shows that both arithmetic and employment-weighted gamma show increasing agglomeration 
values for higher levels of regional aggregation. 
As for the industry aggregation, more disaggregated classification levels show increasing 
agglomeration values. This confirms the fact that raw agglomeration increases more than the 
Herfindahl index, as industries are measured at progressively more disaggregated classification 
levels. 
 
Figure 12 – Gamma values for different regional and industry aggregation levels, 2010 data. 
 
In order to show this mathematically, Table 19 presents the values of the EG index 
components for different regional aggregation levels, in order to highlight their contribution to 
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the overall EG index variation. Since the Herfindahl index is invariant to the regional dimension, 
the Raw concentration index, , which is a proxy for the industry’s Gini coefficient, is 
responsible for the decreasing coagglomeration values for more disaggregated regional data. 
 
Table 19 – Overall 147-level agglomeration for different regional strata (2010) 
 Municipality Microregion Mesoregion State 
Plant Herfindahl ( ) 0.008 0.008 0.008 0.008 
Raw Concentration ( ) 0.022 0.027 0.033 0.042 
EG index (simple mean) 0.015 0.021 0.027 0.041 
EG index (weighted mean) 0.002 0.002 0.004 0.006 
 
These results are also valid for broad industrial sectors. Figure 13 shows the different 
average EG values, in 2010, for the 12 broad industry categories. Mining, Agriculture, and 
Manufacturing show particularly increasing values of the EG index at higher regional 
aggregation levels. Higher agglomeration at the state level may be a consequence of the presence 
of natural advantages, such as climate, soil, and natural resources, which tend to be unevenly 
distributed in space and to show spatial auto-correlation at lowers regional aggregation levels. 
  
Figure 13 – Mean EG agglomeration by sector and regional aggregation, 2010 
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Overall industry agglomeration results show some similarities but also certain differences 
with those obtained by (G. Dumais, Ellison, & Glaeser, 1997)Dumais, Ellison, and Glaeser 
(2002), who calculate the agglomeration index for the USA manufacturing sector, from 1972 to 
1992. Table 20 shows their results for the year 1992, compared to those obtained for Brazil in 
1994, 2000, 2005, and 2010. The series are very stable over time for both countries and the 
unweighted, simple average EG indices are also similar for the two countries. 
 
Table 20 – Manufacturing-only agglomeration in the USA and Brazil 
 USA Brazil 
 1992 1994 2000 2005 2010 
Plant Herfindahl ( ) 0.013 0.031 0.032 0.029 0.027 
Raw Concentration ( ) 0.045 0.061 0.060 0.058 0.055 
EG index (simple mean) 0.034 0.031 0.029 0.030 0.029 
EG index (weighted mean) 0.034 0.026 0.021 0.019 0.023 
Source: USA data based on Dumais et al. (2002). 
 
However, Brazilian manufacturing shows a larger raw concentration average and a much 
larger plant Herfindahl, when compared to the USA. Another difference relates to the weighted 
EG index. While Dumais et al. (2002) find virtually identical simple mean and employment-
weighted manufacturing indices, for Brazil, the weighted mean is noticeably lower. This means 
that in Brazil industries that are more concentrated are responsible, in general, for smaller shares 
of total employment than in the USA. 
Other studies provide evidence that agglomeration patterns are also strong for additional 
countries. Bertinelli and Decrop (2005) calculate show that about 30% of the Belgium 
manufacturing sectors are highly agglomerated, according to the EG agglomeration index. 
Lu and Tao (2009)find increasing agglomeration patterns for China between 1998 and 
2005, but show that these agglomeration levels are weaker than those commonly found in 
developed countries. 
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In another trend of the literature, Kim (1995), Holmes and Stevens (Holmes & Stevens, 
2004) and Lafourcade and Mion (2007) show that the size of plants also influences 
agglomeration patterns, in an indication that internal economies of scale, as earlier discussed 
within Parr (2002a; 2002b)’s framework, also play an important role. As noted by Bertinelli and 
Decrop (2005), despite the fact that the EG indices try to control for internal economies, with 
their inclusion of the Herfindahl index, they are usually still influenced by the size of plants. 
4.2.2 Moran agglomeration patterns 
The previous discussion shows that spatial autocorrelation may play an important role in 
the agglomeration of the economic activity. Therefore, The Moran’s  index, capturing 
agglomerations that spill over the administrative borders, may be used as a complement to EG 
indices of agglomeration, which only captures the existence of own-region externalities. Di 
Giacinto & Pagnini (2008; 2011) suggest the use of the constructed variable  in a Moran 
index analysis. For these authors, this variable captures a regional agglomeration complementary 
to the local agglomeration measured by the EG index. As in the previous chapter,  represents 
region ’s share in industry ’s employment and  represents region ’s share in total 
employment. 
However, Moran results are also sensitive to the variable chosen to measure it. Three 
standardized variables have been calculated and compared: raw employment, the location 
quotient, and the share deviations, , as proposed by Di Giacinto & Pagnini (2008; 2011). 
The regional aggregation consisted of the minimum common areas (MCA) developed to avoid 
the problem of municipal subdivision over time and the weights matrix used to calculate Moran’s 
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 was based on a queen contiguity matrix. One island municipality, Fernando de Noronha, has 
been excluded from the analysis. 
Table 21 shows the industries with the highest 2010 Moran index values, according to 
three different measurement approaches. Many of the sectors with high Moran values produce 
agricultural and mining goods, such as “Citrus fruits”, “Coffee”, “Coal mining”, “Soybeans”, 
and “Other permanent crop products”. In this case, the spatial autocorrelation of values of 
 measured by Moran’s , or the local agglomeration measured by EG’s index, may be 
due to geographically autocorrelated natural endowments or climate and soil characteristics, 
rather than the result of economic externalities. Other sectors, such as “Tobacco products”, may 
have their location influenced by input linkages, where their input suppliers are themselves 
agricultural sectors influenced by natural advantages. 
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Table 21 – Top-15 Moran values for different employment-based variables, in 2010* 
Share deviation Raw employment Location quotient 
Sector Value Sector Value Sector Value 
Glass and glass products 0.203 Coffee 0.441 Public administration and 
social security 
0.574 
Leather goods 0.167 Cattle and other animals 0.391 Cattle and other animals 0.535 
Labor contracting 0.161 Motor vehicle parts and 
accessories 
0.347 Coffee 0.511 
Citrus Fruits 0.158 Soybeans 0.321 Footwear 0.401 
Coffee 0.141 Citrus Fruits 0.313 Clothing and accessories 0.394 
Medical equipment trade 0.135 Plastic products 0.308 Soybeans 0.391 
Coal mining 0.129 Grains 0.307 Wood processing 0.351 
Footwear 0.128 Metal forgings and 
stampings 
0.305 Grains 0.279 
Printing and publishing 0.125 Wood processing 0.297 Citrus Fruits 0.275 
Tobacco products 0.125 Paints and allied 
products 
0.293 Other permanent crop 
products 
0.270 
Soybeans 0.122 Other chemical products 0.257 Hogs 0.267 
Urban cleaning and 
waste services 
0.118 Glass and glass products 0.254 Wood products, except 
furniture 
0.264 
Other chemical products 0.116 Soaps, cleaners, and 
toilet goods 
0.253 Banking services 0.239 
Other metal products 0.116 Other metal products 0.246 Forestry and forest 
products 
0.230 
Auxiliary transportation 
services 
0.115 Paperboard containers 
and boxes 
0.236 Wholesale and retail 
trade 
0.230 
* All values are significant at the 1% confidence level. 
 
Finally, sectors such as “Printing and publishing” may be regionally agglomerated due to 
the presence of urbanization externalities that span beyond the municipal borders and affect 
neighboring locations as well. These hypotheses regarding the potential causes of location and 
colocation patterns will be further explored in the following sections. 
Contrarily to the EG index, the Moran index can be statistically tested. For the 147-level 
industry classification and the share deviation variable, , 75 industries show Moran 
values that are statistically significant and positive at the 1% level, for the year 2010. Eight 
sectors show significant and positive values at the 5% level, and the remaining 61 sectors do not 
show significant spatial autocorrelation or show a statistically negative spatial autocorrelation. 
For Moran values calculated with the use of the location quotient, no industry has a 
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significant negative index value and 110 industries show significant and positive spatial 
autocorrelation. For the raw employment-based Moran, 124 industries show significant positive 
spatial autocorrelation. Raw employment values should be view with caution, since the observed 
spatial autocorrelation of the industry’s employment may be due to the tendency of overall 
employment to display spatial autocorrelation. 
4.2.3 EG Coagglomeration patterns 
This section describes coagglomeration patterns for the Brazilian economy, with the use 
of EG’s coagglomeration index (Ellison & Glaeser, 1997; Ellison et al., 2007; 2010). 
Coagglomeration patterns, together with the own-industry agglomeration already described, will 
be regarded, in the next chapter, as dependent variables in an assessment of the influence of 
input-output and labor externalities among industries. Results will be reported for several levels 
of industry aggregation, revealing different aspects of the phenomenon. 
Table 22 shows the 20 pairs of 55-level and 147-level industries with the highest 
coagglomeration values in 2010, as well as their respective coagglomeration indices for this year. 
The indices were calculated for the 4,835 minimum common areas (MCA) created to render the 
municipal division fixed over the 1994-2010 period. At the 55-level aggregation level, “Cars, 
vans and utility vehicles”, “Trucks and buses” and “Paints and allied products” form a cluster of 
highly coagglomerated sectors. 
Electronic and communication equipment” and “Other transportation equipment”, which 
includes aircraft production, are also very coagglomerated, as well as “Oil and natural gas” with 
“Petroleum refining”, “Computer and office equipment” with “Electronic and communication 
equipment” and “Trucks and buses” with “Motor vehicle parts and accessories”. 
These results indicate that the strongest coagglomeration linkages between sectors in 
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Brazil may be related to input-output relationships, as well as to technological and labor 
externalities, rather than to the use of common natural resources. At the 55-level aggregation, the 
most coagglomerated pair, “Cars, vans and utility vehicles” and “Trucks and buses”, may also 
suggest the presence of internal economies of scale, of the lateral type, as defined by Parr 
(2002a; 2002b), since many car manufacturers also manufacture trucks and buses in Brazil. 
A common natural resource base, however, does seem to be present for some pairs of 
industries. Examples may be the pairs formed by “Agriculture and forestry” and “Livestock and 
fishing”, and by “Agriculture and forestry” and “Other extraction industries”, which also exhibit 
large coagglomeration values. 
At the 147-level aggregation, “Radio and television receivers”, “Other transportation 
equipment”, “Reproduction of recorded material”, and “Basic electronic equipment” form a 
cluster with the most co-localized industries. This result is influenced by Manaus’ free economic 
zone, which gives tax benefits to industries located at this Amazon region city. This free zone 
was created in 1967 and now benefits many maquiladora-style industries. 
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Table 22 – Highest pairwise coagglomeration for National Account classification* 
55-level (53 industries)  147-level (144 industries)  
Cars, vans and utility 
vehicles 
Trucks and buses 0.121 Radio and television 
receivers 
Other transportation 
equipment 
0.344 
Paints and allied 
products 
Trucks and buses 0.059 Reproduction of 
recorded material 
Radio and television 
receivers 
0.326 
Electronic & commun. 
equipment 
Other transportation 
equipment 
0.041 Reproduction of 
recorded material 
Other transportation 
equipment 
0.295 
Oil and natural gas Petroleum refining 0.037 Basic electronic 
equipment 
Radio and television 
receivers 
0.128 
Computer and office 
equipment 
Electronic and 
communication 
equipment 
0.030 Pipeline transportation Pension funds 0.127 
Trucks and buses Motor vehicle parts and 
accessories 
0.029 Rail and subway 
transportation 
Insurance services 0.124 
Paints and allied 
products 
Cars, vans and utility 
vehicles 
0.026 Cars, vans and utility 
vehicles 
Trucks and buses 0.121 
Perfumery, hygiene 
products 
Trucks and buses 0.022 Oil and gas extraction Pipeline transportation 0.117 
Nonferrous metallurgy Cars, vans and utility 
vehicles 
0.021 Air transportation Insurance services 0.117 
Cars, vans and utility 
vehicles 
Motor vehicle parts and 
accessories 
0.020 Basic electronic 
equipment 
Other transportation 
equipment 
0.116 
Cars, vans and utility 
vehicles 
Other transportation 
equipment 
0.019 Petroleum refining Pipeline transportation 0.115 
Information Services Financial services 0.019 Reproduction of 
recorded material 
Basic electronic 
equipment 
0.111 
Resins and elastomers Cars, vans and utility 
vehicles 
0.018 Radio and television 
receivers 
Optical and photo 
equipment 
0.101 
Agriculture and forestry Livestock and fishing 0.018 Radio and television 
receivers 
Water transportation 0.098 
Agriculture and forestry Ethanol 0.018 Motion picture and 
video services 
Insurance services 0.096 
Livestock and fishing Ethanol 0.018 Gas production and 
distribution 
Insurance services 0.092 
Other extraction 
industries 
Ethanol 0.017 Optical and photo 
equipment 
Other transportation 
equipment 
0.091 
Livestock and fishing Other extraction 
industries 
0.017 Citrus Fruits Misc. petrol. and coal 
prods. & nucl. fuels 
0.091 
Resins and elastomers Trucks and buses 0.016 Other transportation 
equipment 
Water transportation 0.090 
Agriculture and forestry Other extraction 
industries 
0.016 Reproduction of 
recorded material 
Optical and photo 
equipment 
0.088 
* MCA regional aggregation and 2010 employment. 
 
Firms located at the zone are exempt of import and export taxes, as well as of part of the 
state and municipal taxes (Suframa, 2012). Industries in the free zone are mostly concentrated in 
 130 
the production of home audio and video products, computers, cellphones, watches, electric 
shavers, and motorcycles. As a result, Manaus free economic zone seems to be an important 
exogenous driver of manufacturing coagglomeration in Brazil, with an effect similarly to a 
natural advantage. 
“Pipeline transportation” is highly coagglomerated with the “Pension funds” industry, but 
this may be due to the great importance, within the pension funds sector, of funds created for the 
employees of the oil and gas complex, located at Rio de Janeiro. These funds are managed 
typically at oil producing areas and invest part of their resources in firms of the oil and gas 
industries. “Rail and subway transportation” and “Insurance services” are also highly co-
agglomerated, and so are “Telecommunication” and “Insurance services”, which may be two 
examples of urbanization externalities. 
“Cars, vans and utilities” and “Trucks and buses”, which are also highly coagglomerated 
at this aggregation level, are an example of potentially important lateral integration externalities. 
Their coagglomeration, however, has decreased sharply during the 1994-2010 period. Vertical 
externalities may be responsible for the high coagglomeration between “Oil and gas extraction” 
and “Pipeline transportation”. 
At a more disaggregated level, using the Brazilian Classification of Economic Activities 
(CNAE), available at RAIS labor database, more specific industry relationships are revealed. 
Table 23 shows the highest pairwise coagglomeration values for 2010, focusing on 
manufacturing industries only. 
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Table 23 – Highest pairwise manufacturing coagglomeration, CNAE classification 
3-digit CNAE (284 industries)  4-digit CNAE (672 industries)  
Audio and video 
equipment 
Transportation 
equipment n.e.s. 
0.333 Watches and 
chronometers 
Motorcycles 0.571 
Reproduction of 
recorded material 
Audio and video 
equipment 
0.298 Audio and video 
equipment 
Motorcycles 0.524 
Reproduction of 
recorded material 
Transportation 
equipment n.e.s. 
0.280 Aircraft  Aircraft components 
and parts 
0.516 
Extraction of oil and 
natural gas 
Activities to support the 
extraction of oil and gas 
0.205 Reproduction of 
recorded material 
Motorcycles 0.442 
Audio and video 
equipment 
Blank media, magnetic 
and optical 
0.200 Audio and video 
equipment 
Watches and 
chronometers 
0.385 
Blank media, magnetic 
and optical 
Transportation 
equipment n.e.s. 
0.188 Appliances and air 
conditioning equipment 
Motorcycles 0.363 
Reproduction of 
recorded material 
Blank media, magnetic 
and optical 
0.166 Reproduction of 
recorded material 
Watches and 
chronometers 
0.328 
Electronic components Audio and video 
equipment 
0.128 Catalysts Production of semi-
finished steel 
0.311 
Electronic components Transportation 
equipment n.e.s. 
0.119 Reproduction of 
recorded material  
Audio and video 
equipment 
0.298 
Cars, vans and utilities Trucks and buses 0.118 Blank media, magnetic 
and optical 
Motorcycles 0.295 
Reproduction of 
recorded material 
electronic components 0.106 Watches and 
chronometers 
Appliances and air 
conditioning equipment 
0.267 
Industrial tobacco 
processing 
Tobacco products 0.103 Gems extraction 
(precious and semipr.) 
Support activities to 
other minerals extract. 
0.260 
Cars, vans and utilities Aircraft 0.082 Audio and video 
equipment 
Appliances and air 
conditioning equipment 
0.246 
Electronic components Blank media, magnetic 
and optical 
0.068 Engines and turbines, 
not for air and road 
vehicles 
Tractors, except 
agricultural 
0.231 
Communication 
equipment 
Audio and video 
equipment 
0.062 Safety material printing Production of semi-
finished steel 
0.220 
Reproduction of 
recorded material 
Communication 
equipment 
0.056 Watches and 
chronometers 
Blank media, magnetic 
and optical 
0.206 
Paints, varnishes, and 
related products 
Trucks and buses 0.055 Reproduction of 
recorded material 
Appliances and air 
conditioning equipment 
0.206 
Communication 
equipment 
Transportation 
equipment n.e.s. 
0.055 Extraction of oil and 
natural gas 
Support activities to the 
extraction of oil and gas 
0.205 
Audio and video 
equipment 
Optical, photo and 
cinema instrum. & 
equip. 
0.054 Audio and video 
equipment 
Blank media, magnetic 
and optical 
0.200 
Computer equipment 
and peripherals 
Audio and video 
equipment 
0.053 Batteries, not for 
vehicles 
Motorcycles 0.196 
* MCA regional aggregation and 2010 employment. 
 
These results contrast with the findings of Ellison et al. (2007; 2010) for the US 
manufacturing industries. These authors work with the 122 manufacturing sectors of the 1987 
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Standard Industrial Classification (SIC3) and find the highest coagglomeration values among 
pairs of sectors belonging to the textile, clothing, carpet, and jewelry industries. This roughly 
corresponds to the 3-digit Brazilian CNAE aggregation, shown in Table 23. 
While the 147-level aggregation, shown in Table 22, has only 78 manufacturing sectors, 
the 3-digit CNAE has 111 manufacturing industries, while the 4-digit level has 274 
manufacturing industries. Textile and clothing sectors, at all these aggregation levels, do not 
show, in Brazil, the same level of coagglomeration found in the US. 
The most coagglomerated pairs belong to industries that are present at Manaus Free-tax 
Zone, located at the Amazon region. These constitute maquiladora-style industries in Brazil, 
which, despite relying on somewhat similar labor pools and on the import of electrical and 
electronic inputs, have their coagglomeration patterns mostly determined by exogenous tax 
benefits. 
Results described so far were obtained with the use of the original coagglomeration, 
proposed by Ellison and Glaeser (1997) and defined by equation (37). An alternative index, 
much simpler to compute, has been proposed by Ellison et al. (2007; 2010), who claim that the 
simpler version is equivalent to the original one, when coagglomeration of just two sectors are 
the concern. In fact, coagglomeration values using both indices get very similar results for 
Brazil. 
Pearson correlation coefficients between values calculated with the two versions of the 
index have a Pearson correlation coefficient of 0.994 and 0.998 for the years 2009 and 2010, 
respectively, using minimum common area and 55-level aggregations. Figure 14 shows, 
however, that there are some important differences under each calculation approach, and Table 
24 shows the sectors for which the two indices produce the highest absolute differences using the 
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aforementioned regional and industrial aggregations. 
These results indicate that either measurement approach can be successfully applied for 
economy-wide studies, but that caution should be exercised when analyzing specific industry-
pair relationships. The differences seem to be due to the absence, in the Ellison et al. (2007; 
2010) version of the index, of the individual industries’ Herfindahl indices and further tests 
should be conducted in industry-specific analyses. 
Despite the observed differences for some industry pairs, Ellison et al. (2007; 2010) will 
be used in the next chapter, due to its computational efficiency. This will allow for a more 
detailed analysis for different years, and for different industry and regional aggregation levels. 
 
Figure 14 – 2010 coagglomeration values for the two versions of the index 
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Table 24 – Pairs with the highest measurement differences for coagglomeration indices* 
Pair of industries  Absolute 
difference 
EG (1997) EGK (2010) 
Ethanol Agrochemicals 0.00764 0.00696 -0.00069 
Ethanol Resins and elastomers 0.00632 0.01629 0.00998 
Petroleum refining Ethanol 0.00403 0.00676 0.00273 
Ethanol Paints and allied products 0.00377 0.01039 0.00662 
Iron Ore Agrochemicals 0.00357 -0.00232 -0.00590 
Tobacco products Ethanol 0.00328 0.01061 0.00733 
Ethanol Cement 0.00308 0.01545 0.01237 
Iron Ore Resins and elastomers 0.00259 0.00763 0.00504 
Agrochemicals Trucks and buses 0.00232 0.00259 0.00027 
Ethanol Computer and office equipment 0.00227 0.00338 0.00110 
Resins and elastomers Trucks and buses 0.00217 0.01629 0.01412 
Ethanol Medical, measurement and 
optical instruments 
0.00195 -0.00152 -0.00347 
Tobacco products Agrochemicals 0.00188 0.00138 -0.00050 
Oil and natural gas Agrochemicals 0.00180 -0.00567 -0.00747 
Ethanol Chemicals 0.00180 0.01247 0.01067 
Ethanol Household appliances 0.00175 -0.00047 -0.00222 
Ethanol Other chemical products 0.00175 0.00342 0.00167 
Resins and elastomers Cars, vans and utility vehicles 0.00166 0.01843 0.01677 
Oil and natural gas Resins and elastomers 0.00160 -0.00019 -0.00179 
Ethanol Perfumery, hygiene products 0.00151 0.00270 0.00119 
* MCA regional aggregation, 55-level industries and 2010 employment. 
 
4.2.4 Moran Coagglomeration patterns 
Coagglomeration patterns can also be assessed with the use of the bivariate version of 
Moran’s  index, discussed in the previous chapter. The bivariate Moran between a pair of 
industries  and  tests the tendency of high employment values in industry  at region  to be 
correlated with high employment values of industry  at regions neighboring . As for the 
univariate case, the index is sensitive to the variable chosen for the calculation of the index. 
Table 25 shows the 12 most coagglomerated pairs of 147-level industries, for the same three 
different employment-based variables used for the univariate version of the index. 
The share-deviations-based bivariate Moran highlights the coagglomeration of basic 
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manufacturing products, such as “Glass and glass products” and “Metal forgings and stampings”, 
and of several service sectors. Raw-employment bivariate Moran highlights the aforementioned 
manufacturing sectors and additional manufactures, such as “Soaps, cleaners, and toilet goods”, 
“Other chemical products”, “Industrial machinery and equipment”, and “Plastic products”. 
 
Table 25 – Top-12 Bivariate Moran values for different employment-based variables, in 2010 
Share deviations Raw employment Location quotient 
         
Labor 
contracting 
Glass and glass 
products 
0.28 Metal forgings 
and stampings 
Paints & allied 
prods. 
0.39 Wood 
processing 
Wood 
products, exc. 
furniture 
0.20 
Labor 
contracting 
Paints & allied 
prods. 
0.27 Other metal 
products 
Paints & allied 
prods. 
0.38 Wood 
products, exc. 
furniture 
Wood 
processing 
0.20 
Real estate 
management 
Paints & allied 
prods. 
0.27 Plastic products Paints & allied 
prods. 
0.38 Motor vehicle 
trade 
Wholesale and 
retail trade 
0.20 
Real estate 
management 
Glass and glass 
products 
0.26 Glass and glass 
products 
Paints & allied 
prods. 
0.38 Wholesale and 
retail trade 
Banking 
services 
0.19 
Air 
transportation 
Paints & allied 
prods. 
0.26 Other chemical 
products 
Paints & allied 
prods. 
0.37 Banking 
services 
Wholesale and 
retail trade 
0.19 
Printing and 
publishing 
Paints & allied 
prods. 
0.26 Soaps, 
cleaners, and 
toilet goods 
Paints & allied 
prods. 
0.37 Wholesale and 
retail trade 
Motor vehicle 
trade 
0.18 
Printing and 
publishing 
Metal forgings 
and stampings 
0.26 Industrial 
machinery and 
equipment 
Paints & allied 
prods. 
0.36 Petroleum 
refining 
Pipeline 
transportation 
0.18 
Real estate 
management 
Metal forgings 
and stampings 
0.26 Labor 
contracting 
Paints & allied 
prods. 
0.35 Pipeline 
transportation 
Petroleum 
refining 
0.18 
Labor 
contracting 
Metal forgings 
and stampings 
0.26 Metal forgings 
and stampings 
Motor vehicle 
parts & acc. 
0.35 Food services Wholesale and 
retail trade 
0.16 
Miscellaneous 
services to 
businesses 
Paints and 
allied products 
0.26 Motor vehicle 
parts & acc. 
Paints and 
allied products 
0.35 Wholesale and 
retail trade 
Food services 0.16 
Air 
transportation 
Glass and glass 
products 
0.25 Plastic products Motor vehicle 
parts & acc. 
0.35 Wholesale and 
retail trade 
Medical 
equipment 
trade 
0.15 
Printing and 
publishing 
Glass and glass 
products 
0.25 Other metal 
products 
Motor vehicle 
parts & acc. 
0.34 Food services Road 
transportation 
0.15 
 
Finally, the bivariate Moran based on location quotients displays some high values for 
industry pairs based on raw materials, such as wood processing and wood products, sugar and 
sugarcane. However, most other pairs with high location-quotient-based Moran values belong to 
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urbanized services sectors. 
The bivariate Moran index is not symmetric as EG’s coagglomeration index, that is, the 
value of  is not necessarily equal to that of , as discussed in section 3.1.4. As a result, it can 
be used as an indication of asymmetric agglomeration forces. If a pair of industries has a high 
difference between  and , industry  is more coagglomerated with industry  than vice versa, 
which can derive, for example, from the fact that industry  represents a more important forward 
or backward linkage to industry  than the reciprocal. Figure 15 shows the asymmetry of the 
Bivariate Moran index for the three different measuring approaches previously discussed. 
The bottom figure reveals that the use of the location quotient for the bivariate Moran 
calculation gets rid of most of the asymmetry in the index, with  values very close to those of 
. The center figure shows that raw-employment-based bivariate Moran have a non-constant 
variance, with  and  assuming closer values for small spatial autocorrelation levels and 
values further apart for larger spatial autocorrelation levels. The Finally, the top figure, with 
bivariate Moran values based on share deviations, shows that this is the calculation method with 
the highest asymmetry between  and  pairs. 
Let us define a forward asymmetry index based on employment bivariate Moran 
differences as: 
 
where , with no subscripts, represents simply the total number of industries. High values for 
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this mean indicate that industry  has, on average, a higher spatial autocorrelation—and, 
therefore, coagglomeration—with other industries  than the average spatial autocorrelation of 
these industries with . 
 
Figure 15 – Asymmetry of the Bivariate Moran index 
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Table 26 identifies the industries  with the highest mean values for this statistic, using 
the three alternative metrics considered for the Moran index. All three measures highlight 
urbanized industries already discussed in this chapter, such as financial services, utilities, 
transportation, and services to households. These industries seem to have a tendency to benefit 
more from co-location with other industries than the reciprocal, that is, they seem to benefit 
relatively more from externalities generated by other sectors with which they collocate in space, 
in an area that spans more than their municipality, reaching neighboring municipalities. 
 
Table 26 – 144-level sectors with the highest forward Moran asymmetry, 2010 data 
Share deviations Raw Employment Location quotient 
Sector Mean Sector Mean Sector Mean 
Printing and publishing 0.024 Insurance services 0.032 Insurance services 0.003 
Private security services 0.023 Gas production and 
distribution 
0.031 Telecommunications 0.002 
Condominium associations 0.022 Rail and subway 
transportation 
0.031 Household Services 0.002 
Air transportation 0.022 Auxiliary financial services 0.027 Trucks and buses 0.002 
Real estate management 0.022 Radio, TV and telephone 
manufacturing 
0.027 Auxiliary financial services 0.002 
Miscellaneous services to 
businesses 
0.021 Motion picture and video 
services 
0.025 Real estate lessors & 
developers 
0.002 
Banking services 0.021 Clothing and accessories 0.025 Synthetic fibers, yarns and 
threads 
0.001 
Information technology 
services 
0.020 Real estate lessors & 
developers 
0.024 Recreational, cultural & 
sports services 
0.001 
Labor contracting 0.020 Telecommunications 0.024 Other health services 0.001 
Auxiliary financial services 0.020 Household Services 0.023 Air transportation 0.001 
Other electrical equipment 0.020 Membership organizations 0.023 Computer and office 
equipment 
0.001 
Pharmaceutical products 0.020 Travel arrangements 0.022 Rail and subway 
transportation 
0.001 
Travel arrangements 0.019 Air transportation 0.022 Other electrical equipment 0.001 
Rental and leasing services 0.019 Banking services 0.022 Motors and generators 0.001 
Insurance services 0.019 Real estate management 0.022 Resins and elastomers 0.001 
 
Similarly, an alternative index, which one can call a backward asymmetry index, can be 
defined as the mean: 
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Table 27 shows industries with the highest values for this reversed-sign index is 
displayed. For such industries , other industries  tend to collocate more with them than  do 
with industries . As a result, higher  values may be an indication that an industry generates, 
on average, more externalities to other industries than the externalities they benefit from. While 
in Table 26 there were many services sectors which seem to benefit from urbanization 
externalities, Table 27 has several manufacturing and raw material industries, as well as some 
services sectors that seem to generate externalities to other industries. 
The next chapter will present an analysis of whether these externalities, as measured with 
EG’s coagglomeration index, are associated with the presence of input-output or labor pooling 
externalities. For this purpose, the following sections will describe the patterns that emerge with 
the use of the labor pooling and input-output linkage indicators discussed in Chapter 3. The 
patterns revealed by these indicators will guide the analysis of the underlying causes of the 
agglomeration and coagglomeration patterns just described. 
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Table 27 – 144-level sectors with the highest backward Moran asymmetry, 2010 data 
Share deviations Raw Employment Location quotient 
Sector Mean Sector Mean Sector Mean 
Lodging services 0.020 Paints and allied products 0.084 Wholesale and retail trade 0.002 
Cattle and other animals 0.020 Rubber products 0.065 Banking services 0.001 
Field crops and vegetables 0.019 Motor vehicle parts and 
accessories 
0.060 Medical equipment trade 0.001 
Non-metallic minerals 0.018 Resins and elastomers 0.060 Plastic products 0.001 
Slaughter, meat and fish 
products 
0.018 Cars, vans and utility vehicles 0.057 Motor vehicle parts and 
accessories 
0.001 
Beverages 0.018 Plastic products 0.045 Dairy products 0.001 
Ceramic products 0.018 Metal forgings and 
stampings 
0.045 Ceramic products 0.001 
Poultry 0.017 Paperboard containers and 
boxes 
0.038 Footwear 0.001 
Grain mill products 0.017 Lamps, batteries and 
accumulators 
0.036 Metal forgings and 
stampings 
0.001 
Grains 0.016 Electrical vehicle equip., 
except batteries 
0.035 Blast furnace and basic steel 
products 
0.001 
Forestry and forest products 0.016 Scrap recycling 0.035 Soaps, cleaners, and toilet 
goods 
0.001 
Wood products, 
except furniture 
0.016 Glass and glass products 0.034 Railroad equipment 0.001 
Concrete and cement 
products 
0.016 Trucks and buses 0.033 Concrete and cement 
products 
0.001 
Hogs 0.016 Nonferrous metals 0.030 Coffee 0.001 
Wood processing 0.016 Wires, cables and electrical 
conductors 
0.029 Metal tanks, boilers and 
containers 
0.001 
4.3 Input-Output externalities 
Following the discussion on section 3.2, this section explores the inter-industry linkages 
conveyed by the Brazilian input-output tables. Unfortunately, IBGE does not publish the 
detailed, 147-level IO matrices that it produces, but only more aggregated 55-level matrices. Due 
to this higher aggregation, some of the details of the previous labor analysis will not be possible 
for the input-output patterns. The IO links will be used as one of the main explaining elements of 
the agglomeration and coagglomeration patterns found earlier, as in Ellison et al. (2010). 
4.3.1 Direct vertical linkages 
Following Czamanski et al. (1974b) and others, each annual industry-by-industry 
 141 
transaction matrix was converted into two matrices  and , with elements as in equation (61), 
highlighting, respectively, the backward and forward linkages of each industry. Table 28 shows 
the pairs of industries representing the strongest backward linkages for the Brazilian economy in 
2010. The first pair in the table, for example is ethanol and “agriculture and forestry”, with a 
value of .729. This means that 72.9% of the ethanol industry’s purchases came from goods 
produced by the agriculture and forestry industry in 2009. 
All other highlighted industry pairs also have very clear direct vertical linkages. Some 
industries however, have themselves as their main suppliers. This is the case of the utilities, 
financial services, information services, and textiles, for which the currently available input-
output matrix is not detailed enough to reveal the input-output relations that occur within these 
broad industries categories. 
 
Table 28 – Highest backward linkages in 2009 
Purchaser  Supplier   
Ethanol Agriculture and forestry 0.729 
Clothing and accessories Textiles 0.592 
Petroleum refining Oil and natural gas 0.581 
Lodging and food services Food and beverage products 0.576 
Tobacco products Agriculture and forestry 0.564 
Utilities Utilities 0.511 
Resins and elastomers Chemicals 0.488 
Financial services Financial services 0.416 
Livestock and fishing Food and beverage products 0.391 
Wood products, except furniture Wood products, except furniture 0.377 
Information Services Information Services 0.376 
Motor vehicle parts and accessories Motor vehicle parts and accessories 0.366 
Services to businesses Information Services 0.361 
Real estate Construction 0.359 
Maintenance and repair services Motor vehicle parts and accessories 0.357 
Other transportation equipment Other transportation equipment 0.321 
Textiles Textiles 0.312 
Leather goods and footwear Leather goods and footwear 0.307 
Trucks and buses Motor vehicle parts and accessories 0.294 
Agriculture and forestry Chemicals 0.287 
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Considering the forward linkages of an economy, there are two possible approaches. The 
first is to consider only an industry’s linkages with the intermediate consumption of purchasing 
industries, expressed by matrix . A second approach is to consider not only intermediate 
consumption, but also the forward industry linkages with final consumers, since industries may 
also have important forward linkages with them. 
Considering a  matrix with intermediate consumption only, Table 29 shows the 
strongest forward linkages, using data from the 2009 transactions matrix. For every industry pair, 
 shows the share of the purchaser industry in the supplier’s total sales. As with backward 
linkages, forward linkages are very strong within many industries in the Brazilian transactions 
matrix, due to its high level of aggregation. This is particularly true for industries producing 
consumer products, such as tobacco products, and leather goods and footwear. Since these 
industries target most of their production to final consumers, their linkages with the intermediate 
consumption of other industries are week. 
The results reveal that the food and beverage and the construction industries constitute 
important forward linkages for other industries. Food and beverage products are responsible for 
the majority of sales made by livestock and fishing and by agriculture and forestry. Construction 
is the most important forward linkage for cement, other products of nonmetallic minerals, and 
paints and allied products. 
Other relevant forward linkages are petroleum refining to oil and natural gas extraction, 
agriculture and forestry to agrochemicals industry, and steel and steel products to iron ore 
extraction. Cars, vans and utility vehicles, and other transportation equipment also have 
important within industry forward linkages. 
 143 
Table 29 – Highest forward linkages in 2009, intermediate consumption only 
Supplier  Purchaser   
Tobacco products Tobacco products 0.987 
Leather goods and footwear Leather goods and footwear 0.910 
Livestock and fishing Food and beverage products 0.867 
Oil and natural gas Petroleum refining 0.839 
Cars, vans and utility vehicles Cars, vans and utility vehicles 0.713 
Other transportation equipment Other transportation equipment 0.704 
Cement Construction 0.694 
Other products of nonmetallic minerals Construction 0.674 
Iron Ore Steel and steel products 0.638 
Agrochemicals Agriculture and forestry 0.626 
Agriculture and forestry Food and beverage products 0.568 
Paints and allied products Construction 0.567 
Resins and elastomers Rubber and plastic products 0.511 
Food and beverage products Food and beverage products 0.468 
Textiles Clothing and accessories 0.456 
Ethanol Petroleum refining 0.446 
Newspapers, magazines, records Services to businesses 0.429 
Trucks and buses Trucks and buses 0.419 
Electronic & communication equipment Computer and office equipment 0.363 
Pharmaceutical products Health services 0.361 
 
As discussed in section 3.2, an expanded transactions matrix can be calculated with the 
combination of intermediate industry demand and final demand sectors: 
 
where  consists of the concatenation of the use and final consumption matrices. In 
this case  is no longer a square industry-by-industry matrix, but, instead, an industry-by-
(industry plus final sectors) matrix. In Brazil, the final consumption sectors matrix has six 
columns: exports, government consumption, non-profit organizations consumption, household 
consumption, investment and inventories. 
For studying industry agglomeration, column and row-standardized matrices  and  
can be calculated for this expanded transactions matrix . For , considering just the industry 
columns, there is no change relative to the numbers shown in Table 28. However, for the rows of 
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matrix , shares will also include final consumer sectors as possibly important forward linkages. 
In fact, important forward linkages with final consumption or exports, for example, may trigger 
colocation of some industries with highly populated areas or seaports, respectively. 
In order to highlight these alternative forward linkages, Table 30 shows the most 
important purchasers in Brazil for year 2009, considering both intermediate and final 
consumption as possible destinations for the products of the supplying industries. The inclusion 
of final consumption sectors places them as the most important forward linkages for many 
supplying industries. 
One interesting example of the change in emphasis, from Table 30 to Table 29, is the iron 
ore industry. Considering only inter-industry linkages, its strongest forward linkage is with the 
steel and steel products industry. However, considering total output destination, its strongest 
linkage is with exports, meaning that its main destination in 2009 was the foreign market, which 
consumed 73.8% of total iron ore production. 
The trucks and buses industry, which had itself as its main forward linkages when only 
inter-industry linkages were considered, in Table 30 has capital investment as its main 
destination, absorbing 72% of its total sales. 
While the original  matrix, containing only inter-industry linkages, may be important 
for understanding industry agglomeration and coagglomeration patterns, some industries, such as 
clothing and accessories, real estate, and lodging and food services, for example, may have their 
location decisions influenced by the location of population, since most of their output goes to 
final household consumption. As a result, both types of forward linkages may be considered in 
the study of the location patterns of the economy. 
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Table 30 – Highest forward linkages in 2009, intermediate and final consumption combined 
Supplier Purchaser Share 
Public administration & soc. security Government Consumption 0.957 
Clothing and accessories Household consumption 0.886 
Construction Capital investment 0.845 
Real estate Household consumption 0.812 
Household appliances Household consumption 0.785 
Computer and office equipment Capital investment 0.758 
Educational services Government Consumption 0.743 
Iron Ore Exports 0.738 
Lodging and food services Household consumption 0.730 
Trucks and buses Capital investment 0.710 
Perfumery, hygiene products Household consumption 0.686 
Cement Construction 0.642 
Leather goods and footwear Household consumption 0.642 
Oil and natural gas Petroleum refining 0.632 
Other services Household consumption 0.621 
Other products of nonmetallic minerals Construction 0.613 
Machinery & equip., incl. maint. & repair Capital investment 0.567 
Pharmaceutical products Household consumption 0.565 
Maintenance and repair services Household consumption 0.563 
Livestock and fishing Food and beverage products 0.561 
 
4.3.2 Indirect vertical linkages 
In addition to the direct linkages described above, indirect linkages between sectors may 
also be important determinants of industry agglomeration patterns. Two industries can be co-
located due to shared forward or backward linkages, or due to the forward linkages of one 
industry being associated with the backward linkages of the other, as discussed in section 3.2. 
Following the discussion at that section, the dual scaling method was applied to the Brazilian 
transactions matrix in order to highlight these linkages. 
Recalling equations (66) through (68), distance matrices , , and  can be 
derived, with elements representing, for every pair of industries, the distances between, 
respectively, purchase profiles, sales profiles, and sales and purchases profiles. For the purchases 
profiles distances, the pairs with the smallest values represent the industries with the most similar 
backward linkages. Likewise, similarity measures such as the ones based on absolute differences, 
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described by equations (71) and (72), can be derived for the same dual scaling matrices. 
Table 31 shows the pairs of industries with the smallest dual-scaling distances and the 
greatest dual-scaling similarities, when purchases profiles are considered. Most of the industry 
pairs in the table belong to the services sectors, indicating that these types of industries have, on 
average, the most similar backward linkage similarities. This may be an indication that these 
services do not have very specialized purchase patterns, demanding goods from several 
industries. Among manufacturing industries, the pair with the most similar backward linkages is 
“machinery and equipment” and “metal products, except machinery and equipment”. 
Pharmaceutical products have also shown a high similarity with the purchases profiles of health 
services. 
The distance and similarity measures produce very close results in terms of the ranking of 
industry pairs. This is also true for the other input-output patterns that will be described below 
and, therefore, the next descriptions will focus only on the Euclidean-based similarity measures. 
Absolute distance measure, however, were calculated for all indirect linkages, so that they could 
be used later as an alternative proxy variable for the existence of input-output externalities. 
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Table 31 – Most similar purchase profiles in 2009, dual scaling method 
Industry  Industry  Industry  Industry  
Public administration & 
soc. security 
Financial services 0.367 Public administration & 
soc. security 
Financial services 0.969 
Other services Educational services 0.380 Other services Educational services 0.960 
Other services Trade 0.418 Educational services Real estate 0.959 
Educational services Trade 0.437 Educational services Trade 0.959 
Educational services Real estate 0.449 Other services Trade 0.955 
Public administration & 
soc. security 
Educational services 0.517 Public administration & 
soc. security 
Educational services 0.954 
Real estate Trade 0.524 Public administration & 
soc. security 
Trade 0.951 
Other services Health services 0.536 Other services Health services 0.949 
Public administration & 
soc. security 
Trade 0.555 Real estate Trade 0.949 
Health services Trade 0.574 Health services Trade 0.948 
Health services Educational services 0.585 Health services Educational services 0.947 
Public administration & 
soc. security 
Other services 0.592 Public administration & 
soc. security 
Other services 0.945 
Health services Pharmaceutical 
products 
0.614 Financial services Trade 0.945 
Other services Real estate 0.636 Public administration & 
soc. security 
Health services 0.944 
Financial services Trade 0.667 Health services Pharmaceutical 
products 
0.942 
Public administration & 
soc. security 
Health services 0.680 Services to businesses Information Services 0.942 
Machinery & equip., 
incl. maint. & repair 
Metal products, except 
machinery and equip. 
0.684 Public administration & 
soc. security 
Real estate 0.941 
Trade Pharmaceutical 
products 
0.686 Other services Real estate 0.940 
Other services Pharmaceutical 
products 
0.701 Trade Pharmaceutical 
products 
0.939 
Educational services Financial services 0.713 Educational services Financial services 0.938 
 
Regarding the similarity of the indirect forward linkages, Table 32 shows the pairs of 
sectors with the most similar sales profiles, as measured by the dual scaling technique. Once 
again, many services sectors are the ones with the highest degree of similarity. However, some 
industries with a high percentage of sales targeting final consumption sectors also display a high 
degree of similarity with the sales profiles of the services sectors. This is the case of the 
computer and office equipment and the Cars, vans and utility vehicles industries. 
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Table 32 – Most similar sales profiles in 2009, dual scaling method 
Industry  Industry   
Health services Educational services 0.025 
Public administration & soc. security Health services 0.030 
Public administration & soc. security Educational services 0.033 
Public administration & soc. security Computer and office equipment 0.082 
Health services Computer and office equipment 0.092 
Educational services Computer and office equipment 0.094 
Other services Real estate 0.125 
Public administration & soc. security Cars, vans and utility vehicles 0.209 
Health services Cars, vans and utility vehicles 0.210 
Other services Computer and office equipment 0.212 
Educational services Cars, vans and utility vehicles 0.213 
Other services Clothing and accessories 0.220 
Cars, vans and utility vehicles Computer and office equipment 0.230 
Public administration & soc. security Other services 0.230 
Other services Educational services 0.246 
Other services Health services 0.252 
Real estate Construction 0.276 
Real estate Computer and office equipment 0.276 
Public administration & soc. security Clothing and accessories 0.278 
Computer and office equipment Clothing and accessories 0.285 
 
Recall that the dual scaling technique, applied to the full matrix , as described in 
equation (62), includes a column corresponding to final demand categories in the calculation of 
forward and backward similarities. As a result, the forward linkages distance matrix, , is 
influenced by the industry sales to both intermediate and final consumption. 
Finally, the dual scaling technique can also be used to assess the association of the 
forward linkages of an industry with the backward linkages of another industry. In this type of 
indirect linkage, small distance values in  show that industry  tends to buy goods from 
industries that buy goods from industry . 
Table 33 shows the industry pairs for which these indirect vertical linkages are stronger 
in Brazil, in 2009. Some services, such as public administration, other services (which include 
building administration, personal and recreational services), and educational services have strong 
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linkages with other services industries and with the newspapers, magazines, and records 
industry. In addition, some existing direct vertical linkages are reinforced by indirect linkages. 
This is the case of construction, pharmaceutical industries, and paints and allied products: they 
have strong indirect vertical linkages with the same industries with which they have strong direct 
backward linkages. 
 
Table 33 – Highest indirect vertical linkages in 2009, dual scaling method 
Indirect purchaser  Indirect supplier   
Construction Cement 0.472 
Other services Services to businesses 0.523 
Construction Other products of nonmetallic minerals 0.574 
Public administration & soc. security Services to businesses 0.574 
Trade Services to businesses 0.581 
Paints and allied products Chemicals 0.601 
Health services Services to businesses 0.603 
Public administration & soc. security Information Services 0.603 
Educational services Services to businesses 0.627 
Public administration & soc. security Newspapers, magazines, records 0.648 
Pharmaceutical products Services to businesses 0.662 
Other services Information Services 0.662 
Agriculture and forestry Agrochemicals 0.667 
Other services Newspapers, magazines, records 0.676 
Other chemical products Resins and elastomers 0.708 
Pharmaceutical products Other chemical products 0.722 
Financial services Services to businesses 0.726 
Health services Information Services 0.728 
Educational services Information Services 0.736 
Educational services Newspapers, magazines, records 0.747 
 
Another measure of indirect forward and backward linkages was also developed, as an 
alternative to dual scaling Euclidean distance matrices  and . It consisted of using the 
original column and row standardized share matrices,  and , used by Czamanski et al. 
(1974b), Czamanski and Ablas (Czamanski & Ablas, 1979), and Feser and Bergman (E. J. Feser 
& Bergman, 2000), with elements defined by equation (61). 
A column  of  provides the share of industry ’s suppliers in the total purchases of that 
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industry. Therefore, a distance measure for any two columns of  provides a measure of the 
difference between the purchases profiles of the industries represented by these columns, 
similarly to what has been done for the dual scaling matrices. 
Table 34 shows the results of this distance measure for year 2009. As with the distances 
based on dual scaling matrices, smaller values indicate industries with more similar purchase 
profiles. A comparison of this table with Table 31 shows that distances based on the share matrix 
 tend to highlight manufacturing industry similarities, while services industries were more 
closely related using the dual scaling distances. 
Industry similarity for vehicle production industries—trucks and buses, cars, vans and 
utility vehicles, and motor vehicle parts and accessories—are particularly identified under this 
method, as opposed to the distances calculated for dual scaling matrices. Recalling the results on 
coagglomeration patterns, the industry pair formed by cars, vans and utility vehicles and trucks 
and buses is the most collocated, according to the EG coagglomeration index. This indicates that 
the high coagglomeration of these industries may be related to their common purchase profiles. 
The “machinery and equipment” and “metal products, except machinery and equipment” 
industries appear as having strong purchase pattern similarity in both methods. The same is true 
for the pairs: trade and pharmaceutical products; other services and educational services; and 
services to businesses and information services. 
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Table 34 – Most similar purchases profiles in 2009, share matrix distances 
Industry  Industry  
Trucks and buses Cars, vans and utility vehicles 0.097 
Machinery & equip., incl. maint. & repair Metal products, except machin. and equip. 0.123 
Other chemical products Paints and allied products 0.133 
Trade Pharmaceutical products 0.146 
Services to businesses Information Services 0.153 
Motor vehicle parts and accessories Cars, vans and utility vehicles 0.153 
Motor vehicle parts and accessories Trucks and buses 0.155 
Household appliances Machinery & equip., incl. maint. & repair 0.160 
Electronic & communication equipment Electrical equipment 0.160 
Health services Pharmaceutical products 0.163 
Other services Pharmaceutical products 0.166 
Cement Other extraction industries 0.169 
Electrical equipment Household appliances 0.176 
Other products of nonmetallic minerals Cement 0.177 
Maintenance and repair services Cars, vans and utility vehicles 0.180 
Medical, measurement & optical equip. Electrical equipment 0.180 
Paints and allied products Chemicals 0.182 
Maintenance and repair services Trucks and buses 0.183 
Other services Educational services 0.184 
Paints and allied products Agrochemicals 0.184 
 
Regarding sales profiles similarities, Table 35 shows the distances calculated for the 
expanded  matrix, which includes both intermediate and final consumption sectors. This type 
of metric is the most closely comparable to the matrix derived through dual scaling distances, 
since this method also incorporates final consumption as an element of the forward linkages. 
The analysis of combined intermediate and final consumption shares indicates that 
services and final consumption oriented industries have the most similar sales profiles, noting 
that final consumption includes government and household consumption, as well as capital 
investment, among others. This means that the location of population or economic activity in 
general may influence the collocation patterns of several industries simply because of the weight 
of final consumption as a major demand source. 
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Table 35 – Most similar final and intermediate sales profiles in 2009, share matrix distances 
Industry  Industry  
Public administration & soc. security Health services 0.003 
Health services Educational services 0.005 
Public administration & soc. security Educational services 0.005 
Health services Computer and office equipment 0.010 
Public administration & soc. security Computer and office equipment 0.010 
Educational services Computer and office equipment 0.012 
Health services Cars, vans and utility vehicles 0.021 
Public administration & soc. security Cars, vans and utility vehicles 0.021 
Educational services Cars, vans and utility vehicles 0.022 
Other services Real estate 0.024 
Other services Computer and office equipment 0.024 
Cars, vans and utility vehicles Computer and office equipment 0.025 
Public administration & soc. security Other services 0.028 
Other services Educational services 0.029 
Other services Health services 0.030 
Other services Clothing and accessories 0.030 
Public administration & soc. security Clothing and accessories 0.033 
Educational services Clothing and accessories 0.035 
Health services Clothing and accessories 0.035 
Computer and office equipment Clothing and accessories 0.035 
 
Figure 16 shows a comparison of distances based on the dual scaling and the share 
matrices, for both purchases and sales profiles. Despite having a positive correlation, the two 
measures generate quite different results, with a higher dispersion for industry pairs with more 
dissimilar sales and, especially, purchases profiles. Due to these differences, both metrics will be 
tested as proxies for the potential sources of agglomeration externalities. 
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Figure 16 – Comparison of distance measurement methods 
 
Restricting the sales share matrix to intermediate consumption linkages, the focus stays 
only on inter-industry sales linkages. The strongest similarities of this type are shown in Table 
36. Once again, many services industries show very similar sales profiles, and among 
manufacturing sectors, metal products (except machinery and equipment) show sales profiles 
similar to those of machinery and equipment and steel and steel products industries. Other 
products of nonmetallic minerals and paints and allied products also show similar sales profiles 
when only sales to intermediate consumption are considered. 
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Table 36 – Most similar intermediate sales profiles in 2009, share matrix distances 
Industry  Industry  
Health services Real estate 0.075 
Other services Health services 0.097 
Public administration & soc. security Services to businesses 0.098 
Other services Services to businesses 0.103 
Public administration & soc. security Other services 0.116 
Machinery & equip., incl. maint. & repair Metal products, except machin. and equip. 0.120 
Trade Rubber and plastic products 0.127 
Health services Services to businesses 0.140 
Other services Real estate 0.143 
Public administration & soc. security Health services 0.149 
Transportation Trade 0.160 
Other products of nonmetallic minerals Paints and allied products 0.165 
Services to businesses Real estate 0.171 
Public administration & soc. security Transportation 0.172 
Other products of nonmetallic minerals Cement 0.180 
Public administration & soc. security Trade 0.181 
Metal products, except machin. and equip. Steel and steel products 0.185 
Trade Machinery & equip., incl. maint. & repair 0.187 
Educational services Lodging and food services 0.187 
Educational services Financial services 0.188 
 
4.3.3 Input-output industry clusters 
The input-output similarity profiles described above can be used in an exploratory 
clustering analysis, so that industries can be grouped in terms of their purchase and sales 
patterns. For the year 2009, using SAS software distance and cluster procedures, a Ward’s 
minimum variance cluster analysis was applied to the Euclidian distance among industries 
purchase and sales. 
This is a simplification of Feser’s (2003) strategy for industry clustering, based on 
ONET’s knowledge domain variables. This author adapts Ward’s clustering algorithm in order to 
allow for fuzzy clusters. Since the clustering of industries is not the focus of the present analysis, 
this procedure has not been attempted here. Instead, Ward’s hierarchical clusters represent 
progressively dissimilar group, until all industries are grouped into one single cluster. 
Other clustering methods, such as single average and minimum average were tested, 
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instead of Ward’s minimum variance method, but produced less clear results. The analysis was 
conducted for distance matrices derived from both the dual scaling and the share matrices. The 
resulting hierarchical trees are presented in Appendix E for purchases and sales profiles, under 
the two distance methods. 
As would be expected from the previous discussion of Figure 16, the positive correlation 
between the dual scaling and the share distance matrices is reflected in similarities for some of 
the clusters produced under the two measures. However, some differences are also important. 
Considering purchase similarity clusters, shown in Figure 26, in Appendix E , under the 
dual scaling distances, “motor vehicle parts and accessories”, “cars, vans and utility vehicles”, 
and “trucks and buses” constitute a very tightly linked cluster. For the share matrix distances, 
these industries are also clustered with maintenance and repair services, which buys many of its 
inputs from the same sources as the first three industries. Under the dual scaling metric, 
maintenance and repair services are clustered with medical, measurement and optical equipment. 
The dual scaling method has cement, oil and natural gas and transportation and utilities 
forming a purchase similarity cluster, since all these industries purchase transportation 
equipment and energy supplies. However, with the use of the share matrix distances, the oil and 
natural gas industry is clustered with pharmaceutical products, health services and trade. This 
cluster is robust to changes in the clustering method, such as replacing Ward’s minimum average 
clustering by the average linkage or centroid clustering methods. 
Other clusters, such as ethanol and tobacco products (both buying most of its inputs form 
the agricultural sector) and chemical-related industries, have similar clustering patterns for both 
the dual scaling and share matrices distances. The same is true for the textile, clothing and 
accessories purchase cluster. 
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Turning now to the sales profiles clusters, shown in Figure 27, in Appendix E , dual 
scaling clusters were compared to clusters formed for a share matrix containing both 
intermediate and final consumption, since industry distances for this type of share matrix are 
more closely related to the dual scaling distances. As suggested by Figure 16, there is a higher 
similarity between the two distance metrics for sales profiles than for purchase profile. As a 
result, the industry clusters for the dual scaling and share matrices are also more similar in the 
case of sales profiles. 
Comparing sales and purchases profiles, under the two measuring methods, some general 
facts become apparent, but only a few will be mentioned. The ethanol industry, for example, has 
a purchase profile similar to that of the food and beverage products, but when it comes to sales 
profiles, the ethanol industry is closely linked with those of the oil and natural gas and petroleum 
refining industries, since all these industries produce fuel products that are used by similar 
customers. 
Clusters formed exclusively by the sales and purchases shares between manufacturing 
industries are presented in Figure 28, in Appendix E . In the absence of services industries and 
final consumer linkages, some aspects of the within-manufacturing linkages are highlighted. The 
textiles and clothing industries, for example, have similar purchases and sales profiles when only 
manufacturing linkages are taken into consideration. 
The light vehicles (car, vans and SUVs) and motor vehicle parts industries share a 
purchase cluster with the trucks and buses industry, but this last industry has a purchase profile 
different than that of the former two, when only manufacturing linkages are considered. The 
industries comprising computer, electric and electronic and communication equipment all share 
very close manufacturing purchases profiles, but when their sales profiles are considered, each 
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target its production to relatively different manufacturing customers. 
Despite the limitations of the hierarchical clustering results described above (such as 
generating simples disjoint groups of industries), the exploratory analysis tries to show the 
diversity of industry linkages and patterns that are present even in aggregated input-output 
matrices, such as the ones currently available for Brazil. 
The next section will present a discussion of the patterns of labor skill usage by the 
Brazilian industries, in a way similar to the above input-output analysis. The combination of 
input-output and labor patterns will be tested, in the next chapter, as the two main factors 
associated with the agglomeration and coagglomeration patterns of the economy. 
4.4 Labor and knowledge externalities 
One of the potential reasons for the agglomeration of the economic activity is the 
presence of specialized labor pools. As reviewed in the previous chapter, the labor force can be 
modeled as a spatially immobile resource, at least in the short run, due to mobility costs or to 
generational skill transmission lags. Additionally, some skills may only develop in larger 
markets, if urbanization economies are present and the demand for skills is influenced by the size 
of the market. 
The application of the ONET Content Model variables to the Brazilian occupations 
makes it possible to assess the similarities among industries and regions in terms of the skills 
used by the employed labor force. This section will start by presenting a descriptive overview of 
the se of different skills by different sets of industries. Similarities among industries in terms of 
skills of their labor force will then be analyzed with the help of the similarity measures 
developed in section 3.3. 
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4.4.1 Industry skill patterns 
The ONET skill groups described in section 3.1.4 can be used as a tool to assess the skills 
used by the different industries. The factor analysis procedure has identified 21 skill factors, each 
labeled according to the skills that are most associated with them. 
For each of the 147-level industries, an average score on each skill factor has been 
determined by weighting the scores obtained for each occupation on each factor by the average 
number of employees in that occupation during each year. Table 37 highlights the five industries 
that are most intensive in the use of each factor skill, ordered from left to right in decreasing 
order of factor intensity. The results indicate that the more general cognitive skills associated 
with Factor 1 are most used by finance-intensive sectors, sectors related to oil and gas, research 
and development, aircraft and parts, and information technology services. 
Figure 17 shows the time trend for the first eight factors for the sectors that use them 
most intensively during the 2003-2010 period. For the Cognitive skills, most sectors show an 
upward trend in its use, which could indicate an increasingly skilled labor force. “Information 
technology services” show a particularly growing use of this type of skill. 
Maintenance and operation skills are most intensively used by machine and equipment-
intensive industries in mining, forestry and transportation equipment production. Assistance 
skills are most used by health, social service and education sectors, with an upward trend at other 
health services, also indicating the use of a progressively more skilled labor force. Such 
situations, with sectors becoming more intensive in the use of the skills in which they are 
naturally specialized, may indicate the growing importance of specialization externalities. 
“Management skills” are mostly used by some financial services, sectors related to oil and gas 
production, distribution and processing, public administration, and transportation sectors. 
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Table 37 – Industries most intensive in each skill factor, 2010 Brazilian labor data 
Factor 
Sector 
1
st
 2
nd
 3
rd
 4
th
 5
th
 
1 - Cognitive skills Gas production 
and distribution 
Banking services Petroleum refining Misc. petrol. & coal 
prods. & nucl. fuels 
Hospitals 
2 - Maintenance 
and operation skills 
Coal mining Forestry and forest 
products 
Iron ore Railroad 
equipment 
Non-ferrous metal 
ores 
3 - Assistance skills Other health 
services 
Hospitals Private social 
services 
Household Services Educational 
services 
4 - Management 
skills 
Gas production 
and distribution 
Pension funds Rail and subway 
transportation 
Resins and 
elastomers 
Agrochemicals 
5 - Design and 
engineering skills 
Aircraft and 
parts 
Petroleum refining Construction Ship and boat 
building and repair 
Measuring and 
control. instrum. 
6 – Transportation 
skills 
Road 
transportation 
Water 
transportation 
Mail Air transportation Forestry and forest 
products 
7 - Artistic skills Radio and TV 
broadcasting 
Motion picture and 
video services 
Air transportation Printing and 
publishing 
Hospitals 
8 - Accuracy and 
automation skills 
Mail Other health 
services 
Banking services Footwear Clothing and 
accessories 
9 - Supervised work 
skills 
Air 
transportation 
Rail and subway 
transportation 
Electric. vehicle 
equip., except 
batteries 
Misc. petrol. & coal 
prods. & nucl. fuels 
Aircraft and parts 
10 - Teaching and 
soc. science skills 
Educational 
services 
Hospitals Household Services Public admin. & 
soc. security 
Membership 
organizations 
11 - Physical 
strength 
Construction Real estate lessors 
& developers 
Concrete and 
cement products 
Urban cleaning and 
waste services 
Food services 
12 – Telecomuni. 
skills 
Information 
tech. services 
Office equip. and 
computer repair 
Radio and TV 
broadcasting 
Telecommunicatio
ns 
Electricity prod. 
and distribution 
13 – Independence 
skills 
Insurance 
services 
Pension funds Educational 
services 
Banking services Radio and TV 
broadcasting 
14 - Natural science 
skills 
Petroleum 
refining 
Other health 
services 
Misc. petrol. & coal 
prods. & nucl. fuels 
Pipeline 
transportation 
Oil and gas 
extraction 
15 - Attention skills Banking services Petroleum refining Air transportation Travel 
arrangements 
Pipeline 
transportation 
16 - On-the-job 
experience 
Electricity prod. 
and distribution 
Pipeline 
transportation 
Construction Water supply Real estate lessors 
& developers 
17 - Conflict 
manage skills 
Building 
maintenance 
services 
Air transportation Rail and subway 
transportation 
Tobacco products Condominium 
associations 
18 - Team-work 
skills 
Educational 
services 
Water 
transportation 
Hospitals Pipeline 
transportation 
Household Services 
19 - Sales skills Travel 
arrangements 
Telecommunicatio
ns 
Wholesale and 
retail trade 
Medical 
equipment trade 
Motor vehicle 
trade 
20 - Monitoring & 
compliance skills 
Urban cleaning 
and waste 
services 
Road 
transportation 
Electricity prod. 
and distribution 
Poultry Water supply 
21 - Clerical skills Auxiliary 
financial services 
Pension funds Public admin. & 
soc. security 
Telecommunicatio
ns 
Banking services 
 
 160 
  
  
Figure 17 – Factor intensity trends for select industries and factors 
 
“Design and engineering skills” are heavily used in the aircraft production, petroleum 
refining, construction, shipbuilding and repair, and measuring and controlling instruments 
industries. Real estate developers are also making increased use of this factor, making this sector 
progressively similar to the construction sector. Transportation skills are most intensively used 
by the transportation sectors and by other sectors demanding a high level of specialization in 
logistics and transportation, such as mail, forestry, urban cleaning, fishing, and the production of 
sugarcane, citrus fruits, coffee, soybeans, and other crop products. Road transportation is the 
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most intensive user of this type of skill and shows an increasing trend. 
Artistic skills are intensively used by the radio and TV broadcasting sector and 
increasingly also by the motion pictures and video services. Other sectors use this skill at a much 
lower degree, mainly due to some health and industrial design occupations that involve product 
development, such as the ceramic, clothing and footwear sectors. 
Teaching and social science skills are used by the Education sector, as well as many 
financial sectors—due to its positive correlation with the Dependability skills, which are also 
heavily used by these sectors—, and by the public administration. 
Another noteworthy aspect is the heavy use of Physical strength by the construction 
sectors, concrete and cement products, urban cleaning, as well as by many animal and 
agricultural production sectors. Natural science skills, which include biology and chemistry, are 
more intensively used by chemical and petrochemical production, iron production, as well as 
hospitals and meat processing. Conflict management skills are mainly used by the private 
security services, air transportation and public administration, despite the fact that the RAIS 
labor database does not allow access to information regarding military workers, which would 
probably increase the use of this skill by the public administration. 
Telecommunication skills are important to and increasingly used by the information 
technology services, once again indicating an increasingly skilled labor force in this industry, 
and by office equipment and computer repair, telecommunications, radio and television 
broadcasting, electricity production and distribution, radio and television manufacturing, motion 
pictures, and aircraft production. 
4.4.2 Industry skill similarities 
Using the measures of skill similarity described in the previous chapter, such as Gower 
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and Legendre (1986) measures given by equations (78) and (79), it is possible to analyze how 
close two industries are in terms of the skills or knowledge requirements of the workers they 
employ. 
Table 38 shows, in the detailed 147-level National Accounts classification, the pairs of 
industries, to the left, with the highest similarity in the use of the 21 skill factors and those, to the 
right, with the highest similarity in the use of the ONET knowledge domain variables only. Skill 
factor similarity uses all the labor requirements measured by the ONET database, including 
knowledge variables. Most industry pairs with high labor use similarity are indeed intuitively 
similar, such as “Grains” and “Field crops and vegetables”, “Other textile mill products” and 
“Narrow fabric and knitting mills”, “Citrus Fruits” and “Coffee”, and the pair “Plastic products” 
and “Wires, cables and electrical conductors”. 
The knowledge-use similarity measure, in the same table, shows many of the same 
industry pairs with overall labor skill similarity. This indicates that the skill groups derived with 
factor analysis partially capture the knowledge content of the jobs of the economy, since most 
knowledge domains are related to other non-knowledge skills. From a theoretical standpoint, this 
means that labor and knowledge externalities may in fact be closely associated. 
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Table 38 – Most similar skill and knowledge profiles in 2009, for 147-level industries 
Skill factor similarity  Knowledge similarity  
Industry  Industry  Industry  Industry  
Grains Field crops and 
vegetables 
0.994 Citrus Fruits Coffee 0.977 
Other textile mill 
products 
Narrow fabric and 
knitting mills 
0.994 Grains Field crops and 
vegetables 
0.970 
Citrus Fruits Coffee 0.994 Plastic products Wires, cables and 
electrical conductors 
0.969 
Plastic products Wires, cables and 
electrical conductors 
0.993 Other metal products Vehicle body manuf. 
& motor repair 
0.966 
Motors and 
generators 
Other electrical 
equipment 
0.992 Other textile mill 
products 
Narrow fabric and 
knitting mills 
0.965 
Other metal products Metal forgings and 
stampings 
0.992 Grains Soybeans 0.965 
Paperboard 
containers and boxes 
Misc. paper products 0.992 Agrochemicals Other chemical 
products 
0.965 
Sugarcane Citrus Fruits 0.992 Hogs Poultry 0.964 
Coffee Other permanent 
crop products 
0.992 Structural metal 
products 
Metal tanks, boilers 
and containers 
0.964 
Rubber products Plastic products 0.992 Glass and glass 
products 
Lamps, batteries and 
accumulators 
0.963 
Grains Soybeans 0.991 Sugarcane Citrus Fruits 0.962 
Metal forgings and 
stampings 
Motor vehicle parts 
and accessories 
0.991 Broadwoven fabric 
mills 
Other textile mill 
products 
0.962 
Hogs Poultry 0.991 Other metal products Farm and garden 
machinery 
0.961 
Inorganic chemicals Other chemical 
products 
0.991 Motors and 
generators 
Other electrical 
equipment 
0.957 
Paper and 
paperboard 
Wires, cables and 
electrical conductors 
0.991 Lamps, batteries and 
accumulators 
Miscellaneous 
industries 
0.957 
Glass and glass 
products 
Lamps, batteries and 
accumulators 
0.990 Citrus Fruits Other permanent 
crop products 
0.955 
Rubber products Lamps, batteries and 
accumulators 
0.990 Rubber products Plastic products 0.954 
Plastic products Glass and glass 
products 
0.990 Sugarcane Other permanent 
crop products 
0.954 
Citrus Fruits Other permanent 
crop products 
0.990 Dairy products Soaps, cleaners, and 
toilet goods 
0.954 
Paints and allied 
products 
Other chemical 
products 
0.990 Farm and garden 
machinery 
Vehicle body manuf. 
& motor repair 
0.953 
 
 164 
Table 39 – Most similar skill and knowledge profiles in 2009, for 55-level industries 
Skill factor similarity  Knowledge similarity  
Industry  Industry  Industry  Industry  
Pulp and paper 
products 
Rubber and 
plastic products 
0.991 Agrochemicals Other chemical 
products 
0.965 
Paints and allied 
products 
Other chemical 
products 
0.990 Nonferrous 
metallurgy 
Motor vehicle parts 
and accessories 
0.958 
Metal products, exc. 
machin. and equip. 
Motor vehicle parts 
and accessories 
0.989 Wood products, 
except furniture 
Furniture and misc. 
industries 
0.955 
Chemicals Other chemical 
products 
0.989 Paints and allied 
products 
Other chemical 
products 
0.948 
Machinery & equip., 
incl. maint. & repair 
Trucks and buses 0.989 Household 
appliances 
Trucks and buses 0.947 
Machinery & equip., 
incl. maint. & repair 
Other transportation 
equipment 
0.989 Nonferrous 
metallurgy 
Cars, vans and utility 
vehicles 
0.941 
Agrochemicals Other chemical 
products 
0.988 Pulp and paper 
products 
Rubber and 
plastic products 
0.939 
Nonferrous 
metallurgy 
Motor vehicle parts 
and accessories 
0.987 Metal products, exc. 
machin. and equip. 
Motor vehicle parts 
and accessories 
0.939 
Electrical equipment Electronic & 
communic. equip. 
0.987 Household 
appliances 
Electrical equipment 0.938 
Electronic & 
communic. equip. 
Medical, measurem. 
& optical equip. 
0.987 Cars, vans and utility 
vehicles 
Motor vehicle parts 
and accessories 
0.938 
Household 
appliances 
Electrical equipment 0.987 Household 
appliances 
Motor vehicle parts 
and accessories 
0.937 
Oil and natural gas Petroleum refining 0.986 Machinery & equip., 
incl. maint. & repair 
Trucks and buses 0.937 
Chemicals Paints and allied 
products 
0.986 Nonferrous 
metallurgy 
Metal products, exc. 
machin. and equip. 
0.935 
Cars, vans and utility 
vehicles 
Trucks and buses 0.986 Metal products, exc. 
machin. and equip. 
Machinery & equip., 
incl. maint. & repair 
0.935 
Electrical equipment Trucks and buses 0.986 Machinery & equip., 
incl. maint. & repair 
Other transportation 
equipment 
0.935 
Computer and office 
equipment 
Electronic & 
communic. equip. 
0.986 Trucks and buses Motor vehicle parts 
and accessories 
0.934 
Wood products, 
except furniture 
Furniture and misc. 
industries 
0.985 Metal products, exc. 
machin. and equip. 
Household 
appliances 
0.931 
Rubber and 
plastic products 
Metal products, exc. 
machin. and equip. 
0.985 Rubber and 
plastic products 
Household 
appliances 
0.931 
Nonferrous 
metallurgy 
Metal products, exc. 
machin. and equip. 
0.985 Electrical equipment Trucks and buses 0.931 
Household 
appliances 
Motor vehicle parts 
and accessories 
0.985 Electrical equipment Electronic & 
communic. equip. 
0.930 
 
Like the clustering analysis based on input-output similarities, ONET variable and the 
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skill groups derived through factor analysis can be used to generate industry clusters. In fact, 
ONET-based knowledge clusters were developed for the US by Feser (2003), with the use of 
Ward’s agglomerative hierarchical clustering. A similar procedure was adopted for Brazil, using 
simpler, disjoint hierarchical clustering techniques in SAS®. Hierarchical clusters can be used to 
produce tee diagram, such as the ones shown in Figures 18 and 19, which split the 147-level 
sectors of the Brazilian IO matrix into two major clusters. Sectors with more similar labor skills 
are grouped “earlier”, that is, at higher R-squared values, while less similar industries are 
grouped at lower R-squared values, to the left of the scale. 
The first major cluster of industries, shown in Figure 18, is divided into two main groups. 
The first and smaller of these groups is comprised of agricultural commodity sectors, such as 
animal production, grains and other field crops, citrus fruits, coffee and other permanent crop 
production, sugar, sugarcane and ethanol, which, in Brazil, uses sugarcane as its input. The 
second, much larger group is comprised of four clusters. The first of these clusters is comprised 
of services provided to businesses, mail, services typically provided to individuals, such as 
lodging and food services, and real estate and building maintenance services. 
The second minor cluster is comprised of electrical and electronic equipment sectors, 
medical, optical and photo equipment sectors, motor vehicle production, telecommunications 
equipment, household goods repair, and measuring instruments. 
The third minor cluster includes construction, railroad equipment, ship construction, 
metal tanks and structural metal products, coal and iron production, ceramic, concrete and 
cement products, nonmetallic minerals, vehicle repair, scrap recycling, and a subgroup including 
urban cleaning and waste services, road transportation, forestry and forest products, and fishing 
and aquaculture. 
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Figure 18 – Ward’s minimum variance labor skill clusters (major cluster 1) 
 167 
 
Figure 19 – Ward’s minimum variance labor skill clusters (major cluster 2) 
 
Finally, the fourth minor cluster in this figure is comprised itself of four subgroups. The 
first includes meat and fish products, footwear, and clothing. The second encompasses tobacco, 
and food products, as well as cleaning and toiletry goods. The third includes paper and paper 
products, rubber, plastic and glass products, wires, cables and lamps, farm, garden and other 
transportation equipment, nonferrous metals, firearms and military equipment, vehicle parts, and 
other metal products and stampings. The fourth subgroup includes wood and wood products, as 
well as leather and textile goods. 
Ellison et al. (2010) use occupation matrices as their source for calculating the correlation 
between the labor requirements of pairs of industries for the US. However, for Brazil, such a 
procedure yields much less interpretable results than the clusters presented above. One of the 
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reasons for this problem is that the use of occupation codes is greatly affected by the structure of 
the occupation classification, such as ONET-SOC for the US or CBO for Brazil. The use of 
disaggregated occupations may in fact treat as distinct some occupations that, despite having 
different codes, may demand similar skills from their workers, while the use of more aggregated 
codes may conceal differences among the occupations grouped into a same occupational family. 
The analysis for Brazil suggests that the use of ONET skills variables, instead of the 
occupations, may produce more interpretable indicators of the similarities and differences among 
sectors. Furthermore, the structure of the ONET variables and their level of detail allows for 
analyses that focus on different aspects of the labor pools. 
As in Feser (2003), one can focus, for example, only on the knowledge subset of ONET 
variables, in order to highlight the likelihood of labor pools to generate knowledge spillovers 
across sectors. Proceeding as before, a Ward’s minimum variance clustering analysis was 
conducting with the use only of ONET’s knowledge domain variables, described earlier on Table 
6. The resulting knowledge cluster tree is depicted in Appendix E and has patterns that are quite 
similar to the ones produced with the use of all ONET variables. 
Among the main differences, knowledge-only clustering procedures group 
pharmaceutical products with engineering and research intensive sectors, which include research 
and development, aircraft production and the oil and gas production cluster. All transportation 
sectors, regardless of the transportation mode, are grouped under one cluster, together with urban 
cleaning services, fishing and aquaculture, which make intensive use of transportation 
equipment. Ethanol, sugar, and sugarcane production constitute an important complex in Brazil, 
and are grouped more closely under the knowledge domains than under the overall ONET 
variables. A tighter knowledge link is also noticeable among different financial sectors. 
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4.4.3 Urbanization and skill patterns 
Labor skills can also be analyzed in terms of their geographic distribution. The presence 
of labor pooling agglomeration forces is particularly important for urban geography models, as 
discussed in Chapter 2. The geographic unit to be used in the study of labor pooling needs to take 
into consideration the appropriate extent of the local labor markets. For the USA, for example, 
Metropolitan Statistical Areas (MSA) are frequently used as geographic unit for measuring 
urbanization externalities, since the urban diversity argument for the existence of 
agglomerations, as in Jacobs (1969), is more closely related to the notion of metropolitan areas 
(Henderson, 1997). 
In Brazil, metropolitan regions are defined by the States, mainly for administrative 
purposes. Together with additional categories defined by law, such as urban agglomerates and 
integrated economic development regions, they covered, in 2010, 696 of the then existing 5565 
municipalities. A recent study by IBGE (2008b) proposed a new grouping of municipalities, 
based on the strength of the economic integration among their constituent municipalities and on 
the level of influence that each of these groups exert on other municipalities. The areas of this 
classification scheme are called population concentration areas (PCA). 
PCAs are hierarchically defined, according to their level of influence on other regions. 
Region 1A, for example, corresponds to São Paulo’s metropolitan area, the largest city cluster in 
the country, with the largest influence on other regions. Subsequent labels reflect areas with a 
decreasing role in the hierarchy of urban influences assessed by a survey conducted by IBGE in 
2007, which served as the basis for the construction of the classification. Table 40 shows the 
classification scheme, which has the advantage of covering the entire country, showing the 
number of units and the average size of each category. Regions classified as “5”, for example, 
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correspond to most isolated, smaller and less influential municipalities, which exert less 
economic impact on surrounding municipalities. 
Since the importance of the local labor markets was one of the variables taken into 
consideration for the construction of the classification, PCAs can be used as a proxy for the 
relevant labor markets in Brazil, within which labor pooling and other urbanization economies 
may take place. An aggregation of the relative levels of specialization on each Skill Factor 
reveals different roles for each area type, from the perspective of labor demand. 
 
Table 40 – IBGE’s population concentration areas (PCA) 
Code PCA type 
Number of 
PCAs 
Mean 
population 
1A Large National Metropolis 1 19,592,271 
1B National Metropolis 2 7,564,295 
1C Metropolis 9 3,037,142 
2A Regional Capital A 11 1,129,035 
2B Regional Capital B 20 426,869 
2C Regional Capital C 39 358,154 
3A Sub-regional Center A 85 110,577 
3B Sub-regional Center B 79 76,111 
4A Zone Center A 192 52,173 
4B Zone Center B 364 26,968 
5 Local Center 4,472 11,575 
Source: IBGE (2008b). 
 
Figure 20 depicts the average use of Cognitive Skills for the labor force of each PCA 
category, for years 2003, 2007 and 2010. A smoothed line was fitted to the data points using 
SAS’ spline routine, with a 65 smoothing parameter value. The values, summarized in the 
smoothed curves, indicate that the labor pool of larger regions—especially 1C metropolitan areas 
and 2A regional capitals—is more specialized in Cognitive Skills than that of smaller regions. 
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Figure 20 – Cognitive factor intensity by region category 
 
Additional figures in Appendix G  show the relative use intensity for the other skill 
categories. For most skills, there is a clear region-size trend, indicating that there is a high degree 
of regional skill specialization in the labor force, as measured by ONET-based skill factors. 
In addition to cognitive skills, large and more economically influential urban centers tend 
to specialize in management and conflict-management skills, sales skills, supervised-work 
abilities, independence skills, accuracy skills, and knowledge in telecommunications. 
Smaller and isolated municipalities tend to specialize in maintenance and operation, and 
in transportation skills. Jobs requiring physical strength and on-the-job experience are also 
concentrated in smaller regions. The group of abilities labeled “artistic skills” is also relatively 
concentrated in these places, because of the relatively higher concentration of artisans and jobs 
requiring manual work. 
Some skills do not have a clear urban-size pattern or are relatively more concentrated in 
middle- to middle-high-sized urban centers. This is the case of natural science and design and 
engineering skills, relatively more concentrated in “2C” (Regional Capital C) and “3A” (Sub-
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regional Center A) centers, respectively. This pattern is due to the concentration of car assembly, 
airplane construction and petroleum refining— relatively intensive in these skills—in these types 
of urban agglomerations. These results indicate that labor pooling may be particularly important 
for these industries, because they are more intensive in skills that are relatively specialized and 
education-intensive, but which are not relatively abundant in the larger urban centers. 
For the majority of skills, additionally, it is possible to identify a reduction in the regional 
specialization patterns from 2003 to 2010. Despite the short time frame, Figure 20 shows an 
increase in the use of cognitive skills in smaller municipalities, relative to their use in larger 
urban centers, which is indicated by the upward shift, from 2003 to 2010, at the tail of the PCA 
size scale. The same is true for management, teaching and social sciences, dependability and 
accuracy skills. At the same time, physically demanding jobs are becoming less concentrated at 
smaller PCAs. 
The previous analysis shows that the ONET-based skill factors, developed in section 3.1, 
seem to be a good tool for describing several dimensions of the labor force used by the different 
industries in Brazil, despite the caution needed, since the skill and ability scales were developed 
for US job requirements. These skill patterns and their similarities across industries will be used 
in the following chapter as a possible variable explaining part of the agglomeration forces 
present in the Brazilian economy. 
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Chapter 5 
THE DETERMINANTS OF AGGLOMERATION 
Chapter 4 described recent agglomeration and coagglomeration patterns of the Brazilian 
economy with the use of Ellison and Glaeser (1997)’s agglomeration and coagglomeration 
indices, and Moran’s  univariate and bivariate indices. Building on the discussion of previous 
chapters, results for the developed measures of input-output linkages and of and labor-embodied 
knowledge externalities, viewed as important sources of agglomeration economies, were also 
presented. 
The purpose of the present chapter is to integrate the previous results in a study of the 
association of coagglomeration patterns with the different sources of agglomeration economies 
in Brazil. This exercise is similar to that of Ellison, Glaeser and Kerr (2007; 2010), who calculate 
coagglomeration between pairs of manufacturing industries for the US and run regressions 
relating coagglomeration with the three classic sources of Marshallian agglomeration economies: 
input-output, labor and knowledge externalities. 
In their exercise, the authors also control the coagglomeration regressions for the 
existence of natural advantages, a mainly exogenous source of agglomeration economies, using a 
procedure similar to that adopted by Ellison and Glaeser (1999). Coagglomeration between 
manufacturing sectors is found to be determined by all three agglomeration forces—input-output, 
labor and knowledge externalities—, with input-output externalities revealing a stronger 
relationship with coagglomeration. 
Kolko (2010; 2007) extends this analysis to the services sectors in the US, showing that 
the forces that seem to be associated with coagglomeration between services are slightly 
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different than those affecting manufacturing. While for manufacturing all three agglomeration 
forces seem to be relevant, for services labor pooling is less significant, while direct input-output 
linkages and common backward linkages are more strongly associated with coagglomeration. 
For Brazil, the following analysis reveals the importance of natural advantages, such as 
mineral and agricultural resources, and infrastructure. The Manaus Free-tax Zone (MFZ), located 
at the Amazon region, is a significant driver of coagglomeration in Brazil, revealing the 
importance of second-nature elements in the explanation of industry location patterns. 
There are also indications in Brazil of internal economies of scale, given by the high 
coagglomeration of the pair constituted by “Cars, vans and SUVs” and by “Trucks and buses”. 
The colocation of this pair of industries is beyond what could be expected by their input-output 
and labor similarities. Since some of the firms in these industries are owned by single 
corporations, this may indicate internal economies that add to the externalities that operate 
between these industries. 
The analysis also reveals that direct trade, a measure of vertical externalities, and 
common output destination, a proxy for urbanization externalities, are the most important input-
output linkages for the overall spectrum of Brazilian industries. Labor and labor-embodied 
knowledge externalities, however, seem to be more strongly associated with coagglomeration in 
Brazil than input-output externalities. Overall knowledge use similarity is positively associated 
with coagglomeration and so are some type of labor skills, such as maintenance and operation, 
assistance, management, and telecommunications skills, on-the-job experience, and conflict 
management skills. 
In order to compare Brazilian results with those of Ellison, Glaeser and Kerr (2007; 
2010) for the manufacturing sector and Kolko (2010; 2007) for the services sectors in the US, 
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separate regressions for these industries were also conducted. 
For the manufacturing industries, the regression models indicate a pattern somewhat 
similar to that of the overall economy, with input-output, labor and knowledge variables 
significantly associated with coagglomeration. Natural resources, infrastructure, Manaus Free-
tax Zone and the Motor sectors dummy are also significant in explaining agglomeration. 
For the services sectors (excluding trade and transportation), however, only labor 
variables and local infrastructure seem to be significantly associated with coagglomeration 
patterns. If one considers services as including transportation and trade activities, maintenance 
and operation skills, transportation skills, and infrastructure are positively associated with 
coagglomeration. When services do not include trade and transportation, as in Kolko (2007), 
only team-work skills and infrastructure are positively associated with coagglomeration. In this 
case, services coagglomeration is also negatively associated with the presence of natural 
resources. 
That is, for the manufacturing industries, Brazilian data seems to be consistent with 
evidence found in the US, regarding the importance of all three types of Marshallian 
externalities. For the services sectors in Brazil, however, the association of coagglomeration with 
Marshallian externalities is different. While Kolko (2010; 2007) shows that services in the US 
tend to coagglomerate around their input-output linkages, especially at lower regional 
disaggregation levels, in Brazil, at the lowest possible disaggregation level, the municipal one, 
services seem to be more influenced by transportation labor skills and infrastructure availability. 
The next sections will present the procedures that generated the above results. Section 5.1 
presents a discussion on the variables associated with own-industry employment agglomeration. 
The purpose of this analysis is twofold. First, it provides a discussion of the sources of 
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agglomeration for individual industries in Brazil. Second, it provides the elements for 
constructing shared natural advantages variables that will be used in the following section. 
Section 5.2 investigates the association of Ellison et al.’s (2010) coagglomeration index 
with the sources of agglomeration economies in Brazil. An initial regression model relates 
coagglomeration for all pairs of industries in the economy with variables measuring shared 
natural advantages, input-output externalities, and labor and labor-embodied knowledge 
externalities. Subsequent analyses restrict the sample to manufacturing and services pairs only, in 
order to compare Brazilian results to the exercises of Ellison et al.’s (2010) and Kolko (2010; 
2007), respectively, for manufacturing and services industries in the US. 
5.1 Factors associated with agglomeration patterns 
There are several studies in the literature that investigate the possible sources of own-
industry agglomeration. One possible strategy is that adopted by Rosenthal and Strange (2001), 
who provide evidence, using US data, of the association of labor pooling, knowledge and input-
output externalities with economic agglomeration, as measured by the Ellison and Glaeser’s 
(1997) agglomeration index. 
Rosenthal and Strange (2001) use industry regression models of the form 
 (80) 
where  is a vector of variables containing proxies for agglomeration economies and controls 
for the presence of natural advantages and energy intensity for industries at different industry 
aggregation levels  and different regional aggregation levels . 
Natural advantages are controlled for with the use of variables derived from the US input-
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output tables, such as the use of energy per shipment, natural resources and water per dollar 
shipment, and several regional and industrial aggregation levels are tested. Labor pooling proxies 
show the strongest association with industry EG indices, calculated for the year 2000. 
Knowledge spillover proxies seem to be more relevant at the zip-code level only and natural 
advantages and input-output externalities seem stronger at the state level. 
Since this type of regression uses an industry index as the dependent variable, regional 
location patterns are summarized by the index and the independent variables consist of industry 
averages, such as input purchases or energy use. Results for this type of analysis express whether 
an externality or natural advantage variable is significant as a predictor of cross-industry 
agglomeration. 
However, the goal of this section is to provide industry-specific estimates of the effect of 
natural advantages variables. These estimates will be used for the construction of shared natural 
advantages variables in a coagglomeration model. For this purpose, a second class of estimations 
consists of regressions based on region-by-industry data, such as those conducted by Kim (1999) 
and Ellison and Glaeser (1999), seems more appropriate. 
In this type of analysis, industry location (employment, number of firms or value added) 
is used as the dependent variable. Regressors in such models consist of regional, industry-
specific data on labor and input use and local natural advantage variables. 
Kim’s (1999) performs a regression of industry value-added on Sate characteristics, 
based on OLS models of the type 
 
This equation corresponds to a Rybczynski matrix, where  is the regional output vector,  is 
the industry-by-industry input intensity matrix and  is a regional factor endowment vector. The 
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general model takes an industry-specific form 
 
where the covariates represent State-level endowments in the US for several census years from 
1890 to 1987. 
The results are intended to provide evidence of the relative importance of agglomeration 
economies and natural advantages for industry location. Kim’s (1999) results seem to point to 
the importance of labor and capital endowment for labor and capital intensive-industries, 
respectively. Results for State natural endowments also show that industries depending on raw-
materials industries tend to locate closer to their natural-resource-based input providers. For 
example, the location of the food and tobacco industries is correlated with that of the agricultural 
endowment; lumber and wood industries are located closer to the Timber industry; and 
petroleum and coal are closely located with petroleum and minerals. 
This type of model has the advantage of generating detailed, industry-specific 
information on the nature of the variables associated with industry agglomeration. The 
drawbacks are the more demanding data requirements and possible concerns on the 
appropriateness of separate industry regressions. Since the agglomeration of each individual 
industry may depend on that of other industries, separate industry regression models may not be 
in fact unrelated. 
Ellison and Glaeser (1999) also estimate the effect of natural advantages on industry 
agglomeration. Regional cost differences for selected raw materials and inputs, such as 
electricity, timber and agricultural products, and regional labor cost differences in the US, are 
used as the covariates of the model. The rationale for the model is the assumption that local 
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industry profits and, therefore, employment, are expected to be influenced by the location of 
overall economic activity, population and by a set of 16 variables aims at capturing some of the 
relatively exogenous natural advantages factors that may influence the location patterns in an 
economy. These natural advantage variables, labeled , are assumed to influence average profits 
at the region-industry level according to the expression 
 (81) 
Profits for industry  at location  are also assumed to be influenced by the region’s 
population share , and by the region’s share in manufacturing employment, . Ellison 
and Glaeser (1999) argue that this formulation reduces the number of required parameters in an 
estimation model. Instead of running a separate regression for each industry, as in Kim (1999), 
equation (81) requires the price or cost measure of natural advantage inputs, , to be 
proportional to the intensity with which industry  uses this input, . 
The estimated parameters of this regression are then used in the calculation of state-
industry employment shares: 
 
These estimated state-industry shares are used to replace the actual employment shares  in the 
calculation of EG’s agglomeration index. The difference between the agglomeration indices 
using actual and nature-determined industry shares is taken as an indication of the amount of 
agglomeration beyond that explained by natural advantages. 
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5.1.1 Construction of a model for Brazil 
For Brazil, the lack of region-specific information on the cost of raw materials led to an 
alternative estimation of the shares determined by natural advantages. A general industry-
specific regression model, similar to that of Kim (1999), but using employment as in Ellison and 
Glaeser (1999), may be defined as 
 (82) 
where the covariates are assume to measure the local availability of inputs, outputs, and labor 
used by typical firms of each industry and a set of natural advantages variables, which may or 
may not be industry-specific, captures the effect of exogenous sources of aggloemration 
economies. 
For the construction of the variables, several alternatives have been attempted. Dumais, 
Ellison, and Glaeser (1997), for example, in a study intended to measure the dynamic effects of 
agglomeration economies, produce a set of variables related to Marshallian externalities. Local 
input supplier presence, for example, can be assessed, for industry , as 
 (83) 
where, as elsewhere,  is the share of industry ’s input that comes from supplying industry , 
and  is industry ’s regional employment share. Similarly, output destination presence can be 
assessed as 
 (84) 
where  is the share of  as a supplier of . 
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The authors also construct a local labor mix presence, based on the occupations employed 
by each industry and the presence of these occupations at the different regions. This index 
assumes the expression 
 (85) 
where  is the share of occupation  for industry ’s employment and  represents 
the share of industry ’s employment in region  employment, net of ’s employment. According 
to Dumais et al. (1997), this measure can be interpreted as a sum of the squared deviations of the 
occupation mix desired by industry  and region ’s average labor composition.  
Modified versions of these indices are given by Glaeser and Kerr (2009), in a study on 
the influence of agglomeration externalities on entrepreneurship, measured through new firm 
creation. In this work, the authors define an input opportunity index for industry  in region  as 
 (86) 
This measure assumes that the local availability of inputs for industry  in region  should meet 
its input proportions contained in the input share matrix . 
Similarly, An output opportunity index is proposed by the authors as 
 (87) 
This index is similar to the output presence index (84), proposed by Dumais et al. (1997), with 
the addition of a normalization, given by the second bracketed term, which is intended to make 
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the index independent of market size. 
Finally, for a labor pooling measure, Glaeser and Kerr (2009) modify equation (85), by 
replacing the sum of squared terms by a sum of absolute deviations 
 (88) 
The measures proposed by Dumais et al. (1997) and Glaeser and Kerr (2009) are 
examples of variables that can be used in a regression model relating the presence of an industry 
with the availability of input-output and labor pooling externalities. 
Another recent example of candidate variables can be found in the study of Drucker and 
Feser (2012), who measure the effect of agglomeration economies on firm productivity. The 
authors assume that agglomeration economies at a giving location  are a function not only of 
local conditions, but also of supplier, purchasers and labor conditions at neighboring locations. 
As a result, their indices also use distance information as a weight for neighboring locations. 
For example, labor pooling is measured as a measure of the match of local and 
surrounding employment with the average occupational requirements of an industry, in the form 
 
In this index, for an industry , the labor attractiveness of a region  is given by the employment 
share in the top 10 occupations used by the industry at the location itself and at surrounding 
locations . Distances  are weighted by a decay parameter . 
Similarly, the attractiveness of the local and surrounding input and output conditions are 
given, respectively, by 
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In these indices, once again, the local presence of employment of supplying and purchasing 
industries is weighted by their national importance as suppliers or customers of industry . The 
novelty in the above metrics is their use of information on surrounding locations, since they are 
assumed to influence local agglomeration economies. 
The indices proposed by Drucker and Feser (2012) are particularly useful for the analysis 
spatially autocorrelated data, since they assume that agglomeration economies spill over 
surrounding locations. EG agglomeration and coagglomeration indices, however, assume that 
externalities are purely local. Since the main goal of the industry-specific models produced in 
this section is to provide an estimation of natural advantages for later use in a coagglomeration 
regression estimation, Drucker and Feser’s (2012) indices could be adapted to include only own-
region externality indicators: 
 (89) 
 (90) 
 (91) 
In the above expression, the share of an occupation in region  is multiplied by the share 
of that occupation in industry ’s employment. These shares are summed across occupations, in 
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order to capture the total match of industry intensity in the use of occupations with the regional 
distribution of that occupation. 
This set of variables, together with those proposed by Dumais et al. (1997), and Glaeser 
and Kerr (2009) were attempted as regressors for the industry-specific models (82). The use 
indices by Dumais et al. (1997), and Glaeser and Kerr (2009), used employment shares as the 
dependent variable, while the set of variables given by equations (89) through (91) allowed for 
the use of raw employment  as the dependent variable. 
A comparison of the results with these alternative models led to the choice of (89) 
through (91) as proxies for the effect of input-output and labor externalities. The resulting final 
model was defined as  
 (92) 
In addition to the variables inspired by Drucker and Feser’s (2012) work, the model contains 
several variables intended to capture the effect of natural advantages and other second-nature 
local characteristics that may influence industry employment. 
The variable  represents employment benefitted from Manaus Free-tax Zone for each 
industry. Firms located in Manaus, the capital city of the Brazilian state of Amazonas, are 
exempt of import and export taxes, as well as of part of the state and municipal taxes (Suframa, 
2012). Part of these exemptions are extended to other cities in the Northern region of the country, 
but few firms make use of the benefit outside Manaus’ metropolitan area. 
Manaus, located at the shores of the Amazon River, and at the heart of the low populated 
Amazon forest, would hardly have any major manufacturing activity. As a result of the incentive, 
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however, it hosts a significant part of the country’s production of electronics and transportation 
equipment goods. The existence of the MFZ was found to be a significant “natural advantage” 
affecting coagglomeration in Brazil. 
The other variables are region-specific but not industry-specific, appearing in all industry 
regressions. They consist of the region’s population , a dummy-like variable for the number 
of capitals (federal, state or municipal) present at each region, indices indicating agricultural 
potential, , the mineral potential for oil production, , iron production, , other 
mineral production, , road density, , and the proximity to the coast, to a seaport, 
and to a river port, , , and , respectively. 
The presence of agricultural land is also an important element in the localization of 
several industries. Other authors have used the location of the agricultural industry as a proxy for 
this variable. Here, instead, this industry is one of the analyzed sectors in the regression. 
Furthermore, its presence as a supplier is already included in input-output variables. As a result, 
agricultural land will be tested as a true natural advantage, with an influence that goes beyond 
that of the location of the agricultural sector itself. This may be particularly important for 
countries like Brazil, where natural advantages are expected to play a greater role on industry 
location than they do at more industrialized economies. This variable was constructed with the 
map of agricultural potential produced by IBGE (2002b). 
Similarly, regional mining potential indices were calculated with information provided by 
IBGE (2012) on the extraction of select minerals. This map was merge with information publicly 
available from the Brazilian Geological Service (CPRM, 2013), the National Department of 
Mineral Resources (DNPM, 2013) and from the National Oil and Natural Gas Agency (ANP, 
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2013), which provided information on the location of mineral and Oil and Natural Gas resources. 
The oil potential variable, in particular, was based on an average distance of each municipality to 
the inland and offshore oil producing areas. A decay factor of 0.1 was applied to the distances, as 
in Drucker and Feser’s (2012) indices above, after considering a range of possible values. The 
relative importance of each oil field was determined by its average production from 2004 to 
2006. 
For the other mineral resources, the databases contained product codes and names that 
were converted to the Brazilian classification of industrial products, which is integrated with the 
classification of economic activities, both provided by IBGE’s website on official national 
classifications (CONCLA, 2013). This allowed for an index with the regional availability of 
mineral resources usually extracted by each type of economic activity. Following Ellison and 
Glaeser (1999), population is added in order to capture urbanization externalities not accounted 
for by input-output and labor pooling variables. 
5.1.2 Estimation procedure 
The estimation followed a two-step procedure. Initial regressions like (92) were 
conducted for each industry separately. A stepwise variable selection method was adopted, in 
order to eliminate non-significant variables for the individual industry regressions. The cutoff 
value for a variable to enter the model was 0.15 and the cutoff value for a variable to stay in this 
initial set of individual models was 0.1, that is, variables were retained if significant at the 10% 
level. 
All full industry regression were conducted for the 53 aggregated sectors based on the 
National Accounts classification, in order to allow for the calculation of the proxy variables for 
input and output externalities. After this initial stepwise regression, only the significant variables 
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were kept for a subsequent seemingly unrelated regression (SUR) system of  equations, in 
the following form: 
 
where  corresponds to the set of industry-specific externality variables that resulted 
significant during the estimation of the individual stepwise selection models (92). Similarly, the 
set  corresponds, for every industry to the significant natural advantage proxy variables. 
The SUR approach is justified since it is unlikely that the individual regression equation 
system will display independent error terms. The variables in (92) can only partially capture the 
effect of natural advantages and agglomeration economies. As a result, omitted effects are likely 
to have a common effect on the different industries of the economy. 
5.1.3 SUR results for different regional aggregations 
Results for the SUR estimation of the system of industry regressions reveal that the 
model has a better fit for services, consumer goods industries such as “Newspapers, magazines 
and records”, “Rubber and plastic products”, “Tobacco goods”, “Clothing and accessories”, and 
“Leather goods and footwear”. Some industrial goods also display a reasonable fit, in terms of 
their adjusted  values. These include “Electronic & communication equipment”, “Oil and 
natural gas”, and “Metal products, except machinery and equipment”. Details are provided by 
Table 41, where the adjusted  regression results are shown, for each industry model and each 
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geographic detail level. The values are an average of the adjusted  values, since the 
regressions run separately for every year. 
As indicated by Table 41, the models seem to provide a better fit for increasing levels of 
regional aggregation, in an indication of externalities that span beyond the minimum common 
area (MCA) level, the population concentration areas (PCA), which aggregate most regional 
labor markets, and even the microregion level. 
Inspection of the original variable specifications revealed some potential problems. There 
were nonlinear pairwise relationships between the employment variable and most covariates. The 
residuals of the regressions also indicated clear misspecifications. As a result, logarithmic 
transformations were applied to the dependent variable, bringing it much closer to normality for 
most industries. However, it should be noted that there are many regions with no employment at 
the more disaggregated MCA and PCA levels, which renders the dependent variable non-normal 
in many cases. 
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Table 41 – Average adjusted  for SUR regressions, from 2003 to 2009, by region type 
55-level industry MCA PCA Microregion Mesoregion 
Agriculture and forestry 0.6947 0.7007 0.7289 0.8076 
Livestock and fishing 0.4731 0.5067 0.5812 0.6969 
Oil and natural gas 0.1772 0.2619 0.2829 0.2838 
Iron Ore 0.1600 0.1725 0.2226 0.2225 
Other extraction industries 0.4128 0.3875 0.5253 0.5822 
Food and beverage products 0.6714 0.6580 0.8269 0.8775 
Tobacco products 0.2701 0.3516 0.4633 0.5531 
Textiles 0.4860 0.4345 0.6366 0.7409 
Clothing and accessories 0.5180 0.4829 0.6753 0.8103 
Leather goods and footwear 0.7949 0.7963 0.8455 0.8596 
Wood products, except furniture 0.5140 0.4989 0.6029 0.5655 
Pulp and paper products 0.4166 0.3674 0.5520 0.6276 
Newspapers, magazines, records 0.6778 0.6306 0.7799 0.8633 
Petroleum refining 0.1630 0.3676 0.3525 0.4136 
Ethanol 0.0868 0.0838 0.2421 0.3649 
Chemicals 0.3054 0.2800 0.4984 0.5949 
Resins and elastomers 0.2380 0.3849 0.3957 0.5107 
Pharmaceutical products 0.3142 0.3333 0.4788 0.5694 
Agrochemicals 0.1341 0.2581 0.2891 0.3825 
Perfumery, hygiene products 0.4091 0.3642 0.5512 0.6306 
Paints and allied products 0.3027 0.3662 0.4708 0.5484 
Other chemical products 0.3410 0.2838 0.4908 0.5519 
Rubber and plastic products 0.4932 0.4182 0.6945 0.8120 
Cement 0.1738 0.3226 0.2998 0.3854 
Other products of nonmetallic minerals 0.5581 0.5207 0.5879 0.6916 
Steel and steel products 0.2987 0.3283 0.4481 0.5604 
Nonferrous metallurgy 0.4350 0.3725 0.5845 0.6892 
Metal products, except machin. and equip. 0.6680 0.6101 0.7855 0.8726 
Machinery & equip., incl. maint. & repair 0.5433 0.4707 0.7424 0.8227 
Household appliances 0.2462 0.3042 0.3876 0.4560 
Computer and office equipment 0.3192 0.4264 0.5041 0.6079 
Electrical equipment 0.4513 0.3949 0.6708 0.7570 
Electronic & communication equipment 0.4050 0.4152 0.6152 0.6966 
Medical, measurement & optical equip. 0.4107 0.4009 0.5948 0.6877 
Cars, vans and utility vehicles 0.2556 0.4187 0.4525 0.5345 
Trucks and buses 0.2735 0.3829 0.4027 0.4197 
Motor vehicle parts and accessories 0.4583 0.4013 0.6532 0.7984 
Other transportation equipment 0.3742 0.3693 0.5438 0.6218 
Furniture and miscellaneous industries 0.5734 0.5224 0.6948 0.7600 
Utilities 0.5109 0.5106 0.5580 0.7869 
Other transportation equipment 0.3742 0.3693 0.5438 0.6218 
Furniture and miscellaneous industries 0.5734 0.5224 0.6948 0.7600 
Utilities 0.5109 0.5106 0.5580 0.7869 
Construction 0.6214 0.5745 0.7633 0.8621 
Trade 0.8118 0.7733 0.9552 0.9806 
Transportation 0.8018 0.7357 0.9468 0.9754 
(continues) 
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Table 41 – Average adjusted  for SUR regressions (continued) 
55-level industry MCA PCA Microregion Mesoregion 
Information Services 0.6750 0.6411 0.7317 0.9116 
Financial services 0.6742 0.6889 0.8773 0.9799 
Real estate 0.6240 0.5560 0.7444 0.8547 
Maintenance and repair services 0.6683 0.6114 0.8005 0.8885 
Lodging and food services 0.6479 0.6228 0.7453 0.9160 
Services to businesses 0.7625 0.7390 0.8777 0.9323 
Educational services 0.6781 0.6467 0.7210 0.8132 
Health services 0.6268 0.6227 0.7462 0.8499 
Other services 0.6382 0.6269 0.8472 0.9039 
Public administration & soc. security 0.7997 0.7809 0.8519 0.9320 
Overall 0.4724 0.4751 0.6098 0.6947 
 
Future research developments should be made in treat the issue of non-normality due to 
zero response values. An option would be to use employment shares as the dependent variable 
and apply estimation methods suited for fractional response variables, such as those suggested by 
Papke and Wooldridge (1996; 2008). As already stated, models using shares were tested, with 
the use of the alternative input-output externality proxies proposed by Dumais et al. (1997) and 
Glaeser and Kerr (2009). The regression results, however, were less interpretable and unstable 
across slightly different model specifications. As a result, this SUR estimation should be viewed 
with caution, as an overall indication of the existence of agglomeration externalities and natural 
advantages for some sectors. Other techniques should be attempted in the future, in order to 
achieve better model specifications. 
With these considerations in mind, Table 42 presents the standardized SUR regression 
coefficients for the year 2009, using PCA regional aggregation. The table is order by decreasing 
values of the EG agglomeration index, for comparison purposes. Results indicate that the 
presence of local intermediate inputs, measured by the  variable, exerts a larger influence for 
the employment share of service industries in general, and particularly to utilities, services to 
businesses, health, financial and information services, construction, and transportation. 
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Table 42 – SUR standardized regression coefficients for 2009, PCA regions 
(variables significant at the 5% level, by decreasing order of the EG index) 
 IA OA LS Z Pop. Capital Agr Oil Iron Miner. Road EG index 
Trucks and buses   0.001   1.067      0.182 
Oil and natural gas  0.307 0.001   1.568  0.017    0.157 
Tobacco products -0.236 0.664 0.001   2.617      0.103 
Cars, vans and utility vehicles -0.595 0.651 0.001 0.634 0.071 1.224      0.071 
Electronic & communication equipment -0.185 1.107 0.001  0.702      0.000 0.053 
Other transportation equipment  1.561 0.001        0.000 0.049 
Iron Ore -0.248 0.492 0.001  -0.124 0.789   0.102   0.033 
Leather goods and footwear -1.450 3.843         0.000 0.030 
Resins and elastomers 0.171 0.111 0.001 0.402 0.473 -1.246      0.025 
Computer and office equipment 0.482 -0.106 0.001 0.328 0.415 0.859      0.024 
Pharmaceutical products 0.735 0.302 0.001  0.596      0.000 0.021 
Agriculture and forestry 2.974 0.805   -3.279  0.590 0.026    0.020 
Financial services 5.237 -3.299 0.000    0.355   0.018  0.019 
Livestock and fishing 1.757 0.886   -2.230  0.551   0.019  0.019 
Ethanol 0.388  0.001  -0.276 0.764 0.287     0.019 
Paints and allied products 0.413 0.457 0.001  0.612       0.018 
Information Services 4.369 -1.914 0.000  1.118      0.000 0.018 
Wood products, except furniture 1.225 2.289   -1.375     0.041  0.017 
Other extraction industries 1.526 1.370   -1.433  0.686 0.107  0.163  0.015 
Textiles -0.337 2.663   0.640       0.015 
Motor vehicle parts and accessories  2.358 0.000  0.628       0.015 
Chemicals 0.857 0.593 0.000  0.449  0.454 0.032    0.014 
Petroleum refining  0.298 0.001  0.251 0.756     0.000 0.013 
Nonferrous metallurgy  1.248 0.001  1.009       0.013 
Other products of nonmetallic minerals 2.758 0.930 -0.001  -0.630     0.076  0.012 
Steel and steel products 0.357 0.318 0.001  0.547    0.038  0.000 0.011 
Food and beverage products 0.855 3.046 -0.001  -0.893     0.036  0.011 
Services to businesses 8.389 -5.747 0.000  -0.799  0.261     0.010 
(continues) 
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Table 42 – SUR standardized regression coefficients for 2009, PCA regions (continued) 
 IA OA LS Z Pop. Capital Agr Oil Iron Miner. Road EG index 
Furniture and miscellaneous industries 2.870 1.226 0.000  -1.275       0.009 
Cement  0.078 0.001 0.457 0.296 1.597     0.000 0.008 
Electrical equipment  2.102 0.000  0.473       0.007 
Newspapers, magazines, records 3.979 -0.888 0.000  0.757       0.007 
Rubber and plastic products 1.858 0.718   0.505       0.007 
Medical, measurement & optical equip.  1.557 0.000  0.525       0.007 
Machinery & equip., incl. maint. & 
repair 
1.711 1.477          0.006 
Pulp and paper products  2.485 0.000         0.006 
Clothing and accessories 2.793 1.931   -2.337       0.006 
Other chemical products 0.559 0.902 0.001  0.606 -0.841      0.006 
Real estate 3.234  0.000  0.312       0.005 
Metal products, except machin. and 
equip. 
3.907 0.825 0.000  -1.877       0.005 
Household appliances  0.276 0.001 0.288 0.281      0.000 0.004 
Other services 3.945 -2.013 0.000       0.038  0.004 
Perfumery, hygiene products  1.682 0.000  0.956       0.003 
Construction 4.019 -1.084 0.000  -0.706   0.040  0.029  0.002 
Health services 5.775 -2.877 0.000    0.288   0.023  0.002 
Lodging and food services 3.534 -0.730 0.000  -0.573     0.041  0.002 
Transportation 2.214 -0.586 0.000  -0.475     0.018  0.001 
Educational services 3.603 -0.937 -0.001  1.896  0.168     0.001 
Trade 1.567  0.000  -0.394  0.065     0.000 
Maintenance and repair services 4.077  0.000  -1.734       0.000 
Utilities 10.704 -8.560 0.000    0.361     -0.001 
Public administration & soc. security -1.086 2.470   -0.464  0.023 0.005  0.005  -0.004 
Agrochemicals 0.187  0.001  0.251      0.000 -0.006 
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The presence of intermediate output purchases seems to exert an attraction for the 
location of most consumer industries, such as food and beverage products, leather goods and 
footwear, and clothing and accessories. Public administration and social security, wood products, 
except furniture, textiles, pulp and paper products, motor vehicle parts and furniture and 
miscellaneous industries also have their local employment levels influenced by the location of 
purchasing industries. 
The labor proxy variable, indicating the importance of specialized occupations was 
significant for fewer industries. These industries belong mostly to vehicle and ethanol 
production, oil and gas and petroleum refining, as well as chemical, petrochemical and 
pharmaceutical industries. 
The Amazon Free Tax Zone variable exerts a positive influence on the location of cars, 
vans and utility vehicles, resins and elastomers, cement, household appliances, and computer and 
office equipment. These correspond to some of the industries with firms operating at the free tax 
zone. Population influences the location of most services and consumer goods industries, 
particularly education, information services, nonferrous metallurgy, perfumery and hygiene 
products, health services, newspapers, magazines, and records, electronic and communication 
equipment, and pharmaceutical products. 
The capital indicator seems to be associated with the location of several industries 
supplying the construction sector, such as paints and allied products, steel products, and cement, 
as well as electronic and communication equipment, pharmaceutical products, tobacco products, 
other transportation equipment, and medical, measurement and optical equipment. The 
agricultural potential is associated with higher employment levels for agriculture and forestry, 
livestock and fishing, other extraction industries, chemical products, and ethanol. 
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Oil potential is correlated with higher employment levels for other extraction industries, 
agriculture and forestry, textiles, chemicals, other products of nonmetallic minerals, construction, 
steel and steel products, and oil and natural gas. It was expected that the oil and natural gas 
would have an even stronger association with its intrinsic natural resource potential. However, 
oil production in Brazil take place increasingly at offshore locations. As a result, the municipality 
closer to the oil fields is not always the one where the companies are located, or where they 
report their employees to work. 
The presence of iron ore is strongly associated with iron extraction, steel and steel 
products, cement, cars, vans and utility vehicles, public administration and social security, other 
extraction industries. The presence of other minerals is associated with other extraction 
industries, other products of nonmetallic minerals, lodging and food services, other services, 
wood products, except furniture, and construction. 
The distance to the coast has a less clear interpretation, since it seems to be associated 
with educational services, other products of nonmetallic minerals, maintenance and repair 
services, other extraction industries and leather goods and footwear. Finally, road density is 
positively correlated mainly with lodging and food services, utilities, livestock and fishing, 
construction, information Services, and services to businesses. 
These results indicate that agglomeration economies and natural resources seem to be 
associated with several industries in Brazil. At the municipal aggregation level shown here, 
input-output proxy variables show a strong association with many sectors. The occupational 
variable used here seems to have a more limited effect on industry location, possibly capturing 
only the specialization of transportation equipment, mineral extraction, and chemical industries. 
Natural advantages and exogenous tax benefits also show a strong association with the location 
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of several sectors, as well as population and road infrastructure. 
For some of the variables and sectors, it is important to notice that endogeneity issues 
may influence the results. It is likely that many industries are responsible for attracting 
population or infrastructure, or their suppliers and customers, instead of being driven by them. 
As a result, the associations highlighted here should not be viewed as causal relationships. 
Future research should further explore the explanatory potential of the proxy variables 
discussed here. Approaches such as that of Rosenthal and Strange (2001), which associate 
externality and natural advantages proxy variables directly with Ellison and Glaeser’s (1997) 
agglomeration index are an example. The use of the seemingly unrelated regression model, 
described above, seems to confirm the analysis of the regional trends for this index, described in 
the previous chapter. Figure 12, on page 121, showed that agglomeration is increasing at higher 
levels of regional aggregation. The externality and natural advantage proxy variables, described 
here, seem to better capture agglomeration and natural economies at higher aggregation levels. 
This may suggest a spatial autocorrelation of agglomeration economies, which may be 
investigated with the use of spatial econometric techniques. This could be done by adding spatial 
lag terms to equations (89) through (91), as originally suggested by Drucker and Feser (2012). 
The natural advantages indicators used in the above analysis will be used, in the next 
section, for the study of coagglomeration patterns. This is the approach suggested by Ellison et 
al. (2007; 2010), who use the agglomeration analysis proposed by Ellison and Glaeser (1999) as 
an initial step for estimating the joint effect of natural advantages on industry pairs. This joint 
effect is then used as an independent variable in the analysis of industry coagglomeration. 
The next section will provide a similar discussion of the influence of externalities on the 
coagglomeration patterns in Brazil, combining labor and input-output externality proxies 
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discussed in previous chapters and the natural advantages proxy variables just described. The 
main goal is to show the usefulness of the developed proxies to investigate the possible 
influences of agglomeration economies on the observed location patterns of that country. 
5.2 Factors associated with co-agglomeration patterns 
Following the discussion in the previous chapters, coagglomeration between pairs of 
industries may be driven by labor, knowledge, and input-output agglomeration externalities, as 
well as by local natural advantages and other factors affecting transportation costs and market 
access. This section will test the relationship of the coagglomeration of Brazilian industries, 
measured with Ellison and Glaeser (1997)’s coagglomeration index and described in Chapter 4, 
with the variables that aim to represent the presence of labor pooling, input-output relationships 
and natural advantages affecting pairs of industries. 
Evidence of the possible causes of coagglomeration patterns are provided by Ellison et al. 
(2010), who run a regression relating the coagglomeration index for pairs of industries  and  
against variables that represent different externalities and, therefore, agglomeration forces. 
For both Ellison and Glaeser (1997)’s coagglomeration index and a bivariate version of 
Duranton and Overman (2005)’s agglomeration index, Ellison et al. (2010) propose the 
estimation of an OLS regression: 
 Nature IO Labor Technology (93) 
For the dependent variable, the authors propose the use of the simplified version of the 
coagglomeration index, described in equation (38). Recalling this formulation, for a pair of 
industries  and , the simplified coagglomeration index is defined as 
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 (94) 
where, as usual,  represents the region shares in total (nation-wide) employment. 
Regarding the labor externality proxy, the authors use the pairwise correlation of 
occupational percentages between two industries. Regarding the input-output variables of the 
regression equation, Ellison et al. (2010) use the two share variables described in equation (61), 
in Chapter 3: first, the share of industry ’s input that comes from industry , and, second, the 
share of industry ’s output that has industry  as its final market. These two shares measure the 
strength of the direct forward and backward linkages between any two industries. 
For the technology variables, Ellison et al. (2010) use two alternative measures. One is 
Scherer (1984) ’s technology flow matrix, which uses patent and R&D data to measure the extent 
to which technology development flows from one industry to another. The second is derived 
from a concordance between the US Patent and Trademark Office (USPTO) technology 
categories and the Standard Industry Classification (SIC3) industries, which measures the extent 
to which patents by industry  cite technologies associated with industry . 
Finally, Ellison et al. (2010) propose the use of this coagglomeration index also for the 
construction of the variable capturing natural advantages, based on the work of Ellison and 
Glaeser (1999). These authors estimate a regression model in order to assess the effect of natural 
advantages on industry agglomeration. The estimated parameters are used in the calculation of 
state-industry employment shares: 
 (95) 
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In Ellison and Glaeser’s (1999) original work, these estimated state-industry shares are 
used to replace the actual employment shares  in the calculation of own-industry 
agglomeration. The difference between the traditional agglomeration index using actual and 
nature-determined industry shares is assumed to indicate the amount of agglomeration beyond 
that explained by natural advantages. 
Ellison et al. (2010) propose a similar procedure for the calculation of the 
coagglomeration index. Estimated shares for individual industries are obtained as in Ellison and 
Glaeser’s (1999). These nature-determined expected shares (95) are then used to replace the 
state-industry shares  in (94). The result is an approximate coagglomeration index between 
industries  and  that is due to shared natural advantages: 
 
This natural-advantage coagglomeration is used in the regression model (93), which becomes 
 IO Labor Technology (96) 
The following sections will provide similar regression models using Brazilian data. Initial 
models will present results for all pairs of 55-level industries, representing all economic 
activities. Additional regressions, using the same set of variables, will be compared to restricted-
sample regressions, containing manufacturing and services industries only, for a more direct 
comparison with the results obtained for these sectors for the USA, by Ellison et al. (2010) and 
Kolko (2010; 2007). 
5.2.1 The response variable 
The response variable for all coagglomeration regression models will be Ellison et al.’s 
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(2010) coagglomeration index, calculated for at the municipal level. This variable, already 
discussed in Chapter 4, measures the extent of colocation for the employment of pairs of 
industries. As shown in Figure 21, the index has approximately normal distribution at the 
municipal level, with the presence, however, of important outliers. The index has a median of 
approximate zero (0.000574), a mean of 0.001456, a range of 0.15825 and a standard deviation 
of 0.00765. 
As a result of this relatively normal distribution, the raw index, without any variable 
transformation, will be used as the dependent variable in all the following regression analyses. 
 
Figure 21 – Distribution analysis of the coagglomeration index, 2009 municipal aggregation 
 
The following section will discuss the covariates included in the model and their 
statistical characteristics and limitations, as well as partial regression models containing only  
input-output regressors or only labor variables. 
5.2.2 Input-output variables 
Despite the expected interaction of nature, input-output and labor variables in 
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determining coagglomeration patterns, it is possible to perform an initial partial analysis of the 
association of each type of externality with the coagglomeration index. Since Ellison et al. (2007; 
2010) found input-output linkages to be the most important Marshallian externality in the US, 
they will be investigated first. Consider a regression model where only input-output linkages are 
associated with the EG’s coagglomeration index: 
 (97) 
As described in sections 3.2 and 4.3, there are several types of input and output linkages that can 
be included even in such a simple model. The variables that have been constructed for this input-
output externality assessment are as follows: 
 Mean direct purchase linkages (IO_X_MEAN): the mean of ’s share as a supplier to  and ’s 
share as a supplier to , that is, the mean of  and  described by equation (61); 
 Maximum direct purchase linkage (IO_X_MAX): the maximum of the above purchases shares; 
 Mean direct sales linkages (IO_Y_MEAN): the mean of ’s shares as a customer of  and ’s 
share as a customer of , that is, the mean of  and  described by equation (61); 
 Maximum direct sales linkages (IO_Y_MAX): the maximum of  and  sales shares; 
 Mean direct linkages (IO_MEAN): the mean of , , , and ; 
 Maximum direct linkages (IO_MAX): the maximum of , , , and ; 
 Dual scaling measure of indirect purchase association (DS_D_X, DS_S_X, IO_D_X, and IO_S_X): 
distance measure between industry purchase profiles, calculated for the dual scaling distance 
matrix , described by equation (67). The same variable has also been measured with the 
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alternative similarity measure, as described in equation (71); 
 Dual scaling measure of indirect sales association (DS_D_Y , DS_S_Y, IO_D_Y, IO_S_Y, 
IO_D_Y2, and IO_S_Y2): distance between industry sales profiles, calculated for the dual 
scaling distance matrix , described by equation (66) The same variable has also been 
measured with the alternative similarity measure, as described in equation (72), using 
intermediate demand only and intermediate and final demand patterns combined; 
 Dual scaling measures of sales-purchases association (DS_D_XY_MEAN, DS_S_XY_MEAN): the 
mean of elements  and  of matrix described by equation (68), measuring the indirect 
vertical linkages between industries  and , calculated with the use of the dual scaling 
method. The mean of equivalent similarity measures,  and , using absolute distances as 
in (71) and (72), was also obtained. 
 Dual scaling measures of maximum sales-purchases association (DS_D_XY_MIN and 
DS_S_XY_MAX): similar to the variable above, but using the minimum of the distance 
measures  and  and the maximum of the similarity measures  and . 
As discussed in section 3.2.5, indirect linkage measures constructed for the shares 
matrices  and  may be used as a replacement to measures based on dual scaling matrices. As 
a result, for every dual scaling measure described above, its equivalent distance and similarity 
measure based on the shares matrices were also calculated and used in the regression model (97). 
However, indirect linkages measures generated with the dual scaling method proved better 
adjusted to the models than indirect-linkages measures based on this alternative procedure. 
The input-output regressions were conducted also with a transformation of the direct 
 202 
linkages variables. Direct linkages are made up of shares in the row or column standardized 
transactions matrix, and have shown a great deal of non-constant variance in their relation with 
the coagglomeration variable. As recommended in the literature for share variables (Atkinson, 
1985), an arcsine square root transformation was performed, in order to stabilize the variable 
variance. Figure 22 shows the results for the direct purchase linkages variable. 
  
Figure 22 – Original and transformed direct purchase linkage variable 
 
Table 43 presents a summary of OLS regression results, using different measuring 
strategies for the direct linkage variables, with direct linkages variables already transformed. For 
maximum pairwise regressions, the maximum of the shares corresponds to   for 
backward linkages,   for forward linkages, and   for the 
maximum of combined backward and forward direct linkages between industry pairs. For the 
pairwise mean regressions, the corresponding means of the above shares are taken for every 
industry pair. Another model distinction is the use of distance or similarity measures for the dual 
scaling indirect linkages matrices. Distance measures are based on Euclidean distances, while 
similarity measures are based on average absolute linkage distances. 
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Despite the efforts to model different types of linkages, averaged in different ways, and 
measures by different metrics, Table 43 reveals that input-output proxy variables, in isolation, 
are associated with a small portion of the variation of the coagglomeration variable, as indicated 
by the small adjusted  values. The sign of the effect of input-output linkages on 
coagglomeration is not always positive. Direct forward and backward linkages do seem to have a 
significant and positive effect on coagglomeration, which means that industries with stronger 
direct linkages tend to collocate at the municipal level. At higher levels of aggregation, forward 
direct linkages tend to become less associated with coagglomeration, while backward linkages 
remain significantly associated with coagglomeration. 
 
Table 43 – Municipal Coagglomeration regressions with IO variables-only, 2009 data 
 Pairwise Maximum Regressions Pairwise Mean Regressions 
 Distance measures Similarity measures Distance measures Similarity measures 
  Single 
direct 
linkage 
Separate 
direct 
linkages 
Single 
direct 
linkage 
Separate 
direct 
linkages 
Single 
direct 
linkage 
Separate 
direct 
linkages 
Single 
direct 
linkage 
Separate 
direct 
linkages 
Intercept 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
(0.0259) (0.0258) (0.0264) (0.0263) (0.0260) (0.0260) (0.0263) (0.0262) 
Direct forward and 
backward linkages 
0.1727*    0.1671*    0.1906*    0.2075*    
(0.0280)  (0.0306)  (0.0282)  (0.0307)  
Direct backward 
linkages only 
 0.1484*    0.1397*    0.1199**  0.1511*   
 (0.0343)  (0.0347)  (0.0376)  (0.0372) 
Direct forward 
linkages only 
 0.0768**  0.0899**  0.0971**  0.0864** 
 (0.0341)  (0.0368)  (0.0379)  (0.0387) 
Dual Scaling indirect 
backward linkages 
-0.0912** -0.0878** -0.0793     -0.0859     -0.3909*   -0.3895*   -0.0726     -0.0788     
(0.0366) (0.0365) (0.0513) (0.0512) (0.0742) (0.0757) (0.0520) (0.0521) 
Dual Scaling indirect 
forward linkages 
0.0896*   0.0945*   -0.0521     -0.0501     0.0592** 0.0606** -0.0354     -0.0347     
(0.0281) (0.0281) (0.0441) (0.0438) (0.0288) (0.0292) (0.0438) (0.0438) 
Dual Scaling indirect 
vertical linkages 
0.3019*   0.3095*   -0.1022*   -0.1208*   0.5621*   0.5629*   -0.1485*   -0.1487*   
(0.0363) (0.0362) (0.0393) (0.0401) (0.0770) (0.0790) (0.0429) (0.0434) 
 0.073 0.083 0.037 0.048 0.068 0.071 0.048 0.052 
Observations 1378 1378 1378 1378 1378 1378 1378 1378 
* Significant at the 1% level 
** Significant at the 5% level 
 
Concerning indirect linkages, however, the picture is less clear. Using distance measures 
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for the dual scaling variables, indirect backward linkages have a significant and expected 
negative sign. That is, industries with more dissimilar backward linkages tend to collocate less 
often. However, if the dual scaling variables are measured with the use of a similarity metric, 
common backward linkages become non-significant. 
Dual scaling measures of indirect forward linkages (a proxy for urbanization 
externalities) and indirect vertical linkages, however, seem to display a negative association with 
coagglomeration. For the indirect forward linkages, this is only true for measures that consider 
industry pairs as providers of intermediate goods only. If one considers an alternative input 
output measure of forward linkages similarity that takes into account both intermediate and final 
demand destinations (variable IO_D_Y2 described in section 3.2.5), then the common forward 
linkages become positively associated with coagglomeration patterns. 
That is, for the whole spectrum of economic activities, final demand seems to be a 
stronger driver of urbanization externalities than intermediate demand only. This may be a 
consequence of modeling services industries together with agriculture and manufacturing. 
Separate regression models for manufacturing and services only will test whether or not this is 
the case. 
However, the ue of these alternative measures, instead of the dual scaling metric, reduces 
the significance of the direct linkage variables. That is, the alternative measures, described in 
section 3.2.5 and directly using the transactions matrix for the calculation of indirect linkages 
seems to be more correlated with the direct linkages variables. As a result, considering the whole 
spectrum of activities, the selected input-output variables are presented at Table 45. In this 
equation, the two measures of direct linkages are positive and significant. The distance between 
backward linkages is negative and significant, showing that industries with more similar 
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backward linkages are more coagglomerated. 
 
Table 44 – Municipal coagglomeration OLS model, IO variables only 
Variable Parameter 
Estimate 
Standard 
Error 
t Value Pr > |t| 
Intercept 0.000 0.023 0.000 1.000 
IO_X_MEAN - Mean direct backward linkages 0.132 0.033 4.020 <.0001 
IO_Y_MEAN - Mean direct forward linkages 0.084 0.033 2.540 0.011 
DS_D_xx - Dual scaling backward linkages distance -0.152 0.067 -2.270 0.023 
DS_D_yy- Dual scaling forward linkages distance 0.094 0.025 3.680 0.000 
DS_S_xy_mean - Dual scaling indirect vertical linkages 
distance 
0.318 0.070 4.560 <.0001 
Motor vehicle dummy 0.482 0.023 20.950 <.0001 
     
F Value 97.3    
Pr > F <.0001    
R-Square 0.299    
Adj R-Sq 0.296    
 
Common forward linkages and indirect vertical linkages, however, are negatively 
associated with coagglomeration, when all industries are included in the regression model. A 
dummy variable for the pair “Cars, autos and SUVs” and “Truck and buses”, is also included. 
The inclusion of the dummy decreases the significance of the common backward linkages 
variables, since this pair of highly coagglomerated industries displays similar suppliers. 
Summary fit diagnostics graphs for this regression model are presented in Figure 23. The 
results show that input-output variables alone are not good predictors for the coagglomeration of 
overall economic activity. The purpose of this partial regression, however, was to investigate the 
different types of IO measures and select the set of variables that proved more appropriate to the 
Brazilian data. 
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Figure 23 – Fit Diagnostics for the OLS regression of EG coagglomeration on IO variables 
 
5.2.3 Labor pooling and labor-based knowledge domains 
Turning the attention to the labor pooling proxy variables that may be associated 
with coagglomeration patterns, let us recall the set of variables that aim at capturing such 
association. Chapter 3 has described the use of the ONET database for the analysis of the 
patterns of industry labor use. ONET occupational information, or a subset of it, can be 
directly used to assess industry similarity, as proposed by Feser . Distance and similarity 
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measures such as those proposed by equations (76) and (78) can use all or just a few of 
the ONET variables to construct a composite similarity index. 
The Skill Factors based on groups of ONET variables, constructed with the use of 
Factor Analysis and applied to Brazilian industry employment in Chapter 4, were the 
basis for the construction of other regressors that aim at representing different aspects of 
labor requirements and, therefore, similarities. Each skill factor may be used by itself or 
combined in composite metrics such as those proposed in equations (77) and (79). 
In all cases, for every variable, or set of variables, the similarity measure for pairs 
of industries was constructed by weighting occupation-specific scores in each variable by 
the relative employment in each occupation in each sector. The resulting industry-by-
ONET-variable matrix, or industry-by-Skill Factor matrix, was used as input for 
constructing the similarity measures. The final variable consists of values measuring how 
similar every two industries are in terms of their average scores on a labor variable or a 
set of labor variables. Two types of regressors have been constructed: 
 Similarity of combined ONET variables use (ONET_ALL_S and ONET_ALL_D): This variable 
measures how similar industry pairs are in terms of their use of all ONET variables. 
 Similarity of ONET Knowledge Domains (ONET_ALL_S and ONET_ALL_D ): This variable 
measures how similar industry pairs are in terms of their use of the ONET knowledge 
domain variables only. In the absence of an inter-industry technology flows matrix, this 
variable is intended to capture the importance of similar knowledge used by the occupations 
of the industries. 
 Similarity in the use of a specific Skill Factor (F#_S and F#_D): Two sets of twenty-one 
variables of this type were constructed; each of them measuring the similarity between two 
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industries in the use of each of the skill Factors described in Section 3.1. These variables are 
intended to measure specific dimensions of labor skill and its association with industry 
coagglomeration. 
 Similarity in the use of all Skill factors combined (ONET_ALL_S and ONET_ALL_D): This 
variable is intended to measure the combined influence of factor similarity in the use of the 
21 skill factors. 
In order to highlight the association of labor variables only with coagglomeration, a 
separate regression containing only these variables was run, according to the model: 
Labor  
Two types of models were constructed. One contained only the distance variables of the type 
described by equations (76) and (77), for ONET and Skill factors. The other contained the 
similarity versions of the same variables. A summary of the model results for the distance 
variables is presented in Table 45. Only variables with a significant effect at the 0.05% level 
were kept in the final model. Model selection was done with the help of both stepwise (with .15 
significance to enter the model and .05 to stay in the model) and Mallow (1973)’s  selection 
criteria. 
The variables measuring the combined use of ONET variables or Skill Factors did not 
show a significant association with coagglomeration when individual skill variables are added. 
Knowledge similarity, however, did show a significant association with coagglomeration. 
Distance variables displaying negative regression coefficients should be interpreted as follows: 
an increase in the skill similarity for an industry pair increases the tendency of these industries to 
coagglomerate. 
For example, for a pair of industries, an increase of one standard deviation in the 
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dissimilarity of the maintenance and operation skill levels of the workers reduces in .29 standard 
deviations the tendency of this industry pair to coagglomerate. Other skills whose similarity 
seems to be positively associated with agglomeration are: assistance, management, and 
transportation skills, physical strength, telecommunication skills, job experience, conflict 
management skills and sales skills. 
 
Table 45 – Municipal coagglomeration OLS model, distance labor variables only 
Variable Parameter 
Estimate 
Standard 
Error 
t Value Pr > |t| 
Intercept 0.0000 0.0194 0.00 1.0000 
ONET Knowledge -0.2498 0.0374 -6.68 <.0001 
F2 - Maintenance and operation skills -0.2748 0.0288 -9.53 <.0001 
F4 - Management skills -0.0486 0.0209 -2.33 0.0201 
F5 - Design and engineering skills 0.0623 0.0226 2.75 0.0060 
F6 - Transportation skills -0.0486 0.0210 -2.32 0.0207 
F8 - Accuracy and automation skills 0.0841 0.0264 3.18 0.0015 
F10 - Teaching and social science skills 0.0887 0.0277 3.20 0.0014 
F11 - Physical strength -0.1210 0.0227 -5.34 <.0001 
F12 - Telecommunication skills -0.0657 0.0220 -2.98 0.0029 
F13 - Independence skills 0.0871 0.0250 3.49 0.0005 
F15 - Attention skills 0.1345 0.0244 5.50 <.0001 
F17 - Conflict management skills -0.0684 0.0225 -3.04 0.0024 
F19 - Sales skills -0.1325 0.0245 -5.41 <.0001 
Motor vehicles dummy 0.4632 0.0195 23.73 <.0001 
     
F Value 84.46    
Pr > F <.0001    
R-Square 0.4819    
Adj R-Sq 0.4762    
 
Similar skill levels in some typically manufacturing-related skills, such as design and 
engineering, accuracy and attention skills seem to be associated with lower levels of industry 
coagglomeration at the municipal level. As suggested in the literature (D. Acemoglu, 1997; Silva 
& Hewings, 2010), agglomeration may also produce diseconomies of scale through labor 
poaching. For some general enough skills, even coagglomeration may have this effect, with firms 
capturing skilled workers from surrounding industries. 
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Finally, in addition to the labor skill variables, a “Motor vehicle” dummy  variable was 
added once more to control for the outlier value corresponding to the pair “Cars, autos and 
SUVs” and “Truck and buses”, which displays unusually large coagglomeration. 
Another set of variables that have been constructed consist of similarity measures, 
described in equations (78) and (79). These variables have an opposite interpretation, when 
compared to the dissimilarity variables discussed above. They measure the skill similarity for a 
pair of industries. Average similarity is also measured for the whole set of ONET variables and 
for the combination of all skill factors. 
Table 46 displays results for an OLS regression of municipal coagglomeration, replacing 
the Euclidean distance measures discussed above by their Gower similarity counterparts. This 
metric lead to the retention of a different set of significant variables. All skills present in the 
previous OLS model changed their sings, which means that the regression coefficients can be 
interpreted in the say fashion. 
The ONET knowledge similarity variable, however, is now significant and positive in 
this regression, indicating that industries sharing pools of workers specialized on similar 
knowledge domains tend to display a higher coagglomeration, at the municipal level and at this 
level of industry aggregation. 
Industry pairs similar in their use of maintenance and operation skills, management skills, 
transportation skills, physical strength, conflict management, telecommunication skills and sales 
skills also seem to display a tendency to coagglomerate. On the other hand, industries similar in 
their use of cognitive skills, design and engineering, teaching and social sciences, independence, 
and attention skills tend to display lower levels of coagglomeration. 
 
 211 
Table 46 – Municipal coagglomeration OLS model, similarity labor variables only 
Variable Parameter 
Estimate 
Standard 
Error 
t Value Pr > |t| 
Intercept 0.0000 0.0193 0.00 1.0000 
ONET Knowledge 0.3038 0.0426 7.14 <.0001 
F1 - Cognitive skills -0.0870 0.0315 -2.76 0.0058 
F2 - Maintenance and operation skills 0.2637 0.0304 8.67 <.0001 
F4 - Management skills 0.0473 0.0210 2.25 0.0244 
F5 - Design and engineering skills -0.1088 0.0237 -4.59 <.0001 
F6 - Transportation skills 0.0434 0.0214 2.03 0.0424 
F7 - Artistic skills -0.0600 0.0233 -2.58 0.0099 
F10 - Teaching and social science skills -0.0724 0.0281 -2.58 0.0100 
F11 - Physical strength 0.1340 0.0226 5.92 <.0001 
F12 - Telecommunication skills 0.0849 0.0223 3.80 0.0001 
F13 - Independence skills -0.0913 0.0245 -3.72 0.0002 
F15 - Attention skills -0.0818 0.0271 -3.02 0.0026 
F17 - Conflict management skills 0.0999 0.0260 3.85 0.0001 
F18 - Team-work skills -0.0864 0.0278 -3.11 0.0019 
F19 - Sales skills 0.1256 0.0245 5.12 <.0001 
Motor vehicles dummy 0.4643 0.0194 23.92 <.0001 
     
F Value 82.25    
Pr > F <.0001    
R-Square 0.4916    
Adj R-Sq 0.4856    
 
Labor variables tend to account for 48% to 50% of the variation in the EG 
coagglomeration index, as shown by the regressions adjusted  values. This is a much higher 
percentage than those found for the different subsets of input-output externality variables. This 
seems to indicate that, at least at the aggregation level of analysis allowed for the Brazilian 
National Accounts data, labor-pooling externalities seem to be much more associated with 
coagglomeration than input-output externalities. 
Reflecting the construction of the skill factors, there is degree of correlation between 
some of the variables, as shown in Table 47. ONET knowledge domains, for example, are 
negatively correlated with maintenance and operation skills, teaching and social science skills, 
and cognitive skills. Cognitive skills are also negatively correlated with attention skills Sales 
skills are negatively correlated with maintenance and operation skills. Despite the high 
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correlation among some variables, the model does not show a significant amount of collinearity. 
 
Table 47 – Correlation between regressors in the labor OLS regression* 
Variable F1 F10 F11 F12 F13 F15 F17 F19 F2 F4 F5 F6 motor 
KNOW -0.42 -0.50 -0.06 -0.12 -0.16 0.01 -0.30 -0.01 -0.56 -0.07 -0.31 -0.20 0.01 
F1   0.02 -0.01 -0.18 -0.19 -0.39 0.01 0.06 0.14 -0.06 0.19 0.22 -0.01 
F10     -0.02 0.17 0.06 0.11 0.11 0.11 0.07 0.06 0.06 0.13 0.01 
F11       -0.06 -0.05 -0.29 0.22 0.09 -0.02 0.10 -0.07 -0.20 -0.01 
F12         -0.12 -0.01 -0.05 -0.14 0.12 0.10 0.18 0.10 -0.01 
F13           -0.02 0.26 -0.10 0.16 -0.02 -0.18 -0.20 0.01 
F15             -0.20 -0.10 -0.06 -0.26 0.11 -0.01 0.00 
F17               -0.11 0.25 0.15 -0.18 -0.12 -0.02 
F19                 -0.46 -0.06 0.08 0.02 0.00 
F2                   0.16 -0.04 0.16 -0.01 
F4                     -0.06 -0.03 -0.01 
F5                       0.06 -0.02 
F6                         -0.02 
* Values equal or greater than .3 are highlighted. 
 
Summary fit diagnostics graphics for the regression with labor similarity variables are 
presented in Figure 24. It shows that there are some important outliers in the model and that 
predicted values for the coagglomeration index based solely on variables representing labor 
pooling are not adequate. That is to be expected, however, in a model that is likely to have 
omitted important variables that are likely to be associated with coagglomeration such as input-
output externalities and natural advantage factors. 
 
 213 
 
Figure 24 – Fit Diagnostics for the OLS regression of EG coagglomeration on labor variables 
 
5.2.4 Full  model specification 
Now we turn to the case where both input-output and labor pooling variables are added to 
the model, assuming a form equivalent to that equation (93)of Ellison et al.(2010): 
 Nature Labor IO (98) 
The main difference in this estimation is the lack of a proxy variable for technology spillovers. In 
addition, the matrix of covariates Labor  includes variables measuring individual skill factor 
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similarity, overall factor use similarity, overall ONET skills similarity and knowledge domains 
similarity, as before. 
For the input-output externalities, variables capturing mean direct linkages, and the dual 
scaling similarity measures for capturing indirect interindustry linkages. The choice of mean 
values for the direct linkage measures and the similarity measure using dual scaling was 
motivated by the better fit of these variables in the IO-only regressions. 
For the nature variables, a procedure similar to that of Ellison and Glaeser (1999) and 
Ellison et al.(2010) was adopted. These authors estimate nature-determined industry employment 
shares that were used to replace the industry shares in Ellison et al.’s (2010) version of the 
coagglomeration index: 
 
where  and  correspond to estimated employment shares for a pair of industries  and . The 
shares  corresponds to region ’s share in national employment. 
The industry-specific estimations in the previous section showed which variables are 
associated with municipal employment, for every industry. In these regressions, nature variables 
included several variables, among which agricultural potential, Oil, Iron, Other Minerals, 
Presence of administrative capital, and road density were found significant for some of the 
industries. Making use of the estimated regression coefficients vector, , for these variables, and 
of the matrix of municipal values for these variables, , it is possible to calculate the 
estimated influence of these natural advantages for the employment of every industry , so that 
the estimated nature-determined employment level is given by 
 215 
 
The estimated nature-determined employment shares for industry  are then calculated as 
 
And these shares can be used, as in Ellison et al. (2010), to estimate the shared effect of 
natural advantages for a pair of industries  and , beyond what would be expected from the 
overall concentration of economic activity: 
 
This variable was used in equation (98), which was estimated using, additionally, the set 
of input-output, labor pooling and natural advantage proxies already discussed. The model 
specification was narrowed down with the help of stepwise and Mallows  criterion, until a 
specification containing only significant variables was achieved. 
The final specification is presented in Table 48, with the variables that were retained in 
the model. Among the input-output linkages, only direct backward linkages and the indirect 
vertical linkages, measured by the dual scaling technique, proved to be significant. Both have a 
positive association with municipal level coagglomeration. Among labor pooling variables, 
knowledge similarity and some individual skill factors were significant. Maintenance and 
operation skills, assistance, transportation, job experience, conflict management, and sales skills 
have a positive association with coagglomeration, while design and engineering, artistic, 
supervised work, accuracy and automation, and teamwork skills showed a negative correlation 
with coagglomeration patterns. 
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Table 48 – Full coagglomeration model, stepwise selection, 2009 municipal level data 
Variable Param. 
Estimate 
Stand. 
Error 
t Value Pr > |t| 
Intercept 0.0000 0.0187 0 1.0000 
Mean direct backward linkages 0.1518 0.0212 7.16 <.0001 
Mean indirect vertical linkage distance 0.1083 0.0227 4.78 <.0001 
Knowledge similarity 0.1746 0.0468 3.73 0.0002 
F1 - Cognitive skills -0.0972 0.0285 -3.4 0.0007 
F2 - Maintenance and operation skills 0.2279 0.0299 7.61 <.0001 
F3 - Assistance skills 0.0589 0.0290 2.03 0.0427 
F5 - Design and engineering skills -0.1200 0.0234 -5.12 <.0001 
F6 - Transportation skills 0.0597 0.0205 2.91 0.0037 
F7 - Artistic skills -0.0588 0.0225 -2.62 0.0089 
F8 - Accuracy and automation skills -0.0600 0.0271 -2.22 0.0266 
F9 - Supervised work skills -0.0774 0.0229 -3.39 0.0007 
F11 - Physical strength 0.1113 0.0221 5.04 <.0001 
F12 - Telecommunication skills 0.0789 0.0221 3.58 0.0004 
F16 - On-the-job experience 0.0795 0.0222 3.57 0.0004 
F17 - Conflict management skills 0.1130 0.0246 4.59 <.0001 
F18 - Team-work skills -0.0890 0.0288 -3.1 0.0020 
F19 - Sales skills 0.1776 0.0241 7.38 <.0001 
Amazon Free-tax Zone 0.1099 0.0190 5.79 <.0001 
Nature 0.0507 0.0204 2.48 0.0131 
Motor vehicles dummy 0.4619 0.0188 24.52 <.0001 
     
F Value 74.98    
Pr > F <.0001    
R-Square 0.525    
Adj R-Sq 0.518    
 
The variables for the amazon free-tax zone and nature showed a positive association with 
coagglomeration. In the last chapter, the analysis of coagglomeration showed that for detailed 
industry disaggregation, industries located at the free-tax zone have high values of 
coagglomeration, and the results above confirm that these industry-specific effects are extended 
to the overall coagglomeration patterns of the economy. Finally, the dummy for the pair cars and 
trucks is also significant and positive. 
Figure 25 shows the fit diagnostics graphics for the coagglomeration regression model. 
The dummy variable was able to capture the effect of the extremely large coagglomeration of the 
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cars and trucks industries. As already discussed, this can be due to the presence of internal 
economies of scale, of the vertical and/or lateral type, as typified by Parr (2002b). Firms in these 
industries are large international corporations, which own plants in both sectors. 
 
Figure 25 – Fit Diagnostics for the EG coagglomeration OLS model, full specification 
 
The graphs show that there are still many outliers and points with high leverage. The 
exclusion of a few industry pairs would bring the residuals very close to a normal distribution, 
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but the outliers are important here to show that some economic causes for the coagglomeration 
of certain industry pairs should be investigated more closely. 
The most striking result of this overall coagglomeration model is that input-output 
variables seem to be less associated with the coagglomeration patterns than the labor and 
knowledge variables. This is an indication that labor pooling and knowledge externalities may be 
more important on average in the Brazilian economy than the input-output relationships among 
sectors, at least for this level of industry aggregation and for coagglomeration measured at the 
municipal level. 
Future research should investigate the association of the externality proxy variables 
proposed here for other regional aggregation levels. Different industry aggregation options are 
not feasible, since the Brazilian input-output matrix is not very detailed and the results presented 
here are at the highest possible level of detail. 
5.2.5 Relative importance of Marshallian externalities 
In order to assess the relative importance of each type of externality, a regression 
procedure was run with the complete set of input-output, knowledge, labor and nature variables. 
The results, presented in Table 49, show that many of the input-output and skill factors are not 
significant, as was already revealed by the previous stepwise selection. The combined effect of 
each type of variable was assessed in a SAS GLM regression procedure, with a test for the linear 
combination of the variables of each type, using the “estimate” option. 
The Amazon Free-tax Zone and Nature variables were combined to express the overall 
effect of natural advantages. The mean direct forward and backward linkages, common 
backward and forward linkages, and mean indirect vertical linkages were combined to express 
the effect of input-output externalities. The ONET similarity variables, taken on its own, was 
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used to capture knowledge externalities and the individual skill factor variables were combined 
to express the overall effect of labor externalities. 
 
Table 49 – Full coagglomeration regression model, 2009 municipal level data 
Parameter Estimate Standard Error t Value Pr > |t| 
Intercept -.0000000000 0.01864385 -0.00 1.0000 
Mean direct forward linkages 0.0424465119 0.02861083 1.48 0.1382 
Mean direct backward linkages 0.1246247799 0.03012415 4.14 <.0001 
Common backward linkages -.0306717741 0.05858937 -0.52 0.6007 
Common forward linkages 0.0548284494 0.02341876 2.34 0.0194 
Mean indirect vertical linkages 0.1152045235 0.06233931 1.85 0.0648 
Knowledge similarity 0.2202327860 0.05273742 4.18 <.0001 
F1 - Cognitive skills -.0721725792 0.03141682 -2.30 0.0218 
F2 - Maintenance and operation skills 0.2331598786 0.03078659 7.57 <.0001 
F3 - Assistance skills 0.0601163682 0.03084096 1.95 0.0515 
F4 - Management skills 0.0472547720 0.02179502 2.17 0.0303 
F5 - Design and engineering skills -.1335481082 0.02432555 -5.49 <.0001 
F6 - Transportation skills 0.0568531456 0.02149682 2.64 0.0083 
F7 - Artistic skills -.0428139362 0.02323760 -1.84 0.0656 
F8 - Accuracy and automation skills -.0348157182 0.02880047 -1.21 0.2269 
F9 - Supervised work skills -.0559756705 0.02815258 -1.99 0.0470 
F10 - Teaching and social science skills -.0666237473 0.03004233 -2.22 0.0267 
F11 - Physical strength 0.1190985280 0.02313421 5.15 <.0001 
F12 - Telecommunication skills 0.0943200226 0.02307594 4.09 <.0001 
F13 - Independence skills -.0449664326 0.02971853 -1.51 0.1305 
F14 - Natural science skills 0.0009406824 0.02410458 0.04 0.9689 
F15 - Attention skills -.0442592128 0.02836199 -1.56 0.1189 
F16 - On-the-job experience 0.0708891189 0.02326638 3.05 0.0024 
F17 - Conflict management skills 0.0998054966 0.02653888 3.76 0.0002 
F18 - Team-work skills -.0690954891 0.03113023 -2.22 0.0266 
F19 - Sales skills 0.1830729914 0.02814628 6.50 <.0001 
F20 - Monitoring and compliance skills -.0200859290 0.02290927 -0.88 0.3808 
F21 - Clerical skills -.0515715761 0.02907830 -1.77 0.0764 
Amazon Free-tax Zone 0.1079018719 0.01902772 5.67 <.0001 
Nature 0.0482147889 0.02104891 2.29 0.0221 
Motor vehicles dummy 0.4640504906 0.01912100 24.27 <.0001 
 
The results of this estimation procedure are given in Table 50. It shows that labor and 
labor-embodied knowledge externalities seem to be more strongly associated with municipal 
coagglomeration in Brazil than input-output externalities. The results also show that natural 
advantages have a smaller, but significant association with overall agglomeration. The dummy 
variable for the Motor vehicle industries is also quite significant. 
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Table 50 – Relative importance of Marshallian externalities 
Parameter Estimate Standard 
Error 
Pr > |t| 
IO Variables 0.30643 0.04168 <.0001 
Knowledge Variables 0.22023 0.05274 <.0001 
Labor Variables 0.32958 0.10474 0.0017 
Nature Variables 0.15612 0.02797 <.0001 
Motor vehicles dummy 0.46405 0.01912 <.0001 
 
5.2.6 Coagglomeration of manufacturing industries 
The results presented so far were obtained for the entire spectrum of economic activities, 
including agriculture, mining, manufacturing and all types of services industries. Ellison et al. 
(2010) calculate the same type of regression model just for pairs of manufacturing industries. In 
order to obtain results comparable to those of Ellison et al. (2010), this section will restrict the 
analysis of the variables already discussed to pairs of manufacturing industries. Table 51 shows 
the results for the full model estimation and also the results for a subset of variables obtained 
through stepwise selection. 
The externality variables associated with manufacturing coagglomeration are different 
than those for the overall economy. Manufacturing has stronger input-output linkages, with both 
direct forward linkages and common backward linkages significantly associated with 
coagglomeration. Again, indirect vertical linkages are significant, but negatively associated with 
coagglomeration. 
For the labor variables, similarity of the knowledge profile of workers is positively 
associated with coagglomeration. Among individual skill factors, only assistance and conflict 
management skills and labor force are found to be positively correlated with manufacturing 
coagglomeration. More typical manufacturing skills such as design and engineering and attention 
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skills, are negatively associated with coagglomeration, suggesting that there may be labor 
poaching, or agglomeration diseconomies, for certain types skills. 
 
Table 51 – OLS regression for manufacturing coagglomeration, 2009 municipal data 
Parameter All variables Stepwise variable selection 
Estimate Standard 
Error 
Pr > |t| Estimate Standard 
Error 
Pr > |t| 
Intercept -0.1428 0.0775 0.066 -0.1385 0.0654 0.0347 
Mean direct forward linkages 0.1254 0.0708 0.0771 0.1104 0.0433 0.011 
Mean direct backward linkages -0.0174 0.0666 0.7946    
Common backward linkages -0.2980 0.1160 0.0105 -0.3092 0.1117 0.0058 
Common forward linkages 0.0691 0.0420 0.1007    
Mean indirect vertical linkages 0.3537 0.1113 0.0016 0.4261 0.1024 <.0001 
Knowledge similarity 0.4498 0.1057 <.0001 0.4161 0.0640 <.0001 
F1 - Cognitive skills -0.0265 0.0907 0.7705    
F2 - Maintenance and operation skills 0.0620 0.0680 0.3625    
F3 - Assistance skills 0.2305 0.0813 0.0048 0.2605 0.0694 0.0002 
F4 - Management skills -0.0367 0.0429 0.3925    
F5 - Design and engineering skills -0.1065 0.0455 0.0196 -0.0797 0.0388 0.0403 
F6 - Transportation skills 0.0124 0.0493 0.8016    
F7 - Artistic skills -0.0811 0.0492 0.0997 -0.0879 0.0396 0.0269 
F8 - Accuracy and automation skills 0.0535 0.0576 0.3539    
F9 - Supervised work skills -0.0249 0.0554 0.6532    
F10 - Teaching and social science skills -0.0530 0.0759 0.4851    
F11 - Physical strength 0.2402 0.0486 <.0001 0.2554 0.0424 <.0001 
F12 - Telecommunication skills 0.0024 0.0588 0.9679    
F13 - Independence skills -0.0243 0.0552 0.6602    
F14 - Natural science skills -0.0469 0.0483 0.3318    
F15 - Attention skills -0.1589 0.0598 0.0081 -0.2149 0.0472 <.0001 
F16 - On-the-job experience 0.0298 0.0491 0.5441    
F17 - Conflict management skills 0.1289 0.0587 0.0286 0.1358 0.0423 0.0014 
F18 - Team-work skills -0.0548 0.0694 0.4299    
F19 - Sales skills 0.0752 0.0626 0.2304    
F20 - Monitoring and compliance skills -0.0365 0.0455 0.4221    
F21 - Clerical skills -0.0468 0.0619 0.4499    
Amazon Free-tax Zone 0.1475 0.0215 <.0001 0.1383 0.0207 <.0001 
Nature 0.0886 0.0413 0.0322 0.0885 0.0394 0.0252 
Motor vehicles dummy 0.4450 0.0211 <.0001 0.4417 0.0206 <.0001 
 
SAS GLM estimation of the linear combination of the variables, according to the type of 
externality, led to the results shown in Table 52, for pairs of manufacturing industries only. The 
results indicate that manufacturing coagglomeration is much more associates with input-output 
and knowledge externalities than the overall economy. Natural advantages (which included the 
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Amazon Free-tax Zone, a variable affecting mainly manufacturing) is also significant. The same 
is true for the variable indicating coagglomeration of the motor vehicle industry pair. 
 
Table 52 – Relative importance of Marshallian externalities, manufacturing only 
Parameter Estimate Standard 
Error 
Pr > |t| 
IO Variables 0.2328 0.0753 0.0021 
Knowledge Variables 0.4498 0.1057 <.0001 
Labor Variables 0.1379 0.2041 0.4996 
Nature Variables 0.2361 0.0452 <.0001 
Motor vehicles dummy 0.4450 0.0211 <.0001 
 
These results for Brazilian manufacturing are much closer to those found by Ellison et al. 
(2010) for the US than the previous overall coagglomeration patterns indicated. These authors 
also show that manufacturing coagglomeration is more associated with input-output and 
technological externalities than with variables indicating potential labor externalities. Despite the 
fact that, as described in previous chapters, the highest coagglomeration for Brazilian 
manufacturing takes place between different pairs than those found to be highly coagglomerated 
in the US, the relative weight of each type of Marshallian externality seems to be similar in both 
countries. 
5.2.7 Coagglomeration of services industries 
This section restricts the analysis of the association of coagglomeration and externalities 
to pairs of services industries only. This exercise is intended to be comparable to that of Kolko 
(2010; 2007), who performed an analysis of the services industries in the US. The results for 
services, presented in Table 53, have to be seen with greater care, since the number of industry 
pairs is dramatically reduced, given the reduced level of detail of the Brazilian input-output 
matrices. 
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Table 53 – OLS regression for services coagglomeration, 2009 municipal data 
Parameter All variables Stepwise variable selection 
Estimate Standard 
Error 
Pr > |t| Estimate Standard 
Error 
Pr > |t| 
Intercept -4.8665 2.3488 0.0837 1.0242 0.2994 0.0017 
Mean direct forward linkages -0.7027 0.2410 0.0268 
   Mean direct backward linkages 0.5665 0.1845 0.0219 0.2003 0.0529 0.0006
Common backward linkages 0.6146 0.8253 0.4846 
   Common forward linkages -1.7217 0.5159 0.0157 -0.4518 0.1771 0.0157
Mean indirect vertical linkages -1.8493 0.9829 0.1089 
   Knowledge similarity 0.6615 0.3154 0.0807 
   F1 - Cognitive skills 0.0257 0.1018 0.8090 
   F2 - Maintenance and operation skills -0.2922 0.7247 0.7007 
   F3 - Assistance skills -0.2444 0.2489 0.3640 
   F4 - Management skills 0.3652 0.2209 0.1494 
   F5 - Design and engineering skills 0.2494 0.2588 0.3723 
   F6 - Transportation skills -0.0343 0.3243 0.9193 
   F7 - Artistic skills -0.1480 0.2069 0.5013 
   F8 - Accuracy and automation skills -0.0182 0.1442 0.9039 
   F9 - Supervised work skills 0.2613 0.3129 0.4358 
   F10 - Teaching and social science skills -0.3884 0.1863 0.0822 
   F11 - Physical strength -0.6475 0.4968 0.2402 
   F12 - Telecommunication skills -0.2939 0.1157 0.0441 
   F13 - Independence skills 0.4433 0.5252 0.4309 
   F14 - Natural science skills 0.6848 0.2760 0.0478 
   F15 - Attention skills 0.1718 0.4518 0.7168 
   F16 - On-the-job experience -0.1690 0.2559 0.5336 
   F17 - Conflict management skills -0.3164 0.1406 0.0654 
   F18 - Team-work skills 0.3915 0.1987 0.0963 
   F19 - Sales skills -1.6861 0.5447 0.0212 
   F20 - Monitoring and compliance skills 0.1219 0.2115 0.5853 
   F21 - Clerical skills 0.1010 0.1569 0.5433 
   Amazon Free-tax Zone -62.3944 35.7185 0.1313 36.9925 5.6987 <.0001
Nature -0.0748 0.3437 0.8350 
    
The coagglomeration of services seems to be more strongly associated with input-output 
linkages, mainly direct purchasing linkages and indirect forward linkages. Indirect forward 
linkages represent a proxy variable for urbanization externalities, which can be expected to play 
a significant role in services coagglomeration. 
These results differ slightly from those found by Kolko (2010; 2007) in the US. In this 
country services coagglomeration also seems to be associated with input-output linkages, as in 
Brazil. For the US, however, knowledge externalities, which Kolko (2010; 2007) measures by 
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using the occupational similarity between industries, interacted with the percentage of workers 
with graduate degrees in each industry, is strongly associated with services coagglomeration. 
The smaller importance of knowledge externalities for the coagglomeration of services in 
Brazil may be explained by two factors. First, the limited number of observations (only 36 pairs) 
allowed by the Brazilian data may play a role in reducing the significance of the model. Second, 
services industries are more likely to present different structures for countries with different 
income levels than manufacturing, for example. 
While manufacturing production usually produces tradable goods, subject to international 
competition and pricing levels, services provide much less uniform sets of products. The US, 
being a high-income country, specializes in the production of high valued services, especially to 
businesses. In Brazil, despite the growth of services in the decades, services still constitute a 
predominantly low-productivity sector. Despite the expected differences, however, for both 
Brazil and the US, services seem to have their coagglomeration driven by input-output rather 
than labor externalities. 
 225 
Chapter 6 
CONCLUDING REMARKS 
The purpose of this study was to identify the agglomeration and co-agglomeration of 
industries in Brazil and to investigate the agglomeration economies and natural advantages that 
may be responsible for these patterns. Two of the main reasons for the existence of 
agglomeration economies were investigated: (i) the externalities caused by input and output 
linkages among industries, and (ii) labor pooling externalities caused by the use of a labor force 
with common characteristics. Different controls for exogenous natural advantages that may also 
influence the location of industries were tested. 
Agglomeration economies are the key motors for the location of economic activity, and 
significant advances were achieved the last decades in terms of theoretical modeling and 
empirical methods, both contributing to a better understanding of these forces. The New 
Economic Geography literature, in particular, is very rich in stylized models that describe the 
operating mechanisms behind agglomeration forces. 
On the empirical front, however, several aspects of the literature on economic 
agglomeration are still in need of further investigation. Most studies focus on the manufacturing 
sector, using the remaining industries as proxies for the existence of natural advantages or 
urbanization economies. Agriculture and mining are certainly influenced by the location of their 
resource base. Population is also concentrated in many countries due to historical conditions, 
determining the location of most services industries. 
The present research has attempted a slightly different approach. All industries were 
considered part of integrated labor and input-output markets and, as a result, their labor 
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characteristics and input and output linkage similarities were analyzed regardless of their 
position in the production chain. Natural advantages are hard to model and quantify as truly 
exogenous factors, but it is believed that they should be measured from data that does not rely 
only on the location of the sectors that use them as a primary resource. 
For developing countries such as Brazil, natural resources may remain unexplored for 
centuries if located far from the economic infrastructure and the urban labor pools. Shortage of 
skilled workers may be as much of a limitation to modern-day agriculture and mining industries 
as it is for other sectors, such as manufacturing and services. 
From a regional perspective, Brazil is gradually changing from a very concentrated 
population, historically located in the coastal areas of the country, to a more spread population. 
Areas of faster population growth are located at the agricultural frontier in the Center-west and 
Northern regions, and around the state capitals in general and, particularly, at the area 
surrounding Brasilia, the federal capital, built in the 1960’s. Economically, Brazil has 
experienced decades of fast urbanization and industrialization until the 1980’s, with populations 
leaving rural areas and concentrating at the large metropolitan areas of the Southeast and 
Southern regions. These areas still receive less skilled workers from poorer regions, but are 
increasingly transferring skilled population for smaller surrounding regions and for the state 
capitals of the North and Northeast regions . 
This complex mosaic of regional changes was the main motivation for this research. The 
policy implications that arise from this diversity of regional and sector realities are truly defying 
for a country still facing basic regional and economic development issues, but also coping with 
the increased standards imposed by today’s global economy. As a result, the investigation of 
agglomeration economies in Brazil, aimed at contributing to a better understanding of the diverse 
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motors that may be responsible for economic agglomeration in a middle-income country. 
6.1.1 Main conclusions 
This study has shown that the economic agglomeration of economic activity has 
gradually decreased in Brazil in the last 15 years. This decreased overall concentration was 
driven by a reduction of the Gini-type component of Ellison and Glaeser’s agglomeration and by 
a reduction in the plant-level Herfindahl index. The latter, however, is still very high in Brazil, 
compared to the values found in the literature for other countries. 
Mining activities are concentrated and getting further concentrated, while agriculture, 
manufacturing, and real estate are becoming less agglomerated. Average agglomeration of 
manufacturing activity is comparable to values found by Ellison and Glaeser (1997) for the US 
economy. However, the composition of the index reveals striking differences. The average 
Herfindahl index for the Brazilian manufacturing is more than two times greater than the one 
found by Ellison and Glaeser (1997) in the US. That is, manufacturing employment in Brazil is 
very concentrated in a small number of large firms. Services, with the exception of financial 
services, display low industry-specific agglomeration levels, as measured by the EG index, but 
are the most urbanized, concentrated in areas with large population and employment density. 
Moran indices show that agricultural products are among the sectors displaying the 
higher levels of spatial autocorrelation, probably driven by the spatial autocorrelation of 
agricultural resources. Other sectors displaying autocorrelated employment are manufacturing 
industries dependent on the purchases of metal and chemical inputs. 
The analysis of coagglomeration patterns reveals the coagglomeration is most often 
found for transportation equipment industries, electronics industries, some financial sectors and, 
to a lesser degree, extraction and industries relying on chemical inputs. Detailed industry level 
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analysis reveals the importance of the Amazon free tax zone as a driver of the coagglomeration 
of maquiladora-style electronics industries. 
The bivariate Moran analysis sheds additional light on colocation patterns, showing that 
some industries, such as services, tend to follow the location patterns of other industries, while 
manufacturing industries that are those producing chemical, metal or construction inputs seem to 
be the source of agglomeration economies to other industries. 
Turning to the possible sources of agglomeration and coagglomeration economies, the 
study of input-output relationships showed that Ethanol, Clothing and accessories, Petroleum 
refining, Lodging and food services, and Tobacco products are the industry that rely most on 
specific input suppliers. On the other hand, specific direct forward linkages are most important 
for Tobacco products, Leather goods and footwear, Livestock and fishing, Oil and natural gas, 
and Cars, vans and utility vehicles. Indirect input linkages reveal that many pairs of services 
industries are among those displaying the most similar set of suppliers, and the most similar set 
of common customers. 
The ONET occupational database was applied as a metric for the labors skills used by the 
Brazilian labor force. This analysis has proposed the use of twenty-one composite skills groups 
that may be used in the investigation of industry skill requirements and regional skill availability. 
The most representative group of skills is that corresponding to general cognitive skills. These 
are mostly demanded by the petroleum production chain and by financial and health services. 
These cognitive skills are relative more present in larger urban centers. The bulk of the 
manufacturing sector is intensive in design and engineering, maintenance and operation, 
attention, teamwork and supervised-work skills. 
Transportation sectors are getting more specialized in transportation skills and 
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information services are becoming more specialized in telecommunication and computer skills. 
These two services industries are examples sectors displaying increasing skill specialization and 
increasing overall skill standards, which may bring positive impacts to the overall productivity of 
the economy. It is believed that the proposed skills factors may contribute to future studies on the 
impact of the use of skilled workers on firm productivity, innovation and firm behavior, such as 
labor poaching in agglomerated regions, for example. 
The analysis also revealed that larger cities are intensive in assistance skills, discipline 
(supervised work) skills, independence and reliance skills, telecommunication skills, job 
experience, attention, and sales skills. Smaller cities are intensive on physical strength, 
transportation, and maintenance and operation skills. 
Finally, regression analyses provided tentative insights on the relationship between the 
above mentioned agglomeration patterns and the input-output and labor profiles of industries. 
Industry-level regression analyses revealed that variables measuring agglomeration economies 
seem to be more related to agglomeration at increasing regional aggregation levels. The most 
agglomerated industries seem to be located in regions displaying a significant presence of their 
customer industries. For some industries, the existence of the Amazon free trade area is also 
important and, in these cases, seems to reduce the importance of the location of their input 
providers. Location in highly populated areas, capital cities and areas with a suitable labor force 
also seem positively associated with the location of the most agglomerated industries. Mineral 
and agricultural potential proved to be significantly associated with the location of the industries 
that produce them and with the industries use them as inputs. 
In the regression analysis of coagglomeration patterns, the models were intended to 
present an analysis of the importance of the input-output and labor skill variables proposed in 
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this research. Despite the several types of input-output variables analyzed, their association with 
coagglomeration patterns seems to be weak for the overall economy. This may be due to the low 
level of detail of the Brazilian input-output matrix, which contains only 55 sectors, two of which 
had to be aggregated with others for compatibility with the available labor data. Input-output 
externalities, however, seem to be more strongly associated with manufacturing coagglomeration 
in Brazil, a result that resembles that of Ellison et al. (2010) for the US. 
Labor skill variables showed a much stronger association with overall industry 
coagglomeration, with some skill factors showing a positive association and others showing a 
relatively consistent negative association with coagglomeration patterns. A possible reason for 
the negative association of some skills with coagglomeration may be related to the fact that such 
skills may be general enough to be used by several industries, especially manufacturing. Under 
these conditions, colocation would increase labor poaching across industries, leading to 
agglomeration diseconomies. As a result, industries that are intensive on such manufacturing 
skills display a tendency to reduce their colocation with other industries using these skills, in 
order to avoid these diseconomies. 
Labor-embodied knowledge externalities seem to be strongly associated with overall 
coagglomeration and particularly with manufacturing coagglomeration. For the services sectors, 
however, results do not show a significant association between knowledge externalities and 
coagglomeration patterns, contrarily to the results found by Kolko (2007) for the US. 
These larger differences between the US and Brazil for the services sectors are a likely to 
be a consequence of the differences between services in countries with very different per-capita 
income and productivity levels. While in Brazil services are mostly concentrated on low-
productivity, consumer oriented activities, the US is a mature high-income country, specialized 
 231 
in the provision of high-productivity services activities. 
Manufacturing industries produce mainly tradable goods, subject to international 
competition and integrated international production chains. As a result, the types of 
agglomeration forces that operate between these industries seem to be more similar across 
countries, than for services industries. 
Overall results indicate that all three Marshallian sources of agglomeration, input-output, 
labor and knowledge externalities, are associated with agglomeration patterns in Brazil. Natural 
advantages and regional tax policies also influence many industries, particularly agriculture, 
mining and manufacturing. Services are more urbanized activities, influenced by urbanization 
externalities. 
6.1.2 Limitations and future research agenda 
Many topics, unfortunately, could not be completely covered in this research, due to data 
constraints. The analysis of input-output linkages suffered from the low level of detail in the 
Brazilian National Accounts and input-output matrices. This may explain the very low 
explanatory power of the input-output variables constructed for the analyses of agglomeration 
and coagglomeration patterns. Future research could apply these variables in analyses for other 
countries, such as the USA, where the more detailed input-output data may reveal a richer 
association of industry linkages and coagglomeration patterns. 
The labor market data has an increasing quality in Brazil, but the country still has a large 
amount of workers, especially in smaller cities, in job positions that do not pay taxes, and do not 
provide some legally required benefits to the workers. Such workers are not reported in the labor 
database used for this research, which could bias the analysis of labor skills in smaller cities and 
may have inflated the values of the agglomeration and coagglomeration indices. However, it is 
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believed that the skill groups derived from ONET skill and knowledge variables may be a 
valuable tool for future refinements of industrial and regional labor analyses. 
This research could not directly investigate knowledge spillovers, another type of 
agglomeration force that is likely very important for more innovative industries. The observed 
relationship between ONET knowledge variables with other skill variables shows that 
knowledge and labor externalities, sometimes viewed as independent factors may in fact be 
closely related. Future research using micro-level surveys, such as the PINTEC innovation 
survey in Brazil or the Business R&D and Innovation Survey (BRDIS) in the USA, in 
conjunction with ONET-based labor indicators developed in this research may help improve the 
understanding of this relationship.  Future research on firm productivity and firm creation 
patterns could also benefit from the analysis of the relationship of these patterns with the skill-
use patterns of firms, industries or regions. 
The natural resource variables developed in this research may require future refinements, 
especially for analyzing coagglomeration patterns. For the industry-specific analyses, however, 
they seem to have provided a good fit to the model and returned the expected relationships with 
the employment data. The use of agricultural and mineral resource availability data, which are 
collected independently of other economic data sources, such as employment and nation 
accounts data, may provide a better proxy to the presence of natural resources in agglomeration 
studies. For example, for the agricultural sector, the regression analysis showed that agricultural 
potential is an important variable for the location of agricultural employment. However, the 
presence of input providers and output destinations also showed to be a significantly associated 
with the location of agricultural employment. 
The industry regression estimations could benefit from techniques specific for the 
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analysis of fractional data and from the use of spatial econometric techniques. The introduction 
of spatial autocorrelation in the own-industry regressions would enable the study of 
agglomeration economies that span to neighboring regions. The provided Moran analysis in this 
research showed that many sectors display positive and significant Moran values for their 
employment location. 
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Appendix A   
BRAZILIAN DATABASE CONSTRUCTION 
The Brazilian labor market data used in this work came from the confidential version of 
RAIS (Annual Registry of Social Information), a collection of labor information that all 
Brazilian firms are required to report annually to the Labor and Employment Ministry (MTE, 
2012). RAIS information covers, for every person employed at any time during that calendar 
year, the employees’ fiscal identification, his or her demographic characteristics, years of 
education, wages, admission date, layoff date, when that is the case, and occupation. In addition, 
the database identifies every firm and plant, through their unique fiscal codes, municipality and 
activity sector (which, after 1994 is based on the national classification of economic activities, 
CNAE). 
Great care has been taken to avoid any possible identification of a firm or of a worker at 
the final results, according to the cooperation term signed between IPEA—the Brazilian Institute 
of Applied Economic Research, which has granted access to the database, for completion of this 
work—, and the MTE, the owner and organizer of the database. For every year between 1994 
and 2010, the average number of employees and their occupation, and the location (municipality) 
and economic activity of the plants (five-digit CNAE) has been compiled. 
In order to allow for a proper panel data structure, the economic activity classification 
and the location information have required a detailed treatment. The CNAE classification has 
been introduced in the database in 1994, but starting in 2002, a first moderate revision, called 
CNAE 1.0, is used in the database. This version introduced a couple of activities, changed some 
of the existing codes, and extinguished others. Starting in 2006 a major revision, called CNAE 
2.0 has been adopted. The official correspondence, supplied by IBGE, the Brazilian Institute of 
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Geography and Statistics, equivalent to the US Census Bureau, has then been used to construct 
groupings that include all linked CNAE, CNAE 1.0, and CNAE 2.0 classifications. 
The longitudinal characteristic of the data, with observations from 1994 to 2010, allowed 
the construction of a series containing the activity sector and the locality of every firm over time. 
Missing data and observed inconsistencies where checked and resolved, whenever possible. The 
National Account industry classification for the years 2000 to 2009, consisting of 55 economic 
activities, has been made consistent with all CNAE versions, with the use of the available 
translator to CNAE 1.0, produced by IBGE as well. 
Similarly, the regional information changed over the period, as new municipalities have 
been created. The 1994 municipalities have been used as a reference, since most new 
municipalities consist of dismemberments from previously existing ones. GIS software and 
correspondences supplied by IBGE have been used to create minimum common areas (MCA) 
that are kept constant over time. In 1994, there were 4974 municipalities in Brazil, and new ones 
have been created in 1997, 2001 and 2005, ending up with 5,565 in 2010. The MCA approach 
has generated 4,835 unique aggregated areas that represent constant territorial divisions over the 
1994-2010 period. Missing municipality data was also treated with the use of the panel 
information for every firm. 
Despite the legal obligation, some firms do not report their labor information every year. 
At a very disaggregated level, it is possible to identify blanks in the database over the years, 
since in some cases a firm has active employees in December of a year , disappears at a 
given year t, and reappears in the database at a year , sometimes with many of the same 
employees it had in year , indicating, in the admission date, that the employees were active 
during the whole 3-year period. 
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This problem affects more seriously some low-population municipalities, for which a gap 
in a large firm’s record can significantly alter the local employment level. Using all available 
information, it was possible to construct a computer routine to fill some of those gaps. The 
expanded database, including imputed values, has considerably less fluctuation in some of the 
calculated indices, especially for smaller municipalities and activity sectors. Since the procedure 
was very cautiously applied and since it has not changed the verified trends, the expanded 
database has been used throughout this work. 
For the analysis of the occupations, there was also a major classification change in 2002. 
From 1994 to 2002, MTE used the 1994 version of the Brazilian Occupation Classification 
(CBO). From 2003 to 2010, the 2002 revision has been used, with minor updates over time. Due 
to lack of a complete official concordance between these two classifications, only post-2002 data 
was used for the analysis of occupations. Future research will develop a link between the 1994 
CBO and ONET occupations, so that the analysis may be extended for previous years. Missing 
occupation data was also very common in the database and efforts have been made to impute 
missing occupations for workers who stayed at the same firm over time and did not have major 
changes in the hourly wage or formal education levels. 
All final sectors, minimum common area, and occupation concordances are available 
from the author upon request. 
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Appendix B   
SAS CODE FOR ONET VARIABLES 
* * * * * * * * * * * * * * * * * * * * * * * * * WORKER ORIENTED FILES * * * * * * * * * * * * * * * * * * * * * * * * * * ; 
* WORKER CHARACTERISTICS; 
DATA WORKER_1A_IM WORKER_1A_LV; length ONET2010 $8. ID $12.; set db17.ABILITIES; keep ONET2010 ID Data_value Lower_CI_Bound 
Upper_CI_Bound; rename data_value = VALUE Lower_CI_Bound = MIN Upper_CI_Bound = MAX; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
IF Scale_ID = 'IM' THEN OUTPUT WORKER_1A_IM; 
IF Scale_ID = 'LV' THEN 
 DO; 
  IF NOT_RELEVANT = 'Y' THEN 
   DO; 
   data_value = 0; 
   Lower_CI_Bound = 0; 
   END; 
  OUTPUT WORKER_1A_LV; 
 END; 
RUN; 
 
PROC SQL; 
   CREATE TABLE WORKER_1A AS  
   SELECT t1.ONET2010,  
          t1.ID,  
          (t1.VALUE * t2.VALUE) AS VALUE,  
          case when (t1.MIN * t2.MIN) = . then calculated VALUE else (t1.MIN * t2.MIN) end as MIN,  
          case when (t1.MAX * t2.MAX) = . then calculated VALUE else (t1.MAX * t2.MAX) end as MAX 
      FROM WORK.WORKER_1A_LV AS t1 LEFT JOIN WORK.WORKER_1A_IM AS t2 
      ON (t1.ONET2010 = t2.ONET2010 AND t1.ID = t2.ID); 
 
   DROP TABLE WORKER_1A_LV, WORKER_1A_IM; 
QUIT; 
 
data WORKER_1B1; length ONET2010 $8. ID $12.; set db17.INTERESTS; keep ONET2010 ID Data_value; rename data_value = VALUE; 
where Scale_ID = 'OI'; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
run; 
 
data WORKER_1B2_EX; length ONET2010 $8. ID $12.; set db17.WORKVALUES; keep ONET2010 ID Data_value; rename data_value = VALUE; 
where Scale_ID = 'EX'; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
run; 
 
data WORKER_1B2_EN; length ONET2010 $8. ID $12.; set sup2010.WORKNEEDS; keep ONET2010 ID Data_value; rename data_value = VALUE; 
where Scale_ID = 'EN'; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
run; 
 
PROC SQL; 
   CREATE TABLE WORKER_1B2 AS  
   SELECT t1.ONET2010,  
          t1.ID,  
          (t1.VALUE * t2.VALUE) AS VALUE 
      FROM WORK.WORKER_1B2_EN AS t1 LEFT JOIN WORK.WORKER_1B2_EX AS t2 
      ON (t1.ONET2010 = t2.ONET2010 AND substr(t1.ID,1,5) = t2.ID); 
 
   DROP TABLE WORKER_1B2_EX, WORKER_1B2_EN; 
QUIT; 
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data WORKER_1C; length ONET2010 $8. ID $12.; set db17.WORKSTYLES; keep ONET2010 ID Data_value Lower_CI_Bound Upper_CI_Bound; 
rename data_value = VALUE Lower_CI_Bound = MIN Upper_CI_Bound = MAX; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
run; 
 
* WORKER REQUIREMENTS; 
data WORKER_2AB_IM WORKER_2AB_LV; length ONET2010 $8. ID $12.; set db17.SKILLS; keep ONET2010 ID Data_value Lower_CI_Bound 
Upper_CI_Bound; rename data_value = VALUE Lower_CI_Bound = MIN Upper_CI_Bound = MAX; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
IF Scale_ID = 'IM' THEN OUTPUT WORKER_2AB_IM; 
IF Scale_ID = 'LV' THEN 
 DO; 
  IF NOT_RELEVANT = 'Y' THEN 
   DO; 
   data_value = 0; 
   Lower_CI_Bound = 0; 
   END; 
  OUTPUT WORKER_2AB_LV; 
 END; 
run; 
 
PROC SQL; 
   CREATE TABLE WORKER_2AB AS  
   SELECT t1.ONET2010,  
          t1.ID,  
          (t1.VALUE * t2.VALUE) AS VALUE,  
          case when (t1.MIN * t2.MIN) = . then calculated VALUE else (t1.MIN * t2.MIN) end as MIN,  
          case when (t1.MAX * t2.MAX) = . then calculated VALUE else (t1.MAX * t2.MAX) end as MAX 
      FROM WORK.WORKER_2AB_LV AS t1, WORK.WORKER_2AB_IM AS t2 
      WHERE (t1.ONET2010 = t2.ONET2010 AND t1.ID = t2.ID); 
 
   DROP TABLE WORKER_2AB_LV, WORKER_2AB_IM; 
QUIT; 
 
data WORKER_2C_IM WORKER_2C_LV; length ONET2010 $8. ID $12.; set db17.KNOWLEDGE; 
keep ONET2010 ID Data_value Lower_CI_Bound Upper_CI_Bound; 
rename data_value = VALUE Lower_CI_Bound = MIN Upper_CI_Bound = MAX; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
IF Scale_ID = 'IM' THEN OUTPUT WORKER_2C_IM; 
IF Scale_ID = 'LV' THEN 
 DO; 
  IF NOT_RELEVANT = 'Y' THEN 
   DO; 
   data_value = 0; 
   Lower_CI_Bound = 0; 
   END; 
  OUTPUT WORKER_2C_LV; 
 END; 
run; 
 
PROC SQL; 
   CREATE TABLE WORKER_2C AS  
   SELECT t1.ONET2010,  
          t1.ID,  
          (t1.VALUE * t2.VALUE) AS VALUE,  
          case when (t1.MIN * t2.MIN) = . then calculated VALUE else (t1.MIN * t2.MIN) end as MIN,  
          case when (t1.MAX * t2.MAX) = . then calculated VALUE else (t1.MAX * t2.MAX) end as MAX 
      FROM WORK.WORKER_2C_LV AS t1, WORK.WORKER_2C_IM AS t2 
      WHERE (t1.ONET2010 = t2.ONET2010 AND t1.ID = t2.ID); 
 
   DROP TABLE WORKER_2C_LV, WORKER_2C_IM; 
QUIT; 
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DATA EDUCATIONCATEGORIES; SET db17.EDUCATIONCATEGORIES; 
 
IF SCALE_ID = 'RL' 
 THEN DO; 
IF CATEGORY = 1 THEN VALUE = 10; * Less than a High School Diploma; 
IF CATEGORY = 2 THEN VALUE = 13; * High School Diploma (or GED or High School Equivalence Certificate); 
IF CATEGORY = 3 THEN VALUE = 15; * Post-Secondary Certificate - awarded for training completed after high school (for example, in 
Personnel Services, Engineering-related Technologies, Vocational Home Economics, Construction Trades, Mechanics and Repairers, Precision 
Production Trades); 
IF CATEGORY = 4 THEN VALUE = 15; * Some College Courses; 
IF CATEGORY = 5 THEN VALUE = 15; * Associate Degree (or other 2-year degree); 
IF CATEGORY = 6 THEN VALUE = 17; * Bachelor Degree; 
IF CATEGORY = 7 THEN VALUE = 18; * Post-Baccalaureate Certificate - awarded for completion of an organized program of study designed 
for people who have completed a Baccalaureate degree, but do not meet the requirements of academic degrees carrying the title of Master; 
IF CATEGORY = 8 THEN VALUE = 19; * Masters Degree; 
IF CATEGORY = 9 THEN VALUE = 20; * Post-Master Certificate - awarded for completion of an organized program of study designed for 
people who have completed a Masters degree, but do not meet the requirements of academic degrees at the doctoral level; 
IF CATEGORY =10 THEN VALUE = 20; * First Professional Degree - awarded for completion of a program that: requires at least 2 years of 
college work before entrance into the program, includes a total of at least 6 academic years of work to complete, and provides all remaining 
academic requirements to begin practice in a profession; 
IF CATEGORY =11 THEN VALUE = 21; * Doctoral Degree; 
IF CATEGORY =12 THEN VALUE = 22; * Post-Doctoral Training; 
 END; 
IF SCALE_ID = 'RW' 
 THEN DO; 
IF CATEGORY = 1 THEN VALUE = 0; * None; 
IF CATEGORY = 2 THEN VALUE = 0.5/12; * Up to and including 1 month; 
IF CATEGORY = 3 THEN VALUE = 2/12; * Over 1 month, up to and including 3 months; 
IF CATEGORY = 4 THEN VALUE = 4.5/12; * Over 3 months, up to and including 6 months; 
IF CATEGORY = 5 THEN VALUE = 9/12; * Over 6 months, up to and including 1 year; 
IF CATEGORY = 6 THEN VALUE = 1.5; * Over 1 year, up to and including 2 years; 
IF CATEGORY = 7 THEN VALUE = 3; * Over 2 years, up to and including 4 years; 
IF CATEGORY = 8 THEN VALUE = 5; * Over 4 years, up to and including 6 years; 
IF CATEGORY = 9 THEN VALUE = 7; * Over 6 years, up to and including 8 years; 
IF CATEGORY = 10 THEN VALUE = 9; * Over 8 years, up to and including 10 years; 
IF CATEGORY = 11 THEN VALUE = 11; * Over 10 years; 
 END; 
IF SCALE_ID = 'PT' 
 THEN DO; 
IF CATEGORY = 1 THEN VALUE = 0; * None; 
IF CATEGORY = 2 THEN VALUE = 0.5/12; * Up to and including 1 month; 
IF CATEGORY = 3 THEN VALUE = 2/12; * Over 1 month, up to and including 3 months; 
IF CATEGORY = 4 THEN VALUE = 4.5/12; * Over 3 months, up to and including 6 months; 
IF CATEGORY = 5 THEN VALUE = 9/12; * Over 6 months, up to and including 1 year; 
IF CATEGORY = 6 THEN VALUE = 1.5; * Over 1 year, up to and including 2 years; 
IF CATEGORY = 7 THEN VALUE = 3; * Over 2 years, up to and including 4 years; 
IF CATEGORY = 8 THEN VALUE = 7; * Over 4 years, up to and including 10 years; 
IF CATEGORY = 9 THEN VALUE = 11; * Over 10 years; 
 END; 
IF SCALE_ID = 'OJ' 
 THEN DO; 
IF CATEGORY = 1 THEN VALUE = 0; * None or short demonstration; 
IF CATEGORY = 2 THEN VALUE = 0.5/12; * Anything beyond short demonstration, up to and including 1 month; 
IF CATEGORY = 3 THEN VALUE = 2/12; * Over 1 month, up to and including 3 months; 
IF CATEGORY = 4 THEN VALUE = 4.5/12; * Over 3 months, up to and including 6 months; 
IF CATEGORY = 5 THEN VALUE = 9/12; * Over 6 months, up to and including 1 year; 
IF CATEGORY = 6 THEN VALUE = 1.5; * Over 1 year, up to and including 2 years; 
IF CATEGORY = 7 THEN VALUE = 3; * Over 2 years, up to and including 4 years; 
IF CATEGORY = 8 THEN VALUE = 7; * Over 4 years, up to and including 10 years; 
IF CATEGORY = 9 THEN VALUE = 11; * Over 10 years; 
 END; 
RUN; 
 
* 2.D - EDUCATION AND 3.A - EXPERIENCE REQUIREMENTS; 
PROC SQL; 
   CREATE TABLE WORKER_2D3A AS  
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   SELECT distinct trim(prxchange('s/\-|\.//', -1, t1.O_NET_SOC_CODE)) as ONET2010 length=8,  
          "_"||trim(prxchange('s/\.//', -1, t1.Element_ID)) as ID length=12, 
          sum(t2.VALUE* t1.data_value/100) AS VALUE, 
          sum(t2.VALUE* t1.Lower_CI_Bound/100) AS MIN, 
          sum(t2.VALUE* t1.Upper_CI_Bound/100) AS MAX 
      FROM db17.EDUCATION AS t1 LEFT JOIN EDUCATIONCATEGORIES AS t2 
   ON t1.Element_ID = t2.Element_ID AND t1.Scale_ID = t2.Scale_ID and t1.CATEGORY = t2.CATEGORY 
      GROUP BY t1.O_NET_SOC_CODE, t1.Element_ID, t1.Scale_ID; 
QUIT; 
 
* * * * * * * * * * * * * * * * * * * * * * * * * JOB ORIENTED FILES * * * * * * * * * * * * * * * * * * * * * * * * * * ; 
* 4.A - OCCUPATIONAL REQUIREMENTS; 
data JOB_4A_IM JOB_4A_LV; length ONET2010 $8. ID $12.; set db17.WORKACTIVITIES; keep ONET2010 ID Data_value Lower_CI_Bound 
Upper_CI_Bound; rename data_value = VALUE Lower_CI_Bound = MIN Upper_CI_Bound = MAX; 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
IF Scale_ID = 'IM' THEN OUTPUT JOB_4A_IM; 
IF Scale_ID = 'LV' THEN 
 DO; 
  IF NOT_RELEVANT = 'Y' THEN 
   DO; 
   data_value = 0; 
   Lower_CI_Bound = 0; 
   END; 
  OUTPUT JOB_4A_LV; 
 END; 
run; 
 
PROC SQL; 
   CREATE TABLE JOB_4A AS  
   SELECT t1.ONET2010,  
          t1.ID,  
          (t1.VALUE * t2.VALUE) AS VALUE,  
          case when (t1.MIN * t2.MIN) = . then calculated VALUE else (t1.MIN * t2.MIN) end as MIN,  
          case when (t1.MAX * t2.MAX) = . then calculated VALUE else (t1.MAX * t2.MAX) end as MAX 
      FROM WORK.JOB_4A_LV AS t1, WORK.JOB_4A_IM AS t2 
      WHERE (t1.ONET2010 = t2.ONET2010 AND t1.ID = t2.ID); 
   DROP TABLE JOB_4A_LV, JOB_4A_IM; 
QUIT; 
 
* 4.B - Organizational Context - NOT MEASURED; 
* 4.C - WORK CONTEXT; 
data JOB_4C_CX JOB_4C_CXP; length ONET2010 $8. ID $12.; set db17.WORKCONTEXT; keep ONET2010 ID Data_value Lower_CI_Bound 
Upper_CI_Bound; rename data_value = VALUE Lower_CI_Bound = MIN Upper_CI_Bound = MAX; 
where Element_ID not in ('4.C.3.d.4' '4.C.3.d.8'); 
ONET2010 = trim(prxchange('s/\-|\.//', -1, O_NET_SOC_CODE)); 
ID = "_"||trim(prxchange('s/\.//', -1, Element_ID)); 
IF Scale_ID = 'CX' THEN OUTPUT JOB_4C_CX; 
IF Scale_ID = 'CXP' THEN 
 DO; 
  IF Category_Description = 'Never' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Once a year or more but not every month' THEN Data_value = Data_value* 6/365; 
  IF Category_Description = 'Once a month or more but not every week' THEN Data_value = Data_value* 32/365; 
  IF Category_Description = 'Once a week or more but not every day' THEN Data_value = Data_value* 208/365; 
  IF Category_Description = 'Every day' THEN Data_value = Data_value* 365/365; 
  IF Category_Description = 'No contact with others' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Occasional contact with others' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Contact with others about half the time' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Contact with others most of the time' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Constant contact with others' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'Not important at all' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Fairly important' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Important' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Very important' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Extremely important' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'No responsibility' THEN Data_value = Data_value* 0; 
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  IF Category_Description = 'Limited responsibility' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Moderate responsibility' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'High responsibility' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Very high responsibility' THEN Data_value = Data_value* 1; 
  IF Category_Description = "I don't work near other people (beyond 100 ft.)" THEN Data_value = Data_value* 0; 
  IF Category_Description = 'I work with others but not closely (e.g., private office)' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Slightly close (e.g., shared office)' THEN Data_value = Data_value* .5; 
  IF Category_Description = "Moderately close (at arm's length)" THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Very close (near touching)' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'Less than half the time' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'About half the time' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'More than half the time' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Continually or almost continually' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'Not serious at all' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Fairly serious' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Serious' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Very serious' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Extremely serious' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'No results' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Minor results' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Moderate results' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Important results' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Very important results' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'No freedom' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Very little freedom' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Limited freedom' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Some freedom' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'A lot of freedom' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'Not at all automated' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Slightly automated' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Moderately automated' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Highly automated' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Completely automated' THEN Data_value = Data_value* 1; 
  IF Category_Description = 'Not at all competitive' THEN Data_value = Data_value* 0; 
  IF Category_Description = 'Slightly competitive' THEN Data_value = Data_value* .25; 
  IF Category_Description = 'Moderately competitive' THEN Data_value = Data_value* .5; 
  IF Category_Description = 'Highly competitive' THEN Data_value = Data_value* .75; 
  IF Category_Description = 'Extremely competitive' THEN Data_value = Data_value* 1; 
  OUTPUT JOB_4C_CXP; 
 END; 
run; 
 
PROC SQL; 
   CREATE TABLE JOB_4C AS  
   SELECT DISTINCT t1.ONET2010,  
          t1.ID,  
          SUM(t1.VALUE)* t2.VALUE/100 as VALUE,  
          CASE WHEN t2.MIN = . THEN CALCULATED VALUE ELSE SUM(t1.VALUE)* t2.MIN/100 END as MIN,  
          CASE WHEN t2.MAX = . THEN CALCULATED VALUE ELSE SUM(t1.VALUE)* t2.MAX/100 END as MAX 
      FROM WORK.JOB_4C_CXP AS t1 LEFT JOIN WORK.JOB_4C_CX AS t2 
      ON (t1.ONET2010 = t2.ONET2010 AND t1.ID = t2.ID) 
      GROUP BY t1.ONET2010, t1.ID; 
 
   DROP TABLE JOB_4C_CXP, JOB_4C_CX; 
QUIT; 
 
data ONET2010_DB17; SET WORKER: JOB:; 
PROC SORT DATA=ONET2010_DB17; BY ONET2010 ID; RUN; 
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Appendix C   
FACTOR PATTERN MATRIX FOR ONET VARIABLES 
Table 54 – Promax Rotated Factor Pattern Matrix 
Code ONET Variable Factors 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
1A1a1 Oral Comprehension 0.73 -0.23 0.13 -0.09 -0.04 0.00 -0.01 0.01 0.02 0.03 -0.06 0.02 -0.02 0.11 0.04 0.04 0.00 0.12 0.06 0.03 0.02 
1A1a3 Oral Expression 0.68 -0.22 0.12 -0.09 -0.06 0.01 0.00 -0.01 0.02 0.12 -0.07 0.00 -0.01 0.10 0.05 0.03 0.01 0.11 0.12 -0.01 -0.01 
1A1b3 Problem Sensitivity 0.78 0.05 0.23 0.03 -0.03 0.00 -0.11 -0.02 -0.02 -0.14 -0.04 -0.02 -0.10 0.13 0.15 0.10 0.09 -0.01 -0.05 0.06 -0.03 
1A4b4 Speech Recognition 0.38 -0.21 0.29 0.05 -0.09 0.01 0.02 0.04 0.00 0.06 -0.07 -0.01 -0.02 -0.02 0.24 0.01 0.14 -0.03 0.18 -0.04 0.04 
2A1b Active Listening 0.67 -0.25 0.13 -0.04 -0.06 -0.01 0.02 0.02 0.06 0.03 -0.05 -0.03 0.01 0.02 0.05 0.01 0.11 0.02 0.07 0.02 0.05 
2B1a Social Perceptiveness 0.44 -0.11 0.38 0.16 -0.07 -0.08 0.03 -0.14 -0.01 -0.01 -0.05 -0.11 -0.02 -0.03 0.05 -0.04 0.21 -0.01 0.04 0.01 0.06 
1B2b3 Variety 0.79 -0.08 0.05 0.14 0.06 0.00 0.10 -0.08 0.08 -0.03 0.04 0.07 0.01 -0.01 -0.12 0.05 0.01 0.01 0.02 -0.07 0.05 
1B2c3 Authority 0.69 -0.10 0.08 0.24 -0.06 0.05 0.04 -0.02 0.08 0.08 -0.04 0.07 -0.06 -0.01 -0.05 0.08 -0.04 0.08 0.00 -0.15 -0.11 
1B2f2 Responsibility 0.75 0.02 0.01 0.20 -0.04 0.05 0.10 0.00 -0.05 0.03 -0.02 0.04 0.03 0.03 -0.09 0.07 0.02 0.05 0.07 -0.13 -0.03 
1B2f3 Autonomy 0.72 -0.04 -0.02 0.21 -0.02 0.06 0.11 -0.02 -0.10 0.02 -0.05 0.02 0.04 0.02 -0.08 0.06 0.00 0.05 0.06 -0.12 -0.01 
2A2d Monitoring 0.69 0.17 0.06 0.28 -0.18 -0.08 0.03 -0.05 0.10 0.06 -0.03 -0.03 -0.02 0.07 0.22 -0.01 0.00 0.08 -0.07 0.03 -0.04 
2B4g Systems Analysis 0.80 -0.02 -0.08 0.22 0.06 -0.02 -0.06 -0.11 0.04 -0.07 0.04 0.08 0.02 -0.02 0.16 -0.04 0.02 -0.02 -0.04 0.05 0.05 
2B4h Systems Evaluation 0.77 0.00 -0.02 0.24 0.08 -0.02 -0.06 -0.17 0.04 -0.06 0.02 0.08 -0.01 -0.04 0.17 -0.02 0.04 -0.04 -0.02 0.03 0.00 
2B5a Time Management 0.54 0.01 0.00 0.42 -0.04 -0.01 0.10 0.04 0.05 0.02 -0.03 -0.03 0.00 -0.07 0.05 -0.01 -0.02 0.19 -0.05 0.00 0.16 
4A4b6 Provide Consultation and Advice to Others 0.71 -0.04 0.03 0.27 0.03 -0.05 -0.13 -0.12 -0.07 -0.04 -0.02 0.05 -0.02 -0.03 -0.06 0.02 0.03 -0.01 0.07 0.25 -0.10 
2B3a Operations Analysis 0.60 -0.11 -0.07 0.14 0.42 -0.03 0.08 -0.14 0.15 -0.10 -0.01 -0.03 -0.01 -0.05 -0.04 -0.10 0.06 -0.04 0.04 -0.06 -0.08 
2C4a Mathematics 0.61 -0.09 -0.11 -0.01 0.37 0.04 -0.40 0.08 0.03 0.01 -0.01 -0.04 0.14 0.13 0.10 0.05 -0.04 0.04 0.08 -0.05 -0.06 
1A1b1 Fluency of Ideas 0.69 -0.11 -0.05 0.12 0.10 -0.04 0.25 -0.10 -0.10 -0.07 0.03 -0.02 0.08 -0.03 0.20 -0.02 0.00 -0.02 0.09 0.04 -0.01 
1A1b2 Originality 0.63 -0.10 -0.04 0.11 0.16 -0.04 0.33 -0.12 -0.09 -0.05 0.02 -0.03 0.07 -0.02 0.18 -0.05 -0.02 0.02 0.11 0.02 -0.02 
1B2a1 Ability Utilization 0.82 -0.12 0.06 0.01 0.04 0.00 0.20 -0.03 -0.01 0.01 0.02 0.03 0.03 0.01 -0.04 0.05 -0.05 -0.02 0.02 -0.07 -0.08 
1B2a2 Achievement 0.79 -0.10 0.12 -0.01 0.02 0.01 0.21 -0.04 -0.01 0.04 0.01 0.01 0.03 0.01 -0.04 0.05 -0.06 0.00 0.02 -0.07 -0.07 
1B2c2 Recognition 0.81 -0.13 0.01 0.07 -0.08 0.03 0.14 0.02 -0.03 -0.03 -0.02 0.05 -0.01 0.05 -0.05 0.08 -0.10 0.03 0.07 -0.10 -0.17 
1B2c4 Social Status 0.82 -0.13 0.08 0.06 0.00 0.03 0.08 0.02 0.02 0.02 -0.03 0.05 -0.05 0.04 -0.05 0.07 -0.05 0.03 0.02 -0.10 -0.15 
1B2f1 Creativity 0.73 -0.03 -0.03 0.18 0.06 0.02 0.23 -0.11 -0.07 0.02 0.01 0.03 0.06 0.01 -0.10 -0.03 -0.01 0.08 0.06 -0.10 -0.02 
4A2b2 Thinking Creatively 0.62 -0.02 -0.13 -0.03 0.25 -0.01 0.42 -0.12 -0.08 0.04 0.02 0.03 0.16 -0.14 -0.07 -0.08 -0.09 0.05 0.14 0.21 -0.06 
1A4a1 Near Vision 0.61 0.16 -0.07 -0.08 0.07 -0.11 0.12 0.55 0.02 0.15 -0.10 -0.11 0.06 -0.01 0.19 0.07 -0.02 -0.03 0.00 0.07 0.20 
4C3a2a Impact of Decisions on Co-workers or Company Results 0.42 0.20 0.14 0.02 -0.04 0.10 -0.04 0.40 -0.05 -0.16 -0.01 -0.04 0.12 0.02 -0.16 0.07 0.29 0.32 0.21 0.03 0.06 
1B2b1 Activity 0.86 -0.07 0.05 0.16 0.02 -0.04 -0.05 0.00 0.18 -0.05 0.00 0.04 -0.02 -0.04 -0.12 0.03 0.01 0.03 -0.06 -0.06 0.03 
1B2b4 Compensation 0.90 -0.05 0.02 0.09 -0.01 0.03 0.00 0.02 0.13 -0.13 0.02 0.08 -0.01 -0.03 -0.13 0.11 -0.08 -0.02 0.04 -0.04 -0.06 
1B2b5 Security 0.88 -0.06 0.09 0.09 0.01 0.02 -0.03 0.02 0.16 -0.01 0.01 0.09 -0.03 -0.01 -0.12 0.02 0.04 -0.02 -0.02 -0.03 0.01 
1B2b6 Working Conditions 0.79 -0.19 -0.02 0.09 0.01 -0.03 0.09 0.01 0.15 0.00 -0.06 0.07 0.04 -0.11 -0.11 -0.02 -0.07 0.00 0.01 -0.04 0.02 
1B2c1 Advancement 0.81 -0.17 -0.09 0.07 0.04 0.04 0.08 -0.02 0.23 -0.03 0.01 0.09 0.02 -0.06 -0.02 0.02 -0.03 0.00 0.05 -0.05 -0.08 
1A1a2 Written Comprehension 0.83 -0.21 -0.07 -0.05 -0.04 -0.04 0.00 0.07 0.05 0.12 -0.06 0.00 0.02 0.06 0.04 0.01 0.00 0.04 -0.07 0.03 0.09 
1A1a4 Written Expression 0.78 -0.21 -0.10 0.01 -0.10 -0.01 0.05 0.00 0.05 0.13 -0.06 0.00 0.05 0.09 -0.02 -0.04 0.00 0.07 -0.08 0.05 0.12 
1A4b5 Speech Clarity 0.52 -0.18 0.12 -0.09 -0.15 0.05 0.09 -0.06 0.05 0.26 -0.06 -0.01 0.00 0.02 0.13 0.02 0.04 0.03 0.19 -0.07 -0.06 
2A1a Reading Comprehension 0.84 -0.17 -0.02 -0.04 -0.06 -0.04 0.02 0.08 0.04 0.12 -0.05 -0.01 0.03 0.07 0.06 -0.03 -0.02 0.06 -0.07 0.03 0.08 
(continues)  
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Table 54 – Promax Rotated Factor Pattern Matrix (continued) 
Code ONET Variable Factors 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
2A1c Writing 0.81 -0.17 -0.12 0.00 -0.14 -0.02 0.07 0.02 0.02 0.18 -0.02 0.00 0.05 0.09 0.03 -0.08 0.04 0.05 -0.07 0.03 0.12 
2A1d Speaking 0.63 -0.21 0.10 0.01 -0.08 0.00 0.05 -0.01 0.06 0.16 -0.05 -0.01 0.04 0.05 0.02 -0.04 0.07 0.06 0.11 -0.03 0.03 
2A2c Learning Strategies 0.69 0.11 0.18 0.09 -0.06 -0.04 0.00 -0.08 -0.01 0.29 0.03 -0.01 0.01 -0.04 0.23 -0.01 -0.03 0.10 -0.04 -0.05 -0.01 
2B1e Instructing 0.68 0.12 0.19 0.10 -0.06 -0.06 0.02 -0.02 -0.02 0.29 0.04 0.03 0.00 0.00 0.13 -0.02 -0.04 0.24 -0.05 -0.03 -0.03 
2C7a English Language 0.55 -0.26 0.08 -0.05 -0.01 0.07 0.10 0.11 -0.02 0.37 -0.01 0.08 0.14 0.01 -0.02 0.01 0.00 -0.04 -0.07 0.02 0.09 
2D1 Required Level of Education 0.85 -0.10 0.10 -0.06 -0.02 -0.01 -0.01 0.03 -0.04 0.15 -0.06 -0.02 0.04 0.06 -0.07 0.00 -0.11 0.01 -0.08 0.02 0.07 
4A4b3 Training and Teaching Others 0.55 0.20 0.11 0.13 -0.11 -0.10 -0.05 -0.06 -0.04 0.47 0.04 0.04 -0.06 0.01 -0.03 -0.01 -0.05 0.18 -0.01 0.18 -0.15 
4C1a2c Public Speaking 0.38 -0.13 0.05 -0.02 0.05 0.07 0.15 -0.15 0.01 0.38 -0.03 0.02 0.00 0.04 0.01 -0.04 0.04 0.17 0.15 -0.06 -0.16 
2B3e Programming 0.59 -0.16 -0.15 -0.05 0.16 0.01 -0.12 0.04 -0.06 -0.21 0.12 0.37 0.02 -0.18 0.23 -0.21 0.05 0.00 -0.16 -0.02 -0.09 
2C3a Computers and Electronics 0.57 -0.10 -0.11 -0.01 0.12 0.05 0.03 0.19 0.05 0.03 -0.05 0.52 0.08 -0.05 -0.02 -0.16 -0.03 0.10 -0.05 0.00 0.08 
4A3b1 Interacting With Computers 0.56 -0.28 -0.12 0.03 0.08 -0.01 -0.02 0.23 0.07 0.01 -0.09 0.36 0.00 -0.12 0.04 -0.14 -0.03 0.11 -0.04 0.16 0.06 
1B2b2 Independence 0.90 0.01 -0.38 -0.05 0.04 0.02 0.14 0.05 0.01 -0.15 0.02 0.00 0.16 -0.06 -0.16 -0.01 0.04 -0.13 0.03 0.04 0.09 
1C7b Analytical Thinking 0.78 0.03 0.05 -0.05 0.15 0.01 -0.06 0.07 0.03 0.04 0.02 0.02 0.39 0.04 -0.06 0.00 0.01 -0.05 -0.09 0.05 0.08 
4C3a4 Freedom to Make Decisions 0.61 0.21 0.08 -0.01 -0.12 0.12 -0.02 -0.05 -0.09 -0.07 -0.08 -0.07 0.25 0.06 -0.17 0.08 -0.09 0.03 0.09 -0.10 0.17 
1A1b5 Inductive Reasoning 0.92 -0.04 0.06 -0.08 -0.04 -0.04 -0.07 0.00 -0.07 -0.03 -0.02 -0.02 -0.03 0.16 0.07 0.04 0.05 -0.02 -0.04 0.04 -0.02 
1B1b Investigative 0.90 0.06 -0.06 -0.27 0.12 -0.02 -0.08 -0.05 -0.05 0.04 0.02 0.11 -0.02 0.24 -0.04 -0.11 -0.03 0.00 -0.17 0.07 0.04 
2A1f Science 0.82 0.03 0.04 -0.16 0.06 -0.02 -0.14 -0.14 -0.14 -0.03 0.04 0.02 -0.02 0.50 0.04 -0.11 -0.09 0.02 -0.06 0.00 -0.02 
1A1b4 Deductive Reasoning 0.90 -0.06 0.04 -0.02 0.06 -0.02 -0.08 0.00 0.02 -0.03 -0.02 -0.03 -0.02 0.06 0.11 0.02 0.07 -0.02 0.01 0.02 -0.03 
1A1b6 Information Ordering 0.80 0.08 0.00 0.04 0.12 -0.05 0.02 0.16 0.00 -0.04 0.07 0.06 0.05 0.06 0.25 -0.02 -0.01 0.07 -0.09 0.07 0.09 
1A1b7 Category Flexibility 0.74 -0.04 -0.12 0.13 0.07 -0.09 0.08 0.04 -0.09 0.01 0.03 -0.06 0.00 0.20 0.29 -0.07 -0.06 -0.01 -0.09 0.09 0.10 
1A1c1 Mathematical Reasoning 0.69 -0.19 -0.10 0.04 0.29 0.03 -0.31 0.14 0.03 -0.07 0.02 -0.12 0.03 0.01 0.32 -0.04 -0.04 0.05 0.04 -0.02 0.01 
1A1c2 Number Facility 0.65 -0.15 -0.10 0.09 0.22 0.04 -0.35 0.17 0.04 -0.10 0.05 -0.19 0.04 0.01 0.40 -0.02 -0.06 -0.01 0.11 -0.01 0.02 
1A1d1 Memorization 0.64 0.17 0.10 0.00 -0.13 -0.02 0.01 0.08 -0.07 0.20 0.07 0.15 0.01 -0.05 0.43 -0.01 0.01 0.06 0.07 -0.07 0.06 
1A1e1 Speed of Closure 0.63 0.29 0.17 0.01 -0.07 0.07 -0.03 0.12 -0.10 0.00 0.05 0.09 -0.05 -0.04 0.61 0.11 0.10 -0.15 -0.03 -0.03 -0.02 
1A1e2 Flexibility of Closure 0.61 0.29 0.04 -0.01 0.01 0.05 0.02 0.18 -0.06 0.02 0.02 0.00 -0.08 0.13 0.54 0.13 -0.01 -0.16 -0.11 0.06 0.01 
2A1e Mathematics 0.66 -0.14 -0.10 -0.02 0.37 0.06 -0.33 0.16 0.00 -0.04 0.06 -0.18 0.03 0.01 0.38 -0.04 -0.03 0.06 0.03 -0.03 -0.01 
2A2b Active Learning 0.88 -0.03 0.03 0.01 -0.03 -0.02 0.00 0.00 -0.04 0.07 0.00 -0.02 0.03 0.03 0.16 0.01 0.01 -0.01 0.03 -0.03 -0.02 
2B2i Complex Problem Solving 0.91 0.02 -0.06 0.04 0.06 0.00 -0.04 -0.03 -0.05 -0.05 -0.04 0.02 -0.01 0.04 0.13 0.04 0.08 -0.02 0.01 0.02 -0.06 
2B4e Judgment and Decision Making 0.87 -0.01 -0.01 0.11 -0.04 -0.02 -0.04 -0.03 -0.04 -0.04 0.00 -0.06 0.02 0.03 0.15 0.05 0.10 -0.07 0.02 -0.01 -0.05 
3A1 Related Work Experience 0.53 -0.10 -0.16 0.22 0.02 -0.02 -0.01 0.03 0.04 -0.09 -0.03 0.07 0.06 -0.20 -0.05 0.48 -0.14 0.05 -0.13 -0.07 0.01 
2A2a Critical Thinking 0.88 -0.06 -0.02 0.03 -0.03 -0.02 -0.03 0.03 0.02 0.01 0.00 0.00 0.00 0.04 0.09 0.02 0.11 -0.03 0.06 0.00 0.00 
2C8b Law and Government 0.39 -0.19 -0.02 0.12 0.05 0.29 -0.09 0.05 0.02 0.24 0.03 0.00 0.01 0.04 0.00 0.14 0.32 -0.25 -0.01 0.08 0.12 
2B1c Persuasion 0.48 -0.14 0.08 0.25 -0.04 -0.04 0.02 -0.16 0.03 -0.13 0.00 -0.09 -0.01 -0.02 0.13 -0.01 0.20 -0.07 0.26 -0.03 0.00 
4A4a3 Communicating with Persons Outside Organization 0.45 -0.26 -0.04 0.15 -0.01 0.18 0.11 -0.03 -0.05 0.02 0.05 0.05 0.00 0.01 -0.03 -0.02 0.09 -0.09 0.32 0.20 0.12 
4A1a1 Getting Information 0.80 -0.18 -0.11 0.04 -0.15 0.06 0.03 0.10 0.05 0.04 0.02 0.00 0.04 0.02 0.00 -0.05 0.02 -0.06 0.00 0.27 0.06 
4A1b1 Identifying Objects, Actions, and Events 0.81 0.13 -0.04 -0.07 -0.20 0.04 0.10 0.10 0.07 -0.01 0.07 0.01 -0.02 0.16 0.11 -0.05 -0.02 0.00 0.01 0.38 -0.06 
4A1b3 
Estimating the Quantifiable Characteristics of Products, Events, or 
Information 0.54 0.16 -0.22 0.16 0.26 0.16 -0.03 0.01 -0.02 -0.04 -0.03 -0.11 -0.02 0.20 0.02 -0.03 -0.13 0.05 0.17 0.38 -0.13 
4A2a1 Judging the Qualities of Things, Services, or People 0.51 0.24 0.06 0.29 0.03 -0.05 0.09 0.01 0.07 0.19 -0.08 -0.16 0.01 -0.09 -0.07 0.02 0.02 -0.12 0.20 0.34 -0.11 
4A2a2 Processing Information 0.82 -0.15 -0.15 -0.05 -0.05 0.05 -0.15 0.25 0.08 0.07 -0.04 -0.02 0.03 0.05 0.07 -0.06 -0.07 0.02 -0.01 0.33 0.04 
4A2a3 Evaluating Information to Determine Compliance with Standards 0.54 0.02 0.11 0.07 0.12 0.04 -0.16 0.09 0.27 -0.05 -0.04 -0.07 -0.06 0.01 0.02 0.10 0.10 -0.04 -0.06 0.42 0.08 
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Table 54 – Promax Rotated Factor Pattern Matrix (continued) 
Code ONET Variable Factors 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
4A2a4 Analyzing Data or Information 0.94 -0.13 -0.21 -0.02 -0.07 0.01 -0.16 0.06 0.04 0.02 0.00 0.01 -0.01 0.06 0.01 0.00 -0.05 -0.05 0.02 0.29 -0.04 
4A2b1 Making Decisions and Solving Problems 0.82 0.12 0.07 0.08 0.05 0.01 -0.06 0.03 0.01 -0.09 0.00 -0.01 0.01 -0.04 0.01 0.07 0.05 -0.06 0.15 0.31 -0.12 
4A2b3 Updating and Using Relevant Knowledge 0.86 0.04 0.07 -0.13 -0.01 0.00 0.00 0.11 0.05 0.06 0.01 0.19 0.01 -0.01 -0.02 0.01 -0.10 -0.01 0.10 0.26 0.06 
4A2b4 Developing Objectives and Strategies 0.64 -0.08 -0.01 0.24 0.03 0.03 0.02 -0.20 -0.03 0.06 0.01 -0.03 0.02 -0.06 -0.03 0.00 -0.08 -0.02 0.08 0.31 -0.03 
4A2b6 Organizing, Planning, and Prioritizing Work 0.52 -0.12 -0.03 0.27 0.04 0.00 0.13 0.01 0.01 0.01 0.04 -0.06 0.17 -0.07 -0.06 -0.09 -0.09 0.14 -0.02 0.31 0.31 
4A3b6 Documenting/Recording Information 0.67 -0.03 0.13 -0.07 -0.06 -0.02 -0.03 0.15 0.06 0.05 -0.04 0.06 0.03 0.16 0.02 -0.09 0.01 0.06 -0.17 0.32 0.21 
4A4a1 Interpreting the Meaning of Information for Others 0.87 -0.13 -0.12 -0.09 -0.07 -0.05 -0.03 0.02 0.00 0.18 0.03 0.01 -0.01 -0.01 -0.01 0.04 0.01 -0.02 0.02 0.29 -0.06 
4A4a2 Communicating with Supervisors, Peers, or Subordinates 0.54 -0.14 0.01 0.19 -0.04 0.03 -0.02 -0.02 0.14 -0.01 0.01 0.05 0.01 -0.08 0.04 0.00 -0.04 0.18 -0.15 0.42 0.11 
4A4a4 Establishing and Maintaining Interpersonal Relationships 0.42 -0.22 0.22 0.17 -0.12 -0.03 0.08 -0.10 -0.01 -0.10 0.02 0.03 0.07 -0.09 0.01 0.01 -0.01 0.02 0.10 0.24 0.16 
4A1a2 Monitor Processes, Materials, or Surroundings 0.50 0.50 0.15 0.02 -0.08 0.02 0.05 -0.09 0.17 -0.12 -0.05 -0.04 0.04 0.30 0.01 -0.06 -0.13 0.08 -0.05 0.44 0.03 
4C3a1 Consequence of Error 0.37 0.43 0.09 -0.09 -0.09 0.04 -0.09 0.23 0.02 -0.17 -0.02 -0.02 -0.01 0.16 0.00 0.02 0.27 0.17 -0.12 0.08 -0.07 
2B3m Quality Control Analysis 0.08 0.75 -0.07 0.10 0.23 -0.11 -0.01 0.00 0.06 -0.04 -0.02 0.14 -0.04 0.09 0.18 -0.02 0.00 -0.02 -0.08 -0.01 0.07 
2C3e Mechanical -0.02 0.78 -0.02 -0.04 0.39 0.02 -0.09 -0.11 0.07 0.02 -0.08 0.02 0.15 0.12 -0.07 0.14 0.02 -0.02 0.03 -0.09 0.11 
4C2c1e Exposed to Hazardous Equipment -0.08 0.73 -0.20 -0.01 0.16 0.04 -0.04 0.00 0.14 0.06 0.09 -0.16 0.06 0.06 -0.06 0.07 0.10 0.01 -0.01 -0.01 0.00 
1A2b1 Control Precision -0.17 0.86 0.06 0.01 0.04 0.16 0.02 0.14 -0.03 0.01 -0.11 -0.01 -0.01 -0.02 -0.02 -0.05 -0.07 -0.04 0.05 0.00 -0.07 
1A2b3 Response Orientation -0.04 0.87 0.06 -0.03 -0.06 0.39 -0.05 0.01 0.01 0.01 -0.03 -0.02 0.02 -0.11 0.09 -0.11 0.03 -0.04 -0.02 0.00 -0.07 
1A2b4 Rate Control -0.11 0.83 -0.11 0.02 -0.11 0.24 -0.02 0.06 0.03 0.05 -0.07 -0.07 0.02 -0.08 0.07 -0.10 -0.01 -0.03 -0.04 0.03 -0.15 
1A2c1 Reaction Time -0.07 0.86 -0.04 -0.04 -0.03 0.21 -0.05 0.04 0.07 0.05 0.00 -0.09 0.06 -0.10 0.09 -0.08 0.09 -0.06 -0.05 0.00 -0.10 
1A4a6 Depth Perception -0.08 0.77 -0.01 0.04 0.16 0.40 -0.01 -0.06 -0.03 0.01 -0.03 -0.07 -0.04 0.02 0.12 -0.01 -0.01 0.00 -0.01 0.02 -0.03 
1A4a7 Glare Sensitivity 0.01 0.64 -0.11 -0.05 -0.11 0.57 -0.03 -0.06 -0.06 0.01 0.13 0.01 0.02 -0.08 0.12 0.01 0.02 0.08 -0.08 -0.04 0.07 
1A4b3 Sound Localization 0.05 0.74 -0.02 -0.06 -0.10 0.56 -0.08 -0.13 -0.03 -0.05 0.07 0.06 0.07 -0.12 0.08 -0.04 0.04 0.01 -0.04 -0.05 0.10 
2B3h Operation and Control -0.07 0.89 -0.10 0.02 -0.04 0.22 -0.02 -0.01 0.03 0.00 -0.11 0.06 0.00 0.03 0.07 -0.05 -0.04 -0.02 -0.01 0.04 -0.06 
4A3a4 Operating Vehicles, Mechanized Devices, or Equipment -0.04 0.67 -0.03 -0.02 0.01 0.58 -0.09 -0.15 -0.02 -0.05 0.02 0.05 0.00 -0.04 -0.11 0.00 -0.03 0.11 0.02 0.14 0.07 
1A4a3 Visual Color Discrimination 0.11 0.66 -0.08 0.08 0.11 0.00 0.33 0.14 -0.02 0.01 0.08 0.11 -0.09 0.18 0.26 -0.06 -0.08 -0.09 0.03 -0.04 0.12 
1A2a1 Arm-Hand Steadiness -0.23 0.72 0.20 0.01 0.08 -0.08 0.12 0.21 -0.03 0.01 0.06 0.00 -0.04 0.00 -0.01 0.01 -0.13 -0.09 0.11 -0.02 -0.05 
1A2a2 Manual Dexterity -0.23 0.74 0.13 0.05 0.01 -0.04 0.07 0.22 -0.03 0.03 0.12 0.05 -0.05 -0.03 -0.03 0.00 -0.12 -0.05 0.10 -0.05 -0.05 
1A2a3 Finger Dexterity -0.06 0.70 0.20 0.06 0.14 -0.17 0.04 0.33 -0.04 -0.03 -0.01 0.02 -0.05 -0.07 0.11 0.04 -0.13 -0.17 0.10 -0.04 0.07 
1A2c2 Wrist-Finger Speed -0.19 0.80 0.01 0.09 -0.05 -0.04 0.00 0.24 -0.05 0.07 -0.01 -0.09 0.08 -0.08 0.13 -0.07 -0.12 -0.08 0.02 -0.02 -0.03 
4C3d3 Pace Determined by Speed of Equipment -0.33 0.55 -0.23 0.08 -0.14 -0.10 0.00 0.15 0.03 0.06 -0.13 -0.06 0.01 0.05 0.10 -0.08 0.06 0.07 -0.08 0.00 -0.29 
1A2b2 Multilimb Coordination -0.19 0.76 0.06 0.04 -0.03 0.20 0.03 -0.03 0.01 0.01 0.20 -0.02 -0.01 0.00 -0.01 -0.03 -0.08 -0.04 0.07 -0.01 -0.05 
1A2c3 Speed of Limb Movement -0.13 0.59 0.01 0.04 -0.07 0.22 -0.06 -0.06 0.05 0.01 0.41 -0.03 0.05 -0.07 0.08 -0.09 0.07 0.05 -0.04 -0.05 -0.07 
1A3a1 Static Strength -0.18 0.59 0.04 0.02 -0.05 0.05 0.01 -0.03 0.06 0.06 0.47 -0.05 -0.01 -0.03 0.01 -0.05 0.05 -0.04 0.00 -0.01 -0.01 
4A3a1 Performing General Physical Activities -0.21 0.53 0.05 -0.01 0.00 0.01 0.09 -0.08 0.07 0.02 0.52 0.01 0.03 0.11 -0.06 0.05 -0.02 0.05 0.08 0.12 0.01 
4A3a2 Handling and Moving Objects -0.32 0.64 0.02 0.06 0.01 -0.06 0.08 0.01 0.07 0.06 0.26 -0.08 -0.01 0.06 -0.09 -0.03 -0.10 0.01 0.05 0.08 0.05 
2B3c Equipment Selection 0.03 0.88 -0.06 0.05 0.12 -0.13 -0.06 -0.01 -0.07 0.00 -0.01 0.29 -0.02 -0.11 0.03 0.01 0.03 -0.03 0.01 -0.07 0.12 
2B3d Installation 0.12 0.50 -0.01 -0.11 0.05 -0.20 -0.09 -0.04 0.04 -0.04 0.28 0.33 0.02 -0.14 0.01 0.16 0.01 -0.06 0.05 -0.07 0.22 
2B3j Equipment Maintenance -0.03 0.92 -0.09 0.00 -0.04 -0.07 -0.11 -0.05 -0.03 0.03 -0.03 0.27 -0.01 -0.11 0.01 0.06 0.01 -0.05 -0.01 -0.03 0.18 
2B3k Troubleshooting 0.04 0.85 -0.04 0.00 0.12 -0.03 -0.08 -0.11 0.02 -0.06 0.00 0.34 -0.03 0.00 0.06 0.02 0.01 -0.07 -0.01 -0.03 0.09 
2B3l Repairing 0.00 0.92 -0.10 0.00 -0.03 -0.10 -0.12 -0.07 -0.05 0.02 0.00 0.27 -0.02 -0.12 0.00 0.09 0.03 -0.07 0.01 -0.05 0.22 
4A3b5 Repairing and Maintaining Electronic Equipment 0.08 0.73 -0.02 -0.01 0.08 -0.14 -0.01 -0.03 0.03 0.01 -0.02 0.52 -0.06 0.02 -0.06 -0.01 -0.04 0.00 0.11 0.02 0.18 
1B1a Realistic -0.26 0.49 -0.09 -0.04 0.20 0.03 -0.01 -0.03 -0.05 -0.04 0.04 0.10 -0.14 0.20 0.00 0.06 -0.06 -0.05 -0.01 0.04 -0.13 
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Table 54 – Promax Rotated Factor Pattern Matrix (continued) 
Code ONET Variable Factors 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
4A1b2 Inspecting Equipment, Structures, or Material -0.10 0.73 0.08 0.01 0.23 0.09 0.03 -0.06 0.12 -0.04 -0.07 0.04 -0.01 0.27 -0.02 -0.02 -0.05 0.05 0.06 0.22 -0.05 
4C2b1d Exposed to Contaminants -0.25 0.70 -0.12 0.01 0.04 0.02 0.04 0.04 0.04 0.08 0.12 -0.15 0.10 0.27 -0.07 -0.11 0.14 0.04 -0.01 -0.03 0.03 
4C2c1d Exposed to Hazardous Conditions 0.03 0.73 -0.21 -0.05 -0.09 -0.08 0.02 -0.06 0.11 -0.02 0.16 -0.03 0.13 0.44 -0.04 -0.02 0.01 0.00 0.05 0.00 0.10 
4C2e1e 
Wear Specialized Protective or Safety Equipment such as Breathing 
Apparatus, Safety Harness, Full Protection Suits, or Radiation 
Protection 0.10 0.46 -0.14 -0.01 -0.07 -0.07 -0.01 0.00 0.09 0.02 0.38 -0.04 0.04 0.38 -0.03 0.14 -0.01 0.00 0.04 0.06 -0.06 
1A4b1 Hearing Sensitivity -0.02 0.82 0.08 -0.01 -0.12 0.07 0.07 -0.09 -0.05 -0.06 -0.06 0.13 0.01 0.02 0.36 0.08 0.01 -0.16 -0.02 -0.03 -0.02 
1A4b2 Auditory Attention -0.11 0.77 0.00 -0.03 -0.07 0.08 0.11 -0.01 0.07 0.01 -0.01 -0.01 0.03 0.06 0.38 0.02 0.11 -0.04 -0.04 -0.01 -0.09 
2B3g Operation Monitoring 0.02 0.83 -0.09 0.02 0.00 0.06 -0.01 -0.07 0.13 -0.09 -0.11 0.12 0.02 0.14 0.17 -0.05 -0.03 -0.05 -0.06 0.07 -0.08 
4C2b1a Sounds, Noise Levels Are Distracting or Uncomfortable -0.27 0.63 -0.14 -0.06 0.09 0.00 0.09 0.09 0.14 0.06 0.04 -0.09 0.08 0.04 0.02 0.00 0.26 0.16 -0.10 0.01 -0.06 
4C1c1 Responsible for Others' Health and Safety -0.10 0.49 0.23 0.32 0.05 0.02 -0.14 0.01 -0.04 -0.03 0.11 -0.08 -0.05 0.38 -0.06 -0.03 0.13 0.42 -0.11 -0.04 0.01 
4A3a3 Controlling Machines and Processes -0.11 0.87 -0.03 -0.02 0.04 -0.03 -0.04 0.10 0.07 0.04 -0.14 -0.06 0.06 0.03 -0.03 -0.01 -0.10 0.03 0.05 0.13 -0.13 
4A3b4 Repairing and Maintaining Mechanical Equipment -0.10 0.92 -0.07 0.03 0.10 -0.01 -0.09 -0.08 -0.09 0.00 -0.09 0.08 0.04 -0.01 -0.10 0.09 0.02 0.00 0.05 0.04 0.16 
1B2d2 Social Service 0.16 -0.17 0.87 -0.06 0.04 -0.06 -0.08 -0.10 0.02 0.06 -0.05 -0.04 -0.05 -0.04 -0.02 -0.01 -0.01 0.06 0.04 -0.07 0.05 
2C4e Psychology 0.36 0.02 0.65 -0.02 0.05 0.02 -0.04 -0.15 -0.08 0.10 -0.03 -0.09 0.11 -0.07 -0.06 -0.02 0.27 -0.11 -0.15 0.04 -0.03 
2C5a Medicine and Dentistry 0.44 0.07 0.59 -0.04 -0.13 -0.10 -0.19 0.12 -0.15 -0.09 0.01 -0.05 -0.06 0.22 -0.08 0.03 -0.06 0.02 -0.05 0.01 -0.08 
2C5b Therapy and Counseling 0.36 0.00 0.67 -0.10 0.03 -0.10 -0.11 -0.21 -0.08 0.02 -0.03 -0.16 0.01 -0.09 -0.07 0.01 0.25 -0.09 -0.28 0.06 0.05 
4A4a5 Assisting and Caring for Others 0.17 0.12 0.90 -0.02 0.00 -0.07 -0.18 -0.06 -0.05 -0.07 0.00 -0.07 -0.04 0.03 -0.07 -0.06 0.08 0.08 -0.03 0.11 0.03 
1B2d1 Co-workers 0.17 -0.21 0.81 0.03 0.00 -0.02 -0.06 -0.07 0.22 0.08 0.02 0.01 -0.04 0.00 0.01 0.04 -0.17 0.16 0.00 -0.07 0.04 
1B2d3 Moral Values -0.35 -0.02 0.96 -0.02 0.08 -0.07 0.02 -0.08 0.21 0.08 -0.03 0.00 0.10 0.00 0.04 0.06 -0.41 0.18 0.02 0.00 0.08 
1B1d Social 0.15 -0.16 0.71 -0.11 -0.05 -0.03 -0.02 -0.16 0.03 0.22 -0.01 -0.06 0.00 -0.01 -0.02 -0.09 0.04 0.06 0.08 -0.09 0.00 
1C3a Cooperation -0.16 -0.22 0.79 -0.01 0.06 -0.02 0.09 0.04 -0.03 -0.16 0.01 0.07 0.40 -0.03 0.18 0.07 -0.12 0.16 -0.06 0.09 0.13 
1C3b Concern for Others -0.13 -0.01 1.02 -0.06 -0.02 0.02 -0.10 -0.08 0.00 -0.01 -0.05 -0.03 0.28 0.01 0.00 0.04 -0.05 0.08 -0.08 -0.02 0.10 
1C3c Social Orientation -0.20 -0.17 0.91 0.00 0.00 -0.03 -0.03 -0.05 0.00 0.01 0.01 -0.04 0.23 -0.05 0.10 0.11 -0.06 0.19 -0.03 -0.02 0.01 
1C4a Self Control -0.19 -0.04 0.86 -0.03 -0.02 0.08 -0.06 0.02 -0.02 -0.03 -0.05 0.07 0.44 0.00 0.10 0.06 0.13 -0.02 0.10 -0.02 -0.08 
1C4b Stress Tolerance -0.02 -0.10 0.55 0.03 -0.04 -0.03 0.08 0.19 -0.05 -0.09 -0.05 0.11 0.41 0.00 0.12 0.07 0.28 0.05 0.05 0.02 -0.18 
1C5c Integrity 0.32 -0.17 0.45 0.04 -0.01 0.03 -0.16 0.06 0.03 0.06 0.00 -0.02 0.40 0.10 0.04 0.02 0.00 -0.23 0.12 0.02 0.16 
4C2c1b Exposed to Disease or Infections 0.20 0.10 0.73 -0.10 -0.03 -0.06 -0.13 0.03 -0.10 -0.01 0.08 0.00 -0.01 0.27 -0.06 -0.16 0.15 0.00 -0.02 0.01 0.01 
1A1g2 Time Sharing 0.18 0.37 0.39 -0.03 -0.03 0.36 0.10 -0.03 0.06 -0.06 -0.07 -0.01 -0.12 0.02 0.38 0.10 -0.07 0.18 0.16 0.10 -0.06 
2B1f Service Orientation 0.19 -0.13 0.63 0.13 -0.01 0.00 -0.06 -0.07 0.00 -0.04 -0.01 0.00 -0.08 0.00 0.10 -0.12 0.11 -0.02 0.29 0.00 0.11 
2C1e Customer and Personal Service -0.08 -0.13 0.66 0.22 0.11 0.14 -0.16 0.13 0.03 0.00 -0.03 0.16 0.09 0.04 -0.09 -0.07 0.12 -0.14 0.41 -0.04 0.10 
2B1b Coordination 0.37 -0.08 0.14 0.42 -0.01 0.03 0.11 -0.06 -0.01 -0.06 0.08 0.01 -0.09 -0.03 0.12 0.08 0.06 0.28 -0.02 0.06 0.05 
2B1d Negotiation 0.32 -0.15 0.06 0.36 -0.03 0.00 0.05 -0.12 0.06 -0.09 -0.03 -0.08 -0.01 -0.06 0.06 -0.03 0.26 0.01 0.18 0.01 0.08 
2B5b Management of Financial Resources 0.25 0.02 -0.16 0.78 0.02 0.00 -0.06 -0.02 0.01 -0.05 0.00 -0.06 -0.04 -0.05 0.13 -0.07 -0.01 -0.07 0.10 -0.12 0.11 
2B5c Management of Material Resources 0.24 0.18 -0.10 0.80 0.08 0.03 0.04 -0.06 0.00 0.03 0.01 -0.04 -0.05 0.06 0.13 -0.13 -0.08 0.03 0.08 -0.09 0.16 
2B5d Management of Personnel Resources 0.42 0.08 -0.01 0.64 -0.06 0.00 0.02 -0.02 -0.01 0.05 0.03 0.01 -0.07 -0.01 0.14 0.01 0.02 0.22 -0.08 -0.06 0.09 
2C1a Administration and Management 0.24 -0.06 -0.06 0.75 0.00 0.08 -0.12 0.03 -0.01 0.05 -0.02 0.06 0.12 0.02 -0.12 0.04 0.01 -0.02 0.02 -0.01 0.09 
2C1c Economics and Accounting 0.29 -0.16 -0.13 0.53 -0.12 0.03 -0.35 0.18 0.01 0.00 0.00 -0.05 0.12 -0.06 -0.04 0.05 0.00 -0.23 0.27 -0.12 -0.01 
2C1f Personnel and Human Resources 0.23 -0.04 0.09 0.72 -0.09 0.09 -0.18 0.00 -0.02 0.14 -0.04 0.04 0.04 0.01 -0.10 0.07 -0.01 -0.06 -0.02 -0.05 0.04 
4A2b5 Scheduling Work and Activities 0.42 0.00 -0.01 0.44 0.09 0.02 0.10 -0.13 -0.05 0.03 0.01 0.01 0.05 -0.01 -0.07 0.02 -0.11 0.12 0.08 0.31 0.13 
4A4b4 Guiding, Directing, and Motivating Subordinates 0.32 0.08 -0.03 0.71 -0.07 -0.06 -0.05 -0.01 -0.10 0.10 0.03 0.01 -0.11 -0.02 -0.01 0.04 0.01 0.20 0.07 0.19 -0.07 
(continues)  
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Table 54 – Promax Rotated Factor Pattern Matrix (continued) 
Code ONET Variable Factors 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
4A4b5 Coaching and Developing Others 0.40 0.10 0.16 0.42 -0.05 -0.10 -0.05 -0.10 -0.02 0.29 0.04 0.01 -0.02 -0.10 -0.02 0.05 0.01 0.14 0.05 0.17 -0.12 
4A4c2 Staffing Organizational Units 0.28 0.00 0.01 0.78 -0.06 -0.04 -0.10 -0.02 -0.09 0.08 0.01 0.05 -0.10 0.01 -0.04 -0.05 0.02 0.02 0.11 0.12 -0.03 
4A4c3 Monitoring and Controlling Resources 0.27 0.11 -0.11 0.80 -0.06 0.02 -0.04 -0.05 -0.12 -0.02 -0.04 0.00 0.00 0.18 -0.06 -0.05 -0.12 -0.02 0.18 0.14 0.12 
2C2a Production and Processing -0.16 0.43 -0.28 0.45 0.24 -0.19 0.07 0.00 0.16 0.00 -0.10 -0.08 0.18 0.20 -0.08 -0.18 -0.01 -0.02 -0.01 -0.05 -0.12 
4A4a7 Resolving Conflicts and Negotiating with Others 0.21 -0.11 0.18 0.45 -0.01 0.00 -0.08 -0.13 0.02 -0.08 -0.01 -0.04 -0.01 -0.13 0.00 0.03 0.32 -0.07 0.18 0.19 0.00 
4A4b1 Coordinating the Work and Activities of Others 0.19 -0.05 -0.01 0.63 0.10 0.01 0.06 -0.07 -0.09 0.06 0.06 0.02 -0.09 -0.02 -0.01 0.10 0.00 0.31 -0.03 0.28 0.00 
1B1e Enterprising -0.13 -0.29 0.00 0.47 -0.20 0.08 0.00 -0.04 0.11 -0.15 -0.03 0.00 0.05 -0.05 0.06 0.04 0.07 0.01 0.30 -0.12 0.04 
4A4b2 Developing and Building Teams 0.31 -0.08 0.07 0.56 0.06 -0.06 -0.04 -0.14 -0.01 -0.02 0.04 0.03 -0.08 -0.08 0.03 0.04 0.04 0.16 0.02 0.32 -0.13 
4A4c1 Performing Administrative Activities 0.31 -0.12 0.07 0.44 -0.16 0.03 -0.07 0.08 0.00 0.12 -0.09 -0.02 0.05 0.03 -0.04 -0.04 -0.03 -0.03 -0.02 0.19 0.38 
2B3b Technology Design 0.39 0.13 0.06 -0.05 0.61 -0.07 0.07 -0.14 -0.01 -0.21 -0.01 0.24 0.04 -0.03 0.05 -0.20 0.12 0.06 -0.02 -0.04 -0.03 
1A1f2 Visualization 0.21 0.48 -0.01 0.02 0.57 0.00 0.28 0.08 -0.06 -0.04 0.02 -0.06 -0.04 -0.10 0.29 0.13 -0.03 -0.01 0.02 0.01 0.06 
2C3c Design -0.01 0.03 -0.05 -0.02 1.03 0.04 0.20 0.04 0.02 0.11 -0.10 -0.02 0.00 -0.05 -0.06 0.12 0.15 0.11 -0.02 -0.03 0.01 
2C3b Engineering and Technology 0.17 0.13 -0.03 -0.05 0.80 0.07 -0.01 -0.11 0.02 0.01 -0.13 0.19 -0.01 0.20 -0.01 0.04 0.06 0.10 0.01 -0.04 -0.06 
2C4b Physics 0.35 0.19 0.01 -0.20 0.52 0.09 -0.12 -0.16 0.00 0.03 -0.03 0.10 0.00 0.47 0.04 0.08 -0.06 0.08 0.16 -0.03 -0.10 
2C3d Building and Construction -0.24 0.01 -0.03 0.10 0.70 0.20 -0.05 -0.05 -0.11 0.15 0.14 -0.07 -0.05 0.02 0.00 0.47 0.12 0.07 -0.02 0.03 0.11 
4A3b2 
Drafting, Laying Out, and Specifying Technical Devices, Parts, and 
Equipment -0.06 0.13 0.06 -0.07 1.00 0.02 0.12 0.02 0.09 0.05 -0.11 -0.02 -0.08 -0.09 -0.06 0.09 0.11 0.18 -0.01 0.14 0.07 
1A1f1 Spatial Orientation -0.02 0.56 0.01 -0.05 -0.01 0.74 -0.07 -0.11 -0.08 -0.02 0.04 0.01 -0.01 -0.10 0.10 0.00 -0.05 0.12 -0.04 -0.01 0.06 
1A4a4 Night Vision 0.06 0.63 -0.03 -0.06 -0.12 0.72 -0.07 -0.12 -0.01 -0.07 0.04 0.04 0.03 -0.09 0.06 -0.07 -0.04 0.06 -0.01 0.01 0.04 
1A4a5 Peripheral Vision 0.05 0.60 -0.02 -0.05 -0.12 0.72 -0.08 -0.15 -0.02 -0.08 0.07 0.01 0.03 -0.12 0.07 -0.06 -0.05 0.06 -0.06 -0.01 0.04 
2C10 Transportation -0.17 0.11 0.01 0.16 0.25 0.68 -0.02 -0.11 0.11 0.14 -0.11 0.08 -0.08 0.05 0.03 0.06 0.08 -0.07 0.14 0.04 -0.05 
2C8a Public Safety and Security -0.09 0.19 0.20 0.18 0.27 0.41 -0.06 -0.11 0.11 0.25 0.08 0.17 -0.02 0.28 0.06 0.08 0.32 -0.11 -0.05 0.08 -0.03 
1B1c Artistic 0.16 -0.17 -0.07 -0.21 0.27 -0.09 0.74 -0.10 -0.17 0.16 0.00 -0.08 0.16 -0.12 0.02 -0.08 -0.02 0.04 0.00 0.00 -0.07 
2C7c Fine Arts -0.10 -0.03 -0.22 0.03 0.00 -0.05 0.85 0.09 -0.13 0.29 0.10 0.03 0.16 -0.09 0.05 -0.02 -0.09 0.02 0.00 -0.05 0.00 
2C9b Communications and Media 0.11 -0.15 -0.14 -0.07 -0.06 0.14 0.58 0.11 -0.03 0.28 -0.04 0.45 0.10 -0.06 0.00 -0.07 -0.02 0.07 0.08 -0.01 -0.08 
4C3b4 Importance of Being Exact or Accurate 0.42 0.06 -0.06 -0.22 0.06 -0.18 -0.01 0.91 0.06 0.04 -0.03 -0.05 0.05 -0.13 0.06 0.07 0.15 0.19 0.07 0.01 -0.02 
1B1f Conventional -0.27 -0.30 0.05 0.20 -0.14 0.06 -0.51 0.43 0.14 -0.08 -0.06 0.04 -0.03 -0.15 0.10 0.09 -0.03 -0.03 -0.13 -0.01 0.15 
4C2d1i Spend Time Making Repetitive Motions -0.54 0.04 -0.04 -0.01 0.01 -0.02 0.13 0.50 -0.02 0.05 0.14 0.08 -0.03 -0.23 -0.03 -0.05 0.02 0.08 0.05 0.01 -0.24 
1C5b Attention to Detail 0.29 0.06 0.14 -0.09 0.07 -0.18 0.20 0.58 0.03 0.01 0.00 -0.05 0.55 0.00 0.06 0.05 0.01 -0.07 -0.05 0.02 0.10 
4C3b2 Degree of Automation -0.15 0.02 -0.24 0.11 -0.14 -0.14 -0.22 0.46 0.14 -0.04 -0.25 0.05 0.02 -0.04 0.21 -0.06 0.21 0.05 0.00 0.01 -0.20 
4C3a2b Frequency of Decision Making 0.23 0.28 0.27 -0.01 -0.05 0.07 -0.03 0.46 0.01 -0.12 -0.08 -0.09 0.09 -0.08 -0.15 0.06 0.31 0.32 0.23 -0.01 0.08 
4C3b7 Importance of Repeating Same Tasks -0.21 -0.10 -0.03 0.00 -0.11 -0.09 -0.04 0.93 0.07 0.06 -0.05 0.09 0.02 -0.10 0.14 -0.05 0.18 0.38 -0.04 -0.03 0.02 
1B2e1 Company Policies and Practices 0.31 0.23 -0.05 -0.05 0.02 0.02 -0.19 0.06 0.99 -0.01 0.10 0.04 -0.02 -0.13 -0.04 -0.02 -0.04 -0.11 -0.06 0.10 0.03 
1B2e2 Supervision, Human Relations 0.17 0.24 0.06 -0.17 0.12 0.02 -0.20 0.09 0.97 -0.01 0.12 0.03 -0.04 -0.10 -0.01 -0.07 0.03 -0.11 -0.04 0.16 0.03 
1B2e3 Supervision, Technical -0.13 0.32 0.08 -0.09 -0.03 0.00 -0.26 0.16 0.77 -0.03 0.08 0.02 -0.09 -0.08 0.02 0.05 -0.03 -0.06 0.01 0.13 0.04 
2C4f Sociology and Anthropology 0.36 -0.05 0.25 -0.04 0.04 0.01 0.22 -0.11 -0.01 0.55 0.02 -0.07 0.03 -0.13 -0.05 -0.07 0.24 -0.18 -0.19 0.05 0.05 
2C6 Education and Training 0.43 0.13 0.35 0.09 0.04 0.04 -0.05 -0.11 0.02 0.50 0.03 0.06 0.16 0.06 -0.04 0.03 -0.04 0.01 -0.11 0.00 -0.08 
2C7e Philosophy and Theology 0.26 0.00 0.27 -0.05 0.00 0.00 0.26 -0.09 -0.01 0.61 -0.02 -0.06 0.04 -0.14 -0.03 -0.02 0.18 -0.15 -0.21 -0.01 0.06 
2C4g Geography 0.11 -0.15 -0.20 0.03 0.16 0.51 0.17 0.01 -0.02 0.58 -0.11 0.07 -0.14 0.16 0.14 0.09 -0.06 -0.05 0.08 0.06 0.05 
2C7b Foreign Language 0.09 -0.08 0.14 0.03 0.06 0.07 0.17 0.10 -0.02 0.65 0.09 0.05 -0.06 0.03 0.06 0.06 0.10 -0.11 -0.04 -0.04 0.00 
2C7d History and Archeology 0.12 -0.04 -0.21 0.00 0.04 0.13 0.47 0.13 0.00 0.91 0.02 -0.01 -0.04 -0.02 0.02 0.00 0.00 -0.05 -0.10 -0.05 0.16 
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Table 54 – Promax Rotated Factor Pattern Matrix (continued) 
Code ONET Variable Factors 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
1A3a3 Dynamic Strength -0.13 0.48 0.03 0.02 -0.08 0.01 0.05 -0.04 0.09 0.02 0.62 -0.03 -0.01 -0.03 0.05 0.00 -0.02 -0.02 0.03 0.00 -0.07 
1A3a4 Trunk Strength -0.29 0.50 0.09 0.03 -0.06 -0.07 0.02 -0.07 0.03 0.09 0.51 -0.05 -0.01 0.10 0.00 -0.03 0.02 0.00 0.08 -0.04 -0.09 
1A3b1 Stamina -0.19 0.40 0.06 0.03 -0.09 -0.03 0.03 -0.08 0.07 0.02 0.67 0.00 0.00 0.04 0.04 -0.04 0.11 0.02 0.02 -0.02 -0.09 
1A3c1 Extent Flexibility -0.18 0.53 0.01 0.00 -0.06 -0.05 0.00 0.01 0.02 0.02 0.60 0.05 0.01 0.04 -0.04 -0.01 0.07 0.01 0.10 -0.02 -0.03 
1A3c3 Gross Body Coordination -0.15 0.42 0.03 0.02 -0.09 -0.02 0.08 -0.04 0.06 0.03 0.72 0.03 0.03 0.02 0.07 -0.04 0.11 0.03 0.01 -0.04 -0.07 
1A3c4 Gross Body Equilibrium -0.01 0.38 -0.09 -0.05 -0.11 0.05 0.06 -0.05 0.04 -0.03 0.74 0.04 0.08 0.06 0.03 0.10 0.09 0.10 -0.06 0.01 0.06 
4C2d1c Spend Time Climbing Ladders, Scaffolds, or Poles -0.10 0.27 -0.31 0.03 0.05 0.01 0.02 -0.07 -0.02 -0.01 0.49 0.06 0.06 0.19 -0.05 0.29 0.08 0.13 -0.11 0.00 0.17 
2C9a Telecommunications 0.19 0.11 0.03 0.03 0.03 0.22 0.11 -0.02 0.04 0.02 0.00 0.84 -0.02 -0.08 0.00 -0.07 -0.01 0.01 0.03 -0.04 -0.07 
1C1a Achievement/Effort 0.52 0.01 0.13 0.00 -0.03 -0.07 0.16 0.19 -0.06 0.05 0.04 0.03 0.56 -0.01 0.00 0.09 -0.07 -0.13 0.18 0.01 -0.22 
1C1b Persistence 0.50 0.04 0.17 -0.02 0.02 -0.06 0.14 0.07 -0.09 -0.03 0.02 0.03 0.59 0.00 0.00 0.08 0.06 -0.13 0.08 0.01 -0.12 
1C1c Initiative 0.48 0.01 0.18 0.09 0.01 -0.04 0.16 0.02 -0.03 -0.04 0.07 0.00 0.62 0.04 -0.03 0.03 -0.04 -0.04 0.00 0.04 0.01 
1C6 Independence 0.40 0.15 0.26 -0.14 -0.16 -0.06 0.07 0.05 0.00 0.03 0.03 -0.10 0.69 0.06 -0.12 -0.10 -0.12 -0.17 0.05 -0.07 0.19 
1C7a Innovation 0.37 0.11 0.18 -0.01 0.32 0.01 0.32 -0.10 -0.08 0.03 0.03 -0.01 0.61 -0.02 -0.13 -0.11 -0.07 0.02 0.01 -0.02 0.07 
1C2b Leadership 0.26 0.00 0.34 0.34 0.00 0.11 0.01 -0.04 0.01 -0.01 0.05 -0.01 0.40 0.03 -0.03 0.11 -0.06 0.20 -0.08 -0.01 -0.02 
1C4c Adaptability/Flexibility 0.15 -0.08 0.46 0.06 0.01 -0.01 0.26 0.00 0.03 -0.08 0.05 0.13 0.54 0.04 0.08 -0.08 0.02 0.04 -0.04 0.11 -0.03 
1C5a Dependability 0.03 0.06 0.57 0.03 -0.14 -0.03 0.11 0.11 -0.01 -0.11 0.00 0.03 0.66 0.12 0.03 0.00 0.00 -0.03 0.03 0.00 0.04 
2C4c Chemistry 0.38 0.29 -0.05 0.00 0.03 -0.09 -0.07 -0.17 -0.10 -0.02 0.04 -0.12 0.11 0.86 0.05 -0.09 -0.16 0.01 0.08 0.03 0.03 
2C4d Biology 0.55 0.03 0.15 0.04 -0.19 -0.02 -0.11 -0.07 -0.28 -0.02 0.03 -0.09 -0.04 0.59 0.01 -0.05 -0.20 0.04 0.00 0.07 0.03 
1A1e3 Perceptual Speed 0.33 0.54 0.00 -0.01 -0.08 0.03 -0.04 0.20 0.12 -0.06 0.01 -0.05 0.01 0.12 0.56 0.10 -0.04 -0.08 -0.14 0.12 -0.04 
1A1g1 Selective Attention 0.43 0.48 0.00 -0.14 -0.04 0.07 0.16 0.25 0.03 -0.02 -0.07 -0.02 0.00 -0.04 0.51 0.11 0.09 0.01 -0.10 0.06 -0.15 
1A4a2 Far Vision 0.25 0.46 0.01 0.03 0.05 0.50 0.18 0.00 0.01 0.14 0.01 -0.02 -0.11 0.01 0.56 0.03 -0.05 0.01 -0.13 -0.04 0.03 
3A2 On-Site or In-Plant Training 0.16 0.05 0.00 0.01 0.09 0.00 -0.09 0.02 -0.02 0.02 0.01 -0.06 -0.05 -0.09 0.12 0.94 -0.20 -0.08 -0.04 -0.02 -0.04 
3A3 On-the-Job Training 0.19 0.01 -0.02 -0.05 0.23 0.04 -0.12 0.07 -0.02 0.02 0.04 -0.10 0.00 -0.07 0.14 0.94 -0.14 -0.10 -0.02 -0.01 -0.03 
4C1d2 Deal With Unpleasant or Angry People -0.24 -0.01 0.48 0.00 0.09 -0.03 -0.15 0.33 0.05 0.05 0.05 0.04 -0.08 -0.09 0.01 -0.18 0.76 0.22 0.20 -0.11 -0.04 
4C1d3 Deal With Physically Aggressive People -0.08 0.03 0.45 -0.02 0.16 0.07 -0.06 0.02 -0.01 0.14 0.17 0.01 -0.08 -0.14 0.04 -0.11 0.81 -0.03 -0.08 -0.01 -0.07 
4C1d1 Frequency of Conflict Situations 0.04 -0.01 0.25 0.09 0.19 -0.04 0.02 0.31 0.02 0.04 0.04 -0.08 -0.03 -0.15 0.00 -0.11 0.74 0.41 0.03 -0.06 0.05 
4C1a4 Contact With Others -0.02 -0.15 0.47 -0.01 -0.06 0.01 -0.02 0.21 0.04 -0.07 0.03 0.07 -0.05 0.06 -0.04 -0.04 0.15 0.49 0.23 0.02 0.11 
4C1b1e Work With Work Group or Team 0.10 -0.21 0.37 0.09 0.21 0.05 0.05 0.28 -0.04 -0.19 0.07 0.04 -0.12 0.00 0.02 -0.09 0.07 0.89 -0.19 0.17 0.04 
4C1c2 Responsibility for Outcomes and Results 0.17 0.25 -0.10 0.56 0.03 -0.05 -0.02 0.39 -0.18 -0.05 0.06 -0.02 -0.05 0.12 -0.12 0.00 0.15 0.70 -0.12 -0.05 0.03 
4C1b1g Coordinate or Lead Others 0.26 0.02 0.23 0.16 0.17 0.04 0.07 0.26 -0.08 0.03 0.01 0.03 -0.04 0.04 -0.08 -0.02 0.13 0.83 -0.17 -0.01 0.10 
4C1a2l Face-to-Face Discussions 0.39 -0.03 0.15 0.03 0.20 0.01 -0.05 0.14 -0.01 -0.08 -0.05 -0.09 -0.12 -0.04 -0.10 0.09 0.06 0.54 -0.24 0.09 0.42 
4C3c1 Level of Competition 0.48 0.07 -0.19 0.08 -0.03 -0.05 0.10 0.23 -0.10 -0.06 0.17 0.05 0.08 -0.10 -0.03 0.17 -0.01 0.01 0.55 0.03 -0.41 
4A4a8 Performing for or Working Directly with the Public -0.09 -0.09 0.50 0.04 -0.02 0.14 0.11 0.05 -0.13 0.14 0.08 0.07 -0.09 0.08 0.01 -0.04 0.12 -0.11 0.57 0.05 -0.01 
4C1b1f Deal With External Customers -0.04 -0.21 0.46 0.03 0.13 0.17 -0.03 0.17 -0.07 0.00 0.00 0.07 -0.08 0.08 -0.07 -0.06 0.24 0.16 0.47 -0.06 0.16 
2C1d Sales and Marketing -0.06 -0.03 0.07 0.40 0.08 0.00 0.05 -0.06 -0.01 -0.09 -0.05 0.01 0.12 0.10 -0.08 -0.08 -0.08 -0.28 0.76 -0.10 -0.14 
4A4a6 Selling or Influencing Others 0.20 0.01 0.00 0.35 -0.03 -0.07 -0.01 -0.20 -0.01 -0.19 -0.02 -0.03 0.02 0.01 -0.06 -0.04 0.03 -0.26 0.77 0.11 -0.17 
2C1b Clerical 0.04 -0.29 0.13 0.28 -0.10 0.11 -0.07 0.31 0.06 0.15 -0.08 0.05 0.26 0.00 0.00 -0.09 -0.07 0.03 -0.17 -0.02 0.56 
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Appendix D   
AGGLOMERATION AND COAGGLOMERATION INDICES  
 
Table 55 – EG Agglomeration Index, 147-level industries, decreasing 2010 values 
 Sector 2005 2006 2007 2008 2009 2010 
052003 Radio and television receivers 0.423 0.441 0.406 0.379 0.330 0.353 
006001 Oil and gas extraction 0.229 0.150 0.162 0.148 0.152 0.257 
058004 Other transportation equipment 0.176 0.217 0.256 0.327 0.299 0.253 
026002 Reproduction of recorded material 0.172 0.254 0.305 0.235 0.235 0.205 
058003 Aircraft and parts 0.118 0.229 0.182 0.216 0.159 0.161 
055001 Trucks and buses 0.174 0.210 0.198 0.185 0.218 0.161 
070001 Insurance services 0.144 0.158 0.154 0.165 0.180 0.159 
019001 Tobacco products 0.137 0.105 0.101 0.108 0.101 0.101 
005001 Coal mining 0.103 0.094 0.086 0.093 0.113 0.097 
028001 Petroleum refining 0.041 0.029 0.029 0.021 0.023 0.086 
058001 Ship and boat building and repair 0.112 0.102 0.095 0.083 0.098 0.078 
070002 Pension funds 0.070 0.071 0.044 0.065 0.069 0.073 
054001 Cars, vans and utility vehicles 0.061 0.055 0.058 0.055 0.061 0.060 
067003 Water transportation 0.054 0.049 0.054 0.063 0.058 0.056 
067004 Air transportation 0.090 0.094 0.090 0.081 0.058 0.053 
068003 Motion picture and video services 0.044 0.044 0.051 0.059 0.056 0.052 
056001 Vehicle body manufact. and motor repair 0.054 0.053 0.054 0.054 0.047 0.049 
043001 Pig iron and ferroalloys 0.070 0.060 0.055 0.055 0.044 0.047 
001007 Other permanent crop products 0.046 0.047 0.046 0.048 0.046 0.046 
052001 Basic electronic equipment 0.086 0.089 0.057 0.053 0.033 0.046 
080001 Household Services 0.001 0.012 0.017 0.019 0.018 0.044 
071001 Auxiliary financial services 0.051 0.043 0.034 0.037 0.041 0.039 
067001 Rail and subway transportation 0.018 0.017 0.029 0.030 0.033 0.039 
058002 Railroad equipment -0.011 0.009 0.000 0.006 0.018 0.038 
004001 Fishing and aquaculture 0.031 0.045 0.047 0.047 0.037 0.036 
022002 Footwear 0.038 0.037 0.037 0.037 0.036 0.035 
048003 Firearms and military equipment 0.027 0.029 0.029 0.032 0.028 0.034 
032001 Resins and elastomers 0.026 0.027 0.029 0.035 0.034 0.031 
068001 Telecommunications 0.021 0.026 0.036 0.029 0.030 0.030 
001003 Soybeans 0.029 0.024 0.026 0.029 0.030 0.029 
050001 Computer and office equipment 0.025 0.011 0.012 0.010 0.018 0.028 
020003 Broadwoven fabric mills 0.027 0.025 0.024 0.026 0.027 0.026 
053003 Optical and photo equipment 0.030 0.068 0.068 0.101 0.024 0.026 
048002 Farm and garden machinery 0.027 0.026 0.024 0.026 0.026 0.025 
046001 Nonferrous foundry 0.018 0.020 0.023 0.022 0.023 0.025 
001006 Coffee 0.025 0.026 0.026 0.025 0.025 0.025 
001005 Citrus Fruits 0.029 0.027 0.027 0.025 0.025 0.025 
002002 Hogs 0.023 0.020 0.023 0.024 0.023 0.024 
023001 Wood processing 0.025 0.025 0.025 0.024 0.023 0.023 
008001 Non-ferrous metal ores 0.014 0.022 0.020 0.020 0.022 0.023 
001001 Grains 0.022 0.023 0.023 0.023 0.023 0.023 
003001 Forestry and forest products 0.023 0.023 0.023 0.024 0.022 0.022 
024001 Pulp mills 0.006 0.007 0.010 0.009 0.014 0.022 
015001 Sugar 0.021 0.020 0.021 0.020 0.021 0.022 
068002 Information technology services 0.011 0.012 0.017 0.020 0.021 0.021 
007001 Iron ore 0.030 0.025 0.019 0.020 0.023 0.021 
001002 Sugarcane 0.022 0.021 0.021 0.022 0.022 0.021 
002003 Poultry 0.021 0.021 0.021 0.021 0.021 0.021 
072002 Real estate management 0.016 0.015 0.012 0.012 0.018 0.020 
034001 Pharmaceutical products 0.018 0.023 0.022 0.026 0.022 0.020 
002001 Cattle and other animals 0.019 0.019 0.020 0.019 0.020 0.019 
042003 Ceramic products 0.018 0.018 0.018 0.018 0.018 0.018 
(continues) 
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Table 55 – EG Agglomeration Index, 147-level industries, decreasing 2010 values (continued) 
 Sector 2005 2006 2007 2008 2009 2010 
020005 Narrow fabric and knitting mills 0.017 0.017 0.018 0.017 0.018 0.018 
010001 Slaughter, meat and fish products 0.017 0.017 0.018 0.018 0.018 0.018 
020004 Other textile mill products 0.017 0.016 0.017 0.017 0.018 0.017 
037001 Paints and allied products 0.019 0.018 0.019 0.019 0.018 0.017 
001004 Field crops and vegetables 0.019 0.019 0.018 0.017 0.018 0.017 
030001 Organic chemicals 0.018 0.013 0.016 0.016 0.015 0.016 
011001 Preserved fruits and vegetables 0.018 0.019 0.018 0.019 0.018 0.016 
074001 Condominium associations 0.019 0.019 0.018 0.018 0.016 0.016 
009001 Non-metallic minerals 0.016 0.017 0.017 0.017 0.017 0.016 
025001 Paper and paperboard 0.013 0.015 0.017 0.015 0.016 0.016 
029001 Ethanol 0.017 0.018 0.015 0.015 0.018 0.016 
073006 Miscellaneous services to businesses 0.005 0.009 0.012 0.014 0.017 0.016 
059001 Furniture 0.016 0.015 0.016 0.016 0.015 0.015 
022001 Leather goods 0.016 0.016 0.016 0.015 0.015 0.015 
023002 Wood products, except furniture 0.016 0.016 0.016 0.015 0.015 0.014 
031001 Inorganic chemicals 0.026 0.026 0.022 0.021 0.018 0.014 
047003 Metal tanks, boilers and containers 0.014 0.015 0.014 0.014 0.013 0.014 
012001 Fats and oils 0.009 0.010 0.014 0.015 0.015 0.014 
02000A Nat. fiber prep. and yarn and thread mills 0.013 0.014 0.013 0.013 0.014 0.014 
057001 Motor vehicle parts and accessories 0.013 0.013 0.012 0.013 0.013 0.014 
014001 Grain mill products 0.013 0.014 0.015 0.014 0.014 0.013 
041001 Cement 0.009 0.013 0.012 0.013 0.010 0.013 
047001 Structural metal products 0.008 0.007 0.008 0.008 0.009 0.013 
039001 Rubber products 0.012 0.011 0.013 0.013 0.013 0.013 
051004 Electrical vehicle equip., except batteries 0.011 0.010 0.012 0.017 0.015 0.013 
051001 Motors and generators 0.021 0.022 0.021 0.014 0.015 0.013 
051003 Lamps, batteries and accumulators 0.008 0.008 0.008 0.009 0.010 0.013 
069001 Banking services 0.012 0.012 0.011 0.012 0.014 0.012 
067007 Travel arrangements 0.014 0.014 0.014 0.012 0.012 0.012 
016001 Coffee products 0.007 0.009 0.013 0.011 0.013 0.012 
073004 Private security services 0.004 0.006 0.009 0.011 0.011 0.011 
051002 Wires, cables and electrical conductors 0.014 0.015 0.013 0.012 0.012 0.011 
073003 Labor contracting 0.006 0.008 0.009 0.009 0.010 0.011 
060001 Scrap recycling 0.010 0.010 0.011 0.011 0.011 0.011 
073002 Technical and professional services 0.014 0.012 0.013 0.016 0.014 0.011 
073001 Research and development 0.007 0.015 0.021 0.014 0.006 0.010 
027001 Misc. petrol. and coal prods. & nucl. fuels 0.005 0.019 0.012 0.015 0.013 0.010 
045001 Nonferrous metals 0.009 0.007 0.007 0.007 0.009 0.009 
047004 Metal forgings and stampings 0.011 0.011 0.011 0.010 0.010 0.009 
053002 Measuring and controlling instruments 0.013 0.010 0.013 0.011 0.011 0.009 
053001 Medical instruments and supplies 0.017 0.010 0.009 0.009 0.008 0.009 
044001 Blast furnace and basic steel products 0.009 0.009 0.008 0.009 0.011 0.009 
026001 Printing and publishing 0.009 0.009 0.009 0.009 0.008 0.009 
042002 Concrete and cement products 0.009 0.010 0.009 0.010 0.010 0.009 
074003 Personal Services 0.011 0.010 0.009 0.010 0.010 0.008 
059002 Miscellaneous industries 0.006 0.007 0.007 0.007 0.008 0.008 
025002 Paperboard containers and boxes 0.006 0.006 0.006 0.006 0.007 0.008 
040001 Plastic products 0.008 0.007 0.007 0.006 0.007 0.007 
051005 Other electrical equipment 0.014 0.012 0.010 0.009 0.008 0.007 
065003 Office equip. and computer repair 0.014 0.005 0.005 0.006 0.008 0.007 
018001 Beverages 0.005 0.007 0.005 0.005 0.007 0.007 
013001 Dairy products 0.004 0.004 0.005 0.006 0.006 0.006 
067006 Auxiliary transportation services 0.008 0.007 0.007 0.006 0.006 0.006 
021001 Clothing and accessories 0.006 0.006 0.006 0.006 0.006 0.006 
048001 Industrial machinery and equipment 0.007 0.006 0.006 0.006 0.006 0.006 
038001 Other chemical products 0.006 0.006 0.006 0.006 0.006 0.006 
047002 Other metal products 0.007 0.007 0.007 0.006 0.006 0.006 
068004 Radio and television broadcasting 0.003 0.004 0.004 0.006 0.006 0.005 
07200A Real estate lessors & developers 0.008 0.007 0.007 0.007 0.008 0.005 
067005 Pipeline transportation -0.035 -0.708 -0.300 -0.265 -0.008 0.005 
(continues) 
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Table 55 – EG Agglomeration Index, 147-level industries, decreasing 2010 values (continued) 
 Sector 2005 2006 2007 2008 2009 2010 
073005 Building maintenance services 0.006 0.005 0.004 0.004 0.004 0.005 
042001 Glass and glass products 0.008 0.008 0.010 0.007 0.005 0.005 
074002 Recreational, cultural and sports services 0.007 0.008 0.007 0.006 0.005 0.004 
067008 Mail 0.001 0.002 0.002 0.003 0.004 0.004 
036001 Soaps, cleaners, and toilet goods 0.004 0.004 0.003 0.003 0.004 0.004 
077003 Private social services 0.002 0.004 0.006 0.009 0.004 0.004 
052002 Radio, TV and telephone manufacturing 0.054 0.031 0.022 0.013 0.012 0.004 
066001 Lodging services 0.003 0.003 0.004 0.004 0.004 0.004 
025003 Misc. paper products 0.006 0.005 0.004 0.004 0.004 0.004 
065002 Personal and household goods repair 0.002 0.002 0.002 0.002 0.002 0.003 
017001 Other food products 0.002 0.002 0.002 0.003 0.002 0.003 
066002 Food services 0.004 0.004 0.004 0.004 0.003 0.003 
049001 Household appliances 0.021 0.016 0.008 0.005 0.004 0.002 
077002 Other health services 0.001 0.001 0.002 0.002 0.002 0.002 
064002 Motor vehicle trade 0.001 0.001 0.001 0.001 0.002 0.002 
075002 Educational services 0.002 0.002 0.002 0.002 0.002 0.001 
065001 Vehicle repair 0.002 0.001 0.001 0.001 0.001 0.001 
072004 Rental and leasing services 0.002 0.002 0.002 0.002 0.002 0.001 
077001 Hospitals 0.001 0.001 0.001 0.001 0.001 0.001 
063001 Construction 0.002 0.002 0.002 0.001 0.001 0.001 
067002 Road transportation 0.001 0.001 0.001 0.001 0.001 0.001 
070003 Health insurance 0.004 0.002 0.003 0.003 0.001 0.001 
078001 Membership organizations 0.001 0.001 0.001 0.001 0.001 0.001 
06400A Wholesale and retail trade 0.000 0.000 0.000 0.000 0.000 0.000 
064003 Medical equipment trade 0.001 0.001 0.000 0.001 0.000 0.000 
061001 Electricity production and distribution -0.005 -0.004 -0.003 -0.003 -0.003 -0.003 
079001 Public administration and social security -0.006 -0.005 -0.005 -0.004 -0.004 -0.003 
033001 Synthetic fibers, yarns and threads 0.014 -0.003 -0.003 -0.002 -0.004 -0.005 
035001 Agrochemicals 0.015 0.005 -0.002 -0.004 -0.006 -0.005 
062002 Urban cleaning and waste services -0.011 -0.011 -0.010 -0.009 -0.008 -0.008 
062001 Water supply -0.013 -0.013 -0.013 -0.012 -0.011 -0.010 
061002 Gas production and distribution 0.038 0.015 0.010 -0.012 -0.013 -0.019 
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Appendix E   
INPUT-OUTPUT INDUSTRY CLUSTERS 
  
Figure 26 – Ward’s hierarchical industry clusters for overall purchase profiles, 2009 data  
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Figure 27 – Ward’s hierarchical industry clusters for overall sales profiles, 2009 data  
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Figure 28 – Ward’s hierarchical industry clusters for manufacturing sales profiles, 2009 data 
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Appendix F   
ONET KNOWLEDGE CLUSTERS 
 
Figure 29 – Minimum variance knowledge clusters 
(continues) 
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Figure 29 – Minimum variance knowledge clusters (continued) 
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Appendix G   
REGIONAL SKILL SPECIALIZATION, 2003-2010 
 
Figure 30 – Yearly skill use by PCA category 
(continues) 
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Figure 30 – Yearly skill use by PCA category (continued) 
  
258 
 
Figure 30 – Yearly skill use by PCA category (continued) 
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Figure 30 – Yearly skill use by PCA category (continued) 
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Figure 30 – Yearly skill use by PCA category (continued) 
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Appendix H   
DESCRIPTIVE STATISTICS FOR REGRESSION VARIABLES 
Table 56 – Descriptive coagglomeration variable statistics 
Variable Mean Std Dev Minimum Maximum 
EG Coagglomeration measures     
2009 Coagglomeration index 0.0015 0.0076 -0.0184 0.1399 
     
Input-output externality measures     
IO_MAX 0.1580 0.1504 0.0017 1.1978 
IO_MEAN 0.0963 0.0870 0.0010 0.6844 
IO_X_MAX 0.1287 0.1264 0.0004 1.0235 
IO_X_MEAN 0.0955 0.0907 0.0003 0.6490 
IO_Y_MAX 0.1188 0.1315 0.0017 1.1978 
IO_Y_MEAN 0.0893 0.0926 0.0013 0.7845 
IO_Y2_MAX 0.0800 0.0981 0.0004 0.9298 
IO_Y2_MEAN 0.0593 0.0688 0.0004 0.6026 
IO_D_X 0.4538 0.1493 0.0969 0.9589 
IO_D_Y 0.6041 0.2382 0.0747 1.3435 
IO_S_X 0.8676 0.0310 0.7769 0.9521 
IO_S_Y 1.2358 0.0425 1.1232 1.4304 
DS_D_xy_min 1.7324 0.5196 0.4716 4.4715 
DS_D_xy_mean 2.1929 0.6040 0.9320 4.5046 
DS_D_xx 2.6783 1.0688 0.3669 6.1302 
DS_D_yy 3.0318 1.5621 0.0255 7.2637 
DS_S_xy_max 0.9976 0.0006 0.9952 0.9993 
DS_S_xy_mean 0.9973 0.0006 0.9951 0.9989 
DS_S_xx 0.8427 0.0447 0.7134 0.9497 
DS_S_yy 0.8658 0.0408 0.7469 0.9751 
     
Labor and knowledge externality measures     
CBO_S 1.3020 0.1275 0.8711 1.5146 
F_1_S -0.1784 0.1509 -0.8749 -0.0002 
F_2_S 1.1474 0.2190 0.4788 1.5632 
F_3_S 1.3030 0.1688 0.7368 1.5686 
F_4_S 1.2973 0.1214 0.9604 1.5691 
F_5_S 1.2080 0.1554 0.8301 1.5625 
F_6_S 1.2400 0.1591 0.6724 1.5415 
F_7_S 1.3316 0.1171 0.8937 1.5668 
F_8_S 1.3318 0.1193 0.8829 1.5552 
F_9_S 1.2521 0.1687 0.7243 1.5528 
F_10_S 1.3495 0.1461 0.7146 1.5625 
F_11_S 1.2871 0.1352 0.7808 1.5644 
(continues) 
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Table 56 – Descriptive coagglomeration variable statistics (continued) 
Variable Mean Std Dev Minimum Maximum 
F_12_S 1.2820 0.1460 0.6799 1.5611 
F_13_S 1.2687 0.1534 0.7664 1.5625 
F_14_S 1.2937 0.1300 0.8546 1.5639 
F_15_S 1.3028 0.1223 0.8504 1.5633 
F_16_S 1.2765 0.1370 0.8030 1.5674 
F_17_S 1.2385 0.1487 0.7140 1.5645 
F_18_S 1.3409 0.1201 0.8243 1.5554 
F_19_S 1.2147 0.1648 0.6459 1.5584 
F_20_S 1.3064 0.1268 0.8618 1.5665 
F_21_S 1.2627 0.1291 0.9160 1.5610 
F_ALL_S 1.2480 0.0711 1.0207 1.4389 
ONET_ALL_S 1.0866 0.1328 0.6207 1.3740 
ONET_KNOW_S 1.1184 0.1280 0.7522 1.4044 
CBO_D 0.1859 0.0524 0.0484 0.3284 
F_1_D 0.2520 0.1105 0.0108 0.5514 
F_2_D 0.3248 0.1621 0.0060 0.7722 
F_3_D 0.2047 0.1262 0.0017 0.6108 
F_4_D 0.1520 0.0662 0.0009 0.3290 
F_5_D 0.2352 0.0982 0.0055 0.4626 
F_6_D 0.1975 0.0914 0.0179 0.4972 
F_7_D 0.1485 0.0715 0.0025 0.4040 
F_8_D 0.1761 0.0865 0.0116 0.4913 
F_9_D 0.2433 0.1256 0.0139 0.6188 
F_10_D 0.1368 0.0862 0.0052 0.4940 
F_11_D 0.1761 0.0817 0.0040 0.4640 
F_12_D 0.2069 0.1020 0.0071 0.6000 
F_13_D 0.2448 0.1223 0.0068 0.6307 
F_14_D 0.2067 0.0956 0.0052 0.5173 
F_15_D 0.1857 0.0834 0.0052 0.4801 
F_16_D 0.1829 0.0832 0.0021 0.4535 
F_17_D 0.2045 0.0890 0.0039 0.4938 
F_18_D 0.1955 0.1013 0.0131 0.6192 
F_19_D 0.2488 0.1118 0.0088 0.6047 
F_20_D 0.2014 0.0952 0.0033 0.5241 
F_21_D 0.2519 0.1044 0.0081 0.5257 
F_ALL_D 0.5932 0.1540 0.2248 1.1376 
ONET_ALL_D 0.2871 0.0692 0.1244 0.5052 
ONET_KNOW_D 0.4799 0.1354 0.1897 0.8925 
     
Natural advantage variables     
EG_C_ZFM 0.0001 0.0016 -0.0070 0.0401 
EG_C_nature 0.0079 0.0088 0.0000 0.0242 
Motor 0.0007 0.0269 0.0000 1.0000 
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