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1. INTRODUCTION 
For the large sparse system of linear equations 
Ax = b, A E L (R  "~) nonsingular, x, b E R ~, (1.1) 
the two-stage iterative methods are really much more efficient for getting its numerical solution. 
Many researchers, e.g., Nichols [2], Wachspress [3], Golub and Overton [41, Lanzkron, Rose and 
Szyld [5] and so on, have extensively discussed the iteration formulas of this type of methods, and 
deeply studied the corresponding convergence theories in the sense of asymptotic onvergence. 
In particular, Frommer and Szyld [1] have investigated the convergence for the stationary case 
of this class of methods in detail when the coefficient matrix of the linear system (1.1) is an 
H-matrix, and they have also proved that the convergence r sult still suits to the nonstationary 
case. The problems then arise if this class of methods has the monotone convergence property, 
and how the splitting matrices as well as the inner iteration number sequence will influence the 
monotone convergence rates of these methods. This paper is going to give definite answers to 
these two problems. 
The structure of this paper is as follows. After reviewing the two-stage iterative method and 
some related results on its convergence established in [1] in Section two, we further set up the 
monotone convergence theorem for this method, and the corresponding comparison theorem on 
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its monotone convergence rate, which describes the influence of the splitting matrices and the 
inner iteration umber sequence on its monotone convergence rate, in Section three. Furthermore, 
several concrete and practical applications about this new comparison theorem are also discussed 
in this section. 
2. PREL IMINARIES  
In the subsequent discussions, we will closely follow the notations and concepts presented in [1] 
without explanation. The two-stage iterative method discussed in [1] has the form 
~(k)-i 
xk+l = (F-1C)  ~(k) xk+ E (F-aG) j F - l (Nxk+b) '  k=0,1 ,2 , . . . ,  (2.1) 
j=0 
where A = M - N is a splitting of the matrix A, which implies that M is a nonsingular matrix, 
M = F -G  is a splitting of the matrix M, and s(k)(>_ 1) is the inner iteration umbers at the k th 
outer iteration step. Clearly, the iteration matrix corresponding to (2.1) is 
~(k)-i 
Ts(k) = (F-1C)  ~(k) + Z (F - lC )  j F -aN 
j=o (2.2) 
= I -  ( I -  (F-1G) s(k)) M-1A,  
where I denotes the identity matrix. If we let 
s (k ) - i  
Rs(k) =- Z (F - IC )  j F -1  =- ( I - (F - lC )  s(k)) M -1, (2.3) 
j=o 
then it holds 
Ts(k) = I -- Rs(k)A. (2.4) 
For this method, Frommer and Szyld established the following convergence theorems in [1]. 
THEOREM 2.1. Let A C L(R n) be a monotone matrix, A = M - N be a regular splitting, and 
M = F - G be a weak regular splitting. Then, the two-stage iterative method (2.1) is convergent 
for any sequence s( k ) >_ l(k = O, 1, 2, . . .  ) of inner iterations. 
THEOREM 2.2. Let A = M - N and M = F - G be splittings of the matrices A and M, 
respectively, such that (M> - INI is an M-matrix and (M) = (F) - ICI. Then, the two-stage 
iterative method (2.1) is convergent for any sequence s(k) >_ l(k = 0, 1, 2, . . .  ) of inner iterations. 
From these two theorems we can easily know that for any sequence {s(k)}~°=o satisfying s(k) >_ 
l (k - 0, 1 ,2 , . . . ) ,  the matrices Rs(k)(k = 0, 1,2, . . .  ) defined in (2.3) are nonsingular matrices 
under the conditions of these theorems, respectively. 
3. MAIN  RESULTS 
This section will emphasize on the establishments of the monotone convergence theory of the 
two-stage iterative method (2.1), and the comparison theorem about its convergence rate in the 
sense of monotonicity. 
THEOREM 3.1 (MONOTONE CONVERGENCE THEOREM). Let A E L(R n) be a monotone matrix, 
A = M - N be a regular splitting, M = F - G be a weak regular splitting, and s(k) >_ l(k = 
0, 1, 2 . . . .  ) be the inner iteration sequence. Assume that the initial values xo, Yo are taken to 
obey 
Axo < b < Ayo. 
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Then,  the sequences {xk} and  {Yk} generated by 
xk+l = T~(k)xk + Rs(k)b, 
Yk+l = T~(k)yk + R~(k)b, 
satisfy that 
(i) xk <_ Xk+l <_ 9k+1 <- Yk, k = O, 1,2 . . . .  ; and 
(ii) l imk~oc xk = A- lb  = limk--.oc Yk. 
k = O, 1 ,2 , . . .  
t (k) - I  3 
j=O 
t(k)-t  
j=0 
Ana logous ly  to (2.4), we can veri fy that  it also holds 
T~(k) = r - Rt (k)A,  k = 0, 1 ,2 , . . . .  (3.2) 
THEOREM 3.3 (CoMPAmSON THEOREM). Let  A e L (R  ~) be a monotone  matr ix ,  A = M - N 
be a regular spl i tt ing of the matr ix  A, M = F - G = F - G be weak regu lar  spl itt ings of the 
matr ix  M,  and s(k),  t (k ) (k  = O, l, 2 . . . .  ) be the inner  i terat ion  number  sequences with s(k)  >_ 1 
-1  ~-1  and t(k)  > l ( k  = 0, 1, 2 . . . .  ). Then, i f  either R(k)T~(k  ) > 0(k = 0, 1, 2 . . . .  ) or Rt(k)Tt(k ) >_ O(k = 
0, l ,  2 . . . .  ) hold, we have 
(i) xk <_ 2k(k  = 0, 1,2 . . . .  ), for Axo <_ b; 
(ii) xk >_xk(k=0,1 ,2  . . . .  ), fo rAxo  >b,  
k = 0, 1,2 . . . . .  (3.1) 
PROOF. F rom the condi t ions  of the theorem and (2.2)- (2.3) ,  we know that  the matr ix  A is 
monotone  and there  hold Ts(k) _> 0, Rs(k) >_ 0(k = 0, 1 ,2 , . . .  ). Now, the conclus ion (i) can be 
d i rec t ly  demonst ra ted  by induct ion,  and (ii) is just  a s imple coro l lary  of (i). 
-1  THEOREM 3.2.  Under the condit ions of  Theorem 3.1, we addit ional ly suppose that Rs(k)Ts(k) > 
O(k --- O, 1, 2 , . . .  ). Then  there hold Axk  < b < Ayk(k  = 0, 1, 2 , . . .  ). 
PROOF. F rom (2.1)- (2.4) ,  we can obta in  
AXk+l -- b = A (T~(k)Xk + R~(k)b) - b 
= A ( I  - R~(k)A) Xk + AR~(k)b - b 
= Axk  - b - AR~(k) (Axk - b) 
= ( I  - ARs(k))  (Axk  -- b) 
= t~ -1  ( I  -- f~s(k)n)  l~s(k ) (Axk  - b) 8(k) 
= .Rs(lk)Ts(k)R~(k)(Axk - b). 
Now-, the re lat ions  Axk  <_ b(k = 0, 1 ,2 , . . . )  follow d i rect ly  from induct ion.  S imi lar ly,  we can 
demonst ra te  the re lat ions Ayk >_ b(k = O, 1, 2 . . . .  ). 
The assumpt ion  R~(1A~)Ts(k) > 0(k = 0, 1,2 . . . .  ) in Theorem 3.2 means  that  the sp l i t t ings  
.4 = /~-~ - R-(~k)T~(k)(k = 0, 1, 2, ) are all regular  sp l i t t ings of the matr ix  A. Note that  these .s(k) " " • 
sp l i t t ings  are jus t  weak regular  sp l i t t ings  under  the condi t ions  of Theorem 3.1. 
Based  upon Theorem 3.1 and Theorem 3.2, we can further  compare  the monotone  convergence 
rates  of two two-s tage i terat ive  methods  resul ted from two dif ferent sp l i t t ings  M = F - G = 
P" - G of the matr ix  M as well as two dif ferent inner i terat ion  number  sequences (k ) (> 1) and 
t(k)(>_ 1)(k = 0, 1 ,2 , . . . ) .  
For  th is  purpose,  we const ruct  matr i ces  
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provided the following conditions are satisfied: 
(a) GF -1 > 0 (or GF -1 > 0); 
(b) ~-1 > F -1  and t(k) > s(k)(k = O, 1, 2, . . .  ). 
Where the iterative sequence {Xk} is defined by (2.1), the iterative sequence {xk} is defined by 
xk+l = Tt(k)xk + Rt(k)b, k = 0, 1, 2 , . . . ,  (3.3) 
and both of them are started from xo = Xo. 
PROOF. We only verify the conclusion (i), while (ii) can be proved similarly. 
From (2.1)-(2.4) and (3.1)-(3.3) we can get 
Xk+l -  Xk+l----- (Tt(k)'Xk -[- Rt(k)b) -(Ts(k)Xk + Rs(k)b) 
Now, in accordance with Theorem 3.1 and Theorem 3.2 we easily know that to prove the validity 
of the conclusion (i) we only need to verify the correctness of the matrix inequalities 
Rt(k) ~ Rs(k) , k = O, 1,2, . . . .  
Noticing the definitions of Rs(k) and Rt(k)(k = 0, 1, 2, . . .  ), and the assumption t(k) > s(k)(k = 
0, 1, 2, . . .  ), we see that it is sufficient o test Rs(k) >_ Rs(k)(k = 0, 1, 2, . . .  ), or 
(F -1G)kM -1 < (F-1G)k M -1, k=0,1 ,2 , . . . .  (3.4) 
In fact, for k = 0 the inequality (3.4) is trivial. Suppose that for j -- 0, 1, 2 , . . . ,  k - 1 the 
inequality (3.4) holds. Because the relations 
f i - l~M-1  =/~- l ( tb  _ M)M-1  = M-1 _ ~-1 
and 
M (F-1G) k-1M -1 = F ( I -  F-1G) (F-1G) k-1 (I - F-1G) -1F -1 
-- F (F-~a) ~-1F-~ = (aF -~)  ~-~ > 0 
can be obtained, we have 
-1G)kM -1 <_ 
<_(M- I _F -1 ) (GF-1)  k-1 
= [ (F -1G)M -I] [M (F-1G) k-1 M -1] 
= (F - iV )  k M -1, 
that is, (3.4) is true for k. By induction (3.4) holds for all k = 0, 1, 2 . . . . .  
Up to now, we have completed the proof of this theorem. 
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At last, we use ol, ~. concrete appl icat ion about  the afore-establ ished comparison theorem to end 
this section. For th t  convenience of our s tatements  and without  loss of generality, we st ipulate 
from now on that  d iag(M)  = I .  Also, we will tac i t ly  approve that  the matr ix  A E L (R  n) 
is monotone,  and the spMt ing A = M - N of the matr ix  A is an M-spl i t t ing,  i.e., M is an 
M-matr ix  and N > 0. 
Let L and U be, respectively, the str ict ly  lower and upper t r iangular  matr ices of ( -M) .  Con- 
s idering the following spl i tt ings of the matr ix  M:  
M = I -  (L + U) = ( I -  L) - U. 
It can be easi ly seen that  I - L <_ I .  
If we take F and G to be one of the following: 
(i) F = I ,  G = L + U; 
(ii) F= I -  L, G=U,  
then we can correspondingly obtain two special two-stage iterat ive methods with the inner iter- 
at ions to be 
(a) the Jacobi  i terat ion (see (i)); 
(b) the Gauss-Seidel  i terat ion (see (ii)), respectively. 
Let all the inner i terat ion number sequences be s(k) (k  = 0, 1 ,2 , . . .  ), and represent the sequences 
generated by these two-stage iterat ive methods as {x~ ¢)} with x(0 ¢) = x0, where ~ = J, GS. By 
apply ing Theorem 3.3 we can direct ly obta in  the following conclusions: 
(a) when Ax (~) <_ b(~ = J, GS) ,  there holds x (Gs) > x(J)(k = 0 ,1 ,2 , . . . ) ;  
(b) when Ax (~) >_ b({ = J, GS) ,  there holds x (cs) <_ x~J) (k = 0 ,1 ,2 , . . . ) ,  
that  is to say, the two-stage iterat ive method with the Gauss-Seidel  i terat ion as inner i terat ion 
converges faster than that  with the aacobi terat ion as inner i terat ion in the sense of monotonicity.  
REFERENCES 
t A. Frommer and D.B. Szyld, H-splittings and two-stage iterative methods, Numer. Math. 63, 345-356, 
(1992). 
2~ N.K. Nichols, On the convergence of two-stage iterative processes for solving linear equations, SIAM J. Nu- 
mer. Anal. 10, 460-469, (1973). 
3 E.L. Wachspress, Iterative Solution of Elliptic Systems, Prentice Hall, Englewood Cliffs, N J, (1966). 
4. G.H. Golub and M.L. Overton, The convergence of inexact Chebyshev and Richardson iterative methods for 
solving linear systems, Numer. Math. 53, 571-593, (1988). 
5. R.J. Lanzkron, D.J. Rose and D.B. Szyld, Convergence ofnested classical iterative methods for linear systems, 
Numer. Math. 58, 685-702, (1991). 
