We consider the nonlinear Schrödinger equation −∆u + (λa(x) + 1)u = |u| p−1 u on a locally finite graph G = (V, E). We prove via the Nehari method that if a(x) satisfies certain assumptions, for any λ > 1, the equation admits a ground state solution u λ . Moreover, as λ → ∞, the solution u λ converges to a solution of the Dirichlet problem −∆u + u = |u| p−1 u which is defined on the potential well Ω. We also provide a numerical experiment which solves the equation on a finite graph to illustrate our results.
Introduction and main results
Analysis on graphs is an important mathematical topic and has has many applications in other fields, such as imagine processing, data analysis, neural network, etc. [6, 9, 10, [12] [13] [14] [15] . Recently, many researchers have pay attention to the differential equations on graphs. There are works related to some important geometric inequalities on graphs [3, 20] . Many aspects about heat equation such as existence and non-existence of global solutions [7, 24, 25] , uniqueness and blow-up properties [21, 30] , estimates for heat kernel [20, 23, 29] have also been considered. For the elliptic case, Grigoryan et al [16] [17] [18] established existence results on graphs for some nonlinear elliptic equations based on the variational framework and this inspires us to deal with the Schödinger type equations on graphs.
The nonlinear Schödinger type equation of the form
where Ω ⊆ R n , n ≥ 2, f (x, s) : Ω ×R → R is a nonlinear continuous function and b(x) ∈ C(Ω, R) is a given potential, has been extensively studied during the past several decades. It has attracted great interest because not only its importance in applications but also it provides a good model for developing new mathematical methods. Many papers are devoted to this kind of equations and among them, the readers can refer to [4, 5, 22, 27, [31] [32] [33] [34] and the references therein. For the Euclidean case, an important property about the Schödinger type equation is convergence of ground state solutions [1, 2, 8, 11, 19, 28] . We may expect that this still holds for this kind of equations on graphs and explore the relationships between the structures of a graph and the partial differential equation. Now let us explain our problems in details. Suppose G = (V, E) be a graph which is locally finite and connected, where V denotes the vertex set and E denotes the edge set. Here we call G a locally finite graph if for any x ∈ V, there are only finite y ∈ V such that xy ∈ E. A graph is connected if any two vertexex x and y can be connected via finite edges. We use w xy > 0 to denote the weight of an edge xy ∈ E. If w xy = w yx for any xy ∈ E, we call it a symmetric weight on G. The measure µ : V → R + on the graph is a finite positive function on G. We call it a uniformly positive measure if there exists a constant µ min > 0 such that µ(x) ≥ µ min for all x ∈ V. Consider a domain Ω ⊂ V. The distance d(x, y) of two vertex x, y ∈ Ω is defined by the minimal number of edges which connect these two vertexes. If the distance d(x, y) is uniformly bounded from above for any x, y ∈ Ω, we call Ω a bounded domain in V. The boundary of Ω is defined as
and the interior of Ω is denoted by Ω • = Ω \ ∂Ω. Obviously, we have that Ω • = Ω which is different with the Euclidean case.
To study partial differential equations on graphs, we define the µ-Laplacian of a function
where y ∼ x stands for any vertex y connected with x by an edge xy ∈ E. We will call it Laplacian for brevity throughout this paper. The gradient form of two functions u and v on the graph is defined by
In particular, we use Γ(u) to denote Γ(u, u) and the length of the gradient for u is
The equation we are interested in is
where 2 ≤ p < ∞. For the background and convergence of ground state solutions of (1.5) defined on Euclidean space, one can refer to [2] . The potential a(x) is a function defined on V and we assume that a(x) satisfies the following two conditions.
(A 1 ) a(x) ≥ 0 and the potential well Ω = {x ∈ V : a(x) = 0} is a non-empty, connected and bounded domain in V.
(A 2 ) There exists a vertex
The integral of a function u over V is defined by
Let C c (V) be the set of all functions with compact support and W 1,2 (V) be the completion of C c (V) under the norm
Clearly, W 1,2 (V) is a Hilbert space with the inner product
To study the problem (1.5), it is natural to consider a function space
with the norm
The space E λ is also a Hilbert space and its inner product is
The functional related to (1.5) is
The Nehari manifold related to (1.5) is defined as
Namely,
If m λ can be achieved by some function u λ ∈ N λ , u λ shall have the the least energy among all functions belong to the Nehari manifold and in fact, it is a critical point of the functional J λ . We call u λ a ground state solution of (1.5). Via the method first developed by Z. Nehari in [26] , we prove that To study the behavior of u λ as λ → ∞, we introduce the Dirichlet problem
It is suitable to study (1.11) .
Since the formula for integral by parts which will be proved in Section 2(Lemma 2.2), in the definition of the norm for W 1,2 0 (Ω), we need an additional integral on ∂Ω for the gradient form of u which is different with the Euclidean case. The functional related to (1.11) is
The corresponding Nehari manifold is
.
(1.13)
Similar to (1.5), the Dirichlet problem also has a ground state solution. 
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We organize the rest of the paper as follows. In Section 2, we introduce some known results and basic properties which are useful for the proof of our results. In Section 3, we give proofs of the main results. In Section 4, we carry out numerical experiments on a finite graph and use the numerical solutions to illustrate the convergence of u λ as λ → ∞.
Preliminaries
From now on , we always assume that G = (V, E) is a locally finite and connected graph with symmetric weight and uniformly positive measure. In this section, we shall introduce some basic analytical properties on graphs and prove some compactness results related to E λ and W 1,2 0 (Ω). First we present two lemmas about integral by parts on graphs.
Lemma 2.1. Suppose that u ∈ W 1,2 (V) and its Laplacian ∆u is well defined. Then for any
Proof. By direct computations, we have
When we integrate by parts on a bounded domain of a graph, there shall be a boundary term even if v has a compact support. Therefore the formula becomes different with the Euclidean case. Precisely, we have
(V) and its Laplacian ∆u is well defined. Let v be a function belongs to C c (Ω), where Ω ⊂ V is a bounded domain. Then we have
Proof. Similar to the proof of Lemma 2.1, we have
Due to Lemma 2.1, we can define the weak solution the equation (1.5) as 
For any fixed x 0 ∈ Ω, take the test function to be Finally in this section, we present some results about the compactness of E λ and W 1,2 0 (Ω). Since we are concerned with the behaviors of solutions u λ of (1.5) as λ → ∞, without loss of generality, we can assume that λ > 1 in the next lemma. We use · q,V and · q,Ω to denote the L q norms on V and Ω respectively and we may omit the subscripts V and Ω if it can be understood from the context. The next two lemmas are similar to results in [16, 17] . Lemma 2.4. Assume that λ > 1 and a(x) satisfies (A 1 ) and (A 2 ). Then E λ is continuously embedded into L q (V) for any q ∈ [2, ∞) and the embedding is independent of λ. Namely, there exists a constant C depending only on q such that for any u ∈ E λ ,
Moreover, for any bounded sequence {u k } ⊂ E λ , there exists u ∈ E λ such that, up to a subsequence,
Proof. Suppose u ∈ E λ . At any vertex x 0 ∈ V, we have
Thus E λ ֒→ L ∞ (V) continuously and the embedding is independent of λ. Then the interpolation gives continuous embedding E λ ֒→ L q (V) for any 2 ≤ q ≤ ∞. Since E λ is a Hilbert space, for {u k } bounded in E λ , we have that, up to a subsequence, u k ⇀ u in E λ . On the other hand, {u k } ⊂ E λ is also bounded in L 2 (V) and we have the weak convergence in L 2 (V), which tells that, for any φ ∈ L 2 (V),
Take any x 0 ∈ V and let
Obviously it belongs to L 2 (V). By substituting φ 0 into (2.3) we get
Because of the boundedness of {u k }, there exists some constant C 0 such that
Since a(x) satisfies (A 2 ), ∀ǫ > 0, there exists some constant R > 0 such that when dist(x, x 0 ) > R,
On the other hand, since {x ∈ V : dist(x, x 0 ) ≤ R} is a finite set and u k (x) → u(x) for any x ∈ V as k → ∞, we have
This together with (2.4) gives that
Finally, for any 2 < p < ∞,
For the space W 
Proof. The proof is almost the same as that of Lemma 2.4. The only difference is that Ω is a finite set now. By using this fact, it is easy to prove u q,Ω ≤ C u W 1,2 0 (Ω) for any q ∈ [1, ∞], where C is a constant depending on q and Ω.
Existence of a ground state solution
The existence of a ground state solution for (1.5) can be proved by standard variational methods. First we give several properties of N λ and prove that m λ can be achieved in N λ .
Lemma 3.1. N λ is non-empty.
Proof. ∀u ∈ E λ \ {0}, we define
Since p ≥ 2 and u 0, there exists t 0 ∈ (0, ∞) such that f (t 0 ) = 0 which implies that t 0 u ∈ N λ . 8
By Lemma 2.4, we have u
where C > 0 is the constant of the embedding E λ ֒→ L p+1 (V) and is independent of λ. Since p ≥ 2, we get
This gives that
Lemma 3.3. m λ can be achieved by some u λ ∈ N λ . Namely, there exists some u λ ∈ N λ such that
where lim k→∞ o k (1) = 0, we have that {u k } is bounded in E λ . By Lemma 2.4, we can assume that there exists some u λ ∈ E λ such that, as k → ∞,
By weak lower semi-continuity of the norm for E λ and convergence of u k to u λ in L p+1 (V), we have
Now to prove the lemma, we only need to show that u λ ∈ N λ .
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Up to a subsequence, we assume that u k
This together with u k
Noticing that u k ∈ N λ , we have
, by similar arguments as in Lemma 3.1, we get that there exists some t ∈ (0, 1) such that tu λ ∈ N λ . This gives that
which is a contradiction with the fact that m λ = inf u∈N λ J λ (u). Therefore, u λ 2 = u λ p+1 p+1 and (3.1) gives that m λ is achieved by u λ ∈ N λ . Lemma 3.4. u λ ∈ N λ is a ground state solution of (1.5) .
Proof. We shall prove that for any φ ∈ C c (V), we have
We can choose a constant ǫ > 0, such that u λ + sφ 0 when s ∈ (−ǫ, ǫ). For any s ∈ (−ǫ, ǫ), there exists some t(s) ∈ (0, ∞) such that t(s)(u λ + sφ) ∈ N λ . In fact, we can take
In particular, we have
, we get that γ(s) achieves its minimum at s = 0. This implies that Lemma 3.7. There exists σ > 0 such that, for any critical point u ∈ E λ \ {0} of J λ , we have u E λ ≥ σ. Here σ is independent of λ.
Proof. Lemma 2.4 tells us that
where C is independent of λ. Since u is a critical point of J λ , we have that
Then we have
and we can choose σ =
and either c ≥ C 1 or c = 0.
where we have used the embedding
and suppose c < C 1 . Since {u k } is a (PS ) c sequence, (3.3) gives lim sup
Hence, for k large, we have
Then we have u k E λ → 0 as k → ∞ which gives J λ (u k ) → c = 0 and the desired results are 
Proof of the main results
Firstly, for the ground states m λ and m Ω , we have
Proof. It is obvious that m λ < m Ω for any λ > 0. Because otherwise we can find a nontrivial solution u 0 of (1.5) which vanishes outside Ω. This is impossible due to the maximum principle. Take a sequence λ k → ∞ such that
where m λ k is the ground state of the the ground state solution u λ k ∈ N λ k of (1.5). Then Lemma 3.8 tells us that M > 0. Since {u λ k } is uniformly bounded in W 1,2 (V), up to a subsequence, we assume that there exists some u 0 ∈ W 1,2 (V) such that
and for any q ∈ [2, ∞),
We claim that u 0 | Ω c = 0. If not, there exists a vertex x 0 Ω such that u 0 (x 0 ) 0. Since
which is a contradiction to the fact that m λ k < m Ω . Since for any 2 ≤ q < ∞,
we get
Then there exists α ∈ (0, 1] such that αu 0 ∈ N Ω , i.e.
This implies that
Consequently, M ≥ m Ω . Then we get that lim λ→∞ m λ = m Ω .
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Next we prove Theorem 1.3.
Proof. We need to prove that for any sequence λ k → ∞, the corresponding
to a ground state solution u Ω of (1.11) along a subsequence. Lemma 3.8 gives that u λ k is bounded in E λ k and the upper-bound is independent of λ k . Consequently, we have that {u λ k } is also bounded in W 1,2 (V). Therefore, we can assume that for any 2 ≤ q < ∞,
Moreover, we get from Lemma 3.7 that u 0 0. As what we have done in Lemma 4.1, we can prove that u 0 | Ω c = 0. Then it is sufficient to show that as k → ∞, we have
we have
Then there exists α ∈ (0, 1) such that αu 0 ∈ N Ω . Similarly, if lim inf
we also have
Then in both cases, we can find α ∈ (0, 1) such that αu 0 ∈ N Ω . Consequently, we have
which is a contradiction. Then we have that u 0 is a solution of (1.11) and Lemma 4.1 gives that in fact u 0 is a ground state solution of (1.11).
Numerical experiments
To illustrate our results, we consider a finite connected graph G 9 = (V, E) with 9 vertexes which is shown in Figure 1 . For G 9 , the vertex set V is {x 1 , x 2 , · · · , x 9 }. If two vertexes x i and Figure 1 : The graph G 9 x j are connected by an edge, we denote the edge by x i j . The edge set E of G 9 is composed of x 12 , x 13 89 . For simplicity, we set the measure µ(x i ) = 1 for i = 1, 2, · · · , 9 and and set ω i j = ω ji = 1 if x i j ∈ E. Obviously, G 9 is a finite and connected graph with symmetric weight and uniformly positive measure and is suitable for us to do numerical experiments on it. Now we consider the equation Under these assumptions, we have that the potential well Ω = {x 1 , x 2 , · · · , x 6 } and its boundary ∂Ω = {x 7 , x 8 }.
With the help of the random search method, we start iterations from the initial value in Table  1 to get a numerical solution of (1.5) . In this table, we use u i to denote u(x i ) for i = 1, 2, · · · , 9. After computations by MATLAB, we get the corresponding numerical solution u λ and find that the values of the solution u λ (x) at x 7 , x 8 and x 9 decrease as λ increasing and almost equal to 0 after we take λ bigger than 10 8 . These coincide with the conclusions in Theorem 1.3 and the details are shown in Figure 2 . 
