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1. Introduction
1.1. The partial L-function and Rankin–Selberg integrals
Let F be a number ﬁeld with Adele ring A, and denote by G = SOn a split or quasi-split orthogonal
group in n variables. Let π and τ be a pair of irreducible automorphic cuspidal representations,
π of G(A) and τ of GLk(A), and assume that π is globally generic. Let S be a ﬁnite set of places
of F , containing the Archimedean places, and such that for all ν /∈ S , Gν , πν and τν are unramiﬁed.
Consider the standard partial L-function attached to π and τ : LS (π × τ , s) =∏ν /∈S Lν(πν × τν, s) (see
Section 2.3 for a deﬁnition of Lν(πν × τν, s)).
When π has a global Whittaker model, it is known by the theory of Langlands–Shahidi that
LS(π × τ , s) has a meromorphic continuation with a ﬁnite number of poles. Our aim is to study
certain Rankin–Selberg integrals, which represent this L-function.
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We describe their method in more details in Section 1.2. Ginzburg [11] constructed these integrals for
1 < k < n.
The skeleton of the Rankin–Selberg technique is explained in [10, pp. 19–20]. Here we perform
step 4 of [10], sometimes referred to as the unramiﬁed computation: we compute the local integrals
ζν(Wν,W ′ν, s) derived from the global Rankin–Selberg integral, with all data unramiﬁed, and show
that they represent Lν(πν × τν, s). More precisely, we prove the following:
Theorem 1. Fix a ﬁnite place ν of F such that all data are unramiﬁed, and let Gν = SO2n(Fν) be quasi-split.
Then for k = n,n− 1 we have:
Lν
(
τν, Sym
2,2s
)
ζν
(
Wν,W
′
ν, s
)= Lν(πν × τν, s). (1)
Assume that Gν is not split over Fν . Then, rank(Gν) = n− 1.
For k = n − 1 = rank(Gν), the result of Theorem 1 is derived in a natural way from the results
of [9] (i.e. the fact that Gν is not split plays a minor role). However, when k = n, the technique used
by Gelbart, Piatetski-Shapiro and Rallis [9, App.] fails, since it relies on the results of Ton-That [25,26]
which are not applicable when k is larger than the rank of Gν .
The novel feature of the present study is the proof method. This is the ﬁrst proof which relies
on invariant theory to derive an equality of the form (1), when k > rank(Gν). We perform a direct
computation of Schur polynomials, utilizing the Littlewood–Richardson rule for GLn and for Sp2n , and
a branching rule, to prove Theorem 1 as an equality of formal series.
Previous proofs of similar identities between local L-functions, but for k  rank(Gν), relied on a
decomposition of the symmetric tensor representation (e.g. Jacquet and Shalika [15] and [9, App.]),
a technique which (as mentioned above) fails when k > rank(Gν).
An approach devised by Soudry [22] for a split group G is to convert a local integral corresponding
to a construction of G×GLk where k > rank(G), to a “dual” construction G ′ ×GLk′ where k′ < rank(G ′).
However, this method does not apply in a direct manner in our case (for a non-split group).
Remark 1. The result of Theorem 1 for SO2n × GLn−1 can be extended to all 1 < k  n − 1, using
a technique of Ginzburg [11], which adapts in a straightforward way to our scenario. This will be
performed in a subsequent work.
1.2. Description of the Rankin–Selberg method
Let us ﬁrst describe the method of Gelbart and Piatetski-Shapiro [9], for G ×GLn where G is either
SO2n split or SO2n+1.
The ﬁrst step is to associate a split reductive group H with G . H is selected so that it has a
maximal parabolic subgroup P , whose Levi subgroup is isomorphic to GLn . The representation τ is
induced parabolically from PA to HA . Let Vτ ,s = indHAPA (τ ⊗ |det|s
′
) (s′ being some shift of s, here s′ =
s − 1/2). The elements of Vτ ,s are complex-valued smooth functions f (h, s) satisfying the following
properties. First, for all h ∈ HA , u ∈ UA (U – the unipotent radical of P ), f (uh, s) = f (h, s). Second,
the function m → δ−1/2P (m) f (mh, s), where m ∈ GLn(A) is embedded in the Levi part of P , is a cusp
form belonging to the space of τ ⊗ |det|s′ .
Now to a smooth holomorphic section f ∈ Vτ ,s , attach an Eisenstein series:
E f (h, s) =
∑
γ∈P F \HF
f (γ h, s).
Let ϕ be a cuspidal form belonging to the space of π . Gelbart and Piatetski-Shapiro [9] distinguished
between two scenarios: one when G = SO2n+1 and H = SO2n is a subgroup of G , the other when
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Piatetski-Shapiro looked at the following integral:
I(ϕ, E f , s) =
∫
XF \XA
ϕ(x)E f (x, s)dx.
This integral converges absolutely in the whole plane, except at the (ﬁnite number of) poles of the
Eisenstein series, due to the rapid decrease of the cusp form and moderate growth of the Eisenstein
series. Hence, I(ϕ, E f , s) deﬁnes a meromorphic function with a ﬁnite number of poles. It turns out
that I(ϕ, E f , s) is identically zero, unless π is globally generic, that is, π has a global Whittaker
model given by a Fourier coeﬃcient.
Fix ψ a non-trivial additive character of F \ A. For a cuspidal form ϕ in the space of π , denote by
Wϕ a Whittaker ψ-coeﬃcient of ϕ . The functions Wϕ as ϕ varies in π span a Whittaker model of π
with respect to ψ , which we denote by W(π,ψ).
For f , deﬁne
W f (x, s) =
∫
Nn(F )\Nn(A)
f (nx, s)ψ(n)dn,
where Nn is the (standard) maximal unipotent subgroup of GLn . W f (x, s) is the application of the
ψ−1-Whittaker coeﬃcient to the cusp form m → δ−1/2P (m) f (mx, s) in the space of τ ⊗ |det|s
′
. Ob-
serve that for a ﬁxed x, the functions m → δ−1/2P (m)W f (mx, s) span the Whittaker model W(τ ⊗
|det|s′ ,ψ−1).
In this setting, Gelbart and Piatetski-Shapiro showed the following identity, valid for (s) 	 0:
I(ϕ, E f , s) =
∫
NX
A
\XA
Wϕ(x)W
f (x, s)dx, (2)
where NX is a maximal unipotent subgroup in X . Eq. (2) is then used in the following manner: the
spaces W(π,ψ) and indHP (τ ⊗ |det|s′ ) admit (restricted) product factorizations ([2, p. 326], [6]):
W(π,ψ) =
∏′
ν
W(πν,ψν),
indHAPA
(
τ ⊗ |det|s′)=∏′
ν
indHνPν
(
τν ⊗ |det|s′ν
)
.
For W ∈ W(π,ψ) a pure tensor we can write W =∏′νWν where Wν ∈ W(πν,ψν) is such that
for almost all ﬁnite places, Wν is unramiﬁed and normalized so that Wν(1) = 1. Similarly, for f
a decomposable vector, W f (h, s) =∏′νW ′ν(hν, s) where for all ν and hν the functions w ′ν(mν) =
δ
−1/2
Pν
(mν)W ′ν(mνhν, s) span W(τν ⊗ |det|s′ν ,ψ−1ν ), and for almost all ﬁnite ν , w ′ν is the unramiﬁed
and normalized function. From these product expansions we get that for (s) 	 0,
I(ϕ, E f , s) =
∏′
ν
ζν
(
Wν,W
′
ν, s
)=∏′
ν
∫
NXFν \XFν
Wν(xν)W
′
ν(xν, s)dxν (3)
(here, the
∏′ notation emphasizes that for almost all places ν , all data are unramiﬁed).
Finally, I(ϕ, E f , s) is related to LS(π × τ , s). If S is a (ﬁnite) set of places, as above, then for
ν /∈ S the local zeta integral ζν(Wν,W ′ν, s) can be calculated explicitly in its convergence range and is
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such that ζν(Wν,W ′ν, s) ≡ 1. For ν an Archimedean place, given s0 ∈ C, we can choose data for which
ζν(Wν,W ′ν, s) is holomorphic and nonzero in a neighborhood of s0. Using this, the analytic properties
of I(ϕ, E f , s) are used to deduce similar properties for LS(π × τ , s).
Now consider the case of G = SO2n quasi-split. When k = n we select H = SO2n+1, so that
rank(H) = rank(GLn) > rank(G). Our global integral is
I(ϕ, E f , s) =
∫
GF \GA
ϕ(g)E f (g, s)dg.
It decomposes into a product of local zeta integrals of the form
ζν
(
Wν,W
′
ν, s
)= ∫
NGFν \GFν
Wν(gν)W
′
ν(gν, s)dgν .
When k = n − 1 the picture is similar with H = SO2n−1 < G (so now rank(H) = n − 1 = rank(G)) and
the global integral is over HF \ HA .
1.3. Organization of this paper
Section 2 provides the background and notations; in Section 3 we prove Theorem 1 for the case
k = n; in Section 4 we prove Theorem 1 for the case k = n − 1; and in Section 5 we prove technical
claims appearing in the proof of Theorem 1.
2. Background and notations
2.1. Algebraic groups notations
For a connected reductive quasi-split or split group G over some ﬁeld (local or global), denote by
T a ﬁxed maximal split torus, by K a maximal compact open subgroup, by N a maximal unipotent
subgroup and by B a Borel subgroup (for these notions refer to [23,1,13]). For a parabolic subgroup P
the modulus function of P will be denoted by δP . With a slight abuse of notation, also denote by δG
the modulus function with respect to the Borel subgroup containing T .
2.2. Special orthogonal groups
Recall that F is a number ﬁeld and A is the Adele ring of F . Let k be a quadratic extension of F ,
i.e. k = F (√ρ ), when ρ is not a square in F . Let V be the column space of dimension 2n over F
(regarded as an algebraic group on F ). Deﬁne the following matrix J :
J =
⎛
⎝ wn−11 0
0 −ρ
wn−1
⎞
⎠ ∈ GL2n(F ), wn−1 =
⎛
⎝0 1. . .
1 0
⎞
⎠ ∈ GLn−1(F ).
J deﬁnes a non-degenerate bilinear form ( , ) on V × V by (u, v) = tu J v [14]. The special orthogonal
group with respect to this form is denoted by SO2n = SO(V ) = G . Thus,
G = {g ∈ GL(V ): t g J g = J , det(g) = 1}.
The group G is a quasi-split connected reductive group over F (it splits over k).
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all places ν of F . Gν is the group SO2n(Fν). For non-Archimedean places, standard notations are used:
Oν – the ring of integers of Fν , Pν – its prime ideal, pν – a generator for Pν , qν – the residue
cardinality of Fν (qν = |Pν \ Oν |), ‖ν – the local absolute value. Also, we take Kν = G(Oν). When ν
is ﬁxed we often drop it from the notation (e.g. O = Oν ). As is well known, ρν is a square in Fν at
roughly half of the places, and when this happens, the group Gν splits. In this case, Gν is of rank n
and its standard torus is of the form
Tν =
{
diag
(
t1, . . . , tn, t
−1
n , . . . , t
−1
1
)}
.
In places where ρν is not a square, Gν is of rank n− 1 and its standard torus is
Tν =
{
diag
(
t1, . . . , tn−1,1,1, t−1n−1, . . . , t
−1
1
)}
.
2.3. Unramiﬁed representations
Fix ν a ﬁnite place of F . Let τ be an irreducible unramiﬁed representation of G ′ = GLn(Fν). Then
τ is the unramiﬁed constituent of a representation of the form indG
′
B (χ), where χ = μ1 ⊗ · · · ⊗ μn
is an unramiﬁed character of the maximal torus T in B . The Satake parameter of τ is deﬁned by
tτ = diag(μ1(p), . . . ,μn(p)) ∈ GLn(C) (up to a permutation).
Similarly, an irreducible unramiﬁed representation π of G = SO2n(Fν) is a constituent of
a representation indGB (χ), with χ an unramiﬁed character of T . Hence, if G is split over Fν ,
χ(diag(t1, . . . , tn, t−1n , . . . , t−11 )) =
∏n
i=1 μi(ti), and the Satake parameter of π is deﬁned by tπ =
diag(μ1(p), . . . ,μn(p),μn(p)−1, . . . ,μ1(p)−1) ∈ SO2n(C). Otherwise if G is quasi-split, and kν =
Fν(
√
ρ ) is an unramiﬁed extension of Fν ,
χ
(
diag
(
t1, . . . , tn−1,
(
a bρ
b a
)
, t−1n−1, . . . , t
−1
1
))
=
n−1∏
i=1
μi(ti),
where μi is an unramiﬁed characters of (Fν)∗ . In this case, the Satake parameter of π is deﬁned by
tπ = diag
(
μ1(p), . . . ,μn−1(p),1,1,μn−1(p)−1, . . . ,μ1(p)−1
) ·  ∈ SO2n(C)  Gal(kν/Fν),
where  is the Galois conjugation of kν/Fν .
We regard the Satake parameter as a representative of its conjugacy class in (the version above of)
the L-group. In the last case we will denote
t′π = diag
(
μ1(p), . . . ,μn−1(p),μn−1(p)−1, . . . ,μ1(p)−1
)
and view t′π as an element of Sp2(n−1)(C).
In the global setting with G = SO2n , for π an automorphic cuspidal representation of G(A), by
the Flath Decomposition Theorem [7] π ∼=⊗′ν πν a restricted product, πν are irreducible admissi-
ble representations of the local groups Gν and almost all πν ’s are unramiﬁed. Similarly, let τ be an
automorphic cuspidal representation of GLk(A), and write τ ∼=⊗′ν τν . To each pair of local unrami-
ﬁed representations πν and τν , the local L-function Lν(πν × τν, s) is deﬁned in terms of the Satake
parameters as follows:
Lν(πν × τν, s) =
{
det(1− (tπν ⊗ tτν )q−sν )−1, Gν is split,
det(1− ((t · w) ⊗ t )q−s)−1, G is quasi-split,πν τν ν ν
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Lν
(
τν, Sym
2, s
)= det(1− Sym2(tτν )q−sν )−1.
2.4. The Casselman–Shalika formula
Let G be a connected reductive split or quasi-split group over a non-Archimedean ﬁeld. Fix a
Borel subgroup B = T N , and a non-degenerate character ψ of N . Let π be an irreducible admissible
generic representation of G . Then π is known to have a unique Whittaker model W(π,ψ). When π
is unramiﬁed, we may assume that π is a constituent of indGB (χ) (keeping the same notations as in
Section 2.3). Also, there exists a unique function W0 ∈ W(π,ψ) which is right-invariant by K , such
that W0(e) = 1. This function is called the unramiﬁed normalized element of W(π,ψ).
An explicit formula for the function W0 was proved for GLn by Shintani [21] and in general by
Kato [16] and by Casselman and Shalika [5]. This formula, known as the Casselman–Shalika formula,
is described below. Let Σ be the set of roots of G with respect to T ,  a subset of simple roots and W
the Weyl group of Σ . Write α > 0 for a positive root α ∈ Σ . Also let T− = {t ∈ T : |α(t)| 1 ∀α ∈ }.
Assume some standard normalization on the character ψ (to be explained in our speciﬁc cases below).
For t ∈ T− ,
δ
−1/2
G (t)W0(t) =
∏
α>0
1
1−χ(aα)−dα
∑
w∈W
sign(w)
∏
{α>0: wα<0}
χ(aα)
−dα ( wχ(t)), (4)
where dα are either 1 or 2, aα are some mysteriously selected elements of T and wχ(t) = χ(w−1tw).
For t /∈ T− , W0(t) = 0.
In the case of GLn , the following interpretation of (4) is known [21]:
W0
(
δ
)= δ1/2GLn (δ)χGLnδ (tπ ), (5)
where for δ = (k1, . . . ,kn) ∈ Zn such that k1  · · · kn , δ = δGLn = diag(pk1 , . . . , pkn ) denotes a gen-
eral representative of T−/(T− ∩ K ), χGLnδ is the character of the irreducible representation of GLn(C)
of highest weight δ, and tπ is as deﬁned in Section 2.3.
Now let G = SO2n . First, we describe the formula (4) for G split. Our ﬁrst step is to deﬁne aα
and dα (α > 0). Because G is split, by [3], dα = 1 for any α ∈ Σ . Let α ∈ . Denote by Pα the
parabolic subgroup corresponding to α, i.e. Pα is generated by T and by the roots that are linear
combinations with positive coeﬃcients of roots in  ∪ {−α}. The Levi part Mα of Pα can be shown
to be isomorphic to a direct product of GL2 × GL1 × · · · × GL1 (n− 2 copies of GL1). Thus, the derived
group of Mα is SL2, and we are in case (1) of Section 3 of [5]. Using the calculations there, and the
deﬁnition of aα for the split case, the value of χ(aα) is deduced for all positive roots:
χ(aα) =
{
μi(p)μ
−1
j (p), α = i −  j,
μi(p)μ j(p), α = i +  j .
Next, by using the structure of W [23, p. 141] and the Weyl character formulae [8,20] we can explicitly
show that
W0
(
δ
)= δ1/2G (δ)χGδ (tπ ), (6)
where δ = δG = diag(pk1 , . . . , pkn , p−kn , . . . , p−k1 ), k1  · · · kn denotes a general representative of
T−/(T−∩K ), and χGδ is the character of the irreducible representation of SO2n(C) of highest weight δ.
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[23, p. 261]). We write it as:
Σ = {±i ±  j: 1 i = j  n− 1} ∪ {±i: 1 i  n− 1}.
Again, we need to deﬁne aα and dα . The deﬁnitions and calculations of these values for roots of the
form i ±  j (i < j) are similar to the case of SO2n split (for which the root system is of type Dn). In
order to grasp these values for roots i , we use a direct calculation of the integral formula for W0,
when n = 2. Let f0 ∈ Vπ be right-invariant by K and normalized such that f0(e) = 1, and let Nυ =
N ∩ P−υ . The following formula is easily seen to deﬁne an unramiﬁed (not normalized) element of
W(π,ψ) (see [2, p. 485]):
W (g) = lim
υ→∞
∫
Nυ
f0(wng)ψ
−1(n)dn. (7)
The normalized element is W0(g) = W (g)W (e) . For n = 2 the group N is of the form
⎧⎪⎨
⎪⎩
⎛
⎜⎝
1 x1 x2 12 (x
2
2ρ
−1 − x21)
0 1 0 −x1
0 0 1 x2ρ−1
0 0 0 1
⎞
⎟⎠
⎫⎪⎬
⎪⎭ ,
and ψ(n) = αx1 + βx2 for α,β ∈ O∗ . The calculation of integral (7) is omitted (the reason that this
integral is easy to calculate is that the Iwasawa decomposition is still simple, compared to the case of
n > 2). By comparing (7) to (4) one ﬁnds out the value of dα for the unique (positive) root of G = SO4
quasi-split. Then, following Cartier [3] and the deﬁnitions of Casselman and Shalika [5,4] we ﬁnd that
for α = i , dα = 1 and χ(aα) = μi(p). For the (positive) roots α = i ±  j , the values of dα and χ(aα)
are the same as in the split case. Again, using the Weyl character formulae we can explicitly show
that
W0
(
δ
)= δ1/2G (δ)χ Sp2(n−1)δ (t′π ), (8)
where δ = δG = diag(pk1 , . . . , pkn−1 ,1,1, p−kn−1 , . . . , p−k1 ), k1  · · ·  kn−1 denotes a general rep-
resentative of T−/(T− ∩ K ), χ Sp2(n−1)δ is the character of the irreducible representation of Sp2(n−1)(C)
of highest weight δ and t′π is as deﬁned in Section 2.3.
For the three cases described above, the character ψ is constructed as follows: take an additive
character ψ of the ﬁeld F that is trivial on O and not trivial on P−1. ψ is extended to a char-
acter of N – the unipotent upper triangular matrices. In the case of GLn and SO2n split, ψ(x) =
ψ(
∑n−1
i=1 xi,i+1), while in the case of SO2n quasi-split, ψ(x) = ψ(
∑n−2
i=1 xi,i+1)ψ(αxn−1,n + βxn−1,n+1),
for some α,β ∈ O∗ .
Remark 2. Tamir [24] provided an interpretation of (4) for G a reductive quasi-split group. His formula
involves a character of a representation of the Langlands dual group of G , and the Satake parameters.
2.5. Partitions and Schur polynomials
Let δ = (k1, . . . ,kn) ∈ Zn be such that k1  · · ·  kn  0. We call δ a partition of n parts. The
partitions of n parts are in bijection with the set of irreducible ﬁnite dimensional polynomial repre-
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weight δ. For any g ∈ GLn(C), if Y = (y1, . . . , yn) are its eigenvalues, then
χδ(g) = SGLnδ (Y ) = Sδ(Y ) =
det(yki+n−ij )∏
i< j(yi − y j)
.
Sδ(Y ) is called a Schur polynomial in variables y1, . . . , yn . For the speciﬁc case where δ = (k,0, . . . ,0),
Sδ(Y ) = Sk(Y ) – the k-th complete symmetric polynomial, i.e.
Sk(Y ) =
∑
i1,...,in0
i1+···+in=k
n∏
j=1
y
i j
j .
The Schur polynomials form a basis for the algebra of symmetric polynomials in y1, . . . , yn over Z.
In particular for two partitions δ, γ we can uniquely express the product Sδ(Y ) · Sγ (Y ) in this basis
as Sδ(Y ) · Sγ (Y ) =∑ν LRνδ,γ Sν(Y ) (a ﬁnite sum over some partitions ν), for some integers LRνδ,γ . The
Littlewood–Richardson rule is the standard tool for deciding which partitions ν appear in this sum
and for calculating these constants (see, for example, [8,12,19]).
Only a particular instance of the Littlewood–Richardson rule, also known as the Pieri rule
[8, p. 455], will be used here. This case, to be explained below, is when one of the polynomials
corresponds to a partition (k,0, . . . ,0).
A Ferrers diagram for δ is a subset of Z2, which we picture as a table of n rows, where row i
is of length ki . Any table of n rows whose row lengths are weakly decreasing (ﬁrst row is longest)
naturally deﬁnes a partition of n parts. Thus we may interchangeably use partitions and diagrams.
Denote by R+k (δ) (R
−
k (δ), resp.) the set of partitions obtained from δ by adding (removing, resp.)
k boxes to (the diagram of) δ such that no two boxes are added to (removed from, resp.) the same
column.
The Littlewood–Richardson rule reads:
Sk(Y )SGLnδ (Y ) =
∑
δ˜∈R+k (δ)
SGLn
δ˜
(Y ). (9)
Example 1.
S2(Y )S(2,1,0)(Y ) = S(4,1,0)(Y ) + S(3,2,0)(Y ) + S(3,1,1)(Y ) + S(2,2,1)(Y ).
Suppose κ is a character of an irreducible ﬁnite dimensional representation of a group G , and H
is a subgroup of G . Then the restriction κH of κ to H determines a representation of H , which is
usually not irreducible. A branching rule is a rule for decomposing κ to irreducible representations
of H . There are many known branching rules (e.g. [8,12]).
For a partition δ = (k1, . . . ,kn−1) of n − 1 parts, we denote by (δ,0) the partition of n parts ob-
tained from δ by adding kn = 0. Also denote |δ| = k1 + · · · + kn the weight of δ. For n > 1 denote
Y ′ = (y1, . . . , yn−1) (i.e. the variables of Y with the last one omitted).
The following branching rule from GLn(C) to GLn−1(C) × GL1(C) [12, p. 350] will be used here:
Lemma 1 (Branching rule). Let δ = (k1, . . . ,kn−1) be a partition of n− 1 parts. Then
SGLn(δ,0)(Y ) =
|δ|∑
k=0
∑
δ˜∈R−k (δ)
S
GLn−1
δ˜
(
Y ′
)
ykn.
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as a representation of GLn−1(C) × GL1(C), it is composed of representations of the form κ ⊗ detk ,
with κ an irreducible representation of GLn−1(C) of highest weight δ˜ = (k′1, . . . ,k′n−1) and k is a
weight taken from δ in such a way that the resulting weight δ˜ interlaces δ, that is,
k1  k′1  k2  k′2  · · · kn−1  k′n−1  0.
The condition of δ˜ interlacing δ is equivalent in terms of diagrams to saying that δ˜ is obtained from δ
by removing k boxes such that the lengths of the rows of δ˜ are still weakly decreasing and no more
than one box is removed from each column.
Example 2. n = 3, Y = (y1, y2, y3), Y ′ = (y1, y2):
S(2,1,0)(Y ) = S(2,1)
(
Y ′
)+ y3(S(1,1)(Y ′)+ S(2,0)(Y ′))+ y23S(1,0)(Y ′),
S(1,1,0)(Y ) = S(1,1)
(
Y ′
)+ y3S(1,0)(Y ′).
Note that, in the decomposition for S(2,1,0)(Y ) above, y33 appears with a zero coeﬃcient because the
only way of taking three boxes out of the diagram of (2,1,0) is to remove all of them and this means
that from the ﬁrst column two boxes are taken out (from the ﬁrst and second rows). For the same
reason, y23 appears with a zero coeﬃcient in S(1,1,0)(Y ).
For convenience, we extend the notations of R−k (δ) and R
+
k (δ) to sets, and even to multi-sets (i.e.
sets in which an element may occur a ﬁnite number of times). If  is a multi-set of partitions then
R+k () is the multi-set {δ˜: δ˜ ∈ R+k (δ), δ ∈ } (and similarly, for R−k ()).
Example 3. In the multi-set R+1 (R
−
2 ((4,2))), the partition (3,2) occurs with multiplicity 2. This follows
because both partitions (2,2) and (3,1) occur in R−2 ((4,2)), and (3,2) is obtained from both, by
adding one box to the ﬁrst row of (2,2) or by adding one box to the second row of (3,1).
Consider now representations of Sp2n(C). Here a partition δ of n parts corresponds to an irre-
ducible ﬁnite dimensional representation of Sp2n(C). We denote its character by χ
Sp2n
δ . The value
of χ Sp2nδ on a matrix g ∈ Sp2n(C) is of course determined by the eigenvalues of g , denoted by
X = (x1, . . . , xn, x−11 , . . . , x−1n ). There is an analogous notion of Schur polynomials [8,20], and here
we have:
χ
Sp2n
δ (X) = SSp2nδ (X) =
det
( xki+n+1−ij −x−(ki+n+1−i)j
x j−x−1j
)
∏
i< j(xi + x−1i − x j − x−1j )
.
Here it also holds that SSp2n
(k,0,...,0)(X) = Sk(X) – the k-th complete symmetric polynomial, in the
variables of X [8, p. 406]. The Littlewood–Richardson rule has been generalized to this case by Lit-
telmann [18] (also refer to Krattenthaler [17]). Again, like in the case of GLn described above, only
products of the form Sk(X)SSp2nδ (X) will be used here. Let R
∓
k (δ) =
∑k
l=0 R
+
k−l(R
−
l (δ)). R
∓
k (δ) is a
multi-set of partitions, obtained from δ by ﬁrst removing 0 l  k boxes (appropriately, as explained
above), then adding k − l boxes. The Littlewood–Richardson rule yields:
Sk(X)S
Sp2n
δ (X) =
∑
δ˜∈R∓(δ)
S
Sp2n
δ˜
(X). (10)k
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tableaux for a partition (k,0, . . . ,0) is as follows: it is a single row of 2n cells, ﬁlled by entries from
{1, . . . ,2n}, in a weakly increasing order, such that column pairs (1 + 2i,2 + 2i) for 0  i  n − 1
contain the same entry (the actual deﬁnition of [17] refers to “admissible pairs”, but in the case of a
single row it means that the entries are the same).
Example 4.
S2(X)S(2,1,0)(X) = S(4,1,0)(X) + S(3,2,0)(X) + S(3,1,1)(X) + S(2,2,1)(X)
+ S(1,1,1)(X) + 2S(2,1,0)(X) + S(3,0,0)(X) + S(1,0,0)(X),
S4(X)S(2)(X) = S(2)(X) + S(4)(X) + S(6)(X).
Remark 3. A word of caution: the deﬁnition of R∓k (δ) is not symmetric, namely that the order of
removing and adding cannot in general be reversed. This is demonstrated by Example 4: in the ex-
pression for S4(X)S(2)(X) the character S(0)(X) does not appear. This is because in order to form the
partition (0) from the partition (2) by adding or removing 4 boxes, it is necessary to remove 3 boxes.
However, removing the boxes does not produce a partition, so in fact R−3 ((2)) is empty. But if we ﬁrst
add one box to get the partition (3), we can then remove 3 boxes and get partition (0).
In fact, the only obstruction to changing the order of adding and removing is the instance shown
in the above example. Indeed, if |δ| is large enough (i.e. larger than k), it can be shown that the order
may be reversed (see the proof of Claim 2).
We shall allow an abuse of notation and write a Schur polynomial S(D) for a diagonal matrix D
to denote a polynomial in the elements appearing on the diagonal of D .
3. Proof of Theorem 1: case k = n
Let π and τ be a pair of irreducible automorphic cuspidal representations, π of G(A) and τ of
GLn(A), and assume that π is globally generic.
In this case, the group H associated with G is H = SO2n+1 (refer to Section 1.2).
Fix ν so that all data (i.e. SO2n(Fν), πν , τν ) are unramiﬁed. Hereby we treat all of the objects as
local and drop F and ν from the notation, so now G = SO2n(Fν), π = πν , τ = τν . The functions W
and W ′ are selected as described earlier. Our zeta integral takes the form:
ζ
(
W ,W ′, s
)= ∫
NG\G
W (g)W ′(g, s)dg. (11)
We need to prove the identity:
L
(
τ , Sym2,2s
)
ζ
(
W ,W ′, s
)= L(π × τ , s). (12)
Our method of proof will be as follows. By the result of Theorem 1 for k = n − 1, which is proved
in Section 4, we have the identity
L
(
τ ′, Sym2,2s
)
ζ
(
W ,W ′′, s
)= L(π × τ ′, s), (13)
where τ ′ = indGLn−1Bn−1 (ν1 ⊗ · · ·⊗ νn−1) and W ′′ is chosen in a way similar to W ′ , but in the appropriate
space induced from τ ′ .
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∞∑
k=0
L
(
τ ′, Sym2,2s
)
ζ
(
W ,W ′′, s
)
dk y
k
n,
where {dk} are constants depending on π , while the right-hand side of (12) factors as
∞∑
k=0
L
(
π × τ ′, s)dk ykn.
This will be achieved using the Iwasawa decomposition for integral (11), the Casselman–Shalika
formulae of Section 2.4 and the branching rule and character multiplication rules of Section 2.5. The
result will then immediately follow from equality (13). Our view of identity (12) as a formal identity
of power series is justiﬁed in the convergence range (for (s) 	 0), and then by analytic continuation
the identity is valid for all s.
Let Y = diag(y1, . . . , yn) ∈ GLn(C) be the Satake parameters of τ (i.e. yi = νi(p)). Also let
Y ′ = diag(y1, . . . , yn−1). For π deﬁne X = (x1, . . . , xn−1, x−1n−1, . . . , x−11 ) ∈ Sp2(n−1)(C) (xi = μi(p),
x−1i = μi(p)−1). Denote Xw = diag(x1, . . . , xn−1,−1,1, x−1n−1, . . . , x−11 ) ∈ GL2n(C). In the notations of
Section 2.3, Y = tτ , Xw = tπ · w , so L(π × τ , s) = det(1− (Xw ⊗ Y )q−s)−1.
With the notations of Section 2.5, we ﬁrst claim that:
Claim 1. ζ(W ,W ′, s) =∑δ: k1···kn−10 SSp2(n−1)δ (X)SGLn(δ,0)(Y )q−s|δ| .
For the proof of this claim (as well as all other claims below) refer to Section 5.
Recall the formal identity for any matrix Y : det(1− Yq−s)−1 =∑∞l=0 Sl(Y )q−sl . This identity is
used to transform the local L-functions to power series in variables that are the Satake parameters
of the representations (refer to Section 2.3). We have the following decompositions, which follow
directly from the deﬁnitions:
L(π × τ , s) = L(π × τ ′, s)L(π × νn, s) = L(π × τ ′, s) ∞∑
k=0
Sk
(
Xw
)
yknq
−sk, (14)
L
(
τ , Sym2,2s
)= L(τ ′, Sym2,2s)L(τ ′ × νn,2s)L(νn, Sym2,2s)
= L(τ ′, Sym2,2s) ∞∑
l=0
Sl
(
Y ′
)
ylnq
−2sl
∞∑
r=0
y2rn q
−2sr
= L(τ ′, Sym2,2s) ∞∑
m1=0
( ∑
l+2r=m1
Sl
(
Y ′
)
q−2s(l+r)
)
ym1n . (15)
Following Claim 1 we write ζ(W ,W ′, s) as a formal series, and by substituting SGLn(δ,0)(Y ) with the
branching rule of Lemma 1 we derive the following series in yn:
ζ
(
W ,W ′, s
)= ∞∑
m2=0
( ∑
δ: |δ|m2
S
Sp2(n−1)
δ (X)q
−s|δ| ∑
δ˜∈R−m (δ)
S
GLn−1
δ˜
(
Y ′
))
ym2n . (16)2
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L
(
τ , Sym2,2s
)
ζ
(
W ,W ′, s
)= L(τ ′, Sym2,2s) ∞∑
k=0
Ak y
k
n, (17)
where
Ak =
∑
m1+m2=k
( ∑
l+2r=m1
Sl
(
Y ′
)
q−2s(l+r)
∑
δ: |δ|m2
S
Sp2(n−1)
δ (X)q
−s|δ| ∑
δ˜∈R−m2 (δ)
S
GLn−1
δ˜
(
Y ′
))
=
k∑
m2=0
(  k−m22 ∑
r=0
Sk−m2−2r
(
Y ′
)
q−2s(k−m2−r)
∑
δ: |δ|m2
S
Sp2(n−1)
δ (X)q
−s|δ| ∑
δ˜∈R−m2 (δ)
S
GLn−1
δ˜
(
Y ′
))
.
Lemma 2. Ak = q−sk Sk(Xw)ζ(W ,W ′′, s).
Before proving the lemma, we use it to complete the proof of Theorem 1: substituting Lemma 2
in (17), we have:
L
(
τ , Sym2,2s
)
ζ
(
W ,W ′, s
)= ∞∑
k=0
L
(
τ ′, Sym2,2s
)
q−sk Sk
(
Xw
)
ζ
(
W ,W ′′, s
)
ykn
= L(π × τ ′, s)L(π × νn, s)
= L(π × τ , s),
as required (the second equality follows from (13)–(14) and the last follows from (14)).
Proof of Lemma 2. Fix k. Using the Littlewood–Richardson rule (9), for Sk−m2−2r(Y ′) · SGLn−1
δ˜
(Y ′), we
obtain:
Ak =
k∑
m2=0
(  k−m22 ∑
r=0
q−2s(k−m2−r)
∑
δ: |δ|m2
S
Sp2(n−1)
δ (X)q
−s|δ| ∑
δ˜∈R+k−m2−2r(R
−
m2
(δ))
S
GLn−1
δ˜
(
Y ′
))
.
Fix r, m2. We deﬁne the following multi-sets of partitions:
m2,r =
{
(δ, δ˜): |δ|m2, δ˜ ∈ R+k−m2−2r
(
R−m2(δ)
)}
,
′m2,r =
{
(η˜, η): |η| k −m2 − 2r, η˜ ∈ R−k−m2−2r
(
R+m2(η)
)}
.
Claim 2. m2,r = ′m2,r .
By this claim (and omitting the extra group notation from the Schur polynomials),
q−2s(k−m2−r)
∑
δ: |δ|m2
Sδ(X)q
−s|δ| ∑
δ˜∈R+k−m −2r(R−m2 (δ))
S δ˜
(
Y ′
)2
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∑
(δ,δ˜)∈m2,r
Sδ(X)S δ˜
(
Y ′
)
q−s|δ|
= q−2s(k−m2−r)
∑
(η˜,η)∈′m2,r
S η˜(X)Sη
(
Y ′
)
q−s|η˜|
= q−sk
∑
(η˜,η)∈′m2,r
S η˜(X)Sη
(
Y ′
)
q−s|η|, (18)
where for the last equality we observe that for (η˜, η) ∈ ′m2,r , since η˜ is produced from η by ﬁrst
adding m2 boxes and then removing k −m2 − 2r boxes, |η˜| = |η| − k + 2(m2 + r).
Substituting (18) in our expression for Ak , we have:
Ak = q−sk
k∑
m2=0
 k−m22 ∑
r=0
∑
(η˜,η)∈′m2,r
S
Sp2(n−1)
η˜
(X)S
GLn−1
η
(
Y ′
)
q−s|η|. (19)
Now, to capture all of the partitions in (19) deﬁne
Ω =
 k2 ⋃
r=0
{
(δ˜, δ): |δ| 0, δ˜ ∈ R∓k−2r(δ)
}
.
Claim 3.
⋃k
m2=0
⋃ k−m22 
r=0 ′m2,r = Ω (the unions are regarded as unions of multi-sets).
Using this claim, we get:
Ak = q−sk
∑
(δ˜,δ)∈Ω
S
Sp2(n−1)
δ˜
(X)S
GLn−1
δ
(
Y ′
)
q−s|δ|. (20)
Claim 4. Sk(Xw)S
Sp2(n−1)
δ (X) =
∑ k2 
r=0
∑
δ˜∈R∓k−2r(δ) S
Sp2(n−1)
δ˜
(X).
For a ﬁxed δ, the sum in Claim 4 is over all δ˜ such that (δ˜, δ) ∈ Ω . Therefore, applying Claim 4 to
(20) yields:
Ak = q−sk Sk
(
Xw
) ∑
δ: |δ|0
S
Sp2(n−1)
δ (X)S
GLn−1
δ
(
Y ′
)
q−s|δ| = q−sk Sk(Xw)ζ (W ,W ′′, s),
where the last equality follows from writing ζ(W ,W ′′, s) as a sum, in a way similar to the proof of
Claim 1. 
4. Proof of Theorem 1: case k = n− 1
We keep the notations of Section 3, except that now τ is a representation of GLn−1(A), so Y =
diag(y1, . . . , yn−1) ∈ GLn−1(C). Here, the group H associated with G is H = SO2n−1. Our zeta integral
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ζ
(
W ,W ′, s
)= ∫
NH\H
W (h)W ′(h, s)dh. (21)
As in Claim 1, the integral (21) may be written as the following sum:
ζ
(
W ,W ′, s
)= ∑
δ: k1···kn−10
S
Sp2(n−1)
δ (X)S
GLn−1
δ (Y )q
−s|δ|. (22)
For n 3, the same calculation of [9] (in the App.) shows that
L
(
τ ,∧2,2s)ζ (W ,W ′, s)= 1
det(1− (X ⊗ Y )q−s) . (23)
From this it is deduced that
L
(
τ , Sym2,2s
)
ζ
(
W ,W ′, s
)= 1
det(1− (Xw ⊗ Y )q−s) = L(π × τ , s),
as required.
For n = 2 the argument of [9] fails, as it uses a reduction to a result of Ton-That [25] which works
when the symplectic group is of rank  2, so we add:
Claim 5. For n = 2, L(τ , Sym2,2s)ζ(W ,W ′, s) = L(π × τ , s).
For the proof refer to Section 5.
5. Proofs of claims
Proof of Claim 1. We follow the argument of Gelbart, Piatetski-Shapiro and Rallis (see [9, App.]).
According to the Iwasawa decomposition G = SO2n = NT K . We normalize the measures by the con-
ditions vol(K ) = vol(K ∩ T ) = 1. Since W (ntk) = ψ(n)W (t) and W ′(ntk, s) = ψ−1(n)W ′(t, s) (for W ′
this is true even for k in the maximal compact of H), (11) turns to:
∫
T /(T∩K )
W (t)W ′(t, s)δ−1G (t)dt. (24)
Recall that for any h ∈ H , the function g → W ′(gh, s) is in W(τ ⊗ |det|s+(n−1)/2,ψ−1) (see Sec-
tion 1.2, s′ = s − 1/2, δP = |det|n). In particular this holds for the function g → W ′(g, s) (i.e. h = e).
Furthermore, the latter function is also right K -invariant, and since W ′(e, s) = 1, we conclude that
W ′(t, s) = W ′(t)|det(t)|s+(n−1)/2, where t is the image of t in GLn and the function t → W ′(t) is the
unramiﬁed normalized element of W(τ ,ψ−1).
Using our notation δ for the elements of T /(T ∩ K ) (see Section 2.4), note that if t = δG then
t = (δ,0)GLn . Also, W ′(
(δ,0)
GLn
) vanishes unless δ = (k1, . . . ,kn−1) satisﬁes k1  · · · kn−1  0. Therefore,
integral (24) can be written in the form:
∑
δ: k ···k 0
W
(
δG
)
W ′
(

(δ,0)
GLn
)
δ−1G
(
δG
)∣∣det((δ,0)GLn )∣∣s+(n−1)/2. (25)1 n−1
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(5) resp.). Observe that
δ
1/2
G (t)δ
1/2
GLn
(t)
∣∣det(t)∣∣(n−1)/2 = δG(t).
So now (25) looks like this:
∑
δ: k1···kn−10
χ
Sp2(n−1)
δ
(
t′π
)
χGLn(δ,0)(tτ )q
−s|δ|. (26)
Rewriting (26) with the notations of X and Y (see Section 2.5), our claim is obtained:
ζ
(
W ,W ′, s
)= ∑
δ: k1···kn−10
S
Sp2(n−1)
δ (X)S
GLn
(δ,0)(Y )q
−s|δ|. 
Proof of Claim 2. Let (δ, δ˜) ∈ m2,r with multiplicity m > 0. By deﬁnition, |δ|  m2 and δ˜ occurs
in R+k−m2−2r(R
−
m2 (δ)) exactly m times. Denote by m
′ the multiplicity of δ in R+m2 (R
−
k−m2−2r(δ˜)). Then
m′ m because each way to form δ˜ from δ by removing m2 boxes from δ and then adding k−m2 −2r
boxes (appropriately, see Section 2.5) can be reversed (remove k −m2 − 2r then add m2) to form δ
from δ˜. By symmetry, m =m′ .
In general, if |δ| l then R−l (R+j (δ)) = R+j (R−l (δ)) (since no partitions are “lost” if we ﬁrst remove
l boxes). As |δ|m2, it follows that |δ˜| = |δ| −m2 + k −m2 − 2r  k −m2 − 2r, so the multiplicity of
δ in R−k−m2−2r(R
+
m2 (δ˜)) is m, thus (δ, δ˜) occurs in 
′
m2,r with multiplicity m.
A similar argument shows that the multiplicity of (η˜, η) in ′m2,r is the same as in m2,r , and note
that the size bound |η| k −m2 − 2r indeed gives that |η˜|m2. 
Proof of Claim 3. As explained in the proof of Claim 2, for |η| k −m2 − 2r,
R−k−m2−2r
(
R+m2(η)
)= R+m2(R−k−m2−2r(η)).
Also observe that for |η| < k −m2 − 2r, R−k−m2−2r(η) is empty. So
′m2,r =
{
(η˜, η): |η| k −m2 − 2r, η˜ ∈ R−k−m2−2r
(
R+m2(η)
)}
= {(η˜, η): |η| 0, η˜ ∈ R+m2(R−k−m2−2r(η))}.
From this and the deﬁnition of R∓k−2r(η) it follows that
k⋃
m2=0
 k−m22 ⋃
r=0
′m2,r =
k⋃
m2=0
 k−m22 ⋃
r=0
{
(η˜, η): |η| 0, η˜ ∈ R+m2
(
R−k−m2−2r(η)
)}
=
 k2 ⋃
r=0
k−2r⋃
m2=0
{
(η˜, η): |η| 0, η˜ ∈ R+m2
(
R−k−m2−2r(η)
)}
=
 k2 ⋃{
(η˜, η): |η| 0, η˜ ∈ R∓k−2r(η)
}= Ω. r=0
1816 E. Kaplan / Journal of Number Theory 130 (2010) 1801–1817Proof of Claim 4. Observe that Sr(−1,1) equals 1 if r is even and 0 otherwise. Therefore,
Sk
(
Xw
)= k∑
r=0
Sk−r(X)Sr(1,−1) =
 k2 ∑
r=0
Sk−2r(X). (27)
Thus, using the Littlewood–Richardson rule (10),
Sk
(
Xw
)
Sδ(X) =
 k2 ∑
r=0
Sk−2r(X)Sδ(X) =
 k2 ∑
r=0
∑
δ˜∈R∓k−2r(δ)
S δ˜ (X). 
Proof of Claim 5. First, note that τ is a representation of GL1(F ), so τ = ν1. Then the following holds:
L
(
τ , Sym2,2s
)= ∞∑
r=0
y2r1 q
−2sr . (28)
Second, the local zeta integral for SO4 × GL1 may be written (as in the proof of Claim 1) as:
ζ
(
W ,W ′, s
)= ∞∑
m1=0
Sm1(X)ym11 q
−sm1 . (29)
Multiplying (28) by (29) as power series in y1, and using (27), yield:
L
(
τ , Sym2,2s
)
ζ
(
W ,W ′, s
)= ∞∑
k=0
( ∑
m1,r0
m1+2r=k
Sm1(X)
)
q−sk y−sk1
=
∞∑
k=0
Sk
(
Xw
)
q−sk y−sk1 = L(π × τ , s). 
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