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Abstract
In this paper we study the boundary behavior of functions in Hilbert spaces of vector-valued analytic
functions on the unit disc D. More specifically, we give operator-theoretic conditions on Mz, where Mz
denotes the operator of multiplication by the identity function on D, that imply that all functions in the space
have non-tangential limits a.e., at least on some subset of the boundary. The main part of the article concerns
the extension of a theorem by Aleman, Richter and Sundberg in [A. Aleman, S. Richter, C. Sundberg,
Analytic contractions and non-tangential limits, Trans. Amer. Math. Soc. 359 (2007)] to the case of vector-
valued functions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let D denote the open unit disc in C and let z denote the identity function on D, i.e. z(ζ ) = ζ
for ζ ∈ D. On any linear space of analytic functions on D we will let Mz denote the operation of
multiplication by z, that is (Mzf )(ζ ) = ζf (ζ ).
Let X be an arbitrary Hilbert space. By a Hilbert space of X-valued analytic functions on D,
we mean a Hilbert space H with the following properties:
∀λ ∈ D the evaluation map f → f (λ) is continuous and surjective fromH onto X. (1.1)
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If f ∈H and f (λ) = 0, then f ∈ Ran(Mz − λ). (1.3)
The aim of this article is to study the boundary behavior of functions in Hilbert spaces of
X-valued analytic functions. Note that by (1.1), (1.2) and the closed graph theorem it follows
that Mz is a bounded operator on H.
One of the motivations for studying such spaces is given by the Cowen–Douglas model [12],
which says that a certain class of operators can be modelled by Mz on Hilbert spaces of Cn-valued
analytic functions. More specifically, if T is a bounded operator on some separable Hilbert space
X such that:
(i) σ(T ) = D,
(ii) T − λ is injective with Fredholm index −n for all λ ∈ D,
(iii) ⋂λ∈D Ran(T − λ) = {0},
then there exists a Hilbert space H of Cn-valued analytic functions on D and a unitary map
between X and H which intertwines T and Mz.
In particular, consider a subspace S of a Hilbert space of C-valued analytic functions. It is
well known that S may itself not be a Hilbert space of C-valued analytic functions, because
condition (1.3) is in this case equivalent with the condition ind(Mz − λ) = −1, ∀λ ∈ D (where
ind(·) stands for the Fredholm index), and it follows from the work of Apostol, Bercovici, Foias¸
and Pearcy [8] that for any n ∈ N ∪ {∞} one can find a subspace S of the Bergman space such
that ind(Mz|S − λ) = −n for all λ ∈ D. (Mz|S denotes the restriction of Mz to S.) However, if
n < ∞ then the Cowen–Douglas model implies that Mz|S is unitarily equivalent with Mz on
some Hilbert space of Cn-valued analytic functions.
The boundary behavior of functions in Hilbert spaces of C-valued analytic functions has been
thoroughly investigated and there are also results in this direction for some specific spaces of
vector-valued functions, see [18,19]. For example, if H 2X denotes the Hardy space of X-valued
analytic functions then it is known that each f ∈ H 2X has non-tangential limits a.e. on the unit
circle T. The proof of this result relies heavily on the explicit formula for the H 2X-norm. In this
paper we will prove similar theorems for a large class of spaces where the norm is not known.
Instead we shall only assume some knowledge about the operator Mz. In the scalar-valued case,
these matters have been extensively investigated by Aleman, Richter and Sundberg, (see e.g.
[1,2,4,6,7]). We now give a short summary of their results, starting with the following theorem
taken from [2].
Theorem 1.1. Let H be a Hilbert space of C-valued analytic functions such that the operator
Mz is expansive (i.e. ‖Mzf ‖  ‖f ‖ for all f ∈H). Then for any two functions f,g ∈H with
g 
≡ 0, the meromorphic function f/g has non-tangential limits a.e. on T.
Remark 1.1. (i) With “a.e. on T” we mean m-a.e., where m denotes the normalized arc-length
measure on T.
(ii) In the above theorem it is not assumed that the constant function 1 is an element ofH, and
therefore the statement concerns quotients and not the functions themselves. To see the necessity
of this, just take an analytic function φ with no non-tangential limits a.e. and consider the space
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such that no element has non-tangential limits on any set of positive measure.
(iii) Note that Mz is an isometry on H 2C. The above mentioned result about the boundary
behavior of functions in H 2
C
is thus significantly extended by Theorem 1.1.
The situation when Mz is a contraction, i.e. ‖Mz‖ 1, is more complicated but by the articles
[4,6,7] we have a fairly complete picture of these matters in terms of operator-theoretic properties
of Mz. First recall that Mz is a contraction in the Bergman space L2a(D) and that the Bergman
space contains functions which have no non-tangential limits a.e. On the other hand, there are
many examples of spaces of analytic functions where Mz is a contraction and at the same time
there exists a subset σ of T such that all functions in the space have non-tangential limits on σ .
The typical examples of such spaces are the P 2(μ)-spaces, which we now introduce. Let μ be a
finite positive Borel measure on D and denote by P 2(μ) the closure of the polynomials in L2(μ).
If, for example, μ is Lebesgue measure on [−1,1], then P 2(μ) equals L2(μ). However, there is
a large class of measures such that:
(i) ∀f ∈ P 2(μ) the function f |D is analytic and uniquely determines f .
(ii) The space of such restrictions with the norm given by ‖f |D‖ = ‖f ‖P 2(μ), is a Hilbert space
of analytic functions.
When this is the case, we will simply say that P 2(μ) is a Hilbert space of analytic functions.
A necessary condition for this to happen is that μ restricted to T should be absolutely continuous
with respect to arc-length measure on T. This follows by the well-known fact that the charac-
teristic function of a closed set E ⊂ T with m(E) = 0 is the pointwise limit of a sequence of
uniformly bounded polynomials (see e.g. [17, Chapter II]).
The following striking theorem was recently proved by Aleman, Richter and Sundberg
(see [7]).
Theorem 1.2. If μ is such that P 2(μ) is a Hilbert space of analytic functions and μ(T) 
= 0, then
each f ∈ P 2(μ) has non-tangential limits m-a.e. on the set
Σμ =
{
z ∈ T: d(μ|T)
dm
(z) > 0
}
,
and these limits equal the corresponding value of f on the boundary. Moreover, there are func-
tions f in P 2(μ) such that at a.e. ξ ∈ T \Σμ, f has no non-tangential limit at ξ .
It is easily seen that m(Σμ) > 0 if and only if for every f ∈ P 2(μ) with f 
≡ 0 we have
lim
n→∞
∥∥Mnz f ∥∥ 
= 0. (1.4)
We now return to the general case. Let H be a Hilbert space of analytic functions such that Mz
is a contraction. By a simple consequence of the Khintchine–Kolmogorov theorem (see [13]) it
follows that if (1.4) does not hold, then there exist two functions f,g ∈H such that f/g has no
non-tangential limits a.e. At the same time, an example of a space where (1.4) does hold and
there exists no subset of T where the quotient of any two functions has non-tangential limits has
been found by Aleman, Richter and Sundberg [4]. However, under some reasonable additional
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that such a subset must exist.
Theorem 1.3. Let H be a Hilbert space of scalar-valued analytic functions such that Mz is a
contraction that additionally satisfies:
∃f ∈H such that lim
n→∞
∥∥Mnz f ∥∥ 
= 0; (1.5)
∃c such that
∥∥∥∥ z− λ1 − λzf
∥∥∥∥ c‖f ‖, ∀λ ∈ D and ∀f ∈H. (1.6)
Then there exists a set Σ(H) ⊂ T with m(Σ(H)) > 0 on which f/g has non-tangential limits
a.e. for any two functions f,g ∈H, g 
≡ 0.
The theorem is not optimal in the sense that there are spaces which satisfy all the conditions
except (1.6) such that the conclusion of the theorem still holds, but most standard spaces do
satisfy (1.6).
It is the main goal of this article to give the appropriate generalizations of Theorems 1.1
and 1.3 to Hilbert spaces of vector-valued analytic functions. The extension of Theorem 1.1
follows rather directly from the arguments used in the C-valued case, whereas Theorem 1.3
becomes more difficult in the vector-valued case. In fact, Theorem 1.3 (suitably formulated for
the vector-valued setting) turns out to be false, so we shall find additional assumptions under
which the conclusion holds.
IfH is a Hilbert space of X-valued analytic functions that contain the constant functions, like
for example H 2X , then our goal is clearly to prove that each f ∈H has non-tangential limits a.e.,
at least on some subset of T. However, recall that in the scalar-valued case we are in general
forced to consider quotients of functions, which in the vector valued case becomes a problem as
these are not defined. In order to find vector-valued analogues of Theorems 1.1 and 1.3, the first
problem one needs to solve is thus to find an appropriate replacement for these quotients. This is
done via the following construction, which is easiest introduced in the Cn-valued case.
Let H be a Hilbert space of Cn-valued analytic functions and fix any elements f1, . . . , fn
of H. Denote by F(λ) the matrix (f1(λ), . . . , fn(λ)) and assume that the fi ’s are such that
F(λ) is invertible at some λ ∈ D. The determinant det(F (·)) then becomes a non-zero analytic
function, so the matrix will be invertible for all λ in D \ Θ , where Θ ⊂ D is some relatively
closed discrete set. For any f ∈H, Cramer’s rule then shows that the equation
f (λ) =
n∑
i=1
ci
(
f, (fj ), λ
)
fi(λ) (1.7)
defines meromorphic functions c1(f, (fj ), ·), . . . , cn(f, (fj ), ·). We will call these functions “the
canonical coefficients of f with respect to (fj )nj=1.” Note that in the case n = 1 we have
c1(f,f1, ·) = f (·)/f1(·) and in general⎛⎜⎜⎜⎝
c1(f, (fj ), λ)
c2(f, (fj ), λ)
...
⎞⎟⎟⎟⎠= (F(λ))−1f (λ). (1.8)
cn(f, (fj ), λ)
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function can be taken to be its components. More specifically, let e1, . . . , en denote the constant
functions ei(·) = (δij )nj=1 (where δij denotes the Kronecker symbol), and let g(·) = (gj (·))nj=1 be
any Cn-valued function. Then ci(g, (ej ), ·) = gi(·).
In the general case, i.e. when H is a Hilbert space of X-valued analytic functions and dimX
may be infinite, assume that there exists a subspace S ⊂H and a relatively closed discrete subset
Θ of D such that
S ∩ Ran(Mz − λ) = {0}, (1.9)
S + Ran(Mz − λ) =H (1.10)
hold for all λ ∈ D \ Θ . For such λ let Pλ denote the projection on S parallel with Ran(Mz −
λ). In this case we shall study the boundary behavior of the S-valued function C(f ) given by
C(f )(λ) = Pλ(f ) for any f ∈H. When X = Cn, the link to the canonical coefficients becomes
clear if we set S = Span({fj }) and then note that
Pλ(f ) =
n∑
i=1
ci
(
f, (fj ), λ
)
fi. (1.11)
The generalization of Theorem 1.1 reads as follows.
Theorem 1.4. Let X be any Hilbert space and let H be a Hilbert space of X-valued analytic
functions such that Mz is expansive. Set S = (RanMz)⊥. With this choice of S we have Θ = ∅
and C(f ) ∈ H 2S for all f ∈ H. In particular, C(f ) will have non-tangential limits (in S) a.e.
on T. Moreover, ‖C(f )‖H 2S  ‖f ‖.
The first part of the conclusion is a special case of a theorem by Shimorin (see [20]), and the
second part follows easily from the proof of the C-valued case, but the result is included anyway
for the sake of completeness and because we wish to show that the same construction breaks
down when Mz is a contraction.
We turn to the generalization of Theorem 1.3, and begin by discussing the case when H is a
space of Cn-valued functions. It can be shown that conditions (1.5) and (1.6) are not sufficient
to ensure the existence of non-tangential limits of all canonical coefficients a.e. on some fixed
subset of T. To see this, let H = P 2(μ) ⊕ P 2(ν) and consider H to be a Hilbert space of C2-
valued analytic functions in the obvious way. Using Theorem 1.2 it can then be shown that the
canonical coefficients of any f ∈H have non-tangential limits a.e. on Σμ ∩ Σν , but could have
no non-tangential limits a.e. on T \ Σμ ∩ Σν . If σ and τ are arcs in T such that σ ∩ τ = ∅, A
denotes the area measure on D and we set dμ = dA+χσ dm, dν = dA+χτ dm, then we get an
example where conditions (1.5) and (1.6) hold but the canonical coefficients do not always have
non-tangential limits a.e. on any set of positive measure.
In order to generalize Theorem 1.3, we thus need to find an abstract characterization of the
set Σμ ∩ Σν . Our approach is based on multiplicity theory, and is done as follows. Let f =
(f 1, f 2) ∈ P 2(μ)⊕P 2(ν) denote an arbitrary element. Via the dominated convergence theorem
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lim
n→∞
∥∥Mnz f ∥∥2 = ∫
T
∣∣f 1∣∣2 dμ+ ∫
T
∣∣f 2∣∣2 dν,
and it is easy to see that this expression defines a norm on P 2(μ) ⊕ P 2(ν). The completion of
P 2(μ) ⊕ P 2(ν) with respect to this norm can then be identified with a subspace of L2(μ|T) ⊕
L2(ν|T). On this space Mz is isometric, and its minimal unitary extension is multiplication by z
on L2(μ|T) ⊕ L2(ν|T). By standard multiplicity theory, the multiplicity function of this unitary
extension is 2 on Σμ ∩Σν , 0 on the complement of Σμ ∪Σν and 1 elsewhere on T.
For an arbitrary Hilbert space H of Cn-valued analytic functions that satisfies:
∃f ∈H such that lim
n→∞
∥∥Mnz f ∥∥ 
= 0, (1.12)
∃c such that
∥∥∥∥ z − λ1 − λzf
∥∥∥∥ c‖f ‖, ∀λ ∈ D and ∀f ∈H, (1.13)
we perform an abstract version of the argument outlined above, and we let Σ(H) be the set where
the (analogue of the above defined) unitary extension has multiplicity function  n. The main
result then reads as follows.
Theorem 1.5. Let H be a Hilbert space of Cn-valued analytic functions that satisfies (1.12)
and (1.13). Assume that m(Σ(H)) > 0 and let f1, . . . , fn ∈H be such that
det(f1, . . . , fn) 
≡ 0.
Then for any f ∈ H, the canonical coefficients c1(f, (fj ), ·), . . . , cn(f, (fj ), ·) have non-
tangential limits a.e. on Σ(H). Moreover, there exist such spaces H where Σ(H) is the largest
possible set where the canonical coefficients always have non-tangential limits a.e.
The idea to study the unitary extension is taken from Aleman, Richter and Sundberg’s arti-
cle [6], the new element here is that for n > 1 we have to work with the multiplicity function.
We give two applications of this theorem in Sections 3.3 and 3.4. Note that in a Hilbert space
of Cn-valued analytic functions the operator Mz has Fredholm-index −n in D. The investigation
of the index has attracted a lot of attention in the last two decades. The origin of the work done
in this direction is the seminal paper of Apostol, Bercovici, Foias¸ and Pearcy [8], from which it
follows that if
lim
n→∞
∥∥Mnz f ∥∥= 0
for some element f ∈H, then one can find subspacesM such that Mz|M has index any negative
number or even −∞. In [6] Aleman, Richter and Sundberg prove that for a space H such that
the hypotheses of Theorem 1.3 hold, Mz restricted to any invariant subspace has index −1.
Similarily, we shall show that in a space H which satisfies the hypotheses of Theorem 1.5, the
index of Mz restricted to an invariant subspace is −n.
The second application concerns the multiplicity function of the unitary extension which
we vaguely discussed above. In general, multiplicity functions of normal extensions of the
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that in a slit disc D \ [0,1], the normal extension of Mz on the corresponding Hardy space has
multiplicity two on the slit. The question we investigate in Section 3.4 is somewhat related, given
a Hilbert space of Cn-valued analytic functions (on D) where ‖Mz‖  1 and conditions (1.12)
and (1.13) hold, we will determine the maximum value of the multiplicity function of the unitary
extension. In contrast to the result of Spraker, our result shows that the maximal multiplicity will
always be less than or equal to n.
In the last section we discuss the possibility of generalizing Theorem 1.5 to spaces of
X-valued analytic functions, where X is an infinite-dimensional Hilbert space. We first show
that the construction of the functions C(f ) (following the pattern in Theorem 1.4) breaks down,
so unless the space contains the constant functions, it is even unclear which functions we would
investigate. If the space does contain the constant functions, then the hope would be that the func-
tions themselves have non-tangential limits (in X) on some subset of T. We show by examples
that this is false even for quite decent spaces. More precisely, we look at spaces H of l2-valued
analytic functions that can be decomposed as H=⊕∞k=1Hk , where each Hk is a Hilbert space
of C-valued analytic functions. The only situation where we are able to prove the existence of
non-tangential limits is when Hk =Hj for all k, j > 0. We also have the following extension of
Theorem 1.2.
Theorem 1.6. Let μ be a measure on D such that P 2(μ) becomes a Hilbert space of analytic
functions. Moreover, let X be a separable Hilbert space and define the space P 2X(μ) as the
closure of all X-valued polynomials under the norm
‖p‖2 =
∫
D
∥∥p(z)∥∥2
X
dμ.
Then P 2X(μ) becomes a Hilbert space of X-valued analytic functions, (in the sense discussed
before Theorem 1.2), such that for any f ∈ P 2X(μ) and a.e. ξ ∈ Σμ, f (z) has the limit f (ξ)
when z approaches ξ non-tangentially.
2. Case 1: Mz is expansive
This section is devoted to Hilbert spaces of X-valued analytic functions such that Mz is ex-
pansive, i.e. ‖Mzf ‖ ‖f ‖ ∀f ∈H. The main goal is to generalize Theorem 1.1 by Aleman and
Richter [2]. We will use the notation ST =H to mean that S and T are closed linear subspaces
of H such that
S ∩ T = {0}, (2.1)
S + T =H. (2.2)
Let X be any Hilbert space and H a Hilbert space of X-valued analytic functions. Given a sub-
space S ⊂H, let Δ ⊂ D be the set defined by
Δ = {λ ∈ D: S  Ran(Mz − λ) =H},
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f ∈H let C(f ) denote the S-valued function given by
C(f )(λ) = Pλ(f ).
Recall that H 2X denotes the Hardy space of X-valued analytic functions and that all functions in
H 2X have non-tangential limits a.e. on T (see e.g. [18]).
Theorem 2.1. Let X be any Hilbert space and let H be a Hilbert space of X-valued analytic
functions such that Mz is expansive. Set S = (RanMz)⊥. We then have Δ = D, C(f ) ∈ H 2S and∥∥C(f )∥∥
H 2S
 ‖f ‖H
for all f ∈H. In particular, each C(f ) has non-tangential limits (in S) a.e. on T.
Proof. Let Q be the orthogonal projection on RanMz and let L0 be the left inverse of Mz that
annihilates S. Clearly Q = MzL0 and ‖L0‖ < 1 since Mz is expansive. Set
Lλ = L0
∞∑
n=0
(λL0)
n (2.3)
and note that Lλ(Mz − λ) = I which implies that (Mz − λ)Lλ is a projection. It is not hard to
see that S = ker(Mz − λ)Lλ and Ran(Mz − λ)Lλ = Ran(Mz − λ). Therefore Δ = D and
Pλ = I − (Mz − λ)Lλ. (2.4)
Thus C(f ) is an analytic function and it only remains to prove that
sup
0<r<1
∫
|λ|=r
∥∥C(f )(λ)∥∥2H |dλ|2πr  ‖f ‖2H.
This follows by a direct generalization of a formula in [2], namely
‖f ‖2 =
∫
|λ|=r
‖Pλf ‖2 |dλ|2πr +
∫
|λ|=r
‖MzLλf ‖2 − r2‖Lλf ‖2 |dλ|2πr (2.5)
which holds for all r < 1. To see this, rewrite (2.4) as Pλ = P0(I − λL0)−1 and use the identities
Q = I − P0 and MzLλf = Q(I − λL0)−1f to write the right-hand side of (2.5) as∫
|λ|=r
∥∥(I − λL0)−1f ∥∥2 − ∥∥λL0(I − λL0)−1f ∥∥2 |dλ|2πr
which equals
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|λ|=r
∥∥(I − λL0)−1f ∥∥2 − ∥∥(I − λL0)−1f − f ∥∥2 |dλ|2πr
=
∫
|λ|=r
2 Re
〈
(I − λL0)−1f,f
〉− ‖f ‖2 |dλ|
2πr
= ‖f ‖2
by harmonicity. 
In the case when X = Cn, we can say more.
Corollary 2.2. Let H be a Hilbert space of Cn-valued analytic functions such that Mz is expan-
sive and let f1, . . . , fn ∈H be any elements with
det(f1, . . . , fn) 
= 0.
Then the canonical coefficients c1(f, (fj ), ·), . . . , cn(f, (fj ), ·) have non-tangential limits a.e.
on T for any f ∈H.
Proof. Let S = (RanMz)⊥ and let g1, . . . , gn ∈H be a basis for S. By Theorem 2.1, equality
(1.11) and the fact that all norms in finite-dimensional spaces are equivalent, we deduce that
c1(f, (gj ), ·), . . . , cn(f, (gj ), ·) have non-tangential limits a.e. on T. The relationship between
the canonical coefficients with respect to different “bases” is given by⎛⎜⎝ c1(f, (gj ), ·)...
cn(f, (gj ), ·)
⎞⎟⎠=
⎛⎜⎝ c1(f1, (gj ), ·) · · · c1(fn, (gj ), ·)... . . . ...
cn(f1, (gj ), ·) · · · cn(fn, (gj ), ·)
⎞⎟⎠
⎛⎜⎝ c1(f, (fj ), ·)...
cn(f, (fj ), ·)
⎞⎟⎠
which is easily seen using (1.8). Privalov’s theorem applied to the determinant of the matrix
together with Cramer’s rule shows that the inverse of the matrix is a meromorphic function with
non-tangential limits a.e. on T, and from this the desired result immediately follows. 
We now return to the case with dimX = ∞. That the choice S = (RanMz)⊥ implies Δ = D
is a consequence of the assumption that Mz is expansive. We now give an example where Mz is
a contraction and Δ ⊂ {z: |z| < r} where r < 1.
Example 2.3. It is known that there exists weighted Bergman spaces such that the repro-
ducing kernel at zero has “additional zeroes.” More concretely, slight modification of [16,
Propositions 2–4] yields the following. Consider the Bergman space L2a(μ) where dμ =
7(1 − |z|2)6 dA(z). Denote by Hλ the subspace of functions that are zero at λ and let kλ de-
note the reproducing kernel at zero in Hλ. Then
kλ(z) = 1 −
(
1 − |λ|2
1 − λ¯z
)8
which has a zero at
zλ = 1 − (1 − |λ|
2)eπi/4
.
λ¯
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{zλ: λ ∈ D} =
{
z ∈ D: |z| r},
where r = 2(
√
2 − √2 )− (2 − √2 ) ≈ 0.94. But for λ such that |zλ| < 1 we then have
Ran(Mz − zλ)∩ (RanMz)⊥ = (RanMz)⊥,
because (RanMz)⊥ equals the linear span of kλ. The desired space is now easily constructed.
Take a sequence (λi) such that {zλi } is dense in {z ∈ D: |z| r} and let H be the Hilbert space
of all l2-valued analytic functions f = (fi)∞i=1 such that (Mz − λi)fi ∈ Hλi and
‖f ‖2 =
∞∑
i=1
∥∥(Mz − λi)fi∥∥2 < ∞.
By standard methods it can be shown thatH is a Hilbert space of analytic functions (in the sense
(1.1)–(1.3)) and that H is isomorphic to ⊕Hλi via the map J (f ) = ((Mz − λi)fi). Denote
by k˜λi ∈
⊕Hλi the element with kλi on the ith position and zero on all other. Using the same
notation as in the previous proof we then get S = (RanMz)⊥ = J−1(Span(k˜λi )), which implies
that S has a non-trivial intersection with Ran(Mz −λ) for all λ in {zλi }. Using arguments similar
to those in the beginning of the previous proof, it is easy to see that Δ is open, and therefore we
have shown that Δ ⊂ {z ∈ D: |z| < r}.
This example will be of interest in Section 3.5 where we discuss the possibility of extending
Theorem 1.5 to Hilbert spaces of l2-valued analytic functions where ‖Mz‖ 1.
It is not hard to see that we can take other choices of S in Example 2.3 such that Δ = D
(and hence such that C(f ) is analytic for all f ). Wether one always can pick an S such that all
functions C(f ) become meromorphic is thus open.
3. Case 2: Mz is a contraction
We begin with some notation. By a Stolz angle with vertex at ξ ∈ T, we mean a subset Γr,ξ
of D that is the interior of the convex hull of the point ξ and a disc {z: |z| < r} (where r < 1).
For a real-valued function f on D and ξ ∈ T we define
nt-limsup
λ→ξ
(f ) = sup
r<1
lim
s→0 sup
{
f (λ): λ ∈ Γr,ξ , |λ− ξ | < s
}
.
Finally, let Pλ(z) = (1 − |λ|2)|z − λ|−2 denote the Poisson kernel (with respect to the nor-
malized arc-length measure m).
The main goal in this section is to prove Theorem 1.5. This will be done in Section 3.2, but
first we will go through the necessary definitions and lemmas in Section 3.1. In Sections 3.3
and 3.4 we then give applications and finally in Section 3.5 we discuss spaces of X-valued
analytic functions with dimX = ∞.
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Let H be a Hilbert space of Cn-valued analytic functions (with n ∈ N), such that ‖Mz‖  1
and such that there exists some f ∈ H with limn→∞ ‖Mnz f ‖ 
= 0. Motivated by the example
before Theorem 1.5, we shall first define a new norm on H such that Mz is isometric and then
study its minimal unitary extension. The subspace
M=
{
f ∈H: lim
n→∞
∥∥Mnz f ∥∥= 0}
is easily seen to be closed since Mz is a contraction, and by assumption we haveM⊥ 
= {0}. Let
P denote the orthogonal projection onto M⊥, let S :M⊥ →M⊥ be the operator defined by
Sf = PMzf , and define a new norm onM⊥ by
‖f ‖∗ = lim
n→∞
∥∥Mnz f ∥∥.
We then have
‖Sf ‖∗ = lim
n→∞
∥∥Mn+1z f −Mnz (I − P)Mzf ∥∥= limn→∞∥∥Mn+1z f ∥∥= ‖f ‖∗,
and this shows that S is isometric with respect to ‖ · ‖∗. Using the identity
2〈f,g〉 = ‖f + g‖2 − ‖f ‖2 − ‖g‖2 + i(‖f + ig‖2 − ‖f ‖2 − ‖g‖2)
it is easily seen that the ‖ · ‖∗-norm arises from a scalar product.
Denote the completion of the pre-Hilbert space (M⊥,‖ · ‖∗) by K. S clearly extends to an
isometric operator on K, and this extension will also be denoted by S. Moreover, this isometric
operator has a minimal unitary extension V (see [11]). That V is a unitary extension means that
V is a unitary operator in some larger space K˜ such that V |K = S. That it is minimal means that
V restricted to any subspace of K˜ is not a unitary extension of S. Let 〈·,·〉∗ denote the scalar
product in K˜, and let ι denote the operator P but with K˜ as codomain instead ofH. Let E denote
the spectral measure for V , and as usual let Ex,y denote the measure 〈E(·)x, y〉. For a Borel
measure μ on T, let Nμ denote the operator in L2(μ) of multiplication by the identity function
on T, and for measures μ and ν let the notation μ  ν mean that μ is absolutely continuous
with respect to ν. By multiplicity theory (see [10]), there exists a (possibly finite) sequence of
measures μ1  μ2  · · · on T and an isometric isomorphism R : K˜→ (L2(μ1)⊕L2(μ2)⊕· · ·)
such that
V = R−1(Nμ1 ⊕Nμ2 ⊕ · · ·)R. (3.1)
Let n˜ be the amount of measures μj in the above representation, where n˜ may equal ∞. Recall
that m denotes the normalized arc-length measure on T and that terms like almost everywhere and
absolutely continuous refer to this measure. By a well-known result in [15], Mz is an absolutely
continuous contraction and it then turns out that E is absolutely continuous with respect to m
(see [6, Lemma 2.1]). Thus μ1  m. Set
σj =
{
ζ ∈ T: dμj (ζ ) > 0
}
,dm
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mutually absolutely continuous and hence Nμj and Nmj are unitarily equivalent (see [10]). It is
then easily seen that we can take mi = μi in (3.1), so therefore we now assume that R goes into
(L2(m1)⊕L2(m2)⊕ · · ·) and
V = R−1(Nm1 ⊕Nm2 ⊕ · · ·)R. (3.2)
We will denote the scalar product in (L2(m1)⊕L2(m2)⊕ · · ·) by 〈·,·〉L2 . Let Rj : K˜→ L2(mj )
denote the operator R composed with the projection on the j th coordinate. For any f ∈H we
will use the notation f j = Rj (f ) and we will consider f j to be identically zero on T \ σj .
Also, for a bounded measurable function φ on T we let Nφmj denote the operator on L2(mj ) of
multiplication by φ. Note that
R ◦ φ(V ) = (Nφm1 ⊕Nφm2 ⊕ · · ·) ◦R (3.3)
and that it then easily follows that for any f,g ∈ K˜ we have
〈
E(Δ)f,g
〉
∗ =
∫
Δ
(
n˜∑
j=1
f jgj
)
dm. (3.4)
We now state a number of technical results that will be useful later. The reader may go directly
to Section 3.2 and return to this one when necessary.
Lemma 3.1. For any ψ ∈ H∞ we have
ιψ(Mz) = ψ(V )ι
where ψ(Mz) refers to the Nagy–Foias¸ functional calculus (see [15]), and ψ(V ) to the functional
calculus given by the spectral theorem. In particular,
ι(I − λMz)−1 = (I − λV )−1ι and (V − λ)ι = ι(Mz − λ), ∀λ ∈ D.
Proof. First let ψ(z) = zm, m ∈ N, and let Q denote the orthogonal projection on M, i.e. Q =
I − P . Observe that Mz(M) ⊂M so PMzQ = 0. Using this and ιP = ι we get
ιMmz = ιP (MzP +MzQ)m = ιP (MzP )m = ι(PMz)mP = Vmι.
This implies that the formula is true for polynomials. Now, for any ψ ∈ H∞ there exists a se-
quence of polynomials pi that converge weak-star to ψ in H∞. By standard results about the
Nagy–Foias¸ functional calculus (see [15]), it follows that for each x ∈ K˜ and h ∈H we have〈
ιψ(Mz)h, x
〉
∗ = limi→∞
〈
ιpi(Mz)h, x
〉
∗ = limi→∞
〈
pi(V )ιh, x
〉
∗ =
〈
ψ(V )ιh, x
〉
∗. 
Lemma 3.2. Let {xi} ⊂ K˜ be a finite number of elements and let  > 0 be arbitrary. Then one
can find hi ∈M⊥ and η ∈ N such that ‖V −ηιhi − xi‖ < , ∀i.
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V −ni ιgi‖ < . Set η = max{ηi} and hi = (PMz)η−ηi gi . 
We now give a modification of a lemma by Aleman, Richter and Sundberg [6] which is a key
part of the proof of the main result.
Lemma 3.3. Let T be a contraction on a Hilbert space L. Then ∀x ∈ L there exists a function
hx ∈ L1(T,m) such that
nt-limsup
λ→ξ
(
1 − |λ|2)∥∥(1 − λT )−1x∥∥2  hx(ξ)
for a.e. ξ ∈ T. Moreover, if limn→∞ ‖T nx‖ = 0 then one can take hx ≡ 0.
Proof. Let D be a unitary dilation of T (i.e. D is a unitary operator on some Hilbert space L˜
such that L⊂ L˜ and T k = PDk for all k ∈ N, where P is the orthogonal projection on L in L˜).
By the spectral theorem there exists a finite positive measure μ on T such that μ(T) = ‖x‖2 and
(
1 − |λ|2)∥∥(1 − λT )−1x∥∥2 = (1 − |λ|2)∥∥P(1 − λD)−1x∥∥2

(
1 − |λ|2)∥∥(1 − λD)−1x∥∥2
=
∫
T
Pλ(z) dμ(z)
so the first part follows by Fatou’s theorem with hx = dμdm . For the second note that
nt-limsup
λ→ξ
(
1 − |λ|2)∥∥(1 − λT )−1x∥∥2

(
nt-limsup
λ→ξ
(
1 − |λ|2)1/2(N−1∑
k=0
|λ|k∥∥T kx∥∥+ |λ|N∥∥(1 − λT )−1T Nx∥∥))2
= nt-limsup
λ→ξ
(
1 − |λ|2)∥∥(1 − λT )−1T Nx∥∥2,
where N ∈ N is arbitrary. By Fatou’s theorem and the first part we thus get that the integral (with
respect to m) of the right-hand side is  ‖T Nx‖2. 
We end this section with a number of easy lemmas about matrices.
Lemma 3.4. Let H be a Cn-valued Hilbert space of analytic functions, let λ ∈ D and  > 0 be
fixed and let f1, . . . , fn ∈H. Then there exist f˜1, . . . , f˜n such that
Span
{
f˜i (λ), i = 1, . . . , n
}= Cn
and ‖f˜i − fi‖ < .
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nant of (
f1(λ), . . . , fn(λ)
)+ t(g1(λ), . . . , gn(λ))
is a non-zero polynomial in t , there are arbitrarily small values of t for which the above matrix
is invertible. Choose such a t for which ‖tgi‖ < , and set f˜i = fi + tgi . 
Lemma 3.5. There exists a number δ1 > 0, (depending only on n), such that any n × n-matrix
(mi,k) that satisfies
(i) 2 < |mi,i | < 20,
(ii) |mi,k| < δ1, i 
= k,
also satisfies |det((mi,k))| > 1.
Lemma 3.6. Let U(·) be a matrix-valued function on some open domain Γ ⊂ C, ξ a point on
the boundary, and assume that U extends continuously to ξ such that det(U(ξ)) 
= 0. Moreover,
let ci and bi , 1 i  n, be C-valued functions on Γ that satisfy
(i)
⎛⎜⎜⎝
b1(·)
b2(·)
...
bn(·)
⎞⎟⎟⎠= U(·)
⎛⎜⎜⎝
c1(·)
c2(·)
...
cn(·)
⎞⎟⎟⎠ .
(ii) ∃C1 > 0 and a function r :R+ → R+ such that limt→0 r(t) = 0 and
∣∣bi(λ)∣∣ C1 + r(|λ− ξ |)
(
n∑
j=1
∣∣cj (λ)∣∣
)
.
Then there exists a neighborhood of ξ in Γ and a constant C2 such that |ci(λ)| <C2 for all λ in
the neighborhood and all i = 1, . . . , n.
Proof. The entries of U−1 are bounded in a neighborhood of ξ so there exists a constant C3 such
that (
n∑
i=1
∣∣ci(λ)∣∣
)
 C3
(
n∑
i=1
∣∣bi(λ)∣∣
)
 C3n
(
C1 + r
(|λ− ξ |)( n∑
i=1
∣∣ci(λ)∣∣
))
for all λ in some neighborhood of ξ . Choose a smaller neighborhood such that C3nr(|λ− ξ |) <
1/2 there. For such λ we have
1/2
(
n∑
i=1
∣∣ci(λ)∣∣
)
<C3nC1,
so the lemma holds with C2 = 2C3nC1. 
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We are now ready to prove the main result. Unless explicitly stated H will denote a Hilbert
space of Cn-valued analytic functions such that Mz is a contraction that additionally satisfies:
∃f ∈H such that lim
n→∞‖M
n
z f ‖ 
= 0, (3.5)
∃c such that
∥∥∥∥ z− λ1 − λzf
∥∥∥∥ c‖f ‖, ∀λ ∈ D and ∀f ∈H. (3.6)
Let all associated objects like K, V , . . . be defined as in Section 3.1. In particular, recall the sets
σi and note that by definition the multiplicity function MV of V is given by
MV (·) =
∑
χσi (·).
We now set
Σ(H) = σn =
{
ξ ∈ T: MV (ξ) n
}
,
which is uniquely defined up to m-a.e. equivalence. Also recall that given f1, . . . , fn ∈H with
det(f1, . . . , fn) 
≡ 0 we denote the matrix (f1, . . . , fn) by F and set Θ = {λ ∈ D: detF(λ) = 0}.
Finally, to each f ∈H we associate its canonical coefficients with respect to f1, . . . , fn given by⎛⎜⎜⎜⎝
c1(f, (fj ), λ)
c2(f, (fj ), λ)
...
cn(f, (fj ), λ)
⎞⎟⎟⎟⎠= (F(λ))−1f (λ).
When there is no risk of confusion we will simply write ci(λ) and it is then implicitly understood
that λ ∈ D \Θ. The remainder of this section is devoted to the proof of the following theorem.
Theorem 3.7. Let H be a Hilbert space of Cn-valued analytic functions such that Mz is a con-
traction, conditions (3.5) and (3.6) hold and m(Σ(H)) 
= 0. Given any f1, . . . , fn ∈H such that
det(f1, . . . , fn) 
≡ 0 and any f ∈ H, the canonical coefficients c1(f, (fj ), ·), . . . , cn(f, (fj ), ·)
have non-tangential limits a.e. on Σ(H). For a.e. ξ ∈ T these are given by
⎛⎜⎝
c1(f, (fj ), ξ)
...
cn(f, (fj ), ξ)
⎞⎟⎠=
⎛⎜⎝
d〈Eιf1,ιf1〉∗
dm
(ξ) · · · d〈Eιfn,ιf1〉∗
dm
(ξ)
...
. . .
...
d〈Eιf1,ιfn〉∗
dm
(ξ) · · · d〈Eιfn,ιfn〉∗
dm
(ξ)
⎞⎟⎠
−1⎛⎜⎝
d〈Eιf,ιf1〉∗
dm
(ξ)
...
d〈Eιf,ιfn〉∗
dm
(ξ)
⎞⎟⎠ .
Moreover, the theorem is optimal in the sense that there are spacesH where Σ(H) is the largest
possible set where the canonical coefficients always have non-tangential limits a.e.
Note that if Cn ⊂H (i.e. H contains all constant functions), we can take fj (·) = ej in The-
orem 3.7, where ej denotes the standard basis in Cn. This immediately yields the following
corollary.
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non-tangential limits a.e. on Σ(H).
The proof of Theorem 3.7 will be given in several steps. We begin with an example of a space
that satisfies the conditions in Theorem 3.7 such that Σ(H) is the largest set where all canonical
coefficients have non-tangential limits a.e.
Example 3.9. Let μ and ν be measures on D given by dμ = dA+χσ dm and dν = dA+χτ dm,
where σ , τ are some proper arcs in T. P 2(μ)⊕P 2(ν) can then be identified with a Hilbert space
of C2-valued analytic functions in the obvious way. In this space, Mz is contraction, condition
(3.5) holds by the dominated convergence theorem and (3.6) holds as well which can be shown
by direct calculation. Moreover, the dominated convergence theorem shows that for (f1, f2) ∈
P 2(μ)⊕ P 2(ν) we have
∥∥(f1, f2)∥∥2∗ = limn→∞∥∥Mnz (f1, f2)∥∥2 =
∫
σ
|f1|2 dm+
∫
τ
|f2|2 dm,
so K= P 2(m|σ )⊕ P 2(m|τ ). But by Runge’s theorem it follows that
P 2(m|σ )⊕ P 2(m|τ ) = L2(m|σ )⊕L2(m|τ )
so K = K˜ and Σ(P 2(μ) ⊕ P 2(ν)) = σ ∩ τ . Therefore Theorem 3.7 applies to P 2(μ) ⊕ P 2(ν)
whenever m(σ ∩ τ) 
= 0.
Let g = (g1, g2) and h = (h1, h2) be two fixed vectors in P 2(μ)⊕P 2(ν) such that det(g,h) 
≡
0, and let f = (f1, f2) be arbitrary. Via Cramer’s rule it follows that(
c1(f, (g,h), ·)
c2(f, (g,h), ·)
)
= 1
g1(·)h2(·)− g2(·)h1(·)
(
f1(·)h2(·)− f2(·)h1(·)
−f1(·)g2(·)+ f2(·)g1(·)
)
.
By Theorem 1.2 we know that all functions in P 2(μ) (respectively P 2(ν)) have non-tangential
limits a.e. on σ (respectively τ ). Thus the canonical coefficients ci will have non-tangential limits
a.e. on σ ∩ τ , as predicted by Theorem 3.7. Now pick functions f1 ∈ P 2(μ) and f2 ∈ P 2(ν) that
have non-tangential limits a.e. only on σ respectively on τ . Such functions can be found by
Theorem 1.2. Set g1 = h2 ≡ 1, h1 = g2 ≡ a, where a is a constant. It is not hard to see that we
can choose a such that both canonical coefficients have non-tangential limits a.e. only on σ ∩ τ ,
which is what we wanted to show.
The above example proves the last assertion in Theorem 3.7. Before we begin to prove the first
assertion, we will briefly give a short proof which only works in special cases. We have chosen
to include it partly because when it holds it gives a stronger result and partly to motivate the
necessity of the more complicated arguments used in the general case. The argument is carried
out in greater detail in my Licenciate thesis (see [9, Sections 2 and 4.6]).
Consider the situation in Theorem 3.7 and set
Mi = cl
(
Span
{
Mkz fi : k = 0,1, . . .
})
,
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the Cowen–Douglas model it follows that there exists a Hilbert space Hi of C-valued analytic
functions and a unitary map Ui :Mi →Hi such that UiMz|Mi = Mz|Hi Ui (where Mz|Hi sim-
ply means Mz on Hi ). Moreover, it is easy to see that Theorem 1.3 applies to Hi and hence the
quotient Ui(f )/Ui(g) has non-tangential limits a.e. on Σ(Hi ) for any two f,g ∈Mi , g 
≡ 0.
Consider any element g ∈M1 + · · · +Mn and write g = g1 + · · · + gn with gi ∈Mi (where
clearly the gi ’s are unique). By the construction in the Cowen–Douglas model it is easy to see
that
ci
(
g, (fj ), ·
)= Ui(gi)/Ui(fi)
and therefore it follows that ci(g, (fj ), ·) will have non-tangential limits a.e. on Σ(Hi ). More-
over, by inspection of the proof of Theorem 1.3 we have that
Σ(Hi ) =
{
ξ ∈ T: 〈Eιfi, ιfi〉∗
dm
(ξ) > 0
}
.
and by the results in Section 3.4 it then follows that
Σ(H) ⊂ Σ(Hi ).
With this relatively simple argument we thus obtain a.e.-existence of non-tangential limits of
ci(g, (fj ), ·) on some sets Σ(Hi ) for all g ∈M1 + · · · +Mn, and Σ(Hi ) ⊃ Σ(H).
If H =M1 + · · · +Mn we have thus proved a stronger version of Theorem 3.7. However,
examples of spaces H where no such decomposition exist has been found by myself [9] in the
case n = 2 and even in the case n = 1 by Aleman and Sundberg [3].
In general we thus have to find a more refined argument to prove Theorem 3.7. Recall that
Pλ(z) denotes the Poisson kernel and set
u(f,g,λ) =
∫
T
Pλ(z) d〈Eιf, ιg〉∗
for any f,g ∈H and λ ∈ D. Moreover, for any two sequences (fj )nj=1 and (gj )nj=1 in H we set
U
(
(fj ), (gj ), λ
)=
⎛⎜⎝
u(f1, g1, λ) · · · u(fn, g1, λ)
...
. . .
...
u(f1, gn, λ) · · · u(fn, gn,λ)
⎞⎟⎠ .
By Fatou’s theorem the above functions have non-tangential limits a.e. on the boundary and
nt-lim
λ→ξ u(f, g,λ) =
d〈Eιf, ιg〉∗
dm
(ξ) (3.7)
for a.e. ξ ∈ T. We will now prove the following two propositions from which the remaining part
of Theorem 3.7 directly follows. In the remainder of this section we always assume that H is a
space that satisfies the conditions in Theorem 3.7.
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≡ 0 be given. If the non-
tangential limits of U((fj ), (fj ), ·) are invertible a.e. on some subset Σ of T, then the canonical
coefficients ci(f, (fj ), ·) have non-tangential limits a.e. there. Moreover, these are given by⎛⎜⎝
c1(f, (fj ), ξ)
...
cn(f, (fj ), ξ)
⎞⎟⎠= U((fj ), (fj ), ξ)−1
⎛⎜⎝
u(f,f1, ξ)
...
u(f,fn, ξ)
⎞⎟⎠ .
Proposition 3.11. Let f1, . . . , fn ∈ H be such that det(f1, . . . , fn) 
≡ 0. Then U((fj ), (fj ), ·)
has invertible non-tangential limits a.e. on Σ(H).
We begin with the proof of Proposition 3.10. To this end, for any λ ∈ D \ Θ (i.e. λ such that
det(f1(λ), . . . , fn(λ)) 
= 0) let Lλ denote the left-inverse of Mz −λ that annihilates {f1, . . . , fn},
i.e.
Lλ(f ) = f −
∑n
i=1 ci(f, (fj ), λ)fi
z− λ .
We will sometimes also use the notation Lλ(f, (fj )) to show the dependence on (fj ) explicitly
and we will always implicitly assume that λ ∈ D \Θ . First we need a lemma.
Lemma 3.12. For each f,g ∈H we have
(
1 − |λ|2)〈ι zLλf
1 − λz , ιg
〉
∗
=
∫
T
Pλ(z) d〈Eιf, ιg〉∗ −
n∑
i=1
ci
(
f, (fj ), λ
)∫
T
Pλ(z) d〈Eιfi, ιg〉∗. (3.8)
Moreover, for a.e. ξ ∈ T and every Stolz angle Γξ with vertex at ξ , there exists a function
r :R+ → R+ such that limt→0 r(t) = 0 and
(
1 − |λ|2)∣∣∣∣〈ι Lλf1 − λz , ιg
〉
∗
∣∣∣∣ r(|λ− ξ |)
(
1 +
n∑
i=1
∣∣ci(f, (fj ), λ)∣∣
)
, ∀λ ∈ Γξ \Θ.
Proof. Using Lemma 3.1 we get:〈
ι
zLλf
1 − λz , ιg
〉
∗
=
〈
(I − λV )−1(V − λ)−1V ι
(
f −
n∑
i=1
ci(λ)fi
)
, ιg
〉
∗
=
∫
z
(1 − λz)(z − λ) d〈Eιf, ιg〉∗ −
n∑
i=1
ci(λ)
∫
z
(1 − λz)(z − λ) d〈Eιfi, ιg〉∗.
T T
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z
(
(1 − λz)(z − λ))−1 = |z − λ|−2
for z ∈ T together yield (3.8). We turn to the second part of the lemma. By an application of
the Lax–Milgram theorem [22], there exists a bounded operator B on H such that 〈ιh1, ιh2〉∗ =
〈h1,Bh2〉 for all h1, h2 ∈H. Thus∣∣∣∣〈ι zLλf1 − λz , ιg
〉
∗
∣∣∣∣= ∣∣〈(1 − λMz)−1MzLλf ,Bg〉∣∣
 ‖Lλf ‖
∥∥(I − λM∗z )−1Bg∥∥. (3.9)
It is not hard to see that condition (3.6) is equivalent with∥∥∥∥1 − λzz − λ h
∥∥∥∥ c−1‖h‖, ∀h ∈ Ran(Mz − λ).
Using this we conclude that
‖Lλf ‖ =
∥∥∥∥1 − λzz − λ · f −
∑n
i=1 ci(λ)fi
1 − λz
∥∥∥∥ c−1∥∥∥∥f −∑ni=1 ci(λ)fi1 − λz
∥∥∥∥
 c−1
(∥∥(I − λMz)−1f ∥∥+ n∑
i=1
∣∣ci(λ)∣∣∥∥(I − λMz)−1fi∥∥
)
.
Moreover, Lemma 3.3 yields that for every fixed h ∈H and a.e. ξ ∈ T the function√(1 − |λ|2)×
‖(I − λMz)−1h‖ is bounded on any Stolz angle Γξ . The lemma thus follows from (3.9) if we
show that the non-tangential limit of
√
(1 − |λ|2)‖(I − λM∗z )−1Bg‖ is 0 a.e. on T.
To this end let k1ζ , . . . , k
n
ζ ∈H (ζ ∈ D), be defined by the equalities〈
f, kiζ
〉
H =
〈
f (ζ ), ei
〉
Cn
.
Note that Span{kiζ : ζ ∈ D, i = 1, . . . , n} is dense inH and that M∗z kiζ = ζ¯ kiζ for all ζ ∈ D. Hence
limn→∞ ‖M∗nz h‖ = 0 for all h ∈H. Lemma 3.3 then yields that
nt-lim
λ→ξ
√(
1 − |λ|2)∥∥(I − λM∗z )−1Bg∥∥= 0
for a.e. ξ ∈ T, as desired. 
To simplify the notation we set
t
(
f,g, (fj ), λ
)= (1 − |λ|2)〈ι zLλ(f, (fj )) , ιg〉
1 − λz ∗
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simply write t (f, g,λ).
Proof of Proposition 3.10. We apply Lemma 3.12 with g = fk , k = 1, . . . , n, to conclude that
for a.e. ξ ∈ Σ and any Stolz angle Γξ with vertex at ξ , there exists a function r :R+ → R+ such
that limt→0 r(t) = 0 and
∣∣t (f, fk, λ)∣∣ r(|λ− ξ |)
(
1 +
n∑
i=1
∣∣ci(f, (fj ), λ)∣∣
)
, (3.10)
for all λ ∈ Γξ \Θ and k = 1, . . . , n. Fix such a ξ and also assume that it is such that all functions
u(·, · ,·) that will appear below have non-tangential limits at ξ . We will show that the canonical
coefficients have the desired limits at ξ in Γξ . By repeated use of Lemma 3.12 we obtain the
following equation⎛⎜⎝
u(f,f1, λ)
...
u(f,fn,λ)
⎞⎟⎠−
⎛⎜⎝
t (f, f1, λ)
...
t (f, fn,λ)
⎞⎟⎠= U((fj ), (fj ), λ)
⎛⎜⎝
c1(λ)
...
cn(λ)
⎞⎟⎠ . (3.11)
Lemma 3.6 together with (3.10), (3.11) and the fact that all u(f,fk, ·)’s are assumed to be
bounded in Γξ we conclude that the ck’s are bounded in some neighborhood of ξ in Γξ \ Θ .
But then the singularities of the ck’s are removable there and (3.10) implies that each t (f, fk, λ)
goes to 0 when λ goes to ξ in Γξ \Θ . Proposition 3.10 now follows by taking the limit of (3.11)
when λ → ξ in Γξ . 
We turn to the proof of Proposition 3.11 and begin with the following weaker statement.
Lemma 3.13. For each  > 0 one can find a set Σ ⊂ Σ(H) and elements h1, . . . , hn in H with
det(h1, . . . , hn) 
≡ 0 such that U((hj ), (hj ), ·) has invertible non-tangential limits a.e. on Σ and
m
(
Σ(H) \Σ)< .
Proof. This proof relies heavily on the material in Section 3.1 and it is the only place where the
assumption that m(Σ(H)) > 0 is used. For any f ∈H we set f j = Rj (ιf ). Note that
u(f,g,λ) =
∫
T
Pλ(z)
(
n˜∑
j=1
f j (z)gj (z)
)
dm
so for any (hj ) and a.e. ξ ∈ T the matrix U((hj ), (hj ), ·) will have the non-tangential limit
U(ξ) =
⎛⎜⎜⎝
∑n˜
j=1 h
j
1(ξ)h
j
1(ξ) · · ·
∑n˜
j=1 h
j
n(ξ)h
j
1(ξ)
...
. . .
...∑n˜ j j ∑n˜ j j
⎞⎟⎟⎠ . (3.12)j=1 h1(ξ)hn(ξ) · · · j=1 hn(ξ)hn(ξ)
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other components. Let δ1 be the constant of Lemma 3.5, choose δ2 < 1 to satisfy 8
√
δ2 + δ2 < δ1
and set δ3 = √δ2/n. By Lemma 3.2 we can choose h1, . . . , hn and a number η ∈ N such that∥∥3ei −RV −ηιhi∥∥L2 < δ3. (3.13)
If h1(λ), . . . , hn(λ) do not span Cn for any λ, we may use Lemma 3.4 to adjust them slightly, so
that they do. Hence we can assume that det(h1, . . . , hn) 
≡ 0.
The inequality (3.13) is equivalent to∫
T
∣∣3χσi (z)− z−ηhii(z)∣∣2 dm+ ∑
j 
=i
1jn˜
∫
T
∣∣hji (z)∣∣2 dm< δ23 .
Let Σ ⊂ T be the set
Σ =
{
z ∈ Σ(H):
(∣∣3 − z−ηhii(z)∣∣2 + ∑
j 
=i
1jn˜
∣∣hji (z)∣∣2)< δ2, ∀i = 1, . . . , n}.
Then
δ2m
(
Σ(H) \Σ) ∫
Σ(H)\Σ
n∑
i=1
(∣∣3 − z−ηhii(z)∣∣2 + ∑
j 
=i
1jn˜
∣∣hji (z)∣∣2)dm< nδ23,
i.e.
m
(
Σ(H) \Σ)< .
As δ2 < 1 we have 2 < |hii(z)| < 4 for z ∈ Σ , and hence∣∣∣∣∣
n˜∑
j=1
h
j
i (z)h
j
i (z)
∣∣∣∣∣> ∣∣hii(z)∣∣2 − ∑
j 
=i
1jn˜
∣∣hji (z)∣∣2 > 4 − δ2 > 3,
∣∣∣∣∣
n˜∑
j=1
h
j
i (z)h
j
i (z)
∣∣∣∣∣< ∣∣hii(z)∣∣2 + ∑
j 
=i
1jn˜
∣∣hji (z)∣∣2 < 16 + δ2 < 17 (3.14)
for such z. Similarly one can use the Cauchy–Schwarz inequality to show that∣∣∣∣∣
n˜∑
j=1
h
j
i (z)h
j
k(z)
∣∣∣∣∣< 8√δ2 + δ2 < δ1, ∀z ∈ Σ, (3.15)
for k 
= i. The lemma now follows by combining (3.12), (3.14) and (3.15) with Lemma 3.5. 
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Section 3.1 we introduced the subspace
M=
{
f ∈H: lim
n→∞
∥∥Mnz f ∥∥= 0}.
Corollary 3.14. Let H be a space such that the hypotheses of Theorem 3.7 hold. ThenM= {0}.
In particular, H⊂ K˜ and the map ι is just the inclusion map ι :H→ K˜.
Due to the above result we will in the future not write the map ι explicitly.
Proof. Let f ∈ M and let h1, . . . , hn be chosen as in Lemma 3.13 for some  such that
m(Σ) > 0. We then have ιf = 0 so u(f,hk, ·) ≡ 0. Proposition 3.10 then implies that its canon-
ical coefficients satisfy ci(ξ) = 0 a.e. on Σ . But as the ci ’s are meromorphic and m(Σ) > 0,
Privalov’s theorem implies that ci ≡ 0. This in turn means that f ∈ Ran(Mz−λ) for all λ ∈ D\Θ ,
i.e. f ≡ 0, which was to be proved. 
We return to the proof of Proposition 3.11.
Lemma 3.15. Let Σ and h1, . . . , hn be given by Lemma 3.13 and let f1, . . . , fn ∈ H be any
elements with det(f1, . . . , fn) 
≡ 0. Then U((fj ), (hj ), ·) has invertible non-tangential limits a.e.
on Σ .
Proof. The equality of Lemma 3.12 implies that
t
(
fi, hk, (hj ), ·
)= u(fi, hk, ·)− n∑
m=1
cm
(
fi, (hj ), ·
)
u(hm,hk, ·)
for any i, k. All these equations can be written in matrix form as follows:⎛⎜⎝
t (f1, h1, (hj ), ·) · · · t (fn,h1, (hj ), ·)
...
. . .
...
t (f1, hn, (hj ), ·) · · · t (fn,hn, (hj ), ·)
⎞⎟⎠
=
⎛⎜⎝
u(f1, h1, ·) · · · u(fn,h1, ·)
...
. . .
...
u(f1, hn, ·) · · · u(fn,hn, ·)
⎞⎟⎠
−
⎛⎜⎝
u(h1, h1, ·) · · · u(hn,h1, ·)
...
. . .
...
u(h1, hn, ·) · · · u(hn,hn, ·)
⎞⎟⎠
⎛⎜⎝
c1(f1, (hj ), ·) · · · c1(fn, (hj ), ·)
...
. . .
...
cn(f1, (hj ), ·) · · · cn(fn, (hj ), ·)
⎞⎟⎠ .
If we agree to call the first matrix T (·) and the last C(·), this can be written in the somewhat
shorter form
U
(
(fj ), (hj ), ·
)= T (·)+U((hj ), (hj ), ·) ·C(·). (3.16)
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morphic function with non-tangential limits a.e. on Σ , so by Privalov’s theorem it follows that
C(ξ) is invertible for a.e. ξ ∈ Σ . Moreover, Lemma 3.12 yields that T has the non-tangential
limit 0 a.e. on Σ . The lemma now follows by combining the above information with Eq. (3.16)
and Lemma 3.13. 
Proof of Proposition 3.11. Let  > 0 be arbitrary and (hj ) be given by Lemma 3.13. It is
enough to show that U((fj ), (fj ), ·) has invertible non-tangential limits a.e. on Σ . Note that
〈Ea,b〉∗ = 〈Eb,a〉∗ for any a, b ∈ K˜ and thus
U
(
(hj ), (fj ), ·
)= (U((fj ), (hj ), ·))∗.
By Lemma 3.15 it then follows that U((hj ), (fj ), ·) has invertible non-tangential limits a.e.
on Σ . We proceed as in Lemma 3.15, now using the equations
t
(
fi, fk, (hj ), ·
)= u(fi, fk, ·)− n∑
m=1
cm
(
fi, (hj ), ·
)
u(hm,fk, ·).
This yields
U
(
(fj ), (fj ), ·
)= T ′(·)+U((hj ), (fj ), ·) ·C(·).
As before T ′ has non-tangential limits 0 and C has invertible non-tangential limits a.e. on Σ .
The proposition follows. 
Theorem 3.7 is now completely proved. We end this section with a few remarks.
Remark 3.1. (i) Condition (3.6) can be weakened in the following way. For each λ ∈ D let cλ be
the largest constant such that ∥∥∥∥ z− λ1 − λzf
∥∥∥∥ cλ‖f ‖, ∀f ∈H,
and set
Γ (H) =
{
ξ ∈ T: nt-liminf
λ→ξ cλ > 0
}
.
IfH is a Hilbert space of Cn-valued analytic functions such that Mz is a contraction and condition
(3.5) holds, then the proof of Theorem 3.7 actually shows that the first part of the conclusion of
Theorem 3.7 holds with the set Σ(H) replaced by Γ (H)∩Σ(H).
(ii) The second remark concerns the distribution of points in Θ near Σ(H). Recall that Θ is
defined as the zero set of the function det(f1, . . . , fn) and let nt-cl(Θ) denote the set of points on
T that are non-tangential cluster-points of Θ . It can then be shown that
m
(
nt-cl(Θ)∩Σ(H))= 0.
We omit the proof, which can be found in [9].
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Let H be a Hilbert space of X-valued analytic functions and letM be an invariant subspace.
The index ofM, denoted indM, is then defined to be the number
indM= codim Ran(Mz|M).
Note that indH = dim(X). The investigation of the index has attracted a lot of attention in the
last two decades. The origin of the work done in this direction is the seminal paper of Apostol,
Bercovici, Foias¸ and Pearcy [8], from which it follows that if
lim
n→∞
∥∥Mnz f ∥∥= 0
for some element f ∈ H, then one can find a subspace M whose index is any given number
in N ∪ {∞}. Furthermore, a recent result of Esterle [14] shows that there are Hilbert spaces of
analytic functions such that Mz is expansive where the same phenomenon occurs. In contrast,
Aleman, Richter and Sundberg has shown that in a Hilbert space H of C-valued analytic func-
tions such that the hypotheses of Theorem 1.3 hold, indM = 1 for any invariant subspace M,
see [6]. We now give an extension of their result. For λ ∈ D denote by eλ the functional of
evaluation at λ.
Theorem 3.16. LetH be a Hilbert space of Cn-valued analytic functions such that the hypotheses
of Theorem 3.7 hold and letM be an invariant subspace. Then
indM= sup{dim eλ(M): λ ∈ D}. (3.17)
In particular, indM n.
Proof. Denote the right-hand side of (3.17) by m. Clearly indMm and
indM= codim Ran(Mz|M) = − ind(Mz|M).
Since Mz −λ is injective with closed range for any λ ∈ D, it is bounded below which is then also
true for Mz|M− λ. Thus its Fredholm index is defined for all λ ∈ D and by Fredholm theory the
index is therefore constant in D. Hence it suffices to show that for some λ ∈ D, ind(Mz|M−λ) =
−m. Pick a λ0 such that the supremum in (3.17) is attained and let f1, . . . , fm be elements ofM
such that Span{f1(λ0), . . . , fm(λ0)} = eλ0(M).
Let f be an arbitrary element of M. It is easy to see that there are meromorphic functions
c1, . . . , cm such that f (λ) =∑mi=1 ci(λ)fi(λ). Now, if
codim Ran(Mz|M − λ0) > m
there must exist an f such that
f −
m∑
ci(λ0)fi /∈ Ran(Mz|M − λ0). (3.18)
i=1
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〈
f −∑mi=1 ci(λ)fi
z− λ ,h
〉

≡ 0.
Denote the above expression by H(λ) and note that H is meromorphic. (To see this, note that
it is true if h is a linear combination of reproducing kernels and that the only poles in this case
are those that come from the ci ’s. Thus H is the limit uniformly on compacts of a sequence of
meromorphic functions, and hence H is meromorphic as well.) From the identity
1 = 1 − |λ|
2
1 − λz + λ
z − λ
1 − λz
and
〈
λ
z− λ
1 − λz
f −∑mi=1 ci(λ)fi
z− λ ,h
〉
=
〈
λ
( ∞∑
i=0
(λMz)
i
)(
f −
m∑
i=1
ci(λ)fi
)
, h
〉
= 0
we obtain
H(λ) = (1 − |λ|2)〈f −∑mi=1 ci(λ)fi
(1 − λz)(z − λ) ,h
〉
.
Exactly as in Lemma 3.12 one can show that for a.e. ξ ∈ T and every open Stolz angle Γξ , there
exists a function r :R+ → R+ such that limt→0 r(t) = 0 and
∣∣H(λ)∣∣= (1 − |λ|2)∣∣∣∣〈f −∑mi=1 ci(λ)fi
(1 − λz)(z − λ) ,h
〉∣∣∣∣ r(|λ− ξ |)
(
1 +
m∑
i=1
∣∣ci(λ)∣∣
)
.
But as the canonical coefficients ci have non-tangential limits a.e. on Σ(H), Privalov’s theorem
(for meromorphic functions) implies that H ≡ 0, which is a contradiction. 
3.4. Multiplicity of the unitary extension
Let H be a Hilbert space of Cn-valued analytic functions such that ‖Mz‖  1 and such that
there exists f ∈H with limi→∞ ‖Mizf ‖ 
= 0. As in Section 3.1 we may define the unitary oper-
ator V which then has a multiplicity function MV :C → N given by
MV =
∑
χσj .
In all to us known examples we have MV (·)  n, but we have not been able to prove this in
general. However, we shall show that it is true if we also assume thatH satisfies condition (3.6).
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For any two sets g1, . . . , gn and f1, . . . , fn we will use the notation
Ug,f (ξ) = U
(
(gj ), (fj ), ξ
)=
⎛⎜⎝
d〈Eg1,f1〉∗
dm
(ξ) . . .
d〈Egn,f1〉∗
dm
(ξ)
...
. . .
...
d〈Eg1,fn〉∗
dm
(ξ) . . .
d〈Egn,fn〉∗
dm
(ξ)
⎞⎟⎠ .
Proposition 3.17. Let H be a Hilbert space of Cn-valued analytic functions such that the hy-
potheses of Theorem 3.7 hold and let {f1, . . . , fn} be a set in H such that det(f1, . . . , fn) 
≡ 0.
Then for a.e. ξ ∈ T the matrix Uf,f (ξ) is positive. Moreover, for any g ∈H and a.e. ξ ∈ Σ(H)
we have
d〈Eg,g〉∗
dm
(ξ) =
∥∥∥∥∥∥∥
(
Uf,f (ξ)
)1/2⎛⎜⎝
c1(g, (fj ), ξ)
...
cn(g, (fj ), ξ)
⎞⎟⎠
∥∥∥∥∥∥∥
2
Cn
.
Proof. For a.e. ξ ∈ T and any a = (a1, . . . , an) ∈ Cn it is easily seen that
〈
Uf,f (ξ)a, a
〉
Cn
= d〈E
∑
aifi,
∑
aifi〉∗
dm
(ξ),
so Uf,f (ξ) is positive as an operator on Cn for a.e. ξ ∈ T. Take g1, . . . , gn so that g1 = g and
det(g1, . . . , gn) 
≡ 0. By Theorem 3.7 we deduce
⎛⎜⎝
d〈Eg1,f1〉∗
dm
(ξ) . . .
d〈Egn,f1〉∗
dm
(ξ)
...
. . .
...
d〈Eg1,fn〉∗
dm
(ξ) . . .
d〈Egn,fn〉∗
dm
(ξ)
⎞⎟⎠
=
⎛⎜⎝
d〈Ef1,f1〉∗
dm
(ξ) . . .
d〈Efn,f1〉∗
dm
(ξ)
...
. . .
...
d〈Ef1,fn〉∗
dm
(ξ) . . .
d〈Efn,fn〉∗
dm
(ξ)
⎞⎟⎠
⎛⎜⎝
c1(g1, (fj ), ξ) . . . c1(gn, (fj ), ξ)
...
. . .
...
cn(g1, (fj ), ξ) . . . c1(gn, (fj ), ξ)
⎞⎟⎠
for a.e. ξ ∈ Σ(H). If we denote the last matrix by Cg,f we can write this equality as
Ug,f (ξ) = Uf,f (ξ)Cg,f (ξ)
and in the same way we get
Uf,g(ξ) = Ug,g(ξ)Cf,g(ξ).
Hence we have
Ug,g = Uf,gC−1 = U∗g,f C−1 = C∗g,f Uf,f C−1 (3.19)f,g f,g f,g
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Cf,g and Cg,f . For all λ in D except some discrete set we have(
f1(λ), . . . , fn(λ)
)= (g1(λ), . . . , gn(λ))Cf,g(λ)
which yields that
Cf,g =
(
g1(λ), . . . , gn(λ)
)−1(
f1(λ), . . . , fn(λ)
)
= ((f1(λ), . . . , fn(λ))−1(g1(λ), . . . , gn(λ)))−1 = C−1g,f
which clearly extends to a.e point in Σ(H) as well. Equation (3.19) now yields
Ug,g = C∗g,f Uf,f Cg,f
which can be written as
Ug,g =
(
(Uf,f )
1/2Cg,f
)∗
(Uf,f )
1/2Cg,f .
By equating the entry in the upper left corner of these matrices we obtain the desired result. 
Theorem 3.18. Let H be a Hilbert space of Cn-valued analytic functions such that Mz is a
contraction and conditions (3.5) and (3.6) hold. Then the multiplicity function satisfies MV  n
at all points. In other words n˜ n.
Proof. Recall that S is the operator on K induced by Mz and that V = (⊕n˜i=1 Nmi ) is the mini-
mal unitary extension of S. By the theory of unitary extensions all minimal unitary extensions of a
given operator are unitarily equivalent and therefore MV is independent of how V is constructed.
Hence it suffices to construct a minimal unitary extension of S whose multiplicity function is less
than or equal to n everywhere. Moreover, by the theory of minimal unitary extensions, each uni-
tary extension contains a minimal unitary extension, and the multiplicity function of an operator
decrease when the operator is restricted to a reducing subspace. Therefore it suffices to show that
there exists a unitary extension of S whose multiplicity function is  n. See [9, Section 5], [10,
Theorem 10.21, Chapter IX] and [11, 9.1, p. 99, 2.4, 2.7, p. 127] for verification of the above
claims about minimal unitary extensions and multiplicity functions.
If m(Σ(H)) = 0 then there is nothing to prove, so assume in addition that m(Σ(H)) > 0.
Then Theorem 3.7 applies to H. Let f1, . . . , fn ∈H be such that det(f1, . . . , fn) 
≡ 0. For sim-
plicity of notation we will make no distinction between (H,‖ · ‖∗) and its image in⊕n˜i=1 L2(mi)
under R. Define the map Q :H→⊕ni=1 L2(mi) via
Q(g) = (χ(σ1\Σ(H))g1, . . . , χ(σn\Σ(H))gn)+ χΣ(H)(Uf,f )1/2
⎛⎜⎝
c1(g, (fj ), ·)
...
⎞⎟⎠ ,
cn(g, (fj ), ·)
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one sees that QS = (⊕ni=1 Nmi )Q. Moreover, Lemma 3.4 and Proposition 3.17 together show
that ∥∥Q(g)(ξ)∥∥2
Cn
= 〈Eg,g〉∗
dm
(ξ)
for a.e. ξ ∈ T, which implies that ‖Q(g)‖⊕n
i=1 L2(mi) = ‖g‖∗ for g ∈H. Thus Q can be extended
to K and we see that
QS =
(
n⊕
i=1
Nmi
)
Q.
But (
⊕n
i=1 L2(mi),
⊕n
i=1 Nmi ) is a unitary extension of (Q(K), (
⊕n
i=1 Nmi )|Q(K)), and there-
fore also of (K, S) if we agree to identify K with Q(K). But the multiplicity function of⊕n
i=1 Nmi (·) is clearly less than or equal to n everywhere, which is what we wanted to show. 
3.5. The infinite-dimensional case
We shall now discuss various possibilities of extending Theorem 3.7 to the case when H is
a Hilbert space of X-valued analytic functions, where X is an infinite-dimensional separable
Hilbert space. The first problem we encounter in this context is that the “generalized canonical
coefficients” C(f ) might not even be meromorphic functions in D, as was shown in Example 2.3.
To avoid this problem we shall consider spaces H that contain all constant functions and work
directly with the functions f ∈ H instead of C(f ). More precisely, we shall consider Hilbert
spaces of l2-valued functions that can be decomposed asH=⊕Hi , where eachHi is a Hilbert
space of C-valued analytic functions such that 1 ∈Hi . Moreover, we shall assume that Mz (inH)
is a contraction and that
lim
n→∞
∥∥Mnz f ∥∥ 
= 0 for all non-zero f ∈H; (3.20)
∃c such that
∥∥∥∥ z− λ1 − λzf
∥∥∥∥ c‖f ‖, ∀λ ∈ D and ∀f ∈H. (3.21)
We shall see that even in such spaces Theorem 3.7 (or rather Corollary 3.8) has no counterpart.
Consider a sequence (Hi ) of Hilbert spaces of C-valued analytic functions such that for any
compact set K ⊂ D, there are numbers CK,cK > 0 such that
cK < sup
{
f (λ): f ∈Hi , ‖f ‖ < 1
}
<CK (3.22)
for all λ ∈ D and all i ∈ N. Then the space⊕Hi can in a natural way be identified with a Hilbert
space H whose elements are l2-valued analytic functions (see [18, Theorem 3.11.4(iv)]). For H
to be a “Hilbert space of l2-valued analytic functions” as defined in the introduction, we need to
verify conditions (1.1)–(1.3). That (1.1) holds follows by (3.22). Moreover, it is not hard to see
that (1.2) holds if Mz is a contraction in each Hi . Finally for (1.3) we need that the operators
Mz − λ in each Hi are uniformly bounded below for each fixed λ ∈ D. In the examples that
follow, these conditions will always be satisfied.
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space H of l2-valued analytic functions satisfies:
(i) Mz is a contraction and conditions (3.20) and (3.21) hold.
(ii) Σ(Hi ) = T, i.e. all f ∈Hi have non-tangential limits a.e. on T.
(iii) There are functions in H that do not have non-tangential limits anywhere on T.
Set dμi = (1 − |z|) dA + i−2 dm and take Hi = P 2(μi). That (3.21) holds can be verified
using methods of [5,7] and the other claims in (i) and (ii) are easy to check. To see (iii), note
that the function (zi)∞i=1 is an element ofH that converge componentwise to (ξ i)∞i=1 at all points
ξ ∈ T, but (ξ i)∞i=1 /∈ l2.
What makes the above example work is that the measures i−2m go to 0 as i → ∞. This will
not be the case in the next example but we have to give up condition (3.21).
Example 3.20. This example is of the same type as Example 3.19 but
dμk = min
(
1,
(
1 − |z|
1 − 2/k
)nk)
dA+ χσ dm,
where σ ⊂ T is a proper arc and the numbers nk will be determined later. Although H does
not satisfy condition (3.21), each of the spaces Hi do and Σ(Hi ) = σ . Hence for each function
(fi) ∈ H the components fi have non-tangential limits a.e. on σ . However, we shall see that
there are (fi) ∈H that have no radial limit (in l2) at any ξ ∈ σ (i.e. limr→1(fi(rξ)) does not
exist), even though (fi(ξ)) ∈ l2.
Let σk , Dk be the dilated sets (1−1/k)σ , respectively (1−2/k)D. By Runge’s theorem there
exists a polynomial fk such that |fk(z)| < 1/k on Dk and σ , but |1 − f (z)| < 1/k on σk . Now
assume that nk has been chosen such that
‖fk‖2P 2(μk)  2
(
π +m(σ))/k2.
Then (fk) ∈⊕Hk . Denote by F the corresponding element of H. Clearly F(ξ) ∈ l2 whenever
ξ ∈ σ , but ∥∥F(ξ)− F ((1 − 1/k)ξ)∥∥
l2 
∣∣fk(ξ)− fk((1 − 1/k)ξ)∣∣ 1 − 2/k,
so limr→1 ‖F(rξ)− F(ξ)‖l2 
= 0.
We have not been able to find an example like the one above which also satisfies (3.21).
Finally let us turn to the classical cases of spaces of vector-valued analytic functions. It is
well known (see [19]), that if H is the X-valued Nevanlinna class or the X-valued Hardy space
Hp(X), where 1 p ∞ and X is a separable Hilbert space, then all functions inH have non-
tangential limits a.e. on T. The theorem below offers a partial generalization of these results based
on our operator-theoretic approach. Let H0 be some fixed Hilbert space of C-valued analytic
functions. If one has a space H =⊕Hi constructed as in the above examples where Hi =H0
for all i ∈ N, then we will simply write H=⊕H0.
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potheses of Theorem 3.7 and 1 ∈H0. SetH=⊕H0. Then each F ∈H has non-tangential limits
a.e. on Σ(H0).
Proof. Note that each operator A onH0 has an obvious counterpart
⊕
A on
⊕H0. Where there
is no risk of confusion, we will simply denote the latter by A as well. Let F = (fi) be any fixed
element of H, let Lλ be the left inverse of Mz which annihilates the constants, i.e.
LλG = G−G(λ)
z − λ ,
and recall the proof of Lemma 3.12. We then have
‖zLλF‖H  c−1
(∥∥(1 − λMz)−1F∥∥H + ∥∥F(λ)∥∥l2∥∥(1 − λMz)−11∥∥H0).
Let B be as in the proof of Lemma 3.12, let (ai) ∈ l2 and let G be the constant function G(z) =
(ai). Then ∥∥(1 − λM∗z )−1B(G)∥∥2H = ∥∥(1 − λM∗z )−1B(1)∥∥2H0∥∥(ai)∥∥2l2 .
Hence we conclude that for a.e. ξ ∈ T and every Stolz angle Γξ with vertex at ξ , there exists a
function r :R+ → R+, depending on F but not on (ai), such that lims→0 r(s) = 0 and
(
1 − |λ|2)∣∣∣∣〈 zLλF1 − λz ,G
〉
∗
∣∣∣∣ r(|λ− ξ |)∥∥(ai)∥∥l2(1 + ∥∥F(λ)∥∥l2), ∀λ ∈ Γξ .
We also have
(
1 − |λ|2)〈 zLλF
1 − λz ,G
〉
∗
=
∑∫
T
Pλ(z) d〈fi, ai〉∗ −
∑
fi(λ)
∫
T
Pλ(z) d〈1, ai〉∗.
Now choose G = F(λ) and use Lemma 3.4 together with the inequality ab  a2 + b2/4 for
a, b ∈ R to obtain
3/4
∥∥F(λ)∥∥2
l2
∫
T
Pλ(z) d〈1,1〉∗ −
∑∫
T
Pλ(z) d〈fi, fi〉∗
 r
(|λ− ξ |)∥∥F(λ)∥∥
l2
(
1 + ∥∥F(λ)∥∥
l2
)
.
But the measure
∑〈fi, fi〉∗ is finite with variation equal to ‖F‖2, and hence the second term
above has finite non-tangential limits a.e. Moreover, the Poisson-integral in the first term has
non-zero non-tangential limits a.e. on{
z ∈ T: d〈E1,1〉∗
dm
(z) > 0
}
= Σ(H0).
Thus we can conclude that for a.e. ξ in Σ(H0), F stays bounded in any Stolz angle Γξ .
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will only outline. For verification of the following claims see [17, pp. 40–62]. Fix 0 < r < 1 and
define the maximal function with respect to the corresponding Stolz angles Γr,ξ by
f ∗(ξ) = sup
z∈Γr,ξ
∥∥f (z)∥∥
l2 .
f ∗ will be measurable and finite a.e. on Σ(H0). For any  > 0 we can thus choose a closed set
Σ ′ ⊂ Σ(H0) such that m(Σ(H0) \Σ ′) <  and f is bounded in
D =
⋃
ξ∈Σ ′
Γr,ξ .
From the works of Privalov it follows that ∂D is a closed rectifiable Jordan curve. Let φ be a
conformal map from D onto D. By the theorems of Lindelöf and the brothers Riesz, F will have
non-tangential limits a.e. on Σ ′ if F ◦ φ has non-tangential limits a.e. on D. That is however
indeed the case as F ◦ φ ∈ H 2
l2
, and so we conclude that F has non-tangential limits a.e. on Σ ′.
Since  was arbitrary, we are done. 
For the sake of completeness we end this section by noting a different condition on a Hilbert
space of X-valued analytic functions that implies the existence of non-tangential limits a.e. on
some set. The argument is directly taken from [6].
Theorem 3.22. Let H be a Hilbert space of X-valued analytic functions, where X is a Hilbert
space. Let eλ denote the operator of evaluation at the point λ, and let Δ(H) denote the set of
points ξ ∈ T where (1 − |λ|2)‖eλ‖2 is bounded in all Stolz angles Γr,ξ with vertex at ξ . Then any
function F ∈H has non-tangential limits in X a.e. on Δ(H).
Proof. Via the uniform boundedness principle and Cauchy’s theorem we deduce that λ → eλ
is continuous, and then a standard argument shows that Δ(H) is measurable. For a fixed Stolz
angle we have the estimate
∥∥F(λ)∥∥2 = (1 − |λ|2)2∥∥∥∥eλ( F(z)1 − λ¯z
)∥∥∥∥2  (1 − |λ|2)‖eλ‖2(1 − |λ|2)∥∥∥∥ F(z)1 − λ¯z
∥∥∥∥2.
Using Lemma 3.3 we can thus conclude that for a.e. ξ ∈ Δ(H), ‖F(λ)‖ is bounded in any Stolz
angle with vertex at ξ . The desired conclusion now follows as in the proof of Theorem 3.21. 
As a corollary, we can for example extend Theorem 1.2 to the corresponding spaces of Hilbert
space valued functions. Let X be a separable Hilbert space and define the space P 2X(μ) as the
closure of all X-valued polynomials under the norm
‖p‖2 =
∫ ∥∥p(z)∥∥2
X
dμ.D
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for P 2(μ)-spaces), if and only if P 2(μ) is a Hilbert space of C-valued analytic functions. Recall
that Σμ is defined as
Σμ =
{
z ∈ T: d(μ|T)
dm
(z) > 0
}
.
The corollary should be compared with Examples 3.19 and 3.20.
Corollary 3.23. Let μ be a measure on D such that P 2(μ) becomes a Hilbert space of analytic
functions. If m(Σμ) > 0 then any f ∈ P 2X(μ) has non-tangential limits a.e. on Σμ and these
limits coincide with the corresponding value of f on T.
Proof. Chose an orthonormal basis for X. Its easily seen that P 2X(μ) equals
⊕
P 2(μ) with the
usual identification. In [7] it is shown that for a.e. ξ ∈ Σμ and every Stolz angle Γξ there is a
constant C such that |f (λ)|2  C‖f ‖21−|λ|2 for all λ ∈ Γξ and f ∈ P 2(μ) (see Theorem A). But this
immediately implies that the same inequality holds with f ∈ ⊕P 2(μ), so the corollary follows
directly from Theorem 3.22. 
References
[1] A. Aleman, The multiplication operator on Hilbert spaces of analytic functions, Habilitationsschrift, Fern Univer-
sität, Hagen, 1993.
[2] A. Aleman, S. Richter, Simply invariant subspaces of H 2 of some multiply connected regions, Integral Equations
Operator Theory 24 (1996) 121–155.
[3] A. Aleman, C. Sundberg, Private communication.
[4] A. Aleman, S. Richter, C. Sundberg, Analytic contractions and boundary behavior—An overview, in: Proceedings
of the First Advanced Course in Operator Theory and Complex Analysis, Universidad de Sevilla, 2006.
[5] A. Aleman, S. Richter, C. Sundberg, Invariant subspaces of the backward shift on Hilbert spaces of analytic func-
tions with regular norm, in: Contemp. Math., vol. 404, Amer. Math. Soc., Providence, RI, 2006.
[6] A. Aleman, S. Richter, C. Sundberg, Analytic contractions and non-tangential limits, Trans. Amer. Math. Soc. 359
(2007).
[7] A. Aleman, S. Richter, C. Sundberg, Non-tangential limits in P t (μ)-spaces and the index of invariant subspaces,
Ann. of Math., in press.
[8] C. Apostol, H. Bercovici, C. Foias, C. Pearcy, Invariant subspaces, dilation theory, and the structure of the predual
of a dual algebra. I, J. Funct. Anal. 63 (3) (1985) 369–404.
[9] M. Carlsson, Two papers on spaces of analytic functions, Licentiate thesis, Lund University, 2005.
[10] J.B. Conway, A Course in Functional Analysis, second ed., Grad. Texts in Math., vol. 96, Springer-Verlag, New
York, 1990.
[11] J.B. Conway, Subnormal Operators, Res. Notes in Math., vol. 51, Pitman, Boston, MA, 1981.
[12] M.J. Cowen, R.G. Douglas, Complex geometry and operator theory, Acta Math. 141 (3–4) (1978) 187–261.
[13] P.L. Duren, Theory of Hp-Spaces, Pure Appl. Math., vol. 38, Academic Press, New York, 1970.
[14] J. Esterle, Toeplitz operators on weighted Hardy spaces (English summary), Algebra i Analiz 14 (2) (2002) 92–116,
translated in: St. Petersburg Math. J. 14 (2) (2003) 251–272.
[15] C. Foias¸, B. Sz.-Nagy, Harmonic Analysis of Operators on Hilbert Space, North-Holland, Amsterdam, 1970.
[16] H. Hedenmalm, K. Zhu, On the failure of optimal factorization for certain weighted Bergman spaces, Complex Var.
Theory Appl. 19 (1992) 165–176.
[17] P. Koosis, Introduction to Hp-Spaces, second ed., Cambridge Univ. Press, 1998.
[18] N.K. Nikolski, Operators, Functions and Systems: An Easy Reading, vol. 1, Math. Surveys Monogr., vol. 92, Amer.
Math. Soc., Providence, RI, 2002.
[19] M. Rosenblum, J. Rovnyak, Hardy Classes and Operator Theory, Oxford Math. Monogr., Oxford Univ. Press, 1985.
M. Carlsson / Journal of Functional Analysis 247 (2007) 169–201 201[20] S. Shimorin, Wold-type decompositions and wandering subspaces for operators close to isometries, J. Reine Angew.
Math. 531 (2001) 147–189.
[21] J. Spraker, The minimal normal extension for Mz on the Hardy space of a planar region, Trans. Amer. Math.
Soc. 318 (1) (1990) 57–67.
[22] K. Yoshida, Functional Analysis and Its Applications, Springer-Verlag, New York, 1971.
